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Abstract
Complex metallic alloys (CMAs) are materials of high structural complex-
ity that often exhibit remarkable physical properties with potential techno-
logical applications. In many CMA phases the structural complexity exerts
a strong impact on the lattice dynamics and related physical properties. A
combination of experimental techniques and simulation methods is applied
to investigate the connection between structural complexity and dynami-
cal characteristics for several phases with peculiarities in their dynamical
behavior.
First, the MgZn2 Laves phase and the Pauling triacontahedral phase
Mg2Zn11, two Mg–Zn phases with different degrees of structural complex-
ity, are probed by neutron and X–ray scattering experiments. A compari-
son of the experimentally determined dynamical properties of these phases
is presented and analyzed by ab–initio and molecular dynamics simulations.
The experimentally evidenced excess of low energy modes in Mg2Zn11 is
interpreted by distinct atomistic motions.
Furthermore, an investigation of the dynamical processes in ScZn6, a
phase which is isostructural to Cd6Yb, the 1/1–approximant to the first
binary quasicrystal [112], is presented. ScZn6 shows a low temperature
order–disorder phase transition, which is closely related to the orienta-
tional ordering of a tetrahedral shell inside the constituting cluster building
blocks. Dynamical aspects of the orientational disorder in ScZn6 are stud-
ied by quasielastic neutron scattering and molecular dynamics simulations,
proving that the disorder in this phase is indeed dynamical in nature.
Finally, the lattice dynamics in the clathrate system Ba8Ge46−x−yNixy
is explored. Due to its electrical and thermal characteristics this cage com-
pound is a promising candidate for thermoelectric applications. The influ-
ence of Ni– and vacancy–content on the vibrational spectrum is studied by
ab–initio simulations and compared to results from inelastic neutron scat-
tering. The mechanisms that are responsible for the low lattice thermal
conductivity [82] of this system, are discussed by elaborating the contribu-
tions of guest atoms and host cages to the vibrational spectrum.
XVII
XVIII Abstract
Zusammenfassung in deutscher
Sprache
Einleitung
Das wissenschaftliche Interesse an komplexen metallischen Phasen (CMA)
datiert zurück zu den bahnbrechenden Arbeiten von Pauling, Bergman,
Samson und anderen, die sich mit der Bestimmung von Kristallstrukturen
wie NaCd2 [95], β–Mg2Al3 [96] oder Mg32(Al,Zn)49 [10] beschäftigt haben.
Mit ihren riesigen, bzw. im Fall der Quasikristalle sogar unendlich großen
Einheitszellen stellen CMAs nach wie vor eine Herausforderung für die
Kristallographie dar. Dennoch sind heutzutage, dank der Weiterentwick-
lung experimenteller Techniken und computergestützter Analysemethoden,
verläßliche Strukturmodelle für viele komplexe Phasen vorhanden. Insbe-
sondere die Entdeckung des ersten binären Quasikristalls i–CdYb [112]
sowie dessen 1/1–Approximanten Cd6Yb [42] waren wesentliche Schritte
zur Strukturbestimmung solch komplexer Phasen.
Viele CMAs besitzen außergewöhnliche physikalische Eigenschaften, die
oftmals eng mit ihrer komplexen Struktur zusammenhängen und sie für
technische Anwendungen interessant machen. Makroskopische Eigenschaf-
ten wie Reibung, Elastizität oder spezifische Wärme werden von Prozessen
bestimmt, die auf atomarer Ebene ablaufen. Diese sind eng mit den struk-
turellen Bausteinen der jeweiligen Phase verbunden. Daher kann ein detail-
liertes Verständnis physikalischer Eigenschaften nur dann erreicht werden,
wenn man atomistische Aspekte berücksichtigt. Hier liefert die Kombina-
tion von modernen experimentellen Methoden und atomistischen Compu-
tersimulationen die Möglichkeit, auch für hochkomplexe Systeme ein Ver-
ständnis auf atomarer Ebene zu entwickeln.
In dieser Schrift soll die Beziehung von strukturellen und dynamischen
Merkmalen für verschiedene CMA–Phasen untersucht werden. Thermische
Eigenschaften wie spezifische Wärme oder thermische Leitfähigkeit sind
von großem Interesse für die Entwicklung neuer funktioneller Materialien
XIX
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und machen somit die zugrunde liegende Gitterdynamik zu einem entschei-
denden Baustein. In der jüngeren Vergangenheit hat sich die Kombinati-
on von Neutronenstreuung und atomistischen Computersimulationen als
fruchtbarer Ansatz erwiesen. Beispielsweise konnte die Gitterdynamik im
Zn–Mg–Sc–Quasikristall sowie seinem 1/1–Approximanten erforscht wer-
den [26]. Im Verlauf dieser Arbeit wird ein ähnlicher Ansatz verwendet. Ex-
perimentelle Ergebnisse aus Neutronen- und Röntgenstreuung werden an-
hand von Dichtefunktionaltheorie– und Molekulardynamik–Simulationen
auf atomarer Ebene analysiert und interpretiert.
Grundlagen
Komplexe Metallische Phasen (CMAs)
Komplexe metallische Phasen (CMAs) sind Materialien, für die die vor-
handene Fernordnung sowie ihre riesigen bzw. bei Quasikristallen unend-
lich großen Einheitszellen charakteristisch sind. Diese komplexen Legierun-
gen bestehen oftmals aus Clusterbausteinen, die in vielen Fällen ikosaedri-
sche Symmetrie aufweisen. Es existieren zahlreiche CMA–Phasen, die als
Packung solcher Cluster dargestellt werden können. Insbesondere bilden
die sogenannten Bergman–, Mackay– und Tsai–Cluster die Grundbaustei-
ne einer großen Anzahl von CMAs. Die strukturelle Komplexität, die allen
CMAs gemein ist, führt in vielen Fällen zu spektakulären physikalischen
Eigenschaften. Der genaue Zusammenhang von strukturellen Bausteinen
und physikalischen Eigenschaften ist allerdings noch weit davon entfernt,
verstanden zu sein. Insbesondere der Zusammenhang von Struktur und
Dynamik soll im Verlauf dieser Arbeit näher diskutiert werden.
Experimentelle Methoden
In der Festkörperphysik sind Röntgen- und Neutronenstreuung zwei der
wichtigsten Methoden zur Strukturbestimmung und zur Untersuchung dy-
namischer Eigenschaften. Hierbei nutzt man die Wechselwirkung zwischen
Neutronen bzw. Röntgenquanten und Materie, um Informationen über ent-
sprechende Materialien zu erhalten. Gemessen wird der sogenannte diffe-
renzielle Streuquerschnitt d
2σ
dΩdE′ , der die Antwort des bestrahlten Systems
auf die eingebrachte Störung wiedergibt.
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Der differenzielle Streuquerschnitt kann als Funktion von an das Streu-
system übertragener Energie und Kristallmoment dargestellt werden. Streu-
prozesse, bei denen kein Energieübertrag stattfindet, werden als elastisch
bezeichnet und beinhalten Informationen zur Kristallstruktur. Im Gegen-
satz dazu geht mit inelastischen Prozessen ein Energieübertrag einher, was
einen Zugang zu dynamischen Größen eröffnet.
Atomistische Computersimulationen
Mit der Entwicklung der Dichtefunktionaltheorie (DFT) wurde in den 60er
Jahren des vergangenen Jahrhunderts eine mächtige Methode zur Bestim-
mung der Grundzustände von Molekülen und Festkörpern entwickelt. Die
Grundidee liegt darin, die Schrödinger Gleichung bzw. die Grundzustands-
energie eines Vielteilchensystems als Funktion der Elektronendichte anzu-
geben. Diese Darstellung ist eindeutig, was bedeutet, dass zur Bestimmung
der Grundzustandsenergie nur die zugehörige Elektronendichte und nicht
die Vielteilchen–Wellenfunktion berechnet werden muss. Die Elektronen-
dichte des Grundzustandes kann dann wiederum durch Anwendung des
Variationsprinzips bestimmt werden. Anhand des so erhaltenen Grundzu-
standes kann man Stabilität, aber auch verschiedene dynamische Eigen-
schaften der betrachteten Phasen bestimmen. Ab–initio–DFT–Methoden
haben sich in vielen Fällen als sehr exakt erwiesen, sind aber aufgrund der
benötigten Computerleistung auf Systeme von wenigen hundert Atomen
begrenzt.
Eine zweite, hocheffiziente Methode zur Berechnung verschiedenster phy-
sikalischer Größen ist die Molekulardynamik. An Stelle des gesamten Viel-
teilchensystems mit elektronischen und ionischen Freiheitsgraden werden
hierbei atomare Punktteilchen betrachtet, die über effektive Potenziale
miteinander wechselwirken. Diese Potenziale sind ein ganz entscheidender
Aspekt einer Molekulardynamik–Simulation, da nur mit guten Potenzia-
len realistische Simulationen möglich sind. In der Simulation selbst werden
dann die Trajektorien der Punktteilchen durch numerische Integration der
newtonschen Bewegungsgleichungen bestimmt. Durch die Kenntnis von Po-
sition und Geschwindigkeit aller Teilchen zu jedem Zeitschritt können dann
physikalische Größen und insbesondere auch dynamische Prozesse betrach-
tet werden (z.B. anhand klassischer Korrelationsfunktionen). Der Vorteil
von Molekulardynamik–Simulationen ist, dass sehr große Systeme und lan-
ge Zeitspannen simuliert werden können. Allerdings sind verlässliche Simu-
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lationen eben nur mit effektiven Potenziale möglich, die die teilweise sehr
komplizierten Wechselwirkungen korrekt widerspiegeln. Und die Erstellung
solcher Potenziale ist oftmals nicht ganz trivial.
Ergebnisse
Im Verlauf dieser Doktorarbeit wurden drei verschiedene CMA–Systeme
experimentell mit Röntgen und Neutronenstreuung untersucht und die Er-
gebnisse anhand von Ab–initio– bzw. Molekulardynamik– Simulationen
ausgewertet und interpretiert.
Das Mg–Zn System
Mg und Zn bilden eine Vielzahl von Phasen mit unterschiedlicher struktu-
reller Komplexität. Der Einfluss dieser Komplexität auf die Gitterdynamik
wurde für die MgZn2 Laves–Phase und für Mg2Zn11 untersucht. Die hexa-
gonale Laves–Phase besteht aus 12 Atomen in der Einheitszelle und kann
ebenfalls als hcp–Packung sogenannter Friauf–Polyeder dargestellt werden.
Ergebnisse von inelastischer Neutronenstreuung wurden anhand von Si-
mulationen reproduziert. Insbesondere die angewandten DFT–Methoden
lieferten eine beinahe perfekte Übereinstimmung von Experiment und Si-
mulation für Phononenzustandsdichte und Dispersionskurven.
Im Fall von Mg2Zn11 war es zunächst nur bedingt möglich, die mit Neu-
tronenstreuung bestimmte Phononenzustandsdichte theoretisch zu repro-
duzieren. Die Struktur von Mg2Zn11 besteht aus sogenannten Pauling–
Triakontaedern im Zentrum einer kubischen Einheitszelle, die durch Okta-
eder miteinander verbunden sind. Neuerliche Diffraktionsexperimente zeig-
ten, dass diese Triakontaeder zu einem gewissen Anteil Leerstellen im Zen-
trum enthalten (ca. 30%). Durch die Berücksichtigung dieser Leerstellen ge-
lang es, das bestehende Strukturmodell zu verbessern. Anhand verschiede-
ner Überstrukturen mit Leerstellenordnung wurden daraufhin die Auswir-
kungen der Leerstellen auf die Vibrationseigenschaften von Mg2Zn11 theo-
retisch untersucht. Hierzu wurden sowohl DFT– als auch Molekulardyna-
mik–Methoden benutzt. Mittels dieser Simulationsmethoden konnten der
außergewöhnliche Überschuss an niedrigfrequenten Phononmoden auf ato-
mistischer Ebene analysiert und spezifische Merkmale des Phononenspek-
trums distinkten atomistischen Schwingungen zugeordnet werden.
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Der ScZn6 1/1–Approximant
ScZn6 ist ein Approximant zu ikosaedrischen Quasikristallen wie i–MgScZn
und ist aus ähnlichen Strukturbausteinen aufgebaut. Die Struktur von
ScZn6 kann als bcc–Packung von Tsai–Clustern und zusätzlichen Fülla-
tomen (glue atoms) aufgebaut werden. Die innerste Schale eines Tsai–
Clusters beinhaltet einen symmetriebrechenden Tetraeder, welcher im Falle
von ScZn6 die physikalischen Eigenschaften stark beeinflusst. Die Tetraeder
innerhalb der Cluster ordnen sich unterhalb einer bestimmten Tempera-
tur, was zu einem Phasenübergang von einer kubischen zu einer monokli-
nen Einheitszelle führt. Oberhalb dieser Phasenübergangstemperatur sind
die Tetraeder ungeordnet und können verschiedene energetisch gleichwer-
tige Positionen einnehmen. Anhand von quasielastischer Neutronenstreu-
ung konnte gezeigt werden, dass die Unordnung oberhalb von Tc von dy-
namischer Natur ist und dass die Tetraeder ständig zwischen den äqui-
valenten Positionen hin und her springen. Des Weiteren wurde aus den
Messungen bei verschiedene Temperaturen ersichtlich, dass die Sprungra-
te der Tetraeder mit steigender Temperatur zunimmt. Molekulardynamik–
Simulationen bestätigten diese experimentellen Ergebnisse und konnten zur
Analyse der Sprungmechansimen genutzt werden.
Das Clathratsystem Ba8Ge42−xNi4+x
Metallische Clathrate sind funktionelle Materialien, die aufgrund ihrer ther-
moelektrischen Eigenschaften auf vielfältiges Interesse stoßen. Sie sind aus
atomaren Käfigen unterschiedlicher Größe aufgebaut und werden deshalb
auch als cage compounds bezeichnet. Im Inneren dieser Käfige befinden sich
meist nur leicht gebundene Atome, welche, wie man schon aus rein geome-
trischer Anschauung vermuten kann, großen Einfluss auf die Gitterdynamik
ausüben.
In dieser Arbeit wurde die Dispersionsrelation des Ba–Ge–Ni–Systems
mit inelastischer Neutronenstreuung gemessen und mit Hilfe von Ab–initio–
DFT–Methoden interpretiert. Anhand von Simulationsergebnissen gelang
es, die experimentell gefundenen, dispersionslosen Moden niedriger Ener-
gie eindeutig als sogenannte rattling modes zu identifizieren. Zudem konnte
der Einfluss der Gastatome im Inneren der Käfige sowie die Auswirkungen
einer veränderten chemischen Zusammensetzung dieser Käfige auf die dy-
namischen Eigenschaften mit DFT–Berechnungen näher erforscht werden.
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Zusammenfassung
Im Rahmen dieser Arbeit wurde die Gitterdynamik verschiedener CMA–
Phasen mit Neutronen– bzw. Röntgenstreuung experimentell untersucht
und dann anhand von Simulationen bezüglich verschiedener dynamischer
Aspekte analysiert und interpretiert.
Im Mg–Zn System konnte der konkrete Einfluss von struktureller Kom-
plexität auf die Vibrationseigenschaften studiert und am Beispiel der bei-
den Phasen MgZn2 und Mg2Zn11 dargestellt werden. Ein besonderes Au-
genmerk wurde hierbei auf die Analyse der auftretenden niedrigenergeti-
schen Moden in Mg2Zn11 gelegt.
Für den ScZn6 1/1–Approximanten gelang es, den engen Zusammenhang
der inneren Tetraederschalen mit dem Ordnungs–Unordnungs–Phasenüber-
gang herauszuarbeiten und zu zeigen, dass die Unordnung oberhalb des
Phasenüberganges von dynamischer Natur ist. Somit war es möglich, die
viel diskutierte Frage über die Tetraederunordnung oberhalb des Phasen-
überganges eindeutig zu beantworten.
Im Clathrat–System Ba–Ge–Ni wurde das Phononenspektrum mit Bezug
auf die niedrige thermische Leitfähigkeit des Gitters im Detail untersucht.
Die bei tiefen Energien auftretenden rattling modes sowie deren Einfluss
auf die die akustischen Phononmoden konnten hier als Ursachen für die
niedrige thermische Leitfähigkeit ausgemacht werden.
Chapter 1.
Introduction
The scientific interest in complex metallic alloys (CMAs) dates back to
pioneering works of Pauling, Bergman, Samson and others, who first de-
termined the structures of complex phases like NaCd2 [95], β–Mg2Al3 [96]
or Mg32(Al,Zn)49 [10]. CMA phases with their large or even infinite unit
cells have posed and nowadays still present a challenge for crystallography
and structure analysis. Nevertheless, progress in experimental techniques
and computational modeling has made reliable structure models available
for many CMA phases, even quasicrystals. Especially the discovery of
the first binary quasicrystal i–CdYb [112] and its 1/1–approximant Cd6Yb
[42] have been major steps for solving and understanding these complex
structures. As a consequence of their structural complexity, many CMAs
evidence extraordinary physical properties, making them a promising class
of new materials for technological applications.
Macroscopic properties, like friction, elasticity or specific heat, are gov-
erned by processes on an atomistic scale and are thus closely related to
the structural building blocks of a material. Therefore a detailed under-
standing of many aspects of complex materials can only be obtained by
investigations that include an atomistic view. The combination of modern
experimental techniques and atomistic computer simulations has proved to
enable such an insight, even for highly complex phases.
In this context the relationship between structural units and distinct dy-
namical characteristics is explored. Thermal properties, like specific heat
or lattice thermal conductivity, are of high interest for the design of new,
functional materials. To be able to manipulate such quantities a detailed
understanding of the underlying dynamical processes is crucial. Recently,
the combination of neutron scattering experiments and atomistic simula-
tion could elucidate the lattice dynamics of the Zn–Mg–Sc quasicrystal and
its 1/1 approximant [26]. A similar approach will be followed throughout
this work – experimental results from inelastic neutron and X–ray scat-
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tering will be interpreted by means of ab–initio and molecular dynamics
methods, to develop an understanding of different dynamical processes in
terms of distinct atomistic motions.
The outline of this thesis is the following: Part I contains an introduction
to CMAs and then focuses on the theoretical background of experimental
and computational methods, applied in the course of this thesis. In part
II, results from experiment and simulation are discussed for several CMA
phases, namely members of the Mg–Zn, the Sc–Zn and the Ba–Ge–Ni fam-
ily. In the last chapter the thesis closes with a summary.
Parts of this work have previously been published (cf. List of Publica-
tions, p. 227)
Chapter 2.
Complex Metallic Alloys (CMAs)
Complex metallic alloys (CMAs) are long range ordered materials, charac-
terized by large, or in case of quasicrystals even infinite, unit cells, compris-
ing several tens to thousands of atoms [113]. These complex alloy systems
often consist of characteristic cluster building blocks, which in many cases
evidence icosahedral symmetry. Numerous complex phases are known, that
can be described in a rather simple way as periodic or quasiperiodic pack-
ing of such atomic clusters. Three cluster types that are building blocks of
a variety of CMAs will be presented in detail:
• Bergman-type cluster: The Bergman cluster is element of many icosa-
hedral quasicrystals and their approximants (e.g. Mg32(Al,Zn)49 [10]
or i–AlCuMg [4]). It consists of an innermost icosahedral shell (12
atoms) followed by a dodecahedron (20 atoms) and a second icosa-
hedron (12 atoms). The outermost shell is then a truncated icosahe-
dron, which is often referred to as soccer ball and contains 60 atomic
sites, leaving us with an all together 104 atom cluster (see Fig. 2.1).
• Mackay-type cluster: The Mackay cluster is another important build-
ing block of quasicrystals and related approximants. It can be found
in systems like Al–Mn–Si [32] or Al–Mn–Pd [12]. The building blocks
of a perfect Mackay cluster are an inner, small icosahedral shell (12
atoms), followed by a large icosahedron (12 atoms) and finally a icosi-
dodecahedron (30 atoms), building up a 54 atom cluster (see Fig. 2.2).
• Tsai-type cluster: The third important cluster type is the Tsai clus-
ter. Many of the recently discovered icosahedral quasicrystals and
approximant phases belong to the Tsai–type phases (e.g. the first
binary quasicrystal i–CdYb [112] and its 1/1–approximant Cd6Yb
[42]). These clusters consist of an innermost, symmetry breaking,
tetrahedral shell (4 atoms), a dodecahedral shell (20 atoms) and an
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icosahedral shell (12 atoms), followed by an icosidodecahedron (30
atoms), thus comprising all together 66 atoms (see Fig. 2.2).
The intriguing cluster structure of CMAs is also the origin of different,
competing length scales within these compounds, as the unit cell dimen-
sions can differ substantially from the dimensions of the cluster building
blocks. A further feature, which is characteristic for CMAs, is that many of
these compounds evidence a certain degree of disorder [113]. The following
types of disorder frequently occur.
• Chemical (substitutional) disorder: certainWyckoff sites are occupied
by a wrong atomic species.
• Orientational disorder: certain geometric units have different orien-
tation within the structure (e.g. the tetrahedral shells in Tsai–type
phases like Cd6Yb or ScZn6).
• Partial occupancy: certain Wyckoff sites are only partially occupied
– atomic positions belonging to a certain Wyckoff site are either oc-
cupied or vacant.
• Split position: Two sites that are close to each other are alternatively
occupied, since atoms at both positions would create short distances.
Besides the presented characterization of CMAs with respect to their dif-
ferent cluster building blocks, it is possible to classify CMAs in periodic
and aperiodic structures. The following paragraphs will briefly introduce
the concept of aperiodic order in quasicrystalline phases as compared to
lattice periodicity in so–called approximant crystals.
2.1. Quasicrystals
In 1982 Dan Shechtman investigated Al-rich Al–Mn phases which were pro-
duced by rapid cooling from the melt. Electron diffraction showed a discrete
diffraction pattern with sharp Bragg peaks and icosahedral symmetry [99].
The observation of diffraction patterns with non-crystallographic symmetry
may originate from multiple twinning in periodic crystals, a phenomenon
which Shechtman could exclude after careful analysis of the diffraction
data.
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Figure 2.1.: Successive shells of an ideal Bergman–type cluster.
Figure 2.2.: Successive shells of an ideal Mackay–type cluster
Figure 2.3.: Successive shells of an ideal Tsai–type cluster
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A new class of materials with long range orientational order, exhibit-
ing symmetries inconsistent with lattice periodicity, was discovered. The
discovery of these materials, which received the name quasicrystals, an ab-
breviation for quasiperiodic crystals [67], had great impact on the field of
crystallography, as the definition of crystals had to be reformulated. Even
today the exact terminology is still a matter of discussion [68, 69]. After
the discovery of quasicrystals, the definition of a crystal as a material with
lattice periodicity was finally formulated as any solid having an essentially
discrete diffraction diagram (see Acta Cryst. (1992). A48, 922-946). Thus
lattice periodicity was not any more a prerequisite for crystallinity.
Following this definition, periodic crystals only form a subset of all
quasiperiodic crystals. The term quasicrystal, which was coined by Levine
and Steinhardt [105], is used to refer to quasiperiodic crystals that are
strictly aperiodic. Further classes of quasiperiodic crystals, which have
been known long before the discovery of quasicrystals, are incommensu-
rately modulated and composite crystals, which, however, can be viewed
as slightly modified periodic structures, thus still relating periodicity and
crystallinity (for a more detailed discussion see [51, 52]).
From the above formulation, it becomes evident that quasicrystals, al-
though they evidence a discrete diffraction pattern and thus possess long–
range order, indeed lack lattice periodicity. For the theoretical understand-
ing this lack brings along certain difficulties, since without periodicity the
Bloch theorem is not valid anymore. The fact that this theorem cannot be
applied any more makes the understanding of structure and physical prop-
erties, like lattice dynamics, a challenging task. Nevertheless progress has
been made and especially the discovery and analysis of the binary i–CdYb
quasicrystal [112] resulted in a major improvement in understanding the
atomic structure of icosahedral quasicrystals.
The concept of quasiperiodicity will briefly be discussed in the following
paragraph, using a quasiperiodic model system, the Fibonacci chain.
2.1.1. The Fibonacci Chain – a Model System
The Fibonacci chain is a non–periodic sequence of long (L) and short (S)
line segments (or tiles). Although it is clearly not periodic, there exists a
recursion formula, which defines the length of each tile in a deterministic
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fashion [106]:
S 7→ L (2.1)
L 7→ LS (2.2)
Application of this substitution rule yields sequences as denoted in Table
2.1 The number of line segments of in each sequence of Table 2.1 is equiv-
tile n Fn
S n=1 F1=1
L n=2 F2=1
LS n=3 F3=2
LSL n=4 F4=3
LSLLS n=5 F5=5
LSLLSLSL n=6 F6=8
LSLLSLSLLSLLS n=7 F7=13
LSLLSLSLLSLLSLSLLSLSL n=8 F8=21
... ... ...
Table 2.1.: Schematic representation of the Fibonacci chain. A new
segment can be created by concatenation of the preceding two.
alent to a Fibonacci number Fn. Moreover, each sequence can be obtained
recursively by simple concatenation of the two previous ones:
Fn+2 = Fn + Fn+1 (2.3)
This also implies, that each Fibonacci number is simply obtained by adding
its two precursors. Furthermore it can be shown that for large n the ratio
of two consecutive Fibonacci numbers, as well as the ratio between long
and short tiles, converge against the so called golden mean τ .
lim
n→∞
Fn+1
Fn
= τ (2.4)
lim
n→∞
]L
]S
= τ (2.5)
τ =
1 +
√
5
2
= 1.618033... (2.6)
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sequence of unit cells n Approx.
S, S, S, S, S, S, S, ... n=1 0/1
L,L,L, L, L, L, L, ... n=2 1/0
LS,LS,LS, LS, LS, ... n=3 1/1
LSL,LSL,LSL,LSL, ... n=4 2/1
... ... ...
Table 2.2.: Periodic approximants to the Fibonacci chain, with increas-
ing number of atoms per unit cell.
As described above, the Fibonacci chain does not evidence periodicity, yet
it is a quasiperiodic structure, meaning that its diffraction diagram con-
sists of essentially discrete Bragg peaks. The 1D Fibonacci chain itself, as
well as its diffraction pattern, can be obtained by projection from a 2D
hyperspace representation. The same concept is also applied to describe
3D quasicrystalline structures by representations in higher–dimensional hy-
perspaces [51, 52]. The Fibonacci chain, moreover, is perfectly suited to
exemplify the concept of approximant crystals. In fact, if we take a se-
quence of Table 2.1, we can easily create a periodic approximant to the
Fibonacci chain by simply repeating this sequence in a periodic fashion as
shown in Table 2.2. It is now obvious that the difference between such an
approximant and the real quasiperiodic structure decreases with increasing
unit cell size of the approximant. The lowest order approximant is called
0/1 approximant, where this ratio simply denotes the ratio of long tiles to
short tiles. For increasing unit cell size this ratio gets closer to τ and thus
the structure gets closer to the real Fibonacci chain.
The Fibonacci chain is also a very demonstrative example for the in-
fluence of structural complexity on lattice dynamical properties, as nicely
shown in the work of Engel et al. [33].
2.2. Approximant Crystals
As in the case of the Fibonacci chain, it is also possible to construct ap-
proximant structures to real 3D quasiperiodic crystals. Approximant crys-
tals are locally similar to the quasicrystalline structure, exhibit, however,
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translation invariance. Due to the fact, that approximants are periodic
structures, the Bloch theorem is valid, thus facilitating both experimen-
tal and computational analysis of these compounds. Experimentally, the
structure refinement of an approximant crystal can be done by conventional
3D crystallographic methods. The obtained building blocks can then in-
deed serve as starting points for the determination of the quasicrystalline
structure. Furthermore, approximant crystals can be treated by molec-
ular dynamics (MD) simulations and nowadays many of them can even
be handled with ab–initio methods, thus making simulations a powerful
tool in various areas like structure optimization or dynamical properties.
Since approximants consist of locally similar or identical structural building
blocks, they are also expected to evidence similar behavior and therefore
are an important mean to gain deeper insight in the properties of related
quasicrystals.
For a number of quasicrystals, like i–MgScZn even a series of different
order approximant crystals could be grown [72]. The availability of such
approximants with increasing complexity has indeed made a more detailed
understanding of quasicrystalline structures possible.
2.3. Physical Properties
Since the discovery of the first CMA phases in the early 20th century, the
scientific interest in these materials has strongly increased. While the main
interest at that time was of crystallographic nature, nowadays physical
properties of such materials have also become an important field of research.
The structural complexity, as well as the interplay between the two differ-
ent length scales, spanned by the cluster motifs and the unit cell dimension,
have large impact on physical properties of CMAs. Certain CMAs show
interesting catalytic or thermoelectric properties, evidence reduced friction
in contact with other solids or have reduced wetting properties [9]. Allto-
gether there exists a large number of properties that are of high interest
for a variety of technological applications. Despite the progress in experi-
mental techniques and simulation methods, the exact mechanisms that are
responsible for these extraordinary qualities are still not well understood.
A detailed understanding on a microscopic or atomistic scale is missing in
many cases. Nevertheless, with the advent of modern experimental tech-
niques and computer–based structure refinements, significant progress has
34 Chapter 2. Complex Metallic Alloys (CMAs)
been made in structure determination of CMAs like quasicrystals and ap-
proximants. This has resulted in much improved and quite reliable struc-
ture models, a basic ingredient for the detailed understanding of physical
properties.
The combination of experimental techniques like neutron and X–ray scat-
tering with modern computer simulations, has proved to be a promising
approach to gain a deep insight in such complex systems. In the next
chapters a introduction to experimental and computational methods will
be given, before they will be combined to analyze real systems.
Chapter 3.
Neutron Scattering
Neutron scattering forms together with X–ray scattering one of the most
powerful tools in solid state physics. Diffraction methods allow to deter-
mine even the most complex atomic structures, while inelastic and quasielas-
tic scattering make dynamical phenomena like phonons or diffusion pro-
cesses accessible. In this chapter a brief introduction to elastic and inelastic
neutron scattering (INS) will be given, following the books of Squires [102]
and Lovesey [73], which are also recommended for further details.
The second part of this chapter will then be dedicated to quasielastic
neutron scattering (QENS), a topic that itself fills numerous books – the
main aspects of QENS will be presented following the introductory texts
of Hempelmann [46] and Bee[8].
Finally instrumentation and analogies to X–ray scattering are briefly
lined out.
3.1. The Differential Scattering Cross Section
In a neutron scattering experiment the interactions of neutrons with the
nuclei of a sample are exploited to gain information on structural param-
eters or dynamical features. This is possible since neutrons interact with
the protons and neutrons of a target nucleus via the strong force. The
quantities which are extracted from neutron scattering experiments are
the differential scattering cross section
dσ
dΩ
=
number of neutrons per second scattered
into the solid angle element dΩ
dΩ Φ
(3.1)
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φ
δΩ
Θ
k
k’
scattered neutrons
target
incoming neutrons
Figure 3.1.: Schematic drawing of a scattering process with incoming
and scattered neutron beams of wave number k and k′, respectively.
and the double differential scattering cross section
d2σ
dΩdE′
=
number of neutrons per second scattered into the solid angle
element dΩ, having a final energy between E′ and E′ + dE
dΩ dE′ Φ
(3.2)
where Φ denotes the incident neutron flux and is introduced for the purpose
of normalization.
The proper way to describe a neutron scattering process is by use of the
quantum mechanical formalism. In this formulation the incoming neutrons
are characterized as plane waves with a certain wave vector ~k. These plane
waves then interact with the target sample which is described by its initial
state λ. After the scattering process the neutron occupies a final state
which is defined by a wave vector ~k′, while the scattering system is left in
a final state λ′ (see Fig. 3.1 for a schematic drawing).
In Dirac notation this can simply be expressed by the following equation:
|λ,~k〉 → |λ′,~k′〉 (3.3)
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Using this formalism we can express the differential cross section as
dσ
dΩ
=
1
dΩΦ
∑
~k′ in dΩ
W|λ,~k〉→|λ′,~k′〉 (3.4)
where W|λ,~k〉→|λ′,~k′〉 is the probability for the system in state |λ,~k〉 to get
scattered into a final state |λ′,~k′〉 with the summation over all neutrons in
final states |~k′〉 in the solid angle element dΩ. In first order perturbation
theory, this probability can be obtained by use of Fermi’s Golden rule [91].
Within this approach, the Born approximation is applied, meaning that
instead of the total field at each point of the scatterer only the incident
field is considered. As long as the scattered field is small compared to
the incident field, this approximation is perfectly valid and the transition
probability reads:∑
~k′
W|λ,~k〉→|λ′,~k′〉 =
2pi
~
|〈λ,~k|V |λ′,~k′〉|2ρk′ (3.5)
where V stands for the interaction potential between the incident neutrons
and the target nuclei. The summation is again over all final states |~k′〉
lying in dΩ, while ρk′ denotes the number of final states per unit energy
range in dΩ and can be derived from the following identity:
ρk′dE =
υ
(2pi)3
k′2dk′dΩ (3.6)
We thus can express ρk′ as
ρk′ =
υ
(2pi)3
m
~2
k′dΩ (3.7)
where υ is the volume introduced for normalization purpose, while dE was
derived from the non–relativistic energy expression E = ~
2k2
2m . After plug-
ging (3.7) into (3.5) we can write equation (3.4) as:(
dσ
dΩ
)
λ→λ′
=
k′
k
( m
2pi~2
)2
|〈λ′, ~k′|V |λ,~k〉|2 (3.8)
If the initial and final energies of the neutron and the scattering system are
denoted by E, E′ and Eλ, Eλ′ , respectively, conservation of energy dictates
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the following equation to be valid:
E + Eλ = E
′ + Eλ′ (3.9)
By means of a Dirac δ-function the energy conservation can be introduced
into the scattering cross section:(
d2σ
dΩdE′
)
λ→λ′
=
k′
k
( m
2pi~2
)2
|〈λ′,~k′|V |λ,~k〉|2δ(E−E′+Eλ−Eλ′) (3.10)
Since the interaction between neutrons and nuclei takes place in the direct
vicinity of the latter ones, the potential of the whole scattering system can
be represented as sum over interaction potentials centered at the positions
of the nuclei:
V =
∑
j
Vj(~r − ~Rj) (3.11)
The neutron initial and final state are then expressed as plane waves, en-
abling the following conversion:
〈λ′, ~k′|V |λ,~k′〉 =
∑
j
∫
d3~r〈λ′| exp(−i~k′ · ~r)Vj(~r − ~Rj) exp(i~k · ~r)|λ〉
=
∑
j
∫
d3~xj〈λ′| exp{−i~k′ · (~xj + ~Rj)}
Vj(~xj) exp{i~k · (~xj + ~Rj)}|λ〉
=
∑
j
Vj( ~Q)〈λ′| exp(i ~Q · ~Rj)|λ〉
(3.12)
with ~xj = ~r − ~Rj and Vj( ~Q) the Fourier transform of Vj(~r − ~Rj) with
respect to ~xj . Furthermore the scattering vector ~Q = ~k−~k′ is introduced.
The potential V in equation (3.10), representing the strong interaction, is
of short–range and can be accounted for by the so–called Fermi pseudopo-
tential:
Vj(~r − ~Rj) = 2pi~
2
m
bjδ(~r − ~Rj) (3.13)
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with the neutron scattering length bj . By inserting (3.12) and Vj( ~Q) =
2pi~2
m bj into equation (3.10) the differential scattering cross section becomes:(
d2σ
dΩdE′
)
λ→λ′
=
1
2pi~
k′
k
∣∣∣∣∣∣
∑
j
bj〈λ′| exp(i ~Q · ~Rj)|λ〉
∣∣∣∣∣∣
2
δ(E−E′+Eλ−Eλ′)
(3.14)
In a next step the δ–function is expressed in terms of its Fourier transform
δ(E−E′+Eλ−Eλ′) = 1
2pi~
∫ ∞
−∞
exp{i(Eλ′−Eλ)t/~} exp(−iωt)dt (3.15)
with energy transfer ~ω = E − E′. By expressing the energies of the
scattering system Eλ and Eλ′ via the Hamiltonian of the system
H|λ〉 = Eλ|λ〉 (3.16)
equation (3.14) takes the form:(
d2σ
dΩdE′
)
λ→λ′
=
1
2pi~
k′
k
∑
j,j′
bjbj′
∫ ∞
−∞
〈λ| exp(−i ~Q · ~Rj′)|λ′〉
× 〈λ′| exp(iHt/~) exp( ~Q · ~Rj) exp(−iHt/~)|λ〉 exp(−iωt)dt (3.17)
Experimentally the scattering cross section d
2σ
dΩdE′ is measured as defined in
equation (3.4). Thus we cannot access the transition of the scattering sys-
tem from a certain state λ to another state λ′, but we have to sum equation
(3.17) over all final states λ′ the system can end up in for a fixed initial
state λ. Furthermore, to correctly account for the distribution between the
different initial states λ, an ensemble average has to be conducted. There-
fore the probability pλ to find the scattering system in a certain initial state
λ is introduced:
pλ =
1
Z
exp(−Eλ/kBT ) (3.18)
This probability is determined by the Boltzmann distribution with Z being
the corresponding partition function. If we take advantage of the Heisen-
berg picture and move the time–dependence from states to operators, we
can write:
exp{ ~Q · ~Rj(t)} = exp(iHt/~) exp( ~Q · ~Rj) exp(−iHt/~) (3.19)
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This finally yields a basic expression for the double differential scattering
cross section:
d2σ
dΩdE′
=
1
2pi~
k′
k
∑
j,j′
bjbj′
∫ ∞
−∞
〈exp{−i ~Q · ~Rj′(0)} exp{i ~Q · ~Rj(t)}〉
× exp(−iωt)dt (3.20)
with 〈〉 denoting the thermal average.
3.2. Coherent and Incoherent Scattering Cross
Sections
Equation (3.20) can now be separated into the so–called coherent and in-
coherent cross sections. The reason for this separation lies in the fact that
the scattering length of an element depends on its nuclear spin and may
vary strongly for different isotopes. Assuming that a macroscopic sample
consists of many subsystems which only differ in the distribution of the
bj ’s, it is evident that the total cross–section should be described by an
average over all these subsystems:
d2σ
dΩdE′
=
k′
k
1
2pi~
∑
j,j′
bjbj′
∫ ∞
−∞
〈exp{−i ~Q · ~Rj′(0)} exp{i ~Q · ~Rj(t)}〉
× exp(−iωt)dt (3.21)
This equation is now divided into coherent and incoherent contributions:(
d2σ
dΩdE′
)
coh
=
σcoh
4pi
k′
k
1
2pi~
∑
j,j′
∫ ∞
−∞
〈exp{−i ~Q · ~Rj′(0)} exp{i ~Q · ~Rj(t)}〉
× exp(−iωt)dt (3.22)
(
d2σ
dΩdE′
)
inc
=
σinc
4pi
k′
k
1
2pi~
∑
j
∫ ∞
−∞
〈exp{−i ~Q · ~Rj(0)} exp{i ~Q · ~Rj(t)}〉
× exp(−iωt)dt (3.23)
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where σcoh = 4pib
2
and σinc = 4pi(b2 − b2) denote the coherent and inco-
herent cross sections, respectively. Here b
2
= bj′bj for j 6= j′ and b2 = bj′bj
for j = j′. The difference between the above expressions becomes evident
when the summation indices j and j′ are regarded. While the coherent
part contains interference effects from correlations between all nuclei at all
times, including self–correlations, the incoherent part only accounts for the
self–correlation of the same nucleus at different times.
Coherent scattering can be interpreted as the signal one would obtain if
the bj of all nuclei were equivalent, while the incoherent scattering is the
term that has to be added to obtain the scattering of an actual system with
non–equivalent bj . Whereas coherent scattering contains interference terms
and thus underlies geometric restrictions, we find incoherent processes to be
completely isotropic. As already indicated, the scattering length is usually
not a fixed number, but varies with the different isotopes contained in the
sample and also with the spin orientation with respect to the incoming
neutron. Therefore even a defect–free crystal does not appear uniform
for an incoming neutron beam. In fact the neutrons encounter an average
crystal structure with position–dependent variations. Hence the interaction
potential can be described in terms of a periodic average potential plus
local variations. This is now exactly what is contained in equations (3.22)
and (3.23). While the coherent cross section stems from the periodicity of
the average interaction potential and therefore is proportional to b¯2, the
incoherent cross section contains the deviations from this potential and is
therefore proportional to the mean square deviation b2 − b2.
So far no assumptions about the state of matter under consideration
have been made. From now on, we will restrict ourselves to the case of
crystalline materials. Hence the positions of the nuclei can be described
within a lattice. To simplify the further proceeding, the lattice is assumed
to be a Bravais lattice with only one type of atoms. Therefore the position
of a certain atom at a time t is given as
~Rl(t) = ~l + ~ul(t) (3.24)
with ~l denoting a lattice vector, while ~ul(t) is the displacement from the
equilibrium position. By exploiting the fact that for a Bravais lattice the
correlations between two nuclei l and l′ in equation (3.21) depend only on
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their mutual distance ~l −~l′ we get:
∑
l,l′
〈exp{−i ~Q · ~R′l(0)} exp{ ~Q · ~Rl(t)}〉 = N
∑
l
exp{−i ~Q ·~l}
× 〈exp{−i ~Q · ~u0(0)} exp{i ~Q · ~ul(t)}〉 (3.25)
and∑
l
〈exp{−i ~Q· ~Rl(0)} exp{i ~Q· ~Rl(t)}〉 = N〈exp{− ~Q·~u0(0)} exp{i ~Q·~u0(t)}〉
(3.26)
For a perfect Bravais crystal at zero temperature (~ul(t) = 0), the case of
elastic scattering, i.e. ω equal zero, can be evaluated by plugging equations
(3.25) and (3.26) into the expressions for coherent and incoherent cross
section, finally leaving us with [73]:
(
dσ
dΩ
)
coh
= |b¯|2
∣∣∣∣∣∑
l
exp(i ~Q ·~l)
∣∣∣∣∣
2
(3.27)
(
dσ
dΩ
)
incoh
= N
(
|b|2 − |b¯|2
)
(3.28)
For a crystal at non–zero temperature, the elastic intensity will be de-
creased by the so–called Debye–Waller factor, which takes the thermal dis-
placements of the atoms out of their equilibrium into account (see section
3.3.1).
3.3. The Harmonic Approximation
The equations which we have derived for scattering in a Bravais lattice
can be further developed, when the interatomic forces within the crystal
are of harmonic nature. In many cases such an assumption is justified, it
may, however, become less accurate with increasing temperature. For a
harmonic solid it is possible to express the displacements ~ul in terms of
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normal modes [102]:
~ul(t) =
(
~
2MN
)1/2∑
~q,j
~e~q,j
ω
1/2
~q,j
[
a~q,j exp{i(~q ·~l − ω1/2~q,j t)}
+a†~q,j exp{−i(~q ·~l − ω1/2~q,j t)}
]
(3.29)
where a† and a are the creation and annihilation operators, well known
for the harmonic oscillator. ~q denotes the phonon wave vector, j is the
polarization index (j = 1, 2, 3), ~e~q,j the polarization vector and ω~q,j the
corresponding angular frequency. By plugging equations (3.25) and (3.29)
into the coherent scattering cross section (3.22) one obtains:(
d2σ
dΩdE′
)
coh
=
σcoh
4pi
k′
k
N
2pi~
∑
l
exp(i ~Q ·~l)
×
∫ ∞
−∞
〈exp(U) exp(V )〉 exp(−iωt)dt (3.30)
In addition, the incoherent cross section is obtained from equation (3.23)
by use of (3.26) and (3.29):(
d2σ
dΩdE′
)
inc
=
σinc
4pi
k′
k
N
2pi~
×
∫ ∞
−∞
〈exp(U) exp(V0)〉 exp(−iωt)dt (3.31)
In the above equations U and V are defined as:
U = −i ~Q · ~u0(0) (3.32)
and
V = −i ~Q · ~ul(t) (3.33)
Furthermore is V0 = −i ~Q · ~u0(t). Finally, for a harmonic oscillator, the
following relation is valid [102]:
〈exp(U + V )〉 = exp〈U2〉 exp〈UV 〉 (3.34)
This identity will be the starting point of the so–called phonon expansion,
presented in the next section.
44 Chapter 3. Neutron Scattering
3.3.1. Coherent Scattering
Expression (3.34), derived in the framework of the harmonic approximation
is now introduced into (3.30), resulting in:(
d2σ
dΩdE′
)
coh
=
σcoh
4pi
k′
k
N
2pi~
exp〈U2〉
∑
l
exp(i ~Q ·~l)
×
∫ ∞
−∞
exp〈UV 〉 exp(−iωt)dt (3.35)
This equation now denotes the double differential scattering cross section,
assuming that the interatomic forces are linear functions of the displace-
ments, like for a classical spring model. By expanding exp〈UV 〉 into a
Taylor series
exp〈UV 〉 = 1 + 〈UV 〉+ 1
2!
〈UV 〉2 + ... (3.36)
we can interpret the different contributions in terms of n–phonon processes,
as will become clear in the subsequent paragraphs.
Coherent Elastic Scattering
If only the first term of the Taylor expansion (3.36) is considered equation
(3.35) becomes:(
d2σ
dΩdE′
)
coh
=
σcoh
4pi
k′
k
N
2pi~
exp〈U2〉
×
∑
l
exp(i ~Q ·~l)
∫ ∞
−∞
exp(−iωt)dt︸ ︷︷ ︸
2piδ(ω)
(3.37)
The δ–function in (3.37) enforces zero energy transfer, thus making the
scattering process elastic. By performing an integration over the final en-
ergies E′ and taking into account that in case of elastic scattering k′ = k
is valid, we obtain:(
dσ
dΩ
)el
coh
=
σcoh
4pi
N exp〈U2〉
∑
l
exp(i ~Q ·~l) (3.38)
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This expression can be further simplified by use of the identity∑
l
exp(i ~Q ·~l) = (2pi)
3
υ0
∑
~τ
δ( ~Q− ~τ) (3.39)
which can be shown to be valid in the limit of an infinite crystal [102]. Here
~τ denotes a reciprocal lattice vector. In a last step the so–called Debye–
Waller factor 2W = −〈U2〉 is introduced. Finally we obtain a expression,
which has the same structure as equation (3.27):(
dσ
dΩ
)el
coh
=
σcoh
4pi
(2pi)3
υ0
N exp(−2W )
∑
~τ
δ( ~Q− ~τ) (3.40)
The difference to equation (3.27) lies in the fact, that now we do not assume
zero temperature, what results in a damping of the Bragg peak intensities.
This damping is accounted for by the Debye–Waller factor, which intro-
duces thermal fluctutations into the formalism. Due to thermal motion the
atoms are vibrating around their equilibrium positions, which introduces a
broadening and decreases the intensity of the resulting Bragg peaks. The
crucial point is, that for coherent elastic scattering to occur, the wave vec-
tor transfer has to correspond to a reciprocal lattice vector.
While the above derivation was explicitly for Bravais lattices, it is not
difficult to extend the formalism to lattices with several atoms in the unit
cell. By expressing the atomic positions as
~Rl(t) = ~l + ~d+ ~u~d,l(t) (3.41)
with ~l a lattice vector, ~d the position of atom d in the unit cell and ~u~d,l(t)
the displacement of atom d out of its equilibrium position. The derivation
follows the same principle as in the case of a Bravais lattice, finally yielding:(
dσ
dΩ
)el
coh
= N
(2pi)3
V0
∑
~τ
δ( ~Q− ~τ)|FN ( ~Q)|2 (3.42)
with the so–called unit cell structure factor FN .
FN ( ~Q) =
∑
d
b¯d exp(i ~Q · ~d) exp{−Wd( ~Q)} (3.43)
|FN ( ~Q)|2 is the quantity that is measured in diffraction experiments and
is used for structure determination.
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Coherent One–Phonon Scattering
Now we return to equation (3.35) for simple Bravais lattices, however, this
time the second term of the Taylor expansion is investigated, leaving us
with:(
d2σ
dΩdE′
)
coh
=
σcoh
4pi
k′
k
N
2pi~
exp〈U2〉
×
∑
l
exp(i ~Q ·~l)
∫ ∞
−∞
〈UV 〉 exp(−iωt)dt (3.44)
By using the normal mode decomposition of U and V , we obtain the fol-
lowing expression for coherent one–phonon scattering:(
d2σ
dΩdE′
)
coh
=
σcoh
4pi
k′
k
1
4piM
exp(−2W )
∑
l
exp(−i ~Q ·~l)
∑
~q,j,~τ
( ~Q · ~e~q,j)2
ω~q,j
×
∫ ∞
−∞
[
exp{−i(~q ·~l − ω~q,jt)}〈n+ 1〉+ exp{i(~q ·~l − ω~q,jt)}〈n〉
]
× exp(−iωt)dt (3.45)
The resulting equation is already simplified by introduction of Debye–
Waller factor and occupation numbers 〈n〉 and 〈n+1〉. Afterward equation
(3.45) can be separated into two parts. While(
d2σ
dΩdE′
)
coh+1
=
σcoh
4pi
k′
k
(2pi)3
V0
1
2M
exp(−2W )
∑
~q,j,~τ
( ~Q · ~e~q,j)2
ω~q,j
× 〈n+ 1〉δ( ~Q− ~q − ~τ)δ(ω − ω~q,j) (3.46)
accounts for phonon creation the second term stands for phonon annihila-
tion:(
d2σ
dΩdE′
)
coh−1
=
σcoh
4pi
k′
k
(2pi)3
V0
1
2M
exp(−2W )
∑
~q,j,~τ
( ~Q · ~e~q,j)2
ω~q,j
× 〈n〉δ( ~Q+ ~q − ~τ)δ(ω + ω~q,j) (3.47)
A closer look at the structure of these two equations reveals, that for one–
phonon scattering to occur, two conditions must be fulfilled. First, the
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energy transfer from (to) the scattering system must be equivalent to the
energy gain (loss) of the neutron, which is nothing else but conservation of
energy. The second constraint that is imposed by equation (3.46) and (3.47)
is the conservation of crystal momentum, meaning that the wave vector ~q
of the created (annihilated) phonon plus a reciprocal lattice vector ~τ has
to be equivalent to the scattering vector ~Q. Again this equation can be
generalized for non–Bravais lattices, yielding:
d2σ
dΩdE′ coh+1
=
k′
k
(2pi)3
2V0
∑
~q,j,~τ
1
ω~q,j
|F ( ~Q, j)|2〈n+1〉δ( ~Q−~q−~τ)δ(ω−ω~q,j)
(3.48)
with
F ( ~Q, j) =
∑
~d
b¯d
M
1/2
d
exp(−Wd) exp{i ~Q · ~d}( ~Q · ~e~d,~q,j) (3.49)
and an analogous expression for the cross section of one–phonon absorption.
Coherent Multi–Phonon Scattering
Within the harmonic approximation, the coherent two–phonon cross sec-
tion is obtained from equation (3.35) by regarding the quadratic term of
the Taylor expansion. In a way analogous to the one–phonon case, it can
be demonstrated that again two conditions need to be satisfied for two–
phonon scattering to occur [102]:
~2
2m
(k2 − k′2) = ~(±ω~q1,j1 ± ω~q2,j2) (3.50)
~k − ~k′ = ~τ ± ~q1 ± ~q2 (3.51)
This is equivalent to the simultaneous creation or annihilation of two
phonons belonging to different normal modes. From these two constitu-
tive equations it can be furthermore extracted, that the contribution of
two–phonon scattering to the total coherent cross section is a continuous
background. For higher order multi–phonon scattering similar constraining
equations are valid.
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3.3.2. Incoherent Scattering
To obtain the different terms that contribute to the incoherent scatter-
ing cross section, we follow a similar procedure as in the case of coherent
scattering. Starting with equation (3.31), we make use of (3.34), thus ob-
taining:(
d2σ
dΩdE′
)
inc
=
σinc
4pi
k′
k
N
2pi~
exp(−2W )
∫ ∞
−∞
exp〈UV0〉 exp(−iωt)dt
(3.52)
Incoherent Elastic Scattering
As in the case of coherent elastic scattering only the first term of the Taylor
expansion of exp〈UV0〉 in equation (3.52) is considered, leaving us with:(
d2σ
dΩdE′
)
inc
=
σinc
4pi
k′
k
N
2pi~
exp(−2W )
∫ ∞
−∞
exp(−iωt)dt︸ ︷︷ ︸
2piδ(ω)
(3.53)
After performing an integration with respect to the final energy E′ one
obtains: (
dσ
dΩ
)el
inc
= N
σinc
4pi
exp(−2W ) (3.54)
The difference in comparison with the coherent case is now that only one
condition, conservation of energy, has to be fulfilled. Hence the only de-
pendence on the scattering vector Q lies in the Debye–Waller factor, which
at low temperature is close to unity, meaning that the incoherent elastic
scattering will be almost isotropic. For non–Bravais lattices equation (3.54)
can be shown to become [102]:
(
d2σ
dΩdE′
)el
inc
= N
∑
d
σincd
4pi
exp(−2Wd) (3.55)
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Incoherent One–Phonon Scattering
The incoherent one–phonon cross section is obtained by regarding the sec-
ond term of the Taylor expansion of exp〈UV0〉 in equation (3.52):(
d2σ
dΩdE′
)
inc
=
σinc
4pi
k′
k
N
2pi~
exp(−2W )
∫ ∞
−∞
〈UV0〉 exp(−iωt)dt (3.56)
The thermal average 〈UV0〉 is now again expressed in terms of normal
modes, yielding(
d2σ
dΩdE′
)
inc
=
σinc
4pi
k′
k
1
2M
exp(−2W )
∑
~q,j
( ~Q · ~e~q,j)2
ω~q,j
× [〈n+ 1〉δ(ω − ω~q,j) + 〈n〉δ(ω + ω~q,j)] (3.57)
which contains, as in the coherent case, both types of processes, phonon
creation and phonon absorption. As for elastic incoherent scattering, the
only constraint which has to be fulfilled is the conservation of energy. Thus
incoherent one–phonon scattering depends on the number of modes which
lie in an investigated frequency interval. This fact can be exploited to
simplify the two contributions to equation (3.57), resulting in(
d2σ
dΩdE′
)
inc+1
=
σinc
4pi
k′
k
3N
2M
exp(−2W ) 〈(
~Q · ~e~q,j)2〉av
ω
〈n+ 1〉D(ω)
(3.58)
for the case of phonon creation, where D(ω) is the vibrational density of
states, while 〈( ~Q·~e~q,j)2〉av denotes the average over all modes with a certain
frequency ω. For cubic crystals this average can be derived to take a rather
simple form [102]:
〈( ~Q · ~e~q,j)2〉av = 1
3
Q2 (3.59)
After introducing this average into equation (3.58) the incoherent cross
section for phonon–creation is given by(
d2σ
dΩdE′
)
inc+1
=
σinc
4pi
k′
k
N
4M
Q2 exp(−2W )D(ω)
ω
〈n+ 1〉 (3.60)
and an analogous expression for phonon absorption.
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Again the derived expressions can be generalized for non–Bravais lattices.
The incoherent cross section for one–phonon creation then reads:(
d2σ
dΩdE′
)
inc+1
=
k′
k
∑
d
σincd
4pi
1
2Md
exp(−2Wd)
∑
~q,j
| ~Q · ~e~q,j,d|2
ω~q,j
× 〈n+ 1〉δ(ω − ω~q,j) (3.61)
3.3.3. The Vibrational Density of States
By investigating (3.58) in more detail we realize that the incoherent one–
phonon cross section of a Bravais crystal actually contains an important
dynamical quantity – the vibrational or phonon density of states (DOS)
D(ω). The DOS determines physical properties like specific heat or vibra-
tional entropy and is thus of major interest.
For non–Bravais crystals, the DOS is unfortunately not directly accessi-
ble by means of inelastic neutron scattering. However, from inelastic inco-
herent one–phonon scattering, the so–called generalized vibrational density
of states (GVDOS) can be extracted. As already stated above, for cubic
crystals 〈( ~Q ·~e~q,j)2〉av = 13Q2 is valid. This has, furthermore, proved to be
a good approximation even for non–cubic crystals [73]. By taking this into
account, equation (3.61) can be reformulated as(
d2σ
dΩdE′
)
inc+1
=
k′
k
∑
d
σincd
4pi
N
4Md
exp(−2Wd)
× ~Q2Dd(ω)
ω
{coth(1
2
~ω/kBT )± 1} (3.62)
Equation (3.62) contains now the partial DOS (PDOS) for the different
atomic sites Dd(ω), weighted by mass, cross section and Debye–Waller
factor, a quantity that from now on will be referred to as GVDOS:
G(ω) =
∑
d
σincd
Md
exp(−2Wd)Dd(ω) (3.63)
The GVDOS is closely related to the real DOS. In fact, it is nothing but a
weighted DOS and contains all the characteristic information of the latter
one.
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The Incoherent Approximation
If the GVDOS of a certain material is to be determined, the problem arises
that there are only few systems which scatter entirely incoherent, i.e. have
a negligible coherent scattering length. One such example is vanadium –
because of this feature it is often used to determine detector efficiencies
in neutron scattering experiments. However, often one has to deal with
materials that are strongly coherent scatterers. Assuming that the sample
under consideration consists of many small crystallites, that are randomly
oriented, like in polycrystals or powder samples, the coherent one–phonon
cross section(
d2σ
dΩdE′
)
coh+1
=
σcoh
4pi
k′
k
(2pi)3
V0
∑
~q,j,~τ
1
ω~q,j
|
∑
~d
b¯d
M
1/2
d
× exp(−2Wd) exp(i ~Q · ~d)( ~Q · ~e~d,~q,j)|2〈n+ 1〉δ( ~Q+ ~q − ~τ)δ(ω − ω~q,j)
(3.64)
has to be averaged over all orientations and all ~q values of a Brioullin zone.
The first averaging process is over all possible orientations of the scattering
vector ~Q – this is intrinsically included when polycrystals (or powders) are
investigated. A second averaging process is over different magnitudes of the
scattering vector | ~Q|, which is introduced to include the different phonon
wave vectors ~q. Thus the average coherent scattering cross section, which
results from these assumptions has the same appearance as the incoherent
cross section in equation (3.62)–the only difference being that σinc has to
be replaced by σcoh [7].
This approximation has certain limitations, since the experimentally ob-
tained data, will indeed depend on the accessible Q–range (average over
| ~Q|). Thus only in the limit of very large reciprocal space volumes, when
a good average is guaranteed, the result becomes exact.
Nevertheless the incoherent approximation is a powerful tool to access
the dynamical properties of coherent scattering powder samples and will
be used in the analysis of several CMAs in the framework of this thesis.
3.3.4. Correlation Functions
While in the last sections the scattering for crystals with harmonic inter-
actions was developed, we now return to the general expression for the
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scattering cross sections and express it in terms of the so–called coherent
and incoherent dynamical structure factors. For simplicity, here again only
the case for Bravais lattices with mono–atomic basis is discussed – the
formalism is yet easy to generalize.
d2σ
dΩdE′
=
k′
k
(σcoh
4pi
Scoh( ~Q, ω) +
σinc
4pi
Sinc( ~Q, ω)
)
(3.65)
where Scoh( ~Q, ω) and Sinc( ~Q, ω) , the coherent and incoherent dynamical
structure factors, are obtained from the genuine expression for the scatter-
ing cross sections, as derived in section 3.2
Scoh( ~Q, ω) =
1
2pi~
×
∑
j,j′
∫ ∞
−∞
〈exp{−i ~Q · ~Rj′(0)} exp{i ~Q · ~Rj(t)}〉 exp(−iωt)dt (3.66)
and
Sinc( ~Q, ω) =
1
2pi~
×
∑
j
∫ ∞
−∞
〈exp{−i ~Q · ~Rj(0)} exp{i ~Q · ~Rj(t)}〉 exp(−iωt)dt (3.67)
It is worthwhile to note that in the above equations no approximations
are made and that Scoh( ~Q, ω) and Sinc( ~Q, ω) are described in terms of
correlation functions. While Scoh( ~Q, ω) is the space– and time–Fourier–
transform of the density–density correlation function, Sinc( ~Q, ω) can be ob-
tained from the space– and time–Fourier–transform of the density–density
auto–correlation function.
In a next step the so–called intermediate scattering function and its self–
part are introduced:
I( ~Q, t) =
1
N
∑
j,j′
〈exp{−i ~Q · ~Rj′(0)} exp{i ~Q · ~Rj(t)}〉 (3.68)
Is( ~Q, t) =
1
N
∑
j
〈exp{−i ~Q · ~Rj(0)} exp{i ~Q · ~Rj(t)}〉 (3.69)
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By comparison with equation (3.66) and (3.67) the close relationship be-
tween dynamical structure factor and intermediate scattering function be-
comes visible. In fact, I( ~Q, t) is nothing but the Fourier transform of
S( ~Q, ω) and is actually an experimentally accessible quantity, what is used
in neutron spin echo experiments. Furthermore there exist cases in which
the interpretation of data becomes simpler, when the intermediate scatter-
ing function is investigated. From I( ~Q, t) the van Hove or pair correlation
function and its selfpart can be obtained [115]. This is again achieved by
Fourier transformation, however, with respect to reciprocal space:
G(~r, t) =
1
(2pi)3
∫
I( ~Q, t) exp(−i ~Q · ~r)d3 ~Q
(3.70)
Gs(~r, t) =
1
(2pi)3
∫
Is( ~Q, t) exp(−i ~Q · ~r)d3 ~Q
(3.71)
With usage of equation(3.68) and (3.68) further transformations yield the
following identities [102]:
G(~r, t) =
1
N
∑
j,j′
∫
〈δ[~r′ − ~Rj′(0)]δ[~r′ + ~r − ~Rj(t)]〉d3~r′ (3.72)
Gs(~r, t) =
1
N
∑
j
∫
〈δ[~r − ~Rj(0)]δ[~r′ + ~r − ~Rj(t)]〉d3~r′ (3.73)
By assuming the nuclei to be point–like particles, the nuclear density can
be denoted as a sum of δ–functions:
ρ(~r, t) =
∑
j
δ(~r − ~Rj(t)) (3.74)
Thus finally G(~r, t) and Gs(~r, t) can be expressed in terms of density–
density correlation functions:
G(~r, t) =
1
N
∫
〈ρ(~r′, 0)ρ(~r′ + ~r, t)〉d3~r′ (3.75)
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Gs(~r, t) =
1
N
∫
〈ρ(~r, 0)ρ(~r, t)〉d3~r (3.76)
One should, however, keep in mind that G(~r, t) loses its classical meaning
for t 6= 0, since ~Rj′(0) and ~Rj(t) are operators that in general do not
commute1. Yet, if in equation (3.75) it is assumed, that we are dealing
with classical quantities, the occurring operators commute, leaving us with
the classical pair correlation function
G(~r, t)cl =
1
N
∑
j,j′
〈δ
[
~r − ~Rj′(t) + ~Rj(0)
]
〉 (3.77)
This formulation makes an interpretation of G(~r, t)cl in terms of probabil-
ities possible. The classical G(~r, t)cl is nothing but the probability density
of a particle being localized at a position ~r at a certain time t, when a
particle was found at position ~r = 0 for t = 0. The fact that the dy-
namical structure factor is the space– and time–Fourier transform of the
density–density correlation function is an important outcome, since it ac-
tually tells us that the dynamical structure factor is directly related to the
positions of the different atoms at different times. Thus by knowing the
atomic positions at all times, it is possible to calculate the classical analo-
gon to S( ~Q, ω) – and this is exactly what can be extracted from molecular
dynamics simulations (see section 4.3).
To conclude this section a few useful quantities will be given:
The static structure factor:∫ ∞
−∞
Scoh( ~Q, ω)dω = S( ~Q)coh (3.78)∫ ∞
−∞
Sinc( ~Q, ω)dω = 1 (3.79)
The principle of detailed balance:
Scoh( ~Q, ω) = exp(~ω/kBT )Scoh(− ~Q,−ω) (3.80)
which in absence of magnetic fields becomes furthermore independent of
the sign of ~Q. The principle of detailed balance is yet not valid for the
1The time dependence of ~Rj(t) is a function of the Hamiltonian and thus contains the
operators ~pj .
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classical S( ~Q, ω) [57], something one should keep in mind when comparing
MD results to experimental data.
3.4. Quasielastic Neutron Scattering
Quasielastic neutron scattering (QENS) deals with the information that is
contained in the S( ~Q, ω) response function, close to zero energy transfer.
Signals that are located in the direct vicinity of the elastic line, contain
information originating from diffusive processes. While inelastic neutron
scattering basically deals with motions around an equilibrium, in QENS
signals stemming from atoms that do not remain on a certain site are
investigated. Therefore QENS is a powerful tool to investigate all kinds of
diffusive processes in a variety of different materials. The time scales that
are accessible for this technique roughly span a range from 1 to 100 ps [8].
3.4.1. Diffusion – Statistical Concept
Before the main equations for QENS are derived, the stochastic concept
behind the diffusive processes under consideration will be outlined. The
diffusive motions, that will be investigated are assumed to be of Marko-
vian type, meaning that the probabilities, for certain incidences to happen,
are independent from each other. In contrast to perfect random process,
Markov processes, however, include causality relations between different
configurations at different times. If a system with a set of accessible states
{a} is considered, a stochastic process can be described by a sequence of
events {a1(t1), ..., an(tn)}, meaning that the system is in state a1 at time
t1, a2 at time t2 and so on. The probability for such a process to occur
can be expressed by a sequence of transition probabilities multiplied with
the so–called a priori probability P1(a1(t1)) – the probability of the system
being in state a1 at time t1 [46]:
Pn(a1(t1); ...; an(tn)) = P1(a1(t1))p1|1(a1(t1)|a2(t2)) · · ·
· · · p1|1(an−1(tn−1)|an(tn)) (3.81)
with the transition probability p1|1 from state an(tn) to state an+1(tn+1)
being independent of the history of the system:
pn|1(a1(t1); ...; an(tn)|an+1(tn+1)) = p1|1(an(tn)|an+1(tn+1)) (3.82)
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The transition probability between the states an(tn) and an+1(tn+1) is
thus independent of the path the system has taken to arrive at an(tn). If
furthermore the probabilities of all possible transitions from state a1 at
time t1 to a state a3 at time t3 are considered, one has to sum over all
possible states a2 at time t2, thus yielding
p1|1(a1(t1)|a3(t3)) =
∑
a2
p1|1(a1(t1)|a2(t2))p1|1(a2(t2)|a3(t3)) (3.83)
for the transition probability and
P2(a1(t1)|a3(t3)) =
∑
a2
P1(a1(t1))p1|1(a1(t1)|a2(t2))p1|1(a2(t2)|a3(t3))
= P1(a1(t))p1|1(a1(t1)|a3(t3)) (3.84)
for the probability of finding the system, which was in state a1 at time t1
in state a3 at time t3. In a next step equation (3.84) is summed over all
initial states a1, thus leaving us with
P1(a3(t3)) =
∑
a2
P1(a2(t2))p1|1(a2(t2)|a3(t3)) (3.85)
for the probability of finding the system in state a3 at time t3.
Equation (3.85) can now be generalized to the following expression:
P (a, t) =
∑
a′
P (a′, t′)p1|1(a′(t′)|a(t)) (3.86)
To quantify a change in probability the first derivative can be obtained
from the differential quotient of equation (3.86), yielding ([46]):
P˙a,t =
∑
a′
P (a′, t)p˙t(a′, a) (3.87)
By introducing Γa′,a = p˙t(a′, a), the transition rate from a′ to a, equation
(3.87), can be transformed into a first order differential equation. Moreover
p˙t(a, a) = −
∑
a′ Γ(a
′, a) can be used to finally arrive at a universal differ-
ential equation which describes the time dependence of the probability for
finding the system in state a at a time t. This so–called Master equation
reads:
∂P (a, t)
∂t
=
∑
a′ 6=a
{Γa′,aP (a′, t)− Γa,a′P (a, t)} (3.88)
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Although the derivation of equation (3.88) is rather formal, its meaning
can be easily understood. While Γa′,a describes transitions from state a′
into state a, Γa,a′ describes those from a to a′.
If now the case of a classical over–barrier jump mechanism is investigated,
where a particle has to overcome a barrier of a certain height to move from
one state to the other, it can be shown that under certain simplifications
this implies an Arrhenius like temperature dependence of the jump rate
[29, 104]:
Γ = Γ0 exp(−Ea/kBT ) (3.89)
with Ea being the barrier height or activation energy.
When diffusion of light atoms is considered, there is also the possibility of
tunneling. Such processes show a different temperature dependence, shall,
however, not be considered in further detail. In the following paragraphs
the question, which kind of fingerprint certain diffusive mechanisms will
leave in the quasielastic signal, will be addressed.
3.4.2. Different Types of Diffusion
Apart from the probably best known type of diffusion, the translational
diffusion, there exist further diffusive–like mechanisms. These different
kinds of diffusion indeed can be distinguished by the signal they produce
in neutron scattering experiments, i.e. by the properties of the dynami-
cal structure factor. The general way to obtain the structure factor for
the different diffusion processes, uses the above derived master equation
(3.88). As was shown in section 3.3.4, the dynamical structure factor can
be obtained by time–Fourier transform of the intermediate scattering func-
tion or by space– and time–Fourier transform of the van Hove correlation
function. When the probabilities for the system to be at a certain time in a
certain configuration are known, these correlation functions can directly be
calculated. The incoherent part of the dynamical structure factor contains
the self–correlations, which for diffusive processes in principle are what one
is looking for. As in the case of inelastic neutron scattering it may now
occur that one has to deal with materials that evidence little or no inco-
herent scattering. In this case one has to extract the fingerprints of the
diffusive motions from the coherent signal. The approach is in principle
the same as for incoherent scattering, only that now the particle–particle
correlation functions between all particles have to be accounted for, making
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an analytical solution a lot more complicated.
Long Range Translational Diffusion
Before considering translational diffusion on a microscopic level, we will
approach this problem from the macroscopic side, using Fick’s second law
to describe a diffusion process. For isotropic systems, Fick’s law can be
formulated in terms of the self–correlation function [46]:
∂
∂t
Gs(~r, t) = Ds4Gs(~r, t) (3.90)
The solution to this differential equation is a exponential decay:
Gs(~r, t) = (4piDs|t|)−3/2 exp(−r2/4Ds|t|) (3.91)
As shown in (3.71), by calculating the space– and time–Fourier transform
of Gs(~r, t) we obtain Sinc( ~Q, ω):
Sinc( ~Q, ω) =
1
pi
~DsQ2
(~DsQ2)2 + (~ω)2
(3.92)
which states that the fingerprint of translational diffusion, the dynamical
structure factor, is a Lorentzian of linewidth ~DsQ2. The signal width
of translational diffusive processes thus evidences a Q2–dependence, which
makes it rather easy to distinguish translational diffusion from other kinds
of diffusive motions.
Translational Jump Diffusion
Now the case of translational diffusion will be described on atomistic scale.
It is assumed that jumps take place only between neighboring sites of a
Bravais sublattice, with the mean residence time τ being much bigger than
the time for a single jump, and the diffusive processes being decoupled
from other types of motion (vibrations etc.). For such cases the above
derived master equation (3.88) can be applied. With the in such a way
obtained probabilities the self–part of the intermediate scattering function
can be calculated and transformed to Sinc( ~Q, ω). This so–called Chudley–
Elliott model yields the following expression for the incoherent dynamical
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structure factor [22]:
Sinc( ~Q, ω) =
1
pi
Λ( ~Q)
Λ( ~Q)2 + (~ω)2
(3.93)
with
Λ( ~Q) =
~
zτ
z∑
j=1
{1− exp(−i ~Q · ~rj)} (3.94)
with z denoting the number of nearest neighbor sites and ~rj the distances
to the latter ones. This can be shown to result in two different scenarios:
Λ( ~Q) ∝ Q2/τ for small Q (3.95)
Λ( ~Q) ∝ 1/τ for large Q (3.96)
which means we have rediscovered the long range behavior (at small ~Q)
that was predicted from Fick’s law.
The coherent part of the dynamical structure factor for this kind of diffu-
sive processes may be obtained in a similar way. Here, however, one has to
keep in mind that for coherent scattering the mutual correlations between
all particles have to be accounted for. The simplest way to consider this is
the non–interacting lattice gas model, where the only type of interaction
between diffusive particles is included in the fact that the same sites can
only be occupied by one atom at a time. Interestingly, the coherent dy-
namical structure factor for such processes can also be extracted by use of
the master equation (3.88), yielding [86]:
Scoh( ~Q, ω) =
c(1− c)
pi
Λ( ~Q)
Λ( ~Q)2 + (~ω)2
+ c2
(2pi)3
Vc
∑
~τ
δ( ~Q− ~τ) (3.97)
While the second term is simply a Bragg term, which arises due to inter-
ference, the first term indeed corresponds to the solution in the case of
incoherent scattering, only weighted by c(c−1), with c the average site oc-
cupancy. In case of an interacting lattice gas, the result is similar, however,
with an additional Q–dependent prefactor and modified width Λ [86].
Rotational Jump Diffusion
For rotational jump diffusion, the simplest model case to investigate, is that
of a particle jumping back and forth between two energetically equivalent
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sites. For this case the master equation (3.88), adapted to the case of two
sites, takes the form:
∂P (~r1(t))
∂t
= −1/τ{P (~r1, t)− P (~r2, t)} (3.98)
∂P (~r2(t))
∂t
= −1/τ{P (~r2, t)− P (~r1, t)} (3.99)
With this probability distribution we can now directly calculate the self–
part of the intermediate scattering function Is (see equation 3.68) and by
Fourier transform then extract Sinc( ~Q, ω)[46]:
Sinc( ~Q, ω) = A0( ~Q)δ(~ω) +A1( ~Q)
1
pi
2τ
4 + ω2τ2
(3.100)
with
A0( ~Q) =
1
2
[1 + cos( ~Q · ~d)] (3.101)
A1( ~Q) =
1
2
[1− cos( ~Q · ~d)] (3.102)
where ~d = ~r2−~r1 denotes the jump distance. At this point it is important
to notice that the Lorentzian width of the quasielastic contribution is in-
dependent from ~Q, while the elastic and quasielastic intensities A0 and A1
depend on both, scattering vector ~Q and jump distance ~d. This behavior
remains also valid for the more general cases discussed in the following and
therefore is a crucial characteristics, useful to distinguish rotational jump
diffusion from other kinds of diffusive motions.
After averaging equation (3.100) over ~Q, the dynamical structure factor
for a powder sample is obtained. In fact, the structure of the solution
remains the same:
Sinc(Q,ω) = A0(Q)δ(~ω) +A1(Q)
1
pi
2τ
4 + ω2τ2
(3.103)
Only the coefficients have changed:
A0(Q) =
1
2
[1 + sin(Qd)/Qd] (3.104)
A1(Q) =
1
2
[1− sin(Qd)/Qd] (3.105)
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This result can now be generalized to nearest neighbour jumps on the
circumference of a ring with N sites, yielding the following expression [28]:
Sinc( ~Q, ω) = A0( ~Q)δ(~ω) +
N−1∑
k=1
Ak( ~Q)
1
pi
τk
1 + ω2τ2k
(3.106)
with the coefficients Ak having the form
Ak( ~Q) =
1
N
N∑
n=1
J0( ~Q · ~rn) cos(2knpi
N
) (3.107)
where J0 is a first order Bessel function, ~rn denotes the jump distance
equivalent to a 2npi/N rotation and τk the corresponding correlation times.
In case of a powder sample the result again looks similar:
Sinc(Q,ω) = A0(Q)δ(~ω) +
N−1∑
k=1
Ak(Q)
1
pi
τk
1 + ω2τ2k
(3.108)
with the coefficients Ak having changed to:
Ak(Q) =
1
N
N∑
n=1
j0(Qrn) cos(
2knpi
N
) (3.109)
where j0(x) = sin(x)/x. The elastic contributions to Sinc(Q,ω) are con-
tained in the coefficients A0. They are often evaluated in experiments and
are frequently referred to as elastic incoherent scattering function (EISF).
In the case of coherent scattering, the analytical solution for nearest
neighbour jumps of a rigid structure unit on a ring with N sites is a more
complicated task. Therefore a detailed derivation is omitted, can yet be
found in Coddens et al. [23]. The structure of this solution is again quite
similar to that one obtained in the incoherent case:
Scoh( ~Q, ω) = A0( ~Q)δ(~ω)S( ~Q) +
N−1∑
k=1
Ak( ~Q)
1
pi
τk
1 + ω2τ2k
(3.110)
where S( ~Q) stands for the diffraction pattern of the Bravais lattice, the
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N–fold rings are located on. The coefficients now read:
A0( ~Q) =
1
N2
∣∣∣∣∣∣
N∑
j=1
Fj
∣∣∣∣∣∣
2
(3.111)
Ak( ~Q) =
n
N2
∣∣∣∣∣∣
N∑
j=1
Fj exp{(2pii/N)(j − 1)k}
∣∣∣∣∣∣
2
(3.112)
with Fj the neutron weighted Fourier transform of the rotating structure
units2 and n the number of rings on the lattice. Equation (3.110) includes,
like for the case of coherent translational diffusion, a Bragg term. Therefore
one should find purely quasielastic scattering between the Bragg peaks.
3.5. Experimental Considerations
After discussing the theoretical formalism behind neutron scattering exper-
iments two important measurement techniques, as well as the interpretation
of neutron data will briefly be addressed. In the course of this thesis the
lattice dynamics of CMAs is studied by inelastic neutron scattering, by use
of the triple axis and the time of flight technique for the investigation of
single crystals and powders, respectively.
3.5.1. Triple Axis Spectrometers (TAS)
TAS measurements are perfectly suited for measurements on single crystals,
to extract e.g. phonon dispersion curves and dynamical structure factors
for distinct directions in reciprocal space3. A schematic representation of
a TAS spectrometer is depicted in Fig. 3.2. In a TAS experiment the wave
vector ~k of the incoming neutron beam is selected via the Bragg condition
on a crystal monochromator (first axis). The selected beam then hits
the oriented crystal sample (second axis) and gets diffracted. Finally the
wave vector of the scattered beam ~k′ is selected by an analyzer crystal and
registered by a detector (third axis).
2Here rotators with a fixed geometrical shape are assumed.
3For the construction of the first triple axis spectrometer in 1956 Bertram N. Brock-
house was awarded the 1994 Nobel prize in physics
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Figure 3.2.: IN6 is a triple axis spectrometer, located at the ILL in
Grenoble. Figure from [123].
With the wave vectors ~k and ~k′, in the non–relativistic limit scattering
vector ~Q and energy transfer ω are determined, since
~Q = ~k′ − ~k = ~τ + ~q (3.113)
~ω = E′ − E = ~
2k′2
2Mn
− ~
2k2
2Mn
(3.114)
with Mn the neutron mass. Thus with the geometry of the system the
scattering condition is selected. TAS spectrometers can be used in different
modes, depending on what one desires to measure. The constant ~Q mode
is usually applied to measure phonon dispersion curves and is therefore the
important one in the framework of this thesis. In this mode the scattering
vector is kept fixed and the energy transfer is scanned by either changing
~k or ~k′. As soon as conservation of energy and conservation of crystal
momentum are fulfilled the measured intensity will be non–zero, as becomes
obvious from equation (3.48).
A nice and more detailed review on the TAS technique can be found in
[13].
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The Resolution Function
The so far described formalism is that of an ideal experiment with an
infinite resolution. It is not surprising that instead of δ–peaks, as present
in the equations of quantities like dynamical structure factor, one actually
measures a certain distribution of the scattering signal. This means we
cannot directly access the desired quantity, but measure some biased signal,
which contains instrumental parameters. Mathematically speaking, in an
actual TAS experiment the convolution of the dynamical response with the
resolution function of the instrument is obtained:
S( ~Q, ω)exp = S( ~Q, ω)⊗R( ~Q− ~Q0, ω − ω0) (3.115)
Here ω0 and ~Q0 denote the most likely values ω and ~Q may take for a
given spectrometer geometry. The resolution function R( ~Q− ~Q0, ω−ω0) is
a non–trivial quantity that depends on the instrument settings of the TAS
spectrometer. It depends on the mossaicity of monochromator and analyzer
crystal, angular and horizontal divergence of the beam, and effectively
takes the form of a 4D ellipsoid in the so–called Gaussian approximation
[30]. Since in a TAS experiment one is usually not only interested in the
dispersion curves but also in the lineshape of the signal, it is important to
have good approximations for this function.
Data Analysis
While the resolution function is an instrumental parameter, there are also
physical effects that may change the equations derived in the harmonic
approximation. In fact, the lineshape of a measured phonon also con-
tains information about anharmonicities like phonon–phonon or electron–
phonon interactions in the investigated crystal. In presence of anharmonic
effects, the lifetime of phonons becomes finite and they are indeed better
represented by damped harmonic oscillators [37]. The deconvolution of
resolution function and real dynamical structure factor makes it possible
to extract the exact lineshape and thus to gain valuable information on
phonon lifetimes and anharmonic behavior.
The advantage of a TAS measurement is that one can exactly choose
what one is willing to investigate. The scalar product ( ~Q·~e~d,~q,j) in equation
(3.49) enables a selection of the modes one aims to investigate. For the high
symmetry directions of a crystal the eigenvectors of the transverse acoustic
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(TA) modes are orthogonal to the propagation direction ~q, whereas for
longitudinal acoustic (LA) modes they are collinear with ~q. Thus by the
choice of the propagation direction one can decide if the TA or the LA
modes are to be investigated.
A quantity which is quite useful to analyze the character of a phonon
mode is its norm, which is defined as follows:
N(ω) = ω2
∫
S( ~Q, ω)dω (3.116)
In the vicinity of a Bragg peak, i.e. in the limit ~q → 0 (see equation 3.113),
this quantity is constant for acoustic phonons [26]. This can be shown by
keeping in mind that for an acoustic mode with ~q → 0 all atoms evidence
the same displacement, meaning that in equation (3.49) the scalar product
( ~Q · ~e~d,~q,ac)2 can be moved in front of the sum, thus yielding:
N(ω) ∝ IBragg( ~Q · ~e~d,~q,ac)2 (3.117)
Thus by applying the criterion of constant norm it is possible to see if an
acoustic phonon mode keeps its acoustic character or if an intensity transfer
to other branches becomes visible.
3.5.2. Time of Flight Spectrometers (ToF)
The second neutron scattering method, applied throughout this work is
the ToF technique. ToF spectrometers are well–suited to measure poly–
crystalline or powder samples4. The functionality of a ToF spectrometer
will be briefly discussed for a direct ToF spectrometer5 as exemplified in
Fig. 3.3. First the incident neutron beam is selected by a crystal monochro-
mator by fulfilling the Bragg condition.
The beam therefore has a certain wavelength, which in turn determines
the neutron velocity. Then a chopper is used to create bunches of neutrons
for which time marks are set. By measuring the time each neutron of
a certain bunch is flying to reach the detector, it is possible to calculate
the energy exchange with the sample by simply taking the spectrometer
geometry into account (i.e. the distance to the detector). Furthermore the
4Single crystal measurements are also possible, but are still mostly done on TAS spec-
trometers.
5Other ToF types are e.g. ToF–ToF and indirect ToF.
66 Chapter 3. Neutron Scattering
Figure 3.3.: IN6 is a time of flight spectrometer, located at the ILL in
Grenoble. Figure from [122].
wave vector transfer can be determined from the angle under which the
scattered neutron hits the detector.
Thus one obtains the double differential scattering cross section as func-
tion of flight time and scattering angle. This quantity can yet easily be
converted to the usual form.
The energy resolution of a ToF spectrometer depends essentially on the
chopper speed and is quite accurately approximated by a Gaussian with
energy–dependend width6.
For a more detailed discussion of the ToF technique reference [46] is
recommended.
3.6. X-ray Scattering
The principles that have been outlined for the case of neutron scattering
are, apart from a few variations, also valid for X–ray scattering.
6In practice often it is sufficient to assume a constant width.
3.6 X-ray Scattering 67
One main difference is that the neutron scattering length is to be replaced
by a so–called X–ray form factor, which depends on the scattering vector ~Q.
This is due to the fact that the X–ray photons interact with the electronic
structure, which does not appear point–like for photons with an energy of
a few keV. Furthermore, in X–ray scattering there is no incoherent cross–
section, since the form factor depends only on number and distribution of
the electrons (i.e. there is no isotope disorder).
Nowadays X–ray investigations have become possible for samples of µm
size, while for neutrons cm size samples are mandatory. For structure anal-
ysis X–rays are thus much more suitable, especially since it is possible to
solve crystal structures with standard laboratory diffractometers. How-
ever, if one has to deal with crystals that consist of elements which have a
similar number of electrons, neutrons may help to solve ambiguities since
their neutron scattering cross sections may differ strongly.
Furthermore for the investigation of inelastic processes, neutrons are per-
fectly suited, since the neutron wavelength is in the same range as many
excitations, e.g. phonons. In the last decade it has, however, also become
possible to do such measurements with inelastic X–ray scattering. Yet,
one should keep in mind that a tremendously good energy resolution is
necessary for inelastic X–ray scattering. While the energy of the incoming
X–rays is of the order of a few keV, excitations like phonons have energies
of a few tenth of meV, meaning that a resolution of ∆EE ≈ 10−7 is required.
Such a high resolution can only be achieved by an intelligent spectrom-
eter design. This can be realized by use of the backscattering technique
for monochromator and analyzer to optimize δλλ . The choice of high order
Bragg reflections in monochromator and analyzer crystal yields a Bragg
angle very close to total backscattering and thus allows for the high energy
resolution7. By varying the monochromator temperature it is then possible
to change the incoming photon energy, thus enabling us to scan the energy
domain8. In fact, these requirements can only be fulfilled recently by third
generation synchrotrons like ESRF (European Synchrotron Radiation Fa-
cility, France), APS (Advanced Photon Source, USA) or SPring-8 (Super
Photon Ring, Japan).
In summary, it therefore has to be pointed out, that neutron and X–
7At the ESRF beamline ID28 the monochromator is operated at a Bragg angle of
89.98°.
8For the at ID28 commonly used Si (11,11,11) monochromator a temperature change
of 15 mK corresponds to a change in photon energy of 0.83 meV.
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ray scattering are complementary techniques and offer a wide spectrum of
application.
Chapter 4.
Atomistic Computer Simulations
4.1. Ab–initio Calculations
Ab–initio calculations have become a powerful means in material science,
largely improving our understanding of physics on atomistic scale. They
are an important tool to simulate processes or physical properties in order
to prepare or sometimes even replace expensive experiments. In solid state
physics many properties of a system, like phase stability or equilibrium
lattice parameters, are closely related to its ground state energy. In the
non–relativistic limit the determination of the ground state energy and the
associated wavefunction falls back to solving the Schrödinger equation of
the given problem
HΨtot = EtotΨtot (4.1)
Due to the different interaction terms that come into play, the Schrödinger
equation of a system withN nuclei and n electrons, however, takes the quite
complicated form
H =
Tion︷ ︸︸ ︷
N∑
k
−~2
2Mk
4~Rk +
Vion︷ ︸︸ ︷
1
2
∑
k 6=l
ZkZle
2
|~Rk − ~Rl|
+
Tel︷ ︸︸ ︷
N∑
i
−~2
2me
4~ri
+
1
2
n∑
i 6=j
e2
|~ri − ~rj |︸ ︷︷ ︸
Vel
−
n∑
i
N∑
k
Zke
2
|~ri − ~Rk|︸ ︷︷ ︸
Vel−ion
(4.2)
where ~Rk and Mk represent coordinates and mass of the nuclei, while ~ri
and mi refer to postion and mass of the electrons. The first expression
in equation (4.2), Tion, denotes simply the kinetic energy of the nuclei,
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while the second term, Vion, represents the Coulomb interaction between
the nuclei. Tel and Vel stand for kinetic energy and Coulomb interaction
of the electrons, respectively. Finally Vel−ion accounts for the interaction
between electrons and nuclei.
To find a solution for this equation for a macroscopic system, means
solving a differential equation of typically 1023 coordinates, making this
task simply impossible. Therefore at this point certain approximations
have to be made.
4.1.1. The Born–Oppenheimer Approximation
The first step to simplify the many particle Hamiltonian in equation (4.2)
is to formally separate it into two parts
HΨtot = (Hion +Hel)Ψtot (4.3)
where Hion contains kinetic energy and interaction of the nuclei or cores
and will be referred to as ionic Hamiltonian. Hel accounts for kinetic
energy and interaction of the electrons and also the coupling between elec-
tronic and ionic system. If first no coupling between ionic and electronic
system is assumed, a solution to this problem would be a product state
of eigenfunctions of the two subsystems. Despite the existing interaction
between electrons and ions it is nevertheless possible to decouple the ionic
from the electronic degrees of freedom. The explanation for this lies in the
fact that the mass of the nucleus is much bigger than that of an electron
(Mk >> me). Due to this mass difference, electrons move much faster
than the nuclei, making the so–called adiabatic approximation applicable.
Here it is assumed that the electrons see the coordinates of the nuclei ~Rk
as essentially constant, which is based on the fact that the time scales of
electronic and ionic motion differ strongly. The electronic wavefunctions
depend on ~Rk as a parameter and adapt adiabatically to changes of ~Rk,
while the ionic system reacts only slowly to changes of the electronic con-
figuration. Thus the electronic part of the wavefunctions, including the
electron spin ξi satisfies:
Helψ(~r1, ξ1, ..., ~rn, ξn, ~R1, ... ~RN ) = Eelψ(~r1, ξ1, ..., ~rn, ξn, ~R1, ... ~RN ) (4.4)
One has, however, to keep in mind that Eel still depends on both electronic
and ionic coordinates. For a more rigorous proof of the validity of the
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Born–Oppenheimer approximation we choose the following product ansatz
for the total wavefunction:
Ψtot(~R1, ..., ~RN , ~r1, ξ1, ..., ~rn, ξn) = χ(~R1, ..., ~RN )ψ(~r1, ξ1, ..., ~RN ) (4.5)
This choice is possible since the functions ψ depend on both, electronic
and ionic coordinates and thus the general solution can be formulated as
linear combination of such product states. With these wavefunctions in-
serted in the Schrödinger equation the total problem reads:
Hχψ = (Hel +Hion)χψ (4.6)
= ψ(Hion + Eel)χ−
∑
k
~2
2Mk
(χO2kψ + 2OkχOkψ) (4.7)
The last two terms of equation (4.7) are negligible since the electronic
wave functions are delocalized and thus Okψ << Okχ. This means χO2kψ+
2OkχOkψ can be neglected as compared to ψO2kχ, which is contained in
Hion. Therefore the ionic degrees of freedom decouple from the electronic
system and we obtain
(Hion + Eel)χ = Etotχ (4.8)
Helψ = Eelψ (4.9)
where Eel and ψ still depend on the ionic coordinates ~Rk as parameters.
First a solution for the electronic Hamiltonian is searched, from which the
energy Eel is obtained as a function of the core positions ~Rk. Instead of
solving the ionic Hamiltonian quantum–mechanically, the ions can in good
approximation be described as classical particles, which are moved obeying
Newtons equation of motion. The forces acting on the ionic cores can be
determined from the so–called Born–Oppenheimer energy surface:
~Fk = −OkE0(~R1, ..., ~RN ) (4.10)
where the E0 is the energy for a fixed ionic configuration, for which the
electronic subsystem is minimized:
E0(~R1, ..., ~RN ) = Eel(~R1, ..., ~RN ) + Vion (4.11)
The forces in equation (4.10) can be calculated via the Hellmann–Feynman
theorem, which will be discussed in section 4.2.5. Although decoupling of
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electronic and ionic system under the Born–Oppenheimer approximation
already simplifies the calculation, the electronic Hamiltonian remains still
of high complexity, thus making further approximations unavoidable.
4.1.2. The Hartree Approximation
While we have decoupled the ionic wavefunctions from the electronic ones
by our separation ansatz, these wavefunctions are still unknown. Thus the
next task is to determine eigenfunctions and eigenvalues of the electronic
Hamiltonian:
Hel =
n∑
i
−~2
2me
4i −
n∑
i
N∑
k
Zke
2
|~ri − ~Rk|
+
1
2
∑
i 6=j
e2
|~ri − ~rj | (4.12)
In a first approximation Hartree expressed the electronic wavefunction as
a simple product of one–electron wavefunctions
ψ(~r1, ..., ~rn) = ϕ1(~r1)ϕ2(~r2)...ϕn(~rn)η1(ξ1)...ηn(ξn) (4.13)
where ϕi and ηi denote orbital wavefunctions and spin function, respec-
tively. Expressing ψ by single–electron wave functions means, however,
that the electrons are treated as uncorrelated. With this assumption, the
electron–electron interaction can be expressed in form of an electron den-
sity n(~r) ∑
j,j 6=i
e2
|~ri − ~rj | = e
2
∫
n(~r′)
1
|~r − ~r′|d
3~r′ (4.14)
with the electron density being obtained from the one–electron wavefunc-
tions1:
n(~r) =
∑
j
|ϕj(~r)|2 (4.15)
1The electron density is expressed spin dependent.
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The total energy is determined by solving the resulting single electron
Hartree equations [3]:
Tel︷ ︸︸ ︷
−~2
2m
4ϕi(~r)
Vext︷ ︸︸ ︷
−
∑
k
Zke
2
|~r − ~Rk|
ϕi(~r)
+ (−e)2
∫
d3~r′
∑
i
|ϕj(~r′)|2 1|~r − ~r′|︸ ︷︷ ︸
VH
ϕi(~r) = iϕi(~r) (4.16)
The solutions to this Hamiltonian is obtained by a self–consistency cycle,
meaning that the wave functions that solve the electronic Hamiltonian,
must produce the potential (the electron density) they are solution of. The
Hartree approximation reduces a many electron problem to a Schrödinger
equation of one electron states which interact with a mean field, produced
by all other electrons. Therefore this approximation is also called a self–
consistent field approximation The ground state is approximated by the
product of one–electron wave functions that minimizes 〈ψ|Hel|ψ〉.
A drawback of this approach is yet the neglected correlation between the
electrons. In this context it has to be noted that ψ in (4.13) does not fulfill
the Pauli criterion, i.e. is not antisymmetric.
4.1.3. The Hartree–Fock Approximation
The problem of non–antisymmetric wave functions can be solved by replac-
ing the product of single particle wavefunctions by a linear combination of
such products. This is usually represented as so–called Slater determinant:
ψ(~r1, ξ1, ..., ~rn, ξn) =
∣∣∣∣∣∣∣∣
ϕ1(~r1)η1(ξ1) ... ϕ1(~rn)η1(ξn)
ϕ2(~r1)η2(ξ1) ... ϕ2(~rn)η2(ξn)
... ... ...
ϕn(~r1)ηn(ξ1) ... ϕn(~rn)ηn(ξn)
∣∣∣∣∣∣∣∣ (4.17)
The such constructed wavefunctions now fulfill the Pauli principle, yet
still consist of uncorrelated single–electron wavefunctions and thus do not
present an exact solution. However, these solutions are defined in the same
Hilbert space as the exact, correlated wavefunctions and span a complete
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orthonormal basis set, into which the exact wavefunctions can in principle
be expanded.
If now such a linear combination of product wavefunctions ψ is inserted
into the Schrödinger equation an extra potential term appears as compared
to equation (4.16) – the so–called exchange integral [80]:
Vex = −e2
N∑
i 6=j
{
∫
ϕ∗j (~r
′)ϕi(~r′)
|~r − ~r′| d
3~r′}ϕj(~r)δξiξj (4.18)
where δξiξj is 1 for parallel and zero for anti–parallel spin states. The
finally resulting Hamiltonian is named Hartree–Fock equation and has the
following components:
Hel = Tel + VH + Vex (4.19)
Equation (4.19) includes the exchange interaction potential Vex, which
takes care of the Pauli exclusion principle. The Hartree approximation
does only treat an average electron–electron interaction, i.e. an electron is
treated as if it was moving in the average field created by the other elec-
trons of the system. In the Hartree–Fock equation we still apply this kind
of mean field approach, however, due to the anti–symmetric wavefunction
we get the additional exchange integral, which incorporates a repulsive in-
teraction between electrons with parallel spins. The exchange energy Eex
is somewhat exaggerated due to the fact that the exact Coulomb repulsion
between the single electrons is still not included. To obtain an accurate
solution the difference between exchange energy and Coulomb correlation
energy, has to be added to the Hartree–Fock equation. This correction
term, which is called correlation energy (Ec), has no physical meaning, it
is just an approximation of the error that is made in the first order approx-
imation. Due to the complexity of the calculation this correlation energy
can, however, only be obtained for very few cases, like the free electron
gas [40]. There exist different methods how this correction can be approxi-
mated in so–called post Hartree–Fock methods–yet this will not be further
investigated.
Due to the complicated form of the wave functions the structure of the
Hartree–Fock equations reaches a degree of complexity, which is hard to
handle. Therefore already for systems with more than a few atoms in the
unit cell, a different approach is necessary.
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4.2. Density Functional Theory
A huge improvement in computational physics was achieved with the pio-
neering works on Density Functional Theory (DFT) by Kohn, Hohenberg
and Sham in the 1960th [48, 58]. They developed a formalism which made
quantum mechanical calculations for larger systems feasible and thus was
the starting point for major advances in computational solid state physics2.
4.2.1. The Hohenberg–Kohn Lemma
Hohenberg and Kohn could show that the Hamiltonian and thus the ground
state energy of a many electron system is a unique functional of the electron
density n(~r). This amazing fact can be proved by a simple contradiction.
Due to its extraordinary consequences this proof will briefly be lined out.
First the following general expression is assumed for the Hamiltonian of
our system
H = T + Vee + Vext (4.20)
where T is the kinetic energy, Vee contains the electron–electron interaction
and Vext is an external potential – in our case the impact of the ions.
For the system under consideration be E0 the ground state energy, while
ψ0 is the ground state wave function and n0 = |ψ0|2 the corresponding
electron density. Let us now assume that there is a second external poten-
tial V ′ext(~r) that yields a different ground state ψ′0 with a different ground
state energy E′0 but the same ground state electron density n0(~r) = n′0(~r),
then by use of the variational principle [43] the following is valid:
E′0 ≤ 〈ψ0|H ′|ψ0〉 = 〈ψ0|H − Vext + V ′ext|ψ0〉 (4.21)
= E0 + 〈ψ0| − Vext + V ′ext|ψ0〉 (4.22)
= E0 +
∫
n0(~r)[−Vext(~r) + V ′ext(~r)]d3~r (4.23)
Furthermore it is also true that:
E0 ≤ 〈ψ′0|H|ψ′0〉 = 〈ψ′0|H ′ − V ′ext + Vext|ψ′0〉 (4.24)
= E′0 + 〈ψ′0| − V ′ext + Vext|ψ′0〉 (4.25)
= E′0 +
∫
n′0(~r)[−V ′ext(~r) + Vext(~r)]d3~r (4.26)
2For his groundbreaking contributions to quantum chemistry Walter Kohn was awarded
the Nobel prize in chemistry in 1998.
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If now the precondition of equal electron densities n0(~r) and n′0(~r) is ap-
plied, one ends up with a contradiction. Thus n0(~r) and n′0(~r) must be
different and therefore the electron density is indeed a unique quantity for
each external potential Vext(~r), meaning that Vext(~r) can be expressed as
a unique functional of the electron density. Since now Vext(~r) fixes the
Hamiltonian, the full many electron ground state ψ(~r) is also a unique
functional of the charge density n(~r). Schematically this means [6]:
n(~r)↔ Vext(~r)↔ ψ(~r) (4.27)
With ψ(~r) a functional of n(~r), the total energy can be expressed as a
functional of the electron density:
E = E[n(~r)] = F [n(~r)] +
∫
Vext(~r)n(~r)d
3~r (4.28)
with F [n(~r)] containing the kinetic energy and the electron–electron inter-
action
F [n] = T [n(~r)] + Vee[n(~r)] (4.29)
These statements can be summarized to the remarkable fact, that there is
a universal functional F [n(~r)] which is valid for all electronic systems in
their ground state, independent from the external potential present [48].
Thus if F [n(~r)] was known the determination of the ground state energy
and its density would become rather simple. Since the energy functional
E[n(~r)] obtains its minimum for the ground state density n0(~r) one would
just have to minimize the functional E[n(~r)] with respect to n(~r) using
variational principles.
4.2.2. The Hohenberg–Kohn Variational Principle
The basic concept behind the Hohenberg–Kohn variational principle is that
every state, different from the ground state, will yield an energy which is
higher than the ground state energy. From this the following can be derived:
E[n(~r)] = 〈ψ|T + Vee|ψ〉+ 〈ψ|Vext|ψ〉 (4.30)
> 〈ψ0|T + Vee|ψ0〉+ 〈ψ0|Vext|ψ0〉 = E[n0(~r)] (4.31)
= F [n0(~r)] +
∫
n0(~r)Vext(~r)d
3~r (4.32)
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Thus the ground state electron density can be determined by variational
principles exactly in the same way as the ground state wave function:
δE[n(~r)]
δn(~r)
= 0 (4.33)
Since the electron density fully determines the Hamiltonian the idea is now
to use single–electron wave functions to produce a density which is identical
with the exact one. The exact Hamiltonian and its exact wave functions
create an electron density which is unique for the problem and determines
its ground state energy, as derived above. Instead of solving this problem
for the exact and correlated electron wave functions we can simply express
the exact density in terms of single–electron wave functions. Due to the
Hohenberg–Kohn theorem the energy of the system depends only on this
electron density and not on the wave functions we use to represent it.
The task is now to project the exact Hamiltonian and the correlated wave
functions on a reference Hamiltonian and one–electron wave functions, both
yielding the same electron density. To further proceed the energy of the
system will now be denoted as:
E[n(~r)] = Ts[n(~r)] + VH [n(~r)] +
∫
Vext(~r)n(~r)d
3~r + Exc[n(~r)] (4.34)
The different terms, contained in this functional, are the kinetic energy of
the non–interacting electrons Ts[n(~r)], the Hartree potential VH [n(~r)] and
the external potential Vext(~r), which since we are dealing with electrons in
atoms is the ionic potential. Finally the exchange and correlation energy
Exc[n(~r)] is added, which contains the differences between the kinetic en-
ergy of exact and non–interacting system and thus accounts for exchange
and correlation. Equation (4.34) can now be expressed as functional of the
single–electron density n(~r) =
∑
i |ψi|2:
E =
∑
k
∫
ψk(~rk)
−~2
2m
4kψk(~rk)d3~r + e2
∫
n(~r)V (~r)extd
3~r
+
1
2
e2
∫ ∫
n(~r)n(~r′)
1
|~r − ~r′|d
3~rd3~r′ + Exc[n(~r)] (4.35)
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To arrive at the ground state energy, this functional has to be minimized
under the constraint
δE[n(~r)]−
∑
i,j
i,j(〈ψi|ψj〉 − δi,j) = 0 (4.36)
with the Lagrange multipliers i,j enforcing electron conservation. From
this minimization finally a set of self–consistent equations, the Kohn–Sham
equations, is obtained [58](−~2
2m
4+ Vext(~r) + e2
∫
n(~r′)
|~r − ~r′|d
3~r′ + µxc[n(~r)]
)
ψi(~r) = iψi(~r)
(4.37)
with µxc the exchange–correlation potential:
µxc =
δExc[n(~r)]
δn(~r)
(4.38)
The Kohn–Sham equations thus map the interacting many electron sys-
tem onto a system of non–interacting electrons, which move in an effective
potential created by all other electrons. The error which is made by this
assumption is corrected by the exchange correlation potential. It is interest-
ing to notice that the Kohn–Sham equations differ only by inclusion of the
exchange correlation from the Hartree equation. Thus if Exc was ignored
we would end up with an equation which had the same physical content
as the Hartree approximation. However, the main point to be aware of is
that the Kohn–Sham equations are in principle exact, provided the exact
Exc is used. For the total energy, by combining equation (4.35) and (4.37)
we find:
E =
∑
i
i − 1
2
e2
∫ ∫
n(~r)n(~r′)
|~r − ~r′| d
3~rd3~r′
−
∫
n(~r)µxc[n(~r)]d
3~r + Exc[n(~r)] (4.39)
The first term in this equation is the sum over the one–electron energies.
Finally, the electron density is obtained by a self–consistency scheme. From
a starting electron density, the effective potential is obtained and used to
solve the Kohn–Sham equations. Afterward from the solution of the Kohn–
Sham equations a new electron density is obtained. This density is mixed
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with the old one and then the iteration restarts. In principle equation
(4.39) is exact and fully accounts for the electron–electron interaction, yet
only if the exact exchange correlation functional Exc[n(~r)] is known. The
problem is now to find accurate approximations for Exc, which can be
handled with the least possible computational costs. There exist different
ways to approximate this functional by a homogeneous electron gas and
to include certain further constraints, as will be presented in the following
paragraph.
Exchange and Correlation
The exchange correlation energy can be expressed as integral over the ex-
change correlation per particle, exc, thus making exc the term to be ap-
proximated.
Exc[n(~r)] =
∫
exc[~r;n(~r)]n(~r)d
3~r (4.40)
There exist several different methods to approximate the exchange corre-
lation energy, which have all in common to assume that exc is a quasi local
functional of the electron density.
• Local density approximation (LDA):
exc[~r;n(~r)] ≈ eLDAxc [n(~r)], where the complicated functional exc is
replaced by the function eLDAxc , which depends only on the local elec-
tron density of the free electron gas. The exchange correlation energy
is constructed by assuming that the exchange correlation energy per
electron at position ~r is equivalent to that of a homogeneous electron
gas which has the same density at ~r. This means that a purely local
exchange–correlation functional is assumed. Although there are sig-
nificant errors in this approximation the (underestimated exchange
energy and overestimated correlation energy) the LDA turned out to
be a quite successful method. This is partially due to the canceling
out of certain errors.
• Local spin density approximation (LSDA):
exc[~r, n(~r)] = e
LSDA
xc (n↑(~r), n↓(~r)), where the spin polarization of the
electrons is included in the determination of the exchange and corre-
lation energy.
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• Generalized gradient approximation (GGA):
exc[~r, n(~r)] = e
GGA
xc (n↑(~r), n↓(~r),On↑(~r),On↓(~r)), where apart from
the spin dependent electron density also the gradient of the latter
one is included in the calculation. There exists a large number of
parametrizations for the general gradient approximations, including
those after Perdew and Wang(PW), Becke and Perdew (BP) and
Perdew-Burke-Ernzernhof (PBE).
In fact there exist many other extensions of the local density approxima-
tion, like the Meta–GGA, which includes second derivatives of the electron
density. Furthermore for some strongly correlated systems the local den-
sity approximation fails, can yet be cured by using the so–called LDA+U
method, where a term is added which accounts for the localization of mainly
d– and f–electrons.
In general the local density approximation (LDA and GGA) is able to re-
liably reproduce quantities related to the total energy and therefore is well
suited to approach e.g. phonon properties. If one has to deal with exited
electronic states, the LDA+U method is yet the better choice.
4.2.3. The Bloch Theorem
To find the ground state energy and the corresponding density we still have
to determine the single–electron wavefunctions of all the electrons in the
system, which for a macroscopic solid still means a not feasible number of
calculations. If we assume that the system under consideration possesses
translation invariance and we furthermore impose periodic boundary con-
ditions (see section 4.3), the following identity has to be valid [3]:
ψ(~r + ~R) = ei
~k ~Rψ(~R) (4.41)
with ~r an arbitrary position and ~R a lattice vector. In other words, the
eigenfunctions in a unit cell localized at position ~R are simply related by
a prefactor ei~k ~R to those in the unit cell at the origin.
With this precondition it is easy to derive the Bloch theorem, which
greatly simplifies the problem of electronic structure calculations (see e.g.
[56]):
ψi(~r) = e
i~k~ru~k(~r) (4.42)
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This means every electronic wave function can be expressed by a product
of a lattice periodic function u~k(~r) and a plane wave with wave vector ~k.
As u~k(~r) is lattice periodic it can be expressed as a Fourier series:
u~k(~r) =
∑
~G
c~k, ~Ge
i ~G~r (4.43)
where ~G are reciprocal lattice vectors. Thus by plugging (4.43) into equa-
tion (4.42) each electronic wave function can be expressed by a sum of
plane waves:
ψi(~r) =
∑
G
c~k, ~Ge
i(~k+~G)~r (4.44)
Due to periodic boundary conditions, the number of allowed ~k points in
a bulk solid is proportional to the volume of the bulk. If a solid with
infinite volume was considered this would now mean that the electrons in
the solid are accounted for by an infinite number of ~k points with a finite
number of occupied states at each ~k point. This means the Bloch theorem
changes the problem of calculating an infinite number of electronic wave
functions to the calculation of a finite number of wave functions at an
infinite number of ~k points [85]. Of course this would still mean an infinite
number of calculations. However, the wave functions at ~k points that differ
only slightly will be almost identical. Thus in a good approximation it is
possible to express the electronic wave functions within a certain volume
of reciprocal space by the wave function of a distinct ~k point, making a
reduction to only a finite set of ~k points possible.
Plane Wave Basis Sets
For systems with periodic boundary conditions plane wave and related
basis sets are, due to the validity of the Bloch theorem, in principle well
suited. Since the coefficient c~k, ~G in equation (4.44) typically have less
weight with increasing ~G, an energy cutoff can be introduced, up to which
the plane waves are considered in the calculation, meaning only plane waves
with Ecut ≤ ~22m |~k + ~G|2 are accounted for. If we now introduce the wave
functions (4.44) into the Kohn–Sham equation (4.37) we obtain the so–
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called secular equations [85]
∑
~G′
[
~2
2m
|~k+ ~G|2δ~G~G′ +Vion(~G− ~G′) +VH(~G− ~G′) +Vxc(~G− ~G′)]ci,~k+~G′
= ici,~k+~G (4.45)
where now the kinetic energy is diagonal and the different interaction po-
tentials are described by their Fourier transforms. To solve (4.45) one has
to diagonalize this matrix, the size of which is determined by the choice of
the cutoff radius. The drawback of this method is now its slow convergence
due to the large basis sets that are necessary. Although applying the Bloch
theorem in combination with a finite ~k point mesh reduces the number of
degrees of freedom to be included, an exact solution still would only be ac-
cessible for systems with just a few atoms in the unit cell. This problem can
be omitted by expressing the electron–ion interaction via pseudopotentials.
4.2.4. The Pseudopotential Method
In an all electron calculation the wave functions of the conduction electrons
have to oscillate rapidly to guarantee orthogonality to the wave function of
the electrons in the core region. Therefore one would need a huge number
of plane waves to express such a behavior, which makes calculations very
inefficient due to the increasing size of the matrix in equation (4.45). For an
all electron calculation the number of plane waves would exceed any prac-
tical limits for atoms with more than a few electrons and therefore instead
of the exact all electron potential, pseudopotentials must be applied.
The idea behind the pseudopotential approach is that the reproduction of
the valence electron states is much more important than that of the tightly
bond core states. Therefore the core electrons are removed and the strong
electron–ion potential is replaced by a weaker pseudopotential which has
identical scattering properties as the all-electron potential beyond a certain
cut–off radius rc. The relationship between the all electron potential and
the pseudopotential, as well as for all electron wavefunction and pseudized
wavefunction is shown schematically in Fig. 4.1.
As already mentioned, instead of doing a full electronic calculation with
determination of all electronic wave functions, it is assumed that the va-
lence electrons contain the physically important information, thus making
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Figure 4.1.: Schematic drawing of all electron (dashed) and pseudo elec-
tron (solid) potential and corresponding wave functions from [121]
an exact treatment of the core states unnecessary. In this so–called frozen
core method, the core electrons are pre–calculated in an atomic environ-
ment and kept frozen for further calculations, meaning that instead of the
Schrödinger equation for nucleus and electrons we only have to solve the
Schrödinger equation for ionic core and valence electrons.
This reduces the number of electronic wave functions and makes the
remaining ones much smoother. The division into ionic and electronic
subsystem is not unique and can be chosen differently, depending on the
problem one has to deal with. Since the scattering of the electronic wave
functions is angular momentum dependent, the general pseudopotential
formalism must incorporate this fact. Therefore the most general form of
a pseudopotential can be expressed as [85]
V =
∑
l,m
|lm〉Vl〈lm| (4.46)
with Vl the pseudopotential for angular momentum l and |lm〉 the spherical
harmonics.
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Pseudopotentials that use the same potential for all angular momentum
components of the wave functions are called local pseudopotentials – they
only depend on the distance from the nucleus.
Pseudopotentials are created in a way to exactly conserve the scattering
properties of the original atoms in the atomic configuration, but they are
approximations in other environments. The three most prominent types of
pseudo potentials are briefly discussed in the following paragraphs.
Norm–Conserving Pseudopotentials (NC–PP)
Norm-conservation means, that the charge within the cut-off sphere is fixed
[64]: ∫ rc
0
ψl(~r)ψl
∗(~r)4pir2dr =
∫ rc
0
ψ˜l(~r)ψ˜
∗
l (~r)4pir
2dr (4.47)
where ψ(~r) are the real core electron wave functions, while ψ˜(~r) are the
smooth, pseudized wave functions. Additionally, the wave function and
the pseudo wave function, as well as their first logarithmic derivatives are
required to be equivalent beyond the cutoff radius:
∂n
∂rn
ln{ψ(~r)}
∣∣∣∣
r>rc
=
∂n
∂rn
ln{ψ˜(~r)}
∣∣∣∣
r>rc
(4.48)
Finally, the eigenvalues belonging to real and pseudo wavefunctions, agree
for the reference configuration. This pseudopotential method necessitates
high cut-off energies, especially for first-row elements and transition metals.
For details see [45].
Ultrasoft Pseudopotentials (US–PP)
In the US-PP approach the norm–conservation condition is relaxed, re-
sulting in more freedom for pseudizing 2p and 3d states and making a
reduction of the cut–off energy possible. To correct the violation of charge
conservation augmentation charges are added inside the cut–off sphere.
The US–PP offer an improved transferability and need smaller basis sets,
but are in general very similar to NC–PP. It can be shown that US–PP
are also closely related to the projector augmented wave approach which
is described below. For more details see [114].
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Projector Augmented Waves (PAW)
The basic idea behind the PAW method is the decomposition of the all
electron wave function into the following expression [11]:
|ψn〉 = |ψ˜n〉+
∑
i
(|Φi〉 − |Φ˜i〉)〈p˜i|ψ˜n〉 (4.49)
In the above equation the |Φi〉 are a partial wave basis, building the solution
to the Schrödinger equation of an isolated atom within a sphere of radius R.
Furthermore, the |Φ˜i〉 are pseudized (spherical) auxiliary wave functions,
that are identical to |Φi〉 outside that sphere. The |ψ˜n〉 represent the soft
pseudo wave functions that can be expressed by plane waves, while the
projector functions |p˜i〉 are defined as
〈p˜i|Φ˜j〉 = δij (4.50)
This implies that the total wave functions are decomposed into localized
core functions inside the sphere of radius R, and plane waves outside the
core region and therefore, unlike the NC–PP case, the nodal structure of
the valence wave functions is maintained. This makes the PAW method
useful when both localized and delocalized valence states are important.
Projector augmented waves combine the accuracy of all–electron methods
with the efficiency of pseudopotentials and have proved to be extremely
successful in many different cases. In fact, potentials belonging to the US–
PP and NC-PP class, can formally be shown to evidence a close relationship
to potentials created with the PAW method [65].
4.2.5. The Hellmann–Feynman Theorem
With the above introduced plane wave expansion and the introduction of
pseudopotential methods, the Kohn–Sham equations can be solved for sys-
tems with several hundreds of atoms in the unit cell. There exist plenty of
different minimization schemes like direct minimization with conjugate gra-
dient algorithms, self–consistency cycles or molecular dynamics procedures
like the Car-Parinello method [18].
As already discussed in section 4.1.1, after determination of the electronic
ground states for a given ionic configuration, the ions are assumed to obey
Newtons equation of motion. The forces, acting on the ionic cores, can be
86 Chapter 4. Atomistic Computer Simulations
elaborated by use of the Hellmann–Feynman theorem [38]:
~Fi(~R) = −OiE(~R1, ..., ~RN ) = −Oi〈Ψ0|H|Ψ0〉 (4.51)
= −〈OiΨ0|H|Ψ0〉 − 〈Ψ0|OiH|Ψ0〉 − 〈Ψ0|H|OiΨ0〉 (4.52)
= −〈Ψ0(~R1, ..., ~RN )|OiH|Ψ0(~R1, ..., ~RN )〉 (4.53)
where in the last step, the first and the third term drop out3.
Therefore, the forces that act on the ionic cores at positions ~Ri are noth-
ing but the expectation value of the gradient of the electronic Hamiltonian
in its ground state ψ0(~R1, ..., ~RN ) plus the ion–ion interaction. At this
point it has to be noted that deviations from the ground state wave func-
tions enter into the energy calculation in second order, while they appear
in first order in the calculated forces. This means that for calculations
which are desired to reproduce properties related to forces or stresses the
ground state must be determined very accurately – a fact that will become
important in section 4.4.1. This result is furthermore the underlying basis
of ab–initio molecular dynamics. Here the motion of the ions is determined
from Newton’s equations as for classical MD, however, ionic and electronic
system are coupled via the Hellmann–Feynman theorem. In other words
the forces on the atoms are calculated quantum–mechanically, while their
impact is calculated in the classical framework of Newtons equations.
4.2.6. The Vienna Ab–initio Simulation Package – VASP
Throughout the second part of this work the ab–initio code VASP [65] is
used for quantum–mechanical calculations. The VASP code, one of the
most used ab–initio codes in solid state physics, is developed at the TU
Vienna. VASP is a plane wave DFT code that uses the local–density ap-
proximation to account for exchange and correlation energies. Further-
more, the pseudopotential approach is applied, featuring ultrasoft pseu-
dopotentials (US–PP) after Vanderbilt [114] or the projector augmented
wave method (PAW) [65], thus making extremely efficient calculation with
strongly reduced basis sets possible (usually less than 100 plane waves are
sufficient). In addition, the implemented symmetry analysis reduces the
number of degrees of freedom that have to be accounted for. The elec-
tronic ground state is determined by solving the Kohn–Sham functional,
3The identity 〈OiΨ0|H|Ψ0〉 + 〈Ψ0|H|OiΨ0〉 = E(~R)Oi〈Ψ0|Ψ0〉 = 0 follows directly
from H|Ψ0〉 = E(~R)|Ψ0〉 and 〈Ψ0|Ψ0〉 = 1.
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using a self–consistency scheme and fast matrix diagonalization algorithms
[62]. Besides efficient total energy calculations and structure optimizations,
ab–initio MD calculations for intermediate systems sizes (∼ 100 atoms) on
a ps timescale (. 100 ps) are possible. A detailed review on the VASP pack-
age, including concrete examples and comparisons to other DFT codes, can
be found in [44].
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4.3. Molecular Dynamics
Ab–initio methods, as discussed before, suffer the deficiency of being lim-
ited in system size. Even nowadays DFT calculations that can be conducted
in a reasonable amount of time are restricted to a number of roughly one
thousand atoms. For systems with large unit cells as CMAs or for the in-
vestigation of long range correlation effects ab–initio calculations are thus
often on the verge of being feasible.
However, in many cases the exact knowledge about the electronic de-
grees of freedom is not necessary – instead the determination of the atomic
positions is sufficient. Due to the validity of the Born–Oppenheimer ap-
proximation, the electronic degrees of freedom can be decoupled from the
ionic system, as shown in section 4.1.1. Then, in good approximation, the
ionic system can be assumed to obey Newtonian mechanics. Furthermore,
the Hellmann–Feynman theorem (see section 4.2.5) states, that the forces
acting on the different ions can be expressed by the gradient of the total
energy of the system, which in turn depends on the electronic and ionic
coordinates:
~Fi = −OiE(~R1, ..., ~RN ) (4.54)
If we restrict ourselves to the atomic coordinates, it is possible to consider
an effective interaction between the different atoms4, which includes im-
plicitly electron–electron, electron–ion and ion–ion interactions. Hence the
behavior of the atomistic system can in principle be reproduced accurately
if an effective potential is constructed that yields the correct interactions.
By solving Newton’s equation of motion the atom trajectories can then be
determined from equation (4.54):
~Fi = −OiE(~R1, ..., ~RN ) = Mi ~¨Ri (4.55)
Since the energy surface E({~R}) and thus the forces are now determined by
an effective potential, the accuracy of the results is strongly depending on
the quality of the applied effective potential. One method to obtain good
and transferable potentials is the force matching method, briefly explained
in section 4.3.2. The principle that underlies the molecular dynamics ap-
proach is the recursive solving of Newton’s equation of motion. For this
4In the following the point particles that are subject of MD calculations will be called
atoms.
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Figure 4.2.: Schematic drawing of a MD step. Left: Forces acting be-
tween different particles at a time t0. Right: Same particles at a later
time t0 + δt–the old positions are shown shaded.
purpose the time is discretized into small steps of length δt. If all atomic
positions and velocities at a certain time t0 are known, positions and ve-
locities at a later time t0 + δt can be obtained by numerical integration
of the equation of motion (Fig. 4.2 shows a schematic drawing of a MD
step). There exist many different approaches like Runge–Kutta and Euler
methods, as well as different variants of the so–called Verlet algorithm, to
solve these equations. In the following the velocity Verlet algorithm will
briefly be discussed. This algorithm determines position and velocity at
time t0 + δt from position, velocity and force at time t0 using the following
approximation:
~Ri(t0 + δt) = ~Ri(t0) + ~vi(t0)δt+
~Fi(t0)
2Mi
(δt)2 (4.56)
~vi(t0 + δt) = ~vi(t0) +
~Fi(t0) + ~Fi(t0 + δt)
2Mi
δt (4.57)
(4.58)
With the above algorithm microcanonical ensembles with fixed particle
number (N), fixed volume (V ) and fixed energy (E), frequently referred
to as NVE ensembles, can directly be simulated. If temperature control is
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desired, canonical or NVT ensembles in which particle number (N), volume
(V ) and temperature (T ) are fixed, can be obtained by coupling a heat bath
to the system. Such a heat bath is imitated by introducing a thermostat
which modifies the equation of motion via a friction term. A prominent
example for such a thermostat is the Nosé–Hoover thermostat which is
described in detail in [84]. In a similar way the system can be coupled to
a barostat, which influences the equations of motion by rescaling the box
size (i.e. the lattice parameter), thus ensuring pressure control, as it is
necessary for a NPT ensemble.
Another task for which Molecular Dynamics algorithms can be used, is
the determination of the ground state of a system. There exist different al-
gorithms to reach the ground state in a fast way – the principle is, however,
always to remove the kinetic energy from the system. One way to do this
is setting the velocity of an atom to zero if it moves uphill in the potential
landscape (microconvergence). In a more global approach all momenta are
reset to zero if the scalar product of the 3N–dimensional global force and
momentum vectors is negative (global convergence).
While MD simulations of single molecules can be conducted with open
boundary conditions, for bulk materials usually periodic boundary condi-
tions are applied. The main advantage of periodic boundary conditions
consists in the fact, that surface effects, which may have a significant in-
fluence on the simulation result, can be omitted. The number of surface
atoms n in a box of N equally distributed atoms scales with N2/3. This
actually means that in a macroscopic system of 1021 atoms only one out of
107 is a surface atom, while for a system consisting of 1000 atoms about
50% are surface atoms [88].
A simple and efficient way around this problem are periodic boundary
conditions. The introduction of periodic boundaries is equivalent to con-
sidering an infinite array of identical copies of the simulation box. This is
exemplified for a two–dimensional system in Fig. 4.3.
A practical consequence of periodic boundary conditions is that an atom
which leaves the simulation box through one face reenters it immediately
on the opposite one. Furthermore this implies that atoms lying close to
the box faces interact with atoms that are situated near the opposite face
of the box. This imposes one major constraint onto the box size – it has to
be larger than the cutoff radius of the interaction potential, since otherwise
an atom may interact with itself, which will falsify the results. A second
problem coming along with periodic boundary conditions appears when
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Figure 4.3.: Periodic boundary conditions for a 2–dimensional system.
The MD–cell (gray shaded) is surrounded by identical copies to schemat-
ically represent the effect of periodic boundaries.
correlations are investigated. In such cases one has to make sure that the
correlation effects are damped strongly enough, such that no mediated self–
interactions are created. Apart from MD simulations, periodic boundary
conditions are applied in the same way for DFT calculations.
As already mentioned in section 4.3.1 a cutoff radius is introduced beyond
which particles are assumed to not interact anymore. The cutoff is chosen
to be roughly of the order of two to three nearest neighbor distances5. This
means for the MD simulation, that it is a waste of computation time if the
interactions between particles that are much further away from each other
than the cutoff radius are evaluated. This can be omitted by the linked–cell
method which divides the simulation box in a number of small boxes. The
interaction of atoms in such a box are then only evaluated for atoms in
the same or in directly adjacent boxes, thus minimizing the computational
effort drastically.
For a more general overview over molecular dynamics methods the books
of Allen and Tildesley [1] and Rapaport [88] are recommended.
5usually rc ≈ 7 Å
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4.3.1. Effective Potentials
The crucial parameter in a molecular dynamics simulation is the effective
potential which determines the particle trajectories and thus the physical
properties of a system. Since the physics in a MD simulation is governed by
this effective potential, good effective potentials are necessary to conduct
realistic simulations. The basic idea behind the effective potential approach
is the fact that complicated interactions occurring in a system consisting of
electrons and nuclei can be projected onto an effective interaction between
point–like particles. To fully describe such a system, an effective potential
should in principle incorporate all kind of many–body interactions, making
the potential a function of all particle coordinates V = V (~R1, ...., ~Rn). This
general many–body potential can now be decomposed into a sum of one–,
two–, three–body etc. potentials and can thus be expressed as:
Veff (~R1, ..., ~Rn) =
∑
i
Φi(~Ri) +
1
2
∑
i,j
i6=j
Φij(~Ri, ~Rj)
+
1
6
∑
i,j,k
i 6=j 6=k
Φijk(~Ri, ~Rj , ~Rk) + ... (4.59)
where the first term describes an external potential and has not to be
accounted for, while the second term represents the two–body interactions,
the third term incorporates the three–body interactions and so on. The
influence of the higher order terms is, however, rapidly decreasing, such
that in many situations it is enough to consider the leading order terms.
Furthermore, usually a cutoff radius rc is introduced, beyond which the
potential is assumed to be zero and particles do not interact any more.
In the following paragraphs a few common types of effective potentials,
which have proved to be well suited for MD simulations in CMAs, will be
presented.
Pair Potentials
Pair potentials are the simplest possibility to represent atomic interactions
[116]. As the name already says, they include only pair interactions, i.e. the
higher order terms in equation (4.59) are neglected. Usually pair potentials
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are assumed to have an isotropic character, reducing the potential to the
following form:
Veff (~R1, ..., ~Rn) =
1
2
∑
i,j
i 6=j
Φij(|~Ri − ~Rj |) (4.60)
For many systems pair potentials have proved to be an excellent choice,
there are, however, cases when other potential types are favorable because
this potential form is not capable to account for all interactions. If a direct
incorporation of three–body terms is necessary other potential types are
superior.
Embedded Atom Method (EAM)
EAM potentials are one possibility to efficiently account for three–body
interactions within an effective potential [25]. The EAM method in a way
tries to mimic DFT, meaning that the potential at a certain atomic site is
depending not only on the pair interactions but also on the total atomic
environment:
Veff ({~R}) = 1
2
∑
i,j
i6=j
Φij(|~Ri − ~Rj |) +
∑
i
Ui(ni) (4.61)
In this formulation Φij is the already introduced two–body term and U(ni)
the so–called embedding function, which depends on the atomic species
and can be interpreted as the energy necessary to place an atom in the
electron cloud produced by its environment. The transfer function can be
expressed as ni =
∑
i,j ρij(Rij), with ρij accounting for the contribution
of atom j to the electron density at site i, thus depending on the species
of the donating atoms. Hence ni can be interpreted as the total electron
density at a certain site, contributed by its neighboring atoms. Due to
the embedding of atoms in their environments, this potential generation
scheme was named embedded atom method.
EAM potentials possess intrinsic gauge degrees of freedom, which make
it possible to shift between the two contributing terms. Therefore the just
given physical interpretation should not be taken too serious.
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Angular Dependent Potentials (ADP)
While EAM and pair potentials are isotropic potentials and thus fail to re-
produce directional dependent bonding, ADP potentials are non–isotropic
and thus well suited for systems in which strongly directional bonds occur.
From a formal point of view, ADP potentials can be seen as an exten-
sion of ordinary EAM potentials. The scalar function, as presented in
equation (4.61), is modified by supplementary vector (dipole) and tensor
(quadrupole) parts:
Veff ({~R}) = 1
2
∑
i,j
i 6=j
Φij(|~Ri − ~Rj |) +
∑
i
Ui(ni) +
1
2
∑
i,α
(µαi )
2
+
1
2
∑
i,α,β
(λαβi )
2 − 1
6
∑
i,α
(λααi )
2 (4.62)
Here µ and λ are dipole and quadrupole tensors, respectively. A more
detailed description of ADP potentials and their comparison to other po-
tential types is given by Mishin et al. [79].
4.3.2. Force Matching
While for simple materials it is possible to construct effective potentials
from experimental data [54], this approach often fails if more complex
phases are considered, since there are simply not enough data available
to create potentials that fit the needs of MD simulations.
A solution to this problem is the inclusion of ab–initio data in the pro-
cess of potential generation [78]. This can be achieved, by use of the so–
called force matching method, introduced by Ercolessi and Adams [35].
The general approach, which underlies the force matching method is the
determination of material characteristics via ab–initio calculations. First,
quantities like forces, energies or stresses, belonging to certain atomic con-
figurations, are calculated with ab–initio methods. Then a potential model
is selected and its parameters are adjusted in a way to reproduce the ab–
initio results. The generation of the potential is realized by a optimization
procedure, where the summed squares of the deviations with respect to
the reference data are minimized. For a more detailed discussion of force
matching and potential generation the interested reader may consult [14].
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4.3.3. The ITAP Molecular Dynamics Program – IMD
The ITAP Molecular Dynamics code IMD is developed at the Institute of
Theoretical and Applied Physics at the Stuttgart University [103]. It is
freely available6 and its development is funded by the German Research
Council (DFG). IMD is a classical MD code, that mimics interatomic in-
teractions by different types of effective potentials. For the simulation of
metals, simple pair potentials and EAM potentials have proved to do a
good job. Other potential types like ADP, Stillinger–Weber, Tersoff or
Gay–Berne potentials are also implemented and may be of interest for sys-
tems with highly directional bonding. Apart from different potential types,
IMD features a large number of simulation options, like different thermo-
dynamic ensembles or specific relaxation algorithms. Furthermore a large
number of postprocessing tools exist, which make numerous physical prop-
erties accessible. Due to IMD being parallelised using the Message Passing
Interface (MPI), it is easily possible to simulate large system sizes – nowa-
days calculations with O(106) atoms can in principle even be carried out
on modern desktop workstations.
6http://www.itap.physik.uni-stuttgart.de/ imd
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4.4. Lattice Dynamics – Computational
Approach
While the experimental results, that will be presented throughout this work
are obtained from either neutron or X–ray scattering, the computational
approach to the investigated systems features ab–initio DFT and effective
potential calculations, as discussed previously.
Whereas ab–initio DFT calculations enable a treatment of both, elec-
tronic and ionic structure, but are time–consuming and limited to rather
small system sizes, effective potential calculations make the investigation
of large systems possible. In the scope of DFT, the finite displacement
method is used to access dynamical properties. This approach applies the
harmonic approximation (see section 3.3) and has proved to be a quite reli-
able technique for many systems – details of this method will be discussed
in section 4.4.1. The finite displacement method can also be applied in an
effective potential calculation, due to its high accuracy, the DFT formal-
ism is, however, the method of choice and will be applied whenever it is
feasible.
Yet, if large system sizes or systems containing anharmonic components
are to be investigated, a different method, the MD approach, becomes im-
portant. Within the MD formalism it is possible to extract dynamical
quantities by calculating correlation functions from the particle trajecto-
ries, as will be described in section 4.4.2.
Calculations that apply the harmonic approximation yield phonon eigen-
vectors and eigenfrequencies, which in turn can be used to calculate the
desired dynamical quantities and furthermore enable a detailed analysis of
the nature of different phonon modes. On the other hand the correlation
function approach includes anharmonic effects, which become more impor-
tant with increasing temperature, but it is not able to provide information
about the character of eigenmodes. Thus both methods are somewhat
complementary and can be used to investigate different aspects of lattice
dynamical properties.
4.4.1. Ab–initio Methods – the Harmonic Approximation
A big part of the results that will be discussed in this work, have been
obtained by ab–initio simulations which were carried out applying the har-
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monic approximation (see 3.3). The ab–initio ground state calculations
have been conducted with the DFT code VASP [62, 63], while dynamical
properties were then determined using the PHONON package [120].
In this approach, a first step is to relax the unit cell of the investigated
structure to its electronic ground state. The relaxation is conducted with
highly accurate settings, meaning that a high cut–off energy for the applied
plane wave basis sets is used. Furthermore for all ab–initio calculations a
careful check of the k–point meshes is necessary. This is mandatory since
such calculations are extremely sensitive to even small errors in the ab–
initio force calculation. To ensure the accuracy of the calculated electronic
ground state the relaxation was not terminated before the convergence
criterion of residual forces of less than 10−4 eV/Å was reached.
For systems of rather small size a supercell is constructed to ensure con-
vergence of the force constants by avoiding possible self–interactions. This
supercell is then relaxed again, which should, in principle yield only minor
changes. Now non–equivalent displacements, created within the PHONON
package, are introduced into this ground state supercell. These displace-
ments are chosen with respect to symmetry for one atom at a time and
are of the order of 0.05 Å. For the different configurations, containing the
displaced atomic sites the restoring forces on the displaced atoms are calcu-
lated by use of the Hellmann–Feynman theorem (see section 4.2.5). From
the Hellmann–Feynman forces the force constants are determined and the
so–called dynamical matrix is obtained, applying a force constant model [3].
Eigenfrequencies and eigenvectors of the phonon states are then obtained
by inverting the dynamical matrix, again within the PHONON package.
From the obtained eigenvectors and eigenfrequencies the dominant one–
phonon contributions to dynamical structure factor and phonon density of
states can directly be calculated (see sections 3.3.1, 3.3.2 and 3.3.3). In
principle multiphonon contributions could be calculated in the same way.
Yet this is usually omitted.
From the calculated partial phonon DOS the GVDOS of an incoherent
scattering system can easily be obtained by assuming equivalent Debye–
Waller factors for the different atom types as can be seen from equation
(3.63). Furthermore, the GVDOS for powder samples of coherently scat-
tering systems can be determined in the same way (see section 3.3.3), how-
ever, only in the limit of large reciprocal space volumina. Although these
assumptions are usually valid, in some cases differences between experi-
mental and calculated GVDOS may occur. A possibility to omit differ-
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ences steming from these assumptions, is to calculate the GVDOS for the
exact experimental setup. This can be achieved by determining the dy-
namical structure factor Scoh( ~Q, ω) for a large number of points in the
experimentally accessible Q–space. For this purpose the reciprocal space is
divided in different Q–shells within which Scoh( ~Q, ω) is determined for ran-
domly distributed ~Q vectors. From the Scoh( ~Q, ω) intensity distributions,
obtained in this way, the GVDOS can be extracted with exactly the same
procedure that is used to determine the experimental GVDOS (see section
3.3.3). Thus we arrive at a quantity, which without further approximations
is directly comparable to results from inelastic neutron scattering [53].
The idea behind the harmonic approximation is the assumption that lat-
tice vibrations are only small oscillations of atoms around their equilibrium
positions and thus the interaction potential can be described as harmonic.
This is, however, only true to a certain extent, as can be deduced from the
fact that the lattice constant of a perfect harmonic solid with explicitly
quadratic interaction terms would be independent from temperature [31].
Obviously this is not the case for most real materials, meaning that this
calculation scheme is only valid for small displacements and may therefore
become less accurate for higher temperatures. Differences which are due to
the neglected, higher order interaction terms are called anharmonic effects,
as briefly lined out in section 3.5.1.
As already mentioned, the method described in this section may also be
used with effective interaction potentials – yet, due to its high accuracy,
the ab–initio approach is preferred whenever the system size allows it.
4.4.2. Molecular Dynamics – the Correlation Function
Approach
For the investigation of large system sizes (N > O (103)), DFT calculations
are no longer feasible and another approach is necessary to determine the
lattice dynamics of materials. Effective potential calculations offer a way
to overcome this problems, either by applying the above explained diago-
nalization approach or by using the output of MD simulations. Since MD
simulations mimic the evolution of a system throughout time, they are in
fact well suited to investigate dynamical aspects. The essential informa-
tion, which is gained from a MD simulations is at the first place the exact
knowledge about particle positions and velocities at each time step. From
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this knowledge quantities for a comparison with experimental data can
then be extracted. In fact, the relationship between coordinates or veloci-
ties and physical properties can often be expressed in terms of correlation
functions. The two types of correlation functions, which are applied for lat-
tice dynamics calculations will be discussed in the following. As outlined
in section 3.2, the dynamical structure factor, in its exact formulation, can
be expressed as the space–time Fourier transform of the density–density
correlation function:
S( ~Q, ω) =
1
2pi~N
∫
dt exp(−iωt)
×
∑
j,j′
bjbj′
〈
exp{−i ~Q · ~rj(0)} exp{i ~Q · ~rj′(t)}
〉
(4.63)
This expression can be decomposed in a coherent and an incoherent part, as
already discussed in section 3.2. From the incoherent dynamical structure
factor it is then possible to deduce an expression for the phonon density
of states, which relates it to the velocity–velocity autocorrelation of the
investigated system:
D(ω) =
1
2pi~N
∫
dt exp(−iωt)
∑
j
〈
exp{−i ~Q · ~vj(0)} exp{i ~Q · ~vj(t)}
〉
(4.64)
Thus, these dynamical quantities can indeed be directly obtained from
particle trajectories. In this work, MD trajectories are extracted from sim-
ulations, conducted with the IMD package [103], using effective interaction
potentials. From these trajectories the dynamical quantities can then be
calculated using internal post–processing routines or by use of the software
package nMoldyn [90].
The advantage of the MD formalism is that all aspects that contribute
to the dynamics of the system are included. Hence anharmonicities or
temperature effects are inherent to this formulation. In principle it would
also be possible to use this approach in the framework of ab–initio MD.
This is yet not feasible for complex systems like CMAs, since each time step
would mean a recalculation of the occurring ab–initio forces. A further
reason is that the resolution in k-space is inversely proportional to the
system size, therefore making S( ~Q, ω) calculations basically impossible.
Since large systems are no real restrictions for MD simulations, there a
good k-space resolution can easily be obtained.
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Depending on the energy range of the investigated excitations the length
of the MD simulation has to be adopted. The smaller the desired time–
resolution, the longer the MD simulation has to be. A technical problem
of this approach is that to calculate correlation functions, one has to store
the atomic configurations of the system at different times, which for large
systems means a huge amount of data. Therefore a second parameter
that can be adopted is the number of steps between the storage of two
configurations. This step length defines the accessible frequency range
of the excitations and is inversely proportional to the latter one. In the
case of quasielastic neutron scattering this means that the number of steps
between two configurations can be chosen much larger, since the area of
main interest is close to zero energy transfer. Here on the other hand
a long simulation time is necessary because a high energy resolution is
desired. A further possibility to reduce the amount of data is to store
only the trajectories of those atoms, which are expected to exhibit unusual
behavior.
4.4.3. Limitations
A typical problem, found to occur in both ab–initio and MD calculations is
a frequency shift of the dynamical structure factor as compared to exper-
imental data. To account for this problem a constant, relative frequency
parameter γ is introduced:
ω = (1 + γ) ω′ (4.65)
The necessity of this shift indicates that the sound velocities are not accu-
rately reproduced by the ab-initio calculations. This is due to the softening
of force constants, an artifact well–known for the DFT/PAW method [36].
Throughout this thesis γ is chosen in a way to best match the experimental
results, and therefore may differ for the investigated phases and in principle
also for different directions in reciprocal space.
Since the effective potentials that are used throughout this work have
been obtained from DFT data, the same problem is also found for results
from MD simulations. Moreover one has to keep in mind that the detailed
balance for S( ~Q, ω) is not fulfilled since classical correlation functions are
calculated.
Chapter 5.
The Mg–Zn Alloy System – From
Laves to Bergman
The phase diagram of Mg–Zn comprises a variety of alloys with different
degrees of structural complexity. Simple phases, like the hexagonal Laves
phase, more complex ones like Mg2Zn11 and also quasicrystalline structures
like the decagonal and icosahedral Mg–(Al,Zn) quasicrystals are present in
this alloy system [87]. Therefore the Mg–Zn system is well suited to study
the impact that increasing structural complexity exerts on the dynamics of
CMAs. Apart from hcp Zn, the MgZn2 Laves phase and the Mg2Zn11 mini–
Bergman phase will be presented in detail throughout this thesis. With
this approach we aim to enlighten, how dynamical properties of CMAs
change with higher structural complexity, exemplified on this series of Mg–
Zn alloys. Indeed, the interplay between atomic clusters and long range
periodic or quasiperiodic order is an open and interesting question in this
class of materials.
5.1. Pure hcp Zn
Together with Cd, hcp Zn occupies an exposed position within the large
group of metals having hexagonal symmetry. This is due to the fact that its
c/a ratio of 1.856 deviates significantly from the theoretical value of 1.623,
one would expect for an ideal hexagonal close–packed structure. This non–
ideal packing results in the local environment of Zn being strongly dis-
torted, thus differing from other hcp structures. Instead of twelve nearest
neighbors at equivalent distances making up the coordination shell, as it
is found in regular hcp metals, the local environment of hcp Zn consists of
six atoms located at 2.66 Å and further six atoms at a larger distance of
2.91 Å. The structure of hcp Zn can be described in terms of weakly bonded
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hexagonal layers, which also holds as explanation for the occurrence of a
soft transverse acoustic (TA) phonon branch [2, 74].
Interestingly the increase in the c/a ratio can be shown to have a sta-
bilizing effect on the electronic degrees of freedom. Whereas the distorted
hcp structure evidences a spike in the electronic density of states (EDOS)
at the Fermi level, hcp Zn with an ideal c/a ratio is destabilized by an ex-
cess of states at the Fermi level. A comparison between the non–ideal hcp
packing and a fictive fcc structure shows that the dip of the EDOS at the
Fermi level seems also to render the fcc structure instable in comparison
with the hcp packing [100]. A brief discussion of the electronic structure
of hcp Zn is given in appendix A.
5.2. The Hexagonal Laves Phase MgZn2
The C14 Laves phase MgZn2 is the simplest and best known of the Mg–
(Al,Zn) Frank–Kasper alloy phases. In this chapter the dynamical prop-
erties of this Mg–Zn phase will be probed by means of inelastic neutron
scattering. Furthermore the experimental findings will be subject to a com-
parison with results from ab–initio and MD simulations. Due to the good
reproduction of the experimental data by means of simulation, the MgZn2
Laves phase indeed is an ideal candidate for a reference structure when the
more complex Mg2Zn11 structure is to be investigated later in this work.
5.2.1. Structure
MgZn2 crystallizes in space group P63/mmc and contains twelve atoms
(four Mg and eight Zn atoms) in the hexagonal unit cell (see Fig. 5.1)
[59]. Instead of the unit cell description, the C14 Laves phase can also be
regarded as a hexagonal close–packing of double Friauf polyhedra as indi-
cated in Fig. 5.2. The large Mg atoms are surrounded by 12 Zn atoms on
the vertices of a truncated tetrahedron and four Mg atoms on the hexag-
onal faces of the this truncated tetrahedron, together forming a Friauf–
polyhedron with a coordination number of 16 [94]. Two such truncated
tetrahedra, linked along a hexagonal plane, are often referred to as double
Friauf polyhedron and can in turn be arranged to fill space. This represen-
tation relates the MgZn2 Laves phase to Frank–Kasper type quasicrystals
[66], which also contain this kind of polyhedra as cluster building blocks.
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Figure 5.1.: Structure of MgZn2 with Zn atoms in red and Mg atoms in
blue.
Figure 5.2.: Structure of MgZn2 represented as a packing of Friauf–
Polyhedra with Zn atoms in red and Mg in blue. The bigger Mg atoms
are surrounded by Zn Friauf–polyhedra.
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neigh. R[Å] µ coord.
Zn1 Zn 2.62 6
Zn1 Mg 3.04 6 12
Zn2 Zn 2.54–2.64 6
Zn2 Mg 3.04–3.05 6 12
Mg Zn 3.04–3.05 12
Mg Mg 3.17–3.20 4 16
Table 5.1.: Nearest neighbor distances within the first coordination shell
of MgZn2. The multiplicity µ denotes the number of Mg and Zn neigh-
bors within the given range. In the last column the coordination number
of each atom is given.
As denoted in Table 5.1 we find the coordination numbers of MgZn2 to
be of Frank–Kasper type, as it is expected for close–packed metallic alloys.
While the Mg atoms are surrounded by four Mg and twelve Zn atoms, Zn1
and Zn2 have both icosahedral coordination. Due to the length difference
between Zn–Zn, Mg–Zn and Mg–Mg bonds the coordination polyhedra are
slightly distorted, which is in contrast to Mg2Zn11, where strongly distorted
coordination polyhedra are present (see section 5.3).
After having discussed the structure of the MgZn2 Laves phase, the next
paragraphs will deal with the dynamical properties of this phase.
5.2.2. Inelastic Neutron Scattering
Throughout this section results from inelastic neutron scattering will be
presented. The discussion of the dispersion curves, as presented by Fran-
coual et al. [39], will be followed by a study on the IN6 time of flight
spectrometer at the ILL.
Dispersion Curves
The lattice dynamics of the MgZn2 Laves phase have previously been stud-
ied by Francoual et al. A single grain crystal of MgZn2 has been investi-
gated with inelastic neutron scattering at a three axis spectrometer (see [39]
for experimental conditions). From this measurement dispersion curves,
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starting at the Bragg peaks ~QB = (0, 0, 6) and ~QB = (2, 2, 0), proceeding
along the directions ~q = (ξ, ξ, 0) (TT ′) and ~q = (0, 0, ξ) (∆), respectively,
have been extracted1. For the transverse acoustic mode (TA) propagating
along the TT ′ direction, with polarization along the c axis, the authors
reported a strong bending of the dispersion curve with a maximum energy
of 1.7 THz (see Fig. 5.3). At an energy of 2.7 THz they furthermore mea-
sured an optical–like, dispersionless excitation which interacts with the TA
mode, resulting in an intensity transfer from the TA to the optical mode.
In addition they analyzed the TA mode propagating along the ∆ direction
and polarized in the hexagonal plane (see Fig. 5.4). This mode follows a
linear dispersion up to the significantly higher energy of 2.6 THz, keeping
its acoustic character, as is indicated by the almost constant norm (see
equation (3.116) for definition).
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Figure 5.3.: The color coded Scoh(q, ω) intensity distribution from ab–
initio calculations (see section 5.2.3) is underlied under the experimental
dispersion curves from Francoual et al. [39] along the reciprocal space
direction (ξ, ξ, 6) (TT’) in MgZn2 . The calculated frequency distribu-
tion is rescaled with γ = 0.08, following equation (4.65).
1ξ is given in reciprocal lattice units (r. l. u.), meaning that for ξ = 1 the next Bragg
peak in the given direction is reached, while ξ = 0.5 means the zone boundary.
106 Chapter 5. The Mg–Zn Alloy System – From Laves to Bergman
 0  0.2  0.4  0.6  0.8
q (1/Å)
 0
 1
 2
 3
E  
( T
H z
)
 0
 20
 40
 60
 80
 100
 120
 140
 160
Figure 5.4.: The color coded Scoh(q, ω) intensity distribution from ab–
initio calculations (see section 5.2.3) is underlied under the experimental
dispersion curves from Francoual et al. [39] along the reciprocal space
direction (2, 2, ξ) (∆) in MgZn2. The calculated frequency distribution
is rescaled with γ = 0.14, following equation (4.65).
GVDOS
In a follow–up experiment we could measure the GVDOS of a polycrys-
talline sample MgZn22 at the IN6 time of flight spectrometer at the ILL in
Grenoble. IN6 is a cold neutron time of flight spectrometer, which covers
an angular range from 10° to 115° with a maximum momentum transfer of
2.6 Å−1 and a maximum energy gain of 200 meV. A polycrystalline sam-
ple of MgZn2 with the size of about 1 cm3 was explored with an incoming
wavelength of 4.08 Å at room temperature and for a total counting time of
14 hours. The IN6 spectrometer was operated in high resolution geometry,
with the maximal resolution of ≈0.1 meV at an energy transfer of about
8 meV. The quantity that is measured at a TOF spectrometer is actually
d2σ
dtdΩ and has therefore first to be converted to the energy and wave vector
domain. This is simply done by taking the geometry of the spectrometer
into account (see section 3.5.2). After this conversion the dynamical struc-
ture factor S( ~Q, ω) can be extracted. Finally, by applying the incoherent
2The sample was prepared by A. P. Tsai.
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approximation (see section 3.3) the GVDOS is obtained. To account for
multiphonon processes iterative corrections are taken into account. The
obtained GVDOS of the Laves phase evidences strong features at energies
of 10 meV and 12.5 meV, at 20 meV and at 29 meV as well as a small fea-
ture at about 15.5 meV (see Fig. 5.5). Furthermore the GVDOS of MgZn2
displays the typical behavior of a simple alloy, with an almost perfect ω2
dependence up to 10 meV – except for a small shoulder which is visible at
7 meV.
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Figure 5.5.: Comparison of experimental and calculated (see section
5.2.3) GVDOS for MgZn2 at 300 K. The calculated GVDOS is corrected
by frequency shift γ = 0.1 (see equation (4.65)).
5.2.3. Ab–inito Calculations
Dispersion curves
Ab–initio simulations have been conducted for the MgZn2 Laves phase,
using the program package VASP/PHONON, applying the methods de-
scribed in section 4.4. In the case of MgZn2 the hexagonal unit cell was
first relaxed to its electronic ground state and afterwards extended to an or-
thorhombic supercell with 48 atoms. The supercell was then relaxed again
(using a 4×4×4 k–point mesh) and the non–equivalent displacements of ±
108 Chapter 5. The Mg–Zn Alloy System – From Laves to Bergman
0.05 Å were introduced. From these displacements the ab–initio force con-
stants were determined and finally the dynamical structure factors could
be calculated as also described in section 4.4.1.
To be able to compare the calculated dynamical structure factors to
experimental data, the instrumental resolution has to be taken into ac-
count. To do so the calculated Scoh( ~Q, ω) intensity distribution was con-
voluted with a Gaussian resolution function, whose width is chosen to best
match the experimental data. The comparison of the experimental disper-
sion curves with the calculated Scoh( ~Q, ω) intensity distribution is depicted
for the two reciprocal space directions (ξ, ξ, 6) and (2, 2, ξ) (Fig. 5.3 and
Fig. 5.4). Experiment and simulation agree extremely well after accounting
for a frequency shift, following equation (4.65).
In Figs. 5.4 and 5.3 S(~q, ω) is multiplied by a factor ω/(n(ω) + 1),
a means to emphasize norm conservation, as introduced in section 3.5.1.
Therefore the acoustic phonon branch should have approximately constant
intensity, if no intensity transfer to other branches were present. Such an
intensity transfer from an acoustic to an optic branch is clearly visible along
the direction (ξ, ξ, 6) for both, experiment and simulation (see Fig. 5.3).
It has been demonstrated, that good agreement between experimental and
calculated dispersion curves does not necessary mean that the model in
the calculation reproduces the dynamic correctly [19]. In fact it is possible
to obtain a correct dispersion curve from incorrect eigenvectors. Therefore
more constraining test are necessary to prove the applied model to be
valid. Direct comparison of experimental and calculated S(~q, ω) intensities
can serve as such a test. Fig. (5.6) and (5.7) show the results for selected
values of ξ, again for the two reciprocal space direction TT ′ and ∆. The
corresponding magnitudes of the wave vector transfer ~q are indicated in
the upper right corner of each subgraph.
For a quantitative comparison to experimental results, a constant back-
ground was added to the calculated intensities, which were also uniformly
rescaled for each direction. Furthermore, for both directions the energies
(frequencies) had to be rescaled by a constant factor of 1.14 and 1.08,
respectively, following again equation (4.65), as it was the case for the dis-
persion curves. With these corrections, calculated and experimental results
match very well for the ∆ direction (see Fig. 5.7). For the TT ′ direction
the acoustic modes are well reproduced in shape and position, while the
optic–like excitations actually are shifted to higher energies as becomes
evident from Fig. 5.6. One reason for these discrepancies might be the
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Figure 5.6.: Measured (circles) and calculated (solid line) Scoh(q, ω) for
MgZn2 along the reciprocal space direction (ξ, ξ, 6) (TT’) for eight dif-
ferent q values. The error bars in the measurement are smaller than the
symbol size [15].
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Figure 5.7.: Measured (circles) and calculated (solid line) Scoh(q, ω) for
MgZn2 along the reciprocal space direction (2, 2, ξ) (∆) for eight differ-
ent q values. The error bars in the measurement are smaller than the
symbol size. An asterisk at the y-label of a graph means that the left
graph was rescaled to the indicated monitor [15].
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complicated form of the resolution function – in fact the instrumental res-
olution is a complex function that differs for dispersive and non dispersive
modes (see section 3.5.1), what in our calculations is not accounted for.
The fitting parameters are adjusted such that the acoustic mode is in good
agreement with experiment. The shape of the measured intensities is not
exactly Gaussian, but rather Lorentzian, which is to be interpreted as re-
sult of a finite phonon life time [37]. Apart from this, the agreement is also
extremely good, for the intensity distribution. In particular, the bending
of the dispersion and the intensity transfer from the acoustic to the op-
tic mode is well reproduced for the TT ′ direction. The much more linear
dispersion and the higher energy which is reached by the acoustic branch
for the ∆ direction is also well accounted for. Despite the astonishingly
good agreement, there remain certain discrepancies between experiment
and calculation. The observed gap between optic and acoustic excitations
along the TT ′ direction is overestimated (partially due to the introduced
frequency rescaling) in the simulation, and the intensity of the lower optical
branch is too small in the ab–initio data.
GVDOS
To achieve a comparison with the second set of experimental data the
GVDOS was determined from Scoh( ~Q, ω) for the accessible ( ~Q, ω)–range,
following the approach introduced in section 4.4.1. After correcting for
the necessary frequency shift, the agreement between experimental and
calculated GVDOS is exceptionally good, as can be seen from Fig. 5.5.
The peaks observed at 10 meV, 12.5 meV, 15.5 meV, 20 meV and 29 meV
are almost perfectly reproduced in position and intensity and even small
features like the shoulder around 7 meV are clearly visible in the calculated
GVDOS.
Thus the DFT approach proves to work extremely well in the case of
MgZn2 – a promising prerequisite for the investigation of Mg2Zn11
5.2.4. Molecular Dynamics Simulations
In the preceding ab–initio section, the dynamical structure factor was com-
puted using the eigenvalues of the dynamical matrix, i.e. the calculation
was conducted in the harmonic approximation. As discussed in section
4.4.2, this is not the only method to obtain the dynamic response Scoh( ~Q, ω)
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as measured in neutron scattering experiments. By calculating the density–
density correlation function and its space–time Fourier transfer it is also
possible to access Scoh( ~Q, ω) from MD simulations (section 4.4.2). Al-
though the ab–initio approach has worked very well, results from MD with
an EAM potential, accounting for the interatomic interactions will briefly
be discussed. Figs. 5.8 and 5.9 show the dynamic structure factors obtained
with the correlation function approach for the two directions TT ′ and ∆.
While the agreement for the ∆ branch is of similar quality as for the ab–
initio data (except for the slightly increased scaling parameter γ = 0.2),
the discrepancies are bigger in the TT ′ direction. The optic–like excitation,
which is experimentally observed above 2 THz seems to be missing for low
q–values and only begins slightly to appear at q ≈ 1Å.
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Figure 5.8.: The color coded Scoh(q, ω) intensity distribution from MD
simulations is placed under the experimental dispersion curves for
MgZn2 along the reciprocal space direction (ξ, ξ, 6) (TT’). The calcu-
lated frequency distribution is rescaled with γ = 0.11 (see also [15]).
Although the agreement is not perfect, the MD method enables a good
reproduction of the acoustic modes and yields at least a qualitative agree-
ment for the optic–like excitations.
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Figure 5.9.: The color coded Scoh(q, ω) intensity distribution from MD
simulations is placed under the experimental dispersion curves for
MgZn2 along the reciprocal space direction (2, 2, ξ) (∆). The calculated
frequency distribution is rescaled with γ = 0.2 (see also [15]).
5.2.5. Conclusion
The MgZn2 Laves phase has been investigated in experiment and sim-
ulation. The dynamical structure factor and the GVDOS from neutron
scattering experiments have been compared to ab–initio and MD calcula-
tions. The simulation conducted with ab–initio methods clearly yielded an
almost perfect agreement with the experimental data, while for the MD ap-
proach at least qualitative agreement was evidenced. Since the comparison
of the Scoh(~q, ω) intensity distribution is a very restricting and sensitive
test, it has to be pointed out once more, that the agreement between the
DFT VASP/PHONON calculation is very satisfying. Hence the MgZn2
Laves phase is indeed perfectly suited as reference structure for a compar-
ison with the more complex Mg2Zn11 phase, as will be presented in the
following section.
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5.3. The Mg2Zn11 mini–Bergman Phase
Mg2Zn11 is a CMA that can be decomposed into an arrangement of atomic
cluster building blocks. The structure of Mg2Zn11 being of intermediate
complexity between the simple MgZn2 Laves phase and the complex 1/1
approximants and quasicrystalline phases like Mg–Al–Zn or Mg–Zn–Sc [49,
87] makes it an interesting candidate to explore the connection of structural
complexity and physical properties. Furthermore the vibrational spectrum
of Mg2Zn11 evidences low–energy features which are unusual for a close–
packed metallic alloy.
5.3.1. Structure
The structure of Mg2Zn11 was already determined by Samson in 1949 [92].
In his work, Mg2Zn11 is described as cubic structure with 39 atoms in the
unit cell. Before the atomic structure is discussed in detail it is worthwhile
noticing that Mg2Zn11 has a Zn content of ∼85% which, due to the pe-
culiarities that are present in structure and dynamics of pure hcp Zn (see
section 5.1), can be expected to influence the properties of this phase.
Structurally, Mg2Zn11 can nicely be decomposed into several clusters of
icosahedral symmetry. A description of the structure is given as packing
of Pauling triacontahedra (PTR) at the body center of the cubic unit cell,
linked through Zn octahedra at the corner positions (Fig. 5.10 and 5.12a).
The PTR cluster is equivalent to the inner shells of the Bergman cluster.
It consists of a central Zn atom (Zn1), which is surrounded by an almost
perfect icosahedral shell of twelve further Zn atoms (Zn5) at a distance
of 2.61 Å. The second shell is built by eight Zn (Zn4) and twelve Mg
atoms, which form a dodecahedron that due to chemical ordering breaks the
icosahedral symmetry leaving this shell with cubic symmetry. This is also
a difference to the Bergman cluster in Al–Mg–Zn, where the dodecahedral
shell is occupied by only one chemical species, namely Mg. The outermost
shell of the PTR is again an icosahedron of Zn atoms (Zn3) at a distance of
5.15 Å from the body center (see Fig. 5.10 and Fig. 5.12a). The remaining
Zn atoms (Zn2) form the octahedra, centered at the corner positions of the
unit cell, thus linking adjacent PTR clusters.
A second description in terms of icosahedral shells is revealed when the
environment of a Zn2–octahedron is investigated. This octahedron is sur-
rounded by a cube of Zn4 atoms and twelve icosahedrally arranged Zn3
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atoms, which together form a distorted dodecahedral shell. The next shell
consists purely of Mg atoms, which form a nearly perfect icosahedron with
a distance of about ∼5 Å from the cluster center. This description now
reveals the connection to a distorted Tsai–type cluster [112], where the
symmetry–breaking tetrahedron at the cluster center is replaced by an oc-
tahedron that preserves cubic symmetry (see Fig. 5.11 and 5.12b). Another
interesting fact is the briefly mentioned high Zn content of Mg2Zn11. It is
very close to that one found in structures belonging to the Sc–Zn system,
which contains approximants and quasicrystals with Tsai–type clusters as
basic building blocks. This at first sight not obvious relationship to Tsai–
type structures is worth to be kept in mind, since the Mg2Zn11 structure
recently has indeed been used as a starting compound for electronic tuning
[71] to form quasicrystalline samples.
Figure 5.10.: Structure of Mg2Zn11, depicting the constituent shells of
the Pauling triacontrahedron, with Zn5 icosahedron (left), followed by
a distorted dodecahedron of Mg and Zn4 atoms (middle), and a Zn3
icosahedron (right), connected by Zn2 octahedra. The view is along the
c–axis, with the a– and b–axis in plane. Mg atoms are displayed in blue
and Zn atoms in red. The atom shapes reflect the thermal ellipsoids
[36].
5.3.2. X–ray and Neutron Diffraction
The experimental GVDOS, which was obtained from inelastic neutron scat-
tering measurements (see section 5.3.3) could not be reproduced with the
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Figure 5.11.: Structure of Mg2Zn11 depicting the constituent shells of
the Tsai-type cluster, with Zn2 octahedron (left), strongly distorted
Zn3/Zn4 dodecahedron (middle), and Mg icosahedron (right) connected
by Zn5 icosahedra. The view is along the c–axis, with the a– and b–axis
in plane. Mg atoms are displayed in blue and Zn atoms in red. The
atom shapes reflect the thermal ellipsoids [36].
desired accuracy by our calculations. These differences and the fact that
the structure model already dated back to 1949 [93] was motivation to
reinvestigate the crystal structure of Mg2Zn11 by means of X–ray diffrac-
tion on a single crystal. A second point making such an experiment highly
desirable was the lack of information concerning the atomic displacement
parameters (ADP), since the thermal ellipsoids may give some insight in
the packing of a structure.
A polycrystalline sample was prepared by an induction melting furnace
from an initial alloy with the nominal composition Mg2Zn11. Afterward
it was rapidly quenched and annealed for 170 hours at 300°C, resulting in
almost single phase Mg2Zn11 with less than 5% Zn impurities3. While the
polycrystalline phase could already be used for neutron scattering, a small
part of the sample was extracted and further annealed (three weeks at
350°C). By this procedure small single grain crystals (diameter of roughly
0.1 mm ) could be extracted for X-ray scattering experiments.
These small single crystals could be investigated by a Kappa diffractome-
ter. The 22957 reflections (13539 observed), measured in the 2θ range 4.1◦
3The sample was prepared by A. P. Tsai.
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to 34.5◦4 could be used for a structure refinement and yielded an internal
R value of 5.2 (4.9 for observed reflections). Apart from refined atomic
sites and information on the thermal ellipsoid the refinement yielded an
unexpected result: The central Zn1 site (see Table 5.2) turned out to be
only partially occupied by Zn atoms. At a first glance this outcome seems
not to be dramatic since only one out of 39 atoms in the unit cell is ac-
tually affected. Yet, this proved to be wrong, since this partial occupancy
indeed strongly influences energetic stability and vibrational properties of
Mg2Zn11 (see sections 5.3.6 and 5.3.7). The scattering power of Mg is
rather low (Z=12) as compared to that of Zn (Z=30), meaning that it was
not possible to distinguish a Zn/Mg disorder from a Zn/vacancy disorder
by standard X–ray techniques. In contrast to X–ray scattering the coherent
scattering lengths of Mg (bcoh = 5.375 fm) and Zn (bcoh = 5.680 fm) are
almost equivalent for neutron diffraction (see also table B.1), offering an
opportunity to solve this ambiguity. Therefore an additional neutron scat-
tering experiment was conducted on the polycrystalline Mg2Zn11 sample,
which has also been used for the inelastic neutron scattering measurements.
For this experiment the D2B diffractometer at the ILL, was operated with
a wavelength of 1.051 Å using the angular range of 5◦ < 2θ < 165◦5. The
combined neutron and X-ray data were then used as input for a Rietveld
refinement, using the software JANA [119]. The atomic sites and displace-
ment parameters that were extracted from these experiments are listed in
Table 5.2 and 5.3, while the corresponding R-values are denoted in Table
5.4.
The important and surprising outcome of the combined X-ray and neu-
tron refinement was, however, the partial occupancy of the central Zn1 site,
which evidenced a Zn content of 72 %, while 28% proved to be vacant. Due
to the geometric constraints that are imposed by the innermost, compact
Zn5 icosahedron it was finally not a big surprise that we did not find large
Mg atoms at the cluster center. Apart from the fact that the Zn1 position
is only partially occupied, the reinvestigation of the Mg2Zn11 structure
yielded detailed information on the packing of the atoms. The atomic dis-
placement parameters for some Wyckoff sites, namely those belonging to
the dodecahedral shell, turned out be strongly anisotropic (see Table 5.3).
This is also exemplified in Fig. 5.10 and 5.12a, where the thermal ellipsoids
4This measurement was conducted by S. Lidin.
5The neutron measurement on D2B was conducted by E. Suard.
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# site Wyck. occ. x/a y/a z/a
1 Zn1 1b 0.72 0.5 0.5 0.5
2 Zn2 6e 1 0.2302(3) 0 0
3 Zn3 6g 1 0.1625(3) 0.5 0
4 Zn4 8i 1 0.21821(13) 0.21821(13) 0.21821(13)
5 Zn5 12k 1 0.5 0.23798(17) 0.34315(19)
6 Mg 6f 1 0.2995(4) 0 0.5
Table 5.2.: Refined Wyckoff positions and site occupation numbers for
Mg2Zn11, with space group Pm3 and cubic lattice parameter a = 8.5398
Å.
U11 U22 U33 U12 U13 U23
Zn1 66(10) 66(10) 66(10) 0 0 0
Zn2 133(9) 127(10) 127(10) 0 0 0
Zn3 119(10) 212(11) 101(10) 0 0 0
Zn4 201(4) 201(4) 201(4) -67(4) -67(4) -67(4)
Zn5 109(6) 121(7) 122(7) 0 0 -12(5)
Mg 183(15) 80(11) 55(2) 0 0 0
Table 5.3.: Atomic displacement parameters in Å2 (multiplied by 104)
for Mg2Zn11, evidencing quite strong anisotropies for Mg and Zn4.
of the different sites are indicated by the shape of the atoms. Particularly
for the light Mg atoms a tendency to linear motion is evidenced, giving
rise to elongated thermal ellipsoids, as depicted in Fig. 5.10, central panel.
The second constituting site of the dodecahedral shell, occupied by Zn4
atoms, also shows strongly anisotropic ADPs. Their motion, however, is
confined into flat planes perpendicular to the 3–fold axis of the cubic unit
cell (Fig. 5.10, central panel). The strongly anisotropic character of the
ADPs indicates a loose packing of some atomic sites in the crystal struc-
ture. This becomes evident, when a comparison to the afore investigated
MgZn2 Laves phase is undertaken. The coordination numbers in MgZn2
were of typical Frank–Kasper type with twelve and 16 nearest neighbors
for Zn and Mg, respectively, as discussed for Table 5.1. In contrast to
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neutron Rp Rwp GOF
4.16 5.66 3.14
X-ray R(obs/all) Rw (obs/all) GOF(obs/all)
4.33/8.36 5.05/5.24 2.19/1.67
Table 5.4.: R–factors for the combined X-ray and neutron refinement.
R(p), Rw(p) and GOF stand for R–factor, weighted R–factor and good-
ness of fit for the single crystal (powder) refinement, respectively.
MgZn2, the coordination number of the Mg atoms in Mg2Zn11 is 17 –
furthermore, they occur in pairs encapsulated by elongated hexagonal Zn
cages (Fig. 5.13). These hexagonal cages open space for vibrational mo-
tions and thus serve as an explanation for the large linear ADPs of the Mg
atoms. The local environments of the other constituting Wyckoff sites are
depicted in Fig. 5.13. While the structure of MgZn2 agrees with exclusive
Frank–Kasper coordination, only two sites in Mg2Zn11 possess compact,
icosahedral environments, namely the central Zn1 site and the Zn5 atoms
of the inner icosahedral shell. The Mg atoms evidence anomalously long
(∼3.4 Å) Mg–Zn linkages to the Zn2 and Zn3 sites, also a result of their
unusual coordination. These long Mg–Zn distances do not occur in the
reference structure MgZn2 (see Table 5.1). Indeed, they are responsible
for the local environment of Zn2 and Zn4 being not tetrahedrally close–
packed, despite the fact that they both evidence a Frank–Kasper coordi-
nation number of 12. This again indicates the non–perfect packing of this
CMA phase. To conclude this structural analysis we can thus summarize
that the non–Frank–Kasper coordination of certain sites and the result-
ing increased interatomic distances are reflected in the ADPs, which are
anisotropic for Zn3 and Zn4 and strongly elongated for the Mg atoms (see
Table 5.3). In Table 5.6 the Wyckoff sites of the ground state structure,
obtained from DFT calculations (see Sec. 5.3.6), are compared to the re-
fined positions from neutron/X-ray scattering (Sec. 5.3.2) and those from
the original Samson model [93], indeed evidencing a much better agreement
with the newly refined data.
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neigh. R[Å] µ coord.
Zn1 Zn 2.61 12 12
Zn2 Zn 2.64–2.78 10
Zn2 Mg 3.44 2 12
Zn3 Zn 2.55–2.78 5
Zn3 Mg 2.92 2
Zn3 Zn 3.08 4
Zn3 Mg 3.34 2 13
Zn4 Zn 2.64 6
Zn4 Zn 3.08 3
Zn4 Mg 3.12 3 12
Zn5 Zn 2.55–2.75 9
Zn5 Mg 2.92 3 12
Mg Zn 2.92–2.97 8
Mg Zn 3.12–3.34 6
Mg Mg 3.40 1
Mg Zn 3.44 2 17
Table 5.5.: Coordination shells of Mg2Zn11, with a listing of the nearest
neighbour distances. The multiplicity µ denote the total number of Mg
and Zn neighbors within the given range. The last column lists the
coordination numbers for each atom [36].
dR1 dR2
site [Å] [Å]
Zn1 0 0
Zn5 0.04 0.08
Zn2 0.00 0.04
Zn4 0.02 0.05
Zn3 0.00 0.00
Mg 0.04 0.157
Table 5.6.: r.m.s. displacements of the Wyckoff sites obtained from DFT
calculations and the refined positions of this work (dR1) and those of
the Samson model (dR2).
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Figure 5.12.: Mg2Zn11 a) as cubic packing of Pauling triacontahedral
clusters linked by Zn octahedra. b) as filled double icosahedra connected
by Zn icosahedra, with Mg atoms in blue and Zn atoms in red. The
atomic displacement parameters are indicated by the shape of the atoms
[36].
Figure 5.13.: Local environment polyhedra in Mg2Zn11. The polyhedra
in the second row are rotated by 90◦ around the vertical axis with respect
to the first row, except leftmost figures. These present the two icosa-
hedral environments, Zn1 (top) and Zn5 (bottom). The other columns
depict the Zn2, Zn3, Zn4 and Mg environments, from left to right.
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5.3.3. Inelastic Neutron Scattering
Our first experimental study of the lattice dynamics in Mg2Zn11 was car-
ried out at the IN6 time of flight spectrometer, using the same settings as
described in section 5.2.2, but with a slightly increased counting time of 16
hours. Following the same procedure as in the case of MgZn2 the GVDOS
of Mg2Zn11 could be extracted from the IN6 data. The room temperature
GVDOS of Mg2Zn11 is depicted in Fig. 5.14 in comparison with that one
of the previously discussed MgZn2 Laves phase. While MgZn2 displays
the typical behavior of a simple alloy, we find many pronounced features
and exceptional low energy optic–like excitations in the distinctly different
vibrational spectrum of Mg2Zn11. At energies as low as 4.5 meV a depar-
ture from Debye’s law is evidenced, meaning that an unusual excess of low
energy modes is present. It has to be emphasized that such low–lying exci-
tations are an quite extraordinary feature for a nearly close-packed metallic
alloy like Mg2Zn11.
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Figure 5.14.: GVDOS measured at IN6 for Mg2Zn11 and MgZn2 (room
temperature. The peaks of the Mg2Zn11 GVDOS are labeled following
Table 5.7 [36].
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Since we encountered certain difficulties when we were trying to repro-
duce the experimental data by ab–initio methods (see 5.3.6), a second neu-
tron scattering experiment was conducted to investigate the temperature
dependence and the accessible Q–range as possible source of differences.
Therefore the Mg2Zn11 sample was studied at the IN4 time of flight spec-
trometer at the ILL. IN4 is a thermal neutron spectrometer and covers
scattering angles of up to 120°, but offers a larger accessible Q–range, as
compared to IN6. For our purpose, IN4 was operated at a wavelength of
2.2 Å, with an maximum energy transfer of 12 meV and a resolution of
0.5 meV on the Stokes side (energy loss), thus allowing low temperature
measurements. For energy gain (Anti-Stokes side), IN4 typically can inves-
tigate excitations with an energy transfer of up to 100 meV, however, with
less good resolution. Measurements at several different temperatures were
conducted for both structures, Mg2Zn11 and MgZn2, to again have data
for direct comparison. The measured differential scattering cross section
was converted to the energy–wave vector domain, as explained above, thus
giving access to the S(Q,ω) response function. A comparison of the room
temperature S(Q,ω) of Mg2Zn11 and MgZn2 is presented in Fig. 5.15.
The IN4 results show no significant differences to the IN6 measurements
– the striking differences between the Laves phase and Mg2Zn11, remain
clearly visible. The accessible Q–range encloses two strong Bragg peaks of
MgZn2 with acoustic phonon branches that follow an almost linear disper-
sion up to about 10 meV. Furthermore two flat, optical bands are visible
at 20 meV and 29 meV. For Mg2Zn11, the dynamical structure factor is
markedly different. The acoustic branches that start at the two strong
Bragg peaks lose their dispersive character below 4 meV, which is due to
the interaction with a low lying optical phonon branch at 4.5 meV. A second
optic–like excitation occurs at 7 meV, resulting in a pseudo gap between
these two dispersion–less branches. Apart from this differences at rather
low energies, we also find the spectra of these two Mg–Zn phases to dif-
fer strongly over the total (Q,ω)–range. While the dynamical response of
MgZn2 is rather localized in ω (flat branches at 20 meV and 29 meV), we
find the intensity localized in Q for Mg2Zn11.
Since the extraordinary low energy features are also present in the IN4
experiment, it is clear that we are not dealing with artifacts, steming from
the integration over the accessible Q–space. A second scenario which might
produce such low–lying phonon modes are anharmonic effects, related to
weakly bond atoms and deviations from harmonic interactions. To inves-
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Figure 5.15.: Experimentally determined S(Q,ω) intensity distribution
for Mg2Zn11 (top) and MgZn2 (bottom) from INS (at 300 K) [36].
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peak A B C D E F G
E[meV] 4.9 7.4 10.8 12.7 15.6 17.4 23.6
Table 5.7.: Peak positions and corresponding labels for the Mg2Zn11
GVDOS.
tigate a possible anharmonic behavior, the dynamical structure factor was
analyzed at different temperatures. For each temperature the GVDOS was
extracted from the S(Q,ω) intensity distribution, which was obtained for
counting times of at least four hours per temperature. If certain phonon
modes evidence anharmonic behavior, the GVDOS is expected to alter its
appearance, meaning that affected peaks change position or width with
temperature. The GVDOS of Mg2Zn11 clearly exhibits some variations
with temperature, however, mostly at higher energies (see Fig. 5.16). Es-
pecially the peaks at the high energy end of the spectrum (at about 30
meV) clearly loose intensity with increasing temperature. Furthermore
with higher temperatures the pronounced features in the GVDOS get more
and more smeared out – an effect that is well known [97].
Since the dynamical structure factor of Mg2Zn11 was found to be strongly
localized in Q, we investigated the integrated intensity
∫
S(Q,ω)dQ in re-
ciprocal space intervals that exhibit strong features in the S(Q,ω) intensity
distribution. The integral
∫
S(Q,ω)dQ, for the selected Q–range from 3.25
to 3.75 Å−1 is depicted in Fig. 5.17, for energy loss and at five different
temperatures. This quantity exhibits distinct peaks at around 4.5 and 7
meV, labeled A and B, respectively. By fitting these peaks with Gaus-
sian functions (see Table 5.8), we could indeed detect only slight changes
of position and width with temperature. The peak A at around 4.5 meV
shows some uncertainty in its position, but as far as we can tell it does not
change its energy within the temperature range under investigation. Peak
B displays a small but visible shift to lower frequencies when temperature
is increased. In total, the anharmonic effects that are present at small
energies are negligible and cannot serve as explanation for the low energy
modes.
A closer investigation of the GVDOS peak labeledD, at∼13 meV, reveals
its anharmonic character. Its position is shifted by about 0.5 meV towards
higher energies, for the GVDOS at 100 K (see Fig. 5.16). Since peaks C and
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E, which are located at lower and higher energies, respectively, do not vary
in position with temperature, we are indeed dealing with an anharmonic
effect. As will be discussed in (see Sec. 5.3.8) peak D is quite sensitive to
the vacancy content in our calculations, which is related to the fact that
it is located in a frequency range, where the Zn5 icosahedron is strongly
contributing to vibrational motions.
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Figure 5.16.: Temperature dependence of the Mg2Zn11 GVDOS mea-
sured with INS. T = 100 K and T = 300 K. IN4 data are shown together
with room temperature IN6 data [36].
A general comment, worthwhile to notice, is that we indeed observe dif-
ferences in the room temperature GVDOS, depending on the spectrometer.
Although the overall appearance is very similar, the intensity distribution
of the peak at around 7 meV differs when IN4 and IN6 measurements are
compared. As was already briefly mentioned, this effect is related to the
different reciprocal space volumina that are accessible for both spectrome-
ters. To rule out systematic errors we have cut out an identical (Q,ω)–range
for both spectrometers and then calculated the GVDOS from IN4 and IN6
data. The results are almost identical, thus proving that the occurring dif-
ferences are indeed due to the accessible reciprocal space volume. Hence,
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these considerations reveal the weaknesses and limitations of the applied
incoherent approximation.
Figure 5.17.: Integrated intensity (range: 2.75 to 3.25 Å−1) of Mg2Zn11
at different temperatures for energy loss. The black curves are fits to
the experimental data. The corresponding parameters are denoted in
Table 5.8 [36].
T E dE FWHM E dE FWHM
K meV meV meV meV meV meV
50 4.38 0.07 3.13 7.06 0.03 1.15
100 4.44 0.06 3.33 7.06 0.02 1.03
200 4.60 0.23 2.21 6.95 0.04 1.44
300 4.54 0.15 1.68 6.80 0.04 2.07
400 4.49 0.20 1.62 6.62 0.06 2.09
Table 5.8.: Position and width of the peaks in the integrated intensity
(range: 2.75 to 3.25 Å−1) of Mg2Zn11 as a function of the temperature
on the IN4 spectrometer.
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5.3.4. Inelastic X-ray Scattering
Although experts tried very hard, it has not been possible to grow Mg2Zn11
single crystals large enough for inelastic neutron scattering experiments. To
better understand the peculiarities at low energies and to have more re-
strictive results for the comparison between experiment and calculation an
inelastic X-ray scattering experiment with the available 0.2 mm size single
crystal was conducted at the beamline ID28 at the ESRF in Grenoble. As
inelastic neutron scattering, also inelastic X–ray scattering is a technique
to measure the dynamic response of a system. The formalism remains ba-
sically the same as was briefly outlined in section 3.6. In fact, for inelastic
X–ray scattering at ID28 the backscattering technique is applied – apart
from this technical detail the mode of operation is similar to a TAS spec-
trometer (see section 3.5.1 for details). A further difference to neutron
scattering is the form of the resolution function which for X–rays becomes
a Lorentzian.
The dynamical structure factor was measured in the vicinity of strong
Bragg reflections for different, high–symmetry directions in reciprocal space,
in the same way as described for the TAS experiment on MgZn2 (see section
5.2.2). Since the focus of this experimental study was on the low energy
part of the dynamic response, energy scans were performed between -10
meV and 16 meV for constant ~Q–values along these reciprocal space di-
rections (see Fig. 5.21). ID28 was operated with an incoming energy of
21.747 keV (equivalent to a wavelength of 0.5701 Å), which was selected by
use of the (11,11,11) reflection of a Si monochromator. With this setup an
energy resolution of 1.5 meV FWHM could be achieved, in plane and out
of plane momentum resolution being ∼ 0.034 Å−1 and ∼ 0.1 Å−1, respec-
tively. The dynamical structure factor for one–phonon processes contains
the scalar product between the scattering vector and the phonon eigenvec-
tors (see equation (3.48) for details). This makes it possible to investigate
particular acoustic modes, by selecting a suitable instrument setup. We
have chosen to investigate the TA modes in the vicinity of the Bragg peaks
(0,8,0) and (0,4,0) for phonon wave vectors ~q along the reciprocal space
directions (1,0,0) and (1,1,-1).
The TA branch, propagating in the directions (ξ,4,0) and (ξ,8,0)6, follows
a linear dispersion only for small ξ–values and bends over at low energies,
opening a gap at the Brillouin zone boundary (see Fig. 5.18). Some of the
6ξ is given in reciprocal lattice units and q in Å−1.
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experimentally measured constant q scans are depicted in Fig. 5.19. The
scan recorded for ξ = 0.5 exemplifies the gap opening at the Brillouin zone
boundary, with two distinct excitations at energies of 3.5 meV and 5.5 meV.
Furthermore, for all scans along the (1,0,0) direction, a flat optical phonon
branch is detected at about 12 meV.
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Figure 5.18.: Dispersion curves in Mg2Zn11 along (ξ, 4, 0) are represented
as triangles and diamonds. They are overlaid on the simulated structure
factor obtained from effective potential calculation for a 2x2x2 supercell
with 50 % occupancy at the Zn1 site, scaled by γ = 0.2, as described in
section 5.3.7 [36].
The already mentioned differences between ab–inito calculations and ex-
perimental GVDOS, present at energies of 2–3 meV, could be proved to
stem from almost unstable acoustic phonon branches, appearing in our
simulations along certain directions in reciprocal space (see section 5.3.6).
Therefore a path following such a reciprocal space direction with a po-
tential almost–instability was investigated. Starting at the (4,0,0) Bragg
reflection, modes propagating along the (1,1,-1) direction were explored.
As briefly stated above, we decide which phonon branches will be detected
by selecting the propagation direction and the Bragg reflection, close to
which is measured. Since now (4,0,0) and (1,1,-1) are neither orthogonal
nor collinear, we should be able to detect both, the longitudinal and trans-
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Figure 5.19.: S(q, ω) of Mg2Zn11 along the direction (ξ, 8, 0). Left: At
the zone boundary (ξ = 0.5), with the gap opening nicely visible. Right:
For higher q, at ξ = 0.8. The red curves are the total fits obtained from
the modes depicted as dashed blue lines.
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Figure 5.20.: Dispersion curves in Mg2Zn11 along (4 + ξ, ξ,−ξ) are rep-
resented as triangles and diamonds. They are overlaid on the simulated
structure factor obtained from effective potential calculation for a 2x2x2
supercell with 50 % occupancy at the Zn1 site, scaled by γ = 0.2, as
described in section 5.3.7 [36].
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verse acoustic phonon branches. The dispersion relation along (4+ξ, ξ,−ξ)
indeed clearly shows two acoustic excitations as depicted in Fig. 5.20.
While the lower TA phonon mode bends over at about 4 meV and is
no longer visible for ξ larger than 0.3, we find the LA branch to bend
over at an energy of about 7 meV. The dispersion along (4 + ξ, ξ,−ξ)
thus does not evidence any signs of instability and together with that one
determined along (ξ, 4, 0) it confirms the results we have obtained from
inelastic neutron scattering.
In both cases, low lying modes are evidenced, as well as the opening of
a pseudogap directly above these modes.
5.3.5. Thermal Conductivity
Low lying optic–like, dispersionless phonon modes are potential collision
channels that can significantly decrease the lattice part of the thermal con-
ductivity κl. Such phonon–phonon interactions, like in the case of anti–
crossings between acoustic and optic phonon branches, may result in a
reduction of the average group velocity, thus decreasing the lattice thermal
conductivity (see for instance [20, 109]). The low lying phonon modes, ev-
idenced in Mg2Zn11, suggested that a low lattice thermal conductivity κl
might occur in this material. Experimentally, the thermal conductivity κ of
Mg2Zn11 turned out to be metallic and therefore is dominated by the elec-
tronic contribution κe, which can also be determined via the Wiedemann–
Franz law. Only at very low temperatures (∼10 K–40 K) there exists a
significant difference of a few W/mK between total and electronic thermal
conductivity. Indeed, this is a rather low value of κl, thus being in good
agreement with the findings from X–ray and neutron scattering [36].
5.3.6. Ab–initio Calculations
Like for the simple Laves phase, we have conducted ab–initio calculations
to gain a deeper insight into the lattice dynamics of Mg2Zn11. In a first ap-
proach the GVDOS of Mg2Zn11 was determined combining ab–initio meth-
ods and harmonic approximation, as described in section (4.4.1). These
calculations, however, turned out to suffer certain deficiencies, since exper-
imental and computational results showed non–negligible differences. As
stated in section 5.3.2, from diffraction experiments we arrived at the con-
clusion that the central Zn1 site of the PTR cluster is not fully occupied.
132 Chapter 5. The Mg–Zn Alloy System – From Laves to Bergman
Figure 5.21.: S(q, ω) intensity distribution along the reciprocal space
direction (4 + ξ, ξ,−ξ) [36]. Red curves are calculated as explained in
section 5.3.7 and include a frequency shift γ = 0.2, following equation
(4.65).
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This fact turned out to have significant influence on stability and dynamical
properties of Mg2Zn11 as will become evident in the following paragraphs.
Energetic Stabilization by Vacancies
A means to investigate the energetic stability of a phase with respect to
other, competing phases is to determine its position on a composition–
energy diagram. Therefore it is necessary to calculate the cohesive energies
of the pure elements in their lowest energy structure. The pure elements
are then connected by the so–called tie–line in a composition–energy di-
agram. This tie–line gives the cohesive energy of hypothetical structures
constructed by joining the pure elements. To see if a real alloy structure
is stable, its enthalpy of formation – the distance of its cohesive energy to
the tie–line connecting the pure elements – has to be calculated. A nega-
tive enthalpy of formation then means a strong tendency of the elements
to form intermetallic compounds [77]. From the cohesive energies of a va-
riety of structures it is then possible to construct the convex hull, which
connects the stable low energy phases. Phases that lie above the convex
hull are metastable or high temperature phases that are e.g. stabilized by
entropical effects.
In our case the stability of Mg2Zn11 was investigated with respect to
the tie–line connecting pure hcp Zn and the MgZn2 Laves phase. These
two phases are in terms of composition in the direct vicinity of Mg2Zn11
and lie on the convex hull of the Mg–Zn phase diagram. The conducted
ab–initio energy study, also carried out with the DFT code VASP, could
indeed prove that the full–occupancy Samson model [93] is energetically
less stable than other configurations with a certain vacancy content [36].
From this study it seems likely that the stable T = 0 K state is an ordered
superstructure with exactly determined vacancy positions. Due to the size
limitations that are imposed on ab–initio calculations it is yet not feasible
to determine this energetic ground state. Since the vacancy content at the
Zn1 site has a clear effect on the energetic stability it is not surprising
to find also the vibrational spectrum of Mg2Zn11 to be affected. The soft
phonon modes of the full–occupancy model mean that the structure is close
to an instability (see section 5.3.6). A real instability in turn means that
a system prefers a different structure. Thus the findings from energetic
calculations suggest that the problems in calculated dispersion curves and
DOS are cured for the true energy ground state configuration.
134 Chapter 5. The Mg–Zn Alloy System – From Laves to Bergman
Lattice Dynamics within the Harmonic Approximation
From the results of the energy calculations it became clear that the va-
cancy content indeed has a strong impact on the stability of Mg2Zn11.
Therefore, apart from the fully occupied unit cell, a fully vacant unit cell
and two 2×1×1 supercells with full– and 50% occupancy were explored.
The calculations were conducted using the harmonic approximation and
followed once more the formalism explained in section 4.4.1. A k–point
density equivalent to a 4×4×4 mesh in the unit cell (i.e. a 2×4×4 mesh for
a 2×1×1 supercell etc.) proved to be sufficiently accurate, and was there-
fore used for all calculations. As outlined in section 4.4.1, we could directly
extract eigenvectors and eigenfrequencies from the dynamical matrix, and
use the latter ones to calculate the dynamic response function Scoh( ~Q, ω).
To enable a direct and unbiased comparison of the calculation results
with experimental data, the GVDOS was determined for the exact experi-
mentally accessible Q–range, as also discussed in section 4.4.1. Apart from
the above discussed vacancy dependent stability issue a unit cell calcula-
tion may be prone to finite size effects. With an edgelength of ∼ 8.5 Å
the unit cell of Mg2Zn11 is rather small and spurious effects might occur in
the calculated force constants due to direct or mediated self–interactions.
Therefore we first investigated the impact the cell size exerts on the phonon
DOS. This was done by comparing the phonon DOS of two full–occupancy
cells – the unit cell and a 2 × 1 × 1 supercell. The cell size turned out
to have marginal influence on the GVDOS, as can be seen from the only
slightly different spectra depicted in Fig. 5.22.
Therefore a next step was to calculate the GVDOS for different vacancy
distributions to enlighten the influence of vacancy disorder on the vibra-
tional spectrum. Due to the already discussed size limitations, going along
with the DFT approach, we could only study a small number of different
vacancy configurations and had to restrict ourselves to the simplest cases
to exemplify this. We investigated a unit cell with a vacancy at the Zn1
position and a 2 × 1 × 1 supercell with an occupation of 50% at the Zn1
site, i.e. with one Zn atom and one vacancy at the cluster center. Although
the 2 × 1 × 1 supercell contains 77 atoms and is of lower symmetry, it is
still feasible with ab–initio methods. The chosen vacancy distributions do
not contain the (unknown) T = 0 K ground state configuration, but can
be handled efficiently by DFT calculations and thus enable us to directly
investigate the influence of vacancies.
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Figure 5.22.: Comparison of the Mg2Zn11 GVDOS calculated for the
fully occupied unit cell and the doubled supercell model.
The GVDOS for the two unit cells, is presented in Fig. 5.23 and clearly
evidences the major effects of the vacancy content on our calculations.
While the full–occupancy GVDOS shows peaks at positions D and E, these
peaks are missing in the case of the vacant Zn1 site. Instead a peak D′
appears for the empty unit cell, located roughly in between peaks D and
E.
For a comparison with experimental data, the two 2 × 1 × 1 supercell
configurations (with one and without vacancy) are depicted in Fig. 5.24,
along with the room temperature data from the IN6 measurement. To make
a detailed discussion possible, the main peaks of the GVDOS comparison
are again labeled as indicated in Table 5.7. In the case of MgZn2 a constant
frequency shift, following equation (4.65), was necessary to improve the
accordance of experiment and calculation. For Mg2Zn11 this is also true
and with γ = 0.07 the best match between experimental and calculated
GVDOS was achieved.
A detailed analysis indeed shows a good agreement with experimental
data for both supercell models. Especially the main features, peaks A
through G, are clearly visible in the calculated GVDOS. In both model
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Figure 5.23.: Comparison of the calculated Mg2Zn11 GVDOS, for unit
cells with Zn or vacancy at the Zn1 site.
calculations we find an excess of modes in the high–energy range of the
vibrational spectrum. Since the IN4 study clearly showed that a decrease
in temperature yields an increase of modes in the high–energy range (see
Fig. 5.16), the occurrence of these modes can be identified as a temperature
effect.
More significant differences are found for the low energy range around 2–
3 meV – here the calculations yield modes which are clearly not observed in
the experimental spectrum. The comparison of the low energy part of the
GVDOS for the different vacancy configurations indicates that these modes
are affected by the choice of the particular vacancy distribution. Although
we find a clear impact of the chosen model on the low–energy GVDOS, the
modes at 2–3 meV yet never disappear completely in all our calculations.
To make sure that these modes are not an artifact of an insufficient k–point
convergence or a too low energy cutoff the unit cell calculation was repeated
with a 6×6×6 k–point mesh and a significantly increased energy cutoff
– the modes, however, persisted. Furthermore we investigated two other
supercell configuration – a highly symmetric 2×2×2 face–centered supercell
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Figure 5.24.: GVDOS comparison of experimental data (see section
5.3.3) with different model calculations (double supercell models, with
full or half occupancy of the Zn1 site) for Mg2Zn11. To match the ex-
perimental data a uniform frequency shift of γ = 0.07, as introduced in
equation (4.65), is applied. The peak labeling follows Table 5.7 [36].
with space group Fm3 and a low symmetry (0.5,0.5,0) × (0.5,0,0.5) ×
(1,0,0) configuration.
Also for these systems we could not get rid of the low lying additional
excitations. We therefore arrived at the conclusion that these modes at
too low energy are an inevitable artifact of the DFT calculations in our
system. However, we strongly believe that this problem would be cured for
the true low energy ground state. Unfortunately this is far out of reach for
the applied DFT approach.
Now we turn to a detailed comparison for the fully and the partially
occupied 2 × 1 × 1 supercell to highlight the direct influence of the va-
cancy inclusion for a more realistic configuration. A vacancy at the Zn1
site yields a slight increase of the intensity of the maximum B as compared
to the full occupancy model. Furthermore an increase of phonon modes is
observed for energies between 21-24 meV, while the high–energy phonon
DOS is decreased (E>25 meV). The decrease at the high energy end of
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the spectrum is in fact similar to the experimentally found intensity damp-
ing with increasing temperature. The most pronounced discrepancies are,
however, observed in the vicinity of maximum D. For the model with the
fully occupied Zn1 site this peak displays a strong maximum at an energy
which is slightly lower as the experimentally determined one. In contrast
to this, the one vacancy model displays a maximum which splits into two
smaller features, with that one at lower energy being exactly at the exper-
imental position of peak D. The second feature lies roughly 1 meV higher
in energy. It is an interesting fact that maximum D was observed to be
shifted with temperature in the IN4 experiment. In section 5.3.8 it will be
shown that the modes at this energy are mainly due to vibrations of the
inner Zn5 icosahedron. This finding is in a way not very surprising, since
the presence of a vacancy at the center of the icosahedron certainly affects
especially the modes with strong participation of these atoms.
We thus find the variations that are related to the presence of vacancies
compatible with the experimental results. Yet, we have to admit that our
double–cell model does not reproduce the exact, experimentally observed
GVDOS. However, again it seems likely that the discrepancies between
our calculation and the measured vibrational spectrum are mainly due to
the fact that the investigated vacancy distributions were not the energeti-
cally most favorable ones. Since DFT methods suffer the aforementioned
limitations a really extensive study of different, more realistic vacancy dis-
tributions is not possible. Therefore such a study has to be conducted
using effective potential calculations, either within the harmonic approx-
imation or via the correlation function approach. Results obtained with
both methods will be discussed in the next section.
5.3.7. Lattice Dynamics from Effective Potential
Calculations
As addressed in section 4.3, effective potential calculations offer the possi-
bility to investigate systems that are beyond the scope of ab–initio methods.
To clearly picture the impact that vacancy disorder exerts on the lattice
dynamical properties of Mg2Zn11 such an effective potential study was un-
dertaken. The applied potentials were of EAM type and had been fitted to
ab–initio data [14, 16] as outlined in section 4.3.1. To investigate the im-
pact of vacancies we have restrained ourselves to a 2×2×2 supercell model,
which contains all together eight Zn1 sites. All possible configurations with
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different vacancy content at the Zn1 site have then been constructed for
this supercell. In other words we have studied supercells with zero to eight
vacancies, including all symmetry non–equivalent distributions with the
same number of vacancies.
Dynamical Structure Factor
For these different configurations dynamical structure factors were calcu-
lated by using the fitted effective interaction potentials [14] within the
framework of the harmonic approximation. The experimental dispersion
curves, discussed in section 5.3.4, were then compared to the calculated
structure factors for the different vacancy configurations (Fig. 5.18 and
5.20). This comparison yielded the best match for a supercell with 50%
vacancies in highly symmetric arrangement. This best–matching super-
structure contains 308 atoms in the unit cell, belongs to space group Fm3
and can be described by eight Wyckoff sites (seven Zn sites and one Mg
site).
At this point it is interesting to seek once more the comparison with the
full–occupancy model. As pointed out earlier, the fully occupied unit cell
model exhibits a soft phonon mode along the (1,1,-1) direction, indicating
that the structure is close to an instability. Dispersion relation and dy-
namical structure factor for this model are visualized in Fig. 5.25, clearly
evidencing the softening of the LA and TA modes. This feature on the
other hand disappears for the 2×2×2 supercell model with 50 % vacancy
content (see Fig. 5.27). While the acoustic branch of the full–occupancy
model starts to bend over at very low energies – at about 2 meV for the
TA mode and at about 3 meV for the LA mode – the model with 50 %
vacancies follows a linear dispersion up to about 4.5 and 6 meV for TA
and LA modes, respectively. The dispersion curve of this 2×2×2 supercell
shows many more phonon branches than the unit cell calculation (compare
Fig. 5.25 and 5.27). This is simply due to the total number of phonon
branches being equivalent to the number of degrees of freedom. Therefore
3×39 branches are observed for the unit cell, while 3×308 are present for
the supercell under consideration. To make this point clearer, dispersion
and dynamical structure factor for the 2×2×2 supercell with full occupancy
are presented in Fig. 5.26. The dispersion curves indeed look different from
those of the unit cell – this is, however, due to the fact that a doubling of
the unit cell along one direction means that the Brioullin zone is divided
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Figure 5.25.: Calculated dispersion curve (top) and dynamical struc-
ture factor (bottom) for the full–occupancy Mg2Zn11 unit cell along the
(4+ξ,ξ,−ξ) direction.
5.3 The Mg2Zn11 mini–Bergman Phase 141
 BZ
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
q (r.l.u.)
 0
 2
 4
 6
 8
 10
 12
 14
E  
( m
e V
)
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
Figure 5.26.: Calculated dispersion curve (top) and dynamical structure
factor (bottom) for the fully occupied 2×2×2 Mg2Zn11 supercell along
the (4+ξ,ξ,−ξ) direction.
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Figure 5.27.: Calculated dispersion curve (top) and dynamical structure
factor (bottom) for the 2×2×2 Mg2Zn11 supercell with 50% vacancies
along the (4+ξ,ξ,−ξ) direction.
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by two. If instead of the dispersion curves the structure factors of the two
fully occupied cells are compared (see Fig. 5.26 and Fig. 5.25), we actually
find an almost identical intensity distribution. In fact, this is a very in-
structive example to emphasize that indeed the dynamical structure factor
is the quantity to be looked at.
The behavior of the model with 50% vacancies is very similar to what
was found experimentally and thus indicates the stabilizing effect of the
vacancy content and its impact on the low energy part of the vibrational
spectrum. After introducing the already discussed frequency shift γ (see
equation (4.65) for details), the good agreement of our modified model with
the experimental dispersion curves is evident. Figs. 5.18 and 5.20 display
the experimental data superimposed on the color–coded Scoh( ~Q, ω) inten-
sity distribution from our effective potential calculations. The gap open-
ing for the TA modes, propagating along the (ξ,4,0) direction, is nicely
reproduced in our simulation – it is yet smaller than in the X–ray data
(see Fig. 5.18). A comparison of the experimental dispersion and simu-
lation along the (4+ξ,ξ,−ξ) direction shows also a decent agreement (see
Fig. 5.20). The simulation reproduces the LA and TA branches quite well,
including the pseudo gap opening between about 4.5 meV and 6.5 meV.
Since we finally have found a model system which is quite good in com-
parison with the experimental dispersion curves, the next step is to strive
for a more constraining test – the direct comparison of experimental and
calculated Scoh( ~Q, ω) intensity distributions. The close relation between
Scoh( ~Q, ω) and the phonon eigenvectors makes this comparison indeed
much more delicate (see equation (3.45)) [19]. As depicted in Fig. (5.21),
both experimental and calculated dynamical structure factors evidence a
nice agreement of the intensity distribution. Yet, there remain certain dis-
crepancies, also responsible for differences in the GVDOS still occurring at
low energies. Nevertheless, it is has to be emphasized that the comparison
of experimental data with simulation results including vacancy disorder has
much improved. It therefore is evident that the vacancy content plays a
crucial role for stability and dynamics of Mg2Zn11.
Temperature Dependence of the GVDOS
As discussed in the ab–initio section, discrepancies between our DFT cal-
culations and the experimental GVDOS for the high energy end of the
spectrum have been observed. It is a well known fact [97] that an increase
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of temperature induces a smearing of the experimental GVDOS, with a
strong impact for the high energy part the GVDOS. This tendency was
also detected in the IN4 experiment, where such a smearing (Fig. 5.16)
clearly is visible. The MD approach enables us now to introduce and in-
vestigate the temperature dependence of the calculated GVDOS.
By extracting the MD particle trajectories of our supercell model at
different temperatures, we can directly calculate the GVDOS via the cor-
relation function approach, as explained in section 4.4.2 . The qualitative
results for the different temperatures are in accordance with the experi-
mental findings. With raising temperature we observe a smearing out of
the GVDOS and furthermore a damping of the peaks at higher energies,
as is evident from the simulation results at 100 K, 200 K and 300 K (see
Fig. 5.24). The temperature–dependent damping effect which is present
especially for the high energy peaks serves as an explanation for the excess
of modes in the high energy part of the DFT calculations (Fig. 5.24).
Additionally this is consistent with the 100 K IN4 data which strongly
indicate an increase of modes at high energies with decreasing temperature
(see Fig. 5.16). From this comparison we conclude that the differences,
observed at high energies, can be accounted for as temperature effects.
There clearly rest some discrepancies, even between the low temperature
MD simulations and the ab–initio results for the 2×1×1 supercell, indi-
cating that our EAM potentials are suffering certain deficiencies, thus not
allowing the exact reproduction of the experimentally determined dynami-
cal properties of Mg2Zn11. It has, however, to be emphasized that the MD
simulations serve as a verification for our ab–initio calculations, since the
temperature behavior shows qualitative agreement with the experimental
temperature dependence and enables us to understand the origin of the
differences between DFT calculations and experimental results.
5.3.8. Atomistic Interpretation of the Vibrational
Spectrum
So far the focus of this chapter was on the experimental investigation of
the vibrational properties of Mg2Zn11 and their reproduction by means
of ab–initio and molecular dynamics simulations. The last part of the
discussion on Mg2Zn11 deals now with an interpretation of our results on
an atomistic scale. The detailed comparison with experimental data which
was undertaken in the preceding sections, yielded a decent, but certainly
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Figure 5.28.: Comparison of the experimental GVDOS (red) and the
GVDOS from MD for the 2×2×2 Mg2Zn11 supercell with a vacancy
content of 50% (black) at 100 K, 200 K and 300 K. A frequency shift of
γ = 0.1 is applied to the calculated GVDOS, following equation (4.65).
not perfect, overall–agreement with DFT calculations. Throughout the last
paragraphs the origin of the occurring differences could be located and the
deficiencies of our model were pointed out. With the knowledge about the
problems at very low energies and the temperature sensitive high energy
part of the spectrum we start to reinvestigate our ab–initio results. The
aim of this analysis is to get a picture of the dynamics in Mg2Zn11 on an
atomistic scale.
For this purpose the double–supercell model with one occupied and one
vacant Zn1 site, has been selected to be studied in further detail. A first
rough insight in the atomistic behavior is obtained by investigating the
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partial densities of states (PDOS). The PDOS is a means to quantify the
strength with which different atoms contribute to the total phonon DOS. In
the schematic representation of Fig. 5.29, the markedly different vibrational
characteristics of the different Wyckoff sites are revealed. It is intriguing
that some sites are strongly active at certain frequencies at which others
do almost not contribute at all. This also explains the many pronounced
peaks in the experimental GVDOS that already have been pointed out to
be a rather unusual feature for CMAs. The most interesting features we
are aiming to understand are, however, the modes at low–energy, namely
peaks A and B. For this frequency range we find basically no contribution
from the central Zn1 site and also only very limited intensity for the Mg
atoms. While the spectrum up to peak D is dominated by contributions
from Zn sites, namely Zn2, Zn3, Zn4 and the icosahedral Zn5 site, their
relative contributions vary. For peak E the Mg atoms become active and
evidence together with the Zn5 site the strongest intensity. For peak F
the contributions of Mg and Zn5 remain high, while Zn2 also demonstrates
an enhanced activity for these frequencies. Finally peak G is mainly due
to vibrations of the Zn5 icosahedron. Interestingly the Zn1 site has its
strongest intensity only for the high energy end of the spectrum, together
with a strong activation of the Zn5 icosahedron and the Mg atoms. This
again confirms the finding that modes at the high energy end of the spec-
trum are damped by the vacancy content. The rough overview we obtain
from this considerations already enables us to disentangle the contributions
of the different atomic sites in a rather clear fashion, with distinct features
of the experimental GVDOS dominated by vibrations of certain parts of
the structure.
While the analysis of the PDOS yields a condensed information on the
different site contributions, it does not contain information on the character
of the involved modes. This means, from such considerations it is not
possible to determine how the different atoms vibrate. A useful tool to
characterize selected phonon modes is the participation ratio (PPR) [61],
defined as:
pj(ω) =
(
3N∑
µ=1
|~ej,~q,µ|2
mµ
)2
/N
3N∑
µ=1
|~ej~q,µ|4
m2µ
(5.1)
This quantity can be obtained from the eigenvectors of a phonon mode
and tells us if the investigated excitation is rather collective or localized.
While a participation ratio close to one means that all atomic displace-
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Figure 5.29.: PDOS for the Mg2Zn11 Wyckoff sites (2×1×1 supercell
with one vacancy at Zn1). The red curve is the GVDOS obtained from
the IN6 spectrometer (see section 5.3.3), the black curves depict the
Mg and Zn PDOS, respectively. The peak labels as in Table 5.7. The
different PDOS are weighted by site multiplicities [36].
ments are essentially of the same magnitude, a participation ratio which is
close to zero means that only a few atoms have large displacements, while
the others are not or only slightly involved in this mode. Thus PPR close
148 Chapter 5. The Mg–Zn Alloy System – From Laves to Bergman
to one indicates that all species contribute in the same way, and that we are
dealing with a collective excitation like an acoustic mode close to ω = 0.
On the other hand a PPR close to zero is the signature of an excitation
with strongly localized character. Whereas the structure of Mg2Zn11 was
presented in terms of cluster building blocks (section 5.3.1), using rigid,
geometric units, a decomposition into layers is introduced for a graphical
representation of phonon modes. Taking symmetry into account, it is ac-
tually possible to depict the structure of Mg2Zn11 quite descriptively by
two different layers, orthogonal to the short side–edges of our orthorhombic
supercell model. The first layer is centered at the partially occupied Zn1
site and will be named Fico (0.15 ≤ z ≤ 0.85)7, since it contains the Zn5
icosahedron. A second layer, Fcub (0 ≤ z ≤ 0.35), contains the Zn2 octa-
hedron, showing similarities with a fcc environment. Fig. 5.30 depicts the
PPR of the double–supercell model, with selected areas marked by rectan-
gular boxes named A–G, in combination with calculated and experimental
GVDOS for comparison (bottom panel). The selected rectangles contain a
PPR–range with a high density of points, corresponding to frequency inter-
vals in which the GVDOS exhibits pronounced features. Points around 2–3
meV with a PPR ∼ 0.4, are DFT artefacts, as already discussed. While
the modes belonging to A span a rather large range, the modes in B are
centered around a PPR of about ∼0.5. The windows C and D are located
in a similar PPR–range as B, whereas E through G evidence a rather
low participation ratio. That the high–energy vibrations tend to localize
is something one might expect, since at the upper end of the spectrum
usually the light elements dominate, i.e. in our case the Mg atoms.
To conclude this investigation, the phonon modes belonging to a certain
energy and PPR–range are analyzed in a graphical representation. Along
with structural complexity, the number of phonon modes increases and
therefore for a complex structure it is no option to study individual eigen-
modes. Since it is reasonable to assume that phonon modes with nearly
equal energy and similar PPR are closely related, an analysis of groups of
modes seems to be more adequate.
The groups of modes belonging to the selected boxes A–G are visualized
in figures 5.31 and 5.32, using the above introduced layer–decomposition.
For this representation, eigenmodes belonging to the rectangular areas were
divided into 100 time–frames each and their time–evolution was evaluated.
7z in lattice units
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Figure 5.30.: Participation ratio and density of states for Mg2Zn11, both
corrected for a uniform frequency shift of γ = 0.07 as introduced in
equation (4.65). Eigenmodes with frequency and participation ratio
lying within the rectangular boxes A–G, are selected for graphical rep-
resentation (see Figs. 5.31 and 5.32).
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Figure 5.31.: Time–averaged probability of finding a particle at a cer-
tain position, projected along the 2–fold axis of the 2×1×1 supercell
of Mg2Zn11. The probabilities are obtained from the time evolution
of vibrational eigenstates. A selected range of eigenmodes is depicted
in panels A–D, and corresponds to the rectangular boxes in Fig. 5.30.
The Mg probability density is shown in blue–scale for densities up to
5% of maximal density, otherwise white; for Zn the same is valid, but
in red–scale. The left column panels contain the cubic environment
around z = 0, while the right column displays the icosahedral layer at
z = 0.5 [36]. The bottom panel is a plot of the atomic structure with
experimental ADPs, using the same layer decomposition.
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Figure 5.32.: Time–averaged probability density as in Fig. 5.31, but for
windows E–G [36]. The bottom panel is a plot of the atomic structure
with experimental ADPs, using the same layer decomposition.
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In other words, for each mode, the atomic positions have been evaluated
at all times and the probability densities have been calculated afterward.
While Zn atoms for a density of less than 5% of the maximal density are
depicted in red, the 5–100% range is displayed in white. The same is valid
for the Mg atoms, yet in blue. This representation is chosen to enhance
displacements out of the equlibrium positions.
Whereas the left panels of Fig. 5.31 and Fig. 5.32 contain the cubic
environment Fcub, the right panel comprises the icosahedral layer Fico.
Zn2 octahedra and and Zn5 icosahedra are outlined for clarification. To
facilitate a comparison with the whole structure the different Wyckoff sites
and their positions in the corresponding layers are shown in the bottom
panel of both figures. Due to the fact that the model under consideration
contains a vacant Zn1 site, the second (right) icosahedron is empty.
The intensity distribution in Fig. 5.31 is dominated by vibrations of Zn
atoms (red), while for the higher energy modes Mg atoms are dominant
(Fig. 5.32). A general impression which we get from these visualizations
is indeed that every frequency range gives rise to a different, characteristic
type of motion.
An interesting behavior is evidenced for the group of modes at maximum
D – this range is the only one showing strong impact of cell doubling and
vacancy disorder at the Zn1 site. The filled icosahedron (left) evidences
stronger vibration amplitudes and therefore indeed differs from its empty
neighbour (right). Furthermore the Zn4 atoms of the dodecahedral shell,
show similar phenomena. Indeed, these findings agrees quite well with the
vacancy induced splitting of maximum D in the calculated GVDOS.
So does the fact that peak D is quite sensitive to temperature, as de-
duced from the observed shifting in the IN4 experiment (see Sec. 5.3.3).
In accordance with the PDOS of Mg having a maximum for peaks E and
F , the corresponding modes visualized in Fig. 5.32 are dominated by Mg
motions with large amplitudes. Especially modes E evidence elongated
displacements, being also consistent with the fact that peak E could be
shown to contribute substantially to the ADPs of Mg. Furthermore the
Zn2, Zn4 and Zn5 atoms contribute to these groups of modes. The PDOS
of Zn5 has its overall maximum at the position of peak G, while the other
atoms contribute only weak at this energy. Thus the vibrations belong-
ing to panel G indicate a cluster–like mode, yet, one with clearly broken
icosahedral symmetry.
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5.3.9. Conclusion
The complex metallic alloy Mg2Zn11 has been studied by X-ray and neu-
tron scattering experiments, revealing the previously unnoticed partial oc-
cupancy of the Zn1 site, as well as strongly anisotropic ADPs for some
atomic sites. Responsible for the evidenced anisotropic vibrational motion
is amongst others the low–symmetric, non Frank–Kasper coordination of
Mg with its 17 neighboring atoms. By means of ab–initio calculations it
could be shown that the partial occupancy at the icosahedrally coordinated
Zn1 site has a strong impact on the stability of the structure, indicating
that a superstructure with an ordered vacancy distribution may exist.
With the applied DFT methods we were able to reproduce the exper-
imental GVDOS quite well, after applying a constant, relative frequency
shift, which as in other materials, indicates a systematic softening of the
calculated force constants. Differences between experiment and calculation
were analyzed and could be understood using effective potential calcula-
tions.
By grouping modes with similar energy and participation ratio we could
relate distinct peaks in the experimental GVDOS directly to atomic mo-
tions. Furthermore could clearly be demonstrated that the prominent
modes with anomalously low energy at 5 and 7 meV (labeled A and B
respectively) correspond to atomic motions of Zn2, Zn3 and Zn4 atoms,
while the modes belonging to peak D at 13 meV can be attributed to vi-
brations of the Zn5 atoms of the icosahedron. Finally, the modes that are
responsible for peak G indicate a cluster mode, of this icosahedral shell.
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Chapter 6.
The ScZn6 1/1–Approximant
In the following chapter dynamical properties of another Zn–based CMA,
the ScZn6 1/1–approximant to the icosahedral quasicrystal i–MgScZn [49],
are investigated. The Sc–Zn phases are closely related to the Cd–Yb and
Cd–Ca systems, in which the first stable binary quasicrystal, i–Cd5.7Yb
[112], could be evidenced. The quasicrystalline i–Cd5.7Yb and its 1/1–
approximant Cd6Yb [41] are built up from the same cluster building blocks,
arranged quasiperiodically and on a cubic bcc–lattice [107, 108]. Due to
these constituting cluster motives, determined for the periodic approxi-
mant, it was possible to gain insight in the principles of the quasicrystalline
structure. The structural building blocks of both, the Cd–Yb (Cd–Ca) and
the Sc–Zn system are so–called Tsai type clusters (see also chapter 2), which
consist of a sequence of successive shells with icosahedral symmetry. The
innermost shell, which is a tetrahedron of Cd or Zn atoms, however, breaks
the icosahedral symmetry and gives rise to interesting static and dynamic
effects in these systems. The Cd6Yb 1/1–approximant undergoes a phase
transition to a low temperature (LT) ordered state at 110 K and ambi-
ent pressure, in which the tetrahedra are oriented anti–parallel along the
(1,1,0) direction of the bcc unit cell [110]. Further phase transitions with
different types of tetrahedron ordering are found in experiments conducted
under pressure [117]. Due to the isostructural building blocks of the Sc–
Zn system it is not surprising that also in the ScZn6 1/1–approximant an
order–disorder phase transition with tetrahedron ordering along the (1,1,0)
direction of the high temperature (HT) bcc phase is observed. Here the
transition temperature, however, exhibits a significant variation depending
on exact composition and applied heat treatment [50].
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6.1. Structure
The structure of the ScZn6 1/1–approximant, as well as that of the icosa-
hedral quascicrystal i–MgScZn [49]1, can be described in the framework of
cluster decomposition, as applied for other phases throughout this work.
The main building blocks of ScZn6 are Tsai–type clusters, with the inner-
most shell being the symmetry breaking Zn tetrahedron. This innermost
shell is surrounded by a dodecahedral shell of Zn atoms which, however,
is distorted due to the tetrahedron inside. The next shell consists of an
icosahedron decorated with Sc atoms, which then in turn is surrounded by
a Zn icosidodecahedron (see Fig. 6.1). Such clusters are located at body–
center and corner positions of the cubic HT phase. Therefore the structure
can be described as a bcc packing of Tsai–type clusters plus connecting
glue atoms (see Fig. 6.2). An even more compact description is obtained
when the glue atoms are also expressed in terms of clusters. Indeed, they
form rhombic triacontahedra (RTH), which surround the Tsai–type cluster
shells. Thus we finally can describe the ScZn6 structure as a bcc packing of
interpenetrating RTH clusters, which share faces along their two–fold axis
and overlap along their three–fold direction [26].
Figure 6.1.: Structure of the ScZn6 1/1–approximant displaying the con-
stituent shells of the cluster building blocks. The Zn tetrahedron2 is
followed by a Zn dodecahedron, a Sc icosahedron and a Zn icosidodec-
ahedron, forming a Tsai–type cluster. The outermost shell is a rhombic
triacontahedron. Zn atoms are in red, Sc atoms in cyan.
Tsai–type clusters in principle evidence high symmetry, yet due to the
tetrahedral shell this symmetry is broken. From simple geometrical consid-
erations it becomes evident, that the tetrahedral shell can occupy several
1Recently also a binary quasicrystal could be found in the Sc–Zn system [17]. Up to
now the structure is, however, not unambiguously determined.
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Figure 6.2.: Structure of the ScZn6 1/1–approximant as bcc packing of
Tsai–type clusters. The blue atoms are Zn glue atoms, which can also
be represented in a further cluster shell.
energetically equivalent orientations within a Tsai–cluster. While Lin et al.
[70] reported twelve atomic positions with large ADPs, that can be occu-
pied by the four Zn atoms of the innermost shell, recent single crystal data
seem to indicate that these twelve position are split into two, leaving us
actually with 24 atomic positions3. In a simplified geometric picture these
atomic positions can be regarded as the double split mid–edge positions of
a cubic shell as depicted in Fig. 6.3.
Ishimasa et al. [50] showed that while the tetrahedral shell is disordered
at higher temperatures – meaning a random distribution of the tetrahe-
dra over the different possible orientations – the tetrahedra order in the
LT phase in anti–parallel fashion along the (1,1,0) direction, resulting in a
doubling of the unit cell and a change from cubic to monoclinic symmetry
(see also Table 6.1). The phase transition, which leaves its fingerprints
in specific heat, electric resistivity and laboratory X–ray measurements
[118], was also evidenced in synchrotron experiments, conducted at the
ESRF beamline D2AM. These synchrotron data furthermore showed dif-
fusive scattering above Tc4 at positions equivalent to those of the LT su-
3Private communication with Tsunetomo Yamada.
4The transition temperature of the single crystal for X–ray scattering was 157 K, while
the polycrystal for neutron scattering evidenced the transition at 168 K.
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Figure 6.3.: Possible tetrahedron positions in the ScZn6 1/1–
approximant. Left: Lin model [70] with 12 different tetrahedron sites.
Right: Tetrahedron positions from effective potential calculations, ev-
idencing a double splitting of these positions, thus giving rise to 24
atomic positions.
perstructure reflections. The occurrence of the diffusive intensity and the
narrowing of its peak shape with decreasing temperature is also the signa-
ture of the order–disorder phase transition. This means that the correlation
length increases strongly with decreasing temperature, making finally the
lattice distortion, which leads to the LT phase, emerge5.
HT LT
space group Im3 C2/c
a 13.8311(5) 19.47(5)
b 13.8311(5) 13.79(3)
c 13.8311(5) 19.55(5)
α 90 90
β 90 89.931(3)
γ 90 90
Table 6.1.: Lattice parameters and space group for HT and LT phase of
ScZn6, from [111] and [50], respectively.
While these experimental findings make it obvious that the phase transi-
5Private communication with T. Yamada
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tion is closely related to the ordering of the Zn tetrahedra, an open question
remains whether the latter ones are randomly oriented at higher tempera-
ture or if they indeed flip permanently from one orientation to another. As
will be discussed in section 6.4, molecular dynamics simulations strongly
suggested that the tetrahedra are dynamically reorienting. To prove this
assumption ScZn6 was investigated by neutron scattering experiments, as
will be presented in the following paragraph.
6.2. Inelastic Neutron Scattering
To evidence possible dynamical reorientations between different tetrahe-
dron configurations, neutron scattering once more proves to be a powerful
technique. As pointed out in section 3.4, a reorientation of a rigid atomic
unit corresponds to a spatially limited diffusion process and is thus ex-
pected to yield a distinct quasielastic contribution. This signal is expected
to expose a Lorentzian line shape and occurs in the direct vicinity of the
elastic line. Therefore a spectrometer with high energy resolution is crucial
to investigate the quasielastic contribution to the dynamic response func-
tion. IN5 is a cold neutron time of flight spectrometer, which offers the
necessary high energy resolution, and is therefore perfectly suited to inves-
tigate quasielastic scattering. For our purpose, a polycrystalline sample of
ScZn6, with the nominal composition Zn85.5Sc14.5 (for further details on
the sample preparation see [118]), was investigated at this spectrometer
at the ILL in Grenoble. IN5 was operated with an incoming wavelength
of 5 Å and an energy resolution of about 0.1 meV. A drawback coming
along with the need of a high resolution is the rather reduced Q–range,
making an exact analysis of the Q–dependence of the quasielastic signal
quite difficult.
To explore the suspected tetrahedron flips and their relation to the phase
transition in ScZn6, the S( ~Q, ω) intensity distribution was determined for
different temperatures above Tc for a measuring time of at least 5 hours
per temperature. In addition a measurement at 150 K and thus clearly
below Tc was conducted for a total measuring time of three hours. A
comparison of the quasielastic signal at room temperature and below Tc
shows distinct differences (see Figs. 6.4 and 6.5). For simplicity the regu-
lation temperatures is quoted throughout this paragraph, while the actual
sample temperature deviates sligthly from these values. The true sample
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temperatures are yet listed in Table 6.2.
Figure 6.4.: Quasielastic part of the dynamical structure factor of ScZn6
determined from the IN5 measurement above Tc, at 300 K.
Figure 6.5.: Quasielastic part of the dynamical structure factor of ScZn6
determined from the IN5 measurement below Tc, at 150 K.
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While the low temperature measurement does not display any signs
of quasielastic scattering (Fig. 6.5), the room temperature measurement
clearly contains a strong quasielastic contribution (Fig. 6.4).
To facilitate the interpretation of these data, in a next step the dynamical
structure factor is integrated over the accessible Q–range, thus improving
the statistics of the quasielastic signal. For the different temperatures we
therefore obtain functions, which only depend on the energy ω, as depicted
in Fig. 6.6.
Figure 6.6.: Comparison of the Q–integrated, quasielastic signal, mea-
sured for different temperatures at the IN5 spectrometer.
Indeed the already observed differences in S( ~Q, ω) become even more
evident in the integrated data. While the measurement at 150 K does not
contain any quasielastic contribution6, the data at more elevated temper-
atures exhibit non–negligible quasi–elastic contributions with Lorentzian
line shape. Indeed the integrated spectra at 175 K, 200 K, 250 K and 300
K exhibit Lorentzian contributions, which change with temperature.
These findings are in agreement with the qualitative expectations for a
model of rotating tetrahedra. The lack of quasielastic signal below Tc indi-
6The elastic signal is of Gaussian line shape, which is due to the instrumental resolution.
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cates that the tetrahedra are ordered and do not change their orientation
any more. For temperatures above the transition temperature of 168 K,
the quasielastic signal becomes visible, a fact which is perfectly compatible
with the picture of tetrahedra starting to reorient. From the quasielastic
signal it is in principle possible to extract the average residence time τ
of the tetrahedron in a certain orientation as well as the temperature de-
pendence of the latter one. The width of the Lorentzian contribution is
proportional to 1/τ and has to be determined by fitting the experimental
curves.
To accurately fit the Q–integrated data, first the elastic line was fitted.
A δ–peak was convoluted with the resolution function and a constant back-
ground was added7. Afterward the remaining signal, was fitted by a single
Lorentzian, centered at the elastic line.
For ScZn6 this, however, turned out to be a difficult task, since the fit-
ting procedure did not yield unambiguous results. In fact both scenarios,
a temperature dependent Lorentzian width as well as an almost constant
width were able to decently reproduce the experimental results. The physi-
cal meaning of these two scenarios is yet totally different. A constant width
may be interpreted as a phonon–mediated process, whereas an increase of
linewidth with temperature indicates a classical over–barrier jump. This
ambiguity could only be solved after conducting a second experiment at
the same spectrometer, but this time for elevated temperatures (300 K, 425
K and 550 K). The high temperature data evidenced a clear increase of the
Lorentzian width with increasing temperature, thus pointing to a classi-
cal over–barrier–jump mechanism. The detected increase in linewidth can
readily be seen in the bottom panel of Fig. 6.7. There a crossing of the
quasielastic contributions of the different temperatures is visible, what in
turn is only possible for an increasing Lorentzian linewidth.
Now, starting with the high temperature data the fitting procedure could
successfully be applied. First, the accessible Q–space was divided into two
regimes (1.3–1.7 Å−1 and 1.7–2.1 Å−1), within which a Q–integration was
conducted, again to improve the statistics of the signal. Thus at each
temperature two different spectra remained to be fitted. As an additional
constraint, the total quasielastic signal was assumed to remain constant in
accordance with equation (3.110). The fits were optimized to achieve the
7A constant background was found to account best for inelastic contributions in the
low energy range.
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Figure 6.7.: Comparison of the Q–integrated, quasielastic signal in ScZn6
from two different experiments at the IN5 spectrometer. Top: Low
temperature measurement. Bottom: High temperature measurement.
In the bottom panel the crossing of the curves is nicely visible.
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best agreement for the Anti–Stokes side (energy gain), since the accessible
range for energy loss was limited by the spectrometer. The resulting fits are
depicted in Fig. 6.8 and 6.9, showing good agreement with the experimental
curves. Moreover, the increase in Lorentzian linewidth, especially for the
HT data, is clearly visible in these graphs.
T[K] FWHM[meV] int.[a. u.] FWHM[meV] int.[a. u.]
550 (535.8) 1.51 0.22 1.42 0.44
425 (420.1) 0.79 0.49 0.92 0.73
300 (299.2) 0.59 0.60 0.51 1.32
300 (298.6) 0.51 0.71 0.57 1.16
250 (249.6) 0.22 1.61 0.31 2.13
200 (200.0) 0.12 2.92 0.16 4.12
Table 6.2.: Characteristics of the fitted Lorentzians for the quasielastic
signal in both Q–regions. Width and intensity are determined for the
two different Q–ranges, from 1.3 to 1.7Å−1 and from 1.7 to 2.1Å−1, re-
spectively. The first column contains the regulation temperature, while
the sample temperature is denoted in brackets
The parameters, corresponding to the fitted Lorentzian contributions are
denoted in Table 6.2 for the different investigated temperatures.
Widths and intensities, extracted for the two different Q–ranges, are not
in perfect agreement, however, they point into the same direction. From
these findings it is obvious, that the tetrahedron motion (the flip rate)
gradually slows down with decreasing temperature until it finally freezes
in at the transition temperature.
It has to be pointed out that the applied fitting procedure still implies
certain approximations. First, the Q–integration in principle is only valid,
if the quasielastic width does not depend on Q. This is a strong constraint,
which is completely justified only for jump–models that involve three or
less sites (see also equation (3.110)). Models with more than three sites,
comprise different Lorentzian functions with changing relative intensities
[8], thus introducing a Q–dependence of the total quasielastic signal. As
depicted in Fig. 6.6 and 6.7, fits with a single Lorentzian contribution yield
good agreement with the experimental data, while a fit with more than
one Lorentzian would leave us with too many free parameters. Indeed, to
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Figure 6.8.: Quasielastic signal of ScZn6 measured for different temper-
atures at the IN5 spectrometer. The experimental data are shown in
black, the fitted curves are in red, while the Lorentzian contribution is
depicted in blue. The dashed line represents the instrumental resolu-
tion. Fitted constant background and elastic singal are not shown. Left:
Integration interval 1.3–1.7Å−1. Right: Integration interval 1.7–2.1Å−1.
166 Chapter 6. The ScZn6 1/1–Approximant
0
4e-06
8e-06
1.2e-05
I n
t e
n s
i t y
 ( a
r b .
 u n
i t s
)
0
4e-06
8e-06
I n
t e
n s
i t y
 ( a
r b .
 u n
i t s
)
-2 -1.5 -1 -0.5 0
E (meV)
0
4e-06
8e-06
I n
t e
n s
i t y
 ( a
r b .
 u n
i t s
)
-2 -1.5 -1 -0.5 0
E (meV)
300K
425K
550K
300K
425K
550K
Figure 6.9.: Quasielastic signal of ScZn6 measured for different temper-
atures at the IN5 spectrometer. The experimental data are shown in
black, the fitted curves are in red, while the Lorentzian contribution is
depicted in blue. The dashed line represents the instrumental resolu-
tion. Fitted constant background and elastic singal are not shown. Left:
Integration interval 1.3–1.7Å−1. Right: Integration interval 1.7–2.1Å−1.
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really separate possible, different Lorentzian contributions, a much better
statistics would be necessary, such that a Q–integration can be omitted.
Therefore the data have been fitted with only one Lorentzian function,
meaning that we actually average over different contributions.
Nevertheless, this enables an estimate of the residence time between two
tetrahedron reorientations. As discussed in section 3.4, the Lorentzian
linewidth of the quasielastic signal is directly related to the residence time
of the atoms at a certain site. For a single Lorentzian, the residence time
can be expressed as:
τ [ps] ≈ 0.66
Γ[meV ]
(6.1)
Despite the assumption of a Q–independent Lorentzian contribution in
the applied fitting model, with equation (6.1) a rough estimate for the
residence time τ , can be obtained. The extracted time scale is of the order
of a few ps, as denoted in Table 6.3:
T[K] τ [ps]
550 0.45
425 0.77
300 1.21
250 2.49
200 4.71
Table 6.3.: Estimated residence times for the tetrahedron atoms in
ScZn6 for different temperatures. They are obtained from the averaged
Lorentzian width at each temperature.
6.2.1. GVDOS
The main purpose of the conducted experiments was to understand the
dynamics of the tetrahedral shell, contained in the quasielastic part of the
spectrum. Nevertheless, it is worthwhile to take a closer look at the com-
plete vibrational spectrum to extract information on the dynamics of the
whole system. Fig. 6.10 displays the experimentally determined inelastic
dynamical structure factor for the whole accessible (Q,ω)–range on the
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Anti–Stokes side at room temperature. From such S(Q,ω) intensity distri-
butions the GVDOS of ScZn6 was extracted for the different temperatures,
as described in section 3.3.3.
Figure 6.10.: Dynamical structure factor of ScZn6 for the whole accessi-
ble spectrum of the IN5 measurement above Tc, at 300 K.
The GVDOS, obtained for the different temperatures, have a compara-
bly simple overall shape with four main peaks and a few smaller features
(Fig. 6.11). While the LT phase evidences strong maxima at 29 meV and
21.5 meV, we find these two peaks shifted to slightly lower energies above
Tc. Furthermore a temperature independent, pronounced minimum is vis-
ible at 11 meV close to the corresponding maximum at 10 meV. In addition
the observed double peak at 14 and 16 meV also remains unchanged with
temperature.
In summary, the GVDOS of ScZn6 exhibits some distinct features with
small anharmonic temperature dependence of the high energy peaks, while
it is intersting to notice that the features below 16 meV seem to evidence
no changes with temperature. In agreement with our expectations, also
for this phase an increased peak smearing at higher temperatures becomes
visible.
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Figure 6.11.: ScZn6 GVDOS at different temperatures, determined from
IN5 measurements. The spectra are not corrected for multi–phonons.
An offset is introduced to facilitate the comparison.
6.3. Ab–initio Calculations
Unfortunately, the unit cell size of ScZn6 is already on the verge of what is
feasible with ab–initio DFT methods and therefore only a small part of the
computational results for this phase has been achieved by this approach.
6.3.1. GVDOS
Like for the different Mg–Zn phases, the GVDOS of ScZn6 was calculated
within the harmonic approximation (see section 4.4.1), using a unit cell
approach. Due to the symmetry breaking tetrahedron at the cluster center,
it turned out to be a challenging problem to converge the structure to
an equilibrium configuration. Although the electronic ground state could
finally be reached within the required accuracy, the afterward determined
GVDOS appeared to have some negative eigenvalues.
This is yet something one might expect, keeping in mind that the exper-
imental low temperature state evidences a doubling of the unit cell related
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Figure 6.12.: Comparison of experimental (black) and ab–initio calcu-
lated (red) GVDOS. The ab–initio data have been corrected for a uni-
form frequency shift of γ=0.07 following equation (4.65).
to the tetrahedron ordering (see section 6.1). As a consequence the lowest
energy configuration cannot be reached by a unit cell calculation. In fact,
from this point of view one should actually expect instabilities (and thus
negative eigenvalues) in the dispersion curves of the unit cell calculation.
For the DFT calculations again the PAW–GGA method implemented
in the VASP code [62, 63] was used in combination with the PHONON
package, as outlined in section 4.4.1. The DFT calculations were conducted
with accurate setting and a k–point mesh of 2×2×2. Due to the large
system size with 168 atoms, it was not possible to converge the k–point
settings more carefully, though from experience with other CMAs this k–
point mesh was estimated to be sufficient. If the negative eigenmodes in
the calculated GVDOS are suppressed, a quite good agreement between
experiment and ab–initio calculations becomes evident (see Fig. 6.12).
The main peaks of the GVDOS are reproduced in position, shape and
intensity, meaning that the ab–initio approach again proves to work quite
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Figure 6.13.: Experimental (black) and calculated (red) GVDOS for
ScZn6 with empty cluster center. The ab–initio data have been cor-
rected for a uniform frequency shift of γ=0.06 following equation (4.65).
well. There are of course still differences between experiment and simula-
tions, which may have several reasons. Firstly the experimental Q–range
of IN5 is rather small, while the calculation was done for a sampling of
the whole reciprocal space8. The discrepancies below 5 meV are likely to
be related to the fact that the tetrahedron ordering could not be correctly
accounted for in the unit cell approach.
This hypothesis is strengthend, when the GVDOS of a hypothetical
ScZn6 structure with an empty cluster center is considered. By remov-
ing the tetrahedral shell, the symmetry breaking is lifted and the negative
eigenmodes in the GVDOS disappear. The agreement between this arti-
ficial compound and the experimental data is quite good, especially the
problems at low energies disappear (see Fig. 6.13).
8As was demonstrated in the case of Mg2Zn11 this can effect the intensity distribution
of the GVDOS.
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From these results for the hypothetical tetrahedron–less structure, it
seems reasonable that the ordered low temperature structure would yield
the correct GVDOS. Already now the GVDOS is well reproduced and the
understanding of the occurring differences, ensures us that our calculations
are powerful enough to tackle the dynamics of this system.
6.3.2. The Nudged Elastic Band Method (NEB)
Before the dynamical behavior of the tetrahedron motion will be accessed
by MD simulations, the nudged elastic band method is used to investigate
tetrahedron jumps from a quasi–static point of view. The NEB method,
which is also implemented in VASP, is a tool to investigate reaction paths
and is indeed well suited to determine energy barriers that separate two
different states of a system [47, 55]. If two different configurations of a sys-
tem are known, the NEB algorithm seeks to find the minimum energy path
to get from one such configuration to the other. For a detailed introduction
see [47]. In our case the NEB method can thus be used to calculate the
energy barriers that have to be overcome to switch the tetrahedron from
one orientation to another.
Figure 6.14.: Two possible reorientation schemes for a tetrahedron flip.
Left: 90° rotation around a two–fold axis (in plane) of the tetrahedron.
Right: 60° rotation around a three–fold axis (out of plane) of the tetra-
hedron.
As already discussed above, the ab–initio approach is limited to the unit
cell of ScZn6 and therefore the experimentally found tetrahedron corre-
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lations cannot be accurately accounted for. Nevertheless it is possible to
investigate different reorientation schemes to get an idea about the required
energies. The reaction path and the corresponding barrier height for a rota-
tion of one tetrahedron was calculated, clearly showing that a tetrahedron
rotation around a three–fold axis of the tetrahedron is much more favor-
able as compared to a rotation around a two–fold axis. While from these
calculations the barrier height of a three–fold rotation for one tetrahedron
can be estimated to roughly 20 meV, it amounts to about 150 meV for a
two–fold rotation. This result corresponds well with what one would ex-
pect, keeping in mind that for a three–fold rotation only three atoms have
to move, while for a two–fold rotation all four tetrahedron atoms have to
change their position (see Fig. 6.14).
6.4. Tetrahedron Flips – A Study based on
Effective Potentials
To directly access the dynamical behavior of the tetrahedron by computa-
tional methods, MD simulations are a powerful tool. In principle ab–initio
MD could here also be an option. Due to the large simulation times that are
necessary to obtain a good time resolution and due to the limited feasible
system size, classical MD with effective interaction potentials is, however,
the far better choice.
In the Sc–Zn system oscillating pair potentials have proved to do an
excellent job in reproducing data from inelastic neutron scattering on a
triple–axis spectrometer [26, 75]. The same potentials were applied in
our simulations to approach the dynamics of the tetrahedral shell and the
surrounding environment.
MD simulations with a length of a few ns (about O(106) MD steps) have
been conducted again using the IMD code [103]. From these MD runs the
dynamical behavior of the Zn4 tetrahedra was extracted by investigation
of the particle trajectories.
Fig. 6.15 depicts the probability distribution for finding the tetrahedron
atoms at certain positions, projected along the z–axis as determined from
such MD runs. Red color indicates a high probability for finding a tetra-
hedron atom, while gray and white stand for low probabilities. The figure
shows projections along the c–axis, meaning that due to the symmetric
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arrangement not all positions with high probability are visible.
Figure 6.15.: Probability distribution of the tetrahedron atoms in ScZn6
at 150 K, 200 K and 300 K (from left to right), with increasing proba-
bility from gray to red.
From analyzing these color maps we can extract, that the tetrahedron
indeed is constantly reorienting, creating an (almost) equally distributed
probability of finding an atom on one of the available sites. For the 300 K
simulation the first impression is that twelve different tetrahedron positions
exist, which is thus in agreement with the model of tetrahedron atoms
sitting on the mid–edge position of a cube. For lower temperatures the
simulations, however, evidence a splitting of these positions, thus yielding
24 instead of twelve different positions.
At this point it is interesting to notice that an analysis of the different
tetrahedron orientations for a unit cell shows only one distinct tetrahedron
geometry, with three different edge lengths present (four edges of equivalent
lengths and two of different ones). This result was achieved by distributing
four tetrahedron atoms randomly on the symmetry equivalent cubic sites
of the innermost shell, corresponding to the Lin model [70]. This procedure
was applied for both, the tetrahedron at body–center and that one at the
corner position of the unit cell. Afterward the different configurations
were relaxed into the closest minima. The same systematic analysis for a
2 × 2 × 2 unit cell yields a slightly different picture. Here the relaxation
does not yield only one tetrahedron shape as ground state, but a wider
range of tetrahedra which evidence slight differences (see also [76]). This
can be interpreted as signature of a long–range interaction, like a mediated
tetrahedron–tetrahedron interplay. All together these results show rather
qualitatively that the tetrahedra are rotating. An open question remains
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yet to quantify these motions.
The first thing that comes in mind is to look for the quasielastic contri-
bution of the tetrahedron rotation to the vibrational DOS. For this purpose
the tetrahedron–tetrahedron auto–correlation is investigated and the tetra-
hedron DOS is calculated via the correlation function approach (see section
4.4.2). Hence, the partial density of states, steming from the tetrahedron
atoms, is computed by simply extracting their positions over long MD runs.
These calculations have again been conducted for a 2 × 2 × 2 supercell at
several different temperatures. And indeed, a clear trace of the quasielastic
signal is present in the vibrational spectrum of the 300 K data, while it
has (almost) disappeared for the 100 K calculation. Thus it becomes clear
that the tetrahedron motion freezes in at a certain temperature around
100 K, which is roughly in agreement with experimental data [111, 118].
Instead of a typical Debye–behavior, as found for the calculations within
the harmonic approximation (see Fig. 6.12), a steep intensity increase close
to ω = 0 is observed in the 300 K data, before the expected ω2–dependence
sets in (see Fig. 6.16). Mihalkovic and Henley [76] could demonstrate, that
this steep increase of the DOS is compatible with a simplified jump–model,
yielding a residence time of ∼17.5 ps at room temperature.
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Figure 6.16.: Density of states for tetrahedron atoms in ScZn6 at 100
K (black) and at 300 K (red), clearly evidencing the increase of the
quasielastic signal with temperature
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Figure 6.17.: Density of states for tetrahedron atoms in ScZn6, calcu-
lated from MD trajectories at different temperatures, convoluted with
a Gaussian resolution function.
Furthermore it is quite enlightening to analyze the exact temperature
dependence of the tetrahedron DOS in more detail. In Fig. 6.17 the partial
DOS of the tetrahedron atoms are compared for different temperatures.
While we see the expected smearing out of the prominent features with
increasing temperature, we also find signatures of anharmonic behavior in
the simulated data. Especially the peak at the high energy end of the
spectrum shows strong anharmonic behavior and gets considerably shifted
to lower energies (more than 1 meV between 100 K and 300 K). Taking
once more a look on the experimental GVDOS and its temperature depen-
dence, we recognize the same anharmonic behavior for the GVDOS peak
at about 29 meV. Hence, this strongly indicates, that the experimentally
evidenced shift of this peak also contains the signature of the dynamics of
the tetrahedral shell.
Experimentally it is not possible to extract the DOS only for the tetra-
hedron atoms so that a direct comparison of this quantity is not feasible.
Therefore the next step is now the reproduction of the experimental results
by means of MD simulations. For a comparison between experiment and
calculation the dynamical structure factor has to be calculated. Afterward
the quasielastic signal can be extracted, as will be discussed in the following
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paragraph.
6.4.1. QENS from MD Simulations
A comparison of the quasielastic signal from MD simulations with the ex-
perimental data, has turned out to be a difficult task for several reasons.
Due to the necessity of a good resolution in the frequency domain, long
simulation times are inevitable and therefore a large number of configu-
rations has to be stored. Storage problems can yet be omitted by only
saving the trajectory of selected tetrahedra (see also section 4.4.2). From
their trajectories the tetrahedron contribution to the dynamical structure
factor can be calculated and the corresponding Lorentzian width can be
extracted, thus making a comparison to the experimental results possible.
The drawback of this procedure is that it does not allow for a comparison
of the whole response function since only parts of the structure are consid-
ered. Moreover, a more severe restriction may be the fact that tetrahedron–
tetrahedron correlations might not fully be accounted for. Since ScZn6 is
a mainly coherent scatterer (see Table B.1) such correlations may have a
considerable impact on the dynamical structure factor9.
To investigate possible correlation effects in the coherent dynamical struc-
ture factor, different supercells were simulated10. The signal indeed evi-
denced slight changes for the different supercell models, yet the impact was
mainly on the intensities, while the Lorentzian width essentially stayed con-
stant.
To achieve a quantitative comparison with the above discussed exper-
imental results, the dynamical structure factor for the tetrahedra in a
4×4×4 unit cell, featuring 128 tetrahedra, was calculated for different
temperatures. Afterward the quasielastic signal, averaged over a certain
reciprocal space volume, was fitted by the same procedure used for the
experimental data. The fitting turned out to yield a much improved agree-
ment with the calculated signal, when a second Lorentzian component was
introduced (see Fig. 6.18). In fact, this means that we are dealing with
two kinds of processes that happen on slightly different timescales. From
further investigations of the tetrahedra trajectories it became evident that
9In the case of coherent scattering correlations may strongly effect the width of the
Lorentzian contribution [24].
10To limit the amount of data, these calculations were conducted with a higher number
of MD steps between the storage of the different tetrahedron configurations.
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Figure 6.18.: Calculated quasielastic signal for tetrahedron atoms in
ScZn6 for Q–values in the vicinity of 2.2 Å−1, from MD trajectories at
different temperatures, convoluted with a Gaussian resolution function.
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the shorter residence times belong to small distance jumps of tetrahedra
between the spilt positions, while the real tetrahedron reorientations take
place on the somewhat larger timescale. As discussed in section 6.2, we can-
not exclude the possiblity that the experimentally determined quasielastic
signal also contains more than one Lorentzian contribution and therefore
these simulation results do not necessarily mean a contradiction.
If now the extracted Lorentzian contributions are investigated, we indeed
find the same tendencies as for the experimental results. A clear increase
of width for the quasielastic signal is evidenced, with the time scale of the
reorientations in the same range as for the experimental data (see Table
6.4). Despite the fact that it was not possible to fit the the experimental
data with two Lorentzians, we find the simulation results thus compatible
with the experimental data.
T[K] Γ1[meV] Γ2[meV] τ [ps] τ [ps]
500 0.53 3.30 1.25 0.20
400 0.41 3.42 1.61 0.19
300 0.20 2.46 3.30 0.27
250 0.13 1.30 5.08 0.51
200 0.08 0.97 8.25 0.68
150 0.03 0.46 22.0 1.43
Table 6.4.: Characteristics of the Lorentzian fits for the quasielastic sig-
nal. Width and rough timescale are determined for Q–values in the
vicinity of 2.2 Å−1.
At room–temperature the simulation data yield residence times of ∼3.3
ps and ∼0.27 ps, which is in the same range as the experimental value of
∼1.21 ps11. Sources for differences between the experimental and the cal-
culated quasielastic signal may have different origins. One possibility still
remains the tetrahedron correlation. Although the investigated supercells
did not show strong influence of correlations on the width of the quasielas-
tic signal, it may still be possible that correlations are present, but that
the investigated supercells were still not big enough to really see such ef-
11The obtained residence times are distinctly different from the results of Mihalkovic and
Henley [76]. The reason for these discrepancies originates in the analytical expression
of their model being not entirely correct.
180 Chapter 6. The ScZn6 1/1–Approximant
fects. A second and more likely reason may be an incorrect barrier height
for a tetrahedron jump, which then would point to deficiencies in the used
effective potentials.
6.4.2. Further Aspects of Tetrahedron Dynamics
An interesting question concerning the tetrahedron ordering is also the
behavior when pressure is applied to the sample. For the isostructural
Cd6Yb 1/1–approximant phase Watanuki et al. [117] could prove that the
phase diagram offers a rich variety of ordered phases for experiments under
pressure.
It is now interesting to see that our simulations also evidence changes
in the tetrahedron dynamics when the lattice parameter is reduced, which
is equivalent to applying pressure. The simulations were conducted for
the same 2×2×2 supercell as before, only with reduced lattice parameter.
Figure 6.19 depicts the probability of finding a tetrahedron atom for a
cubic lattice constant of 13.53 Å whereas Fig. 6.20 shows the results for
an even smaller lattice constant of 13.33 Å. For the lower pressure (lattice
constant of 13.53 Å ) we find a broadening and a smearing out of the
tetrahedron positions, indicating a flattening of the potential landscape
around the minima as compared to the no–pressure case. The high pressure
simulation, now yields a totally different picture. First, the influence of
the lattice parameter on the transition temperature is visible. The 150
K simulation shows the tetrahedron at rest, while for the other two cases
at this temperature rotations were clearly present. If we then take a look
at the 300 K data, we find the probability distribution totally changed.
Instead of the 24 atomic positions that were found before, we now are left
with 48 positions in a unit cell.
To further investigate these findings four tetrahedron atoms were again
distributed randomly on the original tetrahedron sites of both clusters in a
unit cell. This was done in the same way as described in section 6.4, only
the lattice parameter was reduced to 13.33 Å. And indeed, the relaxation of
these high pressure unit cell configurations yields 48 different tetrahedron
positions. By exploring the resulting tetrahedra, we again find only one
specific tetrahedron shape. Yet this time with four different edge lengths
(twice two equivalent edges and two different ones), creating finally 48
atomic positions under the cubic symmetry group. This picture also gets
modified for bigger supercells, since correlations come into play.
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Figure 6.19.: Probability distribution of the tetrahedron atoms in ScZn6
under pressure, at 150 K and 300 K, with increasing probability from
gray to red.
Figure 6.20.: Probability distribution of the tetrahedron atoms in ScZn6
under high pressure, at 150 K and 300 K, with increasing probability
from gray to red.
182 Chapter 6. The ScZn6 1/1–Approximant
A further point which in a way can be related to pressure is the occu-
pancy of the cubic 8c site. In certain of the Cd–based structures this site
is partially occupied [42] while it seems to have no or at least a quite small
occupancy in ScZn6. The influence which an atom on such a 8c position
exerts on the tetrahedron dynamics was again studied with MD simula-
tions for the 2×2×2 supercell. The resulting tetrahedron distribution for
an occupation of 1/8 (i.e. one atom more in the unit cell) is depicted in
Fig. 6.21. It is intriguing how already such a small occupation of the 8c site
can have a strong impact on the tetrahedron dynamics. The probability
distribution appears strongly altered and the positions are hard to identify.
For bigger supercells with a smaller occupation of this site the influence
becomes smaller, as is exemplified for a tetrahedron far away from an in-
terstitial for a 8×2×2 supercell (right panel of Fig. 6.21). Thus this result
may serve as an explanation of the strongly sample–dependent transition
temperature that is experimentally evidenced for ScZn6.
Figure 6.21.: Probability distribution of the tetrahedron atoms at 150
K (left) and 300 K (middle) with interstitials at the cubic 8c site. The
right panel shows a 150 K simulation for a 8×2×2 supercell with one in-
terstitial far away from the depicted tetrahedron. Increasing probability
from gray to red.
6.5. Conclusion
The ScZn6 1/1–approximant was investigated by QENS, to develop an
understanding of the dynamics inside the constituting Tsai–type clusters.
A quasielastic signal with Lorentzian line shape could be extracted from
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experimental data, clearly pointing to a dynamical reorientation of the in-
nermost, symmetry breaking tetrahedral shell. A rough estimate of the
residence time between two tetrahedron jumps could be undertaken, yield-
ing a time scale of a few ps.
Furthermore, MD simulations were able to qualitatively reproduce the
experimental results, nicely showing that the tetrahedra are indeed reori-
enting in a dynamic fashion. The tetrahedron residence time that was
derived from these simulations, was yet strongly overestimated, a problem
that could not be solved so far.
The effect of pressure, altering the number of different tetrahedron ori-
entations, was also briefly discussed and may serve as comparison for struc-
ture determination of experimentally evidenced high pressure phases12.
Apart from the tetrahedron dynamics, the experimentally determined
GVDOS could be reproduced quite well by ab–initio calculations within the
harmonic approximation, however, again only after introducing a constant,
relative frequency shift.
12Recent X–ray experiments by T. Yamada indeed indicate a high pressure phase.
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Chapter 7.
The Clathrate System
Ba8Ge46−x−yNixy
The last chapter of this work will focus on the dynamics of the Ba–Ge–Ni
clathrate system. Clathrates are so–called cage compounds, implying that
these materials consist of an arrangement of atomic cages. Such structures
are originally not known from metallurgy but from water–hydrates, which
are crystalline solids, based on water molecules. In clathrate–hydrate sys-
tems, cages consisting of water molecules represent a host lattice, connected
by hydrogen bonds and stabilized by the encaged guest molecules [34, 89].
In the case of clathrate–hydrates the interior of the cages is usually occu-
pied by gas atoms or molecules – here especially methane hydrate has been
of considerable interest due to its natural occurrence. Methane hydrate
has raised some attention as a potential source of energy, but also because
of the impact the encaged methane may have as a greenhouse gas [101].
Despite the structural similarities, the scientific interest in CMAs with
clathrate structure is a different one. Metallic clathrates represent a class
of new materials with promising properties for potential thermoelectric ap-
plications. As a consequence of the cage structure of the host lattice and
the loosely–bound guest atoms inside, these materials evidence interesting
lattice dynamics, like a reduced thermal conductivity (see [21] for a short
review). For thermoelectric materials it is crucial to achieve a low thermal
conductivity, however, good electronic transport properties are necessary
at the same time. More formally this means one is aiming for a high ther-
moelectric figure of merit ZT = S
2σT
κl+κe
, where S is the Seebeck coefficient,
σ the electrical conductivity, T the temperature and κe and κl denote
electronic and lattice thermal conductivity [27].
The type I clathrate structures in the Ba–Ge–Ni system show strong
variation of their electronic properties, depending on the Ni content. In
fact a variation of the Ni content enables to control the charge carrier con-
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centration [83] in this phase. The possibility of carefully tuning electronic
properties makes it also highly desirable to be able to control the lattice
dynamics. Knowledge about tuning both electronic and lattice properties
would make improvements on ZT possible. Therefore the lattice dynamics
of the Ba–Ge–Ni system are investigated in detail throughout this chapter.
7.1. Structure
Ba8Ge46−x−yNixy is a type I clathrate (see Fig. 7.1), which consists of a
packing of two different kinds of atomic cages; a large, hexagonal truncated
24–atom trapezohedron and a small, regular dodecahedron of 20 atoms (see
Fig. 7.2). The structure can be described by a cubic average unit cell of
space group Pm3¯n, containing six big and two small cages. While the
cages form a host–framework that consists of mainly Ge with a small Ni
and vacancy content, the guest atoms inside the cages are loosely–bound
Ba atoms.
Figure 7.1.: Structure of the clathrate Ba8Ge46−x−yNixy, decomposed
into the constituting cages. Ni atoms are depicted in red, while Ba and
Ge atoms are magenta and green, respectively.
The type I clathrate structure in the Ba–Ge–Ni system is stable over a
wide composition range – the physical properties of Ba8Ge46−x−yNixy,
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Figure 7.2.: Big 24 atom cage (left) and small 20 atom dodecahedral
cage (right). Ni atoms are depicted in red, while Ba and Ge atoms are
magenta and green, respectively.
however, depend on the exact value of x and y [82]. Already at this point
it is worthwhile to notice that for a Ni content of x ≤ 6 the only disordered
site in this structure is the 6c position. It can be occupied by Ge, Ni or a
vacancy, while all other positions are clearly defined Ba and Ge sites [82].
The scientific interest in these materials is as stated above also related
to their interesting vibrational properties. The encaged Ba atoms are,
especially in the large cages, rather far away from their nearest neighbors
and one may expect from pure geometrical reasoning that these systems
evidence interesting lattice dynamics.
7.2. Inelastic Neutron Scattering
To gain insight in the dynamical properties of the Ba–Ge–Ni system a
single crystal with the nominal composition Ba8Ge42.1Ni3.50.4 and a cubic
average unit cell with a lattice parameter of 10.680(1) Å was investigated
by inelastic neutron scattering. This single crystalline sample was grown
by the Bridgeman technique in Ar atmosphere (for details see [83]) and
contained three grains, of which the biggest one was selected in the INS
experiments.
These experiments were conducted on the triple–axis spectrometer 2T
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at the LLB in Saclay. 2T is a thermal neutron spectrometer and was
operated in constant Q mode with a fixed final wave vector of 2.662 Å−1
and a resolution of ∼0.2 THz.
Figures 7.3 and 7.4 display the experimentally determined dynamical
response, along the reciprocal space direction (6, ξ, ξ) for energy scans at
constant q–values. Here once more q is given in Å−1, while ξ is denoted
in reciprocal lattice units. As discussed in section 3.5.1, the actually mea-
sured quantity is the convolution product of dynamical structure factor
S(Q,ω) and resolution function. Therefore the measured intensity dis-
tributions were fitted, to access dispersion curves and line shape of the
involved phonon branches. A harmonic oscillator function was applied to
account for the TA mode1, while the optical modes were fitted by Gaussian
profiles. Furthermore a constant background was added.
These scattering profiles were then convoluted with the 4D resolution
function of the spectrometer and their parameters were adjusted to best
match the experimental curves. Afterward the dispersion relation could be
extracted from the determined peak positions. The red curves in Figs. 7.3
and 7.3 are the fits to the experimental data, whereas the blue curves depict
the different excitations which are added up to yield the total fit.
The dispersion curve of Ba8Ge42.1Ni3.50.4 along (6, ξ, ξ) obtained from
these experimental data is depicted in Fig. 7.5. The TA mode shows a linear
dispersion up to q = 0.4 Å−1 where an interaction with a flat optic–like
branch, located at about 5.8 meV, takes place. At a phonon wave vector of
about 0.35 Å−1 these two branches begin to interact and a clear intensity
transfer from the acoustic to the flat optic–like branch is observed. As will
be discussed in section 7.3.1, it turns out that the flat low–lying branch
is indeed mostly due to rather localized Ba motions. These flat branches
are well known for other clathrate systems [20] and are often referred to as
rattling modes. Finally a flat dispersion–less optical band is visible at 10.8
meV, which stays almost constant in position and intensity over the whole
q–range.
The intensity transfer from the acoustic branch to the flat Ba mode is
also clearly observed in the evolution of the norm as defined in equation
(3.116). While the dispersionless optic–like excitation gains intensity, the
acoustic mode disappears gradually as depicted in Fig. 7.6.
1Additionally the effect of curvature was taken into account for the TA mode.
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Figure 7.3.: Energy scans for fixed wave vectors along (6, ξ, ξ) for
Ba8Ge42.1Ni3.50.4. The magnitudes of the wave vectors are denoted in
Å−1 in the upper right corner of each subgraph.
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Figure 7.4.: Energy scans for fixed wave vectors along (6, ξ, ξ) for
Ba8Ge42.1Ni3.50.4. The magnitudes of the wave vectors are denoted in
Å−1 in the upper right corner of each subgraph.
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Figure 7.5.: Dispersion curve along (6, ξ, ξ) for Ba8Ge42.1Ni3.50.4. The
TA mode (and the dispersive optic excitation) is depicted as squares,
while the low lying optic–like branch at about 5.8 meV is shown as
triangles. Circles stand for the optic excitation at 10.8 meV, error bars
are smaller than the symbol size. The color coded S(Q,ω) distribution
from DFT calculations, normalized by a factor ω/n(ω), for Ba8Ge40Ni6
is underlying. The applied frequency shift of γ = 0.4 follows equation
(4.65).
7.3. Ab–initio Calculations
Due to the fact that a supercell with the exact experimental composi-
tion exceeds the limits of ab–initio methods by far, calculations have only
been conducted for unit cells with selected Ge, Ni and vacancy contents.
As already briefly stated, the only position which exhibits disorder is the
6c position and therefore a systematic ab–initio investigation of distinct
compositions was nevertheless possible. In fact, the cage structure of Ba–
Ge–Ni offers the opportunity to decompose the system into a guest and
a host framework to directly study their respective influence on structure
and dynamics. Since DFT calculations succeeded to stabilize empty Ge46
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Figure 7.6.: Evolution of the norm for the different excitations along
(6, ξ, ξ) for Ba8Ge42.1Ni3.50.4. The TA mode is depicted as triangles,
while the low lying optic–like branch at about 5.8 meV is shown as
squares.
cages, the dynamics of guest and host lattice can be disentangled, by first
investigating the empty cages and then studying the influence of the guest
atoms afterward.
Furthermore the impact of Ni doping and vacancy content on stability
and dynamical properties can then be investigated. Due to the fact, that
the calculation costs for ab–initio studies are strongly dependent on the
number of Wyckoff sites, yet we had to restrict ourselves to configurations
with rather high symmetry.
7.3.1. Structural Stability
Despite these limitations, it was possible to investigate a variety of model
configurations by means of ab–initio calculations. For this undertaking,
again the DFT–code VASP [65] was used with accurate precision and a
4× 4× 4 k–point mesh, which was checked for convergence.
Interestingly the Ni and vacancy contents play a crucial role in the simu-
lations: pure Ba8Ge46 evidences instable modes in its vibrational spectrum,
thus pointing out that this configuration is not favorable. From several
different investigated structures only three did actually evidence (almost)
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no negative eigenfrequencies in their vibrational density of states and will
therefore be considered in further detail.
Table 7.1 compares the three stable structures, Ba8Ge40Ni6, Ba8Ge42Ni4
and Ba8Ge40Ni42, and lists their mutual relationship schematically. While
the Ba8Ge40Ni6 structure possesses cubic symmetry (Pm3¯n), due to the 6c
position being occupied only by Ni, the other two stable structures break
this symmetry. For Ba8Ge42Ni4 and Ba8Ge40Ni42 the Ni atoms have
been placed in a way to keep the highest possible symmetry, thus leaving
us in both cases with an orthorhombic unit cell of space group P42/mmc.
The transition from cubic to orthorhombic also results in a lifting of the
degeneracy of certain atomic positions. In fact the Ge 24k site splits into
three sites, while the Ba 6d position is replaced by two different Ba sites.
structure Ge46 Ba8Ge40Ni6 Ba8Ge42Ni4 Ba8Ge40Ni42
space group 223 223 131 131
Pearson cP46 cP54 tP54 tP52
lat. par.
a (Å) 10.769 10.766 10.845 10.630
b (Å) 10.769 10.766 10.92 11.013
c (Å) 10.769 10.766 10.92 11.013
Wyck. site decoration
16i Ge1 Ge1 Ge1 Ge1
Ge2a Ge2a Ge2a
24k Ge2 Ge2b Ge2b Ge2b
Ge2c Ge2c Ge2c
6c Ge3 Ni Ni Ni
Ge 
6d Ba1 Ba1a Ba1a
Ba1b Ba1b
2a Ba2 Ba2 Ba2
Table 7.1.: Space groups, lattice parameters and atomic sites, obtained
from computational studies of the Ba–Ge–Ni system. The Wyckoff sites
in the left column are those of the high–symmetry cubic unit cell.
The different local environments for the encaged Ba atoms in these three
model structures are compared in Table 7.2. The substitution of Ni by Ge
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central atom neigh. R[Å] µ
Ba8Ge40Ni6 Ba1 Ge1 3.411 8
Ba1 Ge2 3.731 12
Ba8Ge42Ni4 Ba1 Ge1 3.452 8
Ba1 Ge2 3.584–3.777 12
Ba8Ge40Ni42 Ba1 Ge1 3.408 8
Ba1 Ge2 3.675–3.793 12
Ba8Ge40Ni6 Ba2 Ge2 3.557 8
Ba2 Ni 3.806 4
Ba2 Ge1 4.007 8
Ba2 Ge2 4.120 4
Ba8Ge42Ni4 Ba2 Ge2 3.431–3.828 8
Ba2 Ni(Ge) 3.664(4.010) 2(2)
Ba2 Ge1 4.025–4.107 8
Ba2 Ge2 4.116–4.249 4
Ba8Ge40Ni42 Ba2 Ge2 3.511–3.518 8
Ba2 Ni 3.682 2
Ba2 Ge1 3.973–4.028 4
Ba2 Ge2 4.024–4.282 8
Ba8Ge42Ni4 Ba3 Ge2 3.591 8
Ba3 Ni 3.861 4
Ba3 Ge1 4.006 8
Ba3 Ge2 4.139 4
Ba8Ge40Ni62 Ba3 Ge2 3.606 8
Ba3 Ni 3.849 4
Ba3 Ge1 3.849 8
Ba3 Ge2 4.044 4
Table 7.2.: Cage types and nearest neighbor distances for the three dif-
ferent Ba–Ge–Ni compositions under consideration. The multiplicity µ
denotes how often a certain neighbour occurs within the given range.
does not introduce major changes in the local environments, yet the cages
get slightly distorted, thus causing the change from cubic to orthorhombic
symmetry. This is due to the Ni–Ge bond distance (∼2.35 Å to 2.41 Å)
for the 6c site being slightly shorter than that one of the Ge–Ge bond
7.3 Ab–initio Calculations 195
for this site (∼2.52 Å). As already shown in Table 7.1 the substitution
moreover is responsible for an increase in lattice parameter, what clearly is
related to the bigger Ge–Ge bond distances. Both findings, the increase in
bond distance as well as the increase in lattice parameter are in qualitative
agreement with experimental findings by Nguyen et al. [83].
Even the introduction of two vacancies on the 6c site has rather small
influence on the local environments–again the cages are distorted, what this
time is related to the Ge– distance of ∼2.25 Å being obviously smaller
than the Ge–Ge and the Ge–Ni distances, again in agreement with [83].
This shorter distances also introduce a decrease in lattice parameter, yet
only along one axis, while along the other two axis we find it even slightly
bigger than for the cases without vacancies (see Table 7.1).
To conclude this ab–initio structure analysis it has to be pointed out once
more that the structure investigation has only been conducted for highly
symmetric model configurations of Ni and Ge atoms on the 6c site – it is
likely that less symmetric distribution of Ge, Ni and vacancies as well as
bigger supercells may also render other configurations stable2.
Nevertheless, already these different model structures will enable us to
investigate the lattice dynamics in Ba–Ge–Ni in a detailed fashion.
7.3.2. Dynamical Structure Factor
As described in section 4.4.1 eigenvalues and eigenvectors can be deter-
mined by usage of the VASP/PHONON package thus enabling us to calcu-
late dynamical properties within the harmonic approximation. Following
this approach the S( ~Q, ω) response function for the reciprocal space di-
rection (6, ξ, ξ) was calculated for the different models, yielding the best
agreement for Ba8Ge40Ni6, as shown in Fig. 7.5. As compared to the other
CMA phases, investigated throughout this thesis, the frequency shift of
γ = 0.4 (see eqn, (4.65)), which is necessary to match the acoustic modes,
is quite large. The weakly dispersive optic branch which the experimental
data evidence between 8 meV and 9 meV, is clearly visible in the calcu-
lated dynamical structure factors, though it is, due to the applied frequency
rescaling, shifted towards too high energies. The same is valid for the flat
optic excitations at about 11 meV. For the acoustic mode and the low–
2recently the high–temperature phase Ba8Ge433 was discovered to arrange in a stable
superstructure with a partially ordered vacancy distribution [5].
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lying rattling mode close to 6 meV, after rescaling the simulation is able to
reproduce the experimentally observed behavior.
However, the necessity of this large frequency shift clearly means that
our DFT calculation is not able reproduce the flat Ba mode at the correct
position of 5.8 meV, but originally locates it at roughly 4.5 meV. Further-
more the velocity of sound is strongly underestimated. The reason for this
deficiency in the DFT–calculations is to be found in an underestimated
bond strength between the Ba atoms and the surrounding cages, a result
which was very recently also observed in the Ba–Ge–Zn system [60].
Figure 7.7.: Color coded dynamical structure factor along the reciprocal
space direction (6, ξ, ξ) for pure Ge46, from ab–initio calculations.
After facing the comparison with experimental data we now turn to the
different model systems that have been introduced in section 7.3.1. By
investigating the dynamics of these different systems it is then possible to
disentangle the influence of the constituents. First the empty Ge46 cages
will be investigated, since these cages are the basic building blocks of these
clathrate structures.
The calculated dynamical structure factor for the empty framework along
the reciprocal space direction (6, ξ, ξ) is shown in Fig. 7.7 and displays a
linear dispersion up to 6 meV for the TA branches (even up to 9 meV for
the LA mode). The acoustic modes are then followed by a broad optic–like
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Figure 7.8.: Color coded dynamical structure factor along the reciprocal
space direction (6, ξ, ξ) for Ba8Ge40Ni6, from ab–initio calculations.
Figure 7.9.: Color coded dynamical structure factor along the reciprocal
space direction (6, ξ, ξ) for Ba8Ge42Ni4, from ab–initio calculations.
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Figure 7.10.: Color coded dynamical structure factor along the reciprocal
space direction (6, ξ, ξ) for Ba8Ge40Ni42, from ab–initio calculations.
band, consisting of many branches, at about 10 meV.
If this is now compared to what we have found earlier for the Ba8Ge40Ni6
structure, we see strong differences. The flat optic–like excitation, that was
observed at low energies in the filled cages has completely disappeared,
thus strengthening our interpretation of this branch being a rattling mode
of encaged Ba atoms. Moreover the TA and LA branches evidence a much
steeper dispersion for the empty cages. Thus the introduction of the Ba
guest atoms inside the cages results in a distinct reduction of the velocity of
sound. In addition, the TA mode in the Ba8Ge40Ni6 compound bends over
at much lower q–values, which is obviously also related to the appearance
of the flat Ba band.
Despite the fact, that the best agreement between experimental and cal-
culated dispersion was obtained for Ba8Ge40Ni6, it is interesting to inves-
tigate the structure factors of the two other stable unit cell configurations,
Ba8Ge42Ni4 and Ba8Ge40Ni42. While the configuration with two vacan-
cies shows an almost instability, a behavior which certainly is not observed
experimentally (see Fig. 7.9), the Ba8Ge42Ni4 response function is not very
different from the Ba8Ge40Ni6 case (see Fig. 7.10). It is also worthwhile
to note that the replacement of Ni by Ge influences especially the flat Ba
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mode and the optic mode at about 11 meV, while the overall impression
remains quite similar. In fact the localized Ba modes seem to be perfectly
flat for Ba8Ge42Ni4, however, have less intensity as compared to full Ni
occupancy at the 6c site.
7.3.3. DOS
To investigate in further detail the impact, that the filling of the cages
and replacement of Ge with Ni or vacancies, exerts on the lattice dynamics
of the Ba–Ge–Ni system, the vibrational density of states and the cor-
responding partials are considered. These quantities are extracted from
ab–initio force calculations, via diagonalization of the dynamic matrix, as
was discussed in section 4.4.1.
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Figure 7.11.: Comparison of the DOS for pure Ge46 (blue) and elemental
Ge (red). The experimental results (black) are extracted from Nelin et
al. [81] and stem from neutron single crystal measurements.
A first rather surprising side note is that the DOS of elemental Ge and
Ge46 are, despite the completely different local environments of the Ge
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Figure 7.12.: Comparison of calculated total and partial DOS for pure
Ge46 and Ba8Ge40Ni6. The Ge46 DOS is rescaled by γ = 0.06. The
partials are weighted by their site multiplicities.
atoms, indeed quite similar (see Fig. 7.11). Experimental data for elemental
Ge were determined by Nelin et al. [81] and have been extracted for a
comparison with our DFT results. As becomes clear from Fig. 7.11, the
agreement between experimental data and calculation for the case of pure
Ge is quite good. Differences are only visible for a optical band at about
24 meV, which is shifted by about 1 meV towards higher energies in our
calculation.
The frequency shift (γ = 0.105), necessary to match experiment and
calculation is reasonable and thus strongly indicates that the pure Ge is
correctly reproduced by DFT. While the empty Ge46 cages evidence a vi-
brational spectrum which is not so different from elemental Ge, the filled
cages are distinctly different. To elaborate the differences and the direct
impact of Ba introduction, the vibrational DOS is decomposed in the cor-
responding partials as depicted in Fig. 7.12 for Ge46 and Ba8Ge40Ni6.
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Figure 7.13.: Comparison of calculated total and partial DOS for
Ba8Ge40Ni6 and Ba8Ge42Ni4. The Ba8Ge42Ni4 DOS is rescaled by
γ = 0.015. The partials are weighted by their site multiplicities.
After a rescaling of the frequencies (γ = 0.06) of Ge46 we find the vi-
brational spectra of the framework atoms for both structures to be very
similar. In fact the main differences between the DOS of empty Ge46 and
filled Ge40Ni6 frameworks are indeed due to Ba modes, which appear at low
frequencies and do not show contributions above 10 meV. Especially below
6 meV, the evidenced vibrations are almost pure, localized Ba vibrations,
indicating that these modes experience only weak coupling to atoms of the
framework. Since the introduction of the Ba atoms into the Ge–cages yields
an increase of the cage size, it is not surprising that this slightly changes the
spectrum of the Ge–atoms, as can be deduced from the necessary scaling
factor in Fig. 7.13. Although the flat rattling modes are almost pure Ba
vibrations, they nevertheless result in a reduction of the velocity of sound
of the host framework, since they force the acoustic mode to bend over at
considerably lower q–values. For other clathrate systems, this reduction
has been interpreted as an anti–crossing of the acoustic branch with the
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Figure 7.14.: Comparison of calculated total and partial DOS for
Ba8Ge42Ni4 and Ba8Ge40Ni42.vac rescaled by 0.985. The partials are
weighted by their site multiplicities.
rattling mode [20], yet experiment and simulation indicate that we are not
dealing with a typical anti–crossing behavior. In fact the flat Ba branch
stays almost perfectly flat for the whole q–range.
After discussing the effect of guest atoms, the next task is to investi-
gate the influence of different atomic species on the 6c site (Ge, Ni or
vacancy). In a comparison of Ba8Ge40Ni6 and Ba8Ge42Ni4 (Fig. 7.12),
the main differences are due to the Ba modes in the large, Ni–containing,
24–atom cages: Their vibrational spectrum is shifted by about 1 meV to
lower frequencies, nicely visible at the low energy double peak. Further-
more some discrepancies are visible for cage modes in the high energy end
of the spectrum, for energies above 27 meV.
Another comparison concerns Ba8Ge40Ni6 and Ba8Ge40Ni42 (Fig. 7.12),
and thus the effect of vacancies at the 6c site. It turns out that in this case
the differences are even less pronounced, except for a slight excess of modes
at very low energies. Yet, this is related to the discrepancies already evi-
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denced in the dynamical structure factor.
From this comparison we can draw two important conclusions. Firstly,
the vibrations at energies between 4 meV and 6 meV are clearly dominated
by Ba atoms, thus confirming what was already suggested in 7.3.2. Sec-
ondly we see that the appearance of low–lying Ba modes has a strong effect
on the acoustic modes, resulting in a considerable reduction of the sound
velocity.
Moreover, the DOS of the filled cages can almost be described by the
rescaled DOS of the empty cages plus low–energy Ba modes, indicating that
the coupling between guest and host vibrations is, except for the low energy
region, in general rather weak. For the vibrational DOS, the occupation
of the 6c site has an impact on the Ba2 atoms in the large cages, but does
otherwise not result in strong changes below 25 meV.
7.3.4. Mode Analysis
Although it has already become evident that the low–lying excitations are
basically pure Ba2 vibrations, this will be emphasized once more by in-
vestigation of the participation ratio of Ba8Ge42Ni4 for modes along the
direction (6, ξ, ξ) (see section 5.3.8 for its definition). As can be observed
in Fig. 7.15, there is a large number of low energy modes that evidence a
extreme localization, with a PPR only slightly above zero.
A visualization of modes in this frequency range and with such low PPR
– indicated by the rectangular area in the top panel of Fig. 7.15 – is shown
in the bottom panel of Fig. 7.15, for a projection along a unit cell axis.
The pronounced vibrations of the Ba atoms (red) are clearly visible, while
the other atoms are only slightly involved, thus removing the last doubts
about the character of these modes.
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Figure 7.15.: Top: Participation ratio for the dispersion curve along
(6, ξ, ξ) for Ba8Ge42Ni4. Bottom: Projection of the time–averaged prob-
ability of finding a particle at a certain position for modes with frequency
and PPR within the red box indicated in the top panal, also for the
(6, ξ, ξ) direction in Ba8Ge42Ni4. The probabilities are obtained from
the time evolution of vibrational eigenstates as described in the case of
Mg2Zn11 (see section 5.3.8). The unit cell edges are indicated in black,
while Ba atoms are in red, Ge atoms in pink and Ni atoms in blue.
Their amplitudes are exaggerated to emphasize the rattling modes.
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7.4. Conclusion
The Ba–Ge–Ni system was investigated by inelastic neutron scattering ex-
periments and DFT calculations. From the obtained experimental data, it
was possible to extract the dispersion relation for the clathrate with the
nominal composition Ba8Ge42.1Ni3.50.4. A flat dispersionless mode at 5.8
meV could clearly be observed and was later identified as stemming from
essentially pure Ba vibrations.
The fact, that only the 6c site in the Ba–Ge–Ni system is prone to
disorder, made it possible to investigate distinct configurations of Ni, Ge
and vacancies on this site. These substitutions could be shown to have only
minor effects on the vibrational spectrum, except for slight changes in the
low energy region.
The most important result concerns the analysis of the dynamics in the
guest–host system. By ab–initio calculations it could be shown that the
introduction of Ba guest atoms has two main effects, which have strong
impact on the lattice thermal conductivity. Firstly, the Ba atoms create a
flat, low–lying optical branch, a so–called rattling mode and secondly they
decrease the velocity of sound of Ge–Ni host framework by forcing the
acoustic branch to bend over at low q–values. Although these effect were
clearly overestimated by the applied ab–initio methods they nevertheless
create a clear picture about the dynamics in this system.
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Chapter 8.
Summary and Conclusion
Throughout this thesis the lattice dynamics in CMA phases with differ-
ent structural and dynamical peculiarities have been studied in experiment
and simulation. While inelastic neutron and X–ray scattering enabled an
experimental approach to dynamical quantities as dispersion curves, vi-
brational density of states or dynamical structure factors, the theoretical
approach was based on ab–initio and molecular dynamics simulations. Ex-
perimental results could be analyzed and interpreted by means of computer
simulations, thus yielding insight into dynamical processes on an atomistic
level. Indeed, this combination of experiment and simulation proved to be
a powerful tool for the investigation of different dynamical phenomena.
In the Mg–Zn system the impact of structural complexity on vibrational
properties was studied. Pure hcp Zn and the MgZn2 Laves phase were used
as rather simple reference structures and compared to the structurally more
complex Mg2Zn11 Pauling triacontahedral phase. While MgZn2 showed
the behavior of an almost perfectly harmonic solid, Mg2Zn11 turned out
to exhibit quite unusual dynamical features. In the case of MgZn2 ex-
perimental results from INS could be reproduced with high accuracy. For
Mg2Zn11 experimental results and DFT calculations first evidenced non–
negligible discrepancies. After reinvestigating the structure of Mg2Zn11
with both, experimental and computational methods, a partially occupied
Zn site could be spotted as possible source of the occurring discrepan-
cies. Surprisingly, the partially vacant Zn1 position, at the center of the
mini–Bergman cluster proved to exert a strong influence on stability and
dynamics of this system. After taking vacancy disorder into account, the
experimental results could be decently reproduced and differences could be
understood. With this knowledge the experimental GVDOS was finally in-
terpreted in terms of distinct atomic motions, thus connecting macroscopic
properties with processes on atomistic scale.
The second Zn–based CMA phase that was explored, is the ScZn6 1/1–
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approximant. The structure of this phase is closely related to the Cd–based
binary icosahedral quasicrystals in the Cd–Yb and Cd–Ca system, thus
making it an interesting phase with respect to structure and dynamics of
quasicrystals like Mg–Zn–Sc. Secondly, the ScZn6 1/1–approximant evi-
dences an order–disorder phase transition at about 150 K (depending on
the sample preparation1). The dynamical aspects of this phase transition
were investigated throughout this work, using quasielastic neutron scatter-
ing and molecular dynamics methods. Interestingly, the phase transition
could be shown to be closely related to a freezing in of the tetrahedral shell
in the center of the Tsai–type cluster building blocks. In fact, experiment
and calculation clearly evidenced a dynamic disorder of the tetrahedral
shell above the transition temperature. The tetrahedral shell is constantly
reorienting between different, energetically equivalent configurations. From
neutron scattering experiments the residence time between two tetrahedron
jumps could be estimated to be of the order of a few ps, while it was over-
estimated by the conducted MD simulations. This results thus answer the
controversially debated question about the nature of the disorder in ScZn6
in favor of a dynamic process. Finally the dynamic reorientations of the
tetrahedron are highly interesting with respect to entropical stabilization,
a possible candidate for quasicrystal stabilization.
In the last part of the thesis the clathrate system Ba–Ge–Ni, was stud-
ied with respect to its cage–like structure and the resulting effects on its
dynamical properties. Inelastic neutron scattering experiments nicely ev-
idenced a flat dispersionless optic–like phonon branch, which by means
of DFT could be shown to stem from localized motions of the encaged
Ba atoms – so–called rattling modes. The cage structure of the Ba–Ge–
Ni clathrates furthermore made a decomposition into different subsystems
possible, such that their contributions to the vibrational spectrum could
be analyzed. A comparison to a hypothetical Ge46 structure could be used
to elaborate the influence of the encaged Ba–atoms and the host–lattice,
respectively. Interestingly, the introduction of Ba–atoms creates a local-
ized, dispersionless phonon branch at rather low energy, which interacts
with the acoustic modes of the host structure, resulting in a reduction of
the velocity of sound. Thus the low lattice thermal conductivity in this
phase seems to be related to both, rattling modes of Ba guest atoms and
reduced velocity of sound of the host framework.
1168 K in our case.
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Finally it hast to be pointed out that the different investigated CMA–
phases evidence astonishing dynamical features, which are indeed closely
related to their constituting structure units. Especially in the case of the
ScZn6 1/1–approximant and the Ba–Ge–Ni clathrate system the connection
between structural building blocks and dynamical peculiarities is immedi-
ately visible. To decipher the influence that certain atomistic building units
or clusters exert on the physical properties, is thus a major ingredient to
a full understanding of CMA phases. In fact, such an understanding will
pave the way to the development of functional materials with specifically
designed abilities.
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Appendix A.
Electronic Stability of hcp Zn
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Figure A.1.: Electronic DOS for pure Zn. The real structure (top panel)
is compared to a hcp structure with ideal c/a ratio and to a constructed
fcc structure.
Figure A.1 shows a comparison of the calculated electronic density of
states (EDOS) for three different structure models of Zn. While the top-
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most and the middle panel show hcp Zn with different c/a ratios, the
bottom panel shows the EDOS of a fictive fcc Zn structure. The differ-
ent EDOS have been calculated using the DFT code VASP [63] using the
PAW-GGA method as was done for all phases presented in this work. For
calculating the EDOS, a high k–point density was used and checked for con-
vergence. The results are in good agreement with other theoretical works
(see e.g. [100]). If the EDOS at the Fermi–level is investigated, it becomes
obvious that for the ideal c/a–ratio an excess of states is evidenced, thus
rendering this configuration unstable in comparison with the non–ideal c/a
calculation for which we find the Fermi–level close to a minimum. Further-
more the artificial fcc structure shows also a high number of modes at EF ,
also destabilizing the structure.
Appendix B.
Neutron Scattering Cross Sections
Table B.1 denotes the neutron cross sections for the different elements that
were used throughout this work.
Element bcoh[fm] binc[fm] Σcoh[bn] Σinc[bn]
Mg 5.375(4) 0 3.631(5) 0.08(6)
Zn 5.680(5) 0 4.054( 7) 0.077(7)
Sc 12.29(11) -6.0(3) 19.0(3) 4.5(5)
Ge 8.185(20) 0 8.42(4) 0.1 8( 7)
Ba 5.07(3) 0 3.23(4) 0.1 5(11)
Ni 10.3(1) 0 13.3(3) 5.2(4)
Table B.1.: Neutron scattering lengths and cross sections as determined
by Sears [98].
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