Abstract: In this work, a data-driven algorithm is proposed to directly design a gain-scheduled model-reference controller without need of identifying and transforming a model of the process. The method is based on the Virtual Reference Feedback Tuning (VRFT) approach and it guarantees good performance if model-matching can be achieved. A preliminary study of the undermodeling case is proposed to lay the groundwork of future research.
INTRODUCTION
In a large number of practical control applications, nonlinear processes can be modeled as linear parameter-varying (LPV) plants, whereby the dynamic behaviour varies depending on some real-time measurable time-varying parameters. The instant value of this set of variables represents the operating point of the linearized system. Feedback control of this kind of systems has been introduced and analyzed in '80s and '90s (see e.g. Kamen and Khargonekar [1984] and Shamma and Athans [1991] ). During the last decades, a large number of control design techniques has been produced and the effectiveness of linear parameter-varying control has been demonstrated over a large class of practical applications (see e.g Corno et al. [2009] and references therein). In the data-driven setting, input-output experimental data are employed to derive a plant model that is suitable for controller design. The System-Identification theory for LPV systems is a very recent but large research area (see e.g. Lee and Poolla [1999] or Verdult and Verhaegen [2002] ). Among all, input-output representation of LPV systems allows to reduce the identification issue to a linear regression problem (see Bamieh and Giarre [2002] ). This approach is computationally very efficient, but it requires to convert the system into its state-space form before tuning the controller, since most of design methods are based on such representation of the plant model. In this work, a data-driven method to design gainscheduled feedback controllers is proposed in a modelreference control framework (see the recent Abdullah and Zribi [2009] ). The proposed algorithm is derived from the Virtual Reference Feedback Tuning (VRFT) idea for LTI plants (see Campi et al. [2002] ), therefore no information on the process is required. Moreover, the optimization procedure refers to Bamieh and Giarre [2002] , thus it yields the same computational advantages. To the authors' knowledge, this is the first work where LPV model- identification, system-transformation and gain-scheduled controller design are all included in one identification step, where a fixed-structure controller is directly identified from data. It should be mentioned that a linear parametervarying data-driven solution has been recently presented for precompensator tuning in Butcher and Karimi [2010] .
The paper is organized as follows. Section 2 presents the formulation of the model reference control problem for LPV case and the main definitions. In Section 3, the LPV extension of VRFT is derived and discussed for both noiseless and noisy settings. In Section 4, a preliminary discussion on undermodeling is presented, while numerical examples are illustrated in Section 5. Finally, some concluding remarks are made in Section 6.
PRELIMINARIES
Let the output of a SISO LPV systems be given by
, is a measurable exogenous parameter vector at time t and v(t) = H 0 (q −1 , p(t))e(t) is a coloured noise generated by the LPV transfer operator H 0 (q −1 , p(t)) from a set of zero-mean random variables e(t). Assume then that both G 0 (q −1 , p(t)) and H 0 (q −1 , p(t)) are LPV stable for all possible trajectories of p, according to the definition introduced in Butcher and Karimi [2010] and reported next.
is LPV stable if it holds that
Introduce now the user-defined closed-loop desired behaviour as the LTI reference transfer operator M (q −1 ).
The model-reference control problem for LPV case can be defined as follows, by extending the LTI concept. Fig. 1 . Closed-loop system with controller C θ and matching error generation.
Definition 2. Consider the closed-loop system illustrated in Figure 1 , where G 0 (q −1 , p(t)), H 0 (q −1 , p(t)) and M (q −1 ) are defined as above and C θ (q −1 , p(t)) is a fixed-structure gain-scheduled controller parameterized by θ. Further, consider from now on that the subscript θ indicates that the signal refers to the closed-loop system with the controller C θ (q −1 , p(t)) in the loop. The problem of finding the LPV controller C θ (q −1 , p(t)) minimizing
, with respect to a specified parameter trajectory p(·), is herein referred to as LPV model reference control problem.
The optimal controller C • (q −1 , p(t)) can now be introduced as follows.
Definition 3. In the LPV model reference control framework, the optimal controller C • (q −1 , p(t)) for a given parameter trajectory p(·) is the feedback controller such that
Notice that the optimal controller might not exist or cannot belong to the set of available controllers. However, this system will become useful for analysis-purpose.
THE VIRTUAL REFERENCE APPROACH FOR LPV CONTROLLER DESIGN
In the following, the Virtual Reference philosophy described in Campi et al. [2002] will be extended to solve the LPV model-reference problem introduced in Section 2.
The data-based criterion
Let consider the model-reference setting described in Section 2. In the ideal case where
e. the closed-loop system behaves exactly as M (q −1 )), the reference signal is expressed by r V (t) =
, where the subscript V stands for "Virtual". Then, define the data-dependent cost function
) . The criterion (2) does not require any knowledge of G 0 (q −1 , p(t)) since all information on the plant are included in the data-set. In general, (1) and (2) are different, however the following Theorem holds.
Theorem 1. Assume that C
• (q −1 , p(t)) belongs to the class of considered controllers. C
• (q −1 , p(t)) is a minimizer of (2) for any trajectory of p.
Proof. The proof follows the rationale illustrated for nonlinear systems in Campi and Savaresi [2006] . Let y θ • (t) be the output of the closed-loop system with
r). The previous relation holds for any trajectory of the parameter if and only if
, from which the thesis follows.
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Notice that from Theorem 1 follows that, if (2) has a unique minimizer, e.g. if the class of controllers is linearly parameterized, such minimizer is exactly C
• (q −1 , p(t)) and then perfect model-following is guaranteed.
Numerical implementation
Throughout the rest of the paper, the controller structures convex in θ will be considered. As in the LTI case (see Campi et al. [2002] ), this model parameterization yields an easy optimization problem and some consistency properties can be proved. From now on, the case of scalar p will be dealt with for ease of explanation, without loss of generality.
Let C l be the class of linear-in-parameters controllers with an additional LTI component Toth [2008] ). From now on, simple backward-shift operators will be employed without loss of generality, that is
With the proposed controller parameterization, the datadependent cost criterion (2) becomes quadratic in the unknown θ and its unique minimizer can be found via simple least-squares techniques (see Ljung [1987] ). More specifically, it is possible to compute the minimum of the finite-time approximation of (2)
where the regressor ϕ(t, p(t)) is expressed by
, by means of convex optimazion. Therefore, the controller parameters θ N are given by:
As in the LTI case, the VRFT approach converts the design problem in an identification issue, where the knowledge of the process dynamics is no longer necessary.
Consistency analysis
When y or p are affected by additive noise, the minimizer of (3) given by least-squares (LS) techniques is biased (see Butcher et al. [2008] ) and an "ad-hoc" optimization algorithm must be employed for consistency to be guaranteed. Consider the IV formulation of the Gauss formula for finding the minimizer of (3) when C
• ∈ C, i.e.
where ζ(t, p(t)) is a parameter-varying IV vector. In detail, ζ(t, p ζ (t)) is constructed as
, where y ζ (t) is the output of a second open-loop experiment performed by employing the same input and parameter sequences of the first dataset and p ζ (t) is the parameter sequence with a different realization of noise. It is already known in the literature (see Butcher et al. [2008] and Butcher and Karimi [2010] ) that for the IV estimate to be consistent it is required that the dataset {u(t), p(t)} t=1,...,N is persistently exciting and that ζ and φ are ergodic in correlation. The first condition is verified for polynomial-type coefficient dependence if u(t) is rich enough and the trajectory of p(t) visits n p + 1 points infinitely many times persistency of excitation condition when the noise model can be approximated with an ARX structure. Unfortunately, this is not always the case and further study is required to formulate accurate conditions for persistency of excitation. It should also be said that, in the authors experience, simulations have always shown a good behaviour with conditions expressed in Bamieh and Giarre [2002] . The second condition is true in case of noisy y and noiseless p, if
• the data-generating system is LPV stable;
• the noise-generating system is LPV stable;
• trajectories of p and u are bounded.
In the present situation, the first and the third requirements are true by hyphotheses and the second one is easily verified by noticing that the system H(q −1 , p(t)) generating noise on the input is given by
If the scheduling parameter is noisy, the method also requires that
• the parameterization with respect to p is affine;
• noises on p and y are uncorrelated.
The latter may constitute a problem e.g. in applications where the scheduling parameter is the output itself. In these situations, an additional realization of the parameter trajectory, i.e. another experiment, is required.
Remark. It should be recalled that the proposed technique is not statistically optimal, since IV methods eliminate the noise bias but also increases the variance of the parameter estimate. This fact may affect the quality of the closed-loop model-matching for small datasets (see Subsection 5.1).
UNDERPARAMETERIZED CONTROLLERS
In many practical applications, perfect matching is not possible, mainly because of control limitations and uncomplete knowledge of the system structure. In this situation, two big problems can be highlighted:
(1) a control problem: when C θ (q −1 , p(t)) cannot match M (q −1 ) for any θ, the resulting closed-loop system is generally parameter-varying. In this case, no information is available on stability and performance for different working conditions. (2) an identification problem: in the underparameterization case, the result in Theorem 1 no longer holds.
The first problem is a general issue of model-reference control of LPV systems where fixed-order controllers are employed and it is not directly related to VRFT. Thus, the following discussion will focus on providing a solution for the second problem.
Optimal data prefiltering
Consider the case of underparameterized controller structure. Let the complete parameterization of the controller
that is the perfect matching holds for a given trajectory of p(t), if C + θ (p) is employed. The term ∆C θ (q −1 , p(t)) is defined as the LPV residual of the optimal controller in the available controller class. Notice that the full-order optimal controller C
•+ (q 
. where L(q −1 , p(t)) is the LPV prefilter to be chosen. The following result follows the same rationale as Campi et al. [2002] and Campi and Savaresi [2006] and it allows to establish a relationship between the real and the virtual reference cost functions. Notice that prefiltering and closed-loop behaviour are strictly related to the parameter trajectory of the open-loop experiment.
Proof. The second-order derivatives of the cost criteria computed for a given dataset are expressed by
. Since such expressions must be evaluated in θ + min , where x θ (p) and ε θ (p) are zero, it can be said that (7) holds if
After some cumbersome calculations, it can be verified that
It follows that (8) is true when the filter L(p) is expressed as in (6). 
Filter implementation
Obviously, the optimal filter (6) cannot be directly applied as the process dynamics are unknown. A direct data-driven computation of the filtered data is illustrated next.
First notice that in (5) two different terms are required, i.e. L(p)u(t) and L(p)C θ (p) (r V − y). Considering the first term, it should be noted that, in a noiseless setting,
. On the other hand, the second term can be rewritten as
Since each element of β(p) is the composition of a istep time shift and a j-powered version of the parameter, i.e. p j (t)q −i , a data-driven estimation of the quantity above can be inferred from a set of ad-hoc experiments by using the time series of y(t) and p(t) that characterize the first dataset. Specifically, n exp = dim(θ) open-loop experiments are required, where G 0 (p) must be fed by the input signalũ i,j (t) = p j (t)q −i I(q −i )e(t), i = 0, . . . , n q , j = 0, . . . , n p during the experiment denoted with the couple (i, j). The output signalsỹ i,j (t) = G 0 (p)p j (t)q −i (p)I(q −i )e(t) can then be weighted with θ and filtered off-line by M −1 to obtain the desired quantity.
Notice that the data-driven computation of the second term requires an additional experimental effort. More specifically, n p +n q +2 "ad-hoc" experiments are generally required, e.g. a PI controller with affine parameterization in p requires 4 experiments. However, the design of experiment procedure is completely defined and does not need to identify the plant. Moreover, the signals in J V R (θ) are filtered by the real L and not with an approximation, unlike the LTI case (see again Campi et al. [2002] ).
NUMERICAL EXAMPLES
In this section, two simple examples are presented to show how the proposed methodology behaves in case of achievable model-matching (for noiseless and noisy setting) and in case of controller underparameterization.
Example 1
Let the system dynamics be described by the LPV stable system
, ∀t and the reference model be the LTI system
, i = 0, 1 is employed, perfect model matching can be obviously achieved, for any trajectories of p(t).
Typically, the relative degree of a dynamic systems is greater than zero. Consider e.g. the case where the plant is given byG
In this second situation, the optimal controller no longer belongs to the controller class, as the LPV operator is not commutative. However, as well-known in gainscheduling control, if the parameter trajectory is constant or slowly-varying with respect to system dynamics, the zero-pole cancellation is still almost perfect. This fact is witnessed by step responses shown in Figure 2 with a 500-sampled unitary-variance white noise input and p(t) = sin(2π5t). This choice of the parameter trajectory satisfies the persistency of excitation condition described in Bamieh and Giarre [2002] and recalled in Section 3.3. In both the cases, the behaviour of the standard LTI VRFT controller is illustrated for sake of comparison. For this method, constant values for the PI parameters are employed, i.e.
1 − q −1 . In this example, it becomes clear how higher complexity yields better performance even in simple cases.
Consider now again the first LPV data-generator G 0 . Let the output y(t) and the measurement of the parameter p be corrupted by the same white noise v(t) with zero mean and variance of 0.2. If least-squares techniques are employed to synthesize the PI controller starting from the same open-loop experiment as above, the noise contribution on the data may compromize the asymptotic values of the controller parameters, even if perfect matching can be structurally achieved (see again Section 3.3). Therefore IV methods must be employed.
To evaluate the performance of the method in the noisy setting, 5 closed-loop step tests with different constant trajectories of p and N = 500 are performed and the value of J M R (θ) is computed as the algebraic mean of the five results. The mean and the variance of J M R (θ) are then computed by carrying out 500 Montecarlo simulations. In Table 1 , mean value E[J M R (θ)] and standard deviation σ J M R (θ) of the model-reference cost function are shown in case of LS optimization, IV optimization with one set of parameter data and "double-IV" optimization, namely the case where two (uncorrelated) set of parameter data are employed. As expected, the performance gets better,
0.04 0.0616 0.0860 Table 1 . Statistical properties of J M R (θ) for different estimation techniques (derived from 500 Montecarlo tests).
if IV or double IV are employed. Obviously, selecting a different set of parameter data, with noise uncorrelated with the one of the first experiment, further decreases the expected value of the cost function. On the other hand, the standard deviation σ[J M R (θ)] is larger in the IV case. Notice that this fact is not critical in this specific situation, where in 98% of cases, LS techniques yield a value of E[J M R (θ)] smaller than 0.7905, whereas IV and double IV guarantees almost surely that such indicator is, respectively, less than 0.7814 and 0.38. However, as N decreases, variance of parameter estimation gets worse, and the difference between the expected values of J M R (θ) in the three cases may be negligible. In similar situations, different techniques with higher statistical efficiency would be required.
Example 2
Consider the plant y(t) = u(t − 1)/p(t), p(t) ∈ [0.1, 0.5], ∀t, the gain-scheduling controller u(t) = θp(t)(r(t) − y(t)) and the reference model M (q −1 , p(t)) = 1/q −1 , such that the model-reference problem is evidently affected by underparameterization. The system is operated for N = 3 time instants and data reported in table 2 are collected. Starting from output measurements, it is also possible to compute the virtual reference signal r V (1) = 0 and r V (2) = 2.5. These quantities can be used to write down the cost criteria as functions of θ. In detail, for computing J M R (θ), the process dynamics must be known. As a matter of fact, samples of ε θ (t) are given by ε θ (2) = y θ (2)−y(2) = Table 2 . Open-loop data for Example 2.
θp(1)/p(2)(r V (1) − y(1)) − y(2) = 0 and ε θ (3) = y θ (3) − y(3) = 5(θ − 0.5). Hence,
On the contrary, no information on G 0 is required to compute J V R (θ), that can be directly derived from data as
It should be noticed that, even if both J V R (θ) and J M R (θ) are quadratic in the unknown and share the same minimum (i.e. θ min = 0.5), the shapes of the two cost criteria (the second-order derivatives in the minimum) are different. More specifically, small variations of θ correspond to small variations of the virtual reference cost, whereas the real cost function may vary a lot.
where L is the optimal filter (6). Notice that since L requires time-shifting, knowledge of the virtual reference value at last time instant is needed, or analogously, quantities at time 0 must be provided. In the present example, it will be assumed that r V (3) = y(4) = 0 is given (in the general case, the procedure stops at time instant N − 1). Therefore, J V R (θ, L) can be computed as suggested in the previous subsection from L(p)u(2) = y(1) − y(2) = 0, L(p)u(3) = y(2) − y(3) = −2.5, L(p)C θ (p)(r V (2) − y(2)) = 0 and L(p)C θ (p)(r V (3) − y(3)) = −5θ. It follows that J V R (θ, L) = 5 2 (θ − 0.5) 2 .
(10) As expected, the use of the optimal filter exploits the result in Theorem 2, that allows to equate the second derivatives of J M R (θ) and J V R (θ). In this specific case, (9) and (10) are exactly the same, since the cost functions are quadratic and they have the same minimum point.
CONCLUSIONS
In this paper, a direct data-driven tuning method for LPV controllers in input-output representation has been developed. The method is based on the Virtual Reference Feedback Tuning philosophy for LTI plants presented first in Campi et al. [2002] and it has many attractive features:
• it does not require any knowledge of the plant • it is the first method in scientific literature that encloses model-identification, system trasformation, controller design and controller reduction phases of standard LPV design procedures in a unique controller identification step; • it is based on convex optimization techniques, if the controller is suitably parameterized; • under some hypotheses, it guarantees consistency of the estimate, even in case of both output and parameter noisy measurements;
• it allows to match the second-order derivative of the model-reference cost function, in case of underparameterization with respect to the optimal controller.
On the other hand, further work can be done in order to develop a complete design technique, e.g. concerning theoretical analysis of guaranteed properties in case of both controller underparameterization and noisy environment.
