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Using a singlet-triplet spin qubit as a sensitive spectrometer of the GaAs nuclear spin bath, we
demonstrate that the spectrum of Overhauser noise agrees with a classical spin diffusion model over
six orders of magnitude in frequency, from 1 mHz to 1 kHz, is flat below 10 mHz, and falls as 1/f2 for
frequency f&1 Hz. Increasing the applied magnetic field from 0.1 T to 0.75 T suppresses electron-
mediated spin diffusion, which decreases spectral content in the 1/f2 region and lowers the saturation
frequency, each by an order of magnitude, consistent with a numerical model. Spectral content at
megahertz frequencies is accessed using dynamical decoupling, which shows a crossover from the
few-pulse regime (. 16 pi-pulses), where transverse Overhauser fluctuations dominate dephasing,
to the many-pulse regime (& 32 pi-pulses), where longitudinal Overhauser fluctuations with a 1/f
spectrum dominate.
Precise control of single electron spins in gate-defined
quantum dots makes them a promising platform for
quantum computation [1–5]. In particular, GaAs spin
qubits benefit from unmatched reliability in fabrication
and tuning. However, being a III-V semiconductor, the
GaAs lattice hosts spinful nuclei that couple to electron
spins via the hyperfine interaction [3, 5–8]. Nuclear dy-
namics lead to fluctuations of the Overhauser field, which
affect the coherent evolution of spin qubits. In turn, ad-
vances in qubit operation, including single-shot readout
[9] and long dynamical decoupling sequences [6], allow
spin qubits to serve as sensitive probes of the electron-
plus-nuclear-environment system, an interesting coupled
nonlinear many-body system.
In this Letter, we use a singlet-triplet (S-T0) qubit as
a probe to reveal the dynamics and magnetic field depen-
dence of the GaAs nuclear spin bath over a wide range
of frequencies, without the use of nuclear pumping [10–
12] or postselection [13] techniques. The qubit is defined
in a two-electron double quantum dot (Fig. 1a). The
external magnetic field Bext separates the qubit states
singlet, |S〉= 1√
2
(|↑↓〉−|↓↑〉), and the unpolarized triplet,
|T0〉 = 1√2 (|↑↓〉+ |↓↑〉), from the fully polarized triplet
states, |T+〉= |↑↑〉 and |T−〉= |↓↓〉. In this notation, the
first (second) arrow indicates the spin in the left (right)
dot. The resulting energy diagram of the spin states at
the transition between (1,1) and (2,0) charge states is
presented in Fig. 1b. Here (N ,M) indicates the num-
ber of electrons in the left (N) and the right (M) dot.
The Bloch sphere representation of the qubit is shown in
Fig. 1c.
Dynamics of the S-T0 qubit in the well-separated (1,1)
charge state, i.e., for vanishing exchange, J , between the
two electrons, is governed by the static external mag-
netic field Bext and dynamic Overhauser fields. For large
Bext, we can model the qubit evolution using the Hamil-
tonian [6, 7, 14]
Hˆ(t)=gµB
∑
i=L,R
(
Bi‖(t)+
|Bi⊥(t)|2
2|Bext|
)
Sˆiz, (1)
where g ∼ −0.4 is the electronic g-factor, µB is a Bohr
magneton, Sˆiz is the spin operator of the electron in left
or right dot i = L,R, and Bi‖ is the Overhauser field
component parallel to Bext. The influence of the trans-
verse Overhauser field component Bi⊥ on the qubit is
strongly suppressed when Bext is much larger than the
typical Overhauser field. Hence the transverse Over-
hauser field fluctuations play a significant role in the
qubit evolution only when the influence of the fluctu-
ating longitudinal Overhauser field Bi‖ is eliminated by
dynamical decoupling [6, 7]. The splitting between qubit
states |↓↑〉 and |↑↓〉 for J = 0 is thus proportional to the
longitudinal component of the Overhauser field gradient,
∆B‖=BL‖ −BR‖ , and can be measured by monitoring the
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FIG. 1. (a) Electron micrograph of the device. Gate voltages
Vi control the double dot state on ns timescales. Reflectance
from the RF resonant circuit incorporating a sensor dot (white
arrow) measures the charge state of the double dot located
below the round accumulation gates. (b) Energy levels of the
two-electron double dot as a function of detuning ε=VL−VR
at the (1,1)-(2,0) charge transition. Red-green lines indicate
the qubit states. (c) Bloch sphere representation of the qubit.
Rotation axes correspond to exchange interaction J (green)
and gradient of the Overhauser field ∆B‖ (red). (d) Pulse
cycle used to probe the qubit precession in the gradient of the
Overhauser field. The qubit is initialized in the S(2,0) state
by exchanging electrons with the lead. Next, one electron is
moved to the right dot, and the qubit evolves for the time tS
in the gradient of the Overhauser field. Finally, ε is pulsed
back to the readout point, projecting |S〉 into a (2,0) charge
state, whereas |T0〉 remains in (1,1).
qubit precession between |S〉 and |T0〉 [8, 9, 15].
To measure this precession, we apply a cyclic pulse
sequence that first prepares the singlet, then separates
the two electrons to allow free precession in the Over-
hauser field for time tS , and finally performs a projective
readout of the qubit in the S-T0 basis (Fig. 1d). The
total length of the pulse sequence is approximately 30
µs, including 10 µs of readout time. For each tS we use
16 single-shot readouts of this sequence to estimate the
singlet return probability, PS . By repeatedly sweeping
tS from 0 to 250 ns in 300 steps allows the precession of
the qubit in the evolving Overhauser field to be measured
with roughly 1 s temporal resolution (slow mode). A time
trace showing 80 s of slow-mode probability data is shown
in Fig. 2a. To increase the temporal resolution from 1 s
to 12 ms we omit the probability estimation and record
one single-shot outcome for each tS (fast mode). A time
trace showing 1 s of fast-mode single-shot data is shown
in Fig. 2b. The time evolution of the qubit precession
frequency, fOvh(t), is then extracted from these data as
described in the Suppl. Section 1. The frequency corre-
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FIG. 2. (a,b) Top panels present S-T0 oscillations resulting
from the relative precession of the two electron spins in the
Overhauser field gradient, as a function of laboratory time
at Bext = 0.2 T (see main text). In the bottom panels we
show the extracted frequency of oscillations, fOvh, converted
to |∆B‖|. (c) Power spectral density of (∆B‖)2 at Bext =0.2 T
obtained from traces such as in (a) (blue) and (b) (black).
Transition from white spectrum at low frequencies to 1/f2
at high frequencies is reproduced by the nuclear spin diffu-
sion model (gray). A deviation from this dependence at the
highest frequencies is a numerical artifact caused by the dis-
creteness of |∆B‖| values obtained from the Fourier analysis.
sponds to the absolute value of the Overhauser field gra-
dient |∆B‖(t)|= hfOvh(t)/|g|µB . Examples of |∆B‖(t)|
for Bext =0.2 T are shown in Figs. 2a,b. In contrast to ex-
periments performing dynamic nuclear polarization [16–
18] the observed distributions of ∆B‖ reveal no sign of
multistable behaviour (see Suppl. Section 2).
Next, we focus on the power spectral density (PSD) of
∆B‖ for Bext =0.2 T. Since taking the absolute value of
∆B‖ introduces kinks in |∆B‖| traces, adding spurious
high-frequency content, we instead extract the PSD of
(∆B‖)2 (Fig. 2c). The resulting spectrum is flat below
10−2 Hz and falls off as 1/f2 above 1 Hz, indicating a
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FIG. 3. Magnetic field dependence of the power spectral den-
sity of PS , keeping tS = 100 ns fixed. Increasing Bext from 0.1
to 0.75 T suppresses the 1/f2 noise by an order of magnitude.
Solid lines are fits of the diffusion model with the effective dif-
fusion constant D being the only free parameter. Inset: D as
a function of magnetic field Bext. Dashed line indicates the
spin diffusion constant for bulk GaAs, D=10 nm2/s [19].
correlation time of ∆B‖ of a few seconds.
A classical model of Overhauser field fluctuations due
to nuclear spin diffusion is used to fit the experimen-
tal data in Fig. 2c [20] (Suppl. Section 5). In the
model we use the double dot geometry estimated from
the lithographic dimensions of the device and the het-
erostructure growth parameters (distance between the
dots d = 150 nm, dot diameter σ⊥ = 40 nm and width
of the electron wave function in the crystal growth di-
rection σz = 7.5 nm). We fit the effective diffusion con-
stant D = 33 nm2/s and the equilibrium width of the
∆B‖ distribution σ∆B = 6.0 mT. This model yields the
power spectrum of ∆B‖, which has the same qualitative
behavior as the spectrum of (∆B‖)2 – it is flat at low
frequencies (< 10−2 Hz) and falls off as 1/f2 at high fre-
quencies (> 1 Hz). Such a relation between the PSD of
a Gaussian distributed variable and that of its square is
expected whenever the PSD has a 1/fβ dependence over
a wide frequency range [21].
In order to extend the spectral range to higher frequen-
cies we apply the pulse cycle with a fixed separation time
tS = 100 ns, acquiring a single-shot measurement every
30 µs. This can be visualized as a horizontal cut through
the data in Fig. 2b (top) at 100 ns, though, of course, now
without taking the rest of the data at other values of tS .
Although the series of single-shot outcomes at fixed tS
does not allow a direct measure of ∆B‖ from temporal
oscillations, it does give statistical spectral information
[20]. In particular, the Fourier transform of the windowed
autocorrelation of single-shot outcomes (Suppl. Section
3) yields a PSD of the singlet return probability PS , now
extended to 4 kHz.
Power spectra of PS for the lowest and highest ap-
plied fields studied, Bext = 0.1 and 0.75 T are shown in
Fig. 3. We observe that the spectrum for Bext = 0.75 T
is reduced by an order of magnitude in the 1/f2 regime,
compared to the spectrum at Bext = 0.1 T. To quantify
the observed magnetic field dependence of the PSD of
PS we fit the nuclear spin diffusion constant D of the
classical diffusion model (Suppl. Section 5) to data, us-
ing fixed σ∆B =6.0 mT (obtained from the fit in Fig. 2)
and the same geometrical parameters as above. The ob-
served agreement with experimental data suggests that
the effects of the nuclear spin bath are well described by
classical evolution up to at least 1 kHz.
At low Bext we observe a strong enhancement of the
effective spin diffusion constant compared to the liter-
ature value for bulk GaAs in the absence of free elec-
trons, D ∼ 10 nm2/s [19] (Fig. 3, inset). Qualitatively,
this increase may be attributed to electron-mediated nu-
clear flip-flop processes [20, 22–25], which dominate over
nuclear dipole-dipole mediated diffusion. At 0.75 T the
effective diffusion constant drops down to the value for
bulk GaAs. Despite this agreement, we note that our
values for D are not corrected for possible changes of
electronic wavefunctions with increasing magnetic field.
A quantitative statement about the underlying bare dif-
fusion constant is difficult, as the fitting results for D
are sensitive to assumptions about the spatial extent of
the quantum dots (in particular σ⊥) and the fraction
of time spent in (1,1) and (2,0). Since spin diffusion
due to nuclear dipole-dipole interaction is strongly sup-
pressed by the Knight field gradient [26] and quadrupolar
splittings, we expect further suppression of D at higher
magnetic fields [24], and saturation below the bulk GaAs
value. Indeed, this is observed in self-assembled quan-
tum dots, where quadrupolar splittings are significantly
stronger due to strain [23, 27, 28].
Overhauser field fluctuations above 100 kHz are too
fast to be observed as oscillation between |S〉 and |T0〉
with the present setup. However, we can infer spectral
features from the decoherence of |↑↓〉 and |↓↑〉 states us-
ing Hahn echo and Carr-Purcell-Meiboom-Gill (CPMG)
dynamical decoupling sequences [6, 29]. Since these de-
coupling sequences act as filters in frequency domain,
we can relate the Overhauser spectrum to the decay of
qubit coherence [6, 30–32]. In particular, Hahn echo
and CPMG sequences suppress the low frequency fluc-
tuations, making the coherence decay a sensitive probe
of high-frequency Overhauser fields.
The decoupling sequence in Fig. 4a uses symmetric ex-
change pulses [33], but is otherwise standard [29]: ini-
tialize in S(2,0), evolve for time τ/2 in (1,1), apply sym-
metric exchange pi-pulse, evolve for another τ/2, repeat
the τ/2−pi−τ/2 segment a total of n times. After the
total evolution time T = nτ , project onto S-T0 by puls-
ing to (2,0) and perform single-shot readout. Averaging
∼1000 such single-shot readouts then yields the singlet
return probability. For such a sequence the resulting sin-
glet return probability is related to the qubit coherence
4t
J /2
T = n S TS
c
readoutpreparation
π pulse
FIG. 4. (a) Schematic of a CPMG dynamical decoupling
sequence applied to a S-T0 qubit, presented as a time depen-
dent exchange energy J (see text). (b) Coherence of the S-T0
qubit after Hahn echo and CPMG sequences with number of
pi pulses n. τ =T/n is the repetition period between pulses.
Black curves present simulations including longitudinal 1/f
noise and transverse fluctuations due to Larmor precession of
the nuclei. Gray curves assume transverse Overhauser field
fluctuations only. Data and curves are offset for clarity. (c)
Scaling of the extracted coherence decay envelope T2,n with n.
Solid blue and yellow lines indicate fits of the power law ∝nγ
to data in the indicated range. A large value of γ = 0.8 for
small number of pi pulses indicates that decay is dominated
by the transverse noise. γ=0.5 for large n is consistent with
decay due to longitudinal 1/f noise.
by PS =
1
2 +
1
2Re[WL(nτ)W
∗
R(nτ)], where Wi(t) is the
normalized coherence of the spin in dot i at time t.
Figure 4b shows the singlet return probability for Hahn
echo and CPMG sequences with various numbers of pi
pulses, n, as a function of the interpulse time τ = T/n.
For sequences with small n, coherence decreases smoothly
with τ , while for sequences with large n the decay is
strongly modulated. It was previously shown [6, 7] that
the coherence modulations are due to narrowband spec-
tral content at megahertz frequencies in the transverse
Overhauser field Bi⊥, arising from the relative Larmor
precession of the three nuclear species.
The influence of transverse Overhauser fluctuations,
Bi⊥, on the CPMG signal decay was simulated using a
semiclassical theory [14, 34, 35] that previously gave good
agreement with echo [17, 36] and CPMG [6] experiments
(see Suppl. Section 6 for details). Comparisons of ex-
perimental data with numerical simulations are shown
in Fig. 4b. First, we include only narrowband transverse
fields (gray curves), assuming two identical dots each con-
taining N = 9×105 nuclei and a spread of effective fields
experienced by the nuclei of δB= 1 mT, arising, for ex-
ample, from quadrupolar splittings [7, 36, 37]. This simu-
lation reproduces the coherence decay for Hahn echo and
the coherence modulations. The decay envelopes for the
simulated CPMG, however, do not agree well with exper-
iment, especially for large n. In order to gain additional
insight into the source of decoherence we extract the en-
velope decay time, T2,n, from the experimental data and
plot it as a function of n (Fig. 4c and Suppl. Fig. S4) [29].
We observe an initial scaling of TCPMG2 ∝nγ with γ∼0.8,
and a crossover to γ∼0.5 for large n.
We ascribe the change in the observed TCPMG2 scal-
ing to a crossover between decoherence limited by trans-
verse to longitudinal Overhauser field dynamics. For
small n the fluctuations of Bi⊥ dominate the decoherence,
leading to scaling with large γ; purely transverse low-
frequency fluctuations are expected to yield TCPMG2 ∝ nγ
with γ = 1 (see Suppl. Section 6). With increas-
ing n other decoherence sources start playing a dom-
inant role. The intermediate-frequency fluctuations of
∆B‖ cause additional superexponential decay, which for
large n is given by exp[−4TS‖(1/2τ)/pi2], where S‖(f)
is the PSD of ∆B‖ [38–40]. Assuming that this PSD
has a 1/fβ power-law behavior in the relevant frequency
range, the CPMG decay for fixed n and varying τ is then
exp[−(T/T2,n)β+1], with T2,n∝nγ and γ=β/(β+1) [29].
The observed scaling with γ∼0.5 is therefore consistent
with 1/f noise and a Gaussian decay.
As shown in Fig. 4b (black lines), adding the β = 1 en-
velope function, exp[−(T/T2,n)2] and T2,n=n1/2×25 µs,
appropriate for β = 1, gives good agreement with ex-
perimental results. From the agreement between the
simulations and the measurements we estimate that for
f >100 kHz the PSD S‖(f)∼A2/(2pif) with A−1∼9 µs.
For comparison with results presented in Ref. [6] we ex-
trapolate this frequency dependence to 667 kHz. Us-
ing the extrapolated value we estimate the CPMG decay
time in an experiment in which τ is fixed but n is varied,
TCPMG2 =pi
2/4S‖(1/2τ). Such estimate yields ≈0.83 ms
for τ = 750 ns, which is close to TCPMG2 = 0.87±0.13 ms
measured in Ref. [6].
The 1/f power law found for f >100 kHz differs from
the 1/f2 spectrum observed below 1 kHz. This is not sur-
5prising, since for frequencies higher than the strength of
intra-nuclear interactions (∼1 kHz) the diffusion model is
no longer applicable. Whether the high-frequency ∆B‖
fluctuations have the same physical origin (i.e. flip-flops
of nuclei due to dipolar and hyperfine-mediated interac-
tions) as the low-frequency ones is an open question.
Theory for CPMG decay caused by spectral diffusion
due to dipolar interactions predicts a coherence decay of
the form exp[−(T/T2,n)6], with T2,n∝n2/3 for small and
even n [41]. This decay form (and scaling) is in disagree-
ment with our observations. In particular for large n,
existing spectral diffusion theories based on cluster ex-
pansion [42–44] may need to be refined, for example tak-
ing into account realistic shapes of the electronic wave
functions. Based on our findings, such theories can be
tested experimentally at Bext > 1 T, where bare dipole-
dipole coupling is the dominant internuclear interaction.
Finally, it is possible that the ∆B‖ fluctuations are
not of intrinsic origin (nuclear dynamics), but of extrinsic
origin. For example, charge noise, which generically has
a 1/fβ spectrum with β ∼ 1 [45], can shift the electron
wavefunction and effectively result in Overhauser field
fluctuations [14].
In conclusion, we have experimentally investigated
the spectrum of the GaAs nuclear environment for spin
qubits and find it consistent with classical diffusion over
six orders of magnitude in frequency, from millihertz to
kilohertz. For applied fields below ∼0.75 T, nuclear dif-
fusion is dominated by the electron-mediated flip-flop,
enhancing diffusion by a factor of 8. Decoherence of
the S-T0 qubit is dominated by fluctuations of the trans-
verse Overhauser field for short CPMG sequences, and by
longitudinal Overhauser field for CPMG sequences with
more than 32 pi pulses.
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This supplementary information discusses the following topics:
1. Extracting the frequency of oscillations in Overhauser field from averaged and single-shot data
2. Gaussian distribution of ∆B‖
3. Obtaining power spectral density of PS from truncated autocorrelation of single-shot measure-
ments
4. Fitting procedures for PSD in Figs. 2c and 3
5. Classical model of Overhauser field noise due to nuclear spin diffusion
6. Decoherence of the qubit subjected to the transverse Overhauser noise
1. EXTRACTING THE FREQUENCY OF
OSCILLATIONS IN OVERHAUSER FIELD FROM
AVERAGED AND SINGLE-SHOT DATA
The power spectral density of the gradient of Over-
hauser field squared (∆B‖)2 is obtained from two kinds
of data sets.
The first one consists of oscillations in the singlet prob-
ability PS as a function of electron separation time tS ,
varying from 0 to 250 ns, measured with 1 s repetition
rate. For each studied value of magnetic field, we measure
a 1.5 hour-long data set, and a fragment of such a data
set is presented in Fig. S1a. The frequencies of the os-
cillations are obtained by means of Fourier analysis. We
calculate the Fast Fourier Transform (FFT) of each verti-
cal column and inspect its absolute value (Fig. S1b). The
position of the maximum indicates the frequency of oscil-
lations, which is related to the gradient of the Overhauser
field between the dots by hfOvh = gµ|∆B‖| (Fig. S1c).
The second data set consists of ten non-averaged mea-
surements, each 30 s long. A 1 s excerpt of one of them is
shown in Fig. S1d. Extracting the underlying oscillation
frequency from each column requires more careful treat-
ment, since the probabilistic nature of binary measure-
ments adds large amounts of shot noise. In our analysis
we first assign S and T0 outcomes to, respectively, 1 and
−1. Then we subtract from each column its mean, and
calculate the autocorrelation (Fig. S1e). The obtained
autocorrelation reveals oscillations at the same frequency
as unprocessed data. However, in the autocorrelated data
the shot noise is averaged out for all ∆tS except for 0,
where the shot noise accumulates. Next we replace the
autocorrelation value at ∆tS = 0 with the value at the
smallest |∆tS | 6= 0. This minimizes the influence of shot
noise without affecting the visibility of the oscillations.
The absolute value of the FFT (Fig. S1f) of the auto-
correlations processed in such way exhibits a clear peak,
which we associate with the qubit oscillation frequency.
Namely, the peak position in frequency, fOvh, is used to
extract |∆B‖| via hfOvh = gµ|∆B‖| (Fig. S1g).
2. GAUSSIAN DISTRIBUTION OF ∆B‖
Several points of the analysis presented in the main
text assume a Gaussian distribution of the Overhauser
field gradients. To show that this assumption is justified
we plot in Fig. S2a histograms of |∆B‖| for several values
of the external magnetic field. The fits to the data con-
firm our assumption, indicating there spin bath does not
have multiple stable points, in contract to experiments
involving intentional dynamical nuclear polarization [16–
18]. However we observe that the mean Overhauser field
gradient is shfted away from zero for increasing external
magnetic field, while the width of the ∆B‖ distribution
remains unchanged (Fig. S2b,c). We suspect that this
non-zero mean arises from unintentional nuclear polar-
ization, as reported previously for this device [6, 33] and
for devices studied by other groups [36].
3. OBTAINING POWER SPECTRAL DENSITY
OF PS FROM TRUNCATED
AUTOCORRELATION OF SINGLE-SHOT
MEASUREMENTS
As explained in the main text, to maximize the repeti-
tion rate at which ∆B‖ is probed, we fix the separation
time tS = 100 ns and repeat the pulse cycle continu-
ously. Then we map S and T0 outcomes to, respectively,
1 and −1. As a result we obtain binary traces of over
2 million points. A small piece of such a trace is pre-
sented in Fig. S3a, obtained for external magnetic field
Bext = 0.6 T and tS = 100 ns.
The sequence of single-shot outcomes is dominated by
shot noise, which obscures the underlying oscillations
when using conventional methods for calculating the
PSD. To eliminate this noise contribution, we apply the
same procedure mentioned in the previous section. That
is, we find the autocorrelation and replace its value at
∆t = 0 with the value at the smallest |∆t| 6= 0. The auto-
correlation of single-shot measurements for Bext = 0.6 T
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FIG. S1. Intermediate steps of extracting ∆B‖ from raw data. (a) Raw data is taken by repeating a 300-point sequence with
tS from 0 to 250 ns 16 times, allowing us to estimate the probability PS(tS). Such data forms a single column of the presented
map. (b) Absolute value of FFT of probability oscillations. (c) Extracted position of the peak, f , and corresponding |∆B‖|.
(d) Raw single-shot data (one sequence run per column) and (e) its autocorrelation. Color scale in autocorrelation 2d map is
chosen to show oscillations and hide the peak at ∆tS = 0. (f) Absolute value of FFT of autocorrelation. (g) Extracted position
of the peak and corresponding |∆B‖|.
are plotted in Fig. S3b. Now we can take advantage of
the fact that the Fourier transform of the autocorrelation
is identical to the power spectral density of the original
trace.
Even though the sample is huge, we observe artifacts
related to its finite size. Namely, the autocorrelation has
a long, irregular tail (Fig. S3b, inset). If we perform FFT
over the entire available range of ∆t, fluctuations in the
tail dominate over the relevant features at ∆t ∼ 1/f .
In our further analysis we assume that relevant infor-
mation about the nuclear noise at frequency f is con-
tained within the window |∆t| . A/f = ∆tmax where A
is of the order of ten. In other words, to obtain an accu-
rate value of the power spectral density of the noise at fre-
quency f , it is sufficient to take the Fourier transform of
the autocorrelation in the range −∆tmax < ∆t < ∆tmax.
In our analysis we use 16 ≤ A ≤ 32. To avoid the ne-
cessity of windowing we keep the range of ∆t such that
the number of points within the −∆tmax < ∆t < ∆tmax
range is 2n, for integer n.
Power spectral densities for Bext = 0.6 T, tS = 100 ns,
and various choices of ∆tmax are presented in Fig. S3c, vi-
sualizing the trade-off between frequency range and noise
floor level due to finite sample size. Wide ∆t windows
(i.e. large tmax) give access to lower frequencies but raise
the noise floor, while narrow ∆t windows sacrifice low-
frequency information for a reduction in noise. By ad-
justing the window dynamically we are able to achieve
a wide spectral range without suffering from the back-
ground noise.
4. FITTING PROCEDURES FOR PSD
IN FIGS. 2C AND 3
The classical diffusion model used to describe the ex-
perimental results presented in Figs. 2c and 3, pro-
vides analytical expressions for the autocorrelation of
(∆B‖)2 and PS , but no analytical expression for the PSD.
Therefore the fitted expressions involve numerical Fourier
transforms of the autocorrelation obtained from the an-
alytical formulas.
To fit data in Fig. 2c we simulate two sets of autocor-
relation traces, such that after performing a FFT they
produce PSD points at the same frequencies as in the
experimental data. Simulated traces obtained in such
way are suitable for optimization via the method of least
squares.
To fit the data in Fig. 3 we simulate autocorrelation
traces with identical time resolution as the experimental
data. To these traces we then apply the same procedure
as to experimental data (that is we perform FFT of data
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FIG. S2. (a) Measured distribution of |∆B‖| for various
applied magnetic fields Bext. Solid lines are fits assuming
Gaussian distributed ∆B‖ with mean |〈∆B‖〉|. (b,c) Fitted
mean Overhauser field gradient |〈∆B‖〉| and the Overhauser
field gradient distribution width σ∆B as a function of applied
magnetic field Bext. Colored points correspond to |∆B‖| dis-
tributions presented in panel (a).
limited to a suitable range of ∆t). The obtained set of
frequencies is identical to those of the experimental PSD,
making this method suitable for least squares fitting.
5. CLASSICAL MODEL OF OVERHAUSER
FIELD NOISE DUE TO NUCLEAR SPIN
DIFFUSION
Here we construct a model for the dynamics of a S-
T0 qubit in a double quantum dot, arising from slow
fluctuations of the longitudinal Overhauser (difference)
field in the two dots. The Overhauser field is produced
by nuclear spins in the host crystal, which undergo their
own dynamics due to their mutual dipole-dipole coupling.
These dynamics lead to fluctuations of the longitudinal
Overhauser field, which in turn affect the evolution of the
spin qubit, which plays the role of a sensor in this work.
Our approach is similar to that employed previously to
describe the results of the experiment in Ref. [20].
The electronic system is influenced by the nuclear spins
through the hyperfine (hf) interaction,
HHF = A0
∑
j
δ(rˆ−Rj) Sˆ · Iˆj , (S1)
where rˆ is the electron position operator, Rj is the po-
sition of nucleus j, and Sˆ and Iˆj are the spin operators
for the electron and nucleus j, respectively. Here A0 has
units [Energy × Volume/~2], with a characteristic value
in GaAs of ~2A0/v0 ≈ 100 µeV [35], where v0 is the unit
cell volume. For simplicity we consider a single nuclear
species. On a coarse-grained scale encompassing many
atomic sites, we describe the nuclear spin state in terms
of a spin density field I(x, t). Throughout this treat-
ment we focus only on the spin component parallel to
the externally-applied magnetic field. Here I(x, t) has
units [~/Volume].
In a double dot, the (1, 1) singlet and triplet (T0) states
are coupled by the longitudinal Overhauser difference
field
∆Bz(t) =
~A0
g∗µB
∫
d3x∆ρ(x)I(x, t), (S2)
where g∗ is the electronic effective g-factor, µB is the
Bohr magneton, and ∆ρ(x) = |ψR(x)|2 − |ψL(x)|2, with
|ψR(x)|2 and |ψL(x)|2 the electronic density profiles in
the right and left dot, respectively. Later it will be con-
venient to work in Fourier space,
∆Bz(t) =
~A0
g∗µB
∫
d3q
(2pi)3
∆ρ˜q I˜−q(t), (S3)
where f˜q =
∫
d3x e−iq·xf(x). Notably, although the nu-
clear spin field I(x, t) extends throughout the entire sam-
ple, the Overhauser field is only sensitive to the value of
I(x, t) in a limited region where the electrons are local-
ized.
For simplicity, we take a model where the nuclear spin
field I(x, t) evolves under its own dynamics, unperturbed
by the presence of the electronic system. In the absence
of nuclear spin relaxation (i.e., for infinite nuclear T1),
the dipolar interaction between nuclear spins leads to a
diffusive-type dynamics of nuclear spin polarization:
∂tI(x, t) = D∇2I(x, t) + ξ(x, t), (S4)
where ξ(x, t) is a stochastic field that accounts for the
randomness of dipole-dipole induced nuclear spin flips.
The units of ξ(x, t) are [Energy / Volume]. Such a dif-
fusive model is also expected to at least qualitatively de-
scribe the dynamics caused by electron-mediated nuclear
flip-flops [24].
The smooth diffusive dynamics, as described by the
first term in Eq. (S4), are only manifested on timescales
longer than that for a single nuclear spin flip due to its
interaction with its neighbors (typically ∼ 10 − 100 µs
for GaAs [35]). On times longer than this scale, where
the diffusion model applies, the noise has zero average,
〈ξ(t)〉 = 0, and is essentially white: 〈ξ(t)ξ(t′)〉 ∼ δ(t−t′).
Here the angle brackets indicate averaging over noise re-
alizations. The conservation of total nuclear spin is en-
sured by taking the noise to have the following spatial
correlations on scales larger than the atomic lattice spac-
ing:
〈ξ(x, t)ξ(x′, t′)〉 = −ηD∇2δ(x− x′)δ(t− t′), (S5)
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FIG. S3. (a) Example trace of single-shot measurements obtained from pulses with tS = 100 ns at 0.6 T. (b) Autocorrelation
of single-shot traces for tS = 100 ns. Inset shows long-time tail with oscillations caused by finite size of the sample. (c) Power
spectral density of PS obtained by FFT of the autocorrelation truncated at ±∆tmax.
where the proportionality constant η will be fixed below
to ensure the correct RMS value of the Overhauser differ-
ence field in equilibrium. The units of η are [~2/Volume].
Fourier transforming Eq. (S4), we obtain an indepen-
dent differential equation for each nuclear spin mode I˜q,
labeled by the 3D wave vector q:
∂tI˜q(t) = −Dq2I˜q + ξ˜q(t). (S6)
The Fourier modes ξ˜q(t) of the noise field satisfy
〈ξ˜q(t)ξ˜q′(t′)〉 = ηDq2(2pi)3δ(q+ q′)δ(t− t′). (S7)
The differential equation (S6) has the formal solution
I˜q(t) = I˜q(t0)e
−Dq2(t−t0) +
∫ t
t0
dt′ e−Dq
2(t−t′)ξ˜q(t′).
(S8)
Using the explicit form for I˜q(t) above, along with Eq. (S7), we obtain the correlation functions for the nuclear spin
field:
〈I˜q(t)I˜q′(t′)〉 = e−Dq2(t+t′−2t0)
[
〈I˜q(t0)I˜q′(t0)〉 − η(2pi)3δ(q+ q′)
]
+ η(2pi)3δ(q+ q′)e−Dq
2|t−t′|, (S9)
where in the second line we have used Eq. (S7). If the
initial state I(t0) is drawn from the (stationary) equilib-
rium distribution, 〈I˜q(t0)I˜q′(t0)〉 = 〈I˜q(t)I˜q′(t)〉, then we
find
〈I˜q(t)I˜q′(t′)〉 = η(2pi)3δ(q+ q′)e−Dq2|t−t′|. (S10)
In position space, the equilibrium Overhauser field fluc-
tuations are thus uncorrelated:
〈I(x, t)I(x′, t)〉 = η δ(x− x′). (S11)
We now use the results above for the correlation func-
tion of the nuclear spin field to calculate the noise cor-
relations of the Overhauser difference field, ∆Bz(t). The
correlation function 〈∆Bz(t)∆Bz(t′)〉 is straightforward
to evaluate using Eqs. (S3) and (S10):
〈∆Bz(t)∆Bz(t′)〉 = η ~
2A20
(g∗µB)2
∫
d3q
(2pi)3
|∆ρ˜q|2 e−Dq2|t−t′|,
(S12)
where we have used ρ˜−q = ρ˜∗q.
We set the value of η by demanding that the equi-
librium RMS Overhauser field fluctuations should match
the measured value:
σ2∆B ≡ 〈∆B2z 〉eq = η
~2A20
(g∗µB)2
∫
d3q
(2pi)3
|∆ρ˜q|2. (S13)
To evaluate |∆ρ˜q|2 in the integrand above, we must spec-
ify a particular form for the electron density profiles
in the two dots. For simplicity we take the densities
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in the two dots to be Gaussian, centered at positions
xL = (xL, 0, 0) and xR = (xR, 0, 0):
|ψα(x)|2 = e
−[(x−xα)2+y2]/(2σ2⊥)
2piσ2⊥
e−z
2/(2σ2z)√
2piσ2z
, (S14)
where α = L,R. Setting xL = −d/2, xR = d/2 and
taking the Fourier transform of the electron density in
Eq. (S14), we obtain
|∆ρ˜q|2 = 4 sin2(qxd/2) e−(σ2zq2z +σ2⊥q2x +σ2⊥q2y). (S15)
Rewriting 4 sin2(qxd/2) = 2(1−cos qxd) and substitut-
ing into Eq. (S13) gives
〈∆B2z 〉eq =
~2A20
(g∗µB)2
η
4pi3/2σzσ2⊥
(
1− e−d2/4σ2⊥
)
.(S16)
To cast the result into a more convenient form, we de-
fine the effective number of spins Nα in dot α = L,R via
N−1α = v0
∫
d3x |ψα(x)|4, where v0 is the unit cell vol-
ume (see above). For the wave functions in Eq. (S14)
we have Nα = 8pi
3/2σzσ
2
⊥/v0 ≡ N . Letting EN =
(g∗µB)
√〈∆B2z 〉eq, we have
E2N =
2
N
· v0η
~2
·
(
~2A0
v0
)2
·
(
1− e−d2/4σ2⊥
)
. (S17)
In this form, the
√
N dependence of the RMS Overhauser
field fluctuations is explicitly displayed.
The oscillations observed in Fig. 2 of the main text
reveal the magnitude of the gradient, but do not yield in-
formation about its sign. Therefore the correlation func-
tion in Eq. (S12), which depends on both the magnitude
and sign of ∆B(t), is not of direct relevance. Instead,
we compute the experimentally-relevant noise correla-
tions and power spectrum for ∆B2z (t). Assuming that
the noise is Gaussian, which is justified by the fact that
the continuous nuclear spin field I(x, t) is produced by a
large density of randomly polarized individual spins, the
fourth-order correlators that appear in the expression for
〈∆B2z (t)∆B2z (t′)〉c = 〈∆B2z (t)∆B2z (t′)〉c − 〈∆B2z (t)〉2 can
be factorized. This gives:
〈∆B2z (t)∆B2z (t′)〉c =
2η2~4A40
(g∗µB)4
[∫
d3q
(2pi)3
|∆ρ˜q|2e−Dq2|t−t′|
]2
.
(S18)
The integral in Eq. (S18) is very similar to the one eval-
uated above to compute the RMS nuclear field. Again
using the electronic density profile, Eq. (S14), we get
C(t− t′) ≡
∫
d3q
(2pi)3
|∆ρ˜q|2e−Dq2|t−t′| = 1− e
− 14d2/(σ2⊥+D|t−t′|)
4pi3/2(D|t− t′|+ σ2⊥)
√
D|t− t′|+ σ2z
. (S19)
Substituting back into Eq. (S18), we get
〈∆B2z (t)∆B2z (t′)〉c =
η2
8pi3
~4A40
(g∗µB)4
(
1− e− 14d2/(σ2⊥+D|t−t′|)
)2
(D|t− t′|+ σ2⊥)2 (D|t− t′|+ σ2z)
. (S20)
The autocorrelation function in Eq. (S20) above was
used for fitting the experimentally obtained power spec-
tral densities for (∆B‖)2 in Fig. 2c. The geometric pa-
rameters were taken from the lithographic dimensions of
the device, and known growth parameters of the het-
erostructure: d = 150 nm, σ⊥ = 40 nm, and σz = 7.5
nm. The diffusion constant D and the equilibrium nu-
clear field fluctuations EN = g
∗µBσ∆B , see Eqs. (S13)
and (S17), were taken as fit parameters. The extracted
values were D = 33 nm2/s and σ∆B = 6.0 mT.
Correlations for fixed separation time
In Fig. 3 of the main text, power spectral densities for
measurements of the singlet return probability with fixed
separation time are shown. This type of measurement
was employed previously by Reilly and coworkers [20].
For separation time tS , the singlet return probability PS
is given by
PS(t) =
1
2
Re
[
1 + ei(g∗µB/~)∆Bz(t)tS
]
. (S21)
Here we assume that Bz(t) is frozen on the timescale of
one experiment, but its value may change from run to
run. Averaging over Gaussian fluctuations gives
〈PS(t)〉 = 1
2
[
1 + e−
1
2 (g∗µB/~)
2〈∆B2z〉t2S
]
. (S22)
Using Eq. (S21), the autocorrelation function 〈PS(t+
∆t)PS(t)〉 − 〈PS(t)〉2 then follows (as also found in
Ref. [20]):
12
〈PS(t+ ∆t)PS(t)〉 − 〈PS(t)〉2 = 1
4
e−(g∗µB/~)
2〈∆B2z〉t2S [cosh ((g∗µB/~)2〈∆Bz(t+ ∆t)Bz(t)〉t2S)− 1] . (S23)
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FIG. S4. Scaling of the extracted coherence decay envelope
T2,n with n at external magnetic field B = 0.75 T. Solid blue
and yellow lines indicate fits of the power law ∝ nγ to data
in the indicated range.
The quantity 〈∆B2z 〉 in the exponent was calculated
above, see Eq. (S13) and below. Furthermore, the cor-
relation function C(t− t′) = (g∗µB)2
η~2A20
〈∆Bz(t+ ∆t)Bz(t)〉
was calculated in Eq. (S19). Thus we obtain the auto-
correlation function for the singlet return probability in
experiments with fixed separation time, used for fitting
the data in Fig. 3 of the main text.
6. DECOHERENCE OF THE QUBIT
SUBJECTED TO THE TRANSVERSE
OVERHAUSER NOISE
For two electrons in the (1, 1) charge state of a double
quantum dot, the effective pure dephasing spin Hamilto-
nian coupling the electron spins to the nuclei is given by
[14]
HˆSN =
∑
i=L,R
(
hˆiz +
(hˆix)
2 + (hˆiy)
2
Ω
)
Sˆiz (S24)
where hˆia with a = x, y, and z are the operators of
Overhauser field components, given by hˆia =
∑
k A
i
k Iˆ
a
k ,
in which Iˆak are the spin operators of k-th nucleus and
Aik = Aα[k]|Ψi(rk)|2 (with Ψi(r) being the envelope
wavefunction of the electron in dot i, Aα[k] the hyper-
fine interaction energy for nucleus of species α, and rk
the position of k-th nucleus) are the hyperfine couplings
of the k-th nucleus to the electron in dot i.
When the exchange interaction between the two elec-
trons is strongly suppressed due to a large barrier height
separating the two potential minima [33], the overlap be-
tween the ΨL(r) and ΨR(r) functions is negligible, and
every contributing nucleus is coupled only to one elec-
tron, residing either in L or R dot. The Hamiltonian
(S24) is then a sum of two commuting terms, each per-
taining to another dot. We also assume that the nuclear
density matrices in the two dots are uncorrelated, and
that the L and R dots have the same size and shape.
The singlet return probability PS(T ) is then given by
PS(T ) =
1
2
+
1
2
|W (T )|2 , (S25)
where W (T ) is the coherence function of a single spin in
one of the QDs (i.e. an off-diagonal element of its density
matrix normalized to unity), calculated for the respective
dynamical decoupling sequence.
Although the longitudinal and transverse Overhauser
field operators do not strictly commute, their commu-
tator is ∼ σ/N , where σ is the rms of the Overhauser
field and N is the number of nuclei appreciably inter-
acting with the electron [14]. In the following we use a
semiclassical approach to dynamics of large nuclear bath,
and neglect this commutator. The decoherence function
can then be written as
W (T ) ≈Wz(T )W⊥(T ) , (S26)
in which Wz(T ) is the contribution to decoherence that
originates from the first (longitudinal) term in Eq. (S24),
while W⊥(T ) is the contribution due to the second term
(quadratic in transverse Overhauser operators).
The Hamiltonian of the nuclei is the sum of a Zeeman
term, a quadrupolar splitting term, and a dipole-dipole
interaction term:
HˆN = HˆZ + HˆQ + HˆD =
∑
k
ωk Iˆ
z
k +
∑
j
qk(I
z
k)
2
+
∑
k>l
bkl(Iˆ
+
k Iˆ
−
l + Iˆ
−
k Iˆ
+
l − 2Iˆzk Iˆzl ) , (S27)
where ωk and qk are the Zeeman and quadrupolar split-
tings of the k-th nucleus respectively, and bkl is the dipo-
lar coupling between k and l nuclei.
It is important to note that W⊥(T ) calculated for echo
or other dynamical decoupling sequences has noticeable
time-dependence due to the presence of HˆZ and HˆQ
terms involving only single nuclei. The characteristic os-
cillations of W⊥(T ) for spin echo [7, 14, 34–36] and for
CPMG [6] arise from the presence of three distinct nu-
clear Larmor precession frequencies in GaAs. In contrast,
the echo decay envelope was explained [6, 7, 14, 36] by
the presence of a quadrupolar-induced spread of effective
fields δB, with δB sufficiently large to dominate over
broadening due to Iˆzk Iˆ
z
l dipolar interactions. Reported
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values are δB≈ 0.3 mT in [7] and δB≈ 1 mT in [6, 36].
On the other hand, the decay of Wz(T ) is solely due to
the dipolar Iˆ−k Iˆ
+
l flip-flop term, which does not commute
with hˆz and thus leads to dynamics of the longitudinal
Overhauser field.
We calculate W⊥(T ) using a semiclassical theory [14],
in which the averages of products of any number hˆ2x,y are
evaluated to the lowest order in 1/N expansion [34, 35].
Following [14, 35] we define a T -matrix, the components
of which are given by
Tkl(T ) = 2
3
I(I + 1)
√
NkNl
AkAl
2Ω
∫ T
0
f(t′)eiωklt
′
× cos
(∫ t′
0
f(t′′)Akldt′′
)
(S28)
where k(l) labels the group of Nk(l) nuclei having (ap-
proximately) common values of hf coupling Ak(l) and Zee-
man splitting ωk(l), f(t
′) is the time-domain filter func-
tion corresponding to the given pulse sequence (f(t′) is
nonzero for t′ ∈ [0, T ], and it changes between 1 and
−1 value at times at which pi pulses are applied), I is
the length of individual nuclear spins (assumed to be the
same for all spins, as is the case for GaAs, for which
I=3/2), and ωkl=ωk − ωl, Akl=(Ak − Al)/2. We have
then [14, 34, 35]
W⊥(T )=
1
det[1 + iT (T )] = exp
[ ∞∑
k=1
(−i)k
k
Rk(T )
]
,
(S29)
where Rk(T ) = Tr[T k(T )].
For a spin echo sequence of length T =τ the T -matrix
is given by [14, 34, 35]
T SEkl (τ) =
b¯k b¯l
Ω
−iωkl
ω2kl −A2kl
(
cos
ωklτ
2
− cos Aklτ
2
)
eiωklτ/2 ,
(S30)
while for a CMPG sequence with even number of pulses
n and interpulse spacing τ we have [6]
T CP,nkl (T = nτ) =
b¯k b¯l
Ω
ωkl
ω2kl −A2kl
cos ωklτ2 − cos Aklτ2
cos ωklτ2
× sin ωklnτ
2
eiωklnτ/2 . (S31)
where b¯k =
√
2
3I(I + 1)NkAk is the rms strength of the
Overhauser field arising from Nk spins, all spins having
Knight shift Ak.
It is crucial now to recognize the distinct roles of two
kinds of contributions to the T -matrix: the heteronuclear
ones, in which ωk and ωl correspond to distinct nuclear
isotopes (i.e. 69Ga, 71Ga, and 75As in the case of GaAs,
labeled by α=1, 2, 3), so that ωkl≈ωαβ , and the homonu-
clear ones, in which ωk and ωl correspond to groups of
nuclei of the same isotope, so that ωklωαβ . The former
terms govern the presence of characteristic oscillations of
W⊥(t) in echo [6, 7, 36] and CPMG case [6], while the
latter smooth these oscillations in CPMG case and, more
importantly, lead to an irreversible decay of the signal.
Note that the homonuclear terms are nonzero in the pres-
ence of intra-species spread of nuclear splittings, thereby
contributing to low- and intermediate-frequency noise.
Note that the dependence of Tkl on Knight shift differ-
ences Akl is negligible in experimentally relevant range
of parameters for both homonuclear and heteronuclear
terms. For QD with number of nuclei N ≈ 106 we have
Aklτ1 for τ20 µs. For heteronuclear terms we can
then put Akl = 0 in Eqs. (S30) and (S31) provided that
ωαβAkl (which is fulfilled for Bext > 100 mT in dots
considered here), while for homonuclear terms for isotope
α we have to assume that ωklτ 1 (which is easily ful-
filled for considered values of τ with δB ≈ 1 mT used
here). We can then perform the calculation by dividing
the nuclei of each isotope into K groups, each having the
same Ak (equal to the typical hf coupling for a give iso-
tope), value of ωk taken from [ωα−5σα, ωα+5σα] range,
and Nk taken from a Gaussian distribution:
Nk∈α = Nα
1√
2piσα
exp
(
− (ωk − ωα)
2
2σ2α
)
, (S32)
in which σα is the rms value of the nuclear splitting due
to a spread δB of the effective field experienced by the
nuclei. The calculations converge on timescales relevant
for measurements presented in this paper for K<100 for
n= 256 pulses (and for smaller K for lower numbers of
pulses).
Examples of results for n= 1, 4, 16, 64, and 256 are
shown in Fig. S5. In the calculations we have used the
values of Aα = 2Aα/N , with Aα = 35.9, 45.9, and 42.9
µeV, and ωα = −42.1, −53.6, and −30.1 neV at 1 T
field corresponding to 69Ga, 71Ga, and 75As, respectively
(note that N here is the number of nuclei, while in [35] it
denoted the number of unit cells, i.e. twice the number of
nuclei). The experimental results presented in the main
text are best fit by N=9× 105 in each dot, and effective
broadening σα corresponding to 1 mT field, and these
are the values used in Fig. S5.
The key observation is that the calculated W⊥(T ) can
be very well approximated by a product of decoherence
functions calculated while keeping only the homonuclear
terms and only the heteronuclear ones:
W⊥(T ) ≈W⊥,het(T )×W⊥,hom(T ) . (S33)
The heteronuclear term is responsible for large-amplitude
oscillations of the signal, while the homonuclear term
gives a decay envelope of the coherence signal, see Fig. S5.
Furthermore, the homonuclear contribution can be ap-
proximated very well (at least on timescale of the signal
decay) by a simple solution obtained using a bimodal ap-
proximation to the distribution of ωk frequencies of nuclei
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FIG. S5. Two-spin decoherence function |W⊥(T = nτ)|2 cal-
culated using the T -matrix approach for n=1, 4, 16, 64, and
256 (from bottom to top). Black solid lines are the exact
calculation, green lines are the homonuclear-only result, and
dashed lines correspond to analytical approximation to the
homonuclear result from Eq. (S34).
of each species (first used for spin echo case in [14]). In
this approximation we have
W⊥,hom(T ) ≈
∏
α
1
1 + (T/t
(n)
α )4
, (S34)
where for echo we have
t(1)α =
2
√
2
b¯α
√
Ω
σα
, (S35)
while for CPMG sequence with even n we obtain
t(n)α = 2
1/4nt(1)α . (S36)
This is the main result here: when decoherence due to
tranvserse Overhauser field fluctuations is dominated by
the homonuclear contribution, the characteristic coher-
ence half-decay time T2 (defined by W⊥,hom(T2) = 1/e)
scales linearly with the number of pulses n, i.e. we have
T2 ∝ nγ⊥ with γ⊥=1.
