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PREFAZIONE
Il lavoro che viene presentato prende spunto dal progetto SITAR sull’in-
dividuazione e l’analisi di siti inquinanti depositati sul fondo marino: piu´
in dettaglio, la tesi proposta analizza una possibile ma non implementata
alternativa rispetto al metodo utilizzato per la ricostruzione tridimensionale
delle immagini rappresentanti gli oggetti inquinanti da analizzare.
Analogamente al progetto SITAR, verranno utilizzati impulsi sonori medi-
ante i quali ottenere immagini attraverso loro rielaborazione: cio´ che differen-
zia questo lavoro dal progetto SITAR e´ l’utilizzo di due veicoli subacquei di
tipo ROV semiautonomi, di cui uno atto a trasmettere e l’altro a ricevere,
mentre nel progetto originario veniva utilizzato solo un veicolo trasmettitore
manovrato da un operatore umano e una serie di boe riceventi. L’obiettivo e´
quello di sviluppare un sistema di controllo per il veicolo ricevente che faccia
in modo che quest’ultimo si posizioni in un punto dello spazio in modo da
poter ricevere la massima potenza possibile del segnale sonoro trasmesso dal
veicolo trasmittente e riflesso dall’oggetto da analizzare.
Verra´ descritta la dinamica del veicolo ROV preso in considerazione per lo
sviluppo del lavoro, basandosi sulle identificazioni effettuate da Giovanni In-
diveri nella sua Tesi di Dottorato presso la facolta´ di Ingegneria all’Universita´
degli Studi di Genova [1], con attenzione alle dinamiche che saranno utiliz-
zate nel corso del lavoro.
L’intero procedimento di controllo viene scisso ed analizzato in tre parti in-
dipendenti fra loro e verra´ analizzata separatamente l’influenza della frequen-







In questo capitolo vengono illustrati degli accenni alla dinamica di veicoli sub-
acquei: in particolare viene analizzata la dinamica di veicoli di tipo ROV, i
quali sono stati scelti come veicoli utilizzati nelle simulazioni successive.
1.2 Forze e momenti del fluido su un corpo
rigido
Quando un corpo si muove in un fluido subisce l’influenza di forze esterne
dovute all’interazione fra lui e il fluido stesso. Come puo´ essere facilmente
immaginato, tutte queste forze sono in qualche modo proporzionali sia alla
densita´ del fluido sia alla velocita´ e accelerazione relativa fra corpo e fluido.
Quando un corpo si muove a queste velocita´ nell’aria, almeno nella maggior
parte delle applicazioni, queste forze risultano essere trascurabili. Al con-
trario in applicazioni subacquee, a causa dell’alta densita´ dell’acqua, queste
forze divengono importanti anche alle velocita´ piu´ basse.
1.2.1 L’equazione di Navier Stokes
L’equazione di Navier Stokes e´ l’equazione del moto di un volume di flui-
do di tipo newtoniano, incomprimibile e dalla densita´ costante nel tempo.
Per ottenere questa equazione, verranno adottate le seguenti notazioni: ρ
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denota la densita´ del fluido (dimensioni [Kg/m3]),F la forza per unita´ di
volume (dimensioni [N/m3]), τij il tensore di tensione superficiale (dimen-
sioni [N/m2]), p la pressione (dimensioni [Kg/m3]), V un volume elementare
(dimensioni [m3]) di una superficie S (dimensioni [m2]) avente come versore
normale n = (n1, n2, n3)
T (dimensioni [m]), u = (u1, u2, u3)
T la velocita´ lo-
cale del fluido (dimensioni [m/s]) rispetto ad una terna solidale al corpo.
Un risultato preliminare per la derivazione dell’equazione di Navier Stokes e´


















essendo Un il vettore normale alla superficie S. Un caso particolare dell’eq.
(1.1) e´ relativo alla situazione in cui il volume e la superficie sono relative alle
stesse particelle di fluido. In questa situazione Un = u
Tn = uini e applicando











f(x, t) +∇ · f(x, t)u
)
dV (1.2)
essendo ∇ = (∂/∂x1, ∂/∂x2, ∂/∂x3)T l’operatore gradiente.
Sostituendo la funzione densita´ alla f nell’eq. (1.2) il principio di conser-
vazione di massa implica che
∂
∂t
ρ(x, t) +∇ · ρ(x, t)u = 0 (1.3)










































la quale nell’ipotesi espressa in eq. (1.4) implica che l’equazione di Eulero di














Per ottenere finalmente l’equazione di Navier Stokes sono necessarie ulteriori
ipotesi sulla tensione superficiale τ . Il fatto che i momenti agenti sull’elemen-
to di fluido dV siano bilanciati comporta che τij = τji ∀ij. Si puo´ dimostrare
che la tensione superficiale di un fluido isotropico soddisfacente l’eq. (1.4) e
il cui volume non si modifica durante il moto e´
τij = −pδij + ν(∂ui/∂xj + ∂uj/∂xi) ∀i 6= j (1.6)
essendo τij il simbolo del delta di Kronecker, p la pressione e ν il coefficiente
di attrito viscoso. L’eq. (1.6) definisce un fluido newtoniano, caratteristica
che la maggior parte di fluidi in esame presenta. Dunque da (1.6), (1.5) e
(1.4) l’equazione di Navier Stokes risulta
∂
∂t





essendo ν la viscosita´ cinematica. L’eq. (1.4) e la (1.7), con opportune
condizioni al contorno, descrivono totalmente l’andamento di un fluido new-
toniano incomprimibile e a densita´ costante nel tempo, ma puo´ essere utile
solo in rari casi in cui la geometria del sistema permette di trovare soluzioni
analitiche, ad esempio nel moto attraverso due pareti parallele (caso di Cou-
ette) oppure attraverso un tubo cilindrico (caso di Poiseuille). Fortunata-
mente si puo´ dimostrare teoricamente e sperimentalmente che gli effetti vis-
cosi in un moto in un fluido sono rilevanti solo su volumi di fluido adiacenti
alla superficie del corpo, svanendo velocemente allontanandosi dalla superfi-
cie di contatto. Come conseguenza, l’approccio standard per stimare le forze
del fluido su un corpo consiste nel calcolare tutti gli effetti inerziali come se
il fluido fosse non viscoso, per esempio considerando ν = 0, aggiungendo solo
successivamente gli effetti sulla superficie in modo sperimentale o teorico.
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1.2.2 Effetti della pressione dinamica su un corpo rigi-
do
Considerando un fluido ideale e non viscoso, la forza Fdp e il momento Ndp




























(ro,p ∧ n)dS (1.9)
essendo φ una funzione armonica sottoposta alla condizione descritta da
∂
∂n
φ = vTp/on = (vu/o + ω1/0 ∧ ru,p)Tn (1.10)
S la superficie di separazione,n la normale alla superficie e ro,p un vettore di
posizione come indicato dalla figura (1.1)
Figura 1.1: Corpo rigido sott’acqua
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Per risolvere in modo esplicito l’eq. (1.8) e l’eq. (1.9) e´ necessaria un’ul-
teriore ipotesi semplificativa, ossia che il fluido non abbia pareti che lo lim-
itino, eccezion fatta per il corpo stesso. Come mostrato da Newman in [4], la
soluzione per le due equazioni (considerando la limitazione 1.10) puo´ essere
trovata analiticamente: per soddisfare l’eq. (1.10) la velocita´ scalare poten-
ziale φ puo´ essere riscritta in termini di un vettore ψ ∈ R6x1. Definendo la




T ∈ R6x1 (1.11)
si puo´ scrivere
φ = ψTν (1.12)






























essendo ν definita nell’eq. (1.11), ω la velocita´ angolare ω1/0, εjkl la densita´ di
Levi-Cisita definita in modo che la j-esima componente del vettore prodotto
fra a e b, ossia (a ∧ b)j =
∑3
k,l=1 εjklakbl sia










εjkl = 0 altrimenti








essendo ψi la componente del vettore introdotto nell’eq. 1.12. Ogni compo-
nente di ψ deve essere armonico nei confornti del fluido (∇2ψi = 0) e deve
soddisfare le condizioni cinematiche
∂
∂n
ψi = ni ∀i = 1, 2, 3 (1.16)
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∂∂n
ψi = (ru,p ∧ n)i−3 ∀i = 4, 5, 6 (1.17)
sulla superficie di separazione.
Come conseguenza ogni componente di massa aggiunta dipende solo dalla
forma dei confini della superficie S e dalla costante ρ, densita´ del fluido. Le
eq. (1.13) e (1.14) possono essere espresse in forma piu´ compatta scrivendo







essendo ogniMij una matrice 3x3. Con queste notazioni le eq. (1.13) e (1.14)
possono essere riscritte come
Fdp = −(M11M12)d<1>
dt
ν − ω1/0 ∧ [(M11M12)ν] (1.19)
Ndp = −(M21M22)d<1>
dt
ν−ω1/0∧ [(M21M22)ν]−vu/o∧ [(M11M12)ν] (1.20)




τ dp = −MAd<1>
dt











Si noti che dalle eq. (1.19) e (1.20) deriva che un corpo rigido in moto
con velocita´ lineare costante in un fluido non viscoso infinito non risente
di alcun forza dinamica di pressione, sebbene potrebbe avere un momento
non nullo dovuto al termine vu/o∧ [(M11M12)ν] presente nella (1.20): questo
fatto e´ spesso riportato dalla letteratura come il paradosso di D’Alembert.
Applicando il teorema di Green ai componenti di massa aggiunta, si puo´
dimostrare che il tensore MA risulta essere simmetrico: inoltre, partendo dal
principio di conservazione dell’energia [4] [6], si puo´ dire che il tensore sia





essendo ν la velocita´ generalizzata del corpo rigido. Questa proprieta´ mostra
che MA e´ definito positivo. Il limite pratico a quello detto fino ad ora
sulla pressione dinamica di un qualsiasi corpo rigido risulta essere il coef-
ficiente mij della massa aggiunta: questi sono stati valutati analiticamente
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solo per un ristretto numero di tipologie geometriche, come la sfera o l’el-
lissoide che non sono di gran importanza nelle applicazioni reali. Quindi
per modellare correttamente un oggetto subacqueo, MA deve essere stimata
sperimentalmente.
1.3 Modello di veicolo subacqueo
Le equazioni del moto del veicolo descritte precedentemente possono essere
viste come blocchi da cui partire per la costruzione di un modello di veicolo
subacqueo pi complesso. Nel caso in questione, verra´ analizzato il caso di
veicolo di tipo UUV: questo tipo di veicoli sono utilizzati generalmente per
operazioni a bassa velocita´ e non sono equipaggiati con superfici per slitta-
menti laterali, per cui le relative forze di slittamento verranno considerate
nulle. La massa aggiunta e l’effetto di drag sono calcolati come descritto in
precedenza: sebbene la forza di drag sia una forza distribuita sulla superficie
del veicolo, in questo caso per semplicita´ essa verra´ descritta da un unico
parametro.
L’approccio standard al modello di drag consiste nella somma di un termine
quadratico e di uno lineare relativi alla velocita´ generalizzata in sei dimensioni
ν
Fdrag = −Dνν −Dν|ν|ν|ν| (1.23)
con le matrici DνeDν|ν| definite positive. Una semplificazione ulteriore [5]
consiste nel considerare queste due matrici diagonali, per cui si puo´ scrivere
Dν = diag(Xu, Yv, Zw, Kp,Mq, Nr) (1.24)
Dν|ν| = diag(Xu|u|, Yv|v|, Zw|w|, Kp|p|,Mq|q|, Nr|r|) (1.25)
Per ottenere il modello UUV completo, sono da considerare le dinamiche
dei propulsori e del cavo: per quanto riguarda quest’ultimo, esso e´ spesso
modellato negli studi di simulazione ma, sebbene sia potenzialmente sorgente
di forze di drag o altri tipi di forze che vanno ad agire sul veicolo ROV,
viene spesso trascurato nel design di un veicolo e le forze che apporta sono
considerate fare parte dei disturbi al pari di altri effetti del fluido.
1.3.1 Dinamica dei propulsori
La dinamica dei propulsori puo´ essere ottenuta come una equazione a se










U velocita´ costante dei propulsori
n numero di giri al secondo
U diametro dell’apertura
T la potenza e ρ la densita´ dell’acqua. Nella maggioranza delle applicazioni
K e´ considerata costante e la dipendenza di T dal quadrato di n e´ indicata
come n|n| per prendere in considerazione il segno della potenza. Comunque
in applicazioni reali compare una saturazione sebbene il modello che di solito
si prende per buono [5] e´
T = an|n| − bnνa (1.27)
essendo νa la velocita´ di avanzamento dell’acqua attraverso le pale dei propul-
sori. Il termine di saturazione diviene importante nei casi di alta velocita´,
ma e´ di solito trascurabile nei casi di velocita´ basse a cui operano i veicoli
ROV.
Un modello ROV che tenga in considerazione la dinamica del motore e´ stato
proposto da Yoerger [7] e consiste nelle equazioni seguente
dn
dt
= βτ − αn|n|
T = Ctn|n|
essendo α e β costanti, τ la torsione d’ingresso. Sebbene molti studi siano
stati tentati per modellare in modo completo la dinamica dei propulsori,
un modello semplice di tipo T = an|n| nel quale la velocita´ di rotazione dei
propulsori sia proporzionale al voltaggio applicato, sebbene non tenga in con-
siderazione la dinamica del motore, e´ in definitiva un’ottima approssimazione
per tutte quelle applicazioni in cui n non cambia segno troppo repentina-
mente. In conclusione, la forza di spinta dei propulsori puo´ essere descritta
da
T = cV |V | (1.28)
con V voltaggio applicato e c costante individuata sperimentalmente.
1.3.2 Modello generale di un veicolo ROV




ν+[C(ω1/0)+CA(ν)]ν+ +Dνν+Dν|ν|ν|ν|−gWk = τth+δ
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Dν = diag(Xu, Yv, Zw, Kp,Mq, Nr)





k = (1kT0 ,
1kT0 )
T
τ th forza generalizzata dei propulsori
δ vettore disturbo
1.4 Identificazione e struttura del modello
Per lo sviluppo e la simulazione del controllore studiato in questo lavoro e´
stato considerato un modello di veicolo subacqueo di tipo ROV denominato
ROMEO, mostrato in figura seguente
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Figura 1.2: Veicolo subacqueo di tipo ROV ROMEO
Le dimensioni di ROMEO risultano essere: 1m di altezza, 0.9m in larghez-
za, 1.3m in lunghezza e peso in aria di circa 450Kg. Come mostrato in figura
la base del veicolo presenta un carrello per pesi aggiuntivi e due blocchi
cilindrici per le batterie mentre la parte superiore e composta da un blocco
cilindrico per l’elettronica, quattro propulsori sul piano orizzontale e quattro
su quello verticale. I propulsori, cilindri e strumenti sonoposizionati in modo
che il veicolo risulti simmetrico rispetto sia al paino xz sia a quello yz.
L’identificazione sperimentale di un modello ROV completo come quello de-
scritto dall’eq. (1.29) non e´ fattibile solo con i sensori standard di bordo
perche´ richiederebbe una conoscenza completa dello spazio degli stati. In-
vece puo´ essere attuata con metodi piu´ complicati e costosi come descritto
da Goheen [9] o Fryxell[10], ma tali approcci non sono indicati per sistemi
aventi una configurazione variabile a seconda della missione. Inoltre, in molte
condizioni standard di manovra e generalmente per velocita´ basse, molti dei
termini introdotti teoricamente possono essere trascurati senza alcuna perdi-
ta di generalita´ o di informazione. Come conseguenza dell’identificazione
basata su sensori di bordo, ci si rifersice solitamente ad un modello semplifi-
cato che puo´ essere ottenuto dall’eq. (1.29) trascurando i termini non sulla
diagonale della matrice della massa aggiunta,i termini di accelerazione cen-
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tripeta e relativi a Coriolis e quelli delle forze di drag.
Questa semplificazione si basa sul fatto che (i) gli elementi non sulla diago-
nale della matrice di massa aggiunta sono nulli per via della simmetria del
veicolo,(ii) gli elementi non sulla diagonale sono trascurabili in valore asso-
luto rispetto a quelli sulla diagonale, (iii) alcuni effetti idrodinamici sono
trascurabili a basse velocita´.
Da questo risulta un modello che, per ogni grado di liberta´, puo´ essere
descritto da
mξ˙ = −kξξ − kξ|ξ|ξ|ξ|+ τξ + ε (1.29)
essendo m l’inerzia relativa al grado di liberta´ considerato, ξ la velocita´ ad
una dimensione (surge, sway, heave, yaw, pitch o roll), kξ e kξ|ξ| coefficienti
di drag lineare e quadratico, τξ la forza applicata e ε il disturbo di effetti non
modellati altrimenti.
1.5 Stima dei parametri
Il metodo di stima proposto consiste in due passi distinti: prima vengono
stimati i paramteri di drag attraverso test a velocita´ costante, in seguito i
valori cos´ı ottenuti sono utilizzati per sviluppare un esperimento di identi-
ficazione dell’inerzia con input sinusoidale. Entrambi i passi sono basati su
misure di posizione: una volta effettuate le misurazioni, e´ sufficiente appli-
care un metodo ai minimi quadrati per la posizione ma per l’identificazione
dell’inerzia e´ necessario un test con caratteristiche di filtraggio diverse. Piu´
in generale si presenta il problema di elaborare la derivazione numerica di un
segnale che presenta problemi di rumore.
Fra tutti i possibili metodi di elaborazione dei segnali, nel modellare il veicolo
ROV-ROMEO e´ stato utilizzato il metodo di filtraggio di Savitzky-Golay [11]:
questi filtri sono dei passa basso sviluppati nel dominio del tempo anziche´
in quello della frequenza. All’interno di una finestra contenente nl punti alla
sinistra e nr punti sulla destra dell’i-esimo dato, i nl + nr + 1 punti sono
elaborati ai minimi quadrati con un polinomio di grado m e l’i-esimo dato e´
pensato come il valore di tale polinomio in i: e´ da notare che il polinomio
viene utilizzato solo per il dato i e che quando ci si sposta su un altro dato
la procedura viene ripetuta.
Come indicato nell’eq. (1.29), la forma della dinamica proposta e´ da con-
siderarsi valida per ogni grado di liberta´ preso singolarmente, variando di
caso in caso i parametri kξ,kξ|ξ| e ε. Nello specifico si puo´ limitare l’individ-
uazione dei parametri per due moti soltanto, ossia a quello di sourge (task
3) e a quello di heave (task 1): come riportato in [1] si ottengono i seguenti
parametri
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Moto lungo la direzione di heave
mw˙ = −kww − kw|w|w|w|+ τw + ε
kw = (50± 12) Ns/m
kw|w| = (424± 28) Ns2/m2
ε = 0.57± 0.03
Moto lungo la direzione di surge
mu˙ = −kuu− ku|u|u|u|+ τu + ε
ku = (38± 7) Ns/m
ku|u| = (333± 24) Ns2/m2
ε = 0.72± 0.02
Rimane da indicare che per il caso di moto lungo la direzione di surge, si
e´ diversificata l’identificazione dei parametri a seconda del verso del moto:
questo aspetto e´ stato approfondito nel cap.5
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Capitolo 2
Teoria di aperture complesse
2.1 Introduzione
In questo capitolo saranno illustrate le basi matematiche che decrivono la
funzione direttivita´, utilizzata in maniera estesa nell’implementazione del
controllore. In particolare, verra´ analizzata la funzione direttivita´ relativa ad
aperture generiche di forma cilindrica, mediante le quali sono state modellate
le antenne di trasmissione e ricezione dei veicoli del sistema studiato.
2.2 Funzione direttivita´ in campo corto
L’esatta soluzione dell’equazione per onde lineari, tridimensionali, non omo-





ϕ(t, r) = xM(t, r) (2.1)
e´ data da




xM [t− (|r− r0|/c), r0]
|r− r0| dV0 (2.2)
dove ϕ(t, r) e´ la velocita´ potenziale scalare in metri quadri su secondi, c e´
la velocita´ del suono in acqua in metri al secondo e xM(r, r) e´ la distribuzione
della sorgente in s−1.





x(t, r)αT (t− τ, rT )dτ (2.3)
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X(f, r0)AT (f, r0)gf (r|r0)dV0exp(+j2pift)df (2.4)
dove
g(r|r0)f = −exp(−jk|r− r0|)
4pi|r− r0| (2.5)
e´ la funzione di Green tempo indipendente,
k = 2pif/c = 2pi/λ (2.6)
e´ il numero d’onda in radianti su metri, λ e´ la lunghezza d’onda in metri,
r = xxˆ+ yyˆ + zzˆ (2.7)
e´ il vettore di posizione di un punto del campo e
r0 = x0xˆ+ y0yˆ + z0zˆ (2.8)
e´ il vettore posizione di un punto della sorgente. La pressione acustica p(t, r)
in pascal (Pa) e il vettore velocita´ u(t, r) in metri al secondo possono essere
ottenuti dalla velocita´ potenziale come segue:
p(t, r) = −ρ0 ∂
∂t
ϕ(t, r) (2.9)
dove ρ0 e´ la densita´ del mezzo fluido in chilogrammi per metro cubo e











e´ il gradiente espresso in coordinate rettangolari (x,y,z). Da notare che ρ0 e´
costante dal momento che verranno considerati solo fluidi omogenei.
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Figura 2.1: Esempio di distribuzione di sorgente con volume V0
Approssimando la funzione di Green attraverso le espansioni di Fresnel
e Fraunhofer [2], si puo´ ottenere la funzione di direttivita´ a campo lungo
e corto: iniziamo l’analisi notando che la quantita´ |r − r0| appare sia nel
modulo che nella fase della funzione dell’Eq. (2.5). Dal momento che
|r− r0| =
√
(r− r0) · (r− r0) (2.12)
si puo´ affermare che
|r− r0| = r
√






− 2 rˆ · r0
r
(2.14)







e´ il modulo del vettore posizione di un punto dell’apertura sorgente,
r = |r| =
√
x2 + y2 + z2 (2.16)
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e´ il modulo del vettore posizione di un punto del campo e
rˆ = uxˆ+ vyˆ + wzˆ (2.17)
e´ il versore della direzione di r, cosi che
r = rrˆ (2.18)
dove
u = sin θ cosψ (2.19)
u = sin θ sinψ (2.20)
e
w = cos θ (2.21)
sono le direzioni rispetto agli assi X,Y e Z rispettivamente (vedere Fig.
(2.2)). Si noti che u, v e w hanno valore compreso fra -1 e 1, poiche´ 0 ≤ θ ≤ pi
e 0 ≤ ψ ≤ 2pi e
u2 + v2 + w2 = 1 (2.22)
Inoltre si noti che il parametro b e adimensionale: siamo dunque in grado di
approssimare la funzione di Green data dall’Eq. (2.5).
Consideriamo il termine 1|r−r0| , esso puo´ essere approssimato utilizzando
l’espansione binomiale per cui
|r− r0| = r
√








+ . . .
)
, |b| < 1 (2.23)
Si noti che l’Eq. (2.23) risulta valida con b < 1, dove b e´ definito da l’Eq.





1 + cosφ2 + cosφ), 0 ≤ φ ≤ pi/2
r0(
√
1 + cosφ2 − cosφ), pi/2 ≤ φ ≤ pi (2.24)
dove φ e´ l’angolo fra rˆ e r0. Quindi, assumendo b < 1 e usando solo il primo






Sebbene l’uso del primo termine dell’espansione binomiale sia sufficiente
per approssimare il modulo, esso non e´ sufficiente per approssimare la fase
exp(−jk|r− r0|), poiche´ piccole variazioni di r− r0 possono portare a grosse
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Figura 2.2: Vettore unita´ rˆ e gli angoli sferici ψ e θ. Si noti che ψ e´ misurato
in senso antiorario
variazioni di fase.
Per approssimare la fase, dovremo ricorrere ai primi tre termini dell’espan-
sione binomiale descritta dall’Eq. (2.14), ottenendo
|r− r0| ≈ r − rˆ · r0 + r
2
0 − (rˆ · r0)2
2r
, |b| < 1 (2.26)
Sostituendo quindi i termini approssimati all’Eq. (2.5), otteniamo






0 − (rˆ · r0)2
2r
]
, |b| < 1
(2.27)
che e´ l’espansione in campo corto della funzione di Green. L’espansione di
Fresnel della gf (r|r)0 puo´ essere ottenuta dall’Eq. (2.27) usando solo i primi
due termini dell’espansione binomiale invece che i primi tre, cosa che equivale
a trascurare il termine (rˆ · r0)2 nell’Eq. (2.26). Quindi l’approssimazione di
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Fresnel della funzione di Green e´ data da









, |b| < 1 (2.28)
Trascurare il termine (rˆ · r0)2 implica
r20 À (rˆ · r0)2 (2.29)
o equivalentemente
r20 ≥ K(rˆ · r0)2 (2.30)
dove la costante K > 1 controlla la regione di validita´ dell’approssimazione




K|(rˆ · r0)| (2.31)
Dal momento che abbiamo gia´ introdotto φ come l’angolo fra rˆ e r0, l’Eq.
(2.31) puo´ essere espressa come
1 ≥
√
K| cosφ|, 0 ≤ φ ≤ pi (2.32)
oppure







φmax = pi − φmin (2.35)
dal momento che | cos (pi − φ)| = | cosφ|. Poiche´ un fattore di 10 e´ una tipica
scelta per rappresentare molto maggiore di, scegliendo K = 10, allora l’Eq.
(2.33) diventa
72◦ ≤ φ ≤ 108◦ (2.36)
Partendo da questo assunto, possiamo fissare la distanza r0 da un punto
sorgente uguale al valore massimo (definiamolo R) e sostuiamo φ = 72◦ o
φ = 108◦ all’Eq. (2.4) ottenendo
r > 1.356R (2.37)
L’Eq. (2.37) fissa la distanza minima che un punto del campo deve avere dal-
la apertura sorgente in modo da garantire |b| < 1 cos´ı che l’approssimazione
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Figura 2.3: Rappresentazione geometrica dell’approssimazione di Fresnel
di Fresnel sia valida.
Usando l’approssimazione di Fresnel, possiamo ottenere un criterio che sta-
bilisca il confine fra la regione di campo corto e la regione di campo lungo di























r > pir2/λ (2.39)
25
Per ottenere un criterio assoluto basato sull’Eq. (2.39), si considera il caso
peggiore in cui il numeratore diventa massimo il che corrisponde a definire
r0 uguale al suo massimo valore R. Quindi
r > piR2/λ > 1.356R (2.40)
che rappresenta il criterio di campo lungo.
Dall’Eq. (2.28) possiamo procedere per ottenere la forma della funzione
direttivita´ in campo corto: sostituendo l’Eq. (2.28) all’Eq. (2.4), otteniamo






















dove l’espressione t − (r/c) e´ definito come ritardo temporale. Il tempo di
ritardo e´ una misura del tempo che e´ trascorso fra la trasmissione del campo
e la sua ricezione a r metri dal trasmettitore. Si puo´ scrivere
exp(+jkrˆ · r0) = exp[+j2pi(fxx0 + fyy0 + fzz0)] (2.42)
dove
fx = u/λ (2.43)
fy = v/λ (2.44)
e
fz = w/λ (2.45)
sono le frequenze spaziali nelle direzioni X,Y e Z Se sostiuiamo l’Eq. (2.42)















×exp[+j2pi(fxx0 + fyy0 + fzz0)]dx0dy0dz0 (2.46)
L’Eq. (2.46) puo´ essere interpretata come una trasformata di Fourier in tre













dove Fr0 e´ una notazione per la tasformata di Fourier in tre dimensioni: l’Eq.
(??) puo´ essere trasformata in
I = XM(f, r, ~ν) = X(f, ~ν) ∗DT (f, r, ~ν) (2.48)
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dove
XM(f, r, ~ν) =
∫ ∞
−∞
X(f, ~α)DT (f, r, ~ν − ~α)d~α (2.49)
e



















exp(+j2pi~α · r0)dr0 (2.50)
e´ la funzione direttivita´ in campo corto o beam pattern di un’apertura com-
plessa At(f, r0) dove
~α = (fx, fy, fz) (2.51)
e
r0 = (x0, y0, z0) (2.52)
2.3 Direttivita´ in campo lungo




exp(+jkrˆ · r0), |b| < 1 (2.53)
Si nota che se l’Eq. (2.40) e´ soddisfatta e se, nei fatti, r > 2.424R, allora
|b| < 1 per tutti i valori di φ, il quale varia fra 0 e pi.
In maniera del tutto simile, la funzione direttivita´ in campo lungo puo´ essere
ricavata da quella in campo corto trascurando il termine quadratico della fase.
Dunque, la funzione direttivita´ in campo lungo o beam pattern di un’apertura
complessa con funzione AT (f, r0) e´ data da
DT (f, ~α) = Fr0{AT (f, r0)} =
∫ ∞
−∞
AT (f, r0)exp(+j2pi~α · r0)dr0 (2.54)
dove r0 = dx0dy0dz0. Inoltre
AT (f, r0) = F
−1
~α {DT (f, ~α)} =
∫ ∞
−∞
DT (f, ~α)exp(−j2pi~α · r0)d~α (2.55)
dove F−1~α {·} = F−1fx F−1fy F−1fz {·} e d~α = dfxdfydfz. Si noti come la funzione
direttivita´ in campo lungo non dipenda dal raggio r del punto del campo
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come invece accadeva nel caso di campo corto.
In campo lungo, l’espressione per la velocita´ potenziale si riduce a
















X(f, ~α)DT (f, ~ν − ~α)d~α (2.57)
e´ la forma frequenziale del segnale di trasmissione attraverso il fluido.
2.4 Funzioni di direttivita´ di aperture piane
Si consideri il caso di un’apertura piana di forma arbitraria, come ad esempio
quella mostrata in Fig. (2.4) L’apertura piana puo´ rappresentare un singolo
Figura 2.4: Apertura piana di forma arbitraria sul piano XY e punto del
campo con coordinate sferiche (r, θ, ψ)
trasduttore elettroacustico oppure un array di singoli transduttori. Inoltre
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viene indicato un punto del campo con coordinate sferiche (r, θ, ψ) immagi-
nato in condizioni di campo lungo, ossia con r > piR2/λ > 1.356R, dove R e´
il raggio massimo dell’apertura.
Poiche´ l’apertura giace sul piano XY , il vettore posizione che descrive i punti
dell’apertura stessa risulta
ra = (xa, ya, 0) (2.58)
cosa che comporta
A(f, ra) = A(f, xa, ya) (2.59)
~α · ra = (fx, fy, fz) · (xa, ya, 0)) = fxxa + fyya, (2.60)
e
d~ra = dxadya (2.61)
Sostituendo all’espressione della direttivita´ in campo lungo otteniamo






A(f, xa, ya)exp[+j2pi(fxxa + fyya)]dxadya (2.62)
dove
















Poiche´ le frequenze spaziali possono essere espresse nei termini θ e ψ, la
funzione direttivita´ puo´ essere in ultima istanza espressa come una funzione
della frequenza f e degli angoli sferici θ e ψ, cos´ı che
D(f, fx, fy)→ D(f, θ, ψ) (2.66)
2.5 Direttivita´ di un pistone circolare
Esaminiamo adesso il caso in cui l’apertura abbia forma di pistone circo-
lare, forma utilizzata per schematizzare le antenna di ricezione e trasmis-
sione dei veicoli: consideriamo il suo raggio pari ad a metri, come mostrato
in Fig. (2.5) e spessore trascurabile. Il modello matematico piu´ semplice per
descrivere questa forma e´ dato da
A(f, ra, φa) = A(f, ra) = circ(ra/a) =
{
1, ra ≤ a,
0, ra ≥ a, (2.67)
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Figura 2.5: Apertura circolare su piano XY con raggio a metri e punto del







cos (b sin β − nβ)dβ (2.68)
la funzione di Bessel di primo tipo di ordine n e con l’identita´∫ x
0
J0(α)αdα = xJ1(x) (2.69)
il beam pattern non normalizzato dell’apertura circolare giacente sul piano
XY e´ data da










dove 2pia e´ la circonferenza del pistone in metri. Poiche´ il fattore di normal-
izzazione e´
Dmax = D(f, θ, ψ)|θ=0◦ = pia2 (2.71)
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il beam pattern normalizzato del pistone circolare e´






























In questo capitolo venrranno presi in considerazione i primi due task con-
sistenti, rispettivamente, nel posizionamento verticale del veicolo ricevitore
e allineamento delle antenne ricevitrice e trasmettitrice. Sebbene i due sot-
tositemi che andremo ad analizzare sono profondamente diversi l’uno dall’al-
tro, essi hanno in comune caratteristiche tecniche simili e sono stati risolti con
metodologie di controllo identiche fra loro, ragione per cui vengono analizzati
parallelamente in uno solo capitolo.
3.2 Descrizione dei problemi
Il primo task consiste nel posizionare il veicolo ricevitore ad un’altezza dal
fondo marino, partendo da un punto qualunque dello spazio, in modo da
ricevere la massima potenza di trasmissione possibile, conformemente al-
la direzione di orientazione delle due antenne: in dettaglio, si considera il
problema come giacente sul piano xz, limitando il moto del veicolo alla sola
direzione z (denominata di heave), come mostra la figura seguente
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Figura 3.1: Schematizzazione del primo task
Una volta che il robot ricevitore si sia posizionato all’altezza (dal fondo
marino) desiderata, in modo da ricevere il massimo di potenza di segnale
possibile conformemente all’orientazione delle antenne, e´ necessaro orientare
l’antenna del robot ricevitore lungo la direzione del segnale di trasmissione in
modo da poter ricevere il massimo di potenza del segnale trasmesso. Questo
e´ l’obiettivo del secondo task, il quale viene schematizzato in figura seguente
Figura 3.2: Schematizzazione del secondo task
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L’aspetto che accomuna i due task risulta essere il fatto che, per entram-
bi, non e´ possibile definire nessun tipo di errore fra configurazione dei gradi
di liberta´ attuale e quella desiderata e quindi non e´ possibile sviluppare una
tipologia di controllore basato su funzioni di Lyapunov di controllo.
L’unica grandezza di cui si puo´ effettuare misurazioni e che sara´ effettiva-
mente la base per lo sviluppo dei due controllore e´ la potenza ricevuta dal
veicolo di controllo: in base alla valutazione della variazione di potenza rice-
vuta e sotto opportune ipotesi, sara´ possibile sviluppare due controllori divisi
in due parti, una agente in catena aperta, l’altra in catena chiusa.
Nel paragrafo seguente si richiamano alcuni aspetti sulla funzione di potenza
ricevuta che verranno utilizzati per lo sviluppo dei due controllori
3.2.1 Funzione potenza di trasmissione
Nell’analisi dei due task le antenne sono state modellate mediante due dis-
chi di spessore trasurabile in grado di ruotare attorno ad un loro diametro:
inoltre vengono considerate nulle le interazioni fra robot e antenna durante
il moto di quest’ultima. Riferendosi a quanto descritto nel paragrafo 2.5, la
funzione di direttivita´ per un’apertura con caratteristiche geometriche sopra
indicate risulta











dove λ = f/c, f frequenza di trasmissione, c velocita´ del suono nell’acqua, e
J1 funzione di Bessel di primo tipo e grado uno.
Stabilendo il raggio dell’antenna a = 0.2m e f = 20kHz, in figura 3.2.1
si mostra un esempio di funzione di direttivita´ di un’antenna con direzione
rispetto all’asse delle ascisse pari a pi/4 radianti
35























Figura 3.3: Direttivita´ di un pistone circolare
La curva presenta il suo massimo assoluto in corrispondenza dell’angolo
di orientazione dell’antenna, modificando il quale viene traslate rigidamente
a destra o sinistra lungo l’asse delle ascisse.




doveDt eDr sono le funzioni direttivita´ dell’antenna trasmittente e ricevente,
φr e φt i rispettivi angoli di orientazione ed r la distanza che le separa, si
puo´ asserire che massimizzare l’eq. (3.2) equivale a massimizzare il prodotto
delle funzioni direttivita´, tenendo costanti la potenza trasmessa Pt e la dis-
tanza r. In figura seguente, si mostra un esempio di andamento di prodotto
fra direttivita´ di due antenne, dove sull’asse delle ascisse viene indicata la
differenza dei rispettivi angoli di orientazione
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Figura 3.4: Andamento del prodotto fra direttivita´ di due antenne
3.2.2 Descrizione del task uno
Per questo task si identifica come sistema da controllare unicamente il robot
ricevente, in quanto si considerano fisse sia le orientazioni delle antenne sia la
posizione del robot trasmittente: nessuna ipotesi viene invece fatta sull’ori-
entazione delle antenne, le quali non devono essere necessariamente allineate
l’una all’altra.
L’obiettivo da perseguire per questa fase del sistema consiste nel posizionare
il veicolo ricevitore in un punto nel quale si abbia massima potenza di seg-
nale ricevuta, mantenendo inalterate le direzioni delle antenne ricevente e
trasmittente e la distanza fra i due veicoli. Durante questa fase non e´ pos-
sibile determinare a priori quale sia questo punto desiderato, in quanto non
si conosce l’angolo di orientazione dell’antenne trasmittente ne si conosce la
distanza fra i due veicoli: inoltre risulta essere non conosciuta la posizione
iniziale del veicolo ricevitore rispetto al veicolo trasmettitore, ma si considera
che il veicolo ricevitore possa valutare la sua altezza dal fondo marino. Per
questi motivi non e´ possibile proporre un controllore di tipo classico basato
sull’errore, in quanto questo non puo´ essere misurato: l’unica grandezza mis-
urabile e´ la potenza ricevuta dal veicolo ricevitore, quantita´ che andra´ mas-
simizzata sotto opportune ipotesi.
Uno schema del sistema puo´ essere il seguente Poiche´ la potenza ha il suo mas-
simo di trasmissione lungo la direzione diorientazione dell’antenna trasmit-
tente, occorre che il veicolo sia posizionato, riferendoci alla figura precedente,
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Figura 3.5: Schematizzazione del sistema
ad un’altezza dal fondo marino pari a zd metri in modo che la congiungente
fra le due antenne sia giacente proprio sulla retta che individua l’orientazione
dell’antenna tramsittente.
Ai fini della simulazione, definendo l’angolo φc come l’angolo formato dalla
congiungente fra le due antenne e l’asse delle ascisse, si ha posizionamento
ottimo quando
|φc| = φt (3.3)
3.2.3 Descrizione del task due
Una volta che il robot ricevitore si sia posizionato all’altezza (dal fondo mari-
no) desiderata, in modo da ricevere il massimo di potenza di segnale possibile
conformemente all’orientazione delle antenne, e´ necessaro orientare l’antenna
del robot ricevitore lungo la direzione del segnale di trasmissione in modo da
poter ricevere il massimo di potenza del segnale trasmesso.
Per questo task si identifica come sistema da controllare unicamente l’anten-
na montata sul robot ricevente, in quanto si considerano fissi posizione ed
orientazione dei robot e dell’antenna trasmettitrice.
In Fig.3.2.3 si visualizza un esempio di situazione iniziale in cui le due an-
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tenne sono disallineate rispetto alla loro congiungente ~r.
Figura 3.6: Situazione di antenne non allineate
In figura vengono indicati gli angoli ϕr e ϕt, misurati rispetto alla direzione
delle ascisse in senso antiorario, i quali rappresentano gli angoli di direzione
delle antenne di ricezione e trasmissione. Inoltre viene indicato il vettore ~r
che congiunge i centri delle due antenne e il cui modulo rappresenta la dis-
tanza (in metri) fra ricevitore e trasmettitore.
Riferendoci alla fig. (3.2.1), si ha il massimo della funzione potenza ricevuta
quando si massimizza il prodotto fra le funzioni direttivita´ e questo avviene
nel momento in cui le antenne risutano essere allineate, ossia il modulo dei
loro angoli di orientazione sono uguali.
3.3 Implementazione dei controllori
Come gia´ accennato in precedenza, in entrambi i task non si e´ in grado di
definire e misurare un errore sui gradi di liberta´ da controllare, ma l’unica
informazione di cui si dispone risulta essere la misura della potenza ricevuta
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dall’antenna ricevente istante per istante.
Il controllore implementato risulta essere suddiviso in due elementi distinti,
il primo in catena chiusa l’altro in catena aperta. Questo e´ stato necessario
in quanto l’applicazione esclusiva del controllore in catena chiusa non garan-
tisce che il sistema converga e si stabilizzi su un massimo relativo invece che
assoluto, come verra´ mostrato nei paragrafi successivi.
3.3.1 Task uno: controllore in catena chiusa
Obiettivo del task e´ il posizionamento del veicolo ricevitore in modo che la
potenza di trasmissione misurata sia massima: questo, nella simulazione, si
traduce con il far coincidere il valore dell’angolo φc (grado di liberta´ da con-
trollare), intercorrente fra la congiungente delle due antenne e l’asse delle
ascisse, con l’angolo di orientazione dell’antenna trasmettitrice.
In definitiva, nella simulazione, ci si muove lungo la funzione direttivita´ del-
l’antenna trasmittente alla ricerca del suo massimo assoluto, il cui angolo
corrispondente rappresenta il valore desiderato per l’angolo φc
Definiamo la funzione
V = (1− Pr
Pt
)/2 (3.4)
che puo´ essere riscritta come
V = (1− DrDt
r2
)/2 (3.5)
dove Dr e Dt indicano le funzioni direttivita´ dell’antenna ricevente e trasmit-
tente e definiamo φ∗ angolo per cui si ha potenza massima (quindi l’angolo
di orientazione del trasmettitore) e φ angolo di orientazione del ricevitore.
Se φ→ φ∗
V = k(φ∗ − φ)2 + k¯ (3.6)
con k e k¯ strettamente positive.
Prendendo in analisi la dinamica di heave del veicolo, essa risulta essere
mφ¨ = −kξφ˙− kξ|ξ|φ˙|φ˙|+ τξ (3.7)
Per dimostrare che la funzione V una funzione di Lyapunov di controllo,
dobbiamo avvalerci del metodo di backstepping per controlli non lineari [12],
per cui data una funzione di controllo per il sistema
x˙ = f(x, u)
se ne trova una per il sistema esteso
x˙ = f(x, y)
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y˙ = h(x, y) + u
usando la funzione y per controllare il primo sistema e la u per il secondo.
Deriviamo la funzione V ottenendo
V˙ = −γφ˙(φ∗ − φ) (3.8)
e definiamo
e = φ∗ − φ (3.9)
errore di posizione. Se definiamo
φ˙ = ξ (3.10)
come velocita´ angolare, allora possiamo dire che la velocita´ desiderata ξ∗ avra´
forma
ξ∗ = λe (3.11)
A questo punto definiamo una nuova funzione Vξ
Vξ = γ(ξ
∗ − ξ)2 (3.12)
che derivata da
V˙ξ = −γξ˙(ξ∗ − ξ) (3.13)
che puo´ essere riscritta come
V˙ξ = −γ[−kξξ − kξ|ξ|ξ|ξ|+ τ ](ξ∗ − ξ) (3.14)
Definendo l’ingresso τ come
τ = µ(ξ∗ − ξ) (3.15)
e
ev = ξ
∗ − ξ (3.16)
errore di velocita´, possiamo scrivere la 3.14 come
V˙ξ = −γµe2v + γkξξev + γkξ|ξ|ξ|ξ|ev (3.17)
Divedendo per γ e aggiungendo e togliendo termini identici, l’equazione
precedente puo´ essere riscritta come
V˙ξ = −µe2v + kξξev + kξ|ξ|ξ|ξ|ev + kξξ∗ev − kξξ∗ev + kξ|ξ|ξ∗|ξ|ev − kξ|ξ|ξ∗|ξ|ev
(3.18)
che diviene
V˙ξ = −µe2v − kξe2v + kξξ∗ev − kξ|ξ||ξ|e2v + kξ|ξ|ξ∗|ξ|
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Si puo´ scrivere che
V˙ξ ≤ −µe2v − kξe2v + kξλ|ev||e| − kξ|ξ||ξ|e2v + kξ|ξ|λ|ξ||ev||e|
da cui
V˙ξ ≤ −(µ+ kξ + kξ|ξ||ξ|)e2v + (kξλ+ kξ|ξ||ξ|λ(|ev|+ |e|))|ev||e|
Poiche´ posso esprimere
|ξ| = |ξ − ξ∗ + ξ∗| ≤ |ev|+ |ξ∗| (3.19)
allora possiamo scrivere
V˙ξ ≤ −(µ+ kξ)e2v + (kξλ+ (kξ|ξ|λ+ 1)(|ev|+ |e|))|ev||e| (3.20)
Raggruppando i termini |ev|2 e semplificando la notazione dell’equazione
precedente, possiamo scrivere che
V˙ξ ≤ −αe2v + β|e||ev|+ δ|e||ev|2 + δ|e|2|ev| (3.21)
essendo
α = µ+ kξ
β = λkξ
δ = λkξ|ξ| + 1
In conclusione, otteniamo
V˙ξ ≤ |ev|[−(α− δ|e|)|ev|+ (β|e|+ δ|e|2)] (3.22)
Per far si che la funzione risulti essere definita negativa, occorre che la quan-
tita´ fra parentesi quadre sia negativa e cio´ avviene se sono verificate due
condizioni
α− δ|e| > 0 (3.23)
|ev| > β|e|+ δ|e|
2
α− δ|e| (3.24)
Per quanto riguarda la prima condizione, e´ da sottolineare che il parametro
δ e´ funzione del paramtro λ
δ = δ(kξ, kξ|ξ|, λ)
Quindi la condizione puo´ essere verificata con un’opportuna scelta del parametro
libero λ.
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3.3.2 Task uno: controllore in catena aperta
L’azione di entrata nella campana relativa al massimo assoluto viene imple-
mentata mediante un campionamento preventivo della potenza ricevuta: si
suppone che l’antenna trasmittente, essendo incernierata lungo un suo di-
ametro, abbia due angoli limite rispetto alla normale n del robot φ∗i e φ
∗
s,
pensabili simmetrici rispetto ad n (vedere fig. (3.3.2)) A questi due angoli
Figura 3.7: Schema antenna (ricevitrice/trasmettitrice)
limite si possono associare due altezze limite per il robot ricevitore z∗i e z
∗
s ,
oltre le quali il robot non puo´ posizionarsi:in relazione a questo e´ stato ipo-
tizzato che il robot ricevente possa conoscere la sua altezza dal fondo marino,
per esempio con un sistema sonoro simile a quello utilizzato per il terzo task.
Inoltre il moto del robot e´ considerato svolgersi unicamente sul piano xz.
Partendo da un’orientazione non misurabile, che definiamo z0, con velocita´ v
costante si porta il robot ricevente fino alla sua posizione limite inferiore z∗i
prima e a quella superiore z∗s in seguito: durante lo spazzolamento dal limite
inferiore a quello superiore, si campiona ad intervalli costanti la potenza rice-
vuta. Individuato il massimo di questo campionamento, si identifica il tempo
a cui questo e´ stato ottenuto e, data la costanza della velocita´, e´ calcolabile
la posizione (e quindi l’angolo) cui il massimo si riferisce. Schematizzando il
funzionamento, si ha
1 Partendo da z0, si posiziona l’antenna su z
∗
i
2 Con velocita´ v costante, si varia l’altezza z fino a fargli raggiungere l’an-
golo limite superiore z∗s : nel contempo si campiona la potenza ricevuta,
tenendo memoria dell’istante cui si e´ misurato il suo valore massimo.
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, si puo´ tornare indietro fino al punto di massima
potenza, applicando la velocita´ v per un tempo pari a t∗ = T − tm.
Il procedimento di cui sopra non ha come scopo l’ottenimento della posizione
ottima ma permette di avvicinarsi all’altezza di massima potenza: una volta
conclusosi l’avvicinamento, si attiva il controllore in catena chiusa descritto
nel paragrafo precedente il quale permettera´ di stabilizzarsi, sotto opportune
ipotesi, sulla posizione di massima potenza del segnale.
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Di seguito e´ presentato un caso di convergenza sul punto di massimo asso-
luto, dopo l’applicazione di entrambe le fasi del controllo: nella simulazione
sono stati definiti
- raggio dell’antenna a = 0.2m
- frequenza di trasmissione f = 20kHz
- distanza fra le antenne r = 35m
- Altezza di partenza 17.5m e altezza ottima z∗ = 24.75m


















Altezza dal fondo marino del ricevitore 
Figura 3.8: Andamento dell’altezza dell’antenna ricevitrice nel caso di
corretto posizionamento
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3.3.3 Task due: controllore in catena chiusa
Definiamo la funzione
V = (1− Pr
Pt
)/2 (3.25)
che puo´ essere riscritta come
V = (1− DrDt
r2
)/2 (3.26)
e definiamo φ∗ angolo per cui si ha potenza massima (quindi l’angolo di
orientazione del trasmettitore) e φ angolo di orientazione del ricevitore.
Se φ→ φ∗
V = k(φ∗ − φ)2 + k¯ (3.27)
con k e k¯ strettamente positive.
Prendendo come cinematica dell’antenna
φ˙ = u (3.28)
calcoliamo V˙ ottenendo
V˙ = −kφ˙(φ∗ − φ) (3.29)
Scegliendo quindi u = λ(φ∗ − φ) con λ > 0 otterremmo una V˙ < 0.




Il controllore e´ cos´ı sviluppato: ad intervalli regolari che si definiscono ∆T = [ti . . . tf ],
si campiona la potenza ricevuta dall’antenna ricavando una ∆V = V (tf )− V (ti)
applicando l’eq (??), il cui segno sara´ il segno del guadagno del controllore.
Il guadagno del controllore sara´ invece la variazione dell’angolo: in formula
si avra´ (k guadagno del controllore)
u = k(φ(tf )− φ(ti))sgn(V (tf )− V (ti)) (3.31)
L’uscita del controllore sara´ l’ingresso del sistema antenna, ingresso che verra´
applicato in modo costante per tutta la durata dell’intervallo ∆T . La costan-
za sia dell’intervallo di applicazione sia del valore dell’ingresso permette di
calcolare la variazione dell’angolo dell’antenna. Nella pratica, il controllore
si muove lungo la funzione direttivita´ alla ricerca di un massimo sul quale
stabilizzarsi. Il controllore fin qui definito non garantisce il raggiungimento
dell’obiettivo preposto: riferiamoci alla fig.(3.3.3), si nota che la funzione
direttivita´ presenta diversi massimi relativi su cui il controllore, per come e´
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stato pensato, potrebbe far convergere il sistema non raggiungendo cos´ı il
massimo assoluto che rappresenta l’obiettivo del task.
Per ottenere il massimo assoluto occorrerebbe muoversi lungo la curva fino
ad entrare nella goccia centrale, indicata in rosso in figura ?? lungo la quale
avrei certezza di stabilizzarmi sull’angolo desiderato. Il compito di entrare























Figura 3.9: Funzione di direttivita´ su cui si e´ indicata la campana relativa al
massimo assoluto
nella campana indicata in figura viene assolto dalla parte del controllore in
catena aperta.
3.3.4 Task due: controllo in catena aperta
L’azione di entrata nella campana relativa al massimo assoluto viene imple-
mentata mediante un campionamento preventivo della potenza ricevuta: si
suppone che l’antenna ricevente, essendo incernierata lungo un suo diametro,
abbia due angoli limite rispetto alla normale n del robot φ∗i e φ
∗
s, pensabili
simmetrici rispetto ad n (vedere fig. (3.3.4)) Partendo da un’orientazione
non misurabile, che definiamo φ0, con velocita´ angolare ω costante si porta
l’angolo dell’antenna fino al suo limite inferiore prima e al suo limite superiore
in seguito: durante lo spazzolamento dal limite inferiore a quello superiore,
si campiona ad intervalli costanti la potenza ricevuta. Individuato il mas-
simo di questo campionamento, si identifica il tempo a cui questo e´ stato
ottenuto e, data la costanza della velocita´ angolare, e´ calcolabile l’angolo cui
il massimo si riferisce. Schematizzando il funzionamento, si ha
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Figura 3.10: Schema antenna (ricevitrice/trasmettitrice)
1 Partendo da φ0, si posiziona l’antenna su φ
∗
i
2 Con velocita´ ω costante, si varia l’angolo φ fino a fargli raggiungere l’an-
golo limite superiore φ∗s: nel contempo si campiona la potenza ricevuta,
tenendo memoria dell’istante cui si e´ misurato il suo valore massimo.




, si puo´ tornare indietro fino al punto di massima
potenza, applicando la velocita´ ω per un tempo pari a t∗ = T − tm.
Il procedimento di cui sopra non ha come scopo l’ottenimento dell’orien-
tazione ottima ma permette di avvicinarsi all’angolo di massima potenza:
una volta conclusosi l’avvicinamento, si attiva il controllore in catena chiusa
descritto nel paragrafo precedente il quale permettera´ di stabilizzarsi, sotto
opportune ipotesi, sull’angolo di massima potenza del segnale. Di seguito
e´ presentato un caso di convergenza sul punto di massimo assoluto: nella
simulazione sono stati definiti
- raggio dell’antenna a = 0.2m
- frequenza di trasmissione f = 20kHz
- distanza fra le antenne r = 35m
- Angolo di partenza φ0 = pi/4 e angolo ottimo φm = pi/6
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Andamento angolo antenna ricevitore
Figura 3.11: Andamento dell’angolo di orientazione dell’antenna ricevitrice
nel caso di corretto allineamento
3.4 Analisi degli effetti della frequenza di trasmis-
sione sul controllo
La frequenza di trasmissione riveste un ruolo fondamentale in tutti e due
i task, sia per quanto riguarda il controllo in catena aperta che per quello
in catena chiusa: riprendiamo l’espressione della funzione direttivita´ di un
disco omogeneo con spessore trascurabile (normalizzata), da cui dipende la
potenza ricevuta dall’antenna






e b(kr) funzione di Bessel di primo tipo e grado uno. La dipendenza della
funzione Dn dalla frequenza λ non e´ dunque lineare, ma e´ definita dalla
funzione di Bessel di primo tipo e grado uno: si definisce ampiezza del beam
pattern l’angolo per cui di ha che il modulo della funzione sia pari a −3dB.







Da questo si definisce il parametro ∆m come
∆m = 2φ+ (3.33)
Di seguito sono mostrati alcuni esempi di funzione di direttivita´ e relativi
parametri ∆m
























Frequenza = 10 KHz
























Frequenza = 20 KHz
Figura 3.12: Funzione direttivita´ di un disco con raggio pari a 0.2 metri
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Frequenza = 50 KHz
Figura 3.13: Funzione direttivita´ di un disco con raggio pari a 0.2 metri
Questa definizione risulta utile per analizzare gli effetti che la frequenza
di trasmissione ha sugli interi processi di controllo: come abbiamo visto in
precendenza, per essere sicuri che il massimo della funzione trovato mediante
il controllore sia il massimo assoluto, necessario avvicinarsi preventivamente
a tale punto di massimo. Osservando la figura, si potrebbe esprimere ques-
ta necessita´ col dire che bisogna entrare nel lobo centrale della funzione o,
meglio, partire da un angolo che disti meno di ∆m
2
dall’angolo di massimo,
per far si che l’unico massimo che si andrebbe a trovare sia quello assoluto.
Come si nota dalle fig. (3.4) e fig. (3.4) all’aumentare della frequenza di
trasmissione, il parametro ∆m diminuisce in modo non lineare.
Prenderemo in analisi il secondo task, fermo restando che i concetti esposti
sono validi anche per il primo. Analizziamo una per una le varie fasi del
controllo:
a) Spazzolamento delle possibili configurazioni e campionamento
della potenza ricevuta: In questa fase si fa variare l’angolo dell’antenna
ricevente, portandola dall’angolo limite inferiore fino a quello superiore. Du-
rante lo spostamento si effettua un campionamento della potenza ricevuta
ad istanti temporali distanti ∆T secondi.
I parametri che hanno un ruolo importante in questa fase risultano essere
la velocita´ angolare ω dell’antenna e l’ampiezza dell’intervallo di campiona-
mento ∆T .
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Si calcola la variazione d’angolo ∆φ fra un campionamento e l’altro
∆φ = ω∆T (3.34)
Si puo´ ipotizzare che, se la quantita´ ∆φ sia maggiore del parametro ∆m,
ci siano alte probabilita´ che non si riesca a campionare la potenza ricevuta
in corrispondenza di un angolo sufficientemente vicino all’angolo di massimo
assoluto, ottenendo come risultato un’indicazione su un massimo che risul-
terebbe solo relativo.
In ogni modo, in questa fase, il parametro ∆m non puo´ esprimere condizioni
di nessun tipo ma puo´ solo dare indicazioni di massima su cui basarsi per
regolare velocita´ angolare e ampiezza dell’intervallo di campionamento.
b) Avvicinamento al punto di massimo: Dalla fase a) si ottiene un an-
golo φr cui corrisponde la massima potenza campionata. Tale angolo, il quale
non necessariamente corrisponde esattamente al punto di massimo assoluto
φm della funzione, diventa l’obiettivo da raggiungere in questa fase.
Nell’implementazione di questa fase, e´ stato simulato un errore di misurazione
eφ durante l’avvicinamento, per cui si prende in considerazione il caso in cui
l’avvicinamento al punto desiderato non sia ottimale.
Anche in questo caso, il parametro ∆m ci da´ informazioni per tarare il
margine di errore: infatti se si definisce eφ maggiore di
∆
2
, siamo sicuri di
uscire dal lobo principale perfino nel caso in cui φr == φm. Come esempio,
si e´ simulato il caso in cui (riferirsi alla fig. 3.4 per la relativa funzione di
direttivita´)
- raggio dell’antenna a = 0.2m
- angolo di partenza φi = pi/5 e angolo ottimo φm = pi/8
- frequenza di trasmissione f = 20Khz
- ∆m = 0.22
- errore di misurazione eφ = 0.3
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Andamento angolo antenna ricevitore
Figura 3.14: Allineamento antenne con errore
La condizione eφ < ∆m non da´ condizioni necessarie ne´ sufficienti per
la corretta stabilizzazione dell’antenna, ma solo indicazioni di massima sulle
quali basare una taratura dell’errore caso per caso. Tale condizione diven-
ta sufficiente per la corretta stabilizzazione solo nel caso in cui l’angolo φr
ottenuto dalla fase a) coincidesse esattamente con l’angolo φm di massimo
assoluto.
c) Controllo in catena chiusa: in questa fase la frequenza non interviene
direttamente sulla funzione di controllo, ma influenza l’entita´ delle variazioni
dell’angolo da cui il controllo dipende.
Riprendiamo la forma del controllore
u = k(φ(tf )− φ(ti))sgn(V (tf )− V (ti))
Come si e´ visto in precedenza, piu´ e´ alta la frequenza di trasmissione piu´
risulta stretto il lobo principale della funzione direttivita´ lungo il quale ci
si muove nella ricerca dell’ottimo: ad una maggiore ripidita´ della funzione
D corrispondono quindi variazioni di angolo piu´ limitate ma anche maggior
possibilita´ di uscire dal lobo principale della funzione direttivita´, perdendo
la possibilita´ di stabilizzarsi sul massimo assoluto.
Il controllore pensato e´ in definitiva di tipo sample and old, in quanto applico
il controllo in modo costante per un intervallo di tempo prefissato per cui
guadagni relativamente troppo elevati porterebbero a sovraelongazioni che
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potrebbero impedire la convergenza del sistema. Considerando un sistema
con caratteristiche
- frequenza di trasmissione del segnale f = 20kHz
- raggio dell’antenna a = 0.2m
- angolo di partenza φ0 = pi/6
- angolo ottimo φm = pi/4
si effettuano delle simulazioni variando sia la durata dell’intervallo ∆T di
applicazione del controllo, sia il guadagno k del controllo stesso per analizzare
gli effetti che queste due grandezza hanno sul sistema (in rosso si indica
l’angolo ottimo da raggiungere, in blu l’andamento dell’angolo di orientazione
dell’antenna ricevitrice)



















Andamento angolo antenna ricevitore
Figura 3.15: ∆T = 1 , k = 1
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Andamento angolo antenna ricevitore
Figura 3.16: ∆T = 2 , k = 0.5



















Andamento angolo antenna ricevitore
Figura 3.17: ∆T = 4 , k = 0.25
Da questi esempi si puo´ notare come aumentare il tempo di applicazione
del controllo diminuendone il guadagno non precluda la convergenza, au-
mentando il tempo per il suo ottenimento. Nelle prove seguenti, fermo re-
stando il sistema descritto in precedenza, si aumenta il guadagno del controllo
diminuendone l’intervallo di applicazione.
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Andamento angolo antenna ricevitore
Figura 3.18: ∆T = 0.9 , k = 1.2























Andamento angolo antenna ricevitore
Figura 3.19: ∆T = 0.75 , k = 1.5
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Il sistema non riesce piu´ a convergere in quanto le variazioni dell’ango-
lo dell’antenna portano fuori dal lobo principale, rendendo inutili le infor-
mazioni sul segno della funzione V necessario a ben direzionare il controllo:
la forma particolare del grafo sta ad indicare che l’antenna ha virtualmente
superato uno dei suoi angoli limite, per cui il controllo viene immediatamente
spento.
Non si ha dunque simmetria nel comportamento del controllore: diminuire il
guadagno qumentando il tempo di applicazione puo´ dare convergenza, men-
tre aumentare il guadagno pur diminuendo l’intervallo porta a situazioni di
non convergenza. Il sistema risulta essere molto sensibile agli aumenti del
guadagno e questo e´ essenzialmente dovuto alla forma della funzione diret-
tivita´ su cui si basa il controllo sviluppato, funzione che presenta gradienti




Task tre: avvicinamento al
punto ottimo
4.1 Introduzione
Il terzo e ultimo task consiste nel portare il veicolo ricevente ad un punto
desiderato tenendone costanti sia l’orientazione delle antenne sia l’altezza.
Contrariamente a quanto accadeva nei task precedenti, in questo caso e´ pos-
sibile avere una misura dell’errore far posizione attuale e desiderata del robot,
quindi e´ possibile individuare una funzione di controllo di Lyapunov adatta
per sviluppare un controllore che consenta il raggiungimento dell’obiettivo
preposto.
Figura 4.1: Schematizzazione del terzo ed ultimo task
59
4.2 Descrizione del problema
Una volta posizionato il veicolo ricevente all’altezza desiderata e dopo aver
allineato correttamente le antenne, l’ultimo task dell’intero lavoro e´ il po-
sizionamento del veicolo ricevente ad un distanza xd dal veicolo trasmetti-
tore in conformita´ alla trasmissione effettuata, punto indicato in fig. (4.2)
Prima di analizzare la dinamica del veicolo ricevitore da applicare in questo
Figura 4.2: Tipica situazione dove si indica il punto in cui dovra´ trovarsi il
veicolo ricevente
task sono necessarie alcune ipotesi: la prima riguarda l’altezza del veicolo
dal fondo marino che viene pensata costante per tutta la durata del task.
Seconda ipotesi riguarda invece le antenne, ricevente e trasmittente, il cui
allineamento e´ considerato costante e non influenzato dal moto del veicolo.
La terza ed ultima ipotesi riguarda invece il moto stesso del veicolo, il quale
viene pensato svolgersi unicamente lungo la direzione di orientazione del
robot, ossia considerando nulli gli angoli di rool, pitch e yaw e considerando
nulle le forze nelle direzioni di sway ed heave.
Come mostrato in fig. (5.3), la dinamica da prendere in considerazione risul-
ta essere unicamente quella di surge. A differenza dei due task precedenti,
in questo possibile definire un errore fra posizione desiderata e posizione
attuale del veicolo ricevitore: entrambi i veicoli sono pensati dotati di un
sistema di ricezione e trasmissione di un impulso sonoro. Il ricevitore lancia
ad intervalli stabiliti un impulso che viene ricevuto dal veicolo trasmettitore
e spedito indietro da quest’ultimo verso il veicolo ricevitore: si calcola il tem-
po di latenza tl fra prima trasmissione e ricezione dell’impulso da parte del
veicolo ricevitore ottenendo una stima sulla distanza e, conseguentemente,
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task3moto.jpg
Figura 4.3: Schematizzazione della dinamica del terzo task
sull’errore di posizione.
Considerando la velocita´ del suono in acqua c = 1500m/s e indicando la
posizione desiderata come xd si ha
ep = xd − ctl
2
(4.1)
4.3 Implementazione del controllore
La dinamica presa in esame e´ dunque la dinamica relativa alla direzione di
surge la quale, come descritto nel cap. 1, risulta essere
mx¨ = −krx˙− krrx˙|x˙|+ τx + ηx (4.2)
con m massa del veicolo e τx forza motrice (quindi ingresso) dei retro-motori
del veicolo.
Come descritto nel lavoro di G. Indiveri cui si fa riferimento [1], i parametri
dell’equazione variano a seconda della direzione del moto: considerando una
massa pari a 450kg, l’eq. (4.2) puo´ essere divisa in
mx¨+ = −k+r x˙+ − k+rrx˙+|x˙+|+ τ+x + η+x (4.3)
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emx¨− = −k−r x˙− − k−rrx˙−|x˙−|+ τ−x + η−x (4.4)
Dalle misurazione effettuate in laboratorio [1], si ottengono i seguenti valori
per i parametri
k+r = (38± 7)Ns/m k+rr = (333± 24)Ns2/m2 η+x = (0.72± 0.02)
k−r = (53± 7)Ns/m k−rr = (3347± 24)Ns2/m2 η−x = (0.80± 0.02)
Applicando un controllo nullo, il sistema risulta essere divergente, come
mostrato in fig. (4.3) La dinamica del sistema descritta dell’eq. (4.2) puo´



















Andamento errore di posizione con controllo nullo
Figura 4.4: Andamento dell’errore di posizione con controllo nullo
essere riscritta come
x¨ = f(x, x˙) + u (4.5)
dove
f(x, x˙) = −krx˙− krrx˙|x˙|+ ηx (4.6)
ed u rappresenta la forza motrice dei propulsori.
Effettuiamo un cambio di coordinate e cerchiamo un afunzione di Lyapunov





da cui si ricava {
y˙1 = x˙ = y2
y˙2 = x¨ = f(y1) + ux
(4.8)








semidefinita positiva. Derivandola si ottiene
V˙ = y1y2 + y2f(y1) + y2u (4.10)
Scegliendo
u = −f(y1)− y1− y2 (4.11)
si ottiene
V˙ = −y22 (4.12)
che risulta essere semidefinita negativa. Per il teorema di Krasovskii [3]
y2 = 0⇒ y˙1 = 0 (4.13)
da cui
y˙2 = 0⇒ f(y1) + ux = y1 = 0 (4.14)
Quindi (y1, y2) = (0, 0) e´ asintoticamente stabile: definiamo l’errore
ex(t) = x(t)− xd (4.15)
e lo sostituiamo all’eq. (4.5) ottenendo la dinamica dell’errore cui, successi-
vamente, si applica il controllo descritto nell’eq. (4.11). Per la simulazione
del task e´ stato elaborato uno schema Simulink, mostrato in fig. (5.5)
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Figura 4.5: Schema Simulink per la simulazione del sistema studiato
Il blocco denominato sistema decrive la dinamica del sistema studiato, ha
in entrata la velocita´ del veicolo, il segnale di controllo e l’uscita del blocco
denominato switcher. Quest’ultimo e´ stato introdotto per simulare la vari-
azione dei parametri della dinamica descritti nelle eq. (4.3) e eq. (4.4) a
seconda della direzione di moto del veicolo: in entrata prende la differenza
fra posizione attuale e desiderata e in uscita restituisce un booleano utilizzato
dal blocco sistema e dal blocco controllore per la scelta dei parametri kr e
krr.
Il blocco denominati controllore contiene la forma del controllore applicato
al sistema: in entrata prende velocita´ e posizione del veicolo e l’uscita del
blocco switcher e restituisce in uscita il segnale di controllo per il sistema.
Per dovere di completezza sarebbe stato necessario aggiunger un blocco che
simulasse il ritardo temporale di variazione del segnale di controllo dovuto
alla necessita´ di comunicazione fra veicolo ricevente e veicolo trasmittente:
ipotizzando i due veicoli perfettamente sincronizzati, si puo´ notare che tale
intervallo di latenza risulti essere trascurabile. Se infatti la velocita´ del suono
in acqua e´ c = 1500m/s e la distanza massima fra veicolo ricevitore e trasmet-
titore sia stabilita pari a d = 30m, il tempo massimo di latenza (in secondi)





che puo´ essere considerato inifluente nella dinamica del sistema.
Date queste premesse, in fig. (4.3) si mostra un tipico andamento dell’errore
di posizione
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Andamento errore di posizione
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