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ABSTRACT
In this paper, we propose a compositional approach to construct formal models of
complex distributed systems with several synchronously and asynchronously inter-
acting components. A system model is obtained from a composition of individual
component models according to requirements on their interaction. We represent
component behavior using workflow nets – a class of Petri nets. We propose a gen-
eral approach to model and compose synchronously and asynchronously interacting
workflow nets. Through the use of Petri net morphisms and their properties, we
prove that this composition of workflow nets preserves component correctness.
KEYWORDS
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1. Introduction
This paper aims to develop an approach to construct formal models of distributed
systems with many interacting components by composing individual models of these
components without sacrificing component properties.
Formal models are essential to the specification and analysis of information systems.
A precise semantics of such models helps to prove various important properties con-
cerning the smooth operation and reliability of information systems. Different classes
of Petri nets (Reisig 2013) are widely recognized as one of the most convenient for-
malisms applied to model and analyze the behavior of complex distributed systems.
A modern information system includes several components, agents, or services in-
teracting with each other according to a specification. It is rather hard to use a “mono-
lithic” model, having an unclear structure, to establish properties of a system with
multiple communicating components. Compositional modeling approaches come to the
aid of this problem. A system model is then obtained from a composition of individual
component models concerning their interaction requirements.
The crucial point in a compositional approach is whether a composition of models
yields correct results and preserves behavioral properties of interacting components.
CONTACT Roman Nesterov. Email: rnesterov@hse.ru
The following example shows that unregulated interactions of correct Petri net com-
ponents can easily result in failures of different kinds. Fig. 1 shows two Petri net
components N1 and N2. They both terminate properly, i.e., within each component, it
is possible to reach its final state f1 (f2) from any reachable state, including its initial
state s1 (s2).
[Figure 1 about here.]
Suppose N1 and N2 interact synchronously, i.e., they execute a simultaneous activ-
ity. Let transitions c and g correspond to this activity. Thus, we merge transitions c
and g, preserving the original arcs, and we achieve a result shown in Fig. 2(a), where
the merged transition is denoted by (c, g). However, this synchronization produces a
deadlock, since a marking with tokens in p1 and p2 is not always reachable.
Now suppose N1 and N2 interact asynchronously, i.e., they exchange messages
through channels. Let N1 send messages via transition d, and let N2 receive mes-
sages via transition h. Then we add a place m to model a channel between transitions
d and h and connect them with this place according to sending and receiving op-
erations assigned to transitions d and h. We obtain a Petri net shown in Fig. 2(b).
This asynchronous interaction leads to the overflow in the added place m making this
system unbounded.
[Figure 2 about here.]
Accordingly, Petri net composition has been extensively studied in the literature.
There exist different approaches (Best, Devillers, and Hall 1992; Girault and Valk
2003; Reisig 2013) to define a composition that preserves correctness (liveness, bound-
edness, deadlock-freeness) of synchronously and asynchronously interacting Petri net
components. However, aspects of using abstractions of Petri net components to pre-
serve correctness in their synchronous and asynchronous composition have not been
studied in the general case. A review of the related approaches is given in Section 6.
In our study, we work with workflow nets – a class of Petri nets typically used to
model the control-flow of processes in information systems. A workflow net is a Petri
net with given initial and final states. The Petri net components shown in Fig. 1 are
workflow nets.
This paper presents a theoretical background for a correct composition of
workflow net components. Firstly, we define a general operation of a syn-
chronous and asynchronous composition of workflow nets. Then, using α-morphisms
(Bernardinello, Mangioni, and Pomello 2013), we define an abstraction/refinement re-
lation on workflow nets. Since an abstract workflow net is smaller than an initial one,
it is much easier to define a correct composition of interacting components at the ab-
stract level. Therefore a composition of initial workflow nets is obtained via refinement
of their abstractions. We prove that refinement of correct abstract components pro-
duces a correct composition of initial workflow nets. The possibility to define a correct
composition of interacting workflow net components at the abstract level is the main
advantage of our compositional approach. Abstract models indicate only interaction
parts of components, and they are far less complex to be analyzed.
Thus, the main contributions of our paper are:
(1) a formal definition of a general asynchronous-synchronous workflow net compo-
sition and its semantical properties;
(2) workflow net abstraction and refinement techniques based on α-morphisms,
structural and behavioral properties of an abstraction/refinement relation;
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(3) a formal correctness demonstration of the proposed techniques.
The remainder of the paper proceeds as follows. The next section gives basic defini-
tions of Petri nets. In Section 3, we define an asynchronous-synchronous workflow net
composition and study its properties. In Section 4, using α-morphisms, we define an
abstraction/refinement relation on workflow nets and study relevant properties of this
relation. Section 5 describes how to preserve properties of workflow net components in
their synchronous-asynchronous composition. Section 6 gives a review of the related
work, and Section 7 concludes the paper.
2. Preliminaries
In this section, we give the basic definitions of Petri nets used in the paper.
Let A,B be two sets. A function f from A to B is denoted by f : A→ B, where A
is the domain of f (denoted by dom(f)) and B is the range of f (denoted by rng(f)).
A restriction of a function f to a subset A′ ⊆ A is denoted by f |A′ : A
′ → B. A partial
function g from A to B is a function from A′ to B, where A′ ⊆ A. A partial function
is denoted by g : A9 B. When g is not defined for a ∈ A, we write g(a) =⊥.
Let N denote the set of non-negative integers. A multiset m over a set S is a
function m : S → N. Let m1,m2 be two multisets over the same set S. Then m1 ⊆
m2 ⇔ m1(s) ≤ m2(s) for all s ∈ S. Also, m
′ = m1 +m2 ⇔ m
′(s) = m1(s) +m2(s),
m′′ = m1 −m2 ⇔ m
′′(s) = max(m1(s)−m2(s), 0) for all s ∈ S.
Let A+ denote the set of all finite non-empty sequences over A, and A∗ = A+∪{ǫ},
ǫ is the empty sequence. Then for w ∈ A∗ and B ⊆ A, w|B denotes the projection of
w on B, i.e. w|B is the sub-sequence of w built from elements in B.
A Petri net is a triple N = (P, T, F ), where P and T are two disjoint sets of places
and transitions, i.e. P ∩T = ∅, and F ⊆ (P×T )∪(T×P ) is a flow relation. Pictorially,
places are shown by circles, transitions are shown by boxes, and F is shown by arcs.
Let N = (P, T, F ) be a Petri net, and X = P ∪T . The set •x = {y ∈ X | (y, x) ∈ F}
is called the preset of x ∈ X. The set x• = {y ∈ X | (x, y) ∈ F} is called the postset
of x ∈ X. The set •x• = •x∪ x• is called the neighborhood of x ∈ X. N is P-simple iff
∀p1, p2 ∈ P :
•p1 =
•p2 and p1
• = p2
• implies p1 = p2. In our study, we consider Petri
nets, s.t. ∄x ∈ X : •x = ∅ = x• as well as ∀t ∈ T : |•t| ≥ 1 and |t•| ≥ 1. We forbid
self-loops in Petri nets.
Let N = (P, T, F ) be a Petri net, and A ⊆ X. Then •A =
⋃
x∈A
•x, A• =
⋃
x∈A x
•,
•A• = •A ∪ A•. Let N(A) denote the subnet of N generated by A, i.e. N(A) =
(P∩A,T∩A,F∩(A×A)). The set ©N(A) = {y ∈ A | ∃z ∈ X\A : (z, y) ∈ F or •y = ∅}
contains the input elements, and the set N(A)© = {y ∈ A | ∃z ∈ X \ A : (y, z) ∈
F or y• = ∅} contains the output elements of the subnet N(A).
A marking (state) in a Petri net N = (P, T, F ) is a multiset over P . A marked Petri
net (N,m0) is a Petri net with its initial marking m0. A marking m is designated by
putting m(p) black tokens inside a place p ∈ P .
A state machine is a connected Petri net N = (P, T, F ), s.t. ∀t ∈ T : |•t| = |t•| = 1.
A subnet of a marked Petri net N = (P, T, F,m0) generated by a subset of places
A ⊆ P and its neighborhood, i.e. N(A ∪ (•A•)), is a sequential component of N iff
it is a state machine and has a single token in the initial marking. N is covered by
sequential components if every place in N belongs to at least one sequential component
of N . In this case, N is said to be state machine decomposable (SMD).
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The behavior of a Petri net is defined according to the firing rule specifying when
a transition may fire and how a state of a Petri net changes.
A marking m in N = (P, T, F,m0) enables a transition t ∈ T , denoted m[t〉, if
•t ⊆ m. When t fires, N evolves to a new marking m′ = m− •t+ t•. We write m[t〉m′.
A sequence w ∈ T ∗ is a firing sequence of N = (P, T, F,m0) iff w = t1t2 . . . tn and
m0[t1〉m1[t2〉 . . . mn−1[tn〉mn. Then we write m0[w〉mn. The set of all firing sequences
of N is denoted by FS(N).
A marking m in N = (P, T, F,m0) is reachable if ∃w ∈ FS(N) : m0[w〉m. The
set of all markings in N reachable from m is denoted by [m〉. N is safe iff ∀p ∈ P ,
∀m ∈ [m0〉 : m(p) ≤ 1. Reachable markings in safe Petri nets are subsets of P .
The concurrent semantics of a marked Petri net is captured by its unfolding.
Let N = (P, T, F ) be a Petri net, and F ∗ be the reflexive transitive closure of F.
Then ∀x, y ∈ P ∪ T : x and y are in causal relation, denoted x ≤ y, if (x, y) ∈ F ∗; x
and y are in conflict relation, denoted x#y, if ∃tx, ty ∈ T , s.t. tx 6= ty,
•tx ∩
•ty 6= ∅,
and tx ≤ x, ty ≤ y.
Definition 2.1. A Petri net O = (B,E,F ) is an occurrence net iff:
(1) ∀b ∈ B : |•b| ≤ 1.
(2) F ∗ is a partial order.
(3) ∀x ∈ B ∪ E : {y ∈ B ∪ E | y ≤ x} is finite.
(4) ∀x, y ∈ B ∪ E : x#y ⇒ x 6= y.
By definition, O is acyclic. Let Min(O) denote the set of minimal nodes of O w.r.t.
F ∗, i.e. the elements with the empty preset. Since we consider nets having transitions
with non-empty presets and postsets, Min(O) ⊆ B.
Definition 2.2. Let N = (P, T, F,m0) be a marked safe Petri net, O = (B,E,F ) be
an occurrence net, and π : B ∪E → P ∪ T be a map. (O,π) is a branching process of
N iff:
(1) π(B) ⊆ P and π(E) ⊆ T .
(2) π|Min(O) is a bijection from Min(O) to m0.
(3) ∀e ∈ E : π|•e is a bijection between
•e and •π(e), and similarly for e• and π(e)•.
(4) ∀e1, e2 ∈ E : if
•e1 =
•e2 and π(e1) = π(e2), then e1 = e2.
The unfolding of N , denoted U(N), is the maximal branching process of N , s.t.
any other branching process of N is isomorphic to a subnet of U(N) with the map
π restricted to the elements of this subnet. The map associated with the unfolding is
denoted u and called folding.
Workflow nets form a subclass of Petri nets used for modeling processes and services.
They have initial and final places. We define a generalized workflow net with an initial
state m0 (exactly corresponding to its initial marking) and a final state mf both being
subsets of places.
Definition 2.3. A marked Petri net N = (P, T, F,m0,mf ) is a generalized workflow
net (GWF-net) iff:
(1) m0 ⊆ P , s.t. m0 6= ∅ and •m0 = ∅.
(2) mf ⊆ P , s.t. mf 6= ∅ and mf • = ∅.
(3) ∀x ∈ P ∪ T ∃s ∈ m0 ∃f ∈ mf : (s, x) ∈ F
∗ and (x, f) ∈ F ∗.
State machine decomposable GWF-nets are safe.
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The important correctness property of GWF-nets is soundness (van der Aalst et al.
2011) formally defined below.
Definition 2.4. A GWF-net N = (P, T, F,m0,mf ) is sound iff:
(1) ∀m ∈ [m0〉 : mf ∈ [m〉.
(2) ∀m ∈ [m0〉 : mf ⊆ m⇒ m = mf .
(3) ∀t ∈ T ∃m ∈ [m0〉 : m[t〉.
Thus, soundness is threefold. Firstly, the final state in a sound GWF-net is reachable
from any reachable state (proper termination). Secondly, the final state in sound GWF-
net is the only reachable state when it is marked (clean termination). Thirdly, each
transition in a sound GWF-net can fire.
3. Asynchronous-synchronous composition of GWF-nets
In this section, we develop a general approach to model synchronous and asyn-
chronous interactions among components in a distributed system. Component behav-
ior is modeled using GWF-nets. We introduce transition labels and a corresponding
AS-composition, which merges synchronous transitions and adds channels between
asynchronously interacting transitions in component models. Some basic properties of
the AS-composition are also studied here.
3.1. Labeled GWF-nets
We introduce two kinds of transition labels to model asynchronous and synchronous
interactions among system components. Their behavior is modeled with the help of
GWF-nets covered by sequential components.
When components interact asynchronously, they exchange messages using channels.
Correspondingly, components can send (receive) messages to (from) channels. Let C =
{c1, c2, . . . , ck} denote the set of all channels. Structurally, channels are represented by
places. The set Λ of sending/receiving actions implemented with channels is defined
as Λ = {c!, c? | c ∈ C}, where “c!” indicates sending a message to channel c, and “c?”
indicates receiving a message from channel c. Thus, some transitions in a GWF-net
are labeled by asynchronous actions from Λ.
For any action in Λ, we define the operation to extract the channel name in the
following way: ĉ! = c and ĉ? = c. This operation is naturally extended up to a set of
actions, i.e., if X ⊆ Λ, then X̂ =
⋃
λ∈X λ̂.
A GWF-net may have transitions with complement asynchronous labels (“c!” is a
complement to “c?” and vice versa). They are denoted using overlines, i.e., c! = c?
and c? = c!. Then we require that there exists a place labeled by “c” connecting all
transitions labeled by “c!” to all transitions labeled by “c?”. Labeled places are neces-
sary to establish the logical dependence between transitions with complement labels,
i.e., receiving from a channel c should be done after a message is sent to this chan-
nel. However, there can also be other places connecting transitions with complement
labels.
Synchronous interactions among components result in merging transitions corre-
sponding to simultaneous activities. In our work, this is represented by coincident
transition labels. By S = {s1, s2, . . . , sk} we denote the set of synchronous activities.
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Similarly to asynchronous interactions, some transitions in a GWF-net are labeled by
synchronous activities from S.
We formalize these aspects of synchronous and asynchronous interactions in Defini-
tion 3.1, where a GWF-net is equipped with three labeling functions. Figure 3 shows
an LGWF-net, where the labeled places are distinguished by the smaller size. By
convention, labels are put either inside or near nodes.
[Figure 3 about here.]
Definition 3.1. A labeled GWF-net (LGWF-net) N = (P, T, F,m0,mf , h, ℓ, k) is a
GWF-net (P, T, F,m0,mf ) together with two transition labeling functions h, ℓ and a
place labeling function k, s.t.:
(1) h : T 9 Λ is a partial function.
(2) ℓ : T 9 S is a partial function, dom(h) ∩ dom(ℓ) = ∅.
(3) k : P 9 C is a partial injective function, s.t.:
(a) ∀t1, t2 ∈ T : if h(t1) = c! and h(t2) = c?, then
∃p ∈ P : k(p) = c and (t1, p), (p, t2) ∈ F ;
(b) ∀p ∈ P : if k(p) = c, then •p 6= ∅, s.t. ∀t ∈ •p : h(t) = c! and
p• 6= ∅, s.t. ∀t ∈ p• : h(t) = c?.
By Definition 3.1, it is easy to see that there is a unique place labeled by “c”
connecting only nonempty sets of transitions with complement labels “c!” and “c?”
in an LGWF-net. This place is also called a channel. For instance, in Fig. 3, there is
a unique place labeled by “h” with a single incoming arc from transition “h!” and a
single outgoing arc to transition “h?”. However, there is no place labeled by “f” in
this LGWF-net, since there are no sending transitions labeled by “f !”.
We also note that the number of transitions with label “c!” is not less than the
number of transitions with label “c?” in any firing sequence of an LGWF-net, for any
place labeled by c. In other words, the number of times a component can receive a
message from a channel cannot be greater than the number of times a message has
been sent to this channel.
Let N− = (P, T, F,m0,mf ) denote the underlying GWF-net obtained from an
LGWF-net N = (P, T, F,m0,mf , h, ℓ, k) by removing labels from transitions and
places. Correspondingly, an LGWF-net N is sound if its underlying GWF-net N−
is sound.
3.2. AS-composition of LGWF-nets
Here we define an AS-composition of LGWF-nets. It captures synchronous and asyn-
chronous interactions among system components according to transition labels. The
AS-composition of LGWF-nets yields a complete system model.
The AS-composition is defined for structurally disjoint LGWF-nets. Intuitively,
when composing LGWF-nets, we need to:
(1) add and connect channels (labeled places) between transitions with complement
asynchronous labels;
(2) merge transitions with coincident synchronous labels.
The formalization of the AS-composition is given in Definition 3.2 for the case of
composing two LGWF-nets. It is easy to see that both channel addition and transition
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synchronization do not lead to the violation of the structural requirements imposed
by Definition 2.3 for a GWF-net. Thus, we explicitly construct an LGWF-net by the
AS-composition.
Definition 3.2. Let Ni = (Pi, Ti, Fi,m
i
0,m
i
f , hi, ℓi, ki) be an LGWF-net with i = 1, 2,
s.t. (P1 ∪ T1) ∩ (P2 ∪ T2) = ∅. Let P ui = Pi \ dom(ki) and T
a
i = Ti \ dom(ℓi) with
i = 1, 2. The AS-composition of N1 and N2, denoted N1 ⊛ N2, is an LGWF-net
(P, T, F,m0,mf , h, ℓ, k), s.t.:
(1) P = P u1 ∪ P
u
2 ∪ Pc, where
|Pc| = |C|, C = {c ∈ r̂ng(h) | ∃t, t
′ ∈ T : ĥ(t) = c ∧ h(t) = h(t′)}.
(2) m0 = m
1
0 ∪m
2
0, mf = m
1
f ∪m
2
f .
(3) T = T a1 ∪ T
a
2 ∪ Tsync, where
Tsync = {(t1, t2) | t1 ∈ dom(ℓ1), t2 ∈ dom(ℓ2), ℓ1(t1) = ℓ2(t2)}.
(4) F is defined by the following cases:
(a) ∀p ∈ P ui ,∀t ∈ T
a
i with i = 1, 2
• (p, t) ∈ F ⇔ (p, t) ∈ Fi and
• (t, p) ∈ F ⇔ (t, p) ∈ Fi.
(b) ∀p ∈ P u1 ,∀t = (t1, t2) ∈ Tsync
• (p, t) ∈ F ⇔ (p, t1) ∈ F1 and
• (t, p) ∈ F ⇔ (t1, p) ∈ F1.
(c) ∀p ∈ P u2 ,∀t = (t1, t2) ∈ Tsync
• (p, t) ∈ F ⇔ (p, t2) ∈ F2 and
• (t, p) ∈ F ⇔ (t2, p) ∈ F2.
(d) ∀p ∈ Pc,∀t ∈ T
a
i with i = 1, 2
• (k(p) = c) ∧ (hi(t) = c!)⇒ (t, p) ∈ F and
• (k(p) = c) ∧ (hi(t) = c?)⇒ (p, t) ∈ F .
(5) h : T 9 Λ, s.t. ∀t ∈ Tsync : h(t) =⊥ and ∀t ∈ T ai : h(t) = hi(t) with i = 1, 2.
(6) ℓ : T 9 S, s.t. ∀t = (t1, t2) ∈ Tsync : ℓ(t) = ℓ1(t1) = ℓ2(t2) and
∀ti ∈ T
a
i : ℓ(ti) =⊥ with i = 1, 2.
(7) k : P 9 C, s.t. k|Pc is a bijection and ∀p /∈ Pc : k(p) =⊥.
Consider an example of the AS-composition provided in Fig. 4. We compose two
LGWF-nets N1 and N2 shown in Fig. 4(a). They exchange messages via channels x
and y. They should also synchronize when transitions b and f fire. This fact is given
by the common synchronization label s. As a result, we need to introduce two labeled
places x and y and connect them according to the asynchronous labels of transitions.
In addition, we merge transitions b and f obtaining a single transition (b, f) in the
composition N1 ⊛N2 shown in Fig. 4(b).
[Figure 4 about here.]
Note also that after synchronizing transitions, there can be places with the coinci-
dent neighborhood in a composition result. Such places can be merged into a single
one to make the net P-simple. Correspondingly, in Fig. 4(b), we can merge the output
places of the synchronized transition (b, f).
The AS-composition of LGWF-nets enjoys properties that are easy to verify.
Firstly, it is both the commutative and associative operation. These algebraic prop-
erties directly follow from the construction rules. Thus, it can be generalized to the
case of composing more than two LGWF-nets.
Secondly, a reachable marking in the AS-composition of LGWF-nets can be decom-
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posed into three sub-markings: reachable markings of the components together with
a marking of labeled places. It follows from the fact that we can project composition
firing sequences on component transitions and obtain corresponding firing sequences
of the components (see Proposition 3.3, where we formalize this property).
Proposition 3.3. Let Ni = (Pi, Ti, Fi,m
i
0,m
i
f , hi, ℓi, ki) be an LGWF-net with i = 1, 2
and N1 ⊛ N2 = (P, T, F,m0,mf , h, ℓ, k) be the AS-composition of N1 and N2. Then
∀m ∈ [m0〉 : m = (m1 \ dom(k1)) ∪ (m2 \ dom(k2)) ∪mc, where m1 ∈ [m
1
0〉, m2 ∈ [m
2
0〉
and mc ⊆ dom(k).
However, the AS-composition of LGWF-nets studied above may not preserve behav-
ioral as well as structural properties of components. For instance, if N1 and N2 are two
sound LGWF-nets, then their AS-composition N1⊛N2 might not be sound. Consider
an example provided in Fig. 5, where the system N1⊛N2 is composed of sound models.
N1 ⊛N2 may reach a final marking {f1, i2} different from the expected final marking
{f1, f2} when N1 does not send a message to channel d. This fact makes N1⊛N2 loose
soundness. Moreover, N1 ⊛N2 is no longer covered by sequential components.
[Figure 5 about here.]
The preservation of component properties in their AS-composition is the main
problem we address in the paper. For this purpose, instead of considering the AS-
composition of LGWF-nets directly, we will analyze an underlying abstract interface.
It is an LGWF-net that models how components interact. Component and interface
models are related via morphisms discussed in the following section. Then in Section
5, we will apply these morphisms to achieve the preservation of component soundness
in the AS-composition.
4. Abstraction and refinement in GWF-nets based on morphisms
This section describes a basic technique supporting abstraction and refinement in
Petri nets based on α-morphisms. We discuss the properties of α-morphisms relevant
to GWF-nets. These properties are further used to address the problem of preserving
LGWF-net soundness in their AS-composition.
4.1. Place refinement and α-morphisms
A class of α-morphisms has been introduced in (Bernardinello, Mangioni, and Pomello
2013) to support abstraction and refinement in safe Petri nets covered by sequential
components. An α-morphism example is provided in Fig. 6, where refinement of places
is depicted by shaded subnets, i.e., the subnet N1(ϕ
−1(p2)) in N1 refines the place p2
in N2. Refinement of transitions is explicitly given by their names, i.e., two transitions
f1 and f2 in N1 refine the same transition f in N2. In other words, refinement may
lead to splitting transitions of an abstract net. After providing the formal definition
of α-morphisms, we also discuss the general intuition behind them.
[Figure 6 about here.]
Definition 4.1. Let Ni = (Pi, Ti, Fi,m
i
0) be a marked SMD and safe Petri net, Xi =
Pi ∪ Ti with i = 1, 2, where X1 ∩X2 = ∅. An α-morphism from N1 to N2 is a total
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surjective map ϕ : X1 → X2, also denoted ϕ : N1 → N2, s.t.:
(1) ϕ(P1) = P2.
(2) ϕ(m10) = m
2
0.
(3) ∀t1 ∈ T1 : if ϕ(t1) ∈ T2, then ϕ(
•t1) =
•ϕ(t1) and ϕ(t1
•) = ϕ(t1)
•.
(4) ∀t1 ∈ T1 : if ϕ(t1) ∈ P2, then ϕ(
•t1
•) = {ϕ(t1)}.
(5) ∀p2 ∈ P2 :
(a) N1(ϕ
−1(p2)) is an acyclic net or ϕ
−1(p2) ⊆ P1.
(b) ∀p1 ∈
©N1(ϕ
−1(p2)) : ϕ(
•p1) ⊆
•p2 and if
•p2 6= ∅, then •p1 6= ∅.
(c) ∀p1 ∈ N1(ϕ
−1(p2))
© : ϕ(p1
•) = p2
•.
(d) ∀p1 ∈ P1 ∩ ϕ
−1(p2) : p1 /∈
©N1(ϕ
−1(p2))⇒ ϕ(
•p1) = p2 and
p1 /∈ N1(ϕ
−1(p2))
© ⇒ ϕ(p1
•) = p2.
(e) ∀p1 ∈ P1 ∩ ϕ
−1(p2) : there is a sequential component N
′ = (P ′, T ′, F ′) in
N1, s.t. p1 ∈ P
′, ϕ−1(•p2
•) ⊆ T ′.
By definition, α-morphisms allow us to refine places in N2 by replacing them with
acyclic subnets of N1, where N2 is an abstract net, and N1 is its refinement. Thus, if
a transition in N1 is mapped to a transition in N2, then their neighborhoods should
correspond (by Definition 4.1.3). Also, if a transition in N1 is mapped to a place in
N2, then its neighborhood should be mapped to the same place (by Definition 4.1.4).
The main motivation behind α-morphisms is the possibility to ensure that the be-
havioral properties of an abstract model hold in its refinement as well. Therefore, each
output place in a subnet refining a place should have the same choices as its abstraction
does (by Definition 4.1.5c). Input places in such a subnet do not need this constraint
(by Definition 4.1.5b). A choice between them is made before, since there are no con-
current transitions in the neighborhood of a subnet (by Definition 4.1.5e). Moreover,
by Definition 4.1.5d, the neighborhoods of places, internal to a subnet refining a place,
are mapped to the same place as the subnet.
To sum up, requirements imposed by Definition 4.1.5a-5e ensure the main intuition
behind α-morphisms. If a subnet in N1 refines a place in N2, then this subnet should
behave “in the same way” as an abstract place does. More precisely, let N1(ϕ
−1(p2))
be a subnet in N1, refining a place p2 in N2. Then:
(1) no tokens inN1(ϕ
−1(p2))∩P1 are left after firing a transition in (N1(ϕ
−1(p2))
©)
•
;
(2) no transitions in (N1(ϕ
−1(p2))
©)
•
are enabled whenever there is a token in
N1(ϕ
−1(p2)) ∩ P1.
4.2. Properties preserved and reflected by α-morphisms
Here we study properties preserved and reflected by α-morphisms (see Fig. 7). In
(Bernardinello, Mangioni, and Pomello 2013), several properties of α-morphisms have
already been studied. We will mention some of them and consider other properties of
α-morphisms relevant to generalized workflow nets.
[Figure 7 about here.]
In Propositions 4.2-4.6 and Theorem 4.7, let Ni = (Pi, Ti, Fi, m
i
0) be a marked
SMD and safe Petri net, Xi = Pi ∪ Ti with i = 1, 2, such that there is an α-morphism
ϕ : N1 → N2.
The following proposition states that the structure of GWF-nets is preserved by
α-morphisms.
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Proposition 4.2. If N1 is a GWF-net, then N2 is a GWF-net.
Proof. We show that N2 satisfies the three structural conditions of GWF-nets, see
Definition 2.3.
1. By Definition 4.1.2, ϕ(m10) = m
2
0. Suppose ∃p2 ∈ m
2
0 :
•p2 6= ∅. By Definition
4.1.5b, ∀p1 ∈
©N1(ϕ
−1(p2)) : if
•p2 6= ∅, then •p1 6= ∅. Take p1 ∈ m10, s.t. ϕ(p1) = p2.
Since p1 ∈
©N1(ϕ
−1(p2)), then
•p1 6= ∅. By Definition 2.3.1, ∀p ∈ m10 :
•p = ∅. Then,
•p2 = ∅ and ∀p ∈ m20 :
•p = ∅.
2. By Definition 2.3.2, m1f ⊆ P1, s.t. (m
1
f )
•
= ∅. Denote ϕ(m1f ) by m
2
f ⊆ P2.
Suppose ∃p2 ∈ m
2
f : p2
• 6= ∅. Take p1 ∈ m1f , s.t. ϕ(p1) = p2. By Definition 4.1.5c,
∀p1 ∈ N1(ϕ
−1(p2))
© : ϕ(p1
•) = p2
•. Since p1 ∈ N1(ϕ
−1(p2))
©, p1
• 6= ∅. But by
Definition 2.3.2, p1 ∈ m
1
f and p1
• = ∅. Then, p2• = ∅ and ∀p ∈ m2f : p
• = ∅.
3. Suppose ∃x2 ∈ X2, s.t. ∀p ∈ m
2
0 : (p, x2) /∈ F
∗
2 . By surjectivity of the α-morphism,
ϕ−1(x2) = {x
1
1, . . . , x
k
1} ⊆ X1. If x2 ∈ T2, then ϕ
−1(x2) ⊆ T1 and take x1 ∈ ϕ
−1(x2).
If x2 ∈ P2, then take x1 ∈
©N1(ϕ
−1(x2)). By Definition 2.3.3, ∃s ∈ m
1
0 : (s, x1) ∈ F
∗
1 .
Then, ϕ(•x1) ∈
•x2 or ϕ(
•x1) = x2. We follow the whole path from s to x1 in N1
backward mapping it on N2 with ϕ. Thus, we obtain that ∃x
′ ∈ X2 : (x
′, x2) ∈ F
∗
2 and
ϕ(s) = x′.
Suppose ∃x2 ∈ X2, s.t. ∀p ∈ m
2
f : (x2, p) /∈ F
∗
2 . By surjectivity of the α-morphism,
ϕ−1(x2) = {x
1
1, . . . , x
k
1} ⊆ X1. If x2 ∈ T2, then ϕ
−1(x2) ⊆ T1 and take x1 ∈ ϕ
−1(x2).
If x2 ∈ P2, then take x1 ∈ N1(ϕ
−1(x2))
©. By Definition 2.3.3, ∃f ∈ m1f : (x1, f) ∈ F
∗
1 .
Then, ϕ(x1
•) ∈ x2
• or ϕ(x1
•) = x2. We follow the whole path from x1 to f in N1
forward mapping it on N2 with ϕ. Thus, we obtain that ∃x
′ ∈ X2 : (x2, x
′) ∈ F ∗2 and
ϕ(f) = x′.
It follows from Proposition 4.2 that ϕ(m1f ) = m
2
f , i.e., final markings of GWF-nets
are also preserved by α-morphisms. In the general case, the converse of Proposition 4.2
is not true. Indeed, α-morphisms do not reflect the initial state of GWF-nets properly
(see Fig. 8(a)).
[Figure 8 about here.]
A refined net N1 is called well-marked w.r.t. ϕ if each input place in a subnet in
N1, refining a marked place in an abstract net N2, is marked as well. Consider the
α-morphism shown in Fig. 8(a), the token of the shaded subnet must be placed into p
to make N1 well-marked w.r.t. to ϕ.
In the following proposition, we prove that α-morphisms reflect the structure of
GWF-nets under the well-markedness of N1.
Proposition 4.3. If N2 is a GWF-net and N1 is well-marked w.r.t. ϕ, then N1 is a
GWF-net.
Proof. We show that N1 satisfies the three structural conditions of GWF-nets, see
Definition 2.3.
1. By Definition 2.3.1, ∀s2 ∈ m
2
0 :
•s2 = ∅. Since N1 is well-marked w.r.t. ϕ, m10 =
{©N1(ϕ
−1(s2)) | s2 ∈ m
2
0}. Take s2 ∈ m
2
0 and the corresponding subnet N1(ϕ
−1(s2)).
Suppose ∃p ∈ ©N1(ϕ
−1(s2)), s.t.
•p 6= ∅. Then ϕ(p) = s2 and, by Definition 4.1.4,
ϕ(•p) = s2. Thus, p /∈
©N1(ϕ
−1(s2)).
2. By Definition 2.3.2, ∀f2 ∈ m
2
f : f2
• = ∅. Take f2 ∈ m2f and the corresponding
subnet N1(ϕ
−1(f2)). Also take p ∈ N1(ϕ
−1(f2))
©. Then ϕ(p) = f2. Suppose p
• 6= ∅.
Then, by Definition 4.1.4, ϕ(p•) = f2 and p /∈ N1(ϕ
−1(f2))
©. Thus, we obtain that
10
m1f = {N1(ϕ
−1(f2))
© | f2 ∈ m
2
f} and (m
1
f )
•
= ∅.
3. Suppose ∃x1 ∈ X1, s.t. ∀s1 ∈ m
1
0 : (s1, x1) /∈ F
∗
1 . If (x1, x1) /∈ F
∗
1 , we follow
the path from x1 to the first node x
′
1 ∈ X1 in N1 backward, s.t.
•x′1 = ∅. Since
∀t1 ∈ T1 : |
•t1| ≥ 1, x
′
1 ∈ P1. If x
′
1 /∈ m
1
0, then N1 is not well-marked w.r.t. ϕ. If
(x1, x1) ∈ F
∗
1 , then, by Definition 4.1.5a, there is a corresponding image cycle in N2.
Take x2 ∈ X2, s.t. ϕ(x1) = x2. By Definition 2.3.2, ∃s2 ∈ m
2
0 : (s2, x2) ∈ F
∗
2 . Take
x′2 ∈ X2 belonging to this cycle, s.t. at least one node in
•x′2 is not in the cycle. By
surjectivity of ϕ, ∃x′1 ∈ X1 : ϕ(x
′
1) = x
′
2 belonging to the cycle (x1, x1) ∈ F
∗
1 . If x
′
2 ∈ T2,
then ϕ−1(x′2) ⊆ T1. By Definition 4.1.3, the neighborhood of transitions is preserved
by ϕ. Then, ∀t1 ∈ ϕ
−1(x′2) : ϕ(
•t1) =
•x′2, i.e. there is a place in
•ϕ−1(x′2) which does
not belong to the cycle (x1, x1) ∈ F
∗
1 . If x
′
2 ∈ P2, then take
©N1(ϕ
−1(x′2)). At least
one place in ©N1(ϕ
−1(x′2)) has an input transition which does not belong to the cycle
(x1, x1) ∈ F
∗
1 , since there is a node in
•x′2 which is not in the image cycle in N2. We
have shown that ∃x ∈ •x′1, s.t. x does not belong to the cycle (x1, x1) ∈ F
∗
1 . Thus,
either there is a path from x˜ to x, s.t. •x˜ = ∅, or there is another cycle (x˜, x˜) ∈ F ∗1 .
Applying a similar reasoning, we prove that ∀x1 ∈ X1 ∃f1 ∈ m
1
f : (x1, f1) ∈ F
∗
1 . The
only difference is that we follow paths forward.
In Propositions 4.2 and 4.3, we have proven two structural properties of α-
morphisms. Further, we study preservation and reflection of behavioral properties,
i.e., whether reachable markings are preserved and reflected by α-morphisms.
According to the next proposition, it has been already proven that α-morphisms
preserve reachable markings and transition firings.
Proposition 4.4 (Bernardinello, Mangioni, and Pomello (2013)). Let m1 ∈ [m
1
0〉.
Then ϕ(m1) ∈ [m
2
0〉. If m1[t〉m
′
1, where t ∈ T1, then:
(1) ϕ(t) ∈ T2 ⇒ ϕ(m1)[ϕ(t)〉ϕ(m
′
1).
(2) ϕ(t) ∈ P2 ⇒ ϕ(m1) = ϕ(m
′
1).
In the general case, α-morphisms do not reflect both reachable markings and transi-
tion firings. More precisely, having m2 ∈ [m
2
0〉 and m2[t2〉 for some t2 in N2, we cannot
say that ∀t ∈ ϕ−1(t2)∃m1 = ϕ
−1(m2) ∈ [m
1
0〉 : m1[t1〉.
Note that reflection of reachable markings is an essential property since we seek
to deduce the behavioral properties of a refined system from those of its abstraction.
It is necessary to check additional local conditions based on unfoldings to achieve a
reflection of reachable markings. We briefly describe this technique first introduced in
(Bernardinello, Mangioni, and Pomello 2013).
Recall that N1 and N2 are two Petri nets related via an α-morphism ϕ : N1 → N2,
where N1 is a refined system, and N2 is its abstraction. For any place p2 in N2, refined
by a subnet inN1, we construct a local net, denoted S2(p2), by taking the neighborhood
transitions of p2 with artificial input and output places if necessary. The same is done
for the refined system N1. We construct the corresponding local net, denoted S1(p2),
by taking the subnet in N1 refining p2 via ϕ, i.e., N1(ϕ
−1(p2)) and the transitions
ϕ−1(•p2) ∪ ϕ
−1(p2
•) with artificial input and output places if necessary. As a result,
we have two local nets S1(p2) and S2(p2).
Since there is an α-morphism ϕ : N1 → N2, there is also an α-morphism
ϕS : S1(p2) → S2(p2) corresponding to the restriction of ϕ to the places and tran-
sitions of S1(p2). In Lemma 4.5, taking the unfolding of S1(p2), we prove that the
associated folding function u composed with the restricted α-morphisms ϕS is itself
an α-morphism under the soundness of N1. Note that since S1(p2) is acyclic (by Defi-
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nition 4.1.5a), its unfolding is finite. Thus, we assure that the final marking of a subnet
in N1, refining a place p2 of the abstract model N2, enables exactly the inverse im-
age of transitions in p2
•. After proving Lemma 4.5, we also give a specific example of
checking these local conditions.
Lemma 4.5. Let S1(p2) and S2(p2) be local nets as defined above. Let U(S1(p2)) be
the unfolding of S1(p2) with folding function u, and ϕ
S be an α-morphism from S1(p2)
to S2(p2). Let N1 be a sound GWF-net. Then, the map from U(S1(p2)) to S2(p2)
obtained as ϕS ◦ u is an α-morphism.
Proof. Since N1 is a GWF-net, S1(p2) is also a GWF-net. By Lemma 1 of
(Bernardinello, Mangioni, and Pomello 2013), when a transition in ϕ−1(p2
•) fires, it
empties the subnet N1(ϕ
−1(p2)). Then S1(p2) is sound, and, by Def.2.3.3, each tran-
sition in S1(p2) will occur at least once. Thus, the folding function u is a surjective
function from U(S1(p2)) to S1(p2) and ϕ
S ◦ u is an α-morphism from U(S1(p2)) to
S2(p2).
Figure 9 provides a negative example of checking this local unfolding condition
when N1 is not sound. It is based on the α-morphism shown in Fig. 8(b). In this case,
local nets coincide with the original N1 and N2. When we unfold N1, there are no
occurrences of transitions y1 and y2. Thus, the composition ϕ ◦ u of folding function
u and the α-morphism ϕ is not an α-morphism. The final markings of the subnet
N1(ϕ
−1(p2)), refining the place p2 in N2, enable only transitions x1 and x2 in N1,
whereas the transition y in N2 is also enabled. Therefore, transitions in the inverse
image of y cannot be enabled in N1 by the final markings of the subnet N1(ϕ
−1(p2)).
[Figure 9 about here.]
One should check this unfolding condition for all properly refined places in an ab-
stract model. A properly refined place is a place in an abstract net which is refined by
a subnet rather than by a set of places. Taking the above discussion into account, we
obtain that α-morphisms reflect reachable markings and transition firings under the
soundness of the refined model N1 (see Proposition 4.6), which is the domain of an
α-morphism ϕ : N1 → N2 considered here.
Proposition 4.6. Let N1 be a sound GWF-net. Then ∀m2 ∈ [m
2
0〉 ∃m1 ∈ [m
1
0〉 :
ϕ(m1) = m2. Also, if m2[t2〉, then ∀t ∈ ϕ
−1(t2)∃m1 = ϕ
−1(m2) ∈ [m
1
0〉 : m1[t1〉.
Proof. Follows from Lemma 4.5.
In the following theorem, we express the main result in this subsection. It is proven
that α-morphisms preserve soundness of a refined GWF-net.
Theorem 4.7. If N1 is a sound GWF-net, then N2 is a sound GWF-net.
Proof. We show that N2 satisfies the three behavioral conditions of a sound GWF-
net, see Definition 2.4.
1. By Definition 2.4.1, for all m1 ∈ [m
1
0〉 : m
1
f ∈ [m1〉. Then, ∃w ∈
FS(N1) : m1[w〉m
1
f . i.e w = t1t2 . . . tn and m1[t1〉m
1
1 . . . m
n−1
1 [tn〉m
1
f . Using Proposi-
tion 4.4, it is possible to simulate w in N2. By Proposition 4.2, ϕ(m
1
f ) = m
2
f . Suppose
∃m2 ∈ [m
2
0〉 : m
2
f /∈ [m2〉. By Proposition 4.6, ∃m
′
1 ∈ [m
1
0〉 : ϕ
−1(m2) = m
′
1. By Defi-
nition 2.4.1, m1f ∈ [m
′
1〉. Thus, ∃w
′ ∈ FS(N1) : m
′
1[w
′〉m1f . Using Proposition 4.4, it is
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again possible to simulate w′ in N2. Then, m
2
f ∈ [m2〉.
2. Suppose ∃m′2 ∈ [m
2
0〉 : m
′
2 ⊇ m
2
f . Then m
′
2 = m
2
f ∪ P
′
2, where P
′
2 ∩m
2
f = ∅. By
Proposition 4.6, take m1 ∈ [m
1
0〉, s.t. ϕ
−1(m1) = m
′
2 and m
1
f * m1. By Definition
2.4.1, m1f ∈ [m1〉 and ∃w ∈ FS(N1) : m1[w〉m
1
f . Using Proposition 4.4, it is possible
to simulate w in N2. By Proposition 4.2, ϕ(m
1
f ) = m
2
f . The only way to completely
empty places in P ′2 is to consume at least one token fromm
2
f . Then, ∃f2 ∈ m
2
f : f2
• 6= ∅
which contradicts Defition 2.3.2.
3. By Definition 2.4.3, ∀t1 ∈ T1 ∃m1 ∈ [m
1
0〉 : m1[t1〉. By surjectivity of ϕ, ∀t2 ∈
T2 ∃t1 ∈ T1 : ϕ(t1) = t2. By Proposition 4.4, m1[t1〉m
′
1 ⇒ ϕ(m1)[ϕ(t1)〉ϕ(m
′
1). Then,
∀t2 ∈ T2 ∃m2 ∈ [m
2
0〉 : m2[t2〉.
However, the converse of Theorem 4.7 is not true in general. Consider again the
example shown in Fig. 8(b), where N2 is sound and N1 is not sound since transitions
y1 and y2 cannot fire. Thus, α-morphisms do not reflect soundness following from the
fact that reachable markings are also not reflected in the general case.
In our study, soundness reflection is a sought property of α-morphisms. We apply α-
morphisms to provide preservation of LGWF-net soundness in their AS-composition.
Component interactions are formalized in an abstract interface, which also represents
the abstract view of the whole system. There, component nets are related to the
abstract interface by α-morphisms. In the next section, we aim to provide a technique
when soundness of an abstract interface implies soundness of a refined system model,
i.e., the corresponding α-morphism reflects soundness of an abstract interface.
5. Preserving soundness in AS-composition via morphisms
The AS-composition of LGWF-nets preserves component soundness through the use
of an abstract interface. This model provides minimal details on the local behavior
of communicating components with a focus on their synchronous and asynchronous
interactions. An abstract interface is also referred to as an interface pattern. It is
the AS-composition of corresponding abstract LGWF-nets. Abstraction of component
models is implemented using α-morphisms discussed in Section 4 that we adjust to
LGWF-nets. We aim to deduce soundness of a refined system model by verifying
soundness of an underlying interface pattern.
If N1 and N2 are two LGWF-nets, then an α-morphism ϕ : N1 → N2 should addi-
tionally respect transition labeling, i.e., a labeled transition in N1 can only be mapped
to a transition in N2 with the same label. This fact implies that a labeled transition
in N1 cannot be mapped to a place in N2. We formalize these restrictions on labeled
transition mapping in the following definition.
Definition 5.1. Let Ni = (Pi, Ti, Fi,m
i
0,m
i
f , hi, ℓi, ki) be an SMD LGWF-net, Xi =
Pi∪Ti with i = 1, 2. An α̂-morphism from N1 to N2 is a total surjective map ϕ : X1 →
X2, also denoted ϕ : N1 → N2, s.t.:
(1) ϕ(P1) = P2.
(2) ϕ(m10) = m
2
0.
(2’) ϕ(m1f ) = m
2
f .
(3) ∀t1 ∈ T1 : if ϕ(t1) ∈ T2, then ϕ(
•t1) =
•ϕ(t1) and ϕ(t1
•) = ϕ(t1)
•.
(3’) ∀t1 ∈ dom(h1) ∪ dom(l1) : ϕ(t1) ∈ T2 and
(a) if t1 ∈ dom(h1), then h2(ϕ(t1)) = h1(t1);
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(b) if t1 ∈ dom(ℓ1), then ℓ2(ϕ(t1)) = ℓ1(t1).
(4) ∀t1 ∈ T1 : if ϕ(t) ∈ P2, then ϕ(
•t•) = {ϕ(t)}.
(5) ∀p2 ∈ P2 :
(a) N1(ϕ
−1(p2)) is an acyclic net or ϕ
−1(p2) ⊆ P1.
(b) ∀p1 ∈
©N1(ϕ
−1(p2)) : ϕ(
•p1) ⊆
•p2 and if
•p2 6= ∅, then •p1 6= ∅.
(c) ∀p1 ∈ N1(ϕ
−1(p2))
© : ϕ(p1
•) = p2
•.
(d) ∀p1 ∈ P1 ∩ ϕ
−1(p2) : p1 /∈
©N1(ϕ
−1(p2))⇒ ϕ(
•p1) = p2 and
p1 /∈ N1(ϕ
−1(p2))
© ⇒ ϕ(p1
•) = p2.
(e) ∀p1 ∈ P1 ∩ ϕ
−1(p2) : there is a sequential component N
′ = (P ′, T ′, F ′) in
N1, s.t. p1 ∈ P
′, ϕ−1(•p2
•) ⊆ T ′.
Thus, an α̂-morphism is an α-morphism (see Definition 4.1), which also satisfies
conditions (2’) and (3’) of Definition 5.1. When two LGWF-nets are related by an
α̂-morphism, their underlying GWF-nets are related by an α-morphism. That is why
α̂-morphisms inherit properties discussed in Section 4, which we use to establish sound-
ness preservation in the AS-composition of LGWF-nets in this section.
Moreover, it also follows from Definition 5.1 that labeled places in LGWF-nets are
both preserved and reflected by α̂-morphisms. In other words, an image of a labeled
place in N1 is a labeled place in N2 as well as an inverse image of a labeled place in N2
is a labeled place in N1. Thus, there is a bijection between the sets of labeled places
in two LGWF-nets related by an α̂-morphism.
We now discuss our approach to ensure that the AS-composition of sound LGWF-
nets yields a sound LGWF-net as well.
Given two sound LGWF-nets R1 and R2, we aim to be sure that R1⊛R2 is sound.
It is possible to compose R1 and R2 using Definition 3.2, but their composition may
not be sound, as shown in the previous section. A technique described below is applied
to get soundness of R1 ⊛R2 by construction.
We start with abstracting R1 and R2 regarding labeled transitions. Thus, we obtain
two abstract LGWF-nets N1 andN2, s. t. there is an α̂-morphism ϕi : Ri → Ni with i =
1, 2. According to Theorem 4.7, N1 and N2 are sound. These abstract models N1 and
N2 are then composed by adding the same channels as R1 and R2 and by synchronizing
transitions with the same synchronous labels as R1 and R2. Correspondingly, N1⊛N2
is an interface pattern the interacting components R1 and R2 agree to follow. Then
we verify soundness and structural properties of the interface pattern N1 ⊛N2.
Given the sound interface pattern N1 ⊛ N2 and two α̂-morphisms ϕi : Ri → Ni
with i = 1, 2, we construct two new LGWF-nets R1 ⊛ N2 and N1 ⊛ R2 representing
different intermediate refined models of the same system. It is easy to verify that these
refinements of the interface pattern N1⊛N2 preserves α̂-morphisms, i.e., there is also
an α̂-morphism from R1 ⊛ N2 to N1 ⊛ N2 as well as from N1 ⊛ R2 to N1 ⊛ N2. For
instance, an α̂-morphism from R1⊛N2 to N1⊛N2 is constructed from the original α̂-
morphism ϕ1 : R1 → N1 together with an identity mapping of asynchronously labeled
transitions in N2 and a corresponding mapping of synchronized transitions that can
also be refined in R1. Symmetrically, it is possible to show the construction of an
α̂-morphism from N1 ⊛R2 to N1 ⊛N2.
In Proposition 5.2, we additionally claim that an α̂-morphism from an intermediate
refined model R1⊛N2 to an interface pattern N1⊛N2 reflects connections among asyn-
chronously labeled transitions with channels (labeled places). This reflection follows
from the fact that labeled places are both preserved and reflected by α̂-morphisms.
We will use this property further to prove our main theorem.
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Proposition 5.2. Let R1, N1, N2 be three LGWF-nets, s.t. there is an α̂-mor-
phism ϕ1 : R1 → N1. Let N1 ⊛ N2 = (P, T, F,m0,mf , h, ℓ, k) and R1 ⊛ N2 =
(P ′, T ′, F ′,m′0,m
′
f , h
′, ℓ′, k′). Then there is an α̂-morphism ϕ′1 : (R1⊛N2)→ (N1⊛N2),
s.t. ∀p ∈ dom(k) and ∀t ∈ T :
(1) if (p, t) ∈ F , then {ϕ−11 (p)} × ϕ
−1
1 (t) ⊆ F
′;
(2) if (t, p) ∈ F , then ϕ−11 (t)× {ϕ
−1
1 (p)} ⊆ F
′.
Let the AS-composition N1 ⊛ N2 shown in Fig. 4(b) be an interface pattern. We
refine it with two LGWF-nets R1 and R2 representing component models as shown
in Fig. 10. The corresponding α̂-morphisms are indicated by the shaded ovals. The
α-morphism between underlying GWF-nets R−2 and N
−
2 is provided in Fig. 6, where
N1 corresponds to R
−
2 , and N2 corresponds to N
−
2 .
[Figure 10 about here.]
Theorem 5.3 expresses the main result achieved in our study. We prove that an
α̂-morphism from an intermediate refinement R1⊛N2 (symmetrically, from N1⊛R2)
to an interface pattern N1 ⊛ N2 reflects its soundness. In proving this fact, we use
the properties of α-morphisms discussed in Section 4 and the characterization of AS-
composition reachable markings given in Proposition 3.3 together with the property
stated in Proposition 5.2.
Theorem 5.3. Let R1, N1, N2 be three sound LGWF-nets, s.t. there is an α̂-morphism
ϕ1 : R1 → N1. If N1 ⊛N2 is sound, then R1 ⊛N2 is sound.
Proof. By Proposition 5.2, there is an α̂-morphism ϕ′1 : (R1 ⊛N2)→ (N1 ⊛N2).
We first fix a notation used in the proof. Let Ni = (Pi, Ti, Fi,m
i
0,m
i
f , hi, ℓi, ki)
with i = 1, 2 and R1 = (P
r
1 , T
r
1 , F
r
1 ,m
1r
0 , m
1r
f , h
r
1, ℓ
r
1, k
r
1). Also, let N1 ⊛ N2 =
(P, T, F,m0,mf , h, ℓ, k) and R1 ⊛N2 = (P
′, T ′, F ′,m′0,m
′
f , h
′, ℓ′, k′).
We show that R1 ⊛N2 satisfies the three behavioral conditions of a sound LGWF-
net, see Definition 2.4.
1. Take m′ ∈ [m′0〉. By Proposition 3.3 for R1 ⊛ N2, m
′ = (mr1 \ dom(kr)) ∪
(m2 \ dom(k2)) ∪ mc, where m
r
1 ∈ [m
1r
0 〉, m2 ∈ [m
2
0〉 and mc ∈ dom(k
′). By
Proposition 4.4 for ϕ′1, ϕ
′
1(m
′) = m ∈ [m0〉. By Proposition 3.3 for N1 ⊛ N2,
m = (m1 \ dom(k1)) ∪ (m2 \ dom(k2)) ∪ mc, where m2 \ dom(k2), mc are the same
as in m′, and m1 = ϕ1(m
r
1) (by Proposition 4.4 for ϕ1). Since N1 ⊛ N2 is sound,
∃w ∈ FS(N1 ∗ N2) : m[w〉mf . By Definition 3.2, recall that T = T
a
1 ∪ T
a
2 ∪ Tsync in
N1 ⊛ N2, where Tsync = {(t1, t2) | t1 ∈ dom(ℓ1), t2 ∈ dom(ℓ2), ℓ1(t1) = ℓ2(t2)} and
T ai = Ti \ dom(ℓi) with i = 1, 2. Using interleaving semantics for Petri nets, we can
write w = w12v, s.t. v = ǫ or v = t
1
1w
1
sw
2
2t
2
1 . . . , where w
i
2 ∈ (T
a
2 )
∗, ti1 ∈ T
a
1 and
wis ∈ T
∗
sync with i ≥ 1. Firstly, each subsequence w
i
2 can obviously be simulated in the
component N2 in R1⊛N2, since ϕ
′
1 reflects connections to labeled places (by Proposi-
tion 5.2). Secondly, since R1 is sound, ϕ1 reflects reachable markings and transitions
firings (by Proposition 4.6). Thus, there is a reachable marking mr1i in R1, belonging
to ϕ−11 (m
r
1i) for some m
i
1 ∈ [m
1
0〉 in N1. If m
i
1[t
i
1〉 in N1, then m
r
1i enables all tran-
sitions from ϕ−11 (t
i
1) in R1 as well. Moreover, these transitions are also enabled in
R1 ⊛N2, since ϕ
′
1 reflects connections to labeled places (by Proposition 5.2). Finally,
since N1 ⊛ N2 is sound, ∃m ∈ [m0〉 : m[(t1, t2)〉 for any (t1, t2) in w
i
s. By Proposition
3.3, m = m1 ∪ m2, where m1 ∈ [m
1
0〉 and m2 ∈ [m
2
0〉 (here mc = ∅, since transi-
tions in Tsync are not connected with labeled places). Moreover, m1[t1〉 and m2[t2〉. By
Proposition 4.6 for ϕ1, there is a reachable marking m
r
1 in R1, s.t. m
r
1 = ϕ
−1
1 (m1) and
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∀tr1 ∈ ϕ
−1
1 (t1) : m
r
1[t
r
1〉. Correspondingly, the reachable marking m
r
1 ∪m2 in R1 ⊛ N2
enables synchronized transitions (tr1, t2) for all t
r
1 ∈ ϕ
−1
1 (t1). Hence, we can reflect the
whole firing sequence w on R1 ⊛N2 to reach its final marking m
′
f .
2. Suppose by contradiction ∃m′ ∈ [m′0〉 : m
′ ⊇ m′f and m
′ 6= m′f . By Defini-
tion 3.2.2, m′f = m
1r
f ∪m
2
f . Thus, m
′ = m1rf ∪ m
2
f ∪ m3. By Proposition 4.4 for ϕ
′
1,
ϕ′1(m
′) ∈ [m0〉. Then, ϕ
′
1(m
′) = ϕ′1(m
1r
f ) ∪ ϕ
′
1(m
2
f ) ∪ ϕ
′
1(m3) = ϕ1(m
1r
f ) ∪m
2
f ∪m3 =
m1f ∪m
2
f ∪m3 = mf ∪m3. This reachable marking mf ∪m3 strictly covers the final
marking mf of N1 ⊛N2 which contradicts its soundness.
3. We show that ∀t′ ∈ T ′ ∃m′ ∈ [m′0〉 : m
′[t′〉. By Proposition 3.3, m′ = (mr1 \
dom(kr)) ∪ (m2 \ dom(k2)) ∪ mc, where m
r
1 ∈ [m
1r
0 〉, m2 ∈ [m
2
0〉 and mc ∈ dom(k
′).
By Definition 3.2.3, ∀t′ ∈ T ′ : t′ ∈ (T r1 )
a or t′ ∈ T a2 or t
′ ∈ Tsync. If t
′ ∈ T a2 , then
∃m ∈ [m0〉 : m[t
′〉, since N1 ⊛ N2 is sound. By Proposition 5.2, (m2 \ dom(k2)) ∪mc
in R1 ⊛N2 also enables t
′. If t′ ∈ (T r1 )
a, then there are two cases. If ϕ′1(t
′) ∈ P , then
t′ is not connected to labeled places. Since R1 sound, m
r
1 enables t
′. If ϕ′1(t
′) ∈ T ,
then take t ∈ T , s.t. ϕ′1(t
′) = t (by the surjectivity of ϕ′1). Since N1 ⊛ N2 is sound,
∃m ∈ [m0〉 : m[t〉. By Proposition 4.6 and 5.2, the reachable marking m
r
1 ∪ mc in
R1 ⊛ N2 (being the inverse image of m under ϕ
′
1) enables t
′. As for the case when
t′ ∈ Tsync, we have already considered it above when proving reachability of the final
marking in R1 ⊛N2.
Having two α̂-morphisms from intermediate refinements R1 ⊛ N2 and N1 ⊛ R2 to
the same abstract interface N1⊛N2, we can compose R1⊛N2 and N1⊛R2 using the
composition defined in (Bernardinello, Mangioni, and Pomello 2013). It is necessary
to substitute (a) places in N1 ⊛ N2 with the corresponding subnets in R1 ⊛ N2 and
N1⊛R2 (b) transitions in N1⊛N2 with their inverse images synchronizing those with
coincident images. As a result, we obtain N together with two α̂-morphisms from N
to R1 ⊛N2 and N1 ⊛R2, s.t. the diagram shown in Fig.11(b) commutes.
Alternatively, we can use intermediate refinement again and refineN2 in R1⊛N2 (N1
in N1 ⊛R2). As a result, we obtain R1⊛R2 isomorphic to the previously constructed
composition N up to renaming of synchronized transitions. According to Proposition
5.2, there are two α̂-morphisms from R1 ⊛ R2 to R1 ⊛ N2 as well as to N1 ⊛ R2.
According to Theorem 5.3, since R1 ⊛N2 (N1 ⊛ R2) is sound, R1 ⊛R2 is also sound.
Therefore, we have also shown that it is possible to simultaneously refine N1 and N2
in the sound abstract interface with sound models R1 and R2.
In Fig. 11(a), we show the result of composing, by means of α̂-morphisms, interme-
diate refined models R1⊛N2 and N1⊛R2 constructed in Fig. 10. This AS-composition
corresponds to the direct AS-composition of R1 and R2.
[Figure 11 about here.]
6. Related work
There is a considerable amount of literature devoted to Petri net composition. Re-
searchers have studied this problem in various settings with a focus on preserv-
ing important structural and behavioral properties (including liveness, bounded-
ness and deadlock-freeness) of Petri net components in their composition. For in-
stance, general approaches to Petri net composition have been described in the books
(Best, Devillers, and Hall 1992; Girault and Valk 2003; Reisig 2013).
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A recent work (Reisig 2019) has also stressed the necessity of formal compositional
approaches to the development of distributed system models organized by several
interacting components. There has been suggested a general framework to model Petri
net composition following principles of the service-oriented design. The fundamental
property discussed in this paper is composition associativity.
Modeling synchronous and asynchronous communication of Petri net components
is of particular interest for researchers as well as in our paper. We will consider ap-
proaches that are the closest analogs to our approach.
Composition of Petri nets via transition merging has been widely used to model
systems with synchronously interacting processes as introduced in (De Cindo et al.
1982). An algebraic approach to model systems with asynchronous Petri net compo-
nents interacting with each other by merging both transitions and places has been
first introduced in (Kotov 1978).
Asynchronous composition of Petri nets via a communication medium (a subset of
places or a subnet) has been considered (Souissi and Memmi 1991; Souissi 1991). By
putting global structural constraints on interacting nets, the authors achieve liveness
preservation. In (Haddad, Hennicker, and Møller 2013) asynchronous composition of
Petri nets by adding channel places has been studied. The authors have considered
specific channel properties (consumption of messages from channels) as well as their
decidability. It has been shown that these properties are preserved by an asynchronous
composition.
A formalism of open Petri nets has been introduced in (Baldan et al. 2001). Open
Petri nets are Petri nets equipped with distinguished interface places. In this work, the
authors have also presented the underlying categorical framework behind a composi-
tion of open Petri nets. Further, open Petri nets have been used by many researchers,
mainly focused on modeling composite services (van Hee, Sidorova, and van der Werf
2010; van Hee et al. 2011). Preservation of components properties has been achieved
using global behavioral and structural restrictions.
Inheritance of Petri net component properties is also achieved with the help
of Petri net morphisms. Composition of Petri nets via morphisms has been stud-
ied in several works (Winskel 1986; Nielsen, Rozenberg, and Thiagarajan 1992;
Baldan et al. 2001; Bednarczyk et al. 2003; Padberg and Urba´sˇek 2003; Fabre 2006;
Bernardinello, Monticelli, and Pomello 2007; Desel and Merceron 2010). Morphisms
give a natural yet rigid framework to define and examine various properties of Petri
net compositions.
In our study, we have used α-morphisms (Bernardinello, Mangioni, and Pomello
2013) to prove that asynchronous-synchronous composition of workflow nets preserves
soundness of interacting components. Compared to the original setting, we have ex-
tended applicability of α-morphisms to the case of asynchronously communicating
components. In addition, α-morphisms intuitively express abstraction and refinement
relations between formal models of distributed systems.
There is a variety of approaches specifically devoted to workflow net composition and
used to model and analyze the behavior of complex processes that occur in information
systems.
An approach to model interorganizational workflows has been described in
(van der Aalst 1998), where workflow nets connected via communication elements have
been applied. In this work, a communication protocol has been encoded using message
sequence charts. Then a technique to verify the consistency of an interorganizational
workflow model with a message sequence chart has been proposed. This technique is
based on a notion of implicit places and a partial order on transitions induced by a
17
communication protocol.
Composition of workflow nets via shared resources (places) has been discussed in
several works (Siegeris and Zimmermann 2006; Lomazova and Romanov 2013) with
the main concern on soundness preservation. Similar approaches have been ap-
plied to model and compose interacting workflow nets (Pankratius and Stucky 2005;
Lomazova 2010) to manage changing business processes. Moreover, many works have
been devoted to the problem of web service composition according to the survey
(Cardinale et al. 2013), where the authors have stressed that there is a lack of ser-
vice execution engines based on the different Petri net classes.
In our earlier work (Bernardinello et al. 2018), we have already discussed a re-
stricted case of modeling correct asynchronous communication among components in
a distributed system. Results presented in this paper naturally extend our previous
ones and provide a convenient formal background to construct sound models of com-
plex systems by composing models of interacting components.
7. Conclusion
In this paper, we have given the theoretical background for a correct composition of in-
teracting workflow net components. Using two kinds of transition labels, we have devel-
oped an approach to model asynchronous and synchronous interactions among work-
flow nets. Correspondingly, we have defined a general asynchronous-synchronous com-
position (AS-composition). This AS-composition may not preserve soundness of inter-
acting components. To solve this problem, we have defined an abstraction/refinement
relation on workflow nets with the help of α-morphisms. Abstractions of workflow nets
are much smaller than initial ones. Then it is more convenient to define a correct AS-
composition at the level of abstract models. The AS-composition of initial workflow
net components is constructed by refining their abstractions. The structural and be-
havioral properties of the abstraction/refinement relation based on α-morphisms have
helped us to prove that refinement of correct abstract component models produces the
correct AS-composition of initial workflow net components.
We identify the two main advantages that compare our compositional approach
favorably with other existing approaches. Firstly, the problem of constructing a correct
composition of interacting workflow net components is solved at the most abstract
model. To refine abstract models, we need to check several structural constraints and
only local behavioral constraints for properly refined places. Moreover, correct abstract
models can be reused in systems with similar communication protocols. That is why
we call abstract compositions interface patterns. Secondly, our approach follows an
important idea also expressed in (Haddad, Hennicker, and Møller 2013) regarding the
separation of concerns. A component designer should not know in advance how a
component will interact with others in a distributed system. These decisions will be
taken further by a system architect, and the correctness of a communication protocol
can be established using our approach.
As for future work, we think to continue our research in the following directions.
It is planned to define graph transformation rules for constructing abstract models
of interacting workflow net components. These rules should preserve α-morphisms.
Thus component abstraction might be built automatically. We also plan to system-
atically identify typical interface patterns that can be used by a system architect to
organize smooth interactions among components in large-scale distributed systems.
Asynchronous interaction patterns within a restricted case of two interacting compo-
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nents have been considered in (Nesterov and Lomazova 2018, 2019).
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