Abstract. The problem of spam e-mail has gained a tremendous amount of attention. Although entities tend to use e-mail spam filter applications to filter out received spam e-mails, marketing companies still tend to send unsolicited emails in bulk and users still receive a reasonable amount of spam e-mail despite those filtering applications. This work proposes a new method for classifying emails into spam and non-spam. First, several e-mail content features are extracted and then those features are used for classifying each e-mail individually. The classification results of three different classifiers (i.e. Decision Trees, Random Forests and k-Nearest Neighbor) are combined in various voting schemes (i.e. majority vote, average probability, product of probabilities, minimum probability and maximum probability) for making the final decision. To validate our method, two different spam e-mail collections were used.
Introduction
Electronic mail (e-mail) is a major communication method that makes use of the Internet. The number of exchanged e-mails is continuously growing [1, 2] and along with it the amount of unsolicited e-mails (spam). Spam e-mail appears in different forms and contents (i.e. phishing e-mails, e-mails with offensive, malware and malicious content, advertisement e-mails advertising real or sometimes fake products) [3] . E-mail spam has a serious negative impact on the productivity of e-mail using entities in terms of time, money and network resources. Therefore, e-mail filtering techniques for automatically identifying spam e-mail have been developed. Spam detection and filtering is considered a challenging task with high complexity due to the continuously changing spam patterns (e.g. spammers keep developing new techniques and activities that make the process of identifying or predicting spam much harder [4] ) and the large number of features of spam e-mail. Balancing false negatives (i.e. spam emails stored in the inbox folder, which annoys the user) and false positives (i.e. good emails transferred to the spam folder, which leads to a loss of valuable information) is considered a critical process to maintain the maximum level of satisfaction of e-mail service subscribers [4, 5] .
In this paper we propose an approach for detecting e-mail spam based on a three-stage approach. In the first stage two types of features are extracted from the targeted corpus of emails: e-mail body features and readability features. In the second stage, basic classifiers are trained, based on the extracted features. In this work Decision Trees (J48), Random Forests (RF) and k-Nearest Neighbor (kNN) are used. Finally, the basic classifier results are combined for a final decision (spam or non-spam). Different voting combination schemes were investigated and evaluated: majority vote, average probability, product of probabilities, minimum probability, and maximum probability. The contribution of this work is twofold. First, several body features are proposed and combined with readability features to enhance the spam classification results. Secondly, the investigation and utilization of several voting schemes for e-mail spam detection instead of using only majority vote.
This paper is organized as follows. In Section 2, related works are discussed. In Section 3, details of the selected features are explained. Section 4 shows the experimental setup, while the results are analyzed and discussed in Section 5. Finally, we conclude the findings of this work in Section 6.
Related Works
Different data mining techniques and machine learning algorithms have been investigated and developed in the literature for the task of automatically filtering out e-mail spam. In most cases, the previous works focused mainly on one of the following two categories or both.
Spam Features
This stream of research is aimed at studying the problems of e-mail representation and feature extraction, which may be useful in identifying spam e-mails. Generally, e-mail features are extracted from the text of the body, the subject or the header fields. These types of features are called content-based features. For example in Al-Jarrah, et al. [6] , the authors proposed a new set of features extracted from the headers of e-emails, which were then used for training common classifiers. In Alqatawna, et al. [7] , the authors focused on extracting malicious-related features and studied the effect of these features on the effectiveness of different classifiers. In Ruan and Tan [8] , the authors proposed various approaches for constructing features for e-mail spam filtering (i.e. a term-frequency analysis approach, a heuristic approach and behavioralbased approaches).
In term-frequency analysis, every word in an e-mail is defined as a feature and a vector of words is used to represent the e-mail. Heuristic approaches mine emails in order to discover and generate patterns and rules [8, 9] . Behavioralbased approaches construct features based on information related to the behavior of spammers, usually collected from the header, attachment, and/or email flows between groups of e-mail users [8] . In this work, we propose a set of content-based features and combine them with other features from the literature.
Spam Classifiers
In this stream of research, the performance and evaluation of the classifiers used for identifying e-mail spam receive more attention. The proposed classifiers are trained and evaluated against other common classifiers, some of which are used and applied as a single classifier, for example Support Vector Machines (SVM) [10] , Artificial Neural Networks (ANN) [11] [12] [13] , Naive Bayesian classifiers [14] , k-Nearest Neighbor [15] and Decision Trees [16, 17] . Generally, there appear to be various challenging problems in the spam-filtering task. Imbalanced class distribution, unequal and uncertain error costs, complex text patterns, the change of spam content with time, and challenges of reactive and adaptive adversaries are a few examples among others [18] .
More complex and intelligent classifiers have been proposed to deal with these challenges (e.g. boosting, ensembles and hybrid classifiers) [19] [20] [21] . One approach has not been fully explored in e-mail spam filtering, which is to combine classifiers. It has been reported that combining classifiers with different characteristics can improve classification results [22] . In this work, we investigate combining classifiers for the task of e-mail spam filtering.
Proposed Method
In order to classify each e-mail, it has to be transformed into a set of features representing spam, shown in Figure 1 as X 1 through X 35 . Next, various classifiers are selected, shown in Figure 1 as C 1 through C n . Classifiers are trained a priori to distinguish spam e-mails utilizing a set of training e-mails from freely available e-mail spam collections. After that, a classifier-voting scheme is applied by taking the vote of classification results from the classifiers on the best set of features. Our proposed framework is represented in Figure 1 .
Feature Extraction
In our study, each e-mail was represented by a feature vector consisting of different features. In total, 35 features were extracted and then divided into two groups: body and readability features. The details of each group are discussed next.
Body Features
This first group includes the features extracted from the e-mail's body content, excluding the meta-data in the header part. The features, along with their descriptions, are listed in Table 1 . As can be noticed, all features are numeric, representing different aspects of spam e-mails. For example, it is uncommon to see a full-length e-mail, consisting of at least 10 lines, written in block letters. Furthermore, many e-mail spammers tend to encode spam words that can be detected through filtering systems with special characters; therefore, their count matters.
To define those features, three undergraduate students were handed 50 e-mails each from which to extract what they believed was a spam indicator. After that, the features with an agreement among at least two were added to our feature list.
Readability Features
The second group illustrates various readability measures, calculating the readability easiness or difficulty of a document, text, or message. Many of these measures have been used previously for spam classification, for example in [23] . To simplify the work, this group was divided into two subgroups: frequency-based readability features and score-based readability features. Frequency-based readability features can be summarized with features X 22 through X 25 , while the remaining features are considered score-based readability features. E-mail length in words X 2 Count of duplicate words X 3 Count of common words (e.g. is, am, are, etc.) X 4 Average word length X 5 Minimum word length X 6 Maximum word length X 7 Count of uppercase letters X 8 Count of lowercase letters X 9 Count of special characters X 10 Longest sequence of adjacent capital letters X 11 Count of spam words 1 X 12 Count of slang words 2 X 13 Count of semicolons X 14 Count of sentences (split by full stops) X 15 Count of alpha-numeric words X 16 Time units X 17 Links (i.e. number of tokens ending with {.net, .com, .jo, etc.}. X 18 Count of emoticons X 19 Count of images/image links X 20 Count of HTML tags X 21 Count of lines
The details of the features are as follows: 
9. X 30 : SMOG, a variation of SMOG-I in X 29 , given as:
10. X 31 : FORCAST Index, a test to measure reading skills with the emphasis on the frequency of simple words:
where w is the number of simple words in a 150-word random sample. 
where Q is the total number of characters read so far. 14. X 35 : Coleman-Liau Index (CLI), similar to ARI in relying on the characters factor instead of the number of syllables factor. Both are meant to be used in real-time readability measures. The Coleman-Liau Index is given as:
where L is the average number of characters per word and S is the ratio between sentences and simple words.
Basic Classifiers
In this work, three state-of-the-art classifiers were used to study their individual behaviors on different feature sets.
1. k-Nearest Neighbor: a simple yet effective classifier. The basic idea is that an entry is classified according to the k closest to other entries. Although closeness can be relative to the method of measurement, the concept still holds. For example, an e-mail can be classified into spam and non-spam based on its similarity to other e-mails sharing the highest number of features. In other words, if e-mail features can be considered to be coordinates in a higher dimensional space, the k-closest e-mails according to some high-dimensional similarity measure should be an indicator for the e-mail class. 2. Decision Trees: a method of organizing features hierarchically according to their importance for class decision-making. Importance can be measured using information gain. Hence, features with high information gain appear at the top of the classification tree. In other words, according to the e-mails in our experiments, each feature's information gain is calculated to build the tree. A new e-mail can thus be classified by traversing through the decision tree. 3. Random Forest: another tree-based classification algorithm. A classification is performed by generating multiple different decision trees, each of which has a different feature structure. After that, a class is assigned based on the majority votes of the different trees.
Combining Basic Classifiers
In our experiment, different voting strategies were used, namely: product voting, sum voting, max voting, min voting, and majority voting [24] . In product voting, the decision rule combines the a posteriori probabilities generated by the individual classifiers by means of a product rule in order to quantify the likelihood of a hypothesis. It assigns a pattern to the class of which the a posteriori probability product is the maximum. On the other hand, the sum decision rule quantifies the likelihood of a hypothesis by summing the a posteriori probabilities generated by the individual classifiers. It assigns a pattern to the class of which the a posteriori probability sum is the maximum.
Furthermore, the max decision rule quantifies the likelihood of a hypothesis by finding the maximum a posteriori probabilities generated by the individual classifiers by means of a minimum rule. It assigns a pattern to the class of which the maximum a posteriori probability is the maximum. Meanwhile, the min decision rule quantifies the likelihood of a hypothesis by finding the minimum a posteriori probabilities generated by the individual classifiers by means of a minimum rule. It assigns a pattern to the class of which the minimum a posteriori probability is the maximum. Finally, the majority vote rule quantifies the likelihood of a hypothesis by simply counting the votes received for the hypothesis from the individual classifiers. It assigns a pattern to the class that received the largest number of votes.
Experimental Setup
Our proposed method consists of four major steps. First, different sets of features are extracted from each e-mail in the experimental dataset. Then, the feature vector for each e-mail is used to train different classifiers given the best configuration settings for each, as in [23] . After that, we apply the classifiers one by one to the training set and compare the results to rank the classifiers according to their effectiveness. Finally, the best classifiers are selected to vote on each e-mail's class.
For our experiments, two different datasets were used: SpamAssassin and CSDMC2010. SpamAssassin consists of slightly over 8,000 e-mails, among which 500 non-spam e-mails. CSDMC2010 consists of slightly over 4,300 emails, among which approximately 1,400 non-spam e-mails. From each email, 35 features where extracted, generating three groups of feature vectors per e-mail: a body features vector (i.e. contains body features only), readability features vector (i.e. contains readability features only), and a feature vector combining both body and readability features vector. Each group of feature vectors is used solely to train and test each classifier separately. The goal is to see which set of features (i.e. body, readability, and combined body-readability) is the most effective in classifying spam e-mails before proceeding to the next step.
Results & Analysis
In this work, among the various available classification algorithms and techniques [25] [26] [27] [28] [29] , only three different classifiers were utilized and then evaluated i.e. Random Forest (RF), Decision Tree (J48), and k-Nearest Neighbor (IBK). Each of the classifiers was evaluated with different setting combinations in order to optimize the evaluation. The best settings for each classifier according to our experiment are listed in Table 2 . Table 2 Best settings of the utilized classifiers.
Classifier Parameters RF
Number of trees: 10 J48
Confidence factor: 0.5, pruning: false
For example, various k values for the (kNN) were tested (i.e. 1, 3, 5, 7, 9), revealing that k = 1 achieved the best effectiveness among others. Meanwhile, different combinations of confidence factor and pruning were tested for J48, revealing the best effectiveness when the confidence factor was set to 0.5 and pruning was disabled.
To increase the ability of correct classification, classifiers were evaluated and assessed according to: accuracy, precision, recall, and hit rate. It is believed that these four evaluation measures can give the closest indication of the best classifier among all others. According to the following confusion matrix, the four evaluation measures are given in Table 3 . Accuracy: computes the rate of correctly classified instances of both spam and non-spam, as follows:
Precision: computes the proportion of predicted non-spam that was correctly classified, as follows:
Recall (true positive rate): computes the rate of predicted non-spam in predicted spam and non-spam, as follows:
Hit rate: computes the rate of predicted spam in actual spam and non-spam, as follows:
Hit Rate = tn/(tn + fn)
The results reported in Figure 2 (a), (b), (c), and (d) are the accuracy, precision, recall and hit-rate measures of e-mail classification on the SpamAssassin collection, respectively. As can be noticed, readability features didn't achieve high scores in any evaluation measure on their own, when compared to the scores of the body features or the combined body-readability features. Therefore, all further analysis was based on the combined body-readability feature set. In terms of almost all measures, IBK, J48 and RF showed high results in classifying the data correctly. To assist analyzing the results shown in both Figures 2(b) , and 2(c), the F-score 1 measure was calculated using both precision and recall, revealing that IBK topped the other classifiers. To test the validity of our results, we applied the same experiment on the CSDMC 2010 e-mail collection as used in [23] for comparison. The results are shown in Table 4 , reporting the same three classifiers. As can be noticed, RF had better scores compared to the other two classifiers.
Compared to the results of e-mail spam classification on the same collection, as reported in [23] , classification using our features showed better scores, given that the RF settings were the same as in [23] .
As the individual classifiers' results reported in Figure 2 and Table 4 show slight room for improvement, we decided to consider each e-mail's assigned class for a vote among the three classifiers. The results are reported in Table 5 . As can be noticed, all evaluation measures showed significant improvement over the individual classifier's scores. The only explanation can be that classifiers have different feature preferences; therefore, they don't always agree on the same class. Henceforward, voting assisted the classification measures. It is also noticeable that the average probability voting strategy showed higher scores compared to the other voting strategies; however, we leave studying this phenomenon for future work.
Conclusions
In this paper, a new multi-classifier voting-based e-mail spam detection framework is proposed. Several classification algorithms were applied to two given datasets of e-mails for classifying them into spam and non-spam. The results showed that when compared with other works, our features had better classification power using the same e-mail collections and classification algorithms. Furthermore, the results showed that class-voting assisting the classification showed better effectiveness scores when compared to the results obtained by the individual classifiers.
