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1.1 (Left) Mines’ Model of Anatomical Reentry. Preparation of Mines
made from a tortoise heart. Unidirectional block was induced and a reentrant
anatomical reentry observed (Right) Mines’ Theory of Reentry. The dark
region represents a wavefront of depolarization which is in absolute refractory,
the speckled region is in relative refractory, and the white region is excitable.
The excitable gap is some combination of the excitable and relative refractory
regions. In A absolute refractory persists too long for reentry to occur. In
B either conduction velocity is slower or repolarization is faster. In either
situation the wavefront never interacts with its tail and is able to persist.
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1.3 Early electrocardiogram. Einthoven was the first to measure a cardiac
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1.4 Theory of APDR induced alternans. It is known that APD is a directly
modulated by the DI that precedes it. It has been theorized that low APDR
slopes (A) will result in modulation of the APD which approaches a steady
state value, while high APRD slopes (B) will result in alternating APD which
will become further and further removed from one another at shorter cycle
lengths [116]. Image modified from Weiss et al 1999. . . . . . . . . . . . . . . 6
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2.1 Capacitively coupled silicon nanomembrane transistors (covered by
a thermal SiO2 layer) as active sensing nodes in actively multi-
plexed flexible electronic system for high resolution electrophysio-
logical mapping. (a) Exploded-view schematic illustration (left) and a pho-
tograph (right) of a completed capacitively-coupled flexible sensing system
with 396 nodes in a slightly bend state. The arrows in the left illustration
highlight the key functional layers. Inset on the right shows a magnified view
of a few nodes. (b) Circuit diagram for a node in this capacitively coupled
array, with annotations for each component (left), and an optical microscope
image of the cell (middle). A schematic of the circuit cross-section (right)
illustrates the mechanism for capacitively coupled sensing through a thermal
SiO2 layer to an underlying transistor. . . . . . . . . . . . . . . . . . . . . . 15
2.2 In vitro assessment of electrical performance. (a) Average gain of
a representative capacitively coupled transistor as a function of the input
frequency (f) from 0.1 to 100 Hz. Inset shows the responses from this sensor
node at 0.1 Hz (top) and 100 Hz (bottom), after band-pass filtering (0.05-568
Hz). (b) Power spectral density of a 5 mV AC signal at 10 Hz measured
at a representative node, showing a typical 1/f relationship at low frequency.
The input was a sine-wave of 5 mV at 10 Hz. (c) Histograms of noise (with
Gaussian fitting) measured from all 396 nodes of the device in Fig. 1c. (d)
Statistics of the threshold voltage (VT) and peak effective mobility (µeff) of
test transistors from 15 different arrays. (e) Statistics of yield (left) and gain
(right) of 17 capacitively coupled, active sensing 18x22 electrode array. (f)
Image of a device during a mechanical bending test. (g) Image of a device
completely immersed in a saline solution, during a soak test. (h) Yield (Y,
defined as the number of working nodes divided by the total number of nodes)
as a function of cycles of bending to 5 mm bend radius, showing minimal
changes up to 10000 cycles. (i) Electrical leakage current of 2 devices during
soak testing. Minimal leakage appears over a period of 120 days at 37 ◦C.
(j) Response of a representative node to a sine wave input (at 10 Hz) before,
after 10000 cycles bending, and after saline immersion for 120 days. . . . . . 18
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2.3 High density cardiac electrophysiological mapping on ex vivo rabbit
heart models. (a) A photograph of a flexible capacitively coupled sensing
electronic system on a Langendorff-perfused rabbit heart (left). Magnified
view, showing conformal contact of the device to the cardiac tissue, via the
action of surface tension (right). (b) Representative single voltage trace from
the electrode array without external pacing. Signatures related to the P, Q,
R, S, and T waves in ECG traces, can be identified from the recordings. (c)
Representative voltage data for all electrodes at four time points (indicated
in B), showing normal cardiac wave-front propagation. The progress of the
cardiac wave is consistent with the physical location of the array on heart, as
illustrated in the diagram on the left (RA, LA, RV and LV stands for right
atrium, left atrium, right ventricle, and left ventricle respectively). . . . . . . 20
2.4 Signal morphology unaffected by experimental conditions. Voltage
traces from the same channel in the capacitively coupled sensing electronic
system at the beginning and end of an ex vivo Langendorff perfused rabbit
heart experiment. The amplitude and noise levels of the signal remain the
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2.5 Comparison of Conduction Velocity Calculated conduction velocity vec-
tor from optical and electrical maps at pacing of 300 ms cycle length. The
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2.6 In Vivo Recordings. In vivo recording using a capacitively coupled sensing
electronic system from a beating heart. (a) A photograph of a device lami-
nated onto the left ventricle of a beating heart in an open chest experiment on
a canine model. (b) Representative single voltage trace from the device (top),
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cardiac wave-front propagation (bottom). . . . . . . . . . . . . . . . . . . . . 23
vii
2.7 Comparison of electrical mapping with optical fluorescence record-
ing. (a) Representative electrical and optical signals captured simultaneously
on a Langendorff-perfused rabbit heart at multiple cycle lengths (300, 250, and
200 ms). (b) Interpolated spatial activation maps derived from these data.
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2.9 Study of ventricular fibrillation (VF). (a) Three representative electronic
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dow of time corresponding to two reentrant cycles of VF. The labels −pi, 0,
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ginning of the reentrant cycle. (b) Voltage, phase and phase singularity maps
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Voltage and phase data indicate a reentrant cycle of VF. A phase singularity
commonly refers to a point on a phase map around which all values of phase
(i.e. −pi to +pi) are represented. The phase singularities are identified as the
±1 values associated with regions of the phase map where this occurs. Op-
tical signals from the sensing electronics area also match well with electrical
recordings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.10 Electrode Data Acquisition System. A Photograph of the data acquisi-
tion system with the electrode array during in vitro bench testing. . . . . . . 33
viii
2.11 Electrode Array and Connector. Photographs of an electrode array before
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Every year 300,000 Americans die due to sudden cardiac death. There are many pathologies,
acquired and genetic, that can lead to sudden cardiac death. Regardless of the underly-
ing pathology, death is frequently the result of ventricular tachycardia and/or fibrillation
(VT/VF). Despite decades of research, the mechanisms of ventricular arrhythmia initiation
and maintenance are still incompletely understood.
A contributing factor to this lack of understanding is the limitations of the investigative
tools used to study VT/VF. Arrhythmias are organ level phenomena that are governed by
cellular interactions and as such, near cellular levels of resolution are needed to tease out
their intricacies. They are also behaviors that are not limited by region, but dynamically
affect the entirety of the heart. For these reasons, high-resolution methodologies capable of
measuring electrophysiology of the whole entirety of the ventricles will play an important
role in gaining a complete understanding of the principles that govern ventricular arrhythmia
dynamics. They will also be essential in the development of novel therapies for arrhythmia
management.
xvii
In this dissertation, I first present the validation and characterization of a novel capacitive
electrode design that overcomes the key limitations faced by modern implantable cardiac
devices. I then outline the construction, methodologies, and open-source tools of an improved
optical panoramic mapping system for small mammalian cardiac electrophysiology studies.
I conclude with a small mammal study of the relationship between action potential duration
restitution dynamics and the mechanisms of maintenance in ventricular arrhythmias.
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Chapter 1
Introduction
1.1 Origin and History of Arrhythmia Research
Ventricular fibrillation was first observed by Ludwig and Hoffa as they passed an electric
current through a heart and saw its activity become strange and disorganized [47]. Their
contemporary, Edme´ Vulpian, would later coin the phrase fibrillation and set himself apart
from his peers by hypothesizing that the heart itself, rather than nervous system, was re-
sponsible for the initiation and maintenance of VF [112]. While fibrillation is an extremely
multifaceted phenomenon I will break it down into two concepts: reentry and initiation.
In 1913 George Ralph Mines established the foundation of the theory of anatomical reentry
by creating a model of functional reentry in a tortoise heart (Figure 1.1 Left). In this model
he was able to induce unidirectional block and observe a wavefront propagate around the
ring of tissue. He observed (Figure 1.1 Right) that if the propagating ”...wave is slower
and shorter...” the tissue can become excitatory once more resulting in reentry [75]. This
condition creates a space between the wavefront and its own tail which constitutes the
excitable gap where in a stimulus could induce depolarization. Just a year later Walter
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Figure 1.1: (Left) Mines’ Model of Anatomical Reentry. Preparation of Mines made
from a tortoise heart. Unidirectional block was induced and a reentrant anatomical reentry
observed (Right) Mines’ Theory of Reentry. The dark region represents a wavefront of
depolarization which is in absolute refractory, the speckled region is in relative refractory,
and the white region is excitable. The excitable gap is some combination of the excitable and
relative refractory regions. In A absolute refractory persists too long for reentry to occur.
In B either conduction velocity is slower or repolarization is faster. In either situation the
wavefront never interacts with its tail and is able to persist. Adapted from Mines, 1913 [75].
Garrey published his ”Critical Mass” hypothesis based on his observations that arrhythmias
in smaller hearts (e.g. mouse, rat, guinea pig) typically self terminate while arrhythmias in
larger mammals were self sustaining [37]. Contrary to Ludwig and Hoffa’s observations that
fibrillation is disorganized, Carl Wiggers would deduce from his cinematographic studies that
VF was not entirely random and asynchronous, rather he observed that as VF progressed the
regions of coordinated contraction in the myocardium increased in number while shrinking
in size [119]. With the advent of tools for measuring epicardial potentials and optical action
potentials our understanding of VF mechanics would grow in leaps and bounds. Studies
using coherence analysis [92, 5], non-linear dynamics [38, 5], and analysis of vector loops
[23] would be used in an attempt to understand the spatial distribution of VF and how it
progresses in time. Subsequent studies by Gray et al. would develop a method for quantifying
VF dynamics using phase analysis [40]. This method made it possible to identify the centers
of reentrant waves (i.e. singularities) and observe their behavior over time. For example, in
another study by Gray et al. they would show that despite electrocardiogram measurements
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Figure 1.2: Initiation of Reentrant Vortices. (1) A wavefront approaches a non-excitable
functional obstacle. (2) The wavefront breaks on the obstacle separating into two individual
wavefronts. (3) When excitability is high enough the ends of the broken waves, often called
phase singularities (PS), begin curling. (4) This curling can progress into counter rotating
vortices. Adapted from Jalife, 2000 [50].
indicative of VF, phase analysis could use transmembrane potential values to show highly
periodic behavior [39]. This body of work would produce substantial evidence that while VF
behavior may change over time there are ways to quantify its spatio-temporal behavior [6],
especially when assessed locally.
Initiation of arrhythmia can be separated by causality: anatomical and functional. Anatom-
ical reentry occurs when inhomogeneities in cardiac tissue (e.g. fibrosis) create an obstacle
for conduction like that described by Mines [75]. Many, like Wiener and Rosenblueth [118],
believed that anatomical obstacles were necessary for fibrillation to occur. Functional reentry
however can occur in healthy myocardium as the result of wave front-wave tail interactions.
Wiggers and We´gria laid the groundwork for this when they discovered that VF was eas-
ily induced using short shocks timed during late systole, a period which would be dubbed
the vulnerable phase [120]. The myocardium is vulnerable during this time frame because
regions of the tissue are refractory while others have limited excitability. This creates a
scenario similar to Fig. 2 adapted from Jalife [50] with the differences being two: 1) the
anatomical structure would be replaced by a symbolic boundary between refractory and lim-
ited excitability tissue and 2) there would be a single phase singularity (PS) to form a vortex
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Figure 1.3: Early electrocardiogram. Einthoven was the first to measure a cardiac elec-
trogram without making direct contact with the heart. He did so by placing his hand and
left foot in tubs of salt water that were attached to a string galvanometer.
like reentry. Whether it’s the result of an anatomical structure or a region of quiescent tissue
the breaking of a wave front is the principal way reentry is initiated. Multiple protocols have
been developed for initiating VF in this fashion.
1.2 Development of Modern Day Investigative Tools
Electrical mapping of the heart can be done both through indirect and direct contact. In
1901, Einthoven was the first to indirectly record the electrical activity of the heart using
buckets of salt water as electrodes and a string galvanometer. This concept would later be
turned into the first electrocardiogram device (Figure 1.3). As electrophysiologists sought to
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better understand arrhythmic activity efforts were made to increase the spatial and temporal
resolution of indirect and direct contact methods of recording electrical activity. To map
explanted hearts, electrodes were sewn onto nylon meshes which were pulled over the heart
to measure extracellular potentials in anatomically consistent locations [42]. Dense electrode
arrays were built and placed on the epicardial surfaces to guide early efforts in the treatment
of arrhythmias like atrial fibrillation [124]. In an effort to develop non-invasive methods for
understanding local patterns of activation and repolarization, efforts were made to solve the
inverse problem making it possible to reconstruct the epicardial activity of the heart from
hundreds of body surface electrograms [16]. Sophisticated catheter systems have also been
developed to reconstruct the cardiac anatomy and record from multiple sites simultaneously
[103]. While these and many other methods for electrical mapping have improved dramati-
cally in recent decades providing great insights into arrhythmia initiation and maintenance,
their spatial resolution is still insufficient to tease out the intricacies of reentry, especially in
explanted small mammal hearts. They are also unable to measure the immediate response
of the heart during and after defibrillation.
In the last two decades, optical mapping has become an alternative methodology for measur-
ing physiological characteristics. Optical mapping uses fluorescent dyes (e.g. di-4-ANBDQBS)
that, for the purposes of this dissertation, bind the cell membrane. Their fluorescence inten-
sity fluctuates with changes in membrane potential and can be separated from the excitation
spectrum (630 nm) using a 700 nm long pass filter [74]. Key characteristics have been identi-
fied in these signal morphologies, among them are indicators of activation and repolarization
[28]. In recent years the cameras used to measure fluorescence have increased their spatial
resolution to sub millimeter resolutions. This combined with optical mappings’ immunity to
defibrillation artifacts, has made it a key tool in assessing arrhythmic response to therapy
[88]. Creation of panoramic imaging systems capable of measuring optical action potentials
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Figure 1.4: Theory of APDR induced alternans. It is known that APD is a directly
modulated by the DI that precedes it. It has been theorized that low APDR slopes (A) will
result in modulation of the APD which approaches a steady state value, while high APRD
slopes (B) will result in alternating APD which will become further and further removed
from one another at shorter cycle lengths [116]. Image modified from Weiss et al 1999.
across the entirety of the epicardial surface [54, 86] have made this methodology a key tool
in tracking arrhythmia dynamics, especially the phenomenon like reentrant rotors of activity
capable of meandering out of the field of view of a traditional monocular optical mapping
systems [53].
1.3 The Role of Restitution Dynamics in VF
Cardiac restitution refers to the dependence of action potential duration (APD) and con-
duction velocity (CV) on the diastolic interval (DI) that preceded them, DI interval being
the window of time between repolarization of an action potential (AP) and activation of the
subsequent AP. The causal relationship between DI and APD is such that a small action
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potential duration restitution (APDR) slope ( < 1) will cause APD to approach a steady
state value (Figure 1.4 A) while a high slope will result in alternating and increasingly dif-
ferent APD values (Figure 1.4 B) which create an unstable substrate where repolarization
alternans at short cycle lengths can create wavebreak and fibrillation [52, 58, 116]. Recent
studies, however, have cast doubt on this hypothesis through observation, in in vivo human
studies, of a high prevalence of APDR greater than 1 in what appears to electrically sta-
ble tissues [82]. Panoramic imaging provides a phenomenal tool for looking at restitution
dyanmics across the entire epicardium to identify regions of high APDR slope and identify
whether those regions generate APD alternans at short pacing cycle lengths and whether
these regions are more likely to initiate or maintain an arrhythmia.
1.4 Dissertation Scope and Procedure
A persistent challenge faced in both investigating and treating cardiac arrhythmias is char-
acterizing microscopic electrophysiolgical phenomena with what are often low resolution and
geometrically discontinuous measurement tools. The development of easily accessible tools
that can measure with microscopic resolution at a continuous and macroscopic scale will
help make meaningful steps in understanding the dynamics of cardiac arrhythmias. This
dissertation encompasses my efforts in two areas of development and one area of applica-
tion. First, the validation and characterization of a flexible high-resolution active capacitive
electrode array. Second, the development of open source panoramic optical mapping with
modern technology for studies of small mammal (e.g. mouse, rat, etc.). Finally, the use of
panoramic imaging to investigate the validity of action potential duration restitution slope
( > 1) as an indicator of unstable regions susceptible to wavebreak and reentry.
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First, I will conduct experiments with the active capacitive electrode device in an in vitro
rabbit model and characterize the resultant signals to validate its utility in experimental
and clinical diagnostic applications. Second, I will build and validate a modern panoramic
imaging system, as well as develop a set of MATLAB and 3D printing tools that will be
made publicly available upon publication. Finally, I will use these tools to investigate APDR
dynamics in a rabbit model, specifically looking at the role of APDR maximum slope in the
maintenance of ventricular arrhythmias.
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Chapter 2
Capacitively Coupled Arrays of
Multiplexed, Flexible Silicon
Transistors for Cardiac
Electrophysiology
2.1 Abstract
Advanced capabilities in electrical recording are essential to treatment of heart rhythm dis-
eases and to progress in cardiac science. The most advanced technologies using flexible
form of integrated electronics, however, pose significant risks arising from penetration of
bio-fluids into the underlying electronics and electrochemical reactions at the interface. Here
we present a solution to this challenge that uses an ultrathin, leakage-free, biocompatible
dielectric layer to completely seal an underlying layer of flexible electronics, where electro-
physiology occurs without any direct metal contact. The resulting current leakage levels
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are factors of 10,000 smaller and operational lifetimes are between two and three orders of
magnitude longer than those of any other related alternative or, more generally, any other
flexible electronics technology. Systematic studies with normal, paced, and arrhythmic con-
ditions in Langendorff hearts highlight the capabilities. The results form a realistic pathway
towards flexible, biocompatible electronic implants, with potential for broad utility.
2.2 Key Terms
biomedical engineering, electrophysiology, materials for devices
2.3 Introduction
Tools for spatially mapping electrical activity on the surfaces of the heart are critically im-
portant to experimental cardiac electrophysiology and clinical therapy. The earliest systems
involved micro-electrode arrays on flat, rigid substrates, with a focus on recording cardiac
excitation in cultured cardiomyocytes and mapping signal propagation across planar car-
diac slices [19, 49, 85, 100, 106]. More recent technologies exploit flexible arrays, in formats
ranging from sheets, to baskets, balloons, socks and integumentary membranes, with the
ability to integrate directly across large areas of the epicardium and endocardium in beating
hearts [34, 57, 56, 123]. The most sophisticated platforms of this type include an underlying
backplane of thin, flexible active electronics that performs local signal amplification and al-
lows for multiplexed addressing [109, 110]. This latter feature is critically important because
it enables scaling to high density, high speed measurements, in regimes that lie far beyond
those accessible with simple, passively addressed systems without integrated electronics. The
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measurement interface associated with all such cases relies on thin electrode pads in direct
physical contact with the tissue, where electrical signals transport through via-openings to
the electronics. Although this approach has some utility, bio-fluids can readily penetrate
through the types of polycrystalline metal films used for the electrodes. Resultant leakage
currents from the underlying electronics can cause potentially lethal events such as ventric-
ular fibrillation (VF), and cardiovascular collapse [61, 102]; they also lead to degradation of
the Si electronics and catastrophic failure of the measurement hardware. The electrochem-
ical reaction with the electrolyte at the metal/tissue interface will also yield bio-corrosion
of metal films [8]. By consequence, devices of with such designs are inherently unsuitable
for human use, even in surgical contexts or other acute applications. Similar considerations
prevent their application in any class of implant [7, 12, 122].
The results presented here provide a robust and scalable solution to these challenges by
eliminating all direct metal interfaces and replacing them with capacitive sensing nodes inte-
grated on high performance, flexible silicon electronic platforms for multiplexed addressing.
Specifically, an ultrathin, thermally-grown layer of silicon dioxide covers the entire surface
of the system, to serve both as a dielectric to enable direct capacitive coupling to the semi-
conducting channels in arrays of silicon nanomembrane (Si NM) transistors and as a robust,
biocompatible barrier layer to prevent penetration of bio-fluids. The co-integration of active
electronic circuits affords built in signal conditioning and processing, as well as scalability
via multiplexed addressing [55, 60, 94, 98, 104, 107, 121]. Although capacitive methods for
sensing [20, 35, 125] and rigid platforms of large-scale active microelectrodes [3, 9, 30, 99]
are known, our work combines two features that, viewed either individually or collectively,
are important advances in technology for electrophysiological mapping at the organ level in
living biological systems: (1) use of an ultrathin thermally grown layer of silicon dioxide
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for capacitive sensing that simultaneously provides high-yield, defect-free encapsulation lay-
ers with chronic stability in bio-fluids; (2) combination of high fidelity capacitive sensing,
chronic stability and mechanical flexibility in a fabrication process that yields thin active
electronics with robust operation on dynamically evolving curved surfaces of biological tis-
sue, as demonstrated in cardiac mapping on beating hearts. The technology introduced here
is the first to incorporate all of the key features needed for use in high speed, high resolution
cardiac electrophysiology: (1) large area formats with integrated active electronics for multi-
plexing and signal amplification on a per channel level, (2) thin, flexible device mechanics for
integration and high fidelity measurement on the curved, moving surfaces of the heart, (3)
cumulative levels of leakage current to the surrounding tissue that remain well below 1 µA
(per ISO 14708 1:2014 standards for implantable devices), for safe operation, (4) long-lived,
thin, bendable bio-fluid barriers as perfect, hermetic sealing of the underlying electronics
for stable, reliable function and (5) biocompatible interfaces for chronic use, without direct
or indirect contact to traditional electronic materials. Detailed studies of the materials and
the combined electrical and mechanical aspects of the designs reveal the key features, and
advantages, of this type of system. Application to epicardial mapping of ex vivo Langendorff
heart models further quantitatively validates the capabilities in various contexts of clinical
relevance. The resulting high levels of safety in operation and long-term, chronically stable
measurement capabilities create unique, compelling opportunities in both cardiac science
and translational engineering.
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2.4 Results
2.4.1 Capacitvely coupled silicon nanomembrane transistors as ac-
tive sensing nodes
The overall system consists of 396 multiplexed capacitive sensors (18 columns, 22 rows),
each with dimensions of 500 µm x 500 µm, as shown in Figure 2.1a, distributed uniformly
over a total area of 9.5 mm x 11.5 mm. Each sensor consists of two underlying Si NM
transistors, one of which connects to a metal pad from its gate electrode (Figure 2.1a and
2.1b). A layer of thermally grown silicon dioxide (900 nm, SiO2) covers the entire top surface
of the system (Figure 2.1a). This ultrathin (comparing to the thickness of the layers used
previously for encapsulation [18, 31, 97]) thermal SiO2 layer serves not only as the dielectric
for capacitive coupling of adjacent tissue to the semiconducting channels of the associated
Si NM transistors, but also as a barrier layer that prevents penetration of bio-fluids to the
underlying metal electrode and associated active electronics. The fabrication begins with
definition of 792 Si NMOS transistors on a silicon on insulator (SOI) wafer. A sequence
of deposition, etching and photolithographic patterning steps forms the necessary dielectric
and metal layers for the interconnects and sensing electrodes. Bonding a layer of polyimide
on top of this electronics yields a thin, flexible system upon removal of the silicon wafer.
Here, the buried oxide (Box) layer of the SOI wafer serves as the capacitive interface and
encapsulation layer. Detailed information on the device fabrication can be found in Fang
et al. [32] Methods, Supplementary note 1 and Supplementary Figure 1. Supplementary
Figure 2 and 3 show optical images at various stages of the fabrication and a corresponding
cross sectional schematic illustration of the final device, respectively. This fabrication process
is capable of scaling up to the largest silicon wafers available (currently 450-mm diameter),
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allowing for systems that provides full area coverage across most of the internal organs of
the human body.
As presented in the equivalent circuit, top and cross sectional views of Figure 2.1b, each
sensor includes an amplifier and a multiplexer, with capacitive input. The amplifier consists
of a Si NM transistor (channel length Leff = 13.8 µm, width W = 80 µm, thickness t =
50 nm), with a gate that extends to a large metal pad (270 µm x 460 µm). The thermal
SiO2 layer above the transistor and the metal pad physically contacts adjacent tissue during
operation. The tissue/SiO2/gate metal pad forms a large capacitor (CCAP, tissue/SiO2/gate
metal pad) that couples with the gate that drives the transistor channel. This directly cou-
ples to the semiconductor channel of the amplifier, bypassing the effects of capacitance in the
wiring to remote electronics, as an important distinction between the architecture presented
here and traditional, passive capacitive sensors [20, 51]. This direct coupling provides im-
mediate signal amplification and eliminates signal cross-talk along the pathway. Previously
reported nanowire bio-sensors [25, 107] rely on similar coupling schemes, although difficulties
in scaling prevent their use in the types of large-scale, multiplexed arrays introduced here.
The capacitance, CCAP, is configured to be over one order of magnitude larger than the
top gate capacitance (CTG) of the transistor, thereby prevent forming a voltage divider and
attenuating the signal. This design is important for high performance signal amplification
and low noise levels [20]. Detailed electrical models of the operation are in the Methods
section. The sensing system also utilizes an active multiplexing circuitry design similar that
described elsewhere [110], where the electrical signal from the tissue at each given node in
the array is selected in a rapid time sequence by the multiplexing transistors (with the same
dimensions as the amplifier transistor) for external data acquisition. Additional details are
in Methods.
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Figure 2.1: Capacitively coupled silicon nanomembrane transistors (covered by a
thermal SiO2 layer) as active sensing nodes in actively multiplexed flexible elec-
tronic system for high resolution electrophysiological mapping. (a) Exploded-view
schematic illustration (left) and a photograph (right) of a completed capacitively-coupled
flexible sensing system with 396 nodes in a slightly bend state. The arrows in the left illus-
tration highlight the key functional layers. Inset on the right shows a magnified view of a few
nodes. (b) Circuit diagram for a node in this capacitively coupled array, with annotations
for each component (left), and an optical microscope image of the cell (middle). A schematic
of the circuit cross-section (right) illustrates the mechanism for capacitively coupled sensing
through a thermal SiO2 layer to an underlying transistor.
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Figure 2.1c illustrates the principle of the capacitive coupling to a Si NM transistor. Elec-
trically biasing a droplet of phosphate buffered saline (PBS) solution placed in contact with
the SiO2 layer causes coupling to the gate pad of the transistor (while the gate pad was
not directly biased), thereby allowing measurement of the transfer characteristic in a man-
ner that simulates the effects of electrical potential generated from the contacting tissue
(Figure 2.1c, left and middle). The resulting transconductances, threshold voltages, and
subthreshold swings are similar to those measured by directly biasing the gate pad, thereby
validating the capacitively coupled sensing design. (The minor discrepancies in the sub-
threshold swing and transconductance arise from slight differences in the overall capacitance
to the channel.) The capacitively coupled transistor exhibits an on/off ratio of ∼107 and a
peak effective electron mobility of ∼800 cm2/V.s (Figure 2.1c), as calculated from standard
field effect transistor models (see Methods). Figure 2.1c (right) shows the output charac-
teristics, consistent with Ohmic source/drain contacts and well-behaved current saturation.
This high performance operation is critically important for high fidelity amplification and
fast, multiplexed addressing.
The operation and output characteristics of the amplifier appear in Figure 2.1d. Here, a
current sink and a single-stage Si NM transistor with capacitively coupled input forms a
common drain amplifier (source follower). As a result of the large capacitive coupling, this
circuit offers high voltage gain (0.97, where 1 is the ideal value) for both DC (-2 to 2 V)
and AC (5 mV, 10 Hz) inputs (Figure 2.1d, right), where the gain corresponds to the ratio
between the output and input voltages (VOUT/VIN). The presence of the thermal SiO2 layer
yields an ultra-high input impedance measurement interface ( 2.6 GΩ per sensing node at
10 Hz), and nearly perfect encapsulation of the electronics from the surroundings. This
high input impedance at the SiO2/tissue interface transfers into a low output impedance
(∼855 Ω per sensing node, detailed calculation in Methods) via the source follower circuits
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current gain. Additional circuit level improvement such as input capacitance neutralization
and circuit reference grounding, with reduced thermal SiO2 thickness can further enhance
the recording quality of bio-potentials [33].
Such sensing systems can be constructed with excellent uniformity in electrical responses
across all sensing nodes. Figure 2.1e shows a histogram plot of the gain measured on all nodes
of a 396-channel sensing matrix; the yield is 100% and the average gain is 0.99 (minimum:
0.9, maximum: 1, with a standard deviation of 1.12 x 10-4). The yield here defines the
number of working (with gain above 0.6) sensing nodes divided by the total sensing nodes
on the array. In testing and ex vivo experiments, the 22 row select signals cycle at 25
kHz, yielding a sampling rate of 1136 Hz per node. This rate can be further increased by
improving the multiplexing rate in the back-end data acquisition (DAQ) system.
2.4.2 In vitro assessment of electrical performance
The performance of the capacitively coupled active sensing nodes is stable across a broad
time dynamic range. Figure 2.2a shows high gain, low noise measurements for input signal
frequencies between 0.1 and 100 Hz, with similar or better performance than simple, directly
coupled metal sensing interfaces. The power spectral density (PSD) of the output signal,
computed from the Fourier transform of the auto-correlation function, describes its frequency
behavior. As an example, the PSD of the noise (Figure 2.2b, when measuring with a 5 mV,
10 Hz sine-wave input) indicates expected ∼1/f behavior at low frequencies, consistent with
circuit models (see Methods). Figure 2.2c displays a 396-channel sensing system with mean
noise as low as ∼55 µV and SNR over 42 dB, and excellent uniformity across the entire
device. The transistor mobility, the sensing node gain, and the array yield are also superior,
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Figure 2.2: In vitro assessment of electrical performance. (a) Average gain of a
representative capacitively coupled transistor as a function of the input frequency (f) from
0.1 to 100 Hz. Inset shows the responses from this sensor node at 0.1 Hz (top) and 100
Hz (bottom), after band-pass filtering (0.05-568 Hz). (b) Power spectral density of a 5 mV
AC signal at 10 Hz measured at a representative node, showing a typical 1/f relationship at
low frequency. The input was a sine-wave of 5 mV at 10 Hz. (c) Histograms of noise (with
Gaussian fitting) measured from all 396 nodes of the device in Fig. 1c. (d) Statistics of the
threshold voltage (VT) and peak effective mobility (µeff) of test transistors from 15 different
arrays. (e) Statistics of yield (left) and gain (right) of 17 capacitively coupled, active sensing
18x22 electrode array. (f) Image of a device during a mechanical bending test. (g) Image of
a device completely immersed in a saline solution, during a soak test. (h) Yield (Y, defined
as the number of working nodes divided by the total number of nodes) as a function of cycles
of bending to 5 mm bend radius, showing minimal changes up to 10000 cycles. (i) Electrical
leakage current of 2 devices during soak testing. Minimal leakage appears over a period of
120 days at 37 ◦C. (j) Response of a representative node to a sine wave input (at 10 Hz)
before, after 10000 cycles bending, and after saline immersion for 120 days.
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likely due to the better interface from Si and thermal SiO2. Statistics on the test transistor
threshold voltage, mobility, array yield and average gain from different devices show very
small sample to sample and batch to batch variations (Figure 2.2d and 2.2e). Mechanical
bending tests and in vitro soak tests highlight the flexibility and robustness of the system
(Figure 2.2f and 2.2g). The device performance remains unchanged in the bent state and
does not vary after bending to a radius of 5 mm for 1, 10, 100, 1000, and 10000 cycles (Figure
2.2h).
The system also demonstrates outstanding stability of continuous operation when completely
immersed in saline solution and bio-fluids, due to the thermal SiO2 encapsulation. Figure
2.2g depicts the set-up for the soak test, where phosphate-buffered saline (PBS) solution
simulates the cardiac bio-fluid. Evaluations involve application of a 3 V DC bias between
the sensing system and a Pt reference electrode throughout the test, at a temperature of
37 ◦C. The leakage current remains lower than 10-9 A/cm2 for at least 120 days (measured
up to date) for two devices (Figure 2.2i). Figure 2.2j shows the device response to a 10-Hz
sine wave input, before and after the bending and soaking experiments. All indications are
consistent with reliable, invariant operation associated with conditions that mimic those for
in vivo cardiac applications. The most compelling demonstrations are in leakage levels that
are factors of 10,000 smaller than those of previous related cardiac mapping technologies
(factors of 1000 smaller than the standard of safety limit for active implantable medical
device in ISO 14708 1:2014, 1 µA). Compared to previously reported devices with lifetimes
of only a few hours in soak tests [109], the operational lifetimes here are between two and
three orders of magnitude longer, with interfaces that consist of a uniform layer of a well-
established material (thermal silicon dioxide) in traditional implants. This unprecedented
device longevity highlights the pin hole free nature and robustness of the thermal SiO2 layer,
which is unachievable with films deposited using conventional methods.
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Figure 2.3: High density cardiac electrophysiological mapping on ex vivo rabbit
heart models. (a) A photograph of a flexible capacitively coupled sensing electronic system
on a Langendorff-perfused rabbit heart (left). Magnified view, showing conformal contact of
the device to the cardiac tissue, via the action of surface tension (right). (b) Representative
single voltage trace from the electrode array without external pacing. Signatures related
to the P, Q, R, S, and T waves in ECG traces, can be identified from the recordings. (c)
Representative voltage data for all electrodes at four time points (indicated in B), showing
normal cardiac wave-front propagation. The progress of the cardiac wave is consistent with
the physical location of the array on heart, as illustrated in the diagram on the left (RA, LA,
RV and LV stands for right atrium, left atrium, right ventricle, and left ventricle respectively).
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2.4.3 Cardiac mapping in animal heart models
Experiments that validate the function involve recording of unipolar voltage signals from all
396 nodes on multiple ex-vivo Langendorff perfused rabbit hearts [62]. Figure 2.3a shows a
system placed on the anterior aspect of the heart with equal overlap on the right and left
ventricles. The device conformally covers the curvilinear surface of the heart. Although
capillary forces associated with the moist cardiac surface can fixate the device in place, the
use of a thin PVC film wrapped around the heart further enhanced the robustness of the
mechanical coupling. Samples of representative single node voltage tracings during sinus
rhythm are in Figure 2.3b. Clear components, similar to the P wave, QRS complex, and T
wave in clinical ECG recordings, are apparent. The low noise levels of are consistent with the
in vitro results. The average heart beats at ∼125 beats per minute. Attaching the device on
heart does not interfere with the heart’s rhythm, based on experimental observations (Figure
2.4). The slowing of the sinus rhythm rate can be attributed to normal heart deterioration
that results from the use of a blood substitute in the ex vivo Langendorff perfused model.
High definition spatial temporal electrophysiology mapping results from plotting the signals
from all 396 nodes as a function of time. Spatial voltage maps of all nodes at four sequential
time points appear in Figure 2.3c, corresponding to phase 4 to phase 1 in the cardiac action
potential (dashed lines in Figure 2.3b illustrate the time window where Figure 2.3c is taken).
The wave of cardiac activation approaches the center of the anterior aspect of the heart from
both the left and right sides, which matches well the physical location of the device. The
extracted conduction velocities (0.9506 ± 0.3340 mm ms-1) are close to values inferred from
optical data (0.8124 ± 0.3438 mm ms-1) as described in the following, for the 300 ms cycle
length (Figure 2.5).
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Figure 2.4: Signal morphology unaffected by experimental conditions. Voltage
traces from the same channel in the capacitively coupled sensing electronic system at the
beginning and end of an ex vivo Langendorff perfused rabbit heart experiment. The ampli-
tude and noise levels of the signal remain the same, demonstrating the stability of capacitive
sensing over the entire course of the ex vivo experiment.
This technology platform shows promise not only for ex vivo cardiac applications, but also
for in vivo implantation. Briefly, we performed in vivo measurements in an open chest
canine preparation (Figure 2.6a). A cocktail of midazolam, butorphanol, and ketamine
anesthetized the animal. Isoflurane subsequently maintained surgical plane level anesthesia.
A sternal thoracotomy opened the ribcage and exposed the thoracic cavity. An incision
in the pericardium allowed access to the heart, while maintaining the structural support
provided by the remainder of the pericardium. We placed the electrode array on the basal
free wall of the left ventricle during sinus rhythm. We acquired data in two-minute intervals
and subsequently analyzed the resultant patterns of activation (Figure 2.6b).
2.4.4 Comparison of fluorescence imaging
The optical transparency of the system in the spaces between the metal electrodes and tran-
sistors allows validation of electrical measurements by means of simultaneous optical mapping
[28]. In particular, comparison of electrical and optical recordings provides a robust method
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Figure 2.5: Comparison of Conduction Velocity Calculated conduction velocity vector
from optical and electrical maps at pacing of 300 ms cycle length. The magnitude of the
red arrows indicates the amplitude of the velocity. The background maps are activation in
grayscale.
Figure 2.6: In Vivo Recordings. In vivo recording using a capacitively coupled sensing
electronic system from a beating heart. (a) A photograph of a device laminated onto the
left ventricle of a beating heart in an open chest experiment on a canine model. (b) Repre-
sentative single voltage trace from the device (top), with representative voltage data map at
four time points, showing normal cardiac wave-front propagation (bottom).
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Figure 2.7: Comparison of electrical mapping with optical fluorescence recording.
(a) Representative electrical and optical signals captured simultaneously on a Langendorff-
perfused rabbit heart at multiple cycle lengths (300, 250, and 200 ms). (b) Interpolated
spatial activation maps derived from these data. Top row shows activation as measured
during sinus rhythm. The bottom row corresponds to 300 ms ventricular pacing. The ac-
tivation maps from left to right are optical signals from the whole heart, optical signals
from the device area, and electrical signals respectively. The dashed boxes in the whole
heart illustrations depict the device area. (c) Comparison of activation and repolarization
measurements in a single simultaneously measured electrical and optical signals. Left figure
highlights a quantitative comparison of electrical and optical signals during one depolariza-
tion/repolarization cycle. Center figure shows the comparison of activation times measured
across all electronic nodes and corresponding optical field of view. Right figure shows the
comparison of optical and electrical restitution curves measured at various cycle lengths (300,
250, 225, 200, 175 ms).
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Figure 2.8: Comparison of Optical and Electrical
Signals. Sample equivalence test between the electrical
and optical recordings. In order to demonstrate the accu-
racy of the bioelectric signals measured by the electrode
a two sample equivalency test was performed using the
electrode measurements as the test data and the optical
measurements as the reference data. In the case of both
(a) sinus rhythm and (b) 300 ms ventricular pacing, the
isochronal maps of activation were found to be equivalent
(p < 0.05) for both upper and lower bounds. Here the
CI, LEL, UEL stand for confidence interval, lower equiv-
alence limit and upper equivalence limit respectively.
for establishing morphological criteria for phenomenon like activation and repolarization.
Figure 2.7a shows a three-beat comparison of optical and electrical signals at three distinct
pacing cycle lengths. Representative optical action potentials show an adequate SNR for this
comparison despite the dense nature of the sensing circuits. Interpolated activation maps
of both data types reveal a strong association during both sinus rhythm (Figure 2.7b, top)
and pacing (Figure 2.7b, bottom). Close observation (Figure 2.7c, left) of the two signals
types indicates a close correspondence of key morphologies associated with activation (QRS
complex in electrogram vs. (dV/dt)max in optical signal, where V is the optical signal, and
t is the time) and repolarization (T wave in electrogram vs. APD90 in optical signal, where
APD90 stands for the action potential duration at 90% of repolarization). Strong correlations
in activation (Figure 2.7c, middle) and repolarization (Figure 2.7c, right) are also apparent.
The electrical and optical recordings also demonstrate good accuracy as demonstrated via a
two sample equivalency test (Figure 2.8).
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2.4.5 Study of ventricular fibrillation
Previously reported flexible passive electrode arrays lacked sufficient spatial density to map
and reconstruct patterns of activity associated with VF [123]. The capacitive high-density
sensing electronics presented here overcome this limitation, to allow reliable tracking of
reentrant patterns of activation (Figure 2.9a and 2.9b, top). Calculation of the signal phase
values (Figure 2.9b, bottom), a common clinical method for assessing arrhythmias, corrob-
orates these observations. Detecting a singularity in the phase map can identify a reentrant
pattern of activation. This singularity is a location around which all values of phase from
-pi to pi are represented [10, 27, 91] and can be seen in the first frame of the top two rows of
Figure 2.9b. In clinical practice, the identification of phase singularities is commonly used
to guide ablation therapy of arrhythmias[79, 67]. The location of the phase singularity in
each frame (Figure 2.9b bottom) can be calculated using the methodology set forth by Bray
et al [15]. The phase singularity is the most positive point on the map that wanders within
the bottom right quadrant as the wave of activation passes through a single reentrant pat-
tern. In a single second of recorded data six such reentrant patterns occur, with an average
duration of 8.089 ± 2.734 ms. This demonstration has significant implications for use of the
electrode in diagnostic catheters and implantable devices aimed at treating patients with life
threatening atrial and ventricular arrhythmias.
2.5 Discussion
The results presented here demonstrate a promising route toward safe, robust and high per-
formance flexible electronics for high-density cardiac mapping in both clinical and research
settings. Devices with larger area coverages and/or higher density can be readily achieved
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Figure 2.9: Study of ventricular fibrillation (VF). (a) Three representative electronic
node signals taken from a heart during VF. The dashed box specifies the window of time
corresponding to two reentrant cycles of VF. The labels −pi, 0, and +pi indicate the initial
phase values of the respective signals at the beginning of the reentrant cycle. (b) Voltage,
phase and phase singularity maps at six time points corresponding to the dash lines specified
in (a). Number 1, 2, and 3 on the maps mark the locations where the signals in (a) were taken.
Voltage and phase data indicate a reentrant cycle of VF. A phase singularity commonly refers
to a point on a phase map around which all values of phase (i.e. −pi to +pi) are represented.
The phase singularities are identified as the ±1 values associated with regions of the phase
map where this occurs. Optical signals from the sensing electronics area also match well
with electrical recordings
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through scaling the same basic materials and architectures, in a way that leverages advanced
processing techniques from the integrated circuit and information display industries. We see
no fundamental hurdles, for example, in achieving systems with thousands or even hundreds
of thousands of nodes. Autocorrelation methods can be used to identify the node spacing
that will maximize acquisition of electrophysiological data while reducing unnecessary re-
dundancy. Future efforts have the potential to yield advanced, stretchable variants of these
kinds of systems, to allow coverage across the entire epicardium in a pericardium-like mem-
brane or the entire endocardium by integrating the electronics on balloon catheters. Parallel
efforts should also focus on mitigating the foreign body response from these flexible electronic
systems. Though minimally invasive, in certain scenarios the devices could potentially in-
duce inflammatory responses that could result in fibrotic tissue and associated impairment
of the capacitive measurement interface [76, 81, 108, 114]. The addition of triazole modified
hydrogels [108] and/or anti-inflammatory agents [76] could help to minimize such effects.
While the current work focuses on electrical sensing, energy delivery capabilities could stem
from developing high definition capacitively coupled pace-making stimulators. In distinct
contrast with optical mapping, the combination of actuators and sensing electrodes both
using a capacitively coupled approach has the potential to enable clinically safe systems ca-
pable of diagnosing and treating patients with life threatening arrhythmias in real time. In
addition, many sudden cardiac deaths occur due to abnormal repolarization caused by mu-
tations in various genes, encoding ion channels governing repolarization. Lack of adequate
technology to map repolarization has been a major obstacle in studies of so called long QT
syndrome and short QT syndrome, which refer to duration of QT interval of electrocardio-
gram. The device platforms introduced in our manuscript provide a solution that is key to
advancing research, diagnostics and treatment of these lethal cardiac syndromes. Future and
on-going work focuses on the engineering development of power supply, data processing units
28
and data transmission interfaces for long-term recording in vivo, achieving systems beyond
the realm of what can be envisioned from optical mapping and conventional multielectrode
arrays.
2.6 Methods
2.6.1 Capacitively coupled active sensing node design
The basic node of the capacitively coupled, active sensing electronics consists of an NMOS
source-follower amplifier with a capacitance input and an on-site NMOS multiplexer (Figure
2.1b). The area of the sensing pad is sufficiently large such that the capacitance between the
sensing pad and the tissue is over one order of magnitude higher than the gate capacitance of
the sensing transistor. For the 396-ch flexible Si active sensing electronic system in this study,
the area of the sensing pad is 270 µm x 460 µm, while the transistor gate area is 13.8 µm x
80 µm. From a thin film capacitor, C = r0A/t where r is the relative permittivity, 0 is the
vacuum permittivity, A is the area of the capacitor and t is the thickness of the dielectric,
CCAP = 12.5CTG. The total capacitance (CT) driving the Si NM channel in the amplifier
transistor yields ∼0.93CTG, from combining CCAP and CTG in series. During sensing, the
amplifier transistor operates in saturation (active mode). The transconductance (gm) can be
extracted from the standard Square-Law model with the following equation,
gm =
∂IDS
∂V GS
=
√
2IDSµeffCOX
W
Leff
(2.1)
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where µeff is the effective mobility of electrons in the Si nanomembrane transistor and COX is
the specific capacitance of the gate per unit gating area (CT/WLeff). This high capacitance
design can ensure high transconductance, which yields high gain and low output impedance
from the amplifier.
The source input referred noise ( νn,rms , root-mean-squared) of the amplifier circuit can be
characterized from the following analytical model [20]:
ν2n,rms =
(gCAP + gi)
2 + ω2(CCAP + Ci + Cs)
2
g2CAP + ω2C2CAP
ν2i,rms +
1
g2CAP + ω2C2CAP
i2i,rms (2.2)
where νi(jω) is the input referred amplifier voltage noise (ω = 2pif), ii(jω) is the net current
noise at the amplifier input, gCAP + jωCCAP is the tissue-electrode coupling admittance, and
gi + jωCi is the amplifier input admittance, and the CS is the active shield to electrode ca-
pacitance. This model clearly shows that high coupling capacitance is beneficial in achieving
low-noise circuits. In the low frequency limit, the noise power density can be simplified to
∼1/fα, where 0 < α < 2 . An active shielding circuit further improves the recording gain
and the SNR of the sensing. Here, each column input includes an adjustable active shield
drive voltage, adjustable column bias current and an adjustable compliance voltage to limit
the peak voltage on the column lines. The row select positive and negative voltages are also
fully adjustable.
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2.6.2 Device Fabrication
The fabrication began with grinding a p-type silicon-on-insulator (SOI) wafer (200-nm-thick
Si layer, 1000-nm-thick Box layer, and 500-µm-thick Si handle wafer, Soitec) to 200 µm
(Syagrus Systems). A 200-nm-thick layer of silicon dioxide grown at 1150 ◦C in a tube
furnace served as a diffusion mask. Cleaning the wafer by RCA preceded high-temperature
processing, including oxidation and doping. Conventional photolithography defined doping
regions, followed by reactive ion etching (RIE) with CF4/O2. The diffusion of phosphorous
occurred at 1000 oC in a tube furnace. Photolithography and RIE with SF6 isolated the
source, drain, and channel regions of the Si. Tube furnace growth (1150 ◦C for 37 min)
and Atomic Layer Deposition (ALD) yielded a gate oxide stack of silicon dioxide (100 nm)
and Al2O3 (15 nm). Buffered oxide etchant opened the contact regions for source and
drain through photolithographically defined patterns of resist. Electron-beam evaporation
yielded a layer of Cr/Au (5 nm/100 nm for the first metal layer; 10 nm/500 nm for the
second), patterned by photolithography and wet etching to define the gate electrodes and
metal interconnects. An interlayer of polyimide (PI; thickness of 1.6 µm) separated the
metal layers. Connections between layers involved through holes defined by lithographically
patterned exposure to RIE with O2. Another coating of PI (thickness of 2 µm) isolated the
second layer of metal. A layer of Al2O3 (20 nm) coated this top PI surface. Separately,
a PI film (Kapton; thickness of 13 µm) laminated on a glass substrate with a thin layer
of cured poly(dimethylsiloxane) (PDMS) as a soft adhesive served as a handling substrate.
Electron-beam evaporation formed a layer of Ti/SiO2 (5 nm/100 nm) on the Kapton film to
facilitating bonding with an adhesive (Kwik-Sil,World Precision Instruments) to the devices.
Bonding involved placing the device, with PI side facing down, onto the Kapton side, and
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applying ∼50 kPa of pressure. Curing of the adhesive occurred at room temperature within
30 min.
Removal of the Si substrate began with exposure to RIE with SF6, followed by Inductively
Coupled Plasma Reactive Ion Etching (STS ICP-RIE). The high selectivity of etching of Si
over SiO2 in the ICP-RIE prevented any significant removal of the Box layer during this
process. Photolithography then defined areas for forming openings for contact leads via RIE
with CF4/O2 and buffered oxide etching. Finally, a laser-cutting procedure defined outer
perimeter of the device, thereby allowing it to be peeled from the handling substrate. A
Kapton stiffener (∼150-µm-thick) reinforced the backside of the contact region, to allow
mounting of ZIF (zero-insertion-force) connectors as interfaces to the external data acquisi-
tion (DAQ) system.
2.6.3 Data acquisition
The electrical data acquisition (DAQ) system consists of a set of five PXI-6289 data acquisi-
tion cards (National Instruments) and a custom acquisition system interface board (Figure
2.10). The DAQ connects to the multiplexed arrays using flexible HDMI cables and an
adapter PCB. The adapter PCB joins to the electrode interface PCB using two 150 µm
pitch connectors. The electrode interface PCB adapts from the ZIF connector used on
the electrode array to a more durable connector that can be plugged and unplugged with-
out damage (Figure 2.11). Custom LabVIEW software (National Instruments) controls the
DAQ system. All recordings in this study used an over-sampling ratio of 4 to further reduce
the noise. The optical mapping involved a sampling frequency of 1 kHz. A triggered TTL
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Figure 2.10: Electrode Data Acquisition System. A Photograph of the data acquisition
system with the electrode array during in vitro bench testing.
Figure 2.11: Electrode Array and Con-
nector. Photographs of an electrode
array before (left) and after (right) be-
ing inserted into an interface PCB board
through a zero- insertion-force (ZIF) con-
nector.
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pulse aligned the optical signal to electrical data through a direct input of this pulse into
the DAQ.
2.6.4 Signal processing
MATLAB software (MathWorks) enabled offline filtering and analysis. Unless otherwise
specified, electrical data from all channels passed through a notch filter at 60-Hz and a (1
Hz, 150Hz) band-pass filter. Calculation of the latency of the peak of each channel yielded
the minimum latency, for the isochronal maps. Interpolated signals with a 16x enhancement
of the sampling mesh allowed accurate location of peaks on a cubic-spline. A final channel
mask, also applied based on the amplitude of the peak, eliminating spurious delays.
2.6.5 Animal experiments
The experiments were conducted in accordance with the ethical guidelines of the National
Institutes of Health and with the approval of the Institutional Animal Care and Use Com-
mittee of the George Washington University in Washington DC. Six adult male New Zealand
White rabbits were used over the course of device validation. No randomization or binding
was used since there was only a single group. Representative data from the final two exper-
iments are presented here. Briefly, we injected 400 USP units kg-1 of sodium heparin via
a lateral ear vein into the rabbit. Afterwards, a progression of 1%-3% isoflurane delivered
via facemask anesthetized the rabbit. Once the animal was unconscious and unresponsive
to pain, a midsternal incision removed the heart and the aorta cannulated to facilitate ret-
rograde perfusion of oxygenated Tyrode’s solution. The perfusate served a blood substitute
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for the heart to maintain its electrolyte balance and deliver an energy substrate for con-
tinued cardiac function. The solution was at a constant physiologic temperature (37±1
◦C)andpH(7.4±0.05)throughout the experiment. The heart was continuously under a con-
stant pressure of 60-80 mm Hg with oxygenated Tyrode’s solution. We administered the
excitation-contraction uncoupler Blebbistatin (Cayman Chemical, Ann Arbor, MI) to limit
motion artifact in the optical mapping signals. A bolus injection of di-4 ANEPPS (Life
Technologies, Grand Island, NY, USA) facilitated fluorescent measurement of membrane
potential (Vm). A plastic band wrapped the active cardiac sensing array and extended
around the heart, facilitating mechanical conformity by capillary force from the moisturized
heart surface. The data acquisition system connected with PCB board to the array and
performed data acquisition. For optical mapping, A 520 nm excitation light elicited opti-
cal action potentials and a CMOS camera (SciMedia Ltd, Costa Mesa, CA, USA) recorded
them with a long pass emission filter with a 650 nm cutoff. Finally, to induce VF in a
rabbit model, we administered a 20 nM ATP-dependent potassium channel opener pinacidil
(Sigma-Aldrich, St. Louis, MO, USA) to shorten action potential duration and create a
substrate for induction of VF. Optical data was analyzed using a custom MATLAB software
that can be downloaded from http://www.efimovlab.org/research/resources.
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Chapter 3
Improved Panoramic Imaging for
Small Mammal Hearts
3.1 Abstract
In the early 2000s there was a concentrated effort to extend the benefits of fluorescence
imaging of explanted hearts (i.e. optical mapping) to the entirety of the epicardial surface.
The resulting experimental systems made it possible to record electrophysiological data via
optical mapping and project that data onto geometric reconstructions derived from the
same heart. As a result, numerous studies were done investigating the nature of ventricular
arrhythmias and novel methods of defibrillation. In the last decade and a half both the
quality and accessibility of imaging technology have increased. In light of this, we found it
necessary to both update our panoramic imaging system and provide an open source solution
for analyzing the resulting data.
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3.2 Key Terms
panoramic imaging, optical mapping, electrophysiology, 3D printing, arrhythmia
3.3 Introduction
Optical mapping is a fluorescence based imaging modality which uses parameter specific
probes to characterize cellular and tissue level physiological phenomenon like membrane
potential [93, 26, 28]. It has been used to great effect in studies of cardiac electrophysiology
due to high spatial and temporal resolution, immunity to stimulation artifacts, and the
ability to measure multiple parameters simultaneously. Most recently, we have shown that it
is also an effective tool for validating novel epicardial interfacing device designs [123, 41, 32].
While many physiological questions can be answered using a monocular setup, there are
some that necessitate a whole surface approach to data acquisition. Of particular relevance
are ventricular and atrial arrhythmias. It has been observed that meandering reentrant
rotors of activity perpetuate arrhythmias [24, 89]. Assessment of these rotors of activity
would be limited to those localized in the monocular view that do not meander outside the
field of view. In order to accurately track and assess these phenomena, it is necessary to
both visualize the entirety of the heart surface and eliminate discontinuities in the data by
projecting data onto a representative geometry.
This concept was first proposed and attempted by Lin and Wikswo [68] who started by simply
mapping the heart from positions equally spaced around the heart. This was accomplished
using a single camera and a set of mirrors to see the backsides of the heart. Bray et al
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[14] later combined this method with geometric computing algorithms that generated an
anatomically accurate geometry onto which the camera data was projected. Kay et al [54]
improved on this arrangement in a porcine model by increasing the number of cameras to two
and finally to four, rendering the use of a mirror unnecessary. Qu et al similarly increased the
number of cameras, but implemented it in a setup suitable for a rabbit heart in a superfusion
chamber [86].
In the last decade panoramic imaging has been used to investigate wavefront dynamics dur-
ing ventricular fibrillation [53, 90, 11], low-voltage electrotherapy approaches [88, 66], and
drug induced arrhythmia maintenance [70]. In that same period of time a number of events
have necessitated an update to this methodology. Camera technology has improved dra-
matically with the creation of complimentary metal-oxide-semiconductor (CMOS) imaging
sensors that have the spatial resolution of a charge-coupled device (CCD) camera and the
temporal resolution of a photo-diode array (PDA) detector. Additive manufacturing tech-
niques (i.e. 3D printing) have made the creation of experimental setups more accessible
and customizable [101]. Finally, an increase in the investigation of atrial fibrillation (AF)
initiation and maintenance using transgenic mouse models [65, 113, 78] has created the need
for setups that are easily scalable to accommodate small rodent hearts. Here we present our
efforts to meet this increasing need in a way that is both accessible and simple to implement.
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Figure 3.1: Panoramic optical mapping system. (A) Panoramic optical mapping re-
quires a more complex setup than optical mapping conducted with a single camera. In
addition to increasing the number of optical cameras, we designed and 3D printed a number
of experimental components to facilitate the experiments. (B) An upright chamber with four
windows for optical cameras and four smaller windows for excitation LEDs. The chamber
was waterproofed using a multiple smooth layers of latex based paint on both the interior and
exterior surfaces. (C) A bubble trap mount to facilitate raising and lowering of the perfusion
system with the rotational stage. (D) After administration of the excitation-contraction un-
coupler, a suture is based through the eyelet in the base of the platform, passed through the
apex, returned through the eyelet, and brought up and around the leveraging block. A clip is
then used to anchor the suture in place. (E) Ag-AgCl electrodes are mounted to the cannula
holder to maintain close and consistent pseudo ECG recordings during each experiment.
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Methods
3.3.1 Experimental Setup
Optical mapping systems have been described previously in detail [93, 28, 71]. We limit
our description to the characteristics unique to this system. Our panoramic imaging setup
(Figures 3.1A and 3.1A’ consists of four CMOS Ultima cameras attached to a MiCAM05
acquisition system (SciMedia Ltd, Costa Mesa, CA). These cameras are mounted to magnetic
bases and outfitted with 35mm C-mount lenses (MLV35M1, Thor Labs, Newton, NJ) and
655 nm long pass filters (ET655lp, Chroma Technology Corporation, Bellow Falls, VT). At
45◦ angles between the cameras are four 630 nM red LEDs (UHP-T-LED-630, Prizmatix Ltd,
Givat-Shmuel, Israel). The perfusion system runs into a cannula mounted to a rotational
stage (URS50, Newport Corporation, Irvine, CA). The stage is powered and rotated using
a custom Labview interface, arduino, and stepper driver. A parts list, code, and assembly
instructions are included in the addendum.
Building a panoramic optical mapping setup is a non-trivial task. Being able to customize
a system to a specific set of criteria is extremely useful in accomplishing this. However,
professional customization is expensive and not all labs have access to cost reducing resources
like institutional machine shops. Recently, multiple labs have published on their efforts to
use 3D printing to address this issue [101, 2]. Similarly, we have used computer-aided design
(CAD) and 3D printing to reduce the cost and increase the customizability of our panoramic
imaging approach.
Here we present but a few of the potential applications of 3D printing in customizing a
panoramic imaging system. We use a hanging Langendorff perfused preparation in a 3D
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printed superfused chamber (Figure 3.1B). The tissue chamber was designed (Figure 3.1B’)
to maximize accessibility to heart for cameras and LEDs, while minimizing the volume in
an effort to minimize the quantity of drug required to reach desired concentrations. Because
we use a superfused chamber, it is necessary to rotate the heart rather than the camera
when collecting images for geometric reconstruction. To prevent the perfusion tubing from
becoming tangled, we designed and printed a cannula mount (Figure 3.1E) that attaches to
the rotating face of the rotational stage directly above the heart and a bubble trap mount
(Figure 3.1C) to be positioned on the opposite side of the stage. Connecting the bubble trap
and the cannula is a female-to-female leur lock connector with an o-ring and swivel that
allows the two ends of the connector to spin independent of one another, thus preventing
entanglement. Additionally, a platform (Figure 3.1D) was designed and printed to facilitate
anchoring of the cardiac apex without obscuring the field of view of the cameras or LEDS.
Items not highlighted include camera mounts, positioning brackets, and a backdrop for
increasing image contrast during rotation of the heart.
Design of all components was either done in entirely free (e.g. Autodesk Student Version,
Autodesk Inc, San Rafael, CA) or well-discounted (e.g. SketchUp Pro Academic License,
Trimble Inc, Sunnyvale, CA) CAD software packages. Once completed, the designs were
exported to the stereolithography format (i.e. *.stl) and a printer path was created using
either the Stratasys Insight 10.8 or Stratasys Control Center 10.8 software packages. Printing
was done on both a Stratasys Fortus 250mc and a Stratasys uPrint SE Plus (Stratasys, Eden
Prairie, MN) using acrylonitrile butadiene styrene (ABS) plastic. Print time varied widely
from 2 hours for the smallest components to over 30 hours for the chamber. All designs and
their 3D printing specifications will be made available at the time of publication. It should
be noted that sophisticated 3D printers can themselves be cost prohibitive. Similar designs
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can still be accomplished using entry-level 3D printers, but different design approaches must
be used to compensate for their general lack of dissolvable support materials.
3.3.2 Camera Calibration
We established the camera calibrations before conducting the experiments. The geometry
camera (UI-322XCP-M, IDS Imaging Development Systems, Obersulm, Germany) uses the
same window as Camera A. To maintain the integrity of these cameras’ calibrations the
geometry camera was first calibrated from a bracketed position and then moved to the
side. Optical mapping camera A was then calibrated and left in place for the duration of the
experiment. During calibration, white LEDs (Joby Gorillatorch, DayMen US Inc, Petaluma,
CA) were positioned at the illumination windows to increase the contrast between the cuboid
and the calibration grid. These were later replaced by the red LEDs for the optical mapping
study. Upon terminating the experiment, the geometry camera is returned the bracketed
position for collection of the silhouette images (see Geometric Reconstruction).
The method for establishing pixel-to-geometry correspondence has already been described
in detail [14, 54]. Briefly, we first solve for the unknown parameters of a perspective camera
model [45]. This is done by first imaging an object of known dimensions with easily iden-
tifiable landmarks whose positions on the object’s surface are also known. In our case we
used a rectangular cuboid with 1x1x2 (LxWxH) inch dimensions. A grid was placed on the
outward facing surfaces providing each camera with sixty-four visible intersections when the
cuboid is placed such that two faces are visible from each camera.
We created a graphical user interface (GUI) to ease the process of establishing the calibration
(Figure 3.2A). In the ideal scenario (i.e., all intersections visible) an automated algorithm
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Figure 3.2: Calibration of geometry and optical cameras. (A) MATLAB graphical user
interface to semi-automate the calibration of each camera needed to facilitate the projection
of optical data onto the geometric surface. Detailed explanations and code are included in
the addendum. (B) The cuboid is used to create a global coordinate system whose origin is at
the cuboid’s center. All grid junctions on the cuboid surface have known coordinates in the
global coordinate system. Identification of these points in a 2D image provides the necessary
number of known values to solve for the unknown components of the global-to-camera (i.e.,
transformation) and the camera-to-sensor (i.e., perspective projection) matrices.
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identifies and appropriately labels all intersections based on a user created mask of the cube
and its grid. Tools are provided that allow the user to correct poorly identified junctions
prior to labeling. In the non-ideal situation (i.e., all intersections not visible) the user is
queried for the number of a visible junction and all other visible junctions are then auto-
matically labeled. Detailed descriptions of the algorithms used to accomplish this can be
found in the addendum. A Levenberg-Marquardt nonlinear optimization algorithm receives
the 2D junction locations for each camera and the corresponding 3D intersection values and
iteratively solves for the unknown extrinsic and intrinsic camera parameters needed to create
transformation matrices to connect the two data sets.
The extrinsic camera parameters include the camera position (t) and rotation (R) with re-
gards to the global coordinate system created by the cuboid. These translation and rotation
values comprise the transformation matrix (M) as seen in Figure 3.2B. The transformation
matrix from the camera coordinate system to the imaging plane, also known as the perspec-
tive transformation (P ), utilizes the intrinsic parameters focal length (f), aspect ratio (s),
and the image center values (uo, vo). The final component of the transformation corrects for
lens distortion. Our setup, as described above, experiences little to no lens distortion, how-
ever, this component of the algorithm is still included in the calibration GUI and is described
in detail in previous work. The optimization algorithm is run for all four optical cameras
and the geometric camera, providing each with a unique set of transformation matrices that
will later be used for projection of data onto the reconstructed geometry.
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3.3.3 Optical Mapping
The rabbits were initially anesthesized using a ketamine and xylazine cocktail. We admin-
istered a dose of heparin and brought them to a deeper level of anesthesia using isofluorene.
Once a reflex test failed to illicit a response, we excised the heart using a sternal thoracotomy
and immediately cannulated the aorta on a secondary Langendorff perfusion setup. We al-
lowed 3-5 minutes for the beating heart to clear remaining traces of blood before placing it
on the panoramic perfusion system and lowering it into the tissue chamber.
Once in the chamber, we allowed 10 minutes for the heart to recover from explantation and
cannulation. After the recovery period we added approximately 0.5 mL of the excitation-
contraction uncoulper blebbistatin (Sigma-Aldrich, St. Louis, MO) into the perfusate and
brought the perfusate up to the final concentration (10 µM) by slowly injecting blebbis-
tatin into a drug port just up stream from the cannula bubble trap. Once contraction was
suppressed, we added the voltage sensitive dye di-4-ANBDQBS (University of Connecticut,
Storrs, CT) to the bubble trap up to a final concentration of 35 µM before beginning the
experimental protocol.
We first conducted a standard restitution protocol at 300, 270, 240, 210, 180, and 150
ms cycle lengths (CL). We then administered a 30 µM dose of the ATP channel activator
Pinacidil (Sigma-Aldrich, St. Louis, MO) to create a substrate that could sustain a reentrant
ventricular arrhythmia. After allowing 10 minutes for the drug to take full effect we induced
VF using a 1 second 60 Hz pacing burst. Initialization and maintenance of the arrhythmia
were imaged at multiple time points.
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3.3.4 Surface Generation
Upon completion of the optical mapping studies, we removed Camera A and returned the
geometry camera to its bracketed position. The LEDs nearest the geometry camera were
replaced with white LEDs and a backdrop was placed behind the heart to improve contrast.
Using a custom built LabView program, we rotated the rotational stage, to which the can-
nula was attached, three hundred sixty degrees collecting an image of the heart every five
degrees. We then uploaded these images to our custom written MATLAB GUI (Figure 3.3A)
that facilitates identification of the heart silhouette in each image using a combination of
thresholding and polyline tools. Heart pixels are represented as ones and background pixels
as zeros (Figure 3.3B).
We then used the occluding contour method [73, 80] in conjunction with an octree algo-
rithm to efficiently identify the volume represented by the silhouettes in similar fashion to
previously described work [54]. Briefly, an octree is used to deconstruct a volume, slightly
larger than that of the heart and centered at the world coordinate system origin, into eight
constituent voxels stacked on top of one another as seen in the first iteration of Figure 3.3C.
The vertices of each voxel are projected onto each of the silhouettes in succession by rotating
the volume five degrees between silhouettes. Voxels whose vertices are either completely
inside the heart (i.e. all assigned a one) or outside the heart (i.e. all assigned a zero) remain
unchanged. Voxels who lie along the border (i.e. whose pixels are a mix of ones and zeros)
are broken down using the octree. The process is repeated until the desired resolution is
reached.
Once this was accomplished, the resulting volume was input into an updated version of
the triangular mesh generating Visualization Toolkit (v7.1, Kitware Inc., Clifton Park, NY)
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Figure 3.3: Geometric reconstruction. (A) A MATLAB graphical user interface was
developed to facilitate accurate identification of the heart silhouettes needed for geometric
reconstruction. A detailed description and the code are included in the addendum. (B) The
heart was rotated and binary silhouette images were collected every 5 degrees. (C) Using the
occluding contours method paired with an octree algorithm a series of voxels are iteratively
broken down to identify the heart volume. (D) This binary volume is passed by MATLAB
as the input to a VTK program that creates a triangulated mesh representative of the binary
volume.
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Figure 3.4: Data processing and projection (A) A final MATLAB GUI was created to
facilitate the processing of optical data and its projection onto the representative geometry.
(B) Tools are provided to correct minor inaccuracies in projection. Camera facing centroids
are first identified as those whose normals (Nˆ cell) creates an angle greater than 90
◦ with the
camera normal (Nˆ ic). (C) The surface can then be visualized as a triangulated mesh (i),
a map of the camera assignments made to each centroid (ii), texture (iii), and membrane
potential (iv). (D) Tools are provided to rotate the heart using click-and-drag, to the view
from each camera, and to specific viewing angles using azimuth and elevation angles.
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algorithm developed by Kay et al. The algorithm first extracts an isosurface from the volume
data using a marching cubes algorithm [69] and then refines the surface using a Delaunay
triangulation [13, 115]. The result is a triangular mesh (Figure 3.3D) representative of the
epicardium with N cells cells (i.e. triangles) and Nverts vertices.
3.3.5 Projection and Visualization
Projection of the data onto the heart surface by texture mapping [44] and subsequent analysis
was facilitated with a final GUI (Figure 3.4A) that builds on the foundation of our previously
published work on the analysis of optical mapping signals [64]. We first load in a complete
data set and remove background pixels lacking physiological data. We then normalized
the optical action potentials, performed spatial filtering by binning with a 3x3 box shaped
averaging kernel, applied a 100th order FIR temporal filter with a lowpass of 0-100 Hz, and
performed 1st order drift removal as necessary. We have also included a polyline tool to
facilitate the removal of undesired regions (e.g. the atria when the focus of the study is the
ventricles). The final step before projection is the creation of an image mask. Since surface
curvature at the edge of each image results in a decrease in the signal-to-noise (SNR) ratio
and introduces artifacts [4], a weighted gradient was created for each mask with center pixels
being assigned values of 1 and the outermost edge pixels being assigned values of 0.5.
Once conditioned and masked, the centroids of the triangles on the mesh are projected onto
each optical mapping camera using the transformation matrices derived from previously
described camera calibrations (Figure 3.4B(i) and 3.4B(ii)). Assignments are made using
the methodology of Kay et al [54]. Briefly, for each camera the angle between the camera
view (Nˆ ic) and each of the mesh cells (Nˆ cell) is calculated (Fig 4B (iii)). Minor inaccuracies
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in projection can be adjusted using the User Alignment tools in the GUI. All centroids with
angles less than 90◦ are excluded from assignment at that camera. Centroids with angles
greater than 115◦ are assigned the signal from the closest pixel of that particular camera (e.g.
Cam A, B, C, or D). Centroids assigned to multiple cameras are considered Overlap pixels.
The signals at these locations are calculated as a weighted average of the two assignments
using the weighted gradient mask described earlier. Finally, the outermost edge cells, with
angles 90◦ and 115◦, are assigned the Edge identifier and signals are calculated as an edge
weighted average.
Once, projected the geometry surface visualization tools (Figure 3.4A) can be used to view
the 3D surface as a triangulated un textured mesh (Figure 3.4C(i)), an assignment map
(Figure 3.4C(ii)), a anatomical texture map (Figure 3.4C(iii)), or a texture map of raw
fluorescence (Figure 3.4C(iv)). The axes where the 3D surface is visualized will automatically
set to allow the user to rotate the model. Azimuth and elevation angles will automatically
be updated in the Camera Angle tool bar as the user rotates the heart or can be entered
manually (Figure 3.4D (i-iv)). Additionally, buttons have been provided to take the user
directly to the view from each of the optical mapping cameras.
3.4 Results
When conducting panoramic studies both the resolution of the mapping camera and the
generated geometry must be taken into consideration. For each study the mapping resolution
of each optical mapping camera is calculated. The average of these values (Table 3.1) becomes
the target for the inter-centroidal distance of the mesh generated using occluding contours.
We started with a voxel that measured 6 inches on each side. The average intercentroidal
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Rabbit-5 Rabbit-6 Rabbit-7 Rat-6
Average Mapping Resolution (mm) 0.451±0.017 0.279±0.002
Geometric Resolution (mm) 0.132 0.080
Final Voxel Resolution (mm) 4.76 2.38 1.19 0.79
Number of Faces 1,392 5,966 24,342 20,112
Average Inter-Centroidal Distance (µm) 1.180±0.0702 0.563±0.314 0.282±0.164 0.317±0.199
Table 3.1: Camera and Mesh Resolutions. Mapping and geometric camera resolutions
were calculated by measuring the number of pixels across the cuboid in each calibration
image. Final voxel resolution is that of the smallest voxels in the octree volume. The
number of faces is that of the triangulated mesh output from the VTK code. Average inter-
centroidal distance is the average distance between each centroid projected onto a mapping
camera and it’s nearest neighbor on that 2D plane.
distance was calculated as the average distance of each centroid to its next nearest neighbor.
As can be seen in Table 3.1, the sixth iteration of octree occluding contours algorithm
generates a mesh with an average inter-centroidal distance, 0.563 mm, closest to that of our
mapping camera resolution, 0.451 mm. For the rat and mouse geometries, we reduced the
size of the starting voxel and found a similar number of iterations accomplished the desired
average inter-centroidal distance.
Figure 3.5: Geometric accuracy and signal-to-noise ratio (SNR). (A) To validate the
geometric accuracy, an object of known volume and geometry (i.e. the calibration cuboid)
was reconstructed. The reconstructed volume was within 3% of the measured volume of the
cuboid. (B) Signals from the left ventricular anterior, free wall, and posterior regions are
shown on a SNR map.
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In order to verify the accuracy of the system we reconstructed an object of known geometry.
The calibration cube measures 1x1x2 (LxWxH) inches and it’s reconstruction can be seen in
3.5A. The volume of the resultant mesh was 2.0108 cubic inches which is a difference of only
0.5%. We also wanted to investigate the reproducibility of the method. We repeated the
silhouette collection three times in a row in sequence on the same heart and reconstructed
each geometry. We then used a calculation the Hausdorff distance at each vertex to compare
the geometries to one another. The Hausdorff distance calculates how similar two subsets
within the same metric space are to one another by identifying the greatest distance that
can be traveled from a point on one subset to the nearest point on the other subset. Of the
three reconstructions the greatest average Hausdorff distance was between the first and third
at 0.346 mm and the smallest was between the second and third at 0.142 mm (See Figure 1
addendum).
Properly illuminating the entirety of the epicardial surface is a non-trivial task. Although
the post-processing tools are effective, Figure 3.5B demonstrates the variance that can occur
in SNR if even illumination is not attained. SNR was calculated as the amplitude of the
unfiltered signal over the amplitude of the diastolic interval.
To demonstrate continuity of the projection we tracked a paced beat originating in the left
ventricular free wall around both the anterior and posterior sides to their collision on the right
ventricular free wall (Figure 3.6A). A 3D isochronal map of activation was then calculated
and unwrapped in a 2D format using both the Mercator (Figure 3.6B) and Hammer (Figure
3.6C) projections. We similarly incorporated tools for looking at action potential duration
(APD). Figure 3.7A shows the APD80 of a paced beat origination in the basal right ventricle
and terminating in the apical left ventricle. Investigation of cardiac arrhythmias is a key
interest in the development of panoramic imaging. The analysis tools include methods for
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Figure 3.6: Time course of activation. (A) The time course of activation is tracked
using membrane potential. A paced beat starts on the left ventricular free wall and the
divergent wavefronts are tracked over time around both the posterior and anterior sides to
where the meet on the right ventricular free wall. Wavefronts are uninterrupted by artifact or
discontinuity. (B) A 2D Mercator projection of the isochronal activation map generated using
the processing GUI. (C) A 2D Hammer projection whose latitude and longitude divisions
are the same as seen in the Mercator projection.
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Figure 3.7: Action potential duration and arrhythmia assessment. (A) Action po-
tential duration can be calculated using projected data and unwrapped into Mercator and
Hammer 2D representations. (B) Arrhythmias like ventricular fibrillation can be analyzed
using calculations of dominant frequency, phase, and phase singularities.
Figure 3.8: Representative rat data. A paced beat is shown propagating from the right
ventricular free wall into the left ventricular apex. Action potential duration shortens as a
function of distance from the paced region.
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looking at arrhythmia parameters like dominant frequency, phase and phase singularities
(Figure 3.7B).
Using the same cameras and lenses we were able to reconstruct the geometry of various small
mammal models. Figure 8 shows the range of geometries the system is able to reconstruct.
Figure 3.8 shows a paced beat originating in the right ventricle of a rat and terminating in the
apical left ventricle. Representative signals show shortening of APD80 at greater distances
from the pacing site.
Discussion
In this study, we developed a novel CMOS-based panoramic imaging system for the imaging
of small mammalian hearts. While panoramic imaging was initially developed over a decade
ago, few studies of actual physiology have been performed and none by groups that were
not part of the methodologies initial development. Experience has shown us that this is not
from a lack of interest in the methodology, but rather is due, in large part, to the complexity
of creating a panoramic imaging system and processing the resultant data. In updating our
system we sought to make panoramic imaging more accessible by incorporating 3D printing
into setup design and construction. We also condensed all the algorithms for camera calibra-
tion, geometry reconstruction, and data processing and projection into intuitive graphical
user interfaces. Additionally, we have demonstrated the systems ability to image small ro-
dent hearts (e.g., rat) and have discussed subtle changes to the system that would facilitate
extending this to imaging of even smaller mouse hearts.
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Chapter 4
Role of Restitution Dynamics in
Initiation and Maintenance of
Ventricular Arrhythmias
4.1 Abstract
It has been shown through computational models and experimentation that action potential
duration restitution dynamics play an important role in arrhythmia susceptibility. Its exact
role, however, remains incompletely understood. Panoramic optical mapping provides a
unique tool for looking at arrhythmia initiation and maintenance as it facilitates assessment
of the entire epicardium simultaneously. Using this tool, we induced a ventricular arrhythmia
in a rabbit model to further investigate the role of action potential duration dynamics in
ventricular fibrillation, in particular looking at its role in arrhythmia maintenance.
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4.2 Key Terms
action potential duration, restitution dynamics, ventricular fibrillation, arrhythmia mainte-
nance
4.3 Introduction
Every year, in the United States alone, 300,000 people lose their lives to sudden cardiac
death (SCD) [59]. In many instances, this is the result of ventricular tachycardia and/or
fibrillation [48]. Years of research have revealed the multiplicity of circumstances that can
create a substrate vulnerable to the onset of these types of arrhythmias. Whether a patient
is at risk due to a progressive disease ischemic cardiomyopathy [72, 29] or due to an otherwise
benign genetic mutation like Long QT syndrome [127], the most successful form of modern
treatment is implantation of a defibrillation device [77, 1, 17]. This is accomplished by
delivering a single defibrillating biphasic shock with a defibrillation threshold (DFT) of
approximately 800V, a mode of defibrillation relatively unchanged since its inception in the
late 1970s. While this proves life saving in most situations, a DFT of this magnitude has
a number of drawbacks. It decreases the quality of life of the patient and their significant
others [95, 46, 84], causes myocardial damage, can be proarrhythmic [43, 111], and results
in the device having a limited life time.
Recent advances in material science have resulted in the creation of a flexible stretchable
electronics platform capable of interfacing with the dynamic and curvilinear surface of the
heart [123, 41, 32]. This platform can be outfitted with sensors (e.g. potential, pH, and tem-
perature) as well as actuators for delivering therapy. While the ramifications for reducing
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DFT by delivering therapy in a more targeted fashion are exciting, having a better under-
standing of the factors that contribute to the initiation and maintenance of arrhythmias will
be key to developing algorithms for such an approach.
Many studies have shown that a steep restitution curve can be an indicator for substrates that
are susceptible to repolarization alternans at fast pacing rates [58, 36, 105]. Such alternans
are indicative of electrical instability which can result in the induction of fibrillation via
wavebreak [117, 126]. Additionally, recent findings suggest a heterogenous distribution of
restitution slope could be indicative of a proarrhythmic substrate [83, 87]. Studies also seem
to indicate a relationship between steep restitution curves and the maintenance of fibrillation
by reentry [22, 21]. While current research has established a set of predictive criteria based on
restitution dynamics, the mechanism whereby a steep restitution curve leads to arrhythmia
is only partially understood.
Panoramic mapping is a unique methodology whereby arrhythmia initiation and maintenance
can be studied with high spatial and temporal resolution by using multiple cameras to
image the entirety of the epicardial surface [14, 54, 86]. In particular, panoramic imaging
makes possible the tracking over time and space of wandering epicenters of reentrant activity
[53]. We propose such epicenters of activity will occur with greater frequency and longer
duration in regions of high restitution curve slope. To answer this hypothesis we have studied
restitution dynamics and their relationship with the initiation and maintenance of VF in a
rabbit model.
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4.4 Methods
4.4.1 Animal Experiments
The rabbit was initially anesthetized using a ketamine and xylazine cocktail. We adminis-
tered a dose of heparin and brought them to a deeper level of anesthesia using isofluorene.
Once a reflex test failed to illicit a response, we excised the heart using a sternal thoracotomy
and immediately cannulated the aorta on a secondary Langendorff perfusion setup. We al-
lowed 3-5 minutes for the beating heart to clear remaining traces of blood before placing it
on the panoramic perfusion system and lowering it into the tissue chamber.
Once in the chamber, we allowed 10 minutes for the heart to recover from explantation and
cannulation. After the recovery period we added approximately 0.5 mL of the excitation-
contraction uncoulper blebbistatin (Sigma-Aldrich, St. Louis, MO) into the perfusate and
brought the perfusate up to the final concentration (10 µM) by slowly injecting blebbistatin
into a drug port just up stream from the cannula bubble trap. Once contraction was sup-
pressed, we elevated the heart out of the bath and fixated the heart in an upright positions
by passing a suture through the apex and clamping it to the platform (Figure 3.1A). I then
oriented the heart with the LV facing Camera A and positioned pacing electrodes on the
LV and RV free walls. Upon submerging the heart again, I added the voltage sensitive dye
di-4-ANBDQBS (University of Connecticut, Storrs, CT) to the bubble trap up to a final
concentration of 35 µM before beginning the experimental protocol.
The experimental protocol consisted of collecting optical measurements of 30 paced beats at
cycle lengths (CL) of 300ms, 270, 240, 210, 180, and 150 ms (Figure 4.1). This was done
first on the LV and then on the RV. VF/VT induction was attempted at baseline, however
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Figure 4.1: Dynamic Restitution Protocol. The heart was paced for 30 beats at 300,
270, 240, 210, 180, and 150 ms pacing cycle lengths in sequence. A MATLAB algorithm was
written to separate the signals by pacing cycle length and calculate APD80 and DI averages.
the rabbit heart usually lacks sufficient tissue volume to sustain arrhythmia. To create a
substrate to sustain arrhythmia I used the KATP opener pinacidil (Sigma-Aldrich, St. Louis,
MO) at a concentrations of 30 µM and a 1 second 60 Hz sine wave or 20 ms burst pacing.
Shortening of APD at this concentration is usually dramatic enough to produce arrhythmia,
however, it attempts failed on both the LV and RV the concentration was increased to 60
µM and induction was attempted again.
4.4.2 Data Analysis
Dynamic restitution data was analyzed using a set of custom MATLAB functions. The data
was first filtered and conditioned using the techniques described in Chapter 3 (Figure 3.4).
Following signal conditioning the pacing output was used to separate the beats into groups
based on their CL. These individual groups were subjected to drift removal and baseline
zeroing in preparation for calculation of APD80 and DI (Figure 4.2A). APD80 was defined
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Figure 4.2: Definition of APD, DI, and APD Restitution. (A) APD was defined as
the difference between the activation of the beat in question (An) and the time at which
the action potential returns to 80% of its maximum amplitude (Rn). DI was defined as
the difference between APD80 and the activation of the subsequent beat (An+1). (B) APD
restitution describes how APD shortens as DI shortens. At each pixel a negative exponential
was fit to the average APD80 and DI values. Goodness of fit was calculated at each pixel as
well.
as the time between the max dVdt (An) of a signal and its repolarization (Rn) time (i.e.
the time point at which it drops below 80% of its amplitude). DI was defined as the time
between repolarization (Rn) and the max dVdt (An+1) of the following beat. The first five
beats of each group of thirty were removed and the averages of APD and DI were calculated
at each pacing CL at each pixel (Figure 4.2B). A negative exponential curve was fit to each
set of APDR values and the maximum slope (Figure 4.3A) and goodness of fit (Figure 4.3B)
were calculated.
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Figure 4.3: Heat Maps of APDR Max Slope and Goodness of Fit. An exponential
curve was fitted to the APDR values at each pixel and the (A) maximum slope and (B)
goodness of fit at each pixel were calculated. Broadly speaking, maximum slope values were
greater than 1 with the highest values being located near the pacing site on the RV. Similarly,
goodness of fit values largely exceeded 0.8.
4.5 Results
In this case study, the reentry was induced in the right ventricular outflow tract (RVOT)
where it persisted for three rotations before migrating to the region of high slope located on
the RV free wall near the pacing electrode (Figure 4.3A). The reentrant pattern of activity
anchored in the RV with the phase singularity of the rotor meandering in or near the region of
high slope as can be seen in the five consecutive beats tracked in Figure 4.4. This reentrant
pattern of activity persisted for eight consecutive beats, was briefly interrupted, and was
initiated again for another thirty-two cycles which lasted for the remainder of the recording.
Alternans were noted during the two shortest cycle lengths (Figure 4.5)
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Figure 4.4: Phase Singularity Tracking During Five Consecutive Cycles After in-
duction of VF, the phase and phase and associated phase singularities were calculated. The
top left image is a heat map of the maximum slope of the APDR with the pacing site labelled
in black. Progressing left-to-right and top-to-bottom are the trajectories the phase singular-
ity takes over the course of the first five reentrant beats that occurred after the arrhythmia
anchored in the region of high maximum slope. It meander in or around this region for 32
consecutive beats.
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Figure 4.5: Alternans present in regions of slope > 1. At the two shortest cycle
lengths, (A)180 ms and (B) 150 ms, increasingly pronounced alternans were observed. The
maximum slope at the pixel from which the representative signal was derived was 1.0552.
Figure 4.6: Comparison of Maximum Slope of APDR and Average APD at 300
ms. Qualitative comparison demonstrates that the maximum restitution slope (Left) and
average APD80 (Middle) at a near intrinsic heart rate (i.e., 300 ms) are similar. A more
quantitative comparison (Right) shows a direct relationship between maximum APDR slope
and average APD80 in two different clusters with residual outliers at lower slope values.
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4.6 Discussion
An arrhythmia requires two things: a trigger and a substrate within which it can be main-
tained. As stated previously it has been hypothesized and demonstrated through various
models that when the slope of the APDR is > 1 that alternans arise creating an electrically
unstable substrate. These alternans (Figure 4.5) and their prevalence in the tissue at high
pacing rates could create instances of functional block resulting in reentry at high pacing
rates. A practical example of this would be a patient who initially has ventricular tachycar-
dia (VT) that then devolves into VF. This rapid pacing combined with the alternans would
act as the trigger, while the elevated maximum slope would act as a region of refractory
around which propagating waves must travel (i.e. persistent functional block). As the wave-
fronts travel around this region of high maximum slope it slowly becomes excitable, allowing
the wavefront in. Variations in DI cycle-to-cycle could explain the way in which the phase
singularity of the rotor wanders in and around the region of high maximum slope taking a
different path with each rotation (Figure 4.4).
Interestingly, I noted that qualitatively the maximum APDR slope heat map (Figure 4.6 -
Left) looks similar to the average APD80 (Figure 4.6 - Middle) heat map at the intrinsic cycle
length of 300 ms. When compared quantitatively there appears to be a direct correlation in
two clusters with outliers a lower values of maximum APDR slope (Figure 4.6 - Right). This
would suggest that the maximum slope of the APDR is really just a function of how high
the intrinsic APD value is. High slopes could therefore be the result of these regions having
a greater degree of change possible and therefore steeper APDR slopes. This conclusion
was recently corroborated by Shattock et al [96](Figure 4.7) who showed that when APDR
is normalized as a percentage of the intrinsic APD the significant differences in APDR
slope between sham and TAC mice (Figure 4.7D) are abolished entirely (Figure 4.7E). They
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Figure 4.7: Normalization of restitution curve as a percentage of steady state APD
abolishes differences in maximum slope. (A) Representative optical action potentials
from sham, post-transverse aortic constriction (TAC) and negative current injection (TAC-
INJ). (B) Representative dynamic restitution curves from each cohort. (C) Mean effect on
APD90. (D) Mean maximum slope of APDR. (E) Mean maximum slope of the normalized
APDR. Modified from Shattock et al [96].
demonstrated this was consistent across various conditions that showed differences in APDR
slope. They concluded that susceptibility to VF paralleled changes in APD, and therefore
refractoriness, rather than APDR slope. Our case study, suggests that this is especially
important in the maintenance of the arrhythmia. It should be noted, however, that this is
true in the absence of other factors which effect the substrate. For example, fibrosis could
create a complicated substrate in which resulting anatomical reentries could supersede any
sort of functional reentry.
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4.7 Future Work
Future work should first seek to increase the sample size to verify that anchoring of the
reentry in regions of high APD is a consistent occurrence. It would also be interesting to
compare right versus left ventricular induction to see if rotor anchoring occurs in both types
as the LV substrate is different than that of the RV, especially with the RVOT being adjacent
to the RV free wall pacing site. Additionally, studies could be done using and S1-S2 method
of induction to investigate other types of arrhythmia induction and the resulting arrhythmia
maintenance.
4.8 Acknowledgements
Drs. Matthew Kay and Bas Boukens helped me extensively in identifying how to analyze
and present this data.
68
Chapter 5
Summary and Future Directions
Cardiac arrhythmias, in their various forms, contribute significantly to the death rate, re-
duced patient quality of life, and the ever increasing economic burden of health care. Being
able to properly treat these pathologies is dependent upon tools with high spatial resolution
that can be used in both diagnostic and basic research applications. In this dissertation, I
have presented a body of work that strives to fulfill this unmet need through the development
and validation of technologies that have the potential to help accomplish this goal. Namely,
active capacitive electrodes and improved panoramic optical mapping with scalability for
small rodent hearts. While I have presented work that validates these tools, there is still
substantial work that can be done to bring these technologies to their full potential.
5.1 Active Capacitive Electrodes
Previous work done by our collaborators demonstrated their capacitive design’s ability to
overcome the current leakage and biofluid permeability of traditional exposed metal oxide
electrodes. The results from Chapter 1 validate and characterize the signals derived from
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the same design in an in vitro rabbit model. Signals are comparable to those derived from
monopolar surface recordings with easily identifiable morphologies that correspond to the
activation and repolarization of the underlying tissue. The quality of these signals is such
that methodologies like the tracking of phase singularities can be performed on the data.
Future work, necessarily, will include producing models of the electrode’s capacitive function
in order to better understand the range of tissue, as a function of distance, that contributes
to the signal at each electrode. In application, this will be a necessary step in identifying the
density of electrodes necessary to produce first generation prototypes of a chronic epicardial
device capable of detecting initiation and tracking maintenance of arrhythmias in patients
at high risk of SCD. Additionally, low-voltage defibrillation methodologies using the data
derived from such a device could be attempted by incorporating actuators the design. While
a novel and exciting idea, defibrillating using the electrode design as it exists may not be
possible. Despite being only 900 nm thick, the thermal silicon dioxide layer that encapsulates
the electrode creates enough impedance to severely limit it’s ability to deliver current to the
underlying tissue. If a method for keeping the necessary voltage within a reasonable range is
not found, a prototype like the one previously described may have to rely on exposed metal
oxide electrodes for delivering therapy.
5.2 High Resolution Panoramic Optical Mapping
While many methodologies for panoramic optical mapping have been published, none have
picked up and reproduced by other labs as a tool for investigating cardiac electrophysiology.
The inability of previous work to bridge the gap between development and adoption in other
labs inspired the work in Chapters 3. By developing an extensive GUI based MATLAB
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library for camera calibration, geometric reconstruction, and data processing and projec-
tion we aim to make panoramic optical mapping more accessible to more scientist in the
biomedical engineering community. In line with this goal, I also presented a number of 3D
printed designs to help make the system more customizable and less of an economic burden.
A motivating factor to this project was also the ever increasing number of mouse models of
various types of fibrillation that could directly benefit from panoramic mapping. In an effort
to meet this growing need we created an easily scalable system capable of imaging small
rodent hearts with minimal modifications.
While the work presented here is effective, there are a number of things that could be done
to improve it. The current system relies on an occluding contour algorithm for generation of
the heart geometry. This method is effective when applied to the ventricles because it easily
reconstructs convex surfaces. If applied to the atria, this methodology could breakdown due
to the more dynamic surface of the atria which frequently includes concavities. In order to
overcome this limitation other methods of surface reconstruction could be explored. Struc-
tured light imaging has already been demonstrated as a viable method for reconstructing the
epicardial surface of the heart [63]. If paired with the optical mapping camera configuration
and synchronized, a 3D method for reconstructing the cardiac geometry could be derived
using structured light imaging techniques. Not only could this handle convex surfaces, but
it could also facilitate motion correction of optical mapping making it possible to optically
map without using an excitation-contraction uncoupler like blebbistatin.
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5.3 Action Potential Duration Restitution
Finally, chapter 5 detailed the use of the panoramic optical mapping system to look at the
role of APDR in arrhythmia dynamics. The case study demonstrated the alternans were
in fact created in regions with slope > 1. It also revealed that the phase singularity of the
reentrant rotor migrated to and anchored in the region of greatest slope. Finally, I discovered
a strong correlation between regions of high APDR maximum slope and regions with high
APD at intrinsic pacing rates. This was corroborated by recent findings from Shottock et al
[96].
Future work will necessarily add samples to the case study to verify that anchoring of phase
singularities in regions of high APDR/high intrinsic APD is a repeatable phenomenon. Using
an S1-S2 method of stimulation could assess the induction of arrhythmias using a different
mode more similar to an early after depolarization. Additionally, induction needs to be
effected from the left side as well to see how differences between the left and right side
contribute to arrhythmia induction and maintenance.
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Appendix A
MATLAB Code for Panoramic
Optical Mapping Graphical User
Interfaces
An extensive library of functions was created for the three graphical user interfaces (GUI)
developed for streamlining the process of conducting, processing, and analyzing panoramic
optical mapping data. The first GUI, titled FIT, facilitates the calibration of each of the
cameras used in the study. The second GUI, entitled WHIRL, takes the user through the
process of identifying the silhouettes needed to reconstruct the geometry of the heart. It
then runs the occluding contours algorithm and sends the output to the C++ VTK function
that generates an isosurface. The third GUI, entitled ORIENT, allows the user to process
the signals, project the data onto the resultant surface, and then analyze the signals. These
three GUIs equate to thousands of lines of code and are not included in the printed version
of this dissertation. A link to the MATLAB suite of functions for the GUIs can be found at
www.efimovlab.org.
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Appendix B
IKs Regulates Action Potential
Duration in a Rate Dependent
Manner
B.1 Introduction
The slowly delayed rectifier current IKs is a major determinant of ventricular repolarization
in many species. The importance of IKs in human is illustrated by the detrimental effect of
mutations in its encoding genes, KCNQ1 and KCNE1, which cause long QT 1 syndrome and
predispose patients to fatal cardiac arrhythmias. However, the magnitude of IKs in human
ventricular cardiomyocytes remains poorly understood due to limited experimental access
to healthy intact human tissue. The latter hampers the development of accurate computer
models and simulations of cardiac disease. Here we investigate the role of IKs in ventricular
repolarization in an intact tissue preparation derived from the human left ventricle.
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Figure B.1: Human heart preparation. (A) The wedges were taken from marginal vessels
branching off of the circumflex in the LV. (B) Once cut and cannulated, wedges are laid on
their side and paced from the endocardium.
Figure B.2: Measurment locations. (Left) Averages of APD were taken from the endo-
cardium, midmyocardium, and epicardium. (Right) Examples of signals from the previously
specified regions.
75
B.2 Methods
Non-failing hearts are collected from Mid American Transplant services. Immediately upon
removal the heart is arrested via coronary perfusion of ice cold cardioplegia. The heart is
then transported to lab for tissue collection and functional sample preparation. In an ice
cold bath of cardioplegia a marginal artery branching o the circumflex in the LV is identified.
A region approximated by the dashed white line in (Figure B.1A) is cut with a razorblade
and cannulated with a custom cannula.
During the experiment the heart was perfused with 37◦ Tyrode’s solution at 60-80 mmHg.
Blebbistatin was added to arrest contraction and di-4-ANEPPS was added to measure mem-
brane voltage (Vm). Restitution at cycle lengths (CL) of 1000, 800, 500, 350 ms was mea-
sured paced from the endocardium (Figure B.1B). Then, the IKs blocker JNJ-303 was added
and the restitution measurement repeated at 40 nM, 200 nM, and 400 nM. Finally the IKr
blocker E-4031 was added to measure additional prolongation. Average APD and change in
APD was measured in the subendocardium, myocardium, and subepicardium (Figure B.2).
Figure B.3: Prolongation due to IKs Block. (Left) Prolongation was significant in the
endocardium and midmyocardium. (Right) Prolongation was approximately 10% in all
regions.
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Figure B.4: Prolongation due to IKr Block. (Left) Prolongation trends toward greater
amounts of prolongation following IKr block. (Right) While not significant, prolongation
increased by another 10% following IKr blockade.
B.3 Results
The IC50 of JNJ-303 was 64 nM. Average APD prolonged by 47.2207 ms, 49.7233 ms, 44.4716
ms in the endocardium, midmyocardium, and epicardium respectively. This prolongation
was significant (p <0.05) in the endocardium and midmyocardium (Figure B.3) The relative
APD prolongation due to IKs blockade was approximately 10%. IKr blockade resulted in an
additional 10% prolongation (Figure B.4).
B.4 Conclusion
Our data indicate that the contribution of IKs to ventricular repolarization in the healthy
human heart is approximately 10%. However, IKs function is most likely dependent on
sympathetic stimulation. Future experiments will include the addition of isoproterenol and
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the use of IKr blocker E-4031 to investigate sympathetic dependence and the interaction and
redundancy of IKr and IKs.
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