Abstract. We investigate the unconditional basis property of martingale differences in weighted L 2 spaces in the non-homogeneous situation (i.e. when the reference measure is not doubling). Specifically, we prove that finiteness of the quantity [w] A 2 = sup I w I w −1 I , defined through averages · I relative to the reference measure ν, implies that each martingale transform relative to ν is bounded in L 2 (w dν). Moreover, we prove the linear in [w] A 2 estimate of the unconditional basis constant of the Haar system.
Introduction
The classical Haar system (which is an orthonormal basis in L 2 (R)) is an unconditional basis in the weighted space L 2 (w) = L 2 (R, w) if and only if the weight w satisfies the so-called dyadic Muckenhoupt A 2 condition.
This result can be easily generalized to the bases of Haar subspaces (a.k.a martingale difference spaces) in L 2 (R d ), where for a cube Q the corresponding Haar subspace H Q is the subspace of dimension 2 d − 1, consisting of functions supported on Q, constant on children of Q and orthogonal (in the unweighted L 2 ) to constants.
These results we proved in [4] , where among other problems the weighted LittlewoodPaley estimates were considered: the equivalence if these estimates to the unconditional basis property is just the standard fact of the theory of bases. The fact that the Muckenhoupt condition is equivalent to the Haar system being a basis (which from the modern standpoint is almost trivial) was established earlier in [7] .
In this paper we investigate what happens in the non-homogeneous situation. A typical example is the standard dyadic lattice in R d , with the underlying measure being not the Lebesgue measure, but an arbitrary Radon measure ν in R n . Then our Haar subspaces are orthogonal to constants in L 2 (ν) and we want to describe weighs w for which the Haar subspaces form an unconditional basis in L 2 (wdν). We, in fact, consider a more general martingale situation, when we do not have any bound on the dimension of the Haar subspaces, and moreover some (or all) Haar subspaces can be infinite-dimensional.
We prove that in this general case the corresponding martingale A 2 condition is also necessary and sufficient for the system of Haar subspaces to be an unconditional basis in the weighted space L 2 (wdν). We also prove that, as in the homogeneous case, the unconditional basis constant of this system admits the estimate which is linear in the A 2 characteristic [w] A 2 of the weight w.
The problem, as we explain below in Section 2 is equivalent to the weighted estimates of the so-called martingale multipliers. Thus, the martingale multipliers are the most natural "singular" martingale transforms.
When we started the project, we were not sure that the A 2 condition is sufficient for the Haar system being an unconditional basis (necessity is a simple fact), and the linear in the A 2 characteristic estimate seemed like a long shot.
The reason for such pessimism was that the the non-homogeneous situation is very different from the classical dyadic case (or from a homogeneous situation). For example in the classical dyadic situation the dyadic A 2 condition is sufficient for the boundedness of general Haar (martingale) transforms. Here a Haar (martingale) transform T is a bounded (in the unweighted L 2 ) operator which is diagonal in the orthogonal basis of the Haar subspaces. And it is known and is not hard to show that in the classical dyadic situation if the weight satisfy the dyadic A 2 condition, then all Haar transforms T are bounded in L 2 (w) and
Moreover, it was shown that in the classical situation the estimate is linear in [w] A 2 . The non-homogeneous situation is quite different. An example (which we present in Section 7 below) shows that in the non-homogeneous situation Haar (martingale) transforms (not martingale multiplier!) are not necessarily bounded in L 2 (w) with w satisfying the A 2 condition, even in the simple model case of the standard dyadic lattice in R 2 with a general underlying measure ν.
1
Here by martingale transform we mean an operator which is diagonal in the basis of the martingale difference spaces; but martingale multiplier is a martingale transform with all blocks being just multiples of identity.
Interesting examples illustrating intricacies of the non-homogeneous case can be found in [9] , [15] . For example, in [15] an unbounded (in unweighted non-homogeneous L p , 1 < p < ∞, p = 2) martingale transform with uniformly bounded diagonal blocks was constructed there. Note, that the above mentioned counterexample in the weighted L 2 is obtained by constructing a weight and blocks that are uniformly bounded in the unweighted case, but fail to be uniformly bounded in the weighted L 2 .
Another interesting result from [15] that the boundedness of a paraproduct in the unweighted L 2 is not equivalent to the symbol being in the martingale BMO; symbol in BMO is only a sufficient condition. While, like in the homogeneous case, it is sufficient to test the boundedness of a paraproduct on characteristic functions of "intervals", this testing condition in the non-homogeneous case depends on p and is not equivalent to the symbol being in BMO.
Also, interesting results about non-homogeneous case were obtained in [9] , where a dyadic analogue of the Hilbert Transform was considered. 1 The case of dyadic lattice in R, with a general underlying measure ν is an exception: all Haar subspaces are one-dimensional, so any Haar transform is a Haar multiplier (all blocks are multiples of identity), and it is the main result of this paper that the bounded in the unweighted L 2 Haar multipliers act in L 2 (w) if w satisfies the A2 condition.
As for the weighted estimates for martingale transform, it was shown recently (as a byproduct of other results) in [16] that the A 2 condition is sufficient for the boundedness of the so-called L 1 ⊗ L 1 normalized martingale transforms (although we did not get the linear in A 2 characteristic estimate in [16] ). The L 1 ⊗ L 1 normalization condition means that each diagonal block T I is represented an integral operator with kernel K I , K I ∞ ≤ ν(I) −1 . Note that the martingale multipliers considered in this paper are generally not L 1 ⊗ L 1 normalized; they are L 1 ⊗ L 1 normalized only in the homogeneous case when the ratio of the measures of a parent and a child is uniformly bounded.
In [16] the authors asked specifically about the conditions on the boundedness of the martingale multipliers in the non-homogeneous case. We answer this question here.
Finally, we suspect that L 1 ⊗ L 1 normalized martingale transforms are another natural class of martingale operators. In the classical homogeneous situation a Calderón-Zygmund operator can be represented as a weighted average of L 1 ⊗ L 1 normalized Haar shifts with weights decaying exponentially in complexity, and, in fact, we can prove that a similar decomposition holds in the non-homogeneous case. And a Haar shift of complexity n is essentially the sum of n martingale transforms, each in its own filtration obtained from the original one by skipping generations. This will be presented in a subsequent paper resulting in the proof of A 2 conjecture for arbitrary reference measure.
The authors are grateful to Carlos Pérez for organizing an inspiring Summer School in Santander, Spain, where the research on this paper was initiated.
Setup
Consider a σ-finite measure space (X , S, ν) with the filtration (i.e. with the sequence of increasing σ-algebras) S n , n ∈ Z, S n ⊂ S n+1 .
We assume that each σ-algebra S n is atomic, meaning that there exists a countable disjoint collection D n of the sets of positive measure (atoms), such that every A ∈ S n is a union of sets I ∈ D n .
The fact that S n ⊂ S n+1 means that every I ∈ D n is at most countable union of I ′ ∈ D n+1 . We denote by D = n∈Z D n the collection of all atoms (in all generations). The typical example will be the filtration given by a dyadic lattice in R d , so the notation D. Note, that we do not assume any homogeneity in our setup, so the more interesting example will be the same dyadic lattice in R d , but the underlying measure is an arbitrary Radon measure ν.
We will allow a situation when an atom I belongs to several (even infinitely many) generations D n . The leading particular case is an arbitrary measure ν on R d , whose support is called X , and the usual standard dyadic cube I then will be included in the filtration only if ν(I) > 0 (in particular, cubes I such that I ∩ X = ∅ are not in D). In this example a cube I of the filtration can have only one child in the next level of the filtration (and not 2 d children), and this can go on for some time. However, we will not allow I to be in all generations, because in this case nothing interesting happens on the interval I.
We usually will not assign a special symbol for the underlying measure of the set, meaning that we use |A| instead of ν(A). But the reader is reminded that this is just a notational convention, our "|I|" can be very far from being Lebesgue measures of I. The notation is chosen to emphasize that "everything is as if we would have Lebesgue measure". However, the reader should remember that we are in the "mine field": if we would change our operator slightly we would be in trouble. So one should be quite careful, and the proofs hide many surprises.
Note that our filtered space X can be represented as a countable (finite or infinite) direct sum of the filtered spaces treated in [15] , so all the results from [15] hold in our case.
For an interval I ∈ D define it lower and upper ranks rk − (I) and rk + (I) as
Definition 2.1. Let I ∈ D, and let n = rk + (I). Then the intervals I ′ ∈ D n+1 such that I ′ ⊂ I are called the children of I. The collection of all children of I will be denoted by ch(I). If rk + (I) = +∞ we set ch(I) = {I}. We will also need the notion of martingale or time children of an interval (atom) I ∈ D n , ch
Note that if n < rk + (I) then ch t (I, n) = {I}. Note also that in the last definition we require that I ∈ D n . Since I can be in several D k s, we define the martingale children for the pair (I, n).
2.0.1. Martingale differences, martingale difference spaces. For a measurable I we define the average (recall that |I| is a short hand for ν(I))
and the averaging operator E I by E I f = f I 1 I . For I ∈ D the martingale difference operator ∆ I is given by 
Let E n be the conditional expectation with respect to the σ-algebra S n
and let ∆ n be the corresponding martingale difference
Let S ∞ be the σ-algebra generated by S n , n ∈ Z, and let S −∞ := n∈Z S n . To simplify the notation we assume that S ∞ = S, so we deal only with S ∞ measurable functions.
The sigma algebra S −∞ is generated by the collection D −∞ of atoms I of form I = k I k where I k ∈ D k , I k ⊂ I k−1 . Note that the atoms I ∈ D −∞ do not have to cover X : in fact it is possible that D −∞ = ∅, and sigma algebra S −∞ is trivial.
We denote the collection of all atoms I ∈ D −∞ of finite measure (|I| < ∞) by D fin −∞ . For I ∈ D denote by D I the martingale difference space D I := ∆ I L 2 , and similarly, let
Define also
As one can easily see the collection of subspaces
We are interesting on the case, when this system is an unconditional basis in the weighted space L 2 (w), where w is a weight, i.e. w ≥ 0, w ∈ L 1 (I) for all I ∈ D.
Note, that in the case when dim D I = ∞ (i.e. when I has infinitely many children) we have to be a bit more careful, since generally in this case ∆ I L 2 ⊂ L 2 (w), and they do not need to be closed. We need to introduce the subspacesD I := ∆ I L ∞ , and then ask when the the subspaces
Similarly, let us introduce 
from (iii) and (iv) are equivalent,
Remark. The supremum
, where the supremum is taken over all martingale multipliers T σ from (iii), is what is usually called the unconditional basis constant of the system of the martingale difference spaces D w I , I ∈ D.
Necessity of the A 2 condition.
In what follows we will always assume that w ≡ 0 on any I ∈ D −∞ ; otherwise we can just remove the corresponding intervals.
The following statements are equivalent
The weight w satisfies the following Muckenhoupt A 2 condition
where
Proof. The equivalence of (i) and (ii) is just the Banach Basis Theorem. Formally, the Banach Basis Theorem implies that (ii) is equivalent to the uniform boundedness of P m,n and E −∞ in L 2 (w), but since
the uniform boundedness of P m,n in L 2 (w) implies the estimates for the E −∞ . The rest of the proof is based on the well-known fact that
On the other hand, if
A := sup
Main result
Theorem 3.1. Let w be a weight such that w ≡ 0 on any I ∈ D −∞ . Let w satisfies the martingale A 2 condition
where C is an absolute constant.
It is well known that even in the case of Lebesgue reference measure ν the first power in the A 2 constant is sharp, see e. g. [18] .
Remark. Repeating almost verbatim the extrapolation arguments of [2] , [3] we can prove
which is sharp even if the reference measure ν is Lebesgue measure. But here we have arbitrary reference measure ν. It goes without saying that the averages involved in the definition of [w] Ap are all taken with respect to ν. 
So, if we denote u = w −1 and skip over f , the conclusion of the theorem can be rewritten in the following symmetric form
The operator T = T σ is well localized, so to prove (4.1) it is sufficient to test T σ on functions 1 I u and its adjoint on the functions 1 I w. More precisely, see Theorem 8.1 below (for homogeneous situation such result for well localized operators was proved in [11] ), the inequality (4.1) follows from the estimates
Because of the symmetry, we only need to check the first inequality. Define the (very specific) Haar function h I by
Using h I s we can write 
Note that functions h w I form an orthogonal system in L 2 (w), and that
. Therefore
.
So, if we show that
and that
we get, using triangle inequality that
i.e. that (4.2) holds for I = I 0 . Using (4.3) we can rewrite (4.5) as
By duality, (4.6) follows from the estimate
Recalling formula (4.4) for γ w I we can rewrite this estimate as
So, we reduced our main theorem to the estimates (4.7) and (4.8).
4.2.
Outer measure spaces and reduction to Carleson measure properties. We will reduce the estimates (4.7), (4.8) to checking the Carleson measure properties for some sequences. Outer measure spaces give us a very convenient language for doing that. We present here some basic facts about such spaces: a reader interested in more details should consult the paper 
where the infimum is taken over all such collections K.
To define the outer measure spaces used below we need to introduce the so-called size function (a generalization of the local square function). Namely, for a measure µ on X , p ∈ [1, ∞), and a function F on D define the size function S 
If µ is the underlying measure ν we skip the subscript and use S p F ; if dµ = wdν we use the notation S p w F . We will also need the size function S ∞ µ , S To define the L p space L p (D, µ * , S) we need to define what is the outer measure µ * of the superlevel set {SF > λ} = {D(I) : SF (D(I)) > λ}. To do that we consider all G ⊂ D such that S(F 1 D\G ) ≤ λ (on all D(I)) and take the infimum of µ * of such G. Formally,
Then for a function F on D we define
If the outer measure µ * is the outer lifting of the ambient measure ν we will skip the measure and use the notation L 2 (D, S).
We will need the following simple fact. It is a particular instance of the Radon-Nikodym property for outer measure spaces from [1] .
Proof. By homogeneity we can assume that G For λ > 0 let J λ be the collection of maximal intervals I ∈ D for which |F (I)| > λ (we can always assume that F has finite support, so maximal intervals do exist).
Note that
The last equality holds because for any J ∈ D \ I∈J λ D(I) we have |F (J)| ≤ λ, and we cannot throw away any I from J λ and still have the same property. Therefore,
Integrating both side with respect to dλ we get the conclusion of the lemma.
Lemma 4.2. Let h be a positive function on
. Consider the function H on D given by the formula
Proof. Fix λ > 0 and denote by H λ the collection of maximal intervals I ∈ D such that H(I) > λ. For such maximal I we define
On the other hand, on our maximal I, we have
This inequality implies
Integrating both sides of the inequality with respect to dλ proves the lemma.
4.3.
Averaging operators and outer measure spaces. For a measure µ on X define the averaging operator A µ transforming functions on X to functions on D,
Define also the maximal operator
If dµ = wdν, where ν is the underlying measure, we will use notation A w , M w .
Lemma 4.3. Let w be a weight such that
Proof. It suffices to prove the lemma for positive functions f and g. We can also assume that f and g are supported on a union of finitely many intervals. Let us consider the collection J λ of all maximal intervals I ∈ D such that
Then for any such maximal interval I and any x, y ∈ I:
Clearly (4.10) implies that
We use now that the set {S ∞ (A w −1 f A w g) > λ} is exactly the union I∈J λ D(I), and we write
Integrating with respect to λ we then get that
But we know that the martingale maximal operator is bounded in L 2 , namely for any µ
Therefore,ˆ(
This completes the proof of Lemma 4.3.
4.3.1.
Reduction to the Carleson measure properties. We now reduce Theorem 3.1 to the following two lemmas, which will be proved in the next section.
Lemma 4.4. The collection τ = (τ I ) I∈D ,
satisfies the Carleson measure property
with an absolute constant C.
Lemma 4.5. The collection ρ = (ρ I ) I∈D ,
satisfies the following Carleson measure property
Let us show that these lemmas imply Theorem 3.1. We already reduced the theorem to proving the estimates (4.7) and (4.8). We can write right hand side of (4.7) as
Lemma 4.2 applied to h = u1 I 0 implies that the function F on D
On the other hand the Carleson measure property (4.11) of Lemma 4.4 means that the function G on D,
, and that
(4.14)
Combining Lemma 4.1 with estimates (4.13) and (4.14) we immediately get (4.7). To prove (4.8) we first apply Lemma 4.3 with f = 1 I 0 and g := g1 I 0 instead of g. Then we get that the function F on D,
Lemma 4.5 implies that the function
Combining Lemma 4.1 with the above estimates and summing only over all I ∈ D(I 0 ) we get the desired estimate (4.8).
So, we reduced proof of Theorem 3.1 to proving Lemmas 4.4 and 4.5.
Bellman functions and the proof of the Carleson measure properties
For a smooth function B (defined on an open convex set Ω ⊂ R d ) and a point X 0 ∈ Ω, define B X 0 as
We need the following trivial Lemma.
Lemma 5.1. Let B be a smooth function defined in an open convex set Ω, and let
Proof. This is obvious.
In what follows we will use Q = [w] A 2 , but for now Q is just an arbitrary constant, Q ≥ 1.
Define
where c is an absolute constant.
Using these lemmas we can prove Lemmas 4.5 and 4.4 by applying the standard Bellman function technique. In fact, let us plug into inequalities of Lemmas 5.2 and 5.1 the following data: x 0 = u I , y 0 = w I , x k = u I ′ , y k = w I ′ , where I ′ is the k-th children of I (enumeration is not important). Now look at the conjunction of (5.2) 
Here X 0 = (x 0 , y 0 ) = ( u I , w I ) and X k = (x k , y k ) = ( u I ′ , w I ′ ), where I ′ is the k-th children of I (enumeration is not important).
Notice that in the right-hand-side we have a telescopic term. If we start to sum up this inequality over I ⊂ I 0 we get immediately Lemma 4.5, if we use the function B from Lemma 5.2. Lemma 4.5 is then proved.
To prove Lemma 4.4 we repeat this argument varbatim, but now we use the conjunction of Lemmas 5.3 and 5.1 and we use function B from Lemmas 5.3.
The Lemmas 5.2 and 5.3 will be proved in the next section. Along with the outer measure spaces these lemmas are the main tools of our proof.
Investigation of Bellman functions
In this section we will prove Lemmas 5.2 and 5.3.
6.1. Proof of Lemma 5.3. Statement (i) of the lemma is obvious, only statement (ii) needs proving.
6.1.1. Preliminaries. We will prove a stronger inequality, namely
where [2] .
Note that for x, y > 0
so the function B [1] is concave for all x, y > 0. Computing d 2 B [2] we get
Note, that the function B [2] is not concave. Denote ∆X (t) = B [1, 2] (X(t)). Recall that by the integral form of Taylor's remainder we have for a function ϕ on an interval
6.1.2. The easy cases. If ∆x∆y ≥ 0, we conclude using (6.3) and (6.2) (together with the fact that
Recalling that x(t) = x 0 + t∆x, y(t) = x 0 + t∆y we get
the constant c can be computed explicitly. The above inequalities prove (6.1) (for the case ∆x∆y ≥ 0). Let us now treat the case ∆x∆y < 0. Because of the symmetry of (6.1) we can assume without loss of generality that ∆x > 0 and ∆y < 0.
Consider first the simple case when
We will discuss later for which ∆x and ∆y this happens, but for now we will continue with the estimates. Under the assumption (6.8) we have
so the term including ∆x∆y in Φ ′′ ∆X (t) is non-negative. But that means the estimate (6.5) holds in this case as well, so we again get the conclusion using (6.6) and (6.7).
We claim that (6.8) holds if either ∆x/x 0 ≤ 3 or −∆y/y 0 ≤ 1/2 (all under the assumption ∆x > 0, ∆y < 0, xy ≤ Q, x 0 y 0 ≤ Q). Indeed, if ∆x/x 0 ≤ 3, then x(t) ∈ [x 0 , 4x 0 ]. Since ∆y < 0, we get that y(t) ≤ y 0 , so
On the other hand, if −∆y/y 0 ≤ 1/2, then y(t) ≤ 2y, and since x(t) ≤ x we get
6.1.3. The hard case. So, it remains to investigate the hard case
Denote a := ∆x/x 0 , b = −∆y/y 0 and consider the function ϕ, ϕ(t) = (1 + at)(1 − bt) 2 . We can write
Subtracting linear term 2t(a − b) we get for t = 1
Multiplying this inequality by (x 0 y 0 ) 2 and recalling the definition of a and b we get
or, equivalently
Note that the term in the right hand side has the wrong sign: it is negative, and we would like to have an estimate below by a positive quantity. But we will show, that all the "damage" done by this term will be compensated by what we gain from 128Q 3/2 B [1] . Using the Taylor remainder formula (6.4) we get
Since ∆x∆y < 0 the off-diagonal terms in the Hessian (6.2) give us a non-negative contribution, so
We can estimate
so negative contribution (6.10) of B [2] to (6.1) is compensated by the contribution of the term 16Q 3/2 B [1] . We then have the contribution of the term 112Q 3/2 B [1] remaining. the contribution of of the term 48Q 3/2 B [1] gives us by (6.11) 48 6.12) in this estimate we used both conditions xy ≤ Q and x 0 y 0 ≤ Q. Let us now estimate the contribution of the remaining 64Q 3/2 B [1] a bit differently. Again using (6.11) we get
Combining (6.12) and (6.13) we get (6.1) for the hard case ∆x ≥ 3x 0 , −∆y ≥ y 0 /2.
Proof of Lemma 5.2. Proof of this lemma is easier then the proof of Lemma 5.3. Again the statement (i) is trivial, we only need to prove (ii).
Denote B [1] (X) = (xy) 1/2 , B [2] (X) = −xy, so B = 4Q 1/2 B [1] + B [2] . As we discusses above, see (6.2) , the function B [1] is concave for all x, y > 0.
Consider first the case ∆x∆y ≥ 0, where, recall ∆x = (x − x 0 ), ∆y = y − y 0 . For t ∈ [0, 1] we can write (x 0 + t∆x)(y 0 + t∆y) = x 0 y 0 + (∆x + ∆y)t + ∆x∆yt 2 , so subtracting the linear in t term (∆x + ∆y)t and substituting t = 1 we get
Concavity of B [1] means that its contribution is non-negative, so for the case ∆x∆y ≥ 0 statement (ii) of the lemma is proved with c = 1. Let now ∆x∆y < 0. We will prove that for any triple
If this inequality is proved, we then take small h > 0 and define
Substituting these values in (6.15) , dividing by h and taking limit as h → 0+ we will get statement (ii) of the lemma; here we used the fact that
To prove (6.15) we will use concavity of the function t → t 1/2 . Denote
. Then combining (6.14) and Lemma 5.1 we get
Note, that here we have the wrong sign (negative), it wll be compensated by the contribution from B [1] . Let us estimate that contribution using concavity of the function t → t 1/2 and equality (6.16):
Multiplying this estimate by 4Q 1/2 and using x 0 y 0 ≤ Q we get
Combining this inequality with (6.16) we get (6.15) with c = 1.
A counterexample
Here we present a simple example of a (bounded in a non-weighted L 2 ) martingale transform T and an dyadic A 2 -weight w, such that T is not bounded in L 2 (w).
Take a small ε > 0. Consider an interval I, |I| = 2, and split it into 4 subintervals (children)
, and define
The functions h 1,2 are Haar functions, i.e. they are constant on children of I and orthogonal to constants. Note also that
Define a weight w, Since T h 1 = h 2 and
we get that
Considering a sequence of ε n ց 0 and taking a direct sum of the above examples, we get a bounded martingale transform T and an A 2 weight w such that T is not bounded in L 2 (w) Remark. A reader familiar with the subject can notice that the operator T in the above counterexample is essentially the Haar shift considered by S. Petermichl [14] . "Essentially" means here that we can represent it as a Haar shift on a standard dyadic lattice as in [14] , but we have to change the reference measure from Lebesgue measure to a certain very nondoubling measure ν.
T (1) theorem for Haar multipliers
In this section we will prove that it is sufficient to check the weighted estimates for Haar multipliers on characteristic functions on atoms.
While we will need the result only for absolutely continuous (with respect to the ambient measure ν) measures, we state it here for arbitrary measures
In what follows we will only consider finite sequences σ = (σ I ) I∈D , |σ I | ≤ 1 (only finitely many terms are non-zero), thus avoiding unnecessary technical details.
In this section measuer µ is also an arbitrary measure. Note that for a measure µ and f ∈ L 1 (I, µ) we can define
and therefore ∆ I (f µ). Then for the martingale multiplier T = T σ we can define T (f µ).
Recall that for a martingale multiplier T = T σ and I 0 ∈ D we defined the operator T I
Note also that for f ∈ L 1 (I, µ), I ∈ D the function T I (f µ) is well defined.
Theorem 8.1. Let T = T σ , σ = (σ I ) I∈D , |σ I | ≤ 1 be a Haar multiplier, and let µ 1 , µ 2 be measures on X such that
Assume that for all I ∈ D
Using (4.5) we get that
Recalling the definition (2.1) of ∆ I and the fact that the norm of the averaging operator f → E I (f µ 1 ) as an operator L 2 (µ 1 ) → L 2 (µ 2 ) is exactly |I| −1 µ 1 (I) 1/2 µ 2 (I) 1/2 , we get that
(Finding the norm of the averaging operator is an easy computation that we leave as an exercise: anybody should be able to compute a norm of a rank one operator.)
Since an operator ∆ Combining that with estimates of paraproducts we get the conclusion of the theorem.
Reduction to Carleson measures without T (1) theorem
In some cases the mechanism of two weight T (1) theorem can be rather involved, we were lucky that for well localized operators the mechanism is more simple. So sometimes it is convenient to see the direct proof, without using the mechanism of a two-weight T (1) theorem. Also getting a proof that circumvents this mechanism can be instructive. This second proof will require a bit more of outer measure spaces machinery (but not much more).
The main estimate we want to prove is (4.1). By duality, it follows from the inequality (u := w −1 ):
The martingale Carleson Embedding Theorem, i.e. the fact that (9.5) implies (9.4) can be also shown using the machinery of the outer measure spaces.
To see that we prove the following lemma, which essentially encodes the L 2 boundedness of the martingale maximal operator.
Recall that for a finite on all I ∈ D measure µ on X , the averaging operator A µ , mapping functions on X to functions on D is defined as A µ f (I) := f I,µ := µ(I) −1ˆI f dµ, I ∈ D;
if µ(I) = 0 we put A µ f (I) = 0.
Lemma 9.1. The averaging operator A µ is a bounded operator from L 2 (µ) to the outer space L 2 (D, µ * , S ∞ ) and, moreover
Applying this lemma with dµ = udν we get that f I,µ I∈D ∈ L 2 (D, µ * , S ∞ µ ), or, equivalently f 2
I,µ I∈D
∈ L 1 (D, µ * , S ∞ ) and
On the other hand, (9.5) means that {γ I / u I } I∈D ∈ L ∞ (D, µ * , S 1 u ), dµ = udν,
Applying Lemma 4.1 (L 1 -L ∞ duality) we get (9.4) with C 1 = 4C.
Proof of Lemma 9.1. It is sufficient to prove lemma for functions f supported on a union of finitely many intervals I ∈ D. It is also sufficient to consider only f ≥ 0.
Fix λ > 0 and consider the maximal intervals I ∈ D such that
since f is supported on a union of finitely many intervals, such maximal I always exist. Call the family of such intervals H λ . Since F (I) = f I,µ we observe that for any I ∈ H λ and x ∈ I λ < F (I) ≤ (M Now multiplying both sides by pλ p−1 and integrating with respect to dλ we get
, which proves the lemma.
Finally, let us estimate the sum Σ 1 :
