s (α)− 2α m }, r = 2α 2 * s (α) and y = (y ′ , y ′′ ) ∈ R m × R n−m . By using mountain pass lemma and (0 .2), we obtain a nontrivial weak solution to (0.1) in a direct way. Secondly, we extend inequality (0.2) to more general forms on purpose of studying some general systems with partial weight, involving p-Laplacian especially.
Abstract. In this paper, firstly, we consider the existence of nontrivial weak solutions to a doubly critical system involving fractional Laplacian in R n with partial weight:
where s ∈ (0, 1), 0 < α, β < 2s < n, 0 < m < n, γ 1 , γ 2 < γ H , x = (x ′ , x ′′ ) ∈ R m × R n−m , 2 * s (α) = 2(n−α) n−2s and γ H = γ H (n, m, s) > 0 is some explicit constant. To this end, we establish a new improved Sobolev inequality based on a weighted Morrey space. To be precise, there exists C = C(n, m, s, α) > 0 such that for any u, v ∈Ḣ s (R n ) and for any θ ∈ (θ, 1), it holds that where s ∈ (0, 1), 0 < α < 2s < n, 2s < m < n,θ = max{ 2 2 * s (α) , 1 − α s · 1
Introduction and Main Result
In this paper, firstly, we consider the existence of nontrivial weak solutions to a doubly critical system involving fractional Laplacian in R n with partial weight:
where s ∈ (0, 1), 0 < α, β < 2s < n, 0 < m < n, γ 1 , γ 2 < γ H , x = (x ′ , x ′′ ) ∈ R m × R n−m , 2 * s (α) = 2(n−α) n−2s and γ H = γ H (n, m, s) > 0 is some explicit constant. Secondly, we will extend the existence results to some general systems with partial weight, involving p-Laplacian especially. We refer to the weight 1 |x ′ | (·) as partial weight. Noticing that 2 * s (α) is the critical fractional Hardy-Sobolev exponent and γ H is the best fractional Hardy constant on R n (See Lemmas 2.1-2.2). The fractional Laplacian (−∆) s is defined on the Schwartz class (space of rapidly decaying C ∞ functions in R n ) through Fourier transform, (−∆) s u(ξ) = |ξ| 2sû (ξ), ∀ξ ∈ R n , whereû(ξ) = 1 (2π) n/2 R n e −iξx u(x)dx is the Fourier transform of u. Throughout this paper, for 0 ≤ m ≤ n and y = (y ′ , y ′′ ) ∈ R m × R n−m , we denote the norm of L p (R n , |y ′ | −λ ) by The dual space ofḢ s (R n ) is denoted byḢ s (R n ) ′ . See [31] and references therein for the basics on the fractional Laplacian.
The fractional and non-local operators arise in many different applications, see [31, 7] and the references therein. For (1.1) with s = 1, m = n and α = 0 = β, it is related to Bose-Einstein condensate, see [11] . In [3, 27] , a class of partial weight problems were studied as a model describing the dynamics of galaxies.
For any (u, v) ∈ X =Ḣ s (R n ) ×Ḣ s (R n ), the energy functional of (1.1) is defined as:
A nontrivial critical point of I is a nontrivial weak solution to (1.1) . We say a pair of functions (u, v) ∈ X is a nontrivial solution of (1.1) if
where , X denote the inner product in X(See formula (2.5)). The problem of multiple critical exponents has been extensively studied by scholars, see [14, 15, 39, 18, 24, 21, 12, 20, 36, 11, 25, 26] . Dating back to [14] , R. Filippucci et al. studied the doubly critical equation of Emden-Fowler type:
Based on truncation skills, they obtain a nontrivial weak solution to (1.2) by using mountain pass lemma and concentration analysis of the corresponding (P S) sequence. The works of [15, 39, 25] were devoted to the fractional Laplacian equations involving different critical nonlinearities, one can refer to [38, 26] for fractional Laplacian systems involving different critical nonlinearities. For the cases of the standard Laplacian, biharmonic operator and p-biharmonic operator, the interested reader can refer to [11, 10, 9, 16, 17, 18, 37, 24, 23] . Let us focus on partial weight problems. For n ≥ 3, α ∈ (0, n), 2 ≤ m ≤ n, x = (x ′ , x ′′ ) ∈ R m × R n−m and 2 * (α) = 2(n−α) n−2 , the minimization problem Λ(n, m, α) = inf
is attained by a cylindrically symmetric decreasing function, see [3, 27] for details. A minimizer ofΛ(n, m, α) weakly solves the problem
up to a multiplying constant. Equation (1.4) is related to a model describing the dynamics of elliptic galaxies, see [4, 5] . Existence and symmetry of solutions were studied in [3, 27] . In the case α = 1, all positive finite energy solutions of (1.4) were classified in [28] . Such solutions are given by V (x ′ , x ′′ ) = (n−2)(m−1)
or its scaling and translations in the 
where s ∈ (0, 1), 0 < α < 2s < n, 0 < m < n, x = (x ′ , x ′′ ) ∈ R m ×R n−m and 2 * s (α) = 2(n−α) n−2s . They showed that (1.5) is achieved by a positive, cylindrically symmetric and strictly decreasing function u(x), which weakly solves the problem
up to a multiplying constant. Decaying laws for the minimizer u were also established. Motivated by the above papers, we study the existence of nontrivial weak solutions to system (1.1) with partial weight. To our best knowledge, (1.1) has not been studied before.
Our first main results are as follows (Our second main results will be stated and proved in Section 6):
Theorem 1.1. Let γ 1 = γ 2 , then system (1.1) possesses at least a nontrivial weak solution provided either (I) s ∈ (0, 1), 0 < α, β < 2s < n, 2s < m < n and γ 1 , γ 2 < γ H or (II) s ∈ (0, 1), β = 0 < α < 2s < n, 2s < m < n and 0 ≤ γ 1 , γ 2 < γ H . Remark 1.2. Theorem 1.1 indicates that we can relax the lower bound of γ 1 , γ 2 in system (1.1) provided α, β > 0 since we need the extra condition γ 1 , γ 2 ≥ 0 if β = 0.
There are four main difficulties in the proof of Theorem 1.1. Firstly, truncation skills used in [14, 15] do not work if we choose X =Ḣ s (R n ) ×Ḣ s (R n ) as the work space since (−∆) s is a nonlocal operator. Although the s-harmonic extension (obtained by L. Caffarelli et al. in [6] ) can overcome the difficulty of the non-locality of (−∆) s , this method is more complicated and less straightforward since the appearance of the partial weight terms 1 |x ′ | (·) in (1.1). Secondly, the compactness of the corresponding (P S) sequence can not hold for any energy level c > 0 since system (1.1) is invariant under the transformation
where λ > 0 and y ′′ ∈ R n−m . In fact, assume by contradiction that the compactness of the corresponding (P S) sequence holds for some c > 0, and let {(u k , v k )} be a (P S) c sequence, that is,
k | → +∞ as k → +∞, then it is easy to check that {(ū k ,v k )} is also a (P S)c sequence and (ū k ,v k ) ⇀ (0, 0) weakly in X. But then, we have (ū k ,v k ) → (0, 0) strongly in X, which contradicts with c > 0. Thirdly, there is an asymptotic competition between the energy carried by the two critical nonlinearities, so we have trouble in ruling out the "vanishing" of the corresponding (P S) sequence. Fourthly, the appearance of [32] ; The detailed proof will be given in Section 3. Now, we give the outline of the proof for Theorem 1.1. We use the Mountain pass lemma to find critical points of I(u, v) on X =Ḣ s (R n ) ×Ḣ s (R n ), which correspond to weak solutions for system (1.1). Since problem (1.1) includes double critical exponents, we require the Mountain pass level c < c * for some suitable threshold value c * . This is crucial in ruling out the "vanishing" of the corresponding (PS) sequence. To this end, we introduce the minimization problems
(1.10) and Λ(n, s, α) = inf
. (1.12)
But it may occur that u ≡ 0 or v ≡ 0. Denote
From (1.10)-(1.12), we have
Then, the embeddings (1.7) and the improved Sobolev inequality (1.8) imply that
where r = 2α 2 * s (α) and C > 0 is a constant. For any k > K, we may find λ k > 0 and
In fact, we can prove that {x ′ k } is bounded and so there exists R > 0 such that It remains to deal with the minimization problems (1.10)-(1.11). To this end, we need some kind of compactness. Problem (1.10) can be solved by using the embeddings (1.7) and the inequality (1.8) with u = v, see the proof of Proposition 4.1-(2)(3). Problem (1.11) is more difficult since the appearance of the coupled term R n |uv| 2 * s (α) 2 |y ′ | α dy in the right hand side of Λ(n, s, α), see the proof of Proposition 4.1-(1). Thanks to the embeddings (1.7) and the new inequality (1.8), we can prove the existence of minimizers for S(n, s, α) and Λ(n, s, α) in X in a direct way. Moreover, (1.7) and (1.8) are useful to rule out the "vanishing" of the corresponding (P S) sequence. Finally, we extend inequality (1.8) to more general forms to study some general systems with partial weight, involving p-Laplacian especially. As far as we know, the strategy we adopt is new.
The rest of the paper is organized as follows: in Section 2, we give some preliminaries. In Section 3, we introduce the weighted Morrey space and establish improved Sobolev inequalities, i.e., we prove Proposition 1.3 and Corollary 1.4. In Section 4, we solve the minimization problems (1.10)-(1.11). In Section 5, we prove Theorem 1.1. In Section 6, we extend the main results of (1.1) to some general systems with partial weight.
Notation:
We use → and ⇀ to denote the strong and weak convergence in the corresponding spaces respectively. Write "Palais-Smale" sequences as (P S) sequences in short. N = {1, 2, · · · } is the set of natural numbers. R and C denote the sets of real and complex numbers respectively. By saying a function is "measurable", we always mean that the function is "Lebesgue" measurable. "∧" denotes the Fourier transform and "∨" denotes the inverse Fourier transform. Generic fixed and numerical constants will be denoted by C(with subscript in some case) and they will be allowed to vary within a single line or formula.
Preliminaries
In this section, we give some preliminary results.
Lemma 2.1. (Fractional Hardy inequality with partial weight: Formula (3.2) in [8])
Let s ∈ (0, 1), n > 2s and 0 < m < n. Then there exists γ H = γ H (n, m, s) > 0 such that 
From Lemma 2.1, the following inequality holds for all γ i < γ H and any u ∈Ḣ s (R n ),
Proof. It is similar to the proof of Lemma 2.3 in [25] .
Proof. The proof is similar to that of Theorem 2 in [2] when using j : C → C defined by
Here i is the imaginary unit. One can also refer to Lemma 2.4 in [19] or Lemma 2.3 in [11] .
3. proof of Proposition 1.3 and Corollary 1.4
In this section, we give some basic properties of a partial weighted Morrey space and then prove Proposition 1.3 and Corollary 1.4.
The Morrey spaces were introduced by C. B. Morrey in 1938 [29] to investigate the local behavior of solutions to some partial differential equations. Nowadays the Morrey spaces were extended to more general cases(see [32, 22, 33] ). Let p ∈ [1, +∞) and γ ∈ (0, n), the usual homogeneous Morrey space
Now we introduce a partial weighted Morrey space L p,γ+λ (R n , |y ′ | −λ ), which was motivated by [22, 33, 25] . For p ∈ [1, +∞), γ, λ > 0, γ + λ ∈ (0, n) and 0 < m < n, we say a Lebesgue measurable function u :
Then the following fundamental properties (1)-(6) hold via Hölder's inequality:
Moreover, if we assume s ∈ (0, 1), 0 < α < 2s < n and 0 < m < n, then we have
s (α) and the three norms in these spaces share the same dilation invariance. (6) For any p ∈ [1, 2 * s ),Ḣ s (R n ) ֒→ L 2 * s (R n ) ֒→ L p, n−2s 2 p (R n ), refer to page 815 in [32] .
Lemma 3.1. (Theorem 1 in [34] , or Theorem D in [30] ) Suppose that 0 <s < n, 1 <p ≤ q < +∞,p ′ =p p−1 and that V and W are nonnegative measurable functions on R n , n ≥ 1.
If for some σ > 1
for all cubes Q ⊂ R n , then for any function f ∈ Lp(R n , W (y)) we have
where C = C(p,q, n) and ℓsf (y) = R n f (z)
|y−z| n−s dz is the Riesz potential of orders.
. Firstly, let 2s < m < n and takes = s,p = 2, max{2, 2 * Moreover, we have
where t :=q 2 * s (α) ∈ (0, 1). For any fixed x ∈ R n , replacing Q by ball B R (x), we deduce by Hölder's inequality that
Since u = ℓ s g and v = ℓ s f , and by Lemma 3.1,
Then, for any θ =q 2 * s (α) satisfyingθ < θ < 1, we have
|x−y| n dy. Thus, |u(x)| ≤ |C 2 | R n |∇u(y)| |x−y| n−1 dy ≤ Cℓ 1 (|∇u|)(x), where C 1 , C 2 , C are positive constants (depending on n). These inequalities hold for n = 2 via the logarithmic kernel(See [32] ). By density of C ∞ 0 (R n ) in D 1,p (R n ), it is also true for any u ∈ D 1,p (R n )(n ≥ 2). Let 2 ≤ p < m < n and takes = 1,p = p, max{p, p * (α) − α, p * (α)−α The remain argument is similar to that inḢ s (R n ) with t :=q p * (α) , r : 
, ∀u ∈Ḣ s (R n ). In this section, we solve the minimization problems (1.10)-(1.11). Using the embeddings (1.7) and the inequality (1.8), we can prove the existence of minimizers for , where X =Ḣ s (R n ) ×Ḣ s (R n ) and ||(u, v)|| 2 = ||u|| 2 γ 1 + ||v|| 2 γ 2 was defined in (2.5).
Proposition 4.1. Let s ∈ (0, 1) and X =Ḣ s (R n ) ×Ḣ s (R n ). Then (1) If 0 < α < 2s < n, 2s < m < n and γ 1 , γ 2 < γ H , then Λ(n, s, α) is attained in X \{(0, 0)};
(2) If 0 < α < 2s < n, 2s < m < n and γ 1 , γ 2 < γ H , then S(n, s, α) is attained in X \{(0, 0)};
(3) If n > m > 2s and 0 ≤ γ 1 , γ 2 < γ H , then S(n, s, 0) is attained in X \{(0, 0)}.
Proof of Proposition 4.1 (1) If 0 < α < 2s < m < n and γ 1 ,
where y = (y ′ , y ′′ ) ∈ R m × R n−m . Then the embeddings (1.7) and the improved Sobolev inequality (1.8) imply that there exists C > 0 such that
where r = 2α 2 * s (α) . For any k ≥ 1, we may find λ k > 0 and
which contradicts to (4.1). From (4.1), we may find R > 0 such that
Since Λ(n, s, α) is invariant under the previous dilation and partial translation given by λ k and x ′′ k , we have
. ṽ) a.e. on R n × R n up to subsequences. According to Lemma 2.3, we have
and we deduce thatũ ≡ 0 andṽ ≡ 0. We may verify as Lemma 2.4 that
By the weak convergenceũ k ⇀ũ inḢ s (R n ) andṽ k ⇀ṽ inḢ s (R n ), we have
Here we use the fact that (a + b) By formula (A.11) in [35] , we know that R n |(−∆)
Hence, (|ũ|, |ṽ|) is also a minimizer of Λ(n, s, α), we can assumeũ ≥ 0 andṽ ≥ 0.
(2) If 0 < α < 2s and γ 1 , γ 2 < γ H , the proof is similar to that of Proposition 4.1-(1). In fact, this case is easier than Proposition 4.1-(1) because there is no coupled term in the right hand side of S(n, s, γ, α). We shall use the improved Sobolev inequality (1.8) with u = v.
(3) If α = 0 and 0 ≤ γ 1 , γ 2 < γ H , we combine the symmetric decreasing rearrangement technique with inequality (3.4). One can refer to [14, 13, 8, 25] .
proof of Theorem 1.1
We shall now use the minimizers of S(n, s, β) and Λ(n, s, α) obtained in Proposition 4.1, to prove the existence of a nontrivial weak solution for system (1.1). Recall that, for (u, v) ∈ X :=Ḣ s (R n ) ×Ḣ s (R n ), the energy functional associated to (1.1) is :
where ||(u, v)|| 2 = ||u|| 2 γ 1 + ||v|| 2 γ 2 was defined in (2.5). Fractional Sobolev and Hardy-Sobolev inequalities yield that I ∈ C 1 (X, R) such that for any (φ, ψ) ∈ X
where , X was defined in (2.5). We now use Lemma 5.1 to prove the following Proposition. Proof. We now verify the conditions of Lemma 5.1. For any (u, v) ∈ X,
Since s ∈ (0, 1) and 0 < α, β < 2s < n, we have that 2 * s (β) > 2 and 2 * s (α) > 2. Therefore, there exists r > 0 small enough such that inf ||(u,v)||=r I(u, v) > 0 = I(0, 0), so (1) and (2) of Lemma 5.1 are satisfied. From
we derive that lim t→+∞ I t(u, v) = −∞ for any (u, v) in X. Consequently, for any
Using (1) and (2) in Proposition 4.1, we obtain a minimizer U β = (u β ,ũ β ) ∈ X for S(n, s, β) and V α = (v α ,ṽ α ) ∈ X for Λ(n, s, α) respectively. So there exist 
I(g(t))
where Γ := g(t) = g 1 (t), g 2 (t) ∈ C 0 ([0, 1], X) : g(0) = (0, 0), g(1) = t 0 V 0 . Clearly, we have c > 0. For the case of V 0 = U β , we can derive that
In fact, for U β = (u β ,ũ β ) ∈ X and every t ≥ 0, we have
Straightforward computations yield that f 1 (t) attains its maximum at the point
We obtain that,
3)
The equality does not hold in (5.3) , otherwise, we would have that sup t≥0 I(tU β ) = sup t≥0 f 1 (t).
Let t 1 > 0 where sup t≥0 I(tU β ) is attained. We have
which means that f 1 (t 1 ) > f 1 (t) since t 1 > 0. This contradicts the fact thatt is the unique maximum point of f 1 (t). Thus 
Then, we have
and
From (5.6) and (5.7), if α ≥ β, we have
If α < β, we have
Thus, {(u k , v k )} is bounded in X. From (5.7), there exists a subsequence, still denoted by
By the definition of Λ(n, s, α) and S(n, s, β), we get
If d 1 = 0 and d 2 = 0, then (5.9) implies that c = 0, a contradiction with c > 0. Therefore d 1 > 0 and d 2 > 0, we can choose ε 0 > 0 such that d 1 ≥ ε 0 > 0 and d 2 ≥ ε 0 > 0, so there exists a K > 0 such that k ≥ K and
Then the embeddings (1.7) and inequality (1.8) imply that there exists C > 0 such that
where r = 2α 2 * s (α) . For any k > K, we may find λ k > 0 and
Similar to the proof of Proposition 4.1-(1), we can prove that |x ′ k | ≤ C, so there exists R > 0 such that B R (0)
Finally, we check that {(ũ k ,ṽ k )} k∈N is also a (P S) sequence for I at level c. As the norms inḢ s (R n ) and L 2 * s (α) (R n , |x ′ | −α ) are invariant under the dilation and translation given bỹ
Thus, (5.11)-(5.14) lead to I ′ (ũ,ṽ), (φ, ψ) X = lim k→+∞ I ′ (ũ k ,ṽ k ), (φ, ψ) X = 0. Since γ 1 = γ 2 , we haveũ ≡ṽ. Hence (ũ,ṽ) is a nontrivial weak solution of (1.1).
(II) The case s ∈ (0, 1), β = 0 < α < 2s < n, 2s < m < n and 0 ≤ γ 1 , γ 2 < γ H .
Since α > 0, (1.7) and (1.8) are still effective, so we can get a nontrivial weak solution to (1.1) as above. Notice that S(n, s, 0) is attained provided 0 ≤ γ 1 , γ 2 < γ H .
The extension to some general systems with partial weight
In this Section, we extend the existence results of (1.1) to some general systems. Problem I: let η 1 + η 2 = 2 * s (α) satisfy 1 < η 1 < η 2 < η 1 + α s and consider the existence
n−2s and γ H was defined in Lemma 2.1. Problem II: let η 1 + η 2 = p * (α) satisfy 1 < η 1 < η 2 < η 1 + α and consider the existence
where n ≥ 2, p ∈ (1, n), 0 < α, β < p < m < n, κ 1 , κ 2 <κ := ( m−p p ) p , x = (x ′ , x ′′ ) ∈ R m × R n−m , p * (α) = p(n−α) n−p . Hereκ was defined in formula (12) of [3] .
Then, the following main results hold: Theorem 6.1. Let η 1 + η 2 = 2 * s (α) satisfy 1 < η 1 < η 2 < η 1 + α s . Then system (6.1) possesses at least a nontrivial weak solution provided either (I) s ∈ (0, 1), 0 < α, β < 2s < m < n and γ 1 , γ 2 < γ H or (II) s ∈ (0, 1), β = 0 < α < 2s < m < n and 0 ≤ γ 1 , γ 2 < γ H . Theorem 6.2. Let η 1 + η 2 = p * (α) satisfy 1 < η 1 < η 2 < η 1 + α. Then system (6.2) possesses at least a nontrivial weak solution (u, v) provided either (I) n ≥ 2, p ∈ [2, n), 0 < α, β < p < m < n and κ 1 , κ 2 <κ or (II) n ≥ 2, p ∈ [2, n), β = 0 < α < p < m < n and 0 ≤ κ 1 , κ 2 <κ. Moreover, we have u, v ∈ D 1,p (R n ) ∩ C 1 (R n \ {0}).
Before proving Theorems 6.1-6.2, we set up the following improved Sobolev inequalities: Proposition 6.3. Let s ∈ (0, 1), 0 < α < 2s < n, 2s < m < n, η 1 + η 2 = 2 * s (α) satisfy 1 < η 1 < η 2 < η 1 + α s . There exists C = C(n, m, s, α, η 1 , η 2 ) > 0 such that for any u, v ∈Ḣ s (R n )
Secondly, we verify condition (3.1). Since 2η 1 − t · 2 * s (α) <q < 2η 1 , we can define ρ := 1 − 2η 1 −q 2 * s (α) L 1,n−2s+r (R n ,|y ′ | −r ) . Then, for any θ =q 2 * s (α) satisfyingθ < θ < 2η 1
