Grey wolf Optimizer (GWO) is one of the well known meta-heuristic algorithm for determining the minimum value among a set of values. In this paper, we proposed a novel optimization algorithm called collaborative strategy for grey wolf optimizer (CSGWO). This algorithm enhances the behaviour of GWO that enhances the search feature to search for more points in the search space, whereas more groups will search for the global minimal points. The algorithm has been tested on 23 well-known benchmark functions and the results are verified by comparing them with state of the art algorithms: Polar particle swarm optimizer, sine cosine Algorithm (SCA), multi-verse optimizer (MVO), supernova optimizer as well as particle swarm optimizer (PSO). The results show that the proposed algorithm enhanced GWO behaviour for reaching the best solution and showed competitive results that outperformed the compared meta-heuristics over the tested benchmarked functions.
Introduction
A common mathematical problem in all engineering disciplines is optimization which is finding the best solutions. In nature, optimization algorithms can be deterministic or stochastic. Existing methods for solving optimization problems require huge computational costs, to solve the problem such as stochastic optimization. A better method to solve this optimization problem is using meta-heuristics based on iterative improvement, or a population of solutions (both in evolutionary and swarm algorithms). Meta-heuristic algorithms are used in solving difficult optimization problems in many fields including engineering design, economics, Internet routing and cloud computing: problems such as data migration and resource scheduling. As resources are limited and cost money, an optimal feasible solution is a crucial requirement. Real-world optimization problems vary from nonlinear to multimodal, under different complex constraints. However, finding an optimal solution or even sub-optimal solutions is challenging. Many meta-heuristic algorithms have been proposed. Heuristic approach used in solving complex optimization tasks, especially where traditional methods fail. Heuristics, imitate the strategy of nature, they use a lot of random solutions, which classify them as a special class of randomized algorithms. Meta-heuristic algorithms include: a) choosing the correct representation of the problem; b) assessing the quality of the solution using the fitness function; c) defining operators in such a way as to obtain a new set solutions.
hunting, searching for prey, encircling prey, and attacking prey, are implemented.
Since the particles in the GWO move toward their best position and the best position of the neighborhood or group history, the rapid convergence effect of how the wolf population is formed. The local extreme, premature convergence. At the same time, GWO performance also depends on the algorithm parameters. In order to overcome the above shortcomings, researchers have put forward various enhancement measures. Similar to any metaheuristic the GWO enhancements fields into four categories: initialization, neighborhood topology, parameter selection and hybrid strategy, figure 1 shows the categories of the two enhancements Figure 1 . GWO enhancement research fields
In this paper, we propose an enhanced meta-heuristic algorithm that modifies the behavior of GWO algorithm by enhancing the neighborhood topology and movement strategy to find the optimal solution in the search space; by applying a collaborative strategy for Grey wolf Optimization Algorithm (CSGWO). Applying the collaborative strategy in optimization has been widely used to solve many real-life problems and applications and this inspired us to apply the collaborative strategy behavior during the movement of GWO to enhance its behavior in finding the local and global minimum.
The rest of this paper is organized as follows: section two presents the related work, while section three presents the CSGWO strategy, including the inspiration, pseudocode and the algorithm explanation. Section four presents the experimental results of applying the algorithm on CEC2005 benchmark functions and compares it with state of the art algorithms. Finally section five presents, findings and conclusion.
Related Work
According to Handl & Meyer (2007) , algorithms can be categorized into two groups: the first group of algorithms is inspired by nature and animals' behavior such as ants' methods in building colonies and where researchers followed the same strategy. The second group of algorithms uses techniques such as clustering-methods and data mining. Researchers were inspired by observing wasp nests (Campos et al, 2000) and bee colonies in coming up with a gravitational search algorithm which was named the Bee Colony algorithm by Pham et al., (2005) . This algorithm depends on two kinds of searching for explorative purposes: local and global, and is done through agents with two different types, as can be seen in the bee colony. Bee colonies also inspired the artificial bee colony algorithm by Karaboga in 2005, which is somehow different from the previous one; it consists of employed, onlooker and scout bees: three different kinds of agents which are trying to find food in the surrounding area using varying methods.
The PSO idea was first introduced by then improved by them in the same year . Selvan, S. Easter et al. (2003) , proposed a modified PSO algorithm that was implemented in Proportional Integral Derivative (PID) controller tuning by incorporating some special features in the conventional PSO technique; its usefulness was tested in a common control application involving PID controller tuning. The results obtained for different plant transfer functions confirmed the theoretical predictions. Yu, S. et al. (2012) , proposed a new hybrid PSO (HPSO) to solve the problem that PSO often easily falls into local Al-Sayyed et al., 2017 proposed novel optimization algorithm called POLARPSO that enhances the behavior of PSO and avoids the local minima problem by using a polar function to search for more points in the search space
Collaborative Strategy Grey Wolf Optimizer (CSGWO)
In this section, we first describe the standard GWO algorithm and its pseudocode then we describe the proposed collaborative strategy grey wolf optimizer (CSGWO). The original Grey Wolf Optimizer was first described by Mirjalili (2014) . Grey wolves are considered as apex predators, meaning that they are at the top of the food chain. Grey wolves mostly prefer to live in a pack. The group size is 5-12 on average. Of particular interest is that they have a very strict social dominant hierarchy. The leaders are a male and female, called alphas. The alpha is mostly responsible for making decisions about hunting, sleeping place, time to wake, and so on. The alpha's decisions are dictated to the pack. However, some kind of democratic behaviour has also been observed, in which an alpha follows the other wolves in the pack. In gatherings, the entire pack acknowledges the alpha by holding their tails down. The alpha wolf is also called the dominant wolf since his/her orders should be followed by the pack. The pseudocode of GWO is shown in figure 2.
Figure 2. GWO pseudocode CSGWO introduces a new parameters to improve its convergence performance (Xδ, Xε, and Xζ ). The strategy changes the structure as well as the implemental and computational advantages of the basic GWO. The algorithm Initialize the grey wolf population Xi (i = 1, 2, ..., n) Initialize a, A, and C Calculate the fitness of each search agent Xα=the best search agent Xβ=the second best search agent Xδ=the third best search agent while (t < Max number of iterations) For each search agent Update the position of the current search agent End For ; Update a, A, and C Calculate the fitness of all search agents Update Xα, Xβ, and Xδ t=t+1 end while return Xα consists of two groups of grey wolfs each has its own best position and at each iteration every group search independently with the other group then both groups inform the other group about the best point and best position found the pseudocode of the algorithms is shown in figure 3 . The algorithm consists of a two phases; the first is the initialization phase and the second is the iteration phase.
In the initialization phase, two groups are randomly generated so as to uniformly cover the search space. Each agent in the group maintaining its own fitness value and best position.In the second phase the iteration phase start the two groups exchange information and record two leaders best position value who lead the entire wolf groups algorithmic steps and Pseudo code The Collaborative strategy GWO algorithm is described briefly with the following steps:
Step 1: Initialize the GWO parameters such as search agents (Gs), design variable size (Gd), vectors a, A, C and maximum number of iteration (itermax).
………………………………………………...………………… eq.1
The values of "a" are linearly decreased from 2 to 0 over the course of iterations.
Step 2: Generate two wolves groups randomly based on size. Mathematically, these wolves can be expressed as:
Gn1 Gn2 Gn3 …………. Gnn
Step 3: Estimate the fitness value of each hunt agent using Equations 3, 4 ………………………………………………..………………eq.3 …………………………………………………………………eq.4
Step 4: Identify the best hunt agent (G ), the second best hunt agent (G ) and the third best hunt agent (G ) The Collaborative strategy behaviour improves the GWO search ability at each iteration by employing multi-group search ability. This improvement include more points and polar direction to the particle movement which increased the possibility to find the global minima and avoid the local minima problem. CSGWO increases the ability of exploitation and exploration by exploring more points in the search space. Collaborative strategy includes multiple groups that search in the target search space in different dimensions, the search groups collaborate, and each group optimize the components of its solution vector. The pseudo code for CSGWO is shown in Update Xα, Xβ, and Xδ 
Experiment Parameters
We performed our evaluation on the 23 CEC2005 benchmark functions. The number of iterations performed was 1000. The number of runs per problem was 30, and the average performance and standard deviation of these runs were calculated for evaluation purposes. Table 6 describes the Experimental parameters of the functions. To evaluate the effectiveness of any meta-heuristic algorithm in finding global minima, three major comparison features should be focused on: Exploitation Feature, Exploration Feature and Avoiding Local Minima. The chosen benchmark functions test set has functions that cover these three types, regarding the Exploitation Feature. It can be seen from the results in Table 3 that the CSGWO algorithm has shown very competitive results in functions F1, F2, F3, F4 and F7 with all other algorithms (GWO, SCA, PSO, and MFO). Since the unimodal functions are suitable for benchmarking exploitation, therefore, the results illustrated that CSGWO is better than the compared algorithms in terms of optimum exploitation.
Regarding the Exploration Feature, since the multimodal functions F8 to F20 have many local optima with the number increasing exponentially with dimension, then these functions are suitable to test the exploration behavior of the algorithm. The results of Table 12 to 17 of the compared algorithms showed very strong results for the CSGWO over other algorithms for the basic and the expanded multimodal benchmark functions and excellent results for the Hybrid Composition benchmark functions. Thus it can be inferred that CSGWO has a very good exploration feature.
Regarding Avoidance Local Minima, the Hybrid Composition benchmark functions F15 to F20 are classified as very challenging for any meta-heuristic algorithm because they have a large number of local optima values that have to be avoided. A good algorithm has to avoid them all to reach the global minima, the results showed that the CSGWO exhibits a very competitive result in local minima avoidance, and exploitation features in the Hybrid Composition benchmark functions.
We compared the algorithms and the obtained results for the unimodal benchmark functions we applied student t test to see if the results are significant and the p values of the student T test over 30 runs the reslts for the unimodal benchmark functions F1 to F5 are shown in Table 10 , whereas the significant results has been shaded where p < 0.05. multimodal expanded benchmark functions F8 to F12 t test are shown in Table 11 , on multimodal Basic benchmark functions F13 to F14 displayed in Table 12 , Hybrid Composition benchmark functions F15 to F20 student t test results seen in table 13. Student t test has been applied to have a fair comparison over the 30 runs in order to draw a statistically meaningful conclusion. This statistical test must be done due to the stochastic nature of meta-heuristics. The results of tables 10 and table 11 shows that the proposed algorithm is able to provide very competitive results on the unimodal test functions. The p values also prove that the competitive results are significant in the majority of the results. This testifies that the proposed algorithm has high exploitation ability. Also, the results were almost significant for all of the functions from F1 to F5 for the 30 experiment run. After discussing the exploitation feature of CSGWO in the unimodal test functions, we are going to discuss the exploration feature of CSGWO. To discuss this we will refer to the results obtained from multi-model test function Table 7 to 9. And the significant of the results has been testified using student t test over the tested functions The results showed that the proposed algorithm is able to provide a very good exploration behavior. The results also showed that the CSGWO has a good local optima avoidance. In fact, stagnation in local solutions can be resolved by promoting exploration. local optima avoidance of CSGWO is also competitive as seen in the results of the hybrid Composite test functions that provide a balance between exploration and exploitation features, due to the difficulty of this set of test functions.
Stability of the CSGWO
The standard deviation values for all functions from F1 to F20 shown in Table 18 . except for F8 are all near the zero and this means that CSGWO is stable for the 30 experiments that were performed, the reason for the high standard deviation value of F8 is due to the very large values in the search space; see Fig. 4 . 
Convergence Curve Analysis
To test the speed of the CSGWO in finding the optimal solution of the benchmark functions we drew the converge curve of CSGWO compared to PSO, GWO, SCA and MVO. As shown in 
Conclusion
In this work, we proposed an enhanced optimization technique that is based on the well know PSO algorithm. We called the proposed algorithm CSGWO. We tested our proposed algorithm on the CEC2005 benchmark set problems of 20 test functions classified in four categories: unimodal, multi-modal (basic and expanded) and the new hybrid composite functions. We compared the results recorded for CSGWO with four state-of-the-art metaheuristic optimization algorithms: PSO, GWO, SCA, and MVO. The results showed that CSGWO showed a competitive result in finding the optimum solution and it outperformed the other meta-heuristic algorithms in term of speed of finding the solutions as illustrated in the coverage curve analysis.
