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A COMPLEMENTARY INEQUALITY TO THE INFORMATION
MONOTONICITY FOR TSALLIS RELATIVE OPERATOR ENTROPY
HAMID REZA MORADI1 AND SHIGERU FURUICHI2
Abstract. We establish a reverse inequality for Tsallis relative operator entropy involving a
positive linear map. In addition, we present converse of Ando’s inequality, for each parameter.
We give examples to compare our results with the known results by Furuta and Seo. In
particular, we establish an extension and a reverse of the Lo¨wner-Heinz inequality under certain
condition. Some interesting consequences of inner product spaces and norm inequalities are also
presented.
1. Introduction
This paper continues the study of Tsallis relative operator entropy started in [15]. Let B (H)
be the C∗-algebra of all (bounded linear) operators on a Hilbert space H. The order relation
A ≤ B for A,B ∈ B (H) means that both A and B are self-adjoint and B − A is positive.
Therefore 0 ≤ A means that A is positive. Further, 0 < A means that 0 ≤ A and A is
invertible.
For two invertible positive operators A and B and p ∈ R with p 6= 0, the Tsallis relative
operator entropy Tp (A|B) is defined by
Tp (A|B) :=
A♮pB − A
p
, where A♮pB = A
1
2
(
A−
1
2BA−
1
2
)p
A
1
2 .
In what follows we use the usual symbol ♯p instead of ♮p for the case 0 ≤ p ≤ 1. Also we use ♯
instead of ♯1/2 for simplicity. Here 1H denotes the identity operator on H.
The Tsallis relative operator entropy enjoys the following property for −1 ≤ p ≤ 1 with
p 6= 0 (see [4, Proposition 2.3 ] and [3, Theorem 3.1]):
(1.1) Φ (Tp (A|B)) ≤ Tp (Φ (A) |Φ (B)) ,
where Φ is a unital positive linear map on B (H).
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Furuta proved in [6, Theorem 2.1] the following two reverse inequalities involving Tsallis
relative operator entropy Tp (A|B) via generalized Kantorovich constant K (p):
Let A and B be two positive invertible operators such that 0 < m11H ≤ A ≤ M11H and
0 < m21H ≤ B ≤ M21H. Put m =
m2
M1
, M = M2
m1
, h = M
m
and p ∈ (0, 1]. Let Φ be a unital
positive linear map on B (H). Then the following inequalities hold:
Tp (Φ (A) |Φ (B)) ≤
(
1−K (p)
p
)
Φ (A) ♮pΦ (B) + Φ (Tp (A|B)) ,
and
Tp (Φ (A) |Φ (B)) ≤ F (p) Φ (A) + Φ (Tp (A|B)) ,
where
K (p) =
(hp − h)
(p− 1) (h− 1)
(
(p− 1) (hp − 1)
p (hp − h)
)p
, F (p) =
mp
p
(
hp − h
h− 1
)(
1−K(p)
1
p−1
)
.
There are a few other results in this direction; see, e.g., [5, 11]. In the present paper, we give
alternative bounds for Furuta’s inequalities.
Section 2 presents a reverse inequality of (1.1) when 0 < m1H ≤ 1H ≤ A−
1
2BA−
1
2 ≤
M1H. We also present two inequalities related to Lo¨wner-Heinz inequality. Our main idea,
and technical tool, is Lemma 2.1 below. Most of the results below are rather straightforward
consequences of Lemma 2.1. Section 3, a related but independent complement, gives several
norm and inner product inequalities.
2. Main Results
The following lemma plays a crucial role in our proofs.
Lemma 2.1. Let 0 < m ≤ 1 ≤ t ≤M .
(i) If p ≤ 1 with p 6= 0, then
(2.1) Mp−1 (t− 1) ≤
tp − 1
p
≤ mp−1 (t− 1) .
(ii) If p ≥ 1, then
(2.2) mp−1 (t− 1) ≤
tp − 1
p
≤Mp−1 (t− 1) .
Proof. Assume that f : I → R is a continuous differentiable function such that α ≤ f ′ (t) ≤ β
where α, β ∈ R. It is an evident fact that two functions gα (t) = f (t)−αt and gβ (t) = βt−f (t)
are monotone increasing functions, i.e.,
(2.3) a ≤ b ⇒
{
gα (a) ≤ gα (b)
gβ (a) ≤ gβ (b)
⇔
{
f (a)− αa ≤ f (b)− αb
βa− f (a) ≤ βb− f (b)
,
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for any a, b ∈ [m,M ] ⊆ I where 0 < m ≤M .
Letting f (x) ≡ xp with x ∈ [m,M ] and 0 < p ≤ 1, a little calculation leads to
(2.4) 0 < m ≤ a ≤ b ≤M ⇒
{
ap − pMp−1a ≤ bp − pMp−1b
pmp−1a− ap ≤ pmp−1b− bp
.
Dividing the both sides in two inequalities given in (2.4) by ap and taking t = b
a
, we get
0 <
m
a
≤ 1 ≤ t ≤
M
a
⇒


p
(
M
a
)p−1
(t− 1) ≤ tp − 1
tp − 1 ≤ p
(m
a
)p−1
(t− 1)
.
Setting m
a
and M
a
again m and M respectively, we obtain the desired inequalities in (2.1). For
the case of p < 0, since f(x) = xp is decreasing and we find α = pmp−1 and β = pMp−1 in the
setting of gα(t) = f(t)− αt and gβ(t) = βt− f(t), we get similarly (2.4) which implies (2.1).
For the case of p ≥ 1, since f(x) = xp is increasing and we find α = pmp−1 and β = pMp−1
in the setting of gα(t) = f(t)− αt and gβ(t) = βt− f(t), we get similarly
0 < m ≤ a ≤ b ≤M ⇒
{
ap − pmp−1a ≤ bp − pmp−1b
pMp−1a− ap ≤ pMp−1b− bp
.
This implies the inequalities (2.2).

From the preceding result, one may derive an interesting operator inequality:
Theorem A. Let A,B ∈ B (H) be two positive operators such that 0 < m1H ≤ 1H ≤
A−
1
2BA−
1
2 ≤M1H and Φ be a unital positive linear map on B (H).
(1) If −1 ≤ p ≤ 1 with p 6= 0,
(2.5) Tp (Φ (A) |Φ (B)) ≤ Φ (Tp (A|B)) +
(
mp−1 −Mp−1
)
Φ (B − A) .
(2) If 1 ≤ p ≤ 2,
(2.6) Φ (Tp (A|B)) ≤ Tp (Φ (A) |Φ (B)) +
(
Mp−1 −mp−1
)
Φ (B − A) .
Proof. On account of the first inequality in (2.1) we infer that
Mp−1Φ (B −A) ≤ Φ (Tp (A|B)) ,
and the second one gives
Tp (Φ (A) |Φ (B)) ≤ m
p−1Φ (B −A) .
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Combining above two inequalities with the previous inequality (1.1) for −1 ≤ p ≤ 1 with p 6= 0,
we have the desired inequality (2.5). In the case of p ≥ 1, by (2.2) we infer that
Mp−1Φ (B − A) ≥ Φ (Tp (A|B)) , Tp (Φ (A) |Φ (B)) ≥ m
p−1Φ (B −A) .
We obtain the inequality (2.6), since we have the following relation
Φ (Tp (A|B)) ≥ Tp (Φ (A) |Φ (B)) , 1 ≤ p ≤ 2
which can be shown by the similar way to the proof of [3, Theorem 2.2]. 
Using the same strategy as in the proof of [11, Corollary 2], we get the following converse of
Ando’s inequality Φ (A♯B) ≤ Φ (A) ♯Φ (B) (see [1]), for each parameter.
Corollary 2.1. Let the assumptions of Theorem A be satisfied. Then we have the following
inequalities.
(1) If 0 ≤ p ≤ 1,
Φ (A) ♯pΦ (B) ≤ Φ (A♯pB) + p
(
mp−1 −Mp−1
)
Φ (B −A) .
(2) If −1 ≤ p ≤ 0,
Φ (A) ♮pΦ (B) ≥ Φ (A♮pB) + p
(
mp−1 −Mp−1
)
Φ (B −A) .
(3) If 1 ≤ p ≤ 2,
Φ (A♮pB) ≤ Φ (A) ♮pΦ (B) + p
(
Mp−1 −mp−1
)
Φ (B −A) .
Remark 2.1. Let Φ(X) = 1
dimHTr[X ] and let A, B be density operators (which are positive
operators with unit trace). Then Corollary 2.1 gives Tr[A♯pB] ≥ 1 for 0 ≤ p ≤ 1, and
Tr[A♮pB] ≤ 1 for −1 ≤ p ≤ 0 or 1 ≤ p ≤ 2.
The following two examples illustrate Theorem A and Corollary 2.1 are nontrivial.
Example 2.1. We compare our result with Furuta’s results. We consider 2×2 matrices. Take
Φ (X) = 1
2
Tr [X ], p = 1
2
and
A =
(
2 3
3 5
)
, B =
(
3 4
4 6
)
.
Then the eigenvalues of A and B are respectively 7±3
√
5
2
and 9±
√
73
2
so that we put m1 =
7−3
√
5
2
,
M1 =
7+3
√
5
2
, m2 =
9−
√
73
2
and M2 =
9+
√
73
2
. According to the setting in Introduction, we set
m = m2
M1
≃ 0.0332645, M = M2
m1
≃ 60.1242 and h = M
m
≃ 1807.46. Since the eigenvalues of
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A−
1
2BA−
1
2 are approximately 1 and 2 so that we have the condition m1H ≤ A−1/2BA−1/2 ≤
M1H. Then we calculate the following quantities:
1
2
(
mp−1 −Mp−1
)
Tr [B −A] ≃ 5.35393,
1
2
(
1−K (p)
p
)
Tr[A]1−pTr[B]p ≃ 5.55857,
1
2
F (p)Tr [A] ≃ 12.6413.
This example shows our result is better than Furuta’s ones (at least in this case).
Example 2.2. We also compare our result with Seo’s result [14, Theorem 1]:
Φ (A) ♯pΦ (B)− Φ (A♯pB) ≤ −C (m,M, p)Φ (A) ,
where
C (m,M, p) ≡ (p− 1)
(
Mp −mp
p (M −m)
) p
p−1
+
Mmp −mMp
M −m
,
for 0 ≤ p ≤ 1 and mA ≤ B ≤ MA for some scalar 0 < m ≤ M . Many examples show Seo’s
result is better than ours. However, we can find the example such that our result is better than
Seo’s result in the following. We consider 2× 2 matrices. Setting Φ (X) = 1
2
Tr [X ], p = 1
2
and
A =
(
2 3
3 5
)
, B =
(
2.01 3
3 5.01
)
.
Since the eigenvalues of A−
1
2BA−
1
2 are approximately 1.06854 and 1.001459, we take M = 1.07
and m = 0.999. A little calculation shows that
−C (m,M, p) Φ (A) ≃ 0.000524.
Also we have
p
(
mp−1 −Mp−1
)
Φ (B −A) ≃ 0.0001688.
As an immediate consequence of Corollary 2.1, we have the following result.
Corollary 2.2. Replacing A by 1H and B by A in Corollary 2.1, we get the following inequal-
ities.
(1) If 0 ≤ p ≤ 1, then Φ(A)p ≤ Φ (Ap) + p (mp−1 −Mp−1) (Φ (A)− 1H) .
(2) If −1 ≤ p ≤ 0, then Φ(A)p ≥ Φ (Ap) + p (mp−1 −Mp−1) (Φ (A)− 1H) .
(3) If 1 ≤ p ≤ 2, then Φ(Ap) ≤ Φ(A)p + p (Mp−1 −mp−1) (Φ (A)− 1H) .
6 A Complementary Inequality to the Information Monotonicity ...
We recall the following famous inequality [8, 9]:
Theorem 2.1. (Lo¨wner-Heinz inequality) Let A,B ∈ B (H) be two positive operators. Then
A ≤ B ⇒ Ap ≤ Bp, 0 ≤ p ≤ 1.
It is essential to notice that Lo¨wner-Heinz inequality does not always hold for p > 1.
Using Lemma 2.1 we get a kind of extension and reverse of the Lo¨wner-Heinz inequality
under the assumption ‖A‖1H ≤ B (here ‖A‖ stands for the usual operator norm of A). For
the sake of convenience, we cite a useful lemma which we will use in the below.
Lemma 2.2. Let A be a positive operator.
(i) If 0 ≤ p ≤ 1, then
(2.7) Ap ≤ ‖A‖p1H − p‖A‖
p−1 (‖A‖1H −A) .
(ii) If p ≥ 1 or p ≤ 0, then
(2.8) ‖A‖p1H − p‖A‖
p−1 (‖A‖1H −A) ≤ A
p.
Proof. Since A ≤ ‖A‖ 1H, M = ‖A‖ and A commute with 1H, we can use directly the scalar
inequality ap−pMp−1a ≤ bp−pMp−1b for a ≤ b as a = A and b = ‖A‖ 1H. Then we can obtain
(2.7). (2.8) can be proven by the similar way to use the inequality pmp−1a− ap ≤ pmp−1b− bp
for a ≤ b. 
Now we come to the announced theorem.
Theorem B. Let A,B ∈ B (H) be two positive operators such that ‖A‖ 1H ≤ B.
(1) If 0 ≤ p ≤ 1, then
(2.9) p‖B‖p−1 (B −A) ≤ Bp − Ap.
(2) If p ≥ 1 or p ≤ 0, then
(2.10) Bp − Ap ≤ p‖B‖p−1 (B −A) .
Proof. Replacing a by ‖A‖ and then applying functional calculus for the operator B in the first
inequality in (2.4), we get
‖A‖ 1H ≤ B ≤M1H ⇒
(
‖A‖p − pMp−1 ‖A‖
)
1H ≤ B
p − pMp−1B.
On account of the inequality (2.7), we have
Ap − pMp−1A ≤
(
‖A‖p − pMp−1 ‖A‖
)
1H.
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This is the same as saying
‖A‖1H ≤ B ≤M1H ⇒ A
p − pMp−1A ≤ Bp − pMp−1B.
The choice M = ‖B‖ yields (2.9). By the same method the inequality (2.10) is obvious by
(2.8).

Now, we illustrate Theorem B by the following example.
Example 2.3. Taking A =


3 −1 0
−1 2 1
0 1 1

, B =


9 0 1
0 6 2
1 2 7

. Then, after a straight forwards
computation,
(i) for p = 2
3
Bp − Ap −
(
p‖B‖p−1 (B − A)
)
≃


0.398 0.186 −0.035
0.186 0.541 −0.225
−0.035 −0.225 0.842

 	 0.
(ii) for p = 4
p‖B‖p−1 (B − A)− (Bp − Ap) ≃


14675.664 2845.944 1333.944
2845.944 12145.776 1141.944
1333.944 1141.944 17699.664

 	 0.
(iii) for p = −3
p‖B‖p−1 (B − A)− (Bp −Ap) ≃


2.371 6.373 −8.624
6.373 17.366 −23.62
−8.624 −23.62 32.367

 	 0.
Remark 2.2. Theorem B shows that if ‖A‖1H ≤ B, then
0 ≤
p‖B‖p−1∥∥(B −A)−1∥∥1H ≤ p‖B‖p−1 (B −A) ≤ Bp − Ap, 0 ≤ p ≤ 1.
We compare this with the following result given in [13, Corollary 2.5 (i)]
0 ≤ ‖B‖p1H −
(
‖B‖ −
1∥∥(B −A)−1∥∥
)p
1H ≤ B
p −Ap,
for 0 ≤ p ≤ 1 and 0 ≤ A < B. Since 1 ≤
∥∥B(B − A)−1∥∥ ≤ ‖B‖ ∥∥(B − A)−1∥∥ ≡ s, we show
(2.11) psp−1 ≤ sp − (s− 1)p, 0 ≤ p ≤ 1, s ≥ 1.
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Putting t ≡ 1
s
, the inequality (2.11) is equivalent to the inequality
(1− t)p ≤ 1− pt, 0 ≤ p ≤ 1, 0 < t ≤ 1.
This inequality can be proven by putting fp(t) ≡ 1 − pt − (1 − t)
p and then calculate f ′p(t) =
p {(1− t)p−1 − 1} ≥ 0 which implies fp(t) ≥ fp(0) = 0. The inequality (2.11) thus implies the
relation
p‖B‖p−1∥∥(B − A)−1∥∥1H ≤ ‖B‖p1H −
(
‖B‖ −
1∥∥(B − A)−1∥∥
)p
1H.
3. More Applications of Lemma 2.1
In this section we present many hidden consequences of Lemma 2.1, several of them improving
classical inequalities.
3.1. Some Inequalities in Inner Product Space. The following is an extension of the result
by Mond and Pecˇaric´ [7, Theorem 1.2] for convex functions to differentiable functions.
Theorem C. (A weakened version of Mond-Pecˇaric´ inequality) Let A,B ∈ B (H) such that
0 < m1H ≤ B ≤ A ≤ M1H. If f is a continuous differentiable function such that α ≤ f ′ ≤ β
with α, β ∈ R, then
α 〈(A− B)x, x〉 ≤ 〈f (A)x, x〉 − f (〈Bx, x〉) ≤ β 〈(A−B) x, x〉 ,
for every unit vector x ∈ H.
Proof. We follow a similar path as in the proof of Theorem 3.3 in [12]. Due to relation (2.3),
we have
a1H ≤ A ⇒
{
f (a) 1H − αa1H ≤ f (A)− αA
βa1H − f (a) 1H ≤ βA− f (A)
.
So for all x ∈ H with ‖x‖ = 1, we have
a ≤ 〈Ax, x〉 ⇒
{
f (a)− αa ≤ 〈f (A)x, x〉 − α 〈Ax, x〉
βa− f (a) ≤ β 〈Ax, x〉 − 〈f (A)x, x〉
.
With the substitution a = 〈Bx, x〉 this becomes
〈Bx, x〉 ≤ 〈Ax, x〉 ⇒
{
f (〈Bx, x〉)− α 〈Bx, x〉 ≤ 〈f (A) x, x〉 − α 〈Ax, x〉
β 〈Bx, x〉 − f (〈Bx, x〉) ≤ β 〈Ax, x〉 − 〈f (A) x, x〉
,
which is the desired conclusion. 
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The next theorem will play a role, which was given in [10] in a more general setting.
Theorem 3.1. (Ho¨lder-McCarthy inequality) Let A ∈ B (H) be a positive operator and x ∈ H
be a unit vector.
(1) 〈Apx, x〉 ≤ 〈Ax, x〉p for all 0 < p < 1.
(2) 〈Ax, x〉p ≤ 〈Apx, x〉 for all p > 1.
(3) If A is invertible, then 〈Ax, x〉p ≤ 〈Apx, x〉 for all p < 0.
Using Lemma 2.1, we are able to point out the following reverse and improvement of the
Ho¨lder-McCarthy inequality.
Proposition 3.1. Let A be a positive operator with 0 < m1H ≤ A ≤ M1H and let x ∈ H be a
unit vector.
(1) If 0 < p < 1, then
p
M1−p
(
〈Ax, x〉 − 〈Apx, x〉
1
p
)
≤ 〈Ax, x〉p − 〈Apx, x〉 ≤
p
m1−p
(
〈Ax, x〉 − 〈Apx, x〉
1
p
)
.
(2) If p > 1 or p < 0, then
p
m1−p
(
〈Apx, x〉
1
p − 〈Ax, x〉
)
≤ 〈Apx, x〉 − 〈Ax, x〉p ≤
p
M1−p
(
〈Apx, x〉
1
p − 〈Ax, x〉
)
.
Proof. The first one follows from (2.4) by taking a = 〈Apx, x〉
1
p , b = 〈Ax, x〉 with 0 < p < 1.
The second one is completely similar as that before, so we leave out the details. 
3.2. Norm Inequalities. Let A ∈ B (H). As is well known,
(3.1) ‖A‖ ≤ ‖A‖2 ≤ ‖A‖1,
where ‖·‖, ‖·‖2, ‖·‖1 are usual operator norm, Hilbert-Schmidt norm and trace class norm,
respectively.
As a consequence of the inequality (2.3) we have a refinement and a reverse of (3.1) as follows:
‖A‖ ≤
‖A‖p2 − ‖A‖
p
p ‖A‖p−11
+ ‖A‖ ≤ ‖A‖2 ≤
‖A‖p1 − ‖A‖
p
2
p ‖A‖p−11
+ ‖A‖2 ≤ ‖A‖1, p ≥ 1 or p ≤ 0
and
‖A‖p2 − ‖A‖
p
1
p ‖A‖p−11
+ ‖A‖1 ≤ ‖A‖2 ≤
‖A‖p2 − ‖A‖
p
p ‖A‖p−11
+ ‖A‖ , 0 < p ≤ 1.
More in the same vein as above, if A ∈ B (H), then
r (A) ≤
w(A)p − r(A)p
p‖A‖p−1
+ r (A) ≤ w (A) ≤
‖A‖p − w(A)p
p‖A‖p−1
+ w (A) ≤ ‖A‖ , p ≥ 1 or p ≤ 0
and
w(A)p − ‖A‖p
p‖A‖p−1
+ ‖A‖ ≤ w (A) ≤
w(A)p − r(A)p
p‖A‖p−1
+ r (A) , 0 < p ≤ 1
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where r (A), w (A) and ‖A‖ are the spectral radius, numerical radius and the usual operator
norm of A, respectively. The inequalities above follow from the fact that for any A ∈ B (H),
r (A) ≤ w (A) ≤ ‖A‖ .
The following norm inequalities are well known.
Theorem 3.2. Let A,B be two positive operators.
(1) [2, Theorem IX.2.1] If 0 ≤ p ≤ 1, then
(3.2) ‖ApBp‖ ≤ ‖AB‖p.
(2) [2, Theorem IX.2.3] If p ≥ 1, then
(3.3) ‖AB‖p ≤ ‖ApBp‖ .
The following proposition provides a refinement and a reverse for the inequalities (3.2) and
(3.3). The proof is the same as one of Proposition 2.2 and we omit it.
Proposition 3.2. Let A,B be two positive operators such that 0 < m1H ≤ A,B ≤ M1H.
Then
(3.4)
p
M1−p
(
‖AB‖ − ‖ApBp‖
1
p
)
≤ ‖AB‖p − ‖ApBp‖ ≤
p
m1−p
(
‖AB‖ − ‖ApBp‖
1
p
)
,
for any 0 ≤ p ≤ 1. Moreover, if p ≥ 1, then
(3.5)
p
m1−p
(
‖ApBp‖
1
p − ‖AB‖
)
≤ ‖ApBp‖ − ‖AB‖p ≤
p
M1−p
(
‖ApBp‖
1
p − ‖AB‖
)
.
Remark 3.1. The interested reader can construct other norm (trace and determinant) inequal-
ities using our approach given in Lemma 2.1. We leave the details of this idea to the interested
reader, as it is just an application of our main results.
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