CaMUS (Cahiers Mathématiques de l’Université de Sherbrooke). Volume 1 by unknown
(Cahiers Mathématiques de l’Université de Sherbrooke) 
Revue : CaMUS (Cahiers Mathématiques de l’Université de Sherbrooke) 
Volume : 1 
Année : 2010 
Éditeur : Université de Sherbrooke. Département de Mathématiques 
URI : Repéré à : http://camus.math.usherbrooke.ca/revue.html 
Page vide laissée intentionnellement 
 
 
 
 
Volume 1  Cahiers Mathématiques de  
l’Université de Sherbrooke 
 
 
D. Ait Aoudia 
Caractérisation de la loi normale 
 
1 
D. Francoeur 
Machines à vecteurs de support : une introduction 
 
7 
J.-P. Burelle 
Triangulation minimale de cubes 
 
26 
R. Lareau-Dussault 
La visualisation de la sphère de dimension trois 
 
32 
J.-S. Fraser Martineau et D. Lavertu 
Frises et triangulations de polygones 
 
39 
N. Bureau 
Rotation d'un objet rigide 
 
60 
R. Gagné 
Visualisation de fonctions générant un point de selle multiple 
dans ℝn 
 
69 
F. Dusseault-Bélanger 
Quaternions et rotations 
 
91 
G. Dupont 
Mutations de carquois 
99 
 
i
i
article  2010/11/27  14:33  page 1  #1 i
i
i
i
i
i
CaMUS 1 (2010), 16
Caractérisation de la loi normale
Djilali Ait Aoudia
Résumé. Dans ce travail, nous nous intéressons à deux des caractérisations
les plus célèbres de la loi normale : soient le théorème de Bernstein et celui de
Geary concernant l'indépendance de la moyenne et de la variance expérimen-
tales. Nous présenterons succinctement une approche diérente qui dégage la
structure des moments qui découlent des hypothèses de ces théorèmes.
1. Introduction
La loi normale est l'une des principales lois de distributions de probabilité
formulée par le mathématicien français Abraham de Moivre en 1733 et elle a
été mise en évidence par Gauss au XIXe siècle. L'expérience montre qu'un grand
nombre de caractères physiques, biométriques, peuvent être modélisés avec succès
par une loi normale. Une des explications de ce phénomène est fournie par le
théorème centrale limite. En eet, de nombreux phénomènes sont dûs à l'addition
d'un grand nombre de petites perturbations aléatoires. Dans cette note, nous
revisitons deux des caractérisations les plus célèbres de la loi normale, notamment
celle de Bernstein [1] concernant l'indépendance de X − Y et X + Y lorsque X
et Y sont des variables aléatoires indépendantes, ainsi que celle de Geary [3]
concernant l'indépendance de la moyenne et de la variance expérimentales. Ce
papier a pour objectif de présenter des approches un peu diérentes pour établir
ces résultats en s'appuyant sur le fait qu'une loi normale est caractérisée par ses
moments, ce qui n'est pas vrai en général (voir [2], exemple 2.3.5 page 64).
2. Le théorème de Bernstein
Le théorème ci-dessous dû à Bernstein [1] est l'un des résultats fondamentaux
qui caractérise la loi normale par l'indépendance linéaire, important en particulier
Je tiens à remercier très chaleureusement les Professeurs Éric Marchand et François Perron
pour leurs conseils et leurs commentaires.
c© Université de Sherbrooke
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2 Caractérisation de la loi normale
par son extension et son emploi à des résultats plus généraux.
Théorème 1 (S. Bernstein, 1941)
Soient X et Y deux variables aléatoires indépendantes, alors
(2.1) (U = X − Y indépendant de V = X + Y )⇐⇒

X ∼ N
(
E(X), σ2
)
et
Y ∼ N
(
E(Y ), σ2
)
Démonstration.
La réciproque est un exercice élémentaire. En eet, puisque le vecteur (dans R2)
(U, V ) est gaussien (car toute combinaison linéaire de ses composantes est de loi
gaussienne), pour montrer l'indépendance de U et V , il sut de démontrer que
Cov(U, V ) = 0. Pour cela, on vérie que
Cov(U, V ) = Cov(X − Y,X + Y ) = Var(X)− Var(Y ) = σ2 − σ2 = 0.
Nous proposons deux méthodes pour l'implication : la première s'appuyant sur
le fait qu'une loi normale est caractérisée par ses moments et la deuxième en
exploitant la structure induite sur les fonctions caractéristiques de X et de Y .
Notons d'abord que les conditions du théorème implique que tous les moments
de X et Y existent (voir par exemple [4], Lemme 5.3.2, page 65) et sans perte
de généralité, nous supposons que E[X] = E[Y ] = 0 et E[X2] = σ2.
Première méthode
Commençons par montrer que E [Xn] = [Xn] pour tout n ≥ 0. Nous allons
procéder par récurrence sur n. C'est vrai pour n = 0, 1. Supposons le vrai pour
n = 0, 1, · · · ,m− 1 et montrons le pour n = m. Un calcul simple nous donne
E [Xm − Y m]
= E
[
(X − Y )(Xm−1 +Xm−2Y + · · ·+ Y m−1)
]
= E
[
(X − Y ){(X + Y )m−1 − (X + Y )m−1 +
m−1∑
i=0
Xm−1−iY i}
]
= E
[
(X − Y ){(X + Y )m−1 −
m−1∑
i=0
[
(
m− 1
i
)
− 1]Xm−1−iY i}
]
= E
[
(X − Y )(X + Y )m−1
]
− E
[
(X − Y )
m−1∑
i=0
Ai,mX
m−1−iY i
]
avec
Ai,m = [
(
m− 1
i
)
− 1] = Am−i−1,m.
Mais d'une part, par l'indépendance de X − Y et X + Y , on a
E
[
(X − Y )(X + Y )m−1
]
= [E(X)− E(Y )]E
[
(X + Y )m−1
]
= 0.
i
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D. Ait Aoudia 3
D'autre part, par l'hypothèse de récurrence, on a bien
E[(X − Y )(
m−1∑
i=0
Ai,nX
m−1−iY i)]
= E
[
m−1∑
i=1
Ai,mX
m−iY i
]
− E
[
m−1∑
i=0
Ai,mX
m−i−1Y i+1
]
=
m−1∑
i=0
E
[
Ai,mX
m−iY i
]
−
m−1∑
i=0
E
[
Am−i−1,mX
iY m−i
]
=
m−1∑
i=0
E
[
Ai,nX
m−iY i
]
−
m−1∑
i=0
E
[
Ai,mX
iY m−i
]
=
m−1∑
i=0
Ai,m
(
E
[
Xm−i
]
E
[
Y i
]
− E
[
Xi
]
E
[
Y m−i
])
{indépendance}
= 0 { hypothèse de récurrence}.
Ainsi, on conclut que
E [Xm − Y m] = 0 et E [Xn] = E [Y n] = 0 pour toutn ≥ 0.
Maintenant, soient Z1 et Z2 deux variables aléatoires indépendantes de loi nor-
male centrée et E
[
Z2i
]
= σ2. Donc pour montrer le théorème, il sut de montrer
que E [Xn] = E [Zn1 ] pour tout n ≥ 0. C'est vrai pour n = 0, 1. Supposons le vrai
pour n = 0, 1, · · · ,m et montrons le pour n = m+ 1,m > 1. On a
E
[
Xm+1 + Y m+1
]
= E
[
(X + Y )m−1
{
(X − Y )2 + 4XY
}
−
{
(X + Y )m+1 − (Xm+1 + Y m+1)
}]
= E
[
(X + Y )m−1(X − Y )2 −
m∑
k=1
amkX
kY m+1−k
]
= E
[
(X + Y )m−1
]
E
[
(X − Y )2
]
−
m∑
k=1
amkE
[
Xk
]
E
[
Y m+1−k
]
= E
[
(Z1 + Z1)
m−1]E [(Z1 − Z2)2]
−
m∑
k=1
amkE
[
Zk1
]
E
[
Zm+1−k2
]
= E
[
(Z1 + Z1)
m−1(Z1 − Z2)2 −
m∑
k=1
amkZ
k
1Z
m+1−k
2
]
= E
[
Zm+11 + Z
m+1
2
]
,
avec amk =
(
m+1
k
)
− 4
(
m−1
k−1
)
pour 1 ≤ k ≤ m.
Et le théorème est démontré, en s'appuyant sur le fait que la loi normale est
i
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4 Caractérisation de la loi normale
caractérisée par ses moments (voir par exemple [4], corollary 2.3.3 ).
Deuxième méthode
Soient
φ(t) = E[eitX ] = E[eitY ], V = X + Y et W = (X − Y )2.
Il vient
(a) E[WeitV ] = E[(X2 − 2XY + Y 2)eit(X+Y )]
= E[X2eitX ]︸ ︷︷ ︸
−φ′′ (t)
E[eitY ]︸ ︷︷ ︸
φ(t)
−2E[XeitX ]︸ ︷︷ ︸
−iφ′ (t)
E[Y eitY ]︸ ︷︷ ︸
−iφ′ (t)
+E[Y 2eitY ]︸ ︷︷ ︸
−φ′′ (t)
E[eitX ]︸ ︷︷ ︸
φ(t)
= −2φ′′(t)φ(t) + 2(φ′(t))2,
(b) E[WeitV ] = E[W ]E[eitV ] (indépendance)
= E[(X − Y )2]E[eit(X+Y )]
= E[(X2 − 2XY + Y 2)]E[eit(X+Y )]
= [E(X2)− 2E(X)E(Y ) + E(Y 2)]E[eitX ]E[eitY ]
= 2σ2(φ(t))2,
(2.2) (a) + (b) =⇒

−φ′′(t)φ(t) + (φ′(t))2 = σ2(φ(t))2
et
φ(0) = 1, φ
′
(0) = 0
(2.3) =⇒

(
φ
′
φ
)′
= −σ2
et
φ(0) = 1, φ
′
(0) = 0
=⇒ φ(t) = e
−σ2t2
2 2
3. Le théorème de Geary
La caratérisation de la loi normale par l'indépendance de la moyenne et de
la variance est donnée par le théorème suivant dû à R.C. Geary [3].
Théorème 2 (R.C. Geary, 1936)
Soient X1, . . . , Xn des variables aléatoires indépendantes de même loi et de vari-
ances nies. On pose
X =
∑n
i=1Xi
n
et S2 =
∑n
i=1(Xi −X)2
n
.
Alors{
X indépendant de S2
}
⇐⇒
{
Xi ∼ N (µ, σ2), i = 1, 2, · · · , n
}
.
i
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D. Ait Aoudia 5
Démonstration.
Notons que notre démonstration se compare à celle de Quine [7], mais elle est un
peu plus directe. L'approche que nous présentons est analogue à la deuxième dé-
monstration ci-dessus du résultat de Bernstein. En eet, sans perte de généralité,
nous supposons d'abord (voir Remarque à la suite de la démonstration) que
E[Xi] = 0 et E[X2i ] = σ2, i = 1, 2, · · · , n.
On a d'abord E[XiXj ] = 0, ∀i 6= j et
nS2 = n
∑n
i=1(Xi −X)2
n
=
n∑
i=1
X2i − nX
2
=
n∑
i=1
X2i −
1
n
(
n∑
i=1
Xi)
2 = (1− 1
n
)
n∑
i=1
X2i −
2
n
∑
i<j
XiXj
et ainsi le résultat bien connu
E[nS2] = (n− 1)σ2.
On a aussi
(c) E[nS2eitnX ] = E[nS2]E[eitnX ]
= E[nS2]E[eit
∑n
j=1Xj ]
= (n− 1)σ2 E[eitX1 ]︸ ︷︷ ︸
φ(t)
E[eitX2 ]︸ ︷︷ ︸
φ(t)
· · ·E[eitXn ]︸ ︷︷ ︸
φ(t)
= (n− 1)σ2φn(t),
(d) E[nS2eitnX ] =E
(1− 1
n
)
n∑
j=1
X2j −
2
n
∑
j<k
XjXk
 eit∑nj=1Xj

= (1− 1
n
)
∑
j
E
[
X2j e
itXjeit
∑
k 6=j Xk
]
︸ ︷︷ ︸
−φ′′ (t)φn−1(t)
− 2
n
∑
j<k
E
[
Xje
itXjXke
itXkeit
∑
h 6=j,kXh
]
︸ ︷︷ ︸
−φ′2(t)φn−2(t)
= −(1− 1
n
)nφ
′′
(t)φn−1(t) +
2
n
n(n− 1)
2
φ
′2(t)φn−2(t),
et donc
(c) + (d) =⇒ −φ′′φ+ (φ′)2 = σ2φ2 =⇒ φ(t) = e
−σ2t2
2 .
La réciproque est mieux connue et élémentaire. Soient X1, · · · , · · · , Xn des
variables aléatoires indépendantes de même loi normale avec V(X1) = σ2. Pour
montrer que X et S2 sont indépendantes, il sut de montrer que X est indépen-
dante du vecteur M = (X1 −X, . . . ,Xn −X), puisque S2 est M -mesurable. Or
le vecteur (X,X1−X, · · · , Xn−X) est gaussien (car toute combinaison linéaire
de ses composantes est une combinaison linéaire des Xi), et ainsi pour démontrer
i
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6 Caractérisation de la loi normale
l'indépendance de X etM , il sut de vérier que Cov(X,Xi−X) = 0 pour tout
i. Pour cela, on calcule
Cov(X,Xi) = Cov(
1
n
n∑
i=1
Xi, Xi)
=
1
n
Cov(Xi, Xi)
=
σ2
n
,
et donc
Cov(X,Xi −X) = Cov(X,Xi)− Var(X)
=
σ2
n
− σ
2
n
= 0,
d'où le résultat. 2
Remarques
1) Si E[Xi] = m 6= 0, on peut poser Li = Xi −m et L = X −m. Alors, on
a que
S2 =
∑n
i=1(Li − L)2
n
,
que l'indépendance de S2 et X équivaut à l'indépendance de S2 et L, et on peut
donc prendre µ = 0 sans perte de généralité.
2) Le théorème de Geary est une généralisation de celui de Bernstein car, pour
n = 2, X = X1 +X2 et S
2 = (X1 −X2)2/2.
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Machines à vecteurs de supportUne
introduction
Dominik Francoeur
Résumé. Les machines à vecteurs de support, ou SVM (Support Vector
Machines), sont une méthode relativement récente de résolution de problèmes
de classication (trier des individus en fonction de leurs caractéristiques) qui
suscite beaucoup d'intérêt, à la fois pour son élégance et ses bonnes perfor-
mances. Cet article explique leur fonctionnement, puis préente une importante
variante, indispensable à l'application de la méthode en pratique.
La classication consiste à classer des individus en fonction de certaines de
leurs caractéristiques. Il existe diérents types de classication, mais un des plus
intuitifs et des plus utilisés est la classication supervisée. L'idée de la classica-
tion supervisée est d'apprendre une règle de classement à partir d'un ensemble
de données dont le classement est déjà connu. Une fois la règle apprise, il est
possible de l'appliquer pour catégoriser de nouvelles données, dont le classement
est inconnu. Les machines à vecteurs de support, ou SVM (Support Vector Ma-
chines), sont une technique relativement récente (elles ont été introduites en
1992 par Vladimir Vapnik, Bernhard Boser et Isabelle Guyon) de classication
supervisée qui suscite beaucoup d'intérêt pour ses bonnes performances dans un
large éventail d'applications pratiques.
Cet article constitue une introduction aux machines à vecteurs de support.
Après la présentation de certains éléments essentiels de la théorie de l'optimisa-
tion, leur fonctionnement sera expliqué, d'abord dans le cas simple où les données
sont linéairement séparables, puis dans le cas général où elles ne le sont pas néces-
sairement. Enn, le concept de marge souple, très important pour l'utilisation
des SVM dans la pratique, sera introduit.
J'aimerais remercier le CRSNG pour leur support nancier, ainsi que Jessica Lévesque
pour son support et ses nombreuses révisions de mon article.
© Université de Sherbrooke
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8 SVM, une introduction
1. Éléments de la théorie de l'optimisation
1.1. Introduction à l'optimisation
Soit f une fonction dérivable dénie sur un domaine ouvertD dont on cherche
à connaître le minimum. Supposons que ce minimum est atteint au point x∗, c'est-
à-dire que f(x∗) ≤ f(x) pour tout x ∈ D. Alors, nécessairement, f ′(x∗) = 0. Par
conséquent, an de déterminer le minimum de la fonction f , il sut de considérer
les points où la dérivée de f s'annule.
Cependant, supposons maintenant que le problème ne soit plus simplement
de déterminer le minimum de la fonction f , mais plutôt de trouver le point x qui
minimise la valeur de f(x) tout en respectant aussi la contrainte g(x) = 0, où g
est aussi une fonction dénie sur le domaine D. Dans ce cas, ce point n'annulera
pas nécessairement la dérivée de f , puisque l'ajout de la contrainte restreint f à
un ensemble S = {x ∈ D : g(x) = 0} et que le point qui minimise f dans S ne
la minimise pas nécessairement dans D.
Le but de l'optimisation est de trouver une solution à un tel problème. De
manière générale, un problème d'optimisation est un problème dans lequel on
cherche un point qui minimise ou qui maximise une certaine fonction et qui est
sujet à certaines contraintes. Il s'agit donc d'un problème s'écrivant ainsi :
Minimiser f(x) pour x ∈ D sujet à
{
gi(x) ≤ 0 i = 1, . . . , k,
hj(x) = 0 j = 1, . . . ,m.
La fonction f est appelée la fonction objectif, les fonctions gi (i = 1, . . . , k)
sont appelées les contraintes d'inégalité et les fonctions hj (j = 1, . . . ,m) sont
appelées les contraintes d'égalité. Puisque maximiser f(x) est équivalent à min-
imiser −f(x) et que toutes les contraintes peuvent être réécrites soit sous la
forme g(x) ≤ 0 ou sous la forme h(x) = 0, tous les problèmes d'optimisation
peuvent s'écrire sous la forme ci-dessus.
1.2. La convexité
Introduisons maintenant quelques dénitions. Un ensemble D ⊆ Rn est dit
convexe si pour tout x1,x2 ∈ D et pour tout θ ∈]0, 1[,
(θx1 + (1− θ)x2) ∈ D.
Une fonction f : D → R est dite convexe si pour tout x1,x2 ∈ D (où D est
un ensemble convexe) et pour tout θ ∈]0, 1[,
f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2).
On dit que la fonction f est strictement convexe si l'inégalité précédente est
stricte.
Enn, un problème d'optimisation est dit convexe si le domaineD, la fonction
objectif et toutes les contraintes sont convexes.
La convexité possède une propriété très intéressante qui sera essentielle plus
loin : si f est une fonction convexe et x∗ un point tel que
∂f(x∗)
∂x
= 0,
alors x∗ est un minimum global de f . De plus, si f est strictement convexe,
alors x∗ est l'unique point où f atteint ce minimum global (voir [1] pour la
i
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Figure 1. Une fonction convexe
démonstration). Notons qu'ici et pour le reste de ce texte, si x = (x1, . . . , xn),
alors
∂f(xa)
∂x
=
(
∂f(xa)
∂x1
, . . . ,
∂f(xa)
∂xn
)
.
1.3. La dualité et le théorème de Kuhn-Tucker
Considérons le problème d'optimisation suivant :
minimiser f(x) pour x ∈ D sujet à
{
gi(x) ≤ 0 i = 1, . . . , k,
hj(x) = 0 j = 1, . . . ,m
où D ⊆ Rn, f : D → R est la fonction objectif, gi : D → R (i = 1, . . . , k)
sont les contraintes d'inégalité et hj : D → R (j = 1, . . . ,m) sont les contraintes
d'égalité. À partir de ce problème, il est possible de dénir la fonction suivante,
appelée le Lagrangien :
L(x,α,β) = f(x) +
k∑
i=1
αigi(x) +
m∑
j=1
βjhj(x) = f(x) + α
Tg(x) + βTh(x)
où αi, βj ∈ R (i = 1, . . . , k, j = 1, . . . ,m), α = (α1, . . . , αk), β = (β1, . . . , βm),
g(x) = (g1(x), . . . , gk(x)) et h(x) = (h1(x), . . . , hm(x)). Les constantes αi (i =
1, . . . , k) et βj (j = 1, . . . ,m) sont appelées les multiplicateurs de Lagrange.
Il est possible d'utiliser le Lagrangien pour construire un nouveau problème
d'optimisation, appelé le problème dual, qui possède des liens très intéressants
avec le problème original, que nous appellerons dorénavant le problème primal.
Considérons la fonction
θ(α,β) = inf
x∈D
L(x,α,β).
Il s'agit d'une fonction qui prend la valeur minimale du Lagrangien pour un α
et un β donnés. Soumettons maintenant cette fonction à la contrainte α ≥ 0.
Alors, si (α,β) respecte cette contrainte,
θ(α,β) ≤ f(x)
i
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10 SVM, une introduction
pour tout x ∈ D tel que gi(x) ≤ 0 (i = 1, . . . , k) et hj(x) = 0 (j = 1, . . . ,m).
En eet, θ(α,β) = inf
u∈D
L(u,α,β)
≤ L(x,α,β)
= f(x) + αTg(x) + βTh(x)
≤ f(x)
puisque h(x) = 0 et g(x) ≤ 0, et α ≥ 0.
Une conséquence immédiate de ce fait est que la valeur maximale que peut
prendre θ(α,β) en respectant la contrainte α ≥ 0 est bornée supérieurement par
la valeur minimale du problème primal, c'est-à-dire que
sup {θ(α,β) : α ≥ 0} ≤ inf {f(x) : g(x) ≤ 0,h(x) = 0} .
Par conséquent, s'il existe une solution réalisable x∗ du problème primal telle
que f(x∗) = θ(α∗,β∗), avec (α∗,β∗) ∈ Rl+m et α∗ ≥ 0, alors x∗ correspond au
minimum du problème primal et (α∗,β∗) correspond au maximum de θ(α,β)
sujette à la contrainte α ≥ 0.
Ceci amène à dénir ainsi un problème d'optimisation dual :
maximiser θ(α,β) sujet à α ≥ 0.
Si la valeur maximale du problème dual correspond à la valeur minimale du
problème primal, alors il est possible de résoudre le problème dual pour découvrir
la solution du problème primal. Cependant, en général, il n'est pas toujours
certain que les solutions du problème primal et du problème dual coïncident. Il
peut en eet exister un écart de dualité (duality gap) entre les deux solutions.
Cependant, le théorème de la dualité forte assure que dans le cas où la fonction
f est convexe et où les contraintes sont des fonctions anes, c'est-à-dire qu'elles
sont de la forme Ax + b, avec A une matrice et b un vecteur, l'écart de dualité
est nul, et donc la valeur maximale du problème dual correspond à la valeur
minimale du problème primal.
Ceci permet d'établir des conditions nécessaires et susantes pour qu'une
solution du problème primal soit optimale. Ces conditions sont présentées dans
le théorème de Karush-Kuhn-Tucker.
Théorème de Karush-Kuhn-Tucker : Soit un problème d'optimisation con-
vexe de domaine D ⊆ Rn :
minimiser f(x) pour x ∈ D sujet à
{
gi(x) ≤ 0 i = 1, . . . , k,
hj(x) = 0 j = 1, . . . ,m
i
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avec f ∈ C1 et toutes les contraintes anes. Alors, un point x∗ est un optimum
si et seulement si il existe des vecteurs α∗, β∗ tels que
∂L(x∗,α∗,β∗)
∂x
= 0,
∂L(x∗,α∗,β∗)
∂β
= 0,
α∗i gi(x
∗) = 0, i = 1, . . . , k,
gi(x
∗) ≤ 0, i = 1, . . . , k,
α∗i ≥ 0, i = 1, . . . , k. 
Ces conditions correspondent à imposer l'existence d'une solution réalisable du
dual ayant la même valeur. En eet, imposer
∂L(x∗,α∗,β∗)
∂x
= 0
revient à s'assurer que θ(α∗,β∗) = infx∈D L(x,α∗,β
∗) = L(x∗,α∗,β∗), puisque
le minimum du Lagrangien sans contrainte est atteint lorsque sa dérivée est
nulle. En eet, puisque la fonction objectif est une fonction convexe et que les
contraintes sont des fonctions anes, il est simple de vérier que le Lagrangien
est une fonction convexe. Or, on a vu que tout point qui annule la dérivée d'une
fonction convexe est un minimum global de cette fonction. Par conséquent, le
minimum du Lagrangien sans contraintes est bien atteint lorsque sa dérivée est
nulle.
Les conditions ∂L(x
∗,α∗,β∗)
∂β = 0 et gi(x
∗) ≤ 0, i = 1, . . . , k sont simplement
les contraintes du problème primal (remarquons que dériver le Lagrangien par
rapport à βj donne hj), et visent seulement à assurer que la solution est réalisable
pour le problème primal. Ensuite, la condition α∗ ≥ 0 assure que (α∗,β∗) est
une solution réalisable du dual. Enn, la condition α∗i gi(x
∗) = 0 pour tout i =
1, . . . , k, appelée la condition complémentaire de Karush-Kuhn-Tucker, assure
que θ(α∗,β∗) = f(x∗). En eet, on a alors βjhj(x∗) = 0 pour tout j = 1, . . . ,m
et α∗i gi(x
∗) = 0 pour tout i = 1, . . . , k. Par conséquent,
f(x∗) = f(x∗) + α∗Tg(x∗) + β∗Th(x∗) = L(x∗,α∗,β∗) = θ(α∗,β∗).
Comme f(x∗) = θ(α∗,β∗), x∗ est une solution optimale pour le problème
primal et (α∗,β∗) est une solution optimale pour le dual. Les conditions de
Karush-Kuhn-Tucker peuvent être très utiles pour vérier si une solution est
optimale.
2. Machines à vecteurs de support pour données
linéairement séparables
2.1. Introduction aux machines à vecteurs de support
Maintenant que certains éléments importants de la théorie de l'optimisation
ont été présentés, nous sommes en mesure d'introduire les machines à vecteurs
de support. Les machines à vecteurs de support (SVM) sont un algorithme dont
le but est de résoudre les problèmes de discrimination à deux classes. On appelle
i
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problème de discrimination à deux classes un problème dans lequel on tente de
déterminer la classe à laquelle appartient un individu (individu est ici employé
au sens de constituant d'un ensemble) parmi deux choix possibles. En réalité,
plusieurs méthodes ont été suggérées pour étendre l'application des SVM aux
problèmes de discrimination à plus de deux classes (voir par exemple [3] et [4]),
et il existe aussi une modication qui permet de les utiliser pour la régression
(voir notamment [2] et [6]), mais nous nous concentrerons ici sur les problèmes
de discrimination à deux classes.
Pour ce faire, on utilise les caractéristiques connues de cet individu. Ces n
caractéristiques sont représentées par un vecteur x ∈ Rn. La classe à laquelle
appartient l'individu est représentée par y ∈ {−1, 1}, où une des classes possible
est représentée par −1 et l'autre par 1. Par conséquent, avec cette notation, le
problème est de déterminer la valeur de y en se servant de x.
Pour y parvenir, les machines à vecteurs de support utilisent un ensemble de
données pour lesquelles le classement est déjà connu et s'en servent pour con-
struire une règle qui permet d'eectuer une bonne classication. Cet ensemble de
données est appelé l'ensemble d'apprentissage. La règle trouvée avec l'ensemble
d'apprentissage doit être la plus générale possible, puisqu'il faut aussi qu'elle soit
bonne pour de nouvelles données qui n'étaient pas dans l'ensemble d'apprentis-
sage. Nous présentons ici comment les SVM font pour trouver cette règle dans
le cas le plus simple possible, c'est-à-dire le cas où les données sont linéairement
séparables. Les autres cas seront traités dans les sections 3 et 4.
2.2. Hyperplan séparateur
Supposons que nous disposons d'un ensemble d'apprentissage de l données de
la forme (xi, yi) ∈ Rn×{−1, 1} (i = 1, . . . , l), dont nous voulons nous servir pour
déterminer une règle permettant de classer les données. Supposons aussi que ces
données sont linéairement séparables, c'est-à-dire qu'il existe un hyperplan dans
Rn tel que toutes les données appartenant à la classe 1 se retrouvent d'un côté
de l'hyperplan alors que celles de la classe −1 se situent de l'autre côté.
Figure 2. Des données linéairement séparables
Plus formellement, les données sont dites linéairement séparables s'il existe
un hyperplan
w · x + b = 0
i
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tel que w ·x+ b > 0 pour tout x appartenant à la classe 1, et w ·x+ b < 0 pour
tout x appartenant à la classe −1, avec w = (w1, . . . , wn) ∈ Rn le vecteur des
coecients de l'hyperplan et b ∈ R un scalaire appelé le biais (remarquons que
tout hyperplan peut s'écrire sous cette forme). Nous dirons d'un tel hyperplan
qu'il sépare les données.
Sous l'hypothèse que les données sont linéairement séparables, trouver une
règle pour les classer est très simple. En eet, il sut de prendre un hyperplan
qui sépare les classes, puis de classer les données selon le côté de l'hyperplan où
elles se trouvent. Plus formellement, soit
w · x + b = 0
un hyperplan qui sépare les données. Alors, il sut d'utiliser la fonction suivante
(parfois appelée la fonction indicatrice) pour eectuer la classication :
Classe (x) = signe (w · x + b),
où
signe (w · x + b) =
 −1 si w · x + b < 00 si w · x + b = 0
1 si w · x + b > 0
Cette fonction classe les données par rapport au côté de l'hyperplan où elles
se trouvent. On remarque que si un ensemble de données est séparé par un hy-
perplan, il sera parfaitement classé par cette fonction. Notons que si une donnée
est directement sur l'hyperplan (ce qui peut arriver en considérant des données
qui ne sont pas dans l'ensemble d'apprentissage), elle sera assignée à la classe
0, ce qui signie qu'elle ne peut être classée par le modèle actuel. Dans ce cas,
il est possible de la laisser inclassée, d'utiliser une autre règle ou de l'assigner
aléatoirement à l'une des deux classes.
Figure 3. Il existe une innité d'hyperplans pouvant séparer les données
Grâce à la fonction indicatrice, on constate qu'il sut de trouver un hyper-
plan qui sépare les données pour déterminer une règle permettant de les classer.
Cependant, si les données sont linéairement séparables, il existe une innité d'hy-
perplans qui peuvent servir de séparateurs. L'idée des machines à vecteurs de sup-
port est de choisir le meilleur hyperplan, c'est-à-dire celui qui donnera la règle
i
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qui se généralisera le mieux à d'autres données que celles de l'ensemble d'appren-
tissage. An de déterminer ce qui caractérise le meilleur hyperplan, introduisons
le concept de marge.
2.3. Marge et hyperplan canonique
Dénissons la marge d'un hyperplan comme étant la distance entre l'hyper-
plan et la donnée la plus proche. Plus formellement, si dist (x,w, b) représente la
distance euclidienne entre le point x et l'hyperplan w · x + b = 0, alors la marge
M est dénie ainsi :
M = min {dist (xi,w, b) : i = 1, . . . , l}
où les xi sont les données de l'ensemble d'apprentissage. Par abus de langage,
nous dirons dans ce texte qu'un point se trouve sur la marge si sa distance avec
l'hyperplan correspond exactement à la marge.
Figure 4. La marge
D'après un résultat de la théorie de l'apprentissage statistique, l'hyperplan
qui aura la meilleure généralisation est celui qui possède la plus grande marge
(le lecteur intéressé pourra consulter [2] et [5] pour plus de détails). Ce concept
est à la base des machines à vecteurs de support. Dans le cas le plus simple,
c'est-à-dire celui où les données sont linéairement séparables, les SVM trouvent
l'hyperplan qui sépare les données avec la plus vaste marge possible, puis utilisent
cet hyperplan pour classer de nouvelles données à l'aide de la fonction indicatrice
donnée plus haut.
Toutefois, le problème de trouver l'hyperplan avec la marge maximale est
mal posé, puisqu'il existe en réalité une innité de manières diérentes d'écrire
le même hyperplan. En eet, supposons que l'hyperplan
w · x + b = 0
soit un hyperplan dont la marge est maximale, et soit λ ∈ R+ \ {0}. Alors,
l'hyperplan
λw · x + λb = 0
est en réalité le même hyperplan et sépare les données, puisque λ est positif.
Par conséquent, λw · x + λb = 0 correspond aussi à l'hyperplan dont la marge
est maximale, mais possède un vecteur des coecients et un biais diérents (si
λ 6= 1).
i
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Le nombre inni de manières d'écrire la solution du problème de l'hyperplan
avec la plus vaste marge complique sa résolution. An de rendre le problème bien
posé, introduison le concept d'hyperplan canonique. Un hyperplan w · x + b = 0
est dit canonique si
min {|w · xi + b| : i = 1, . . . , l} = 1,
où les xi sont les données d'apprentissage.
On peut montrer que ce minimum correspond aux données qui sont directe-
ment sur la marge.
On peut aussi montrer que tout hyperplan qui sépare les données peut s'écrire
sous forme canonique et qu'il n'existe qu'une seule façon d'écrire un hyperplan
pour qu'il soit canonique. Ainsi, en ne considérant que les hyperplans canoniques,
chaque hyperplan s'écrit de manière unique. De plus, il n'existe qu'un seul hyper-
plan pour lequel la marge est maximale. Ceci deviendra évident un peu plus loin,
puisque le vecteur des coecients de l'hyperplan sera exprimé comme étant le
point qui minimise une fonction strictement convexe (rappelons que les fonctions
strictement convexes n'ont qu'un unique minimum global). Par conséquent, en
ne considérant que les hyperplans canoniques, le problème de trouver l'hyperplan
avec la plus grande marge est bien posé.
2.4. Trouver l'hyperplan
On peut montrer que pour un hyperplan canonique w · x + b = 0, la marge
M est donnée par l'expression
M =
1
‖w‖
,
où ‖w‖ =
√
w21 + · · ·+ w2n. On voit donc que plus ‖w‖ est petite, plus la marge
de l'hyperplan canonique correspondant est grande. Ainsi, an de trouver l'hy-
perplan qui sépare le mieux les données, il faut trouver celui qui respecte les
conditions d'un hyperplan canonique et pour lequel ‖w‖ est minimale.
La recherche du meilleur hyperplan peut donc s'écrire sous la forme du prob-
lème d'optimisation suivant :
minimiser ‖w‖ sujet à yi(w · xi + b) ≥ 1, i = 1, . . . , l.
Les contraintes yi(w · xi + b) ≥ 1, i = 1, . . . , l assurent d'une part que l'hy-
perplan sépare les données correctement, et d'autre part qu'il est canonique. En
eet, yi(w ·xi + b) > 0 si et seulement si signe (w · xi + b) = yi, donc si et seule-
ment si xi est du bon côté de l'hyperplan. Ainsi, l'hyperplan doit correctement
séparer les données. Ensuite, on peut montrer qu'imposer yi(w · xi + b) ≥ 1 as-
sure que pour toutes les données qui ne sont pas sur la marge, |w · xi + b| > 1
et que |w · xi + b| = 1 pour les données sur la marge, donc que l'hyperplan est
canonique.
Nous avons ainsi formulé un problème d'optimisation dont la solution op-
timale est l'hyperplan canonique séparant les données avec la plus vaste marge
possible. Cependant, il est possible de formuler un problème équivalent, mais
avec une fonction objectif plus simple. En eet, comme
‖w‖ =
√
w ·w,
i
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minimiser ‖w‖ est équivalent à minimiserw·w. Évidemment, minimiser w·w est
équivalent à minimiser 12w ·w (cette petite modication permet d'éviter d'avoir
une constante dans la représentation duale du problème, comme nous le verrons
un peu plus loin). Par conséquent, an de trouver l'hyperplan canonique qui
sépare les données avec la plus grande marge possible, il sut de résoudre le
problème d'optimisation suivant :
minimiser
1
2
w ·w sujet à yi(w · xi + b) ≥ 1, i = 1, . . . , l.
Une propriété très intéressante de ce problème est que
f(w) = w ·w = w21 + · · ·+ w2n
est une fonction strictement convexe. Ceci assure qu'il n'y a pas de minimum
relatif et qu'il n'existe qu'une unique solution optimale.
2.5. Représentation duale
Il serait possible de résoudre le problème d'optimisation ci-dessus directe-
ment. Toutefois, sa représenta-tion duale possède des propriétés très intéressantes
qui auront des répercussions majeures lorsque nous considérerons les machines à
vecteurs de supports pour le cas où les données ne sont pas linéairement sépara-
bles.
Commençons tout d'abord par écrire le Lagrangien. Pour ce faire, il est néces-
saire de réécrire les contraintes ainsi :
−(yi(w · xi + b)− 1) ≤ 0, i = 1, . . . , l.
Le Lagrangien est
L(w, b,α) =
1
2
w ·w −
l∑
i=1
αi(yi(w · xi + b)− 1).
Il faut maintenant calculer la fonction objectif du problème dual. Rappelons
que cette fonction correspond à la valeur minimale du Lagrangien pour un α
donné. Or, ce minimum correspond au point où la dérivée du Lagrangien par
rapport aux variables du primal est nulle. On a donc ainsi
∂L(w, b,α)
∂w
= w −
l∑
i=1
αiyixi = 0,
∂L(w, b,α)
∂b
= −
l∑
i=1
αiyi = 0,
ce qu'il est possible de réécrire de cette manière :
w =
l∑
i=1
αiyixi et
l∑
i=1
αiyi = 0.
i
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Utilisons ces équations pour réécrire le Lagrangien minimal uniquement en
fonction des variables duales :
minw L(w, b,α) =
1
2
w ·w −
l∑
i=1
αi(yi(w · xi + b)− 1)
=
l∑
i=1
αi −
1
2
l∑
i=1
l∑
j=1
(αiαjyiyjxi · xj).
Ainsi, nous avons le problème dual suivant :
maximiser
l∑
i=1
αi −
1
2
l∑
i=1
l∑
j=1
(αiαjyiyjxi · xj)
sujet à
{∑l
i=1 αiyi = 0,
αi ≥ 0 i = 1, . . . , l.
On remarque qu'il est nécessaire d'ajouter la contrainte
∑l
i=1 αiyi = 0 pour
s'assurer que
∑l
i=1 αi −
1
2
∑l
i=1
∑l
j=1 (αiαjyiyjxi · xj) correspond bien au min-
imum du Lagrangien. En eet, alors que la contrain-te w =
∑l
i=1 αiyixi est
automatiquement satisfaite par la construction de la fonction, rien n'assure que∑l
i=1 αiyi = 0 est elle aussi respectée.
La solution de ce problème d'optimisation sera bien sûr un vecteur α∗ =
(α∗1, . . . , α
∗
l ), alors que c'est l'équation d'un hyperplan qu'il faut pour classer les
données à l'aide de la fonction indicatrice
Classe (x) = signe (w · x + b).
Il est toutefois possible de réécrire la fonction indicatrice ainsi, puisque w =∑l
i=1 αiyixi :
Classe (x) = signe
(
l∑
i=1
(αiyixi · x) + b
)
.
Tout ce qu'il manque pour pouvoir utiliser cette fonction est la valeur de
b. Or, comme l'hyperplan est canonique, et d'après les contraintes du problème
primal, si une donnée xm se trouve sur la marge, alors on sait que
ym(w · xm + b) = 1.
Donc,
b =
1
ym
−w · xm = ym −
l∑
i=1
αiyixi · xm puisque ym ∈ {−1, 1} .
Ainsi, la résolution du problème dual permet de construire l'hyperplan canon-
ique séparant les données avec la plus grande marge et de l'utiliser pour classer
des données, tout comme la résolution du problème primal.
i
i
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2.6. Vecteurs de support
Comme la fonction w ·w est une fonction convexe continue et dérivable, que
les contraintes −(yi(w · xi + b) − 1) ≤ 0 sont des fonctions anes et que le do-
maine du problème est Rn, la solution optimale trouvée respecte nécessairement
les conditions de Karush-Kuhn-Tucker. En particulier, elle respecte la condition
complémentaire de Karush-Kuhn-Tucker, c'est-à-dire que
α∗i (yi(w
∗ · xi + b∗)− 1) = 0, i = 1, . . . , l,
où α∗ représente la solution optimale du problème dual et (w∗, b∗) représente
celle du problème primal.
Cette condition implique que si yi(w∗ · xi + b∗) − 1 6= 0, alors αi = 0. Par
conséquent, les seuls cas où αi peut ne pas être nul sont ceux où yi(w∗ · xi +
b∗)− 1 = 0, c'est-à-dire ceux où
yi(w
∗ · xi + b∗) = 1.
Or, les seuls points où yi(w∗ · xi + b∗) = 1 sont ceux qui sont sur la marge.
Par conséquent, seuls les points sur la marge peuvent avoir des αi non nuls. Ces
points sont appelés les vecteurs de support.
Figure 5. Les vecteurs de support
La raison de ce nom est que ce sont les seuls points utiles pour déterminer
l'hyperplan. En eet, rappelons que le vecteur des coecients de l'hyperplan est
donné par
w =
l∑
i=1
αiyixi.
Ainsi, tout point qui n'est pas sur la marge n'apporte aucune contribution,
puisque αi est alors nul. Si tous les points sauf les vecteurs de support étaient
retirés de l'ensemble d'apprentissage, on retrouverait le même hyperplan.
Les vecteurs de support peuvent donc être vus comme les points contenant
toute l'information essentielle du problème.
i
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3. Machines à vecteurs de support pour données non
linéairement séparables
3.1. Transformations
Jusqu'à présent, les machines à vecteurs de support permettent de trouver
une règle pour classer les données lorsque celles-ci sont linéairement séparables.
Cependant, il existe bien des cas pour lesquels il est impossible de séparer entière-
ment les données avec un hyperplan. Telles qu'elles ont été présentées jusqu'à
présent, les SVM sont incapables de traiter un tel problème, puisqu'il est alors
impossible que les contraintes
yi(w
∗ · xi + b∗) ≥ 1
soient toutes respectées.
An de régler ce problème, il est possible d'appliquer une transformation aux
données de sorte qu'une fois transformées, elles soient linéairement séparables.
L'espace où se trouvent les données avant d'être transformées est appelé l'espace
d'entrée (input space), alors qu'après avoir appliqué la transformation, les don-
nées se trouvent dans ce qu'on appelle l'espace de redescription (feature space).
Il sut alors de trouver l'hyperplan dans l'espace de redescription qui sépare le
mieux ces données transformées. De retour dans l'espace d'entrée, le séparateur
n'est pas linéaire.
Soit Φ : Rn → Rr
x→ Φ(x)
la transformation appliquée aux données pour les rendre linéairement séparables,
avec r la dimension de l'espace de redescription. Très souvent, r > n, ce qui
signie que la transformation amène les données dans un espace de dimension
supérieure an de mieux pouvoir les séparer.
Pour trouver le séparateur, on procède de la même manière que précédem-
ment, mais en substituant Φ(xi) à xi (i = 1, . . . , l). Il s'agit donc de résoudre le
problème suivant :
minimiser
1
2
w ·w sujet à yi(w · Φ(xi) + b) ≥ 1, i = 1, . . . , l.
Le dual de ce problème est
maximiser
l∑
i=1
αi −
1
2
l∑
i=1
l∑
j=1
(αiαjyiyjΦ(xi) · Φ(xj))
sujet à
{∑l
i=1 αiyi = 0,
αi ≥ 0 i = 1, . . . , l.
La fonction indicatrice associée à ce problème dual est par conséquent
Classe (x) = signe
(
l∑
i=1
(αiyiΦ(xi) · Φ(x)) + b
)
,
où b = ym −
l∑
i=1
αiyiΦ(xi) · Φ(xm)
i
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avec Φ(xm) une donnée sur la marge de l'hyperplan dans l'espace de redescrip-
tion.
Si la transformation utilisée est appropriée, la résolution d'un de ces prob-
lèmes (le primal ou le dual) permet de trouver un séparateur non linéaire avec la
marge la plus grande possible, permettant ainsi d'utiliser les machines à vecteurs
de support dans le cas où les données ne peuvent pas être séparées linéairement.
3.2. Les noyaux
Toutefois, l'utilisation des transformations pose certains problèmes. En eet,
outre le fait qu'il faille choisir une bonne transformation, il faut l'appliquer à
toutes les données, puis eectuer les calculs avec ces données transformées, c'est-
à-dire dans l'espace de redescription. Or, comme la dimension de cet espace est
bien souvent beaucoup plus grande que celle de l'espace d'entrée, les calculs
requis peuvent devenir extrêmement longs à eectuer.
C'est ici que la formulation duale du problème d'optimisation prend toute
son importance. En eet, on remarque que lorsque le problème est sous sa forme
duale, les données de l'ensemble d'apprentissage n'apparaissent que dans un pro-
duit scalaire avec d'autres données du même ensemble. Il en est de même dans la
fonction indicatrice duale. Ceci amène à dénir comme suit une fonction appelée
noyau (kernel) :
K : Rn × Rn → R
(xi,xj) → Φ(xi) · Φ(xj).
Cette fonction prend en entrée deux points dans l'espace d'entrée et calcule
leur produit scalaire dans l'espace de redescription. L'avantage d'une telle fonc-
tion est qu'il n'est pas nécessaire d'appliquer une transformation aux données
an de calculer leur produit scalaire dans l'espace de redescription. Ce calcul
peut se faire directement à partir des données de l'espace d'entrée.
Grâce au concept de noyau, il est possible de réécrire le problème dual de
cette manière :
maximiser
l∑
i=1
αi −
1
2
l∑
i=1
l∑
j=1
(αiαjyiyjK(xi,xj))
sujet à
{∑l
i=1 αiyi = 0,
αi ≥ 0, i = 1, . . . , l.
La fonction indicatrice peut elle aussi être réécrite :
Classe (x) = signe
(
l∑
i=1
(αiyiK(xi,x)) + b
)
,
où b = ym −
l∑
i=1
αiyiK(xi,xm)
avec xm un vecteur de support.
On remarque que de cette manière, lorsque la fonction noyau est connue,
la transformation Φ(x) n'apparaît nulle part, ni dans le problème, ni dans l'ap-
plication de la solution. Par conséquent, grâce à la fonction noyau, il n'est pas
nécessaire d'eectuer la transformation sur les données. Cette fonction permet
i
i
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donc de faire tous les calculs nécessaires sans avoir à se préoccuper de la dimen-
sion de l'espace de redescription.
3.3. Noyaux : Construction et exemples
Il est bien de savoir qu'un noyau est tout ce qui est nécessaire pour utiliser
les SVM dans le cas non linéaire, mais cette information est inutile sans la con-
naissance des noyaux qu'il est possible d'utiliser. Nous présentons maintenant les
manières de construire des noyaux, ainsi que les noyaux les plus fréquemment
utilisés pour les machines à vecteurs de support.
La première méthode pour construire un noyau est de choisir une trans-
formation, de calculer le produit scalaire de deux éléments quelconques trans-
formés, puis d'en faire une fonction. Cette méthode permet de déterminer le
noyau d'une transformation bien spécique, mais peut s'avérer dicile à utiliser,
surtout lorsque le nombre de dimensions augmente. Une autre méthode consiste
à utiliser le théorème de Mercer. D'après ce théorème, une fonction est un noyau
si et seulement si elle est symétrique et semi-dénie positive (voir [2] pour plus de
détails). Ainsi, au lieu de choisir une transformation puis de calculer son noyau,
on choisit plutôt une fonction symétrique et semi-dénie positive, ce qui nous as-
sure qu'elle correspond au produit scalaire d'une quelconque transformation. La
transformation elle-même est généralement inconnue pour les noyaux construits
de cette façon.
Le théorème de Mercer permet aussi de construire des noyaux à partir de
noyaux déjà connus. En eet, si K1 et K2 sont des noyaux, alors les fonctions
suivantes sont aussi des noyaux :
K(xi,xj) = K1(xi,xj) +K2(xi,xj);
K(xi,xj) = aK1(xi,xj) a ∈ R;
K(xi,xj) = K1(xi,xj)K2(xi,xj).
Les noyaux présentés dans la gure 6 sont les plus fréquemment utilisés.
Le choix du noyau a un impact majeur sur la performance des SVM. Quelques
méthodes ont été suggérées pour sélectionner un bon noyau, mais il s'agit encore
d'un sujet de recherche actif. En général, le noyau gaussien est souvent préféré,
puisqu'il donne de bonnes performances dans toutes sortes de contextes.
Nom Noyau
Linéaire K(xi,xj) = (xi · xj)
Polynomial de degré d K(xi,xj) = (xi · xj + 1)d
Gaussien K(xi,xj) = e
−
(xi−xj)·(xi−xj)
2σ2
Multiquadratique inverse K(xi,xj) = 1√
(xi−xj)·(xi−xj)+β
Figure 6. Les noyaux les plus fréquemment utilisés
i
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4. Marges souples
4.1. Machines à vecteurs de support et bruit
En pratique, les données sont rarement parfaites. Il y a souvent du  bruit ,
c'est-à-dire des données qui sont mal classées par un modèle qui est toutefois
excellent en général. Il s'agit donc d'erreurs qui sont inévitables, même pour les
meilleurs modèles. Toutefois, les machines à vecteurs de support ne permettent
pas de tenir compte de ce phénomène, puisque dans les contraintes, toutes les
données doivent être correctement classées. Supposons par exemple qu'un en-
semble de données serait très bien séparé par un hyperplan, mais qu'il n'est
pas linéairement séparable dû à la présence d'un certain bruit dans les données.
Dans un tel cas, il serait impossible de construire une SVM linéaire, car il est
impossible que toutes les contraintes soient respectées.
An de contourner ce problème, il peut être tentant d'utiliser un noyau quel-
conque an de rendre les données linéairement séparables. Ceci est en eet tou-
jours possible en utilisant un noyau polynomial avec un degré susamment élevé.
Toutefois, bien que les données de l'ensemble d'apprentissage seront parfaitement
séparées, la règle trouvée risque de très mal se généraliser, puisqu'elle va tenir
compte de toutes les petites variations et ainsi généraliser des phénomènes qui
sont en réalité bien spéciques à l'ensemble de données actuel.
4.2. Marge souple
Un meilleur moyen serait de permettre à quelques données d'être à l'intérieur
de la marge ou du mauvais côté de l'hyperplan. Il s'agit du concept de marge
souple (soft margin). Une première idée serait de tenter de maximiser la marge
tout en minimisant le nombre de données mal classées. Toutefois, le nombre de
données mal classées peut être trompeur, puisqu'il ne permet pas de déterminer
si une donnée était presque correctement classée ou si elle était en réalité très
loin de l'hyperplan.
Une meilleure idée est d'attribuer à chaque donnée xi une valeur ξi qui
représente à quel point la donnée est éloignée d'un bon classement, puis de tenter
de minimiser la somme des ξi. Plus formellement, au lieu d'imposer
yi(w · xi + b) ≥ 1, i = 1, . . . , l
ce qui oblige les données à être bien classées, les contraintes seront plutôt
yi(w · xi + b) ≥ 1− ξi, i = 1, . . . , l avec ξi ≥ 0.
Par conséquent, il est possible pour une donnée d'être du mauvais côté de la
marge, si ξi est non nul. On dira d'une donnée qu'elle est du mauvais côté de la
marge si elle est mal classée ou si sa distance par rapport à l'hyperplan séparateur
est plus petite que la marge (remarquons que les points pour lesquels ξi 6= 0 ne
sont pas considérés dans le calcul de la marge). L'objectif est ainsi de maximiser
la marge tout en minimisant la somme des ξi. Le problème d'optimisation devient
alors
minimiser
1
2
w ·w + C
l∑
i=1
ξi sujet à
{
yi(w · xi + b) ≥ 1− ξi i = 1, . . . , l,
ξi ≥ 0
i
i
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Figure 7. Marge souple
où C > 0 est une constante qui représente la pénalité d'avoir des données mal
classées. Lorsque C est très élevée, il y aura très peu de données mal classées,
alors qu'il y en aura plus pour une valeur plus faible de cette constante. Le choix
de C a une grande inuence sur le modèle. En pratique, plusieurs modèles sont
souvent construits, avec diérentes valeurs de C, puis le meilleur est choisi.
4.3. Représentation duale
Il est possible de construire le dual de ce problème de la même manière que
précédemment. Le Lagrangien est
L(w, b, ξ,α, r) =
1
2
w ·w + C
l∑
i=1
ξi −
l∑
i=1
αi(yi(w · xi + b)− 1 + ξi)−
l∑
i=1
riξi.
An de trouver le Lagrangien minimal pour un (α, r) donné, il faut le dériver
par rapport aux variables primales. On obtient alors
∂L(w, b, ξ,α, r)
∂w
= w −
l∑
i=1
yiαixi = 0;
∂L(w, b, ξ,α, r)
∂b
= −
l∑
i=1
yiαi = 0;
∂L(w, b, ξ,α, r)
∂ξi
= C − αi − ri = 0.
De ceci, on obtient
w =
l∑
i=1
yiαixi,
l∑
i=1
yiαi = 0 et C = αi + ri pour tout i ∈ {1, . . . l} .
Utilisons ces expressions pour réécrire le Lagrangien uniquement en fonction
des variables duales :
i
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L(w, b, ξ,α, r) =
1
2
w ·w + C
l∑
i=1
ξi −
l∑
i=1
αi(yi(w · xi + b)− 1 + ξi)−
l∑
i=1
riξi
=
l∑
i=1
αi −
1
2
l∑
i=1
l∑
j=1
(αiαjyiyjxi · xj).
Il s'agit de la fonction objectif du problème dual pour la marge souple. On
remarque que cette fonction est exactement la même que celle obtenue précédem-
ment. La diérence se situe au niveau des contraintes.
En eet, rappelons que dans le problème dual, les multiplicateurs de Lagrange
qui sont associés à des contraintes d'inégalités doivent être supérieurs ou égaux
à zéro (voir la sous-section 1.3). Par conséquent, αi ≥ 0 et ri ≥ 0. Toutefois,
ri n'apparaît pas dans le problème dual, mais on sait que C − αi − ri = 0. La
contrainte ri ≥ 0 s'écrit donc aussi C − αi ≥ 0. Ceci implique que αi ≤ C.
Le problème dual est ainsi
maximiser
l∑
i=1
αi −
1
2
l∑
i=1
l∑
j=1
(αiαjyiyjxi · xj)
sujet à
{∑l
i=1 αiyi = 0,
0 ≤ αi ≤ C i = 1, . . . , l.
4.4. Remarques
Les conditions de Karush-Kuhn-Tucker tiennent toujours dans le cas de la
marge souple. Par consé-quent, d'après la condition complémentaire, pour la
solution optimale, les égalités suivantes sont vériées :
αi(yi(w · xi + b)− 1 + ξi) = 0 pour i = 1, . . . , l;
riξi = (C − αi)ξi = 0 pour i = 1, . . . , l.
Ceci implique que si ξi 6= 0, alors C−αi = 0 (puisque (C−αi)ξi = 0), et donc
αi = C. De plus, si un point est tel que ξi 6= 0, alors il est du mauvais côté de la
marge, ce qui découle directement du rôle de ξi dans le problème d'optimisation.
À l'opposé, tous les points pour lesquels ξi = 0 sont du bon côté de la marge, et
ainsi nécessairement bien classés.
D'autre part, si, pour une certaine donnée, on a 0 < αi < C, alors celle-ci
est exactement sur la marge. En eet, on a alors 0 < αi < C, αi 6= C, et donc il
faut que ξi = 0 pour que (C − αi)ξi = 0. De plus, αi 6= 0, ce qui implique que
yi(w ·xi+ b)−1 + ξi = 0 an de respecter l'égalité αi(yi(w ·xi+ b)−1 + ξi) = 0.
Comme ξi = 0, il s'ensuit que
yi(w · xi + b) = 1
et donc que xi est directement sur la marge.
Enn, les points pour lesquels ξi = 0 et yi(w · xi + b) 6= 1 ont un αi nul, an
de respecter l'égalité αi(yi(w · xi + b)− 1 + ξi) = 0.
Les points directement sur la marge sont appelés vecteurs de support libres
(free support vectors), ou encore vecteurs de support non-bornés (unbounded sup-
port vectors). Les points pour lesquels αi = C sont quant à eux appelés vecteurs
i
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de support bornés (bounded support vectors). Ici encore, les vecteurs de support
sont les seuls point qui sont vraiment important pour déterminer l'hyperplan
optimal, puisque ce sont les seuls points pour lesquels αi 6= 0.
Enn, remarquons que bien que la marge souple ait été présentée pour le cas
linéaire, il est possible de l'utiliser aussi dans le cas non linéaire exactement de la
même manière, puisque la fonction objectif du dual est parfaitement identique à
celle de la marge non souple. Il sut donc encore de remplacer tous les produits
scalaires par une fonction noyau.
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Triangulation minimale de cubes
Jean-Philippe Burelle
Résumé. Une manière combinatoire d'étudier les triangulations de cubes
n-dimensionnels est donnée, ainsi que des outils pour optimiser le nombre de
simplexes utilisés dans une telle triangulation. On donne ensuite un exemple
concret en démontrant la minimalité d'une triangulation du 3-cube.
0. Introduction
Les triangulations, en plus d'avoir un intérêt intrinsèque, sont utiles dans
plusieurs domaines. Entre autres, elles sont utilisées pour discrétiser des prob-
lèmes complexes lorsqu'il n'y a pas de solutions dans le cas continu. Par exemple,
on utilise des triangulations pour approximer des surfaces en imagerie numérique.
Les triangulations de cubes de dimensions supérieures peuvent êtres utilisées dans
des algorithmes qui servent à trouver des points xes d'applications, et plus la
triangulation est petite, plus l'algorithme sera rapide, d'où l'intérêt de trouver
des triangulations minimales [2].
Puisque étudier les triangulations du cube en considérant ses propriétés
géométriques devient vite compliqué en dimensions supérieures à trois, on règle
le problème en considérant le cube comme un objet combinatoire et en dénis-
sant les triangulations de manière complètement combinatoire. Cette dénition
est extraite de plusieurs travaux sur les triangulations mais entre autres [3]. Un
d-cube sera donc représenté par l'ensemble de ses sommets, arêtes et faces. Il
peut aussi être vu comme l'enveloppe convexe de ses sommets conv({0, 1}d).
On parle de dénitions d'abord pour avoir un langage dans lequel parler de
triangulations, puis d'une technique pour passer d'une triangulation à une autre
facilement, et nalement d'une application de cette technique pour trouver une
triangulation minimale du cube en trois dimensions.
1. Préliminaire
Une triangulation en deux dimensions est la séparation d'une gure en trian-
gles. Si l'on veut généraliser le concept aux dimensions supérieures, nous devons
d'abord généraliser l'idée de triangle et de tétraèdre.
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Dénition : L'enveloppe convexe d'un ensembles de points P , notée conv(P ),
est le plus petit ensemble convexe contenant P (Fig. 1).
Figure 1. L'enveloppe convexe d'un ensemble de points
Dénition : Un ensemble de points {x1, x2, . . . , xn} est dit anement in-
dépendant si son enveloppe convexe est (n− 1)-dimensionnelle.
Dénition : Un n-simplexe est l'enveloppe convexe de n+1 points anement
indépendants dans un espace euclidien de dimension n ou plus.
Par exemple, l'enveloppe convexe de trois points anement indépendants est
un triangle, et celle de quatre points qui ne sont pas dans le même plan est un
tétraèdre. La dénition suivante est une version combinatoire de la dénition
usuelle d'une face de polytope.
Dénition : Une face n-dimensionnelle d'un ensemble de points P est un
sous-ensemble de P qui optimise une équation linéaire.
Nous avons maintenant réuni toutes les dénitions nécessaires pour dénir
une triangulation d'un ensemble de points.
Dénition : Une triangulation d'un ensemble ni de points P est une col-
lection de simplexes S qui respecte les deux propriétés suivantes :
(1)
⋃
σi∈S σi = conv(P ).
(L'union de tous des simplexes doit être le polytope complet.)
(2) L'intersection de deux simplexes doit être une face des deux ou l'ensem-
ble vide.
2. Flips
Un outil très pratique pour construire des petites triangulations est l'opéra-
tion de ip. Intuitivement, un ip correspond à un mouvement minimal entre
deux triangulations. En deux dimensions, il s'agit la plupart du temps de pren-
dre un quadrilatère et de changer la diagonale le séparant en deux pour l'autre
(Fig. 2).
En dimensions supérieures par contre, il existe une généralisation de cette
notion, et plus on augmente de dimension, plus les ips sont variés et peuvent
changer le nombre de simplexes dans une triangulation.
La dénition de ip la plus pratique pour identier les ips possibles dans un
polytope, donnée dans [5] mais originalement formulée par Gel'fand, Kapranov
et Zelevinsky [4], est celle qui utilise les circuits.
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Figure 2. Un exemple de ip en 2 dimensions
Dénition : Un circuit C est un sous-ensemble anement dépendant mini-
mal d'un ensemble de points P , c'est à dire que tous ses sous-ensembles propres
sont anement indépendants.
Par exemple, trois points sur une droite ou cinq points dans l'espace tridi-
mensionnel forment des circuits.
Proposition : Il existe une équation de dépendance unique (à une constante
près) pour un circuit C = {x1, x2, . . . , xn}, satisfaisant les relations suivantes :
(1)
∑
λixi = 0∑
λi = 0.
Preuve. Supposons au contraire qu'il en existe deux, alors∑
λixi = 0
∑
µixi = 0.
Nous savons que les λi et µi sont tous non-nuls, car sinon il existerait un circuit
plus petit. Ceci implique
∑
i>1
λixi = −λ1x1
∑
i>1
µixi = −µ1x1
∑
i>1
λixi
λ1
= −x1
∑
i>1
µixi
µ1
= −x1.
Il s'ensuit que
∑
i>1
λixi
λ1
=
∑
i>1
µixi
µ1
.
Donc
∑
i>1
(
λi
λ1
− µi
µ1
)xi = 0.
Ceci est une contradiction à la minimalité des deux circuits car nous avons trouvé
un ensemble dépendant plus petit que les deux précédents (il n'utilise pas le point
x1).
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La propriété de Radon sur les circuits [5] permet de diviser le circuit en
deux triangulations diérentes. Cette propriété dit que la subdivision suivante
du circuit en deux ensembles est la seule telle que l'intersection des enveloppes
convexes est non-vide.(Fig. 3) Les λi sont ceux de l'équation (1).
C+ = {xi ∈ C|λi < 0}
C− = {xi ∈ C|λi > 0}.
L'intersection des enveloppes est au point∑
xi∈C+
λixi =
∑
xi∈C−
−λixi.
Pour que cette relation soit une combinaison convexe, on doit normaliser les
coecients λi de sorte que
∑
xi∈C+ λi =
∑
xi∈C− −λi = 1, mais ceci est faisable
en divisant par une constante.
L'égalité est facile à voir en regardant l'équation (1).
+
+
-
-
Figure 3. La propriété de Radon
Puisque cette subdivision est la seule telle que l'intersection des enveloppes
convexes est non-vide, si l'on choisit un des deux ensembles de la subdivision,
disons C+, et que l'on s'assure de ne jamais prendre tous les points de C+ dans
un des simplexes d'une triangulation donnée, on aura bel et bien une triangula-
tion puisqu'on n'aura pas le point où les enveloppes convexes de C+ et de C−
s'intersectent.
On peut donc subdiviser le circuit en deux triangulations données par :
T− = {C\xi|λi < 0}.
T+ = {C\xi|λi > 0}.
C'est-à-dire que pour la première triangulation, on enlève un à un les points
qui ont un coecient négatif et on prend les simplexes résultants, et pour la
deuxième on fait la même chose avec les points qui ont un coecient positif. On
obtient donc la dénition suivante pour un ip :
Dénition : Soit T1 une triangulation d'un ensemble de points A, supposons
que T+ ⊆ T1 où T+ est la triangulation associée au circuit C ⊆ A décrite plus
haut. On dit que T2 est obtenue de T1 par un ip si :
T2 = (T1\{σi ∈ T+}) ∪ {σi ∈ T−}
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3. Applications des ips
Dans le 3-cube, il existe quatre classes d'isométrie de simplexes (Fig. 4) [1].
(a)
P
(Per-
muter)
(b)
C
(Cor-
ner)
(c) L
(Leaner)
(d)
H
(Hadamard)
Figure 4. Classes d'isométrie des simplexes du 3-cube
Il existe deux ips possibles parmis ces classes. (Fig. 5 et 6)
Figure 5. Deux permuters deviennent un corner et un leaner :
2P = L+C
En les utilisant on réussit à diminuer la taille de la triangulation triviale (six
simplexes de classe P) à cinq simplexes. Voici comment on procède, en notant
de manière additive les ips entre les simplexes :
6P = 3C + 3L
= 3C +H + C
= 4C +H.
Théorème : Le nombre minimal de simplexes dans une triangulation du 3-cube
est 5.
Preuve. Pour calculer le d-volume d'un simplexe, on utilise la formule
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Figure 6. Trois leaners deviennent un corner et un hadamard :
3L = C+H
vol(σ) =
|det(1|A)|
d!
.
où A est la matrice dont les lignes sont les coordonnées des sommets du sim-
plexe. La notation (1|A) signie qu'on augmente la matrice d'une colonne de 1
et d est la dimension du simplexe.En dimension trois, les Leaners, Corners et
Permuters ont tous un volume de 1/6. Les Hadamards ont un volume de 1/3.
Il est évident que pour recouvrir le cube, il faut que la somme des volumes des
simplexes soit égale au volume du cube, c'est à dire, à 1. Il faut également que
chacune des arêtes du cube soit recouverte par une arête de simplexe. Comme les
Hadamards ne recouvrent aucune arête du cube, et que les simplexes de volume
1/6 recouvrent au maximum 3 arêtes chacuns, il faut au moins 4 simplexes de
volume 1/6 pour recouvrir les 12 arêtes du cube. Cela fait un volume total de
2/3 avec 4 simplexes, et pour nir de recouvrir le volume total on doit utiliser
un Hadamard de volume 1/3.C'est pourquoi on ne peut faire une triangulation
utilisant moins de 5 simplexes pour le 3-cube.
En dimensions quatre et cinq, il existe également une série de ips qui mènent
à la triangulation minimale à partir de la triangulation en d! simplexes. [1]
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La visualisation de la sphère de
dimension trois
Rosemonde Lareau-Dussault
Résumé. Le but de cet article est de décrire la sphère de dimension trois et
de donner diérentes façons de la visualiser. En particulier, on présentera sa
projection stéréographique.
1. Introduction
Nos sens nous permettent de facilement percevoir et imaginer des objets de
trois dimensions et moins. Par contre, en géométrie, on peut travailler avec des
objets et des espaces de plus de trois dimensions.
Dans le cadre de cet article, je vais introduire la sphère de dimension trois,
dénie dans R4.
Tout d'abord, je vais proposer des dénitions de la sphère de dimension trois.
Ensuite, je vais donner des façons de la concevoir. Finalement, je vais expliciter
une projection stéréographique qui nous donnera une bijection de cette sphère
vers R3.
2. Dénitions
En général, une sphère de dimension n est, dans un espace de n+ 1 dimen-
sions, l'ensemble des points situés à une distance constante (le rayon) d'un point
(le centre). Une sphère de dimension n est dite unitaire, et se note Sn, si elle est
centrée à l'origine et qu'elle a un rayon de une unité. En particulier, la sphère de
dimension un, S, est communément appelée un  cercle  et la sphère de dimen-
sion deux, S2,  sphère . Ce sont les sphères les plus connues étant donné que
l'on perçoit facilement trois dimensions spatiales.
Le cercle est la sphère de dimension un, bien que l'on nécessite deux di-
mensions pour apprécier l'ensemble de ses propriétés. Cela est dû au fait qu'un
cercle peut être exprimé à l'aide d'une seule variable, par exemple, en utilisant
Je tiens à remercier le CRSNG ainsi que Virginie Charette pour leur appui nancier.
J'aimerais aussi remercier Virginie Charette pour son soutien et sa disponibilité.
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les coordonnées polaires S =
{
(cos θ, sin θ) ∈ R2
∣∣ θ ∈ R}. De même, la sphère
de dimension deux ne nécessite que deux variables pour être décrite.
La sphère de dimension trois est donc, dans un espace à quatre dimensions,
l'ensemble des points situés à une distance constante d'un centre que l'on notera :
S3 =
{
(x, y, z, w) ∈ R4
∣∣ √x2 + y2 + z2 + w2 = 1} .
En utilisant des coordonnées hypersphèriques, on peut décrire S3 avec trois
variables, comme suit :
S3 = {(cosϕ, cosφ sin θ sinϕ, sinφ sin θ sinϕ, cos θ sinϕ)}
où ϕ ∈ [0, π], θ ∈ [0, π] et φ ∈ [0, 2π].
3. Description de S3
Pour que le lecteur puisse se faire une image mentale de S3, je vais utiliser
une analogie présentée dans le livre Flatland [1]. Nous allons étudier les sphères
de dimensions inférieures, pour ensuite donner une façon de concevoir la sphère
de dimension trois.
3.1. La sphère de dimension un, vue de R
Supposons que vous vivez dans un monde unidimensionnel, c'est-à-dire dans
un monde n'ayant besoin que d'une variable pour être décrit. Par exemple, vous
pourriez être un point sur la droite réelle. Il serait alors dicile pour vous, point,
de visualiser un cercle, étant donné que le cercle est contenu dans R2 (voir g-
ure 1).
Figure 1. Exemple en une dimension
Dans ce contexte, vous ne pourriez voir que deux points du cercle à la fois.
Lorsque le cercle est tangent à votre droite-espace, vous n'en voyez qu'un point
et ce point disparaît selon votre point de vue lorsque le cercle s'éloigne de votre
droite-espace.
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3.2. La sphère de dimension deux, vue de R2
Pour poursuivre l'analogie avec la sphère de dimension deux, il faut se mettre
dans la peau d'un objet de dimension deux vivant, par exemple, dans un plan.
Il est alors impossible pour vous de visualiser S2 au complet étant donné que S2
est contenue dans R3.
Supposons qu'une sphère de dimension deux traverse un plan. On verra
d'abord un point apparaître, puis un cercle qui grossira jusqu'à atteindre le
rayon de la sphère, puis qui rétrécit. Ainsi, vous ne pouvez voir qu'une tranche
de la sphère à la fois, soit un cercle. Le rayon du cercle est plus ou moins grand
selon la distance entre le centre de la sphère et le plan dans lequel vous êtes. Le
rayon est maximal lorsque le plan le tranche à l'équateur. À l'extrême, vous ne
voyez qu'un point, et ce point disparaîtra si le centre de la sphère est plus loin
du plan que le rayon de la sphère (voir gure 2).
Figure 2. Exemple en deux dimensions
3.3. La sphère de dimension trois, vue de R3
Supposons maintenant qu'une sphère de dimension trois  traverse  l'espace.
On verra d'abord un point, puis une sphère grossir jusqu'à atteindre le rayon de
la sphère de dimension trois, puis se contracter jusqu'à redevenir un point, puis
disparaître (voir gure 3).
Vous pouvez donc voir des  tranches  de S3, c'est-à-dire des sphères de
dimension deux. Plus le centre de la sphère de dimension trois que vous observez
est proche de l'espace dans lequel vous vous trouvez, plus la sphère de dimension
deux que vous voyez est grosse. Si le centre de S3 est à une distance égale à son
i
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rayon de votre espace, cette sphère vous semble un point, mais si elle est plus
loin que son rayon, vous ne la voyez pas.
Figure 3. S3 traverse R3
3.4. S3 comme réunion de deux boules
Une autre façon d'imaginer S3 est de coller deux  boules  par leurs fron-
tières. D'abord, notons que l'on peut représenter la sphère de dimension deux
comme étant deux disques collés l'un à l'autre le long de leurs frontières. Pour
ce faire, on prend deux disques dans R3. Supposons-les dans le plan x, y. On
 pousse  l'intérieur de ces disques le long de l'axe des z, un dans le sens crois-
sant (voir gure 4), et l'autre décroissant. En superposant les frontières de ces
disques, on obtient S2.
Figure 4. Un disque  poussé  dans le sens croissant de l'axe
des z
On peut de la même façon décrire S3 comme étant deux boules collées l'une
à l'autre le long de leurs frontières. Pour ce faire, on prend deux boules dans R4.
Supposons-les dans l'espace x, y, z. On  pousse  l'intérieur de ces boules le long
de l'axe des w, un dans le sens croissant, et l'autre décroissant. En superposant
les frontières de ces boules, on obtient S3.
4. Projection stéréographique
Une projection stéréographique de Sn est une fonction de Sn, auquel on
soustrait un point, vers Rn. Généralement, on soustrait un des pôles de Sn.
Dans le cadre de cet article, nous soustrairons le pôle sud, PS.
i
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Nous allons encore une fois commencer par dénir et illustrer une projection
stéréographique dans les deux cas qui nous sont les plus intuitifs, soit pour S et
S2. Ensuite, il nous sera possible d'expliciter une projection stéréographique de
S3 vers R3.
4.1. Projection stéréographique de S
Dans le cas d'un cercle, une projection stéréographique est une fonction qui
envoie S\PS vers R. Pour cette fonction, on dénit un point particulier du
cercle, par exemple, le pôle sud PS = (0,−1), et une droite particulière du
plan, par exemple, la droite D =
{
(x, y) ∈ R2
∣∣ y = 1} qui sera l'image de la
fonction. Ensuite, pour trouver l'image d'un point quelconque du cercle P =
(x, y), on trace l'unique droite D′ passant par P et par PS. La projection de P
est l'intersection de D et de D′, notée P ′ (voir gure 5).
Figure 5. La projection stéréographique de S
Dans le cas particulier que nous venons de décrire, la projection stéréo-
graphique est représentée par la fonction f : S\PS → R telle que f(x, y) =
x
y + 1
.
On aurait pu appliquer le même principe avec n'importe quel point du cercle
au lieu de PS et n'importe quelle droite de R2 au lieu de D.
Une façon de voir cette projection est de  dérouler  le cercle le long de R.
4.2. Projection stéréographique de S2
Pour ce qui est de la projection stéréographique de S2, on se xe un point de
projection, par exemple le pôle nord PN = (0, 0, 1) et un plan de projection, par
exemple D =
{
(x, y, z) ∈ R3
∣∣ z = −1}. Ensuite, on trace une droite en suivant
le même principe que pour la projection de S et on trouve que l'image du point
P est P ′ ∈ D (voir gure 6).
On peut encore imaginer que l'on  déroule  la sphère sur le plan.
Une diérence majeure est qu'on utilise un plan de projection au lieu d'une
droite de projection. En général, on projette Sn dans Rn.
La projection du pôle sud vers (x, y, 1) peut être donnée explicitement par
la formule f : S2\PN → R2 telle que f(x, y, z) =
(
x
1 + z
,
y
1 + z
)
.
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Figure 6. La projection stéréographique de S2
4.3. Projection stéréographique de S3
On arrive donc à ce qui nous intéresse le plus, soit la projection stéréo-
graphique de S3. On utilise le même procédé que pour S et S2, c'est-à-dire, on
dénit un point de projection, par exemple, PS = (0, 0, 0,−1) et un espace de di-
mension trois de projection, par exemple, (x, y, z, 1). Ensuite, on trace une droite
passant par notre point de projection et par le point que l'on veut projeter. La
projection de notre point est l'intersection de cette droite et de (x, y, z, 1).
Cette projection est donnée explicitement par la formule f : S3\PS → R3
telle que f(x, y, z, w) =
(
x
1 + w
,
y
1 + w
,
z
1 + w
)
.
On a donc une bijection de S3\PS vers R3. Muni de cette bijection, on
peut visualiser les valeurs d'une fonction de S3 avec  seulement  trois dimen-
sions. Par contre, cette bijection déforme la sphère de dimension trois, c'est-à-dire
qu'elle modie les angles.
4.4. La sphère de dimension trois, vue à l'aide de la projection
stéréographique
Si on considère la projection d'une sphère de dimension trois dénie en coor-
données hypersphériques S3 = {(cosϕ, cosφ sin θ sinϕ, sinφ sin θ sinϕ, cos θ sinϕ)},
alors on perçoit, lorsque φ varie, que la projection tourne autour de l'abscisse.
Lorsque ϕ varie, on voit une sphère qui grossit et qui rétrécit (comme à la g-
ure 3) et lorsque θ varie, on voit un ellipsoïde grossissant jusqu'à devenir une
sphère (voir gure 7).
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Figure 7. S2 traverse R2
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FRISES ET TRIANGULATIONS DE POLYGONES
JEAN-SÉBASTIEN FRASER M ARTINEAU ET DOMINIQUE L AVERTU
RÉSUMÉ. Dans un article de 1973, Conway et Coxeter étudiaient les propriétés
de frises de nombres respectant une certaine "règle unimodulaire". Nous présentons
la preuve de leur résultat qui établit une correspondance entr les triangulations de
polygones et les frises de nombres entiers positifs.
1. Introduction
En 2002, Fomin et Zelevinsky [FZ02] ont introduit les algèbres amassées pour
unifier l’étude de deux questions distinctes : celle de la positivité totale des matrices et
celle des bases canoniques des algèbres enveloppantes quantiques.
En partant d’un carquoisQ àn points, sans cycle de longueur≤ 2 et d’un ensemble
X= {x1, . . . ,xn} de générateurs, appeléamas, on définit une certaine opération, appelée
mutation, sur le carquoisQ et sur l’amasX.
Une algèbre amassée sans coefficients est la sous-algèbre ducorpsQ(x1, . . . ,xn)
des fractions rationnelles enn indéterminées ayant pour générateurs tous les amasX
obtenus par l’application successive de l’opération de mutation.
Fomin et Zelevinsky ont établi qu’une algèbre amassée est detype fini (c’est-à-
dire engendrée par un nombre fini d’amas) si et seulement siQ est un carquois de
Dynkin. Une famille particulière de carquois de Dynkin est la familleAn. C’est à partir
de ces carquois que nous construirons les frises dont il seraquestion dans cet article.
La fonction de frise, que nous définirons plus bas, est un cas particulier de la formule
de mutation qui permet de passer d’un amas à un autre. C’est cette observation qui a
permis récemment de faire le lien avec des travaux passés de Conway et Coxeter sur les
frises [CC73].
L’article est organisé de la façon suivante. Dans la section2, ous rappelons la
définition géométrique des frises, leurs propriétés et leurclassification. Les autres sec-
tions présentent les principaux résultats de [CC73]. Dans la section 3, nous étudions
une fonction particulière qui permet de construire des frises. Dans la section 4, nous
présentons une manière systématique d’engendrer toute uneclasse de frises d’intérêt.
Dans la section 5, nous démontrons le résultat principal quiétablit une bijection entre
triangulations de polygones et frises.
c© Université de Sherbrooke
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2. Groupes de frise
On rappelle qu’uneisométriedu planR2 est une application bijectiveT : R2 → R2
qui préserve les distances (c’est-à-dire que six,y∈ R2, alors|x−y|= |T(x)−T(y)| ).
L’ensemble des isométries du planR2 forme un groupe pour la composition des appli-
cations, qu’on appellele groupe des isométriesdu plan et que l’on noteI (R2). Un
groupe d’isométriesdu plan est un sous-groupe deI (R2).
DÉFINITION 2.1. Ungroupe de friseF de centrec est un groupe d’isométries du
plan tel qu’il existe une droitec invariante par les isométries deF et tel que l’ensemble
des translations deF forme un groupe cyclique infini [Mar87].
Unefigure est un sous-ensemble du plan.
DÉFINITION 2.2. Unefrise est une figure invariante par l’action d’un groupe de
frise.
Voici des exemples de frises :
EXEMPLE 2.3. [Ced87]
EXEMPLE 2.4. [Mar87]
EXEMPLE 2.5. [Mar87]
Bien qu’il existe une infinité de frises, on peut les classer en 7 types, selon les
isométries les laissant invariantes. Nous allons présenter sommairement cette classifi-
cation, suivant [Ced87] et [Mar87].
Toute frise est, en vertu de la définition de groupe de frise, invar ante par translation.
Notonsτ un générateur du groupe cyclique infini des translations. C’est une translation
minimale qui laisse la frise invariante.
Les autres isométries possibles d’un groupe de friseF sont
• une rotationρA deπ radians autour d’un pointA sur la droitec,
• une réflexionσc d’axec,
• une réflexionσa d’axea perpendiculaire àc,
• une transvectionγ, c’est-à-dire une réflexion d’axec suivie d’une translation.
Soit F un groupe de frise. SiF contient des rotationsρ de π radians, posonsA
le centre d’une de ces rotations. SiF ne contient pas de rotations, mais contient des
réflexionsσa d’axea perpendiculaire àc, posonsa un axe d’une de ces réflexions etA
l’intersection dec eta. Sinon, posonsA comme étant n’importe quel point dec. Posons
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An = τn(A). PosonsM = M0 le milieu deA0A1 et Mn = τn(M) (ainsiMn est le milieu
deAnAn+1).
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
(1) F1 = 〈τ〉 est le groupe d’isométries d’une frise qui n’est invariantequ par
translation. Par exemple :
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
Également, l’exemple 2.5 appartient à ce type.
(2) F2 = 〈τ,ρA〉 ne contient pas de réflexions (ni d’axe vertical ni d’axe horizontal
c) ni de transvection. Commeτ ◦ ρA = ρM, tous les pointsAi, Mi sont des
centres de rotation. Par exemple :
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
L’exemple 2.3 est aussi de ce type.
(3) F 11 = 〈τ,σc〉 contient, en plus des générateurs, des transvections (qui sont
la composition d’une translation et d’une réflexion d’axec). Il ne contient ni
rotation, ni réflexion d’axe vertical. Par exemple :
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
(4) F 21 = 〈τ,σa〉 ne contient ni rotation, ni réflexion d’axec, ni transvection. Il
contientτ2i ◦σa qui sont les réflexions d’axe perpendiculaire àc passant par
Ai et contient aussi les réflexions d’axe perpendiculaire àc passant parMi,
données parτ2i+1◦σa. Par exemple :
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
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(5) F 12 = 〈τ,ρA,σc〉 contient toutes les isométries des groupes de frise. En effet,
on retrouve les transvectionsτn ◦σc et les réflexions d’axe verticalρAi ◦σc.
Il contient aussi la rotation de centreM, ρM = τ ◦ ρA, les réflexions d’axe
perpendiculaire àc passant parAi, données parτ2i ◦σa, et les réflexions d’axe
perpendiculaire àc passant parMi, données parτ2i+1◦σa. Par exemple :
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
La frise de l’exemple 2.4 possède toutes les isométries ; elle est donc de
ce type.
(6) F 22 = 〈τ,ρA,σp〉, où p est la médiatrice du segmentAM, ne contient pas de
réflexion d’axec, mais contientρM = τ ◦ρA, la rotation de centreM. Aussi,
σp◦ρA donne une transvection. Par exemple :
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
(7) F 31 = 〈γ〉 ne contient aucune autre isométrie que les translations et le transvec-
tions, carγ2 = τ. Par exemple :
b bc b bc b bc b bc b bc bb bc
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
Le tableau [Ced87] résume ce qui précède.
groupe de frise exemple de friseτ ρA σc σ∗ γ
F1 LLLLLLLL  - - - -
F2 NNNNNNN   - - -
F 11 DDDDDDD  -  - 
F 21 VVVVVVV  - -  -
F 12 HHHHHHH     
F 22 ΛVΛVΛVΛ   -  
F 31 LΓLΓLΓLΓ  - - - 
Note :σ∗ = σa, sauf pourF 22 où σ∗ = σp.
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Nous avons repris les notations des groupes de frise utilisées dans [Mar87]. Cette
notation décrit les isométries de chaque groupe. En effet, l’indice 1 indique l’absence
d’une rotation deπ radians et l’indice 2, sa présence. L’exposant 1 indique la présence
d’une réflexion d’axec. L’exposant 2 indique qu’il n’y a pas de réflexion d’axec, mais
qu’il y a une réflexion d’axe perpendiculaire àc. L’exposant 3 indique que le groupe
est engendré par une transvection.
Le classement des groupes se représente aussi graphiquement.
rotation deπ radians
réflexion d’axec réflexion d’axec
réflexion d’axe vertical réflexion d’axe vertical
transvection
F 11 F
1
2
F 21 F2 F
2
2
F1 F
3
1
oui
oui
oui
oui
oui
oui
non
nonnon
nonnon
non
Cette classification des groupes de frise est complète. On peut trouver la démon-
stration de ce fait dans [Mar87].
3. Frises
Passons à l’étude des frises de nombres.
DÉFINITION 3.1. Un carquois Q est un quadruplet(Q0,Q1,s,b), où Q0 est un
ensemble dont les éléments sont appeléspoints, Q1 est un ensemble dont les éléments
sont appelésflèchesets,b: Q1 →Q0 sont des applications qui associent à chaque flèche
du carquois ce qu’on appelle saourceet sonbut, respectivement.
DÉFINITION 3.2. Étant donné un carquoisQ, on définit le carquoisZQ par
(ZQ)0 = Z×Q0 = {(n,x) | n∈ Z,x∈ Q0}
(ZQ)1 =
{
(n,α) : (n,x)→ (n,y) | n∈ Z,x α−→ y
}
∪
{
(n,α′) : (n−1,y)→ (n,x) | n∈ Z,x α−→ y
}
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EXEMPLE 3.3. SiQ est le carquois
•1
α // •2
où Q0 = {1,2}, Q1 = {α} et s(α) = 1 etb(α) = 2, alors on obtient le carquoisZQ
•
:
::
•
:
::
•
:
::
•
:
::· · · · · ·
•
BB
•
BB
•
BB
•
EXEMPLE 3.4. SiQ est le carquois
•3
•1
α // •2
β 55jjjjj
γ ))
TTTT
T
•4
où Q0 = {1,2,3,4}, Q1 = {α,β,γ} et s(α) = 1 et b(α) = 2, s(β) = 2 et b(β) = 3,
s(γ) = 2 etb(γ) = 4, alors on obtient le carquoisZQ
•
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DÉFINITION 3.5. Unefonction de frise est une fonctionf : (ZQ)0 →Q telle que
pour tout(k, p) ∈ (ZQ)0 on a
f (k, p) f (k−1, p) = 1+ ∏
α∈(ZQ)1
(l ,q)
α
−→(k,p)
f (l ,q)
Soit n∈ N. Un carquois de typeAn est un carquois de la forme
•1 // •2 // •3 · · · •n−2 // •n−1 // •n .
Dans la suite, nous nous intéresserons spécifiquement aux frises surZAn. Lorsque
n≥ 2, la relation qui caractérise la fonction de frise peut s’écrire de la manière suivante :
f (k, p) f (k−1, p) =



1+ f (k−1, p+1) si p= 1,
1+ f (k−1, p+1) f (k, p−1) si 1< p< n,
1+ f (k, p−1) si p= n.
Voici quelques exemples.
EXEMPLE 3.6.
. . . 1 2 1 2 1 2 1 2 1 2 1 2 . . .
Cette frise surZA1 a pour groupeF 12 , car on voit qu’elle est invariante par toutes
les isométries possibles d’un groupe de frise. Remarquons que c’est la seule frise
sur ZA1 qui ne contienne que des entiers strictement positifs. En effet, comme le
carquois ne contient pas de flèche,∏
(l ,q)
α
−→(k,p)
f (l ,q) = 1, car le produit est vide.
Donc on cherche des solutions entières àf (k,1) f (k− 1,1) = 2. La seule possibilité
est f (k,1) = 1 et f (k−1,1) = 2 ou inversement.
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EXEMPLE 3.7.
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Cette frise surZA3 a pour groupeF 22 , car elle est invariante par translation, transvec-
tion, réflexion selon un axe vertical et rotation deπ radians.
EXEMPLE 3.8.
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Cette frise surZA3 a pour groupeF 11 , car elle est invariante par translation, transvection
et réflexion d’axe horizontal.
EXEMPLE 3.9.
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Cette frise surZA6 a pour groupeF 31 , car on peut vérifier qu’elle est invariante seule-
ment par translation et transvection.
Nous n’avons présenté que des frises contenant des entiers strictement positifs.
En effet, bien qu’en général la fonction de frise prenne des valeurs rationnelles, par
exemple :
3
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. . .
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−13
>>~~~
>>
−2
AA
−2
nous ne nous intéresserons qu’aux frises de nombres entiersstrictement positifs, que
nous appellerons simplementfrise d’entiers positifs. Nous verrons plus loin des con-
ditions suffisantes pour obtenir de telles frises.
La fonction de frise donne la valeur d’un élément de la frise en fonction de ses
voisins. Voyons une manière de déterminer la totalité de la frise à partir d’un certain
nombre de ses éléments. Observons que choisirk ∈ Z revient à fixer une diagonale de
la frise.
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PROPOSITION3.10. Une frise d’entiers positifs est entièrement déterminée par une
diagonale.
PREUVE. Soit f une fonction de frise surZAn d’entiers positifs. Soit k∈Z. Il suffit
de montrer qu’on peut calculer les diagonales adjacentes à partir de la diagonale fixée.
Calculons d’abord les éléments de la diagonale k+ 1. Pour p= 1, on calcule le
premier élément.
f (k+1,1) =
1+ f (k,2)
f (k,1)
On calcule ensuite le prochain élément en fonction de l’élément le précédant dans la
diagonale. Pour p∈ {2, ...,n−1},
f (k+1, p) =
1+ f (k, p+1) f (k+1, p−1)
f (k, p)
et pour p= n,
f (k+1,n) =
1+ f (k+1,n−1)
f (k,n)
.
Calculons maintenant les éléments de la diagonale k−1. On remarque qu’on cal-
cule d’abord le dernier élément et les suivants en remontantla diagonale. Pour p= n,
f (k−1,n) =
1+ f (k,n−1)
f (k,n)
,
pour p∈ {n−1, ...,2},
f (k−1, p) =
1+ f (k, p−1) f (k−1, p+1)
f (k, p)
et pour p= 1,
f (k−1,1) =
1+ f (k−1,2)
f (k,1)
.
Le fait suivant nous servira plus tard.
LEMME 3.11. Il ne peut y avoir deux1 consécutifs sur une rangée d’une frise
d’entiers positifs.
PREUVE. Soit f une fonction de frise surZAn d’entiers positifs. Si n= 1, il n’existe
qu’une seule frise et le résultat est trivial (voir l’exemple 3.6). Si n≥ 2, examinons les
cas possibles.
• Supposons qu’on retrouve deux1 consécutifs dans la première rangée.
1
>
>>
1
x
@@
Alors 1= 1+x1 , donc x= 0, ce qui est impossible car les éléments de la frise sont
strictement positifs.
• Supposons qu’on retrouve deux1 consécutifs sur la dernière rangée.
x
>
>>
1
@@
1
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De la même manière, x= 0, une contradiction.
• Si n≥ 3, supposons que les deux1 se trouvent sur une rangée intermédiaire.
x
>
>>
1
@@
<
<<
1
y
AA
Alors, 1= 1+xy1 , d’où xy= 0, ce qui est impossible, car x et y sont non nuls, en
vertu de l’hypothèse.
Unemaille d’une frise est une portion de la frise de la forme
b
<
<<
a
AA
>
>> d
c
??   
oùa= f (k−1, p), b= f (k, p−1), c= f (k−1, p+1) etd= f (k, p), pour unk∈Z (qui
fixe la diagonale passant parb et d) et unp∈ Q0 (qui fixe la rangée contenanta et d).
Remarquons qu’alors la définition de la fonction de frise peut s’exprimer de manière
équivalente sous la forme d’un déterminant :
∣
∣
∣
∣
a b
c d
∣
∣
∣
∣
= 1
ce qui implique que la matrice
(
a b
c d
)
appartient au groupe spécial linéaire SL2(Z). Dans
[CC73], cette propriété est appelée larègle unimodulaire. À partir d’une frise donnée,
on peut utiliser la règle unimodulaire pour étendre la frisevers le haut et vers le bas. On
peut vérifier que la première rangée ajoutée est formée de 1 etque la rangée au-dessus
est formée de 0. De même, au bas de la frise, la première rangéejoutée est formée de
1 et la rangée au-dessous est formée de 0.
Ainsi, la frise
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devient
. . . 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 . . .
. . . 2 1 3 1 2 2 1 3 1
3 1 2 2 1 3 1 2 2 . . .
. . . 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 . . .
Il est à noter que ces rangées de 1 et de 0 ne font pas à proprement parler partie
de la frise surZAn. La fonction de frise permet de calculer sur les éléments du bord
de la frise, alors que la règle unimodulaire ne permet de calculer que sur les mailles.
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Avec l’ajout des rangées de 1, on peut utiliser la règle unimodulaire pour faire le même
calcul qu’avec la fonction de frise.
Comme ces deux façons de faire sont équivalentes, lorsque nous utiliserons la règle
unimodulaire et les rangées de 1 et de 0, nous appelerons cette frise unefrise étendue.
À ce moment, nous ne mettrons pas les flèches puisqu’elles font référence à la fonction
de frise sur un carquoisZAn.
Fixons quelques notations. Soitf une fonction de frise surZAn d’entiers positifs.
Soitk∈ Z.
Posons
us =











0 s=−1,
1 s= 0,
f (k,s) 1≤ s≤ n,
1 s= n+1,
0 s= n+2.
vs =





















−1 s=−1,
0 s= 0,
1 s= 1,
f (k+1,1) s= 2,
usvs−1+1
us−1
3≤ s≤ n+1,
1 s= n+2,
0 s= n+3.
Posons aussi, pour touti ∈ Z, di = f (k+ i,1) les éléments de la première rangée.
On voit que, par définition,u1 = d0 etv2 = d1. Alors on peut écrire une partie de la frise
ainsi :
u−1
u0
u1
un
un+1
un+2
b
b
b
v0
v1
v2
vn+1
vn+2
vn+3
b
b
b
0
1
d2
f (k+2,n)
1
0
b
b
b
b bb
b bb
b bb
b bb
b
b
b
b
b
b bb
b bb
0
1
dn−1
b
b
b
f (k+n−1,n)
0
1
dn
b
b
b
1 1
0 0
f (k+n,n)
bbb
bbb
Posons ensuitear,s =
∣
∣
∣
∣
ur us
vr vs
∣
∣
∣
∣
où −1 ≤ r,s≤ n+ 2. Ces déterminants respectent les
propriétés suivantes.
LEMME 3.12.
(1) ar,r = 0 ;
(2) ar,s+as,r = 0 ;
(3) ar,sat,u+ar,tau,s+ar,uas,t = 0 ;
(4) a−1,s = us ;
(5) a0,s = vs ;
(6) as−1,s = 1 ;
(7)
∣
∣
∣
∣
ar−1,s ar,s
ar−1,s+1 ar,s+1
∣
∣
∣
∣
= 1.
PREUVE.
(1) ar,r =
∣
∣
∣
∣
ur ur
vr vr
∣
∣
∣
∣
= urvr −urvr = 0
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(2) ar,s =
∣
∣
∣
∣
ur us
vr vs
∣
∣
∣
∣
= urvs−usvr =−(usvr −urvs) =−
∣
∣
∣
∣
us ur
vs vr
∣
∣
∣
∣
=−as,r
(3) Développons chaque terme de l’équation.
ar,sat,u =
∣
∣
∣
∣
ur us
vr vs
∣
∣
∣
∣
∣
∣
∣
∣
ut uu
vt vu
∣
∣
∣
∣
= (urvs−usvr)(utvu−uuvt)
= urutvsvu−usutvrvu−uruuvsvt +usuuvrvt
ar,tau,s =
∣
∣
∣
∣
ur ut
vr vt
∣
∣
∣
∣
∣
∣
∣
∣
uu us
vu vs
∣
∣
∣
∣
= (urvt −utvr)(uuvs−usvu)
= uruuvsvt −utuuvrvs−urusvtvu+usutvrvu
ar,uas,t =
∣
∣
∣
∣
ur uu
vr vu
∣
∣
∣
∣
∣
∣
∣
∣
us ut
vs vt
∣
∣
∣
∣
= (urvu−uuvr)(usvt −utvs)
= urusvtvu−usuuvrvt −urutvsvu+utuuvrvs
De là on voit que ar,sat,u+ar,tau,s+ar,uas,t = 0.
(4) a−1,s =
∣
∣
∣
∣
u−1 us
v−1 vs
∣
∣
∣
∣
= 0·vs−us(−1) = us
(5) a0,s =
∣
∣
∣
∣
u0 us
v0 vs
∣
∣
∣
∣
= 1·vs−us ·0= vs
(6) En effet, on a
vs−1
##G
GG
us−1
99sss
%%K
KKK
vs
us
;;www
d’où as−1,s =
∣
∣
∣
∣
us−1 us
vs−1 vs
∣
∣
∣
∣
= us−1vs−usvs−1 = 1.
(7) En effet,
∣
∣
∣
∣
ar−1,s ar,s
ar−1,s+1 ar,s+1
∣
∣
∣
∣
= ar−1,sar,s+1−ar−1,s+1ar,s
= ar−1,sar,s+1+ar−1,s+1as,r (propriété 2)
= −ar−1,ras+1,s (propriété 3)
= ar−1,ras,s+1 (propriété 2)
= 1 (propriété 6).
La dernière propriété est l’expression de la règle unimodulaire appliquée à la partie
de frise suivante.
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a−1,−1
a−1,0
a−1,1
a−1,n
a−1,n+1
a−1,n+2
b
b
b
a0,0
a0,1
a0,2
a0,n+1
a0,n+2
a0,n+3
b
b
b
a1,1
a1,2
a1,3
a1,n+2
a1,n+3
b
b
b
b bb
b bb
b bb
b bb
b
b
b
b
b
b bb
an−2,n−2
an−2,n−1
an−2,n
b
b
b
b
b
b
an−1,n−1
an−1,n
an−1,n+1
Selon le lemme 3.12(4),a−1,s = us (pour−1 ≤ s≤ n+2). Ainsi cette frise et la
frise donnée plus haut ont une diagonale en commun. Mais puisqu’ ne frise est entière-
ment déterminée par une diagonale (proposition 3.10), ces frises sont identiques. En
particulier, ds = as−1,s+1 (pour 0≤ s≤ n+1).
Ces notations permettent d’établir les résultats suivants.
THÉORÈME 3.13. Soit f une fonction de frise surZAn d’entiers positifs et soit
k∈Z. Alors les éléments de la première rangéed0,d1, . . . ,dn,dn+1 s’expriment en fonc-
tion des éléments de la diagonale u−1,u0, . . . ,un+2 et, réciproquement, les éléments de
la diagonale u1, . . . ,un+2 s’expriment en fonction des éléments de la première rangée
d0,d1, . . . ,dn+1.
PREUVE. Commençons par montrer que les éléments de la première rangée s’ex-
priment en fonction de ceux de la diagonale.
Commeds = as−1,s+1 (pour 0≤ s≤ n+1), on a
as−1,s+1a−1,s = −as−1,sas+1,−1−as−1,−1as,s+1 (propriété 3)
= as−1,sa−1,s+1+a−1,s−1as,s+1 (propriété 2)
d’où
ds = as−1,s+1
=
as−1,sa−1,s+1+a−1,s−1as,s+1
a−1,s
=
1·us+1+us−1 ·1
us
(propriétés 4 et 6)
=
us−1+us+1
us
Montrons ensuite que les éléments de la diagonale s’expriment en fonction de ceux
de la première rangée.
La preuve se fait par récurrence. Nous voulons montrer que, pour 1≤ s≤ n+2,
us =
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
d0 1 0 . . . 0 0 0
1 d1 1 . . . 0 0 0
0 1 d2
. . . 0 0 0
...
...
. . . . . . . . .
...
...
0 0 0
. . . ds−3 1 0
0 0 0 . . . 1 ds−2 1
0 0 0 . . . 0 1 ds−1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
.
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Pour s= 1, u1 = a−1,1 = d0.
Soit s> 1. On suppose la formule vérifiée pour tout r< s+1. Puisqu’on a montré
ci-haut queds =
us−1+us+1
us
, on peut écrire us+1 = dsus− us−1. Ainsi, en vertu de
l’hypothèse de récurrence,
us+1 = ds
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
d0 1 0 . . . 0 0 0
1 d1 1 . . . 0 0 0
0 1 d2
. . . 0 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0
. . . ds−3 1 0
0 0 0 . . . 1 ds−2 1
0 0 0 . . . 0 1 ds−1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
−
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
d0 1 0 . . . 0 0 0
1 d1 1 . . . 0 0 0
0 1 d2
. . . 0 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0
. . . ds−4 1 0
0 0 0 . . . 1 ds−3 1
0 0 0 . . . 0 1 ds−2
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
.
C’est le développement selon la dernière ligne du déterminant suivant :
us+1 =
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
d0 1 0 . . . 0 0 0
1 d1 1 . . . 0 0 0
0 1 d2
. . . 0 0 0
...
...
. ..
. . .
. . .
...
...
0 0 0
. . . ds−2 1 0
0 0 0 . . . 1 ds−1 1
0 0 0 . . . 0 1 ds
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
.
On peut généraliser cette dernière formule à tout élément dela frise.
COROLLAIRE 3.14. Pour2≤ s− r ≤ n+2,
ar,s =
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
dr+1 1 . . . 0 0
1 dr+2 . . . 0 0
...
...
. ..
...
...
0 0 . . . ds−2 1
0 0 . . . 1 ds−1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
PREUVE. La définition de ar,s dépend d’une diagonale k fixée. Plaçons-nous sur la
diagonale k′ = k+ r +1. Alors on ad′i = f (k
′+ i,1) = f (k+ r +1+ i,1) = dr+1+i pour
tout i∈ Z.
Alors a′−1,s−r−1 = ar,s, d’où
ar,s = a
′
−1,s−r−1 = u
′
s−r−1 (lemme 3.12(4))
=
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
d′0 1 . . . 0 0
1 d′1 . . . 0 0
...
...
. . .
...
...
0 0 . . . d′s−r−3 1
0 0 . . . 1 d′s−r−2
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
=
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
dr+1 1 . . . 0 0
1 dr+2 . . . 0 0
...
...
. ..
...
...
0 0 . . . ds−2 1
0 0 . . . 1 ds−1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
.
Remarque.Observons que la formule obtenue pourar,s est l’expression du polynôme
de Tchebychev généraliséPs−r−2(dr+1,dr+2, . . . ,ds−1) [Dup09, Corollaire 3.3].
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On peut désormais établir des conditions suffisantes pour avoi une frise d’entiers
positifs.
PROPOSITION3.15. Soit f une fonction de frise surZAn. Si une diagonale k de la
frise est telle que
(1) us | (us−1+us+1)
(2) us > 0
pour (0≤ s≤ n+1), alors la frise ne contient que des entiers strictement positifs.
PREUVE. On a alors,
ds =
us−1+us+1
us
∈ Z>0.
Ainsi d0, . . . ,dn+1 sont entiers et strictement positifs. Donc les ar,s sont entiers, en
vertu du corollaire 3.14, et tous les entiers de la frise sontstrictement positifs, en vertu
de la proposition 3.10.
4. Cycles polygonaux
La première rangée d’une frise d’entiers positifs respectedes propriétés partic-
ulières.
PROPOSITION 4.1. Soit f une fonction de frise surZAn d’entiers positifs et soit
k∈ Z. Alors la suite{d0,d1, . . .} est périodique de période n+3.
PREUVE. Pour−1≤ r ≤ n+2, on a ar,r+n+3 = 0 et ar+1,r+n+3 = 1.
Or, en vertu du lemme 3.12(3),
ar,sar+1,r+n+3+ar,r+1ar+n+3,s+ar,r+n+3as,r+1 = 0
mais
ar+1,r+n+3 = 1, ar,r+1 = 1 et ar,r+n+3 = 0,
d’où
ar,s+ar+n+3,s= 0
et donc
ar,s = as,r+n+3.
En appliquant cette dernière égalité à as,r+n+3, on obtient
as,r+n+3 = ar+n+3,s+n+3,
d’où
ar,s = ar+n+3,s+n+3.
Donc, en particulier,d0 = a−1,1 = an+2,n+4 = dn+3.
Remarque.Cela montre également que, pour toute frise d’entiers positifs, il existe
une transvection et une translation qui fixent la frise.
DÉFINITION 4.2. Dans une frise d’entiers positifs surZAn, l’ensemble des élé-
ments{d0,d1, . . . ,dn+2} de la première rangée est appelécycle polygonal d’ordre
n+3. Notons qu’un cycle polygonal est nécessairement d’ordrep≥ 4, carn≥ 1.
Observons le fait suivant.
J.-S. Fraser Martineau et D. Lavertu 53
LEMME 4.3. Un cycle polygonal contient au moins un 1.
PREUVE. Supposons au contraire queds ≥ 2 pour tout0≤ s≤ n+2.
Or,
ds =
us−1+us+1
us
,
d’où
us+1 = dsus−us−1 ≥ 2us−us−1.
Ainsi, en soustrayant us de part et d’autre de l’inégalité, on obtient
us+1−us ≥ us−us−1 ≥ ·· · ≥ u1−u0 = d0−1> 0.
Donc la suite des us est strictement croissante, ce qui contredit un+1 = 1.
Considérons une transformation inversible qui permet de passer d’une frise d’en-
tiers positifs surZAn à une frise d’entiers positifs surZAn+1.
THÉORÈME 4.4. Soit 0 ≤ i ≤ n+ 2. Il existe une transformation inversibleTi de
l’ensemble des cycles polygonaux d’ordre n+3 vers l’ensemble des cycles polygonaux
d’ordre n+4.
PREUVE. Soit{d0,d1, . . . ,dn+2} un cycle polygonal d’ordre n+3. Alors on définit
Ti : (. . . ,di−1,di ,di+1,di+2, . . . ) 7→ (. . . ,di−1,di +1, 1 ,di+1+1,di+2, . . . ).
Vérifions d’abord que le résultat de cette transformation est bien un cycle polygonal
d’ordre n+ 4. Il suffit de montrer que la suite résultante forme la première rangée
d’une frise d’entiers positifs surZAn+1.
Prenons la suite{us} des éléments de la diagonale passant pardi−1. Alors, en vertu
du théorème 3.13, on peut exprimer en fonction de ui−1, ui , ui+1, ui+2 les éléments
di =
ui−1+ui+1
ui
et di+1 =
ui +ui+2
ui+1
.
On a
di +1=
ui−1+ui+1
ui
+1=
ui−1+(ui +ui+1)
ui
,
1=
ui +ui+1
ui +ui+1
et
di+1+1=
ui +ui+2
ui+1
+1=
(ui +ui+1)+ui+2
ui+1
.
Donc ui | ui−1 +(ui +ui+1) et ui+1 | (ui +ui+1)+ui+2, car di +1 et di+1+1 sont
entiers. On en conclut que si la portion de la diagonale(. . . ,ui−1,ui ,ui+1,ui+2, . . . )
devient(. . . ,ui−1,ui ,ui + ui+1,ui+1,ui+2, . . . ), cette nouvelle diagonale surZAn+1 re-
specte la condition us | us−1+us+1 et donc, en vertu de la la proposition 3.15, définit
une frise d’entiers positifs. Ceci montre que(. . . ,di−1,di +1, 1 ,di+1+1,di+2, . . . ) est
un cycle polygonal d’ordre n+4.
Il reste à montrer queTi admet un inverseSi . Soit{d0,d1, . . . ,dn+3} un cycle polyg-
onal d’ordre n+4. En vertu du lemme 4.3, tout cycle polygonal contient au moins un
1. De plus, le lemme 3.11 implique que les voisins d’un 1 sont stric ement plus grands
que1. On peut supposer, sans perte de généralité, quedi+1 = 1 etdi ,di+2 > 1.
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Ainsi, posons
Si : (. . . ,di−1,di , 1 ,di+2,di+3, . . . ) 7→ (. . . ,di−1,di −1,di+2−1,di+3, . . . ).
Il faut montrer que le résultat est bien un cycle polygonal d’or re n+ 3. Comme
plus haut, il suffit de montrer que la suite résultante forme la première rangée d’une
frise d’entiers positifs surZAn.
Prenons la suite{us} des éléments de la diagonale passant pardi . Alors on a, en
vertu du théorème 3.13,
di =
ui−1+ui+1
ui
,
di+1 =
ui +ui+2
ui+1
,
di+2 =
ui+1+ui+3
ui+2
.
Mais di+1 = 1 implique que ui+1 = ui +ui+2. Ainsi
di −1=
ui−1+ui+1−ui
ui
=
ui−1+ui+2
ui
,
di+2−1=
ui+1+ui+3−ui+2
ui+2
=
ui +ui+3
ui+2
.
Puisquedi − 1 et di+2 − 1 sont entiers, alors ui | ui−1 + ui+2 et ui+2 | ui + ui+3. On
en conclut que si la portion de la diagonale(. . . ,ui−1,ui ,ui+1,ui+2,ui+3, . . . ) devient
(. . . ,ui−1,ui ,ui+2,ui+3, . . . ), cette nouvelle diagonale surZAn respecte la condition us |
us−1+us+1 et donc, en vertu de la proposition 3.15, définit une frise d’entiers positifs.
Ceci montre que(. . . ,di−1,di −1,di+2−1,di+3, . . . ) est un cycle polygonal d’ordre n+
3.
Il est immédiat queSi est l’inverse deTi .
Remarque.Ce théorème permet d’affirmer que que tout cycle polygonal peut être
obtenu à partir d’un cycle polygonal d’ordre inférieur. Ainsi, tout cycle polygonal est
engendré par des applications successives de transformatinsTi au cycle polygonal {1,
2, 1, 2} correspondant à l’unique frise d’entiers positifs sur ZA1 (voir l’exemple 3.6).
5. Triangulations
Nous noteronsS0, S1, . . ., Sp−1 les sommets d’un polygone àp côtés. Pour nos
besoins, un polygone n’est pas nécessairement régulier, mais il doit être convexe. On
appelletriangulation d’un polygone àp côtés tout découpage enp−2 triangles de ce
polygone parp−3 diagonales non sécantes [CC73]. Par exemple, voici deux triangu-
lations d’un hexagone :
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S0 S1
S2
S3S4
S5
S0 S1
S2
S3S4
S5
Étant donné une triangulation d’un polygone àp côtés, soiti tel que 0≤ i ≤ p−1.
On note∆i le nombre de triangles ayantSi pour sommet. Nous nous intéresserons à
la suite(∆0,∆1, . . . ,∆p−1). Ainsi, deux triangulations qui, par une numérotation appro-
priée des sommets, peuvent engendrer la même suite seront considérées équivalentes.
LEMME 5.1. Si p≥ 4, alors il existe i, j distincts, tels que∆i = ∆ j = 1. En outre,
Si n’est pas adjacent à Sj .
PREUVE. On le voit facilement en envisageant une triangulation comme une con-
struction où l’on juxtapose successivement des triangles.Si p= 4, on voit que l’énoncé
est vrai.
2
1
2
1
Supposons p> 4et l’énoncé vrai pour p−1, alors toute triangulation d’un polygône
à p−1 côtés est telle que∆i = ∆ j = 1 pour certains i, j distincts.
Considérons un polygone à p côtés. Supposons que le sommet Si est adjacent au
sommet Sj . Alors ces deux sommets font partie du même triangle et détermin nt un de
ses côtés. Puisque∆i = ∆ j = 1, cela veut dire que les deux autres côtés du triangle ne
touchent à aucun autre triangle.
1
1
Donc le polygone considéré est nécessairement un triangle,ce qui contredit p> 4.
Ainsi, il est impossible d’ajouter un seul triangle qui modifie à la fois∆i et ∆ j . On peut
donc distinguer deux cas. Si l’ajout du triangle ne modifie ni∆i, ni ∆ j , on a toujours
∆i = ∆ j = 1. Ainsi supposons, sans perte de généralité, que le triangleajouté modifie
∆i. Alors le sommet Sp−1 ajouté au polygone est seulement adjacent à ce triangle.
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Si
Sp−1
Donc∆p−1 = ∆ j = 1 avec p−1 et j distincts.
Nous en arrivons au théorème principal.
THÉORÈME5.2. Les cycles polygonaux d’ordre p sont en bijection avec les trian-
gulations d’un polygone à p côtés.
PREUVE. Soit {d0, . . . ,dp−1} un cycle polygonal d’ordre p. On veut lui associer
une triangulation d’un polygone à p côtés. Montrons par récurence que(d0,d1, . . . ,dp−1)=
(∆0,∆1, . . . ,∆p−1). Si p= 4, l’unique cycle polygonal d’ordre4 (voir l’exemple 3.6)
correspond à la triangulation d’un quadrilatère. Autrement dit,
(d0,d1,d2,d3) = (1,2,1,2) = (∆0,∆1,∆2,∆3).
Soient p> 4et{d0,d1, . . . ,dp−1} un cycle polygonal d’ordre p. En vertu du lemme 4.3,
on peut supposer, sans perte de généralité, quedp−1 = 1. Selon le théorème 4.4,
Sp−2(d0,d1, . . . ,dp−3,dp−2,dp−1) = (d
′
0,d1, . . . ,dp−3,d
′
p−2)
est un cycle polygonal d’ordre p−1, oùd′0 = d0−1 etd
′
p−2 = dp−2−1. Ainsi, en vertu
de l’hypothèse de récurrence, il existe une triangulation d’un polygone à p− 1 côtés
telle que(∆′0,∆1, . . . ,∆p−3,∆′p−2) = (d′0,d1, . . . ,dp−3,d′p−2).
La transformation inverse
Tp−2(d
′
0,d1, . . . ,dp−3,d
′
p−2) = (d
′
0+1,d1, . . . ,dp−3,d
′
p−2+1,1) = (d0,d1, . . . ,dp−1)
correspond à l’ajout d’un triangle à la triangulation du polygone à p−1 côtés.
∆′0
∆1
∆′p−2
∆p−3
∆0 = ∆′0+1
∆1
∆p−2 = ∆′p−2+1
∆p−3
∆p−1 = 1
Le côtéS0Sp−2 du polygone à p−1 côtés devient une diagonale de la triangulation du
polygone à p côtés pour laquelle on a
(∆0,∆1, . . . ,∆p−1) = (∆′0+1,∆1, . . . ,∆p−3,∆
′
p−2+1,∆p−1)
et (d0,d1, . . . ,dp−1) = (∆0,∆1, . . . ,∆p−1), selon la définition deTp−2.
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Réciproquement, montrons que si on a une triangulation d’unpolygone à p côtés,
alors il existe un cycle polygonal d’ordre p tel que(d0,d1, . . . ,dp−1)= (∆0,∆1, . . . ,∆p−1).
La preuve se fait par récurrence. Si p= 4, la triangulation du quadrilatère corre-
spond à un cycle polygonal d’ordre4. Soit p> 4. Considérons une triangulation d’un
polygone à p côtés. En vertu du lemme 5.1, on peut supposer, sans perte de généralité,
que∆p−1 = 1, alors ∆0 > 1 et ∆p−2 > 1. On veut montrer que(∆0,∆1, . . . ,∆p−1) est
un cycle polygonal d’ordre p. En retirant le triangle S0 p−1Sp−2, c’est-à-dire les côtés
S0Sp−1 etSp−1Sp−2, on se ramène à une triangulation d’un polygone à p−1 côtés pour
laquelle∆′0 = ∆0−1 et ∆′p−2 = ∆p−2−1.
S0
S1
Sp−3
Sp−2
Sp−1
S0
S1
Sp−3
Sp−2
Or, en vertu de l’hypothèse de récurrence,
(∆′0,∆1, . . . ,∆p−3,∆
′
p−2) = (d
′
0,d1, . . . ,dp−3,d
′
p−2)
est un cycle polygonal d’ordre p−1. Donc
Tp−2(d
′
0,d1, . . . ,d
′
p−2) = (d
′
0+1,d1, . . . ,d
′
p−2+1,1) = (∆0,∆1, . . . ,∆p−1)
est, selon la définition deTp−2, un cycle polygonal d’ordre p.
COROLLAIRE 5.3. Les frises d’entiers positifs surZAn sont en bijection avec les
triangulations d’un polygone à n+3 côtés. 
EXEMPLE 5.4. Cette triangulation d’un hexagone correspond à la frise de l’exem-
ple 3.8.
1 2
3
1
2
3
EXEMPLE 5.5. Cette triangulation d’un ennéagone correspond à la frise de l’ex-
emple 3.9.
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1 2
4
4
4
2
2
1
1
EXEMPLE 5.6. Cette triangulation d’un heptagone
2
1
4
2
2
1
3
correspond à la frise suivante.
2
<
<<
4
<
<<
1
<
<<
2
<
<<
2
<
<<
3
<
<<
1
<
<<
2
<
<<
. . . 7
AA
<
<<
3
AA
<
<<
1
AA
<
<<
3
AA
<
<<
5
AA
<
<<
2
AA
<
<<
1
AA
<
<<
7
3
AA
<
<<
5
AA
<
<<
2
AA
<
<<
1
AA
<
<<
7
AA
<
<<
3
AA
<
<<
1
AA
<
<<
3
AA
<
<<
. . .
2
AA
3
AA
1
AA
2
AA
4
AA
1
AA
2
AA
2
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Rotation d'un objet rigide
Nicolas Bureau
Résumé. Trouver une équation générale qui puisse représenter exactement
la rotation d'une boule en trois dimensions (sur une table de billard, par exem-
ple) n'est pas chose facile. La plupart des représentations virtuelles, tels que
les jeux ou les animations, utilisent une approximation simple. En eet, une
façon souvent utilisée pour animer la rotation d'une boule est de déterminer
son équation de vitesse angulaire par l'intermédiaire de notions de physique
mécanique de base. Ensuite, de façon similaire, on détermine l'équation de
position angulaire autour de l'axe de rotation et on ache celle-ci à l'écran en
sectionnant le temps en de très petits intervalles. Cette méthode est bonne,
mais malheureusement pas exacte, d'où le but de cette recherche.
L'article qui suit fait référence au rapport de recherche nommé Rotation d'un
corps rigide. La plupart des calculs vous ont été épargnés. La majeure partie de
cet article décrit la problématique, introduit la matière et les représentations
utilisées, analyse les pistes entreprises et analyse aussi les résultats obtenus.
1. Objectif et motivation
Le but principal de cette recherche est de trouver une équation générale qui
puisse représenter exactement la rotation d'une boule en trois dimensions (sur
une table de billard, par exemple). La plupart des représentations virtuelles, tels
que les jeux ou les animations, utilisent une approximation simple. En eet, une
façon souvent utilisée pour animer la rotation d'une boule est de déterminer son
équation de vitesse angulaire (représentée par le vecteur tridimensionnel ~ω(t) au
temps t) par l'intermédiaire de notions de physique mécanique de base. Ensuite,
de façon similaire, on détermine l'équation de position angulaire autour de l'axe
de rotation décrite par ~ω(t) et on ache celle-ci à l'écran en sectionnant le temps
en de très petits intervalles. Cette méthode est bonne, mais malheureusement
pas exacte.Au billard, une boule, une fois frappée, peut avoir trois états : le
roulement, le  spin  et le glissement. Le premier type signie que la rotation
de la boule est causée uniquement par le frottement avec le table, ce qui résulte
en une vitesse linéaire. Ainsi, on peut déterminer la position angulaire de cet état
facilement avec des équations en deux dimensions. Le deuxième type, le  spin ,
est lorsque la balle tourne autour d'un axe xe, perpendiculaire à la table, donc
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celle-ci n'a aucune vitesse linéaire, seulement angulaire. Le glissement est l'état
d'une boule juste avant de rouler. Cette dernière, au lieu d'avoir une vitesse
angulaire déterminée par la vitesse linéaire (due au frottement), va glisser sur la
table, ayant un axe de rotation qui n'est pas xe. Cet état dure habituellement
un très court laps de temps. C'est justement l'équation du glissement qui est
souvent approximée lors des animations, c'est pourquoi il serait intéressant d'en
développer une qui représenterait exactement le mouvement angulaire de la boule
de billard.
Ainsi, ce qui nous intéresse c'est de trouver une représentation simple pour
appliquer aux mouvements d'une balle de billard, mais, pour ce faire, il serait plus
approprié de commencer par s'intéresser à la forme analytique d'une mouvement
de rotation d'un objet rigide. On sait tout d'abord qu'il existe deux types de
mouvements : le mouvement spatial et celui angulaire. Le premier se calcule
avec des équations linéaires, telle que la vitesse linéaire qui, une fois intégrée
par rapport au temps, nous donne exactement la position spatiale de l'objet en
question. Or, dans une forme analytique, le mouvement angulaire ne se trouve
pas de façon aussi simple et c'est ce que l'on cherche à étudier.
2. Notation et introduction à la problématique
Avant de commencer l'exposé, il serait bien de se xer une notation. Dans la
plupart des équations plus bas, chaque terme sera expliqué pour ne pas porter
à confusion. Cependant, an de faciliter la lecture et la compréhension à l'a-
vance, voici quelques conventions utilisées au cours de cet article.Tous les vecteurs
(exemple : ~a) de ce texte seront marqués d'une èche et tous les quaternions
seront notés en caractère gras. Une simple lettre minuscule (sans autre attribut)
représentera un scalaire et une matrice sera habituellement écrite en majuscule.
La norme (longueur) d'un vecteur ~a sera notée ‖a‖. Pour représenter ce vecteur
sous sa forme normalisée ~a‖a‖ , la notation â sera employée. Si ce dernier évolue
en fonction du temps, alors il sera noté ~a(t) pour un temps t (idem pour les
scalaires). Si ce vecteur est tridimensionnel, cela signie que ~a pourra être écrit
sous la forme ~a = [a1, a2, a3] ou [ax, ay, az]. Comme ~a(t) évolue dans le temps,
on pourra aussi calculer sa dérivée en fonction du temps, notée ddt~a(t) =
~̇a(t).
Si nous avons un intervalle de temps ou de valeurs (vectorielles ou scalaires), on
utilisera respectivement les notations ∆t ou ∆~a. Lorsque ~a et ~b sont des vecteurs
de même dimension, alors on notera le produit scalaire ~a ·~b ou tout simplement
~a~b. Si s et r sont des scalaires, alors leur multiplication utilisera la même nota-
tion. Il s'agit encore une fois de la même notation pour la multiplication d'un
scalaire avec un vecteur. Si on veut eectuer une multiplication vectorielle, on
utilisera
~a×~b =
 a2 · b3 − b2 · a3a3 · b1 − b3 · a1
a1 · b2 − b1 · a2
 .
Un vecteur très utilisé sera ~ω(t) = [ωx(t), ωy(t), ωz(t)] qui représentera la vitesse
angulaire instantanée ‖ω(t)‖ de l'objet rigide autour de l'axe de rotation unitaire
ω̂(t). Entre autre, nous nous intéresserons plus particulièrement à une vitesse
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angulaire de forme ane : ~ω(t) = [a1 + b1 · t, a2 + b2 · t, a3 + b3 · t] = ~a+~bt. Un
autre vecteur sera ~θ(t) = ‖θ(t)‖ · n̂(t) où n̂(t) est l'axe unitaire autour duquel on
retrouve un angle de ‖θ(t)‖. La plupart du temps, cet axe, qui dépend du temps
t, ne sera pas en relation directe avec l'axe du rotation de la vitesse angulaire
instantanée, donc, de façon générale, ~̇θ(t) 6= ~ω(t), cependant, au cours de cet
exposé, nous devrons développer des simplications an de mieux généraliser
certaines équations. An de trouver la forme analytique de ~θ(t), il faudra tenter
de lui trouver plusieurs représentations pour ensuite tenter de trouver un lien
entre le connu ~ω(t) de l'inconnu ~θ(t).
3. Représentation des rotations
Avant toute chose, il faut savoir que la rotation tridimensionnelle se comporte
très diéremment de celle bidimensionnelle. En eet, en 2D, la relation entre la
vitesse angulaire et la position angulaire est simple :
t∫
0
~ω(τ)dτ = ~θ(t). Cette
dernière équation est due au fait que les angles peuvent se composer (s'addition-
ner) et commuter. Or, en 3D, cette équation reste vraie tant et aussi longtemps
que la composition angulaire commute. Malheureusement, en général, elle ne
commute pas, c'est pourquoi il serait intéressant de trouver la relation entre
la vitesse et la position. De plus, en deux dimensions, la direction de l'axe de
rotation est unique et toute composition d'angles peut se résumer en un angle
résultant autour de cet axe, tandis qu'en trois dimensions, il existe une innité
de ces directions et toute composition d'angles peut s'exprimer à l'aide de trois
angles. Celles-ci sont souvent généralisées par trois axes de rotations perpendic-
ulaires et tout dépendant de l'ordre dans laquelle on applique ces trois angles, la
rotation résultante sera diérente. C'est la non-commutativité.
Il existe trois outils répandus pour représenter les rotations en trois dimen-
sions, compte-tenu de la non-commutativité : les angles d'Euler, les matrices de
rotation et les quaternions.
3.1. Angles d'Euler
C'est peut-être de la méthode la plus visuelle pour représenter une rotation :
le  pitch , le  roll  et le  yaw , trois angles représentant chacun l'un des
axes principaux. Comme la non-commutativité intervient en trois dimensions,
l'ordre dans lequel chacun de ces trois angles est appliqué est très important, car
le deuxième angle sera dépendant du premier et le troisième sera dépendant des
deux premiers. Cette représentation est souvent évitée pour sa complexité et ses
lacunes. En eet, une rotation peut être représentation par maintes combinaisons,
ce qui peut engendrer certains problèmes. Pour manipuler ces angles, on doit
principalement les transformer en matrices de rotations et multiplier ces matrices,
puis reconvertir en angles.
3.2. Matrices de rotations
Contrairement aux angles d'Euler, les matrices de rotations ne nécessitent
qu'un seul angle de rotation autour d'un axe représenté par un vecteur à trois
dimensions.
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Si l'on connaît notre axe de rotation (par exemple û = [ux, uy, uz]) et si l'on
veut faire une rotation de θ autour de ce dernier, alors la matrice suivante sera
utilisée :
R = u2x + (1− u2x) cos θ uxuy(1− cos θ)− uz sin θ uxuz(1− cos θ) + uy sin θuxuy(1− cos θ) + uz sin θ u2y + (1− u2y) cos θ uyuz(1− cos θ)− ux sin θ
uxuz(1− cos θ)− uy sin θ uyuz(1− cos θ) + ux sin θ u2z + (1− u2z) cos θ

= ûûT + (I − ûûT ) cos θ +
 0 −uz uyuz 0 −ux
−uy ux 0
 sin θ
Cette dernière matrice est aussi nommée la matrice des cosinus directionnels
(direction cosine matrix en anglais) par plusieurs auteurs. En réalité, chacune
des colonnes indique la direction dans laquelle chaque point a été transformé par
rapport à tous les axes de rotation.
Pour composer plusieurs rotations, il sut de multiplier les matrices les
représentant. Ainsi, si on veut composer plusieurs rotations, représentées par
les matrices Ra, Rb et Rc, sur un même vecteur ~v, il sut de multiplier toutes
les matrices de rotation : Rc · Rb · Ra = Rr, où Rr est la matrice de rotation
résultante telle que
(1) ~v′ = Rr · ~v
Attention, l'ordre de multiplication est important, car, en eet, ni la compo-
sition des angles, ni la multiplication des matrices n'est commutative.
Remarquons qu'une rotation nulle est logiquement représentée par la matrice
identité I et que peu importe la matrice de rotation R que l'on utilise, cette
dernière sera toujours orthogonale, c'est-à-dire que R ·Rt = I.
3.3. Quaternions
Un quaternion est un élément à quatre composantes (quatre dimensions),
mais qui représente des transformations en trois dimensions. La structure et
l'algèbre des quaternions sont très similaires à la structure et l'algèbre des nom-
bres complexes, c'est pourquoi on donne le nom de nombre hypercomplexe à ses
représentants unitaires.
Définition 1. Soit q un quaternion. Ce quaternion s'écrit sous la forme
suivante
(2) q = q0 + qx ·~i+ qy ·~j + qz · ~k
où q0, qx, qy et qz sont des scalaires et tel que les identités suivantes sont respec-
tées :
~i2 = ~j2 = ~k2 = −1
~ij = ~k
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~jk =~i
~ki = ~j
On peut aussi écrire
(3) q = [q0, ~v]
où
(4) ~v = qx ·~i+ qy ·~j + qz · ~k
Le vecteur ~v est aussi nommé la partie vectorielle de q, tandis que q0 est
nommé la partie scalaire de ce dernier.
Voici un résumé des opérations fréquemment utilisées dans la manipulation
des quaternions :
Opération Équation Commutatif ?
Addition
q + p =(q0 + p0) + (qx + px) ·~i+
(qy + py) ·~j + (qz + pz) · ~k
Oui
Soustraction
q− p =(q0 − p0) + (qx − px) ·~i+
(qy − py) ·~j + (qz − pz) · ~k
Oui
Multiplication q · s = [q0 · s,~v · s] Oui
Quaternion Scalaire
Multiplication q · ~h = [−~v · ~h,~v · q0 + ~v × ~h] Non
Quaternion vecteur
Multiplication
Interquaternion
q× p =[q0 · p0 − ~vq · ~vp ,
q0 · ~vp + p0 · ~vq + ~vq × ~vp]
Non
Conjugué
q∗ = [q0,−~v]
= q0 − qx ·~i− qy ·~j − qz · ~k

Norme ‖q‖ =
√
q20 + q
2
x + q
2
y + q
2
z 
Inverse q−1 = q
∗
‖q‖2 
Tout comme les matrices de rotations, pour représenter une rotation à l'aide
d'un quaternion, on doit avoir un vecteur tridimensionnel qui donne la direction
de l'axe de rotation et on doit avoir un angle autour de cet axe. L'avantage,
en comparaison avec les matrices, c'est qu'un quaternion ne contient que quatre
composantes tandis que la matrice en nécessite neuf. Voici l'allure d'un quater-
nion servant à représenter une rotation de ‖θ(t)‖ autour d'un axe normalisé
û(t) :
(5) q = [q0 = cos
(
‖θ(t)‖
2
)
, v = sin
(
‖θ(t)‖
2
)
· û(t)]
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Attention, tout quaternion de rotation se doit d'être unitaire. S'il ne l'est
pas, il sut de le normaliser en le divisant par sa norme. Ceci nous amène à en
conclure que l'inverse d'un quaternion unitaire est en fait son propre conjugué.
De même qu'avec les matrices de rotation, on peut trouver un vecteur ~h′,
obtenu par la rotation (représentée par q) de ~h avec la formule suivante
(6) ~h′ = q · ~h · q∗
Si on veut eecteur plusieurs rotation qa, qb et qc sur un même vecteur ~h,
il sut de multiplier tous les quaternions de rotation :
(7) qc · qb · qa = qr
où qr est le quaternion de rotation résultant telle que
(8) ~h′ = qr · ~h · qr∗
Attention, comme déjà mentionné plus haut, l'ordre de la composition (mul-
tiplication) des quaternions de rotation est importante, car ni la composition
d'angles et ni la multiplication de quaternions n'est commutative.
4. Dérivée des rotations 3D
An d'introduire l'aspect des vitesses angulaires, il faut tout d'abord s'in-
téresser à la dérivée de chacune des représentations par rapport au temps. Voici
donc, de façon résumée, les dérivées des trois représentations de rotations intro-
duites précédemment.
4.1. Angles d'Euler
(9) ~ωx = Θ̇ cosψ + φ̇ sinψ cos Θ
(10) ~ωy = Θ̇ sinψ − φ̇ cosψ sin Θ
(11) ~ωz = ψ̇ + φ̇ cos Θ
4.2. Matrices de rotation
(12)
d
dt
Rr(t) = Ω(t) ·Rr(t)
où
(13) Ω(t) =
 0 −ωz(t) ωy(t)ωz(t) 0 −ωx(t)
−ωy(t) ωx(t) 0

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4.3. Quaternions
(14)
d
dt
q(t) =
1
2
qω(t)q(t)
où
(15) qω(t) = [0 , ~ω(t)]
5. Pistes entreprises
Cette section est le c÷ur de notre recherche. Elle sert à trouver un lien
entre la vitesse angulaire instantanée et la position angulaire. Toutes les pistes
développées sont longues et exhaustives, alors elles vous seront résumées.
5.1. Pistes 1 et 2 : Mouvement gyroscopique
L'idée des deux premières pistes a été inspirée par Davailus [1], Farrell et
Barth [2] : celle d'utiliser la forme exponentielle intégrale d'un quaternion :
(16) q(t1) = e
t1∫
t0
1
2
qω(t)dt
· q(t0)
Cependant, cette formule n'est valide que si l'axe de rotation est xe, or notre
axe change de direction en fonction du temps. D'où l'idée de Farrell et Barth qui
est de changer presque instantanément le système d'axes de telle sorte que notre
axe de rotation semble rester xe et ainsi, cette formule deviendrait valable.
Malheureusement, nous voulons une forme analytique et non approximative, tel
que proposé par ces auteurs. C'est pourquoi, pour chaque itération de temps,
il faudrait reconvertir les coordonnées de notre nouveau système d'axe dans un
système global et cela alourdirait les calculs et cela ne fonctionnerait que pour
de très petits intervalles. C'est la raison principale pour laquelle ces deux pistes
ont été mises de côté.
5.2. Piste 3 : Angles d'Euler
Cette troisième piste a un but simple, celui d'isoler les dérivées des angles
d'Euler et de résoudre le système d'équations obtenu :
(17)
ψ̇ = ωx(t) + ωy(t) · sinψ(t) · tanΘ(t) + ωz(t) · cosψ(t) · tanΘ(t)
Θ̇ = ωy(t) · cosψ(t)− ωz(t) · sinψ(t)
φ̇ = ωy(t) · sinψ(t)cos Θ(t) + ωz(t) ·
cosψ(t)
cos Θ(t)
Malheureusement, résoudre ce système d'équations diérentielles semble une
tâche plutôt ardue et non intuitive, même numériquement.
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5.3. Pistes 4, 5 et 6 : Interpolation et cas simples
Ces pistes ont été créées pour nous-mêmes. Leur but premier est de nous
aider à développer notre intuition en commençant par étudier les cas simples du
phénomène, puis de les compliquer peu à peu.
Premièrement, nous avons supposé que l'axe de rotation décrit un mouvement
d'interpolation autour d'une sphère unitaire et nous avons obtenu :
(18) qω(t) = ‖θ̇(t)‖ · p(t) + sin ‖θ(t)‖ · ṗ(t) + [1− cos ‖θ(t)‖] · ê3
où ê3 = [0, 0, 1] et où p(t) est le quaternion d'interpolation décrit par :
(19) ṗ(t) =
φ
τ · sinφ
[
0, cos(φ
t
τ
) cos(
φ
2
)− cos(φ− φ t
τ
),− cos(φ t
τ
) sin(
t
τ
), 0
]
où τ est le temps total et où φ est l'angle entre la position initiale et nale de
l'axe de rotation.
Nous n'avons pas réussi à trouver une forme convenable pour la position
angulaire en supposant que la vitesse angulaire était ane.
Après ces calculs, nous avons étudié les cas simples quand l'axe de rotation
est constant et quand la vitesse angulaire a une direction xe, mais avec une
norme ane et nous avons obtenu ce résultat :
(20) ~ω(t) = ‖θ̇(t)‖ · ω̂(t) + sin ‖θ(t)‖ · ~̇ω(t) + [1− cos ‖θ(t)‖] · ~ω(t)× ~̇ω(t)
Malheureusement, toutes ces pistes ont pour hypothèse que l'axe de rotation
reste immobile, ce qui cause problème, d'où le développement de la piste suivante.
5.4. Piste 7 : Axe de rotation déterminé par l'inconnu
Comme l'indique le titre de la piste, nous avons décidé de nous attaquer au
cas où l'axe de rotation n'est pas xe, c'est-à-dire que û =
~θ
‖θ‖ 6=
~ω
‖ω‖ comme le
suggèrent [3,4]. Après de longs calculs, nous avons obtenu :
(21)
~̇
θ(t) = ~ω(t)− 1
2
(~θ(t)×~ω(t))+ 1
‖θ(t)‖2
(
1− ‖θ(t)‖
2
cot
‖θ(t)‖
2
)
~θ(t)×(~θ(t)×~ω(t))
Cette équation est en fait un système de trois équations diérentielles, qui,
après plusieurs essais numériques, ne semble pas se résoudre si facilement.
6. Conclusion
Ces pistes n'ont peut-être pas été fructueuses en terme de résultats escomp-
tés, mais elles nous ont fourni de nombreuses intuitions plus utiles les unes que
les autres an d'éventuellement retravailler sur ce dossier avec un bagage expéri-
mental plus fourni.
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Visualisation de fonctions générant un
point de selle multiple dans Rn
Rémi Gagné
Résumé.
Le présent rapport est la conclusion d'un project de visualisation de fonctions
allant de Rn dans R et générant des points de selle multiple. Le choix des
fonctions étudiées est motivé par une famille de fonctions discutée dans [2] ;
elles se trouvent à être une généralisation de cette famille. Le logiciel utilisé
est Mathematica 7.
On y présente en premier lieu, aussi assisté par Mathematica, le calcul du
degré topologique des points de selle, qui sont des points critiques dégénérés.
Ensuite viennent plusieurs images, des cas n = 2 à n = 4, visant à montrer
certaines de leur caractéristiques.
Ce travail se veut un d'expérimentation ; par conséquent, aucun résultat orig-
inal de mathématiques fondamentales n'y est démontré.
0. Rappels
Quelques notions de calcul vectoriel ainsi qu'une connaissance minimale de
la projection stéréographique et des quaternions seront nécessaires. Il est donc
proposé de les introduire avant de commencer.
Soit f : Rn → R : (x1, x2, . . . , xn) 7→ f(x1, x2, . . . , xn) une fonction réelle à n
variables.
Une courbe de niveau d'une fonction est l'ensemble des points du domaine
pour lesquels la fonction vaut une certaine valeur xée.
Le gradient de f , noté ∇f , est une fonction de Rn dans Rn donnée par
∇f : Rn → Rn : (x1, x2, . . . , xn) 7→
(
δf
δx1
,
δf
δx2
, . . . ,
δf
δxn
)
,
c'est le vecteur des dérivées partielles de f . On rappelle qu'une dérivée partielle
par rapport à une varible se fait en considérant toutes les autres variables comme
des constantes et en dérivant normalement par rapport à la variable de dérivation.
Ce travail a été eectué au cours de la session d'hiver 2009 à l'Université de Sherbrooke et
a été supervisé par les professeurs Tomasz Kaczynski et Virginie Charette dans le cadre d'un
nancement par le FQRNT.
c© Université de Sherbrooke
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70 Visualisation de points de selle
Notons que le gradient d'une fonction indique la direction dans laquelle on
doit se déplacer dans le domaine de la fonction pour que cette dernière aug-
mente le plus rapidement possible. Aussi, le gradient en un point du domaine est
perpendiculaire à la courbe de niveau passant par ce point.
Soit F : Rn → Rm : (x1, x2, . . . , xn) 7→ (y1, y2, . . . , ym) une fonction vec-
torielle réelle à n variables avec m composantes où chaque yi est fonction des
xi. Notons que le gradient d'une fonction réelle à n variables est une fonction
vectorielle réelle de Rn dans Rn.
La matrice jacobienne de F , notée JF , est donnée par
JF =

δy1
δx1
· · · δy1δxn
...
. . .
...
δym
δx1
· · · δymδxn
 ,
c'est la matrice des dérivées (partielles) premières de F . Elle est fonction des xi.
Le jacobien de F est le déterminant de sa matrice jacobienne lorsque cette
dernière est une matrice carrée ce qui est le cas lorsque f est le gradient d'une
fonction. Il est aussi fonction des xi.
La matrice hessienne de f , notée Hf , est donnée par
Hf =

δ2f
δx21
δ2f
δx1 δx2
· · · δ
2f
δx1 δxn
δ2f
δx2 δx1
δ2f
δx22
· · · δ
2f
δx2 δxn
...
...
. . .
...
δ2f
δxn δx1
δ2f
δxn δx2
· · · δ
2f
δx2n

,
c'est la matrice des dérivées (partielles) secondes de f . Elle est fonction des xi.
Notons que cette matrice est la matrice jacobienne du gradient de f .
Le hessien de f est le déterminant de sa matrice hessienne. Il est aussi fonc-
tion des xi.
Pour plus d'information, un manuel de calcul vectoriel comme, par exemple,
[1] peut-être consulté.
La projection stéréographique consiste à prendre une sphère de dimension n
(ensemble des points de Rn+1 équidistants à un centre xé), à lui enlever un
point et à faire correspondre chacun des points restants à un point de Rn. Cette
correspondance est réversible.
On fait correspondre à un point de la sphère le point de l'espace euclidien
qui est l'intersection avec la droite contenant le point en question et le point
enlevé, qui est appelé le point de projection. On doit avoir que l'espace euclidien
sur lequel on projette la sphère est, à translation près, tangent au point de
projection et ne contienne pas ce dernier.
Pour plus d'information, voir [5].
L'algèbre des quaternions est une extension des nombres complexes. Un
quaternion est de la forme
x+ yi+ zj + wk
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où x est la composante réelle et y, z et w sont les composantes imaginaires des
axes imaginaires i, j et k, respectivement. Les calculs dans les quaternions sont
régis par les relations
i2 = j2 = k2 = ijk = −1
donnant les relations ij = k, ji = −k, jk = i, kj = −i, ki = j, ik = −j montrant,
du coup, que les quaternions ne forment pas une algèbre commutative.
Pour plus d'information, voir [4].
1. Introduction
Dans [2], il est en partie question de la famille de fonctions
fk : R2 → R avec fk(x, y) = <
(
(x+ iy)k+1
)
, k ∈ N∗,
où < représente la partie réelle, qui a la caractéristique de générer un point
de selle de multiplicité k à l'origine. L'image suivante, donnant le graphe des
fonctions f1, f2, f3 et f4 autour de l'origine, en témoigne (on fait appel, pour
l'instant, au sens intuitif du lecteur d'un point de selle).
Figure 1. Graphe des fonctions f1, f2, f3 et f4 autour de l'origine
On s'intéresse en fait au degré topologique, appelé aussi degré de Brauwer [3]
que nous appelons ici tout court le degré, de ces points de selle multiple. Précisons
ici ce qu'il en est.
Dénition 1 : Soient une fonction F : D ⊂ Rn → Rn, avec D borné et F
continue sur D̄, et un point p ∈ Rn tel que p /∈ F (δD) et JF (x) 6= 0 pour tout
x ∈ F−1(p), alors le degré de F au point p relativement à D, noté d(F,D, p), est
i
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donné par
(1) d(F,D, p) =
∑
x∈F−1(p)
signe JF (x)
où JF (x) est le jacobien de F évalué en x [3].
Il sera discuté plus loin de ce qui peut être fait lorsque le jacobien est nul
pour au moins un des points de F−1(p).
Ici, il est question de la famille {Fk} avec Fk : R2 → R2 étant le gradient
de fk. On prend p = 0 et, de manière un peu arbitraire, D = B21(0) := B
2,
la boule ouverte de rayon 1 centrée à l'origine, dans R2. En fait, n'importe quel
ensemble borné D contenant l'origine, mais pas dans sa frontière, serait équivalent
puisqu'on a pour tout k, que F−1(p) = {0} et, par le même fait, que p /∈ F (δD).
Ignorons momentanément la condition relative au jacobien.
Voici les champs de vecteurs représentés par F1, F2, F3 et F4 autour de B2
avec S1, comme frontière de B2, et l'origine, comme seul point d'équilibre du
système d'équations diérentielles
(
δx
δt ,
δy
δt
)
= Fk, en évidence. On parle d'un tel
système car, en considérant que le gradient évalué en un point donne la direction
d'augmentation la plus rapide de la fonction en ce point, sa solution donne la
trajectoire, sur le domaine, que suivrait une particule déposée sur le graphe de
la fonction et se déplaçant toujours dans la direction du gradient. La variable t
peut être vue comme le temps et la norme du gradient, en tant que vecteur, est
gage de la rapidité du déplacement.
Dans le cas de fonctions de R2 dans R, on peut voir ce déplacement comme
celui d'une particule soumise à une anti-gravité. Un point d'équilibre représente
donc un endroit où il n'y a aucun déplacement pour une particule s'y trouvant,
comme les points de celles de l'image 1. Par rapport à un de ces points de selle,
on peut identier des lieux pour lesquels une particule y étant déposée se rend
au point de selle lors d'une progression ou d'une régression innie dans le temps.
Ces lieux seront appelés ravins et crêtes, respectivement.
Dénition 2 : Un point critique d'une fonction est un point où s'annule le
gradient ; il est dégénéré si le hessien s'y annule aussi.
En vertu de la dénition ci-haute, il s'ensuit que F−1k (0), l'ensemble sur
lequel la sommation pour calculer d(Fk, B2, 0) doit être eectuée, se trouve à être
l'ensemble des points critiques de fk. Et comme le jacobien de Fk est nul autre que
le hessien de fk, le calcul du degré en question ne peut se faire directement que
si tous les points critiques de fk sont non-dégénérés. Or, et là est tout l'intêret,
ce n'est le cas que si k = 1.
La théorie dit que le degré d(F,D, p), est invariant à une perturbation assez
petite de F [3]. Une stratégie est alors d'ajouter un facteur linéaire −εx, avec
ε > 0, aux fonctions {fk} ce qui ajoutera une perturbation (−ε, 0) aux champs
de vecteurs donnés par {Fk}. Notons {gk} et {Gk} les familles ainsi obtenues,
respectivement.
On espère ensuite que pour tout k, les points critiques de gk soient non-
dégénérés de sorte qu'on puisse calculer d(Gk, B2, 0) directement à l'aide de la
formule (1). Enn, on aurait que d(Fk, B2, 0) = d(Gk, B2, 0). Il est connu que la
i
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Figure 2. Champ de vecteurs des fonctions F1, F2, F3 et F4
autour de l'origine
mesure des valeurs de ε donnant une fonction avec des points critiques dégénérés
est nulle.
Pour calculer d(Fk, B2, 0), [2] utlilise l'analyse complexe, un résultat connu
sur le degré de fonctions holomorphes B̄2 → C et le théorème de multiplication
de la théorie du degré pour arriver au résultat, qui est −k. On utilise ce résultat
pour donner une dénition d'un point de selle.
Dénition 3 : Un point de selle d'une fonction est un point critique qui
n'est pas un extrêmum ; son hessien est négatif. Sa multiplicité est égale à la
valeur absolue de son degré.
Lorsque k = 1 l'origine est un point de selle de multiplicité 1, ou encore un
point de selle simple. Pour toutes les autres valeurs de k, l'origine est un point
de selle multiple, de multiplicité k.
On vise dans ce document à obtenir le degré de points critiques dégénérés
de fonctions Rn → R en utilisant la méthode de la perturbation du champ de
vecteurs. On commencera par conrmer le résultat dans le cas n = 2 à l'aide de
ette méthode et ensuite utiliser ce résultat pour les cas où n > 2. On compte
exploiter la puissance du calcul symbolique de Mathematica pour y arriver.
Selon le degré obtenu, il pourra être conclu que ces points critiques dégénérés
sont des points de selle multiple.
Il y aura aussi, bien sûr, moult gures pour permettre de visualiser des car-
actéristiques de certaines de ces fonctions allant de R2, R3 et R4 dans R.
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2. Perturbation des fonctions {fk}
Commencons par donner les fonctions f1 à f4, leur gradient, F1 à F4, les ma-
trices jacobiennes des gradients, qu'on notera DF1 à DF4, leurs points critiques,
F−11 (0) à F
−1
4 (0) et les jacobiens des gradients évalués à ces points critiques.
Table 1. fk et Fk pour 1 ≤ k ≤ 4
k fk Fk
1 x2 − y2 (2x,−2y)
2 x3 − 3xy2
(
3x2 − 3y2,−6xy
)
3 x4 − 6x2y2 + y4
(
4x3 − 12xy2,−12x2y + 4y3
)
4 x5 − 10x3y2 + 5xy4
(
5x4 − 30x2y2 + 5y4,−20x3y + 20xy3
)
Table 2. DFk, F
−1
k (0) et Jk
(
F−1k (0)
)
pour 1 ≤ k ≤ 4
k DFk F
−1
k (0) Jk
(
F−1k (0)
)
1
(
2 0
0 −2
)
{(0, 0)} {−4}
2
(
6x −6y
−6y −6x
)
{(0, 0)} {0}
3
(
12x2 − 12y2 −24xy
−24xy −12x2 + 12y2
)
{(0, 0)} {0}
4
(
20x3 − 60xy2 −60x2y + 20y3
−60x2y + 20y3 −20x3 + 60xy2
)
{(0, 0)} {0}
Ensuite, perturbons-les en leur ajoutant la quantité −εx, avec ε > 0 et notons
ces nouvelles fonctions {gk} et leur gradients {Gk}. On a alors que gk = fk− εx,
Gk = Fk − (ε, 0) et DGk = DFk. Voici les points critiques qui sont réels lorsque
ε > 0 (k points critiques sur k2 au total), avec leur jacobien, pour ces nouvelles
fonctions.
Table 3. G−1k (0) pour 1 ≤ k ≤ 4
k G−1k (0)
1
{(
ε
2 , 0
)}
2
{(√
ε
3 , 0
)
,
(
−
√
ε
3 , 0
)}
3
{(
3
√
ε
4 , 0
)
,
(
− 12 · 3
√
ε
4 ,
√
3
2 · 3
√
ε
4
)
,
(
− 12 · 3
√
ε
4 ,−
√
3
2 · 3
√
ε
4
)}
4
{(
4
√
ε
5 , 0
)
,
(
0, 4
√
ε
5
)
,
(
− 4
√
ε
5 , 0
)
,
(
0,− 4
√
ε
5
)}
i
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Table 4. Jk(G
−1
k (0)) pour 1 ≤ k ≤ 4
k Jk(G
−1
k (0))
1
{
−22
}
2
{
−
(
2
√
3ε
)2
,−
(
2
√
3ε
)2}
3
{
−
(
3
3
√
4ε2
)2
,−
(
3
3
√
4ε2
)2
,−
(
3
3
√
4ε2
)2}
4
{
−
(
4
4
√
5ε3
)2
,−
(
4
4
√
5ε3
)2
,−
(
4
4
√
5ε3
)2
−
(
4
4
√
5ε3
)2}
On voit des deux derniers tableaux que pour tout ε > 0, la fonction gk admet
k points critiques non-dégénérés, les jacobiens ne s'annulant que si ε = 0. Dans
ce cas, les k points critiques deviennent un seul point critique multiple, à savoir
l'origine, ce qui nous redonne la fonction fk.
On remarque aussi que tous les jacobiens sont négatifs et donc que le degré
de chacun de ces points est -1. Et comme il y a k points critiques, on obtient bel
et bien que
d(Fk, B
2, 0) = d(Gk, B
2, 0) =
∑
x∈G−1k (0)
signe JGk(x) = k · −1 = −k.
On note enn que tous ces points sont des points de selle simple car leur
hessien est négatif et qu'il s'agit de points critiques de fonctions R2 → R.
Fixons maintenant ε = 12 et regardons, aux gures 3 et 4, l'équivalent des
gures 1 et 2 mais pour les fonctions g1 à g4 et G1 à G4 ainsi obtenues.
La gure 4 nous permet de bien voir les k points critiques et de constater
d'une autre manière que chacun de ces points est un point de selle simple. En
eet, il y a, émanant de chaque point, exactement 2 ravins et crêtes contrairement
à k + 1 pour les fonctions F1 à F4, comme on peut le voir à la gure 2.
La gure 4 est aussi très intéressante du fait que les points critiques des
fonctions perturbées semblent tous se situer à égale distance de l'origine. De
plus, ils semblent être dispersés sur un cercle de rayon égal à cette distance à la
manière dont les racines ke complexes de l'unité le sont sur S1.
Le tableau 3 nous conrme ceci pour k ≤ 4. En eet, on peut écrire que
G−1k (0) =
{
k
√
ε
k + 1
(
<
(
e
2απi
k
)
,=
(
e
2απi
k
))
, α = 0, 1, . . . , k − 1
}
où on voit que la distance entre chaque point critique et l'origine est k
√
ε
k+1
k→∞−→
1.
Aussi, toujours pour k ≤ 4, on peut tirer du tableau des jacobiens des points
critiques des {gk} qu'ils valent tous −
(
k k
√
(k + 1)εk−1
)2
. De plus, les deux
valeurs propres des matrices hessiennes de tous ces points sont±k k
√
(k + 1)εk−1
k→∞−→
±∞.
i
i
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Figure 3. Graphe des fonctions g1, g2, g3 et g4 autour de l'origine
Figure 4. Champ de vecteurs des fonctions G1, G2, G3 et G4
autour de l'origine
Il est conjecturé que les deux derniers paragraphes sont valides pour toute
valeur entière et strictement positive de k. Ils ont, du moins, été vériés pour
k ≤ 6 avec Mathematica. On tiendra ces conjectures comme vraies dans le reste
de ce document.
i
i
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3. Généralisation des fonctions {fk}
Nous allons maintenant dénir des familles de fonctions Rn → R avec n ≥ 2
à partir de la famille {fk}. Cette famille de familles sera notée {fn,k}, leurs
gradients {Fn,k} et leurs matrices hessiennes {DFn,k}. On fait de même pour les
fonctions {gk}.
Les variables prises dans Rn sont notées x1, x2, . . . , xn et les nouvelles fonc-
tions sont dénies par
f2,k : Rn → R :(x1, x2) 7→ fk(x1, x2)
fn,k : Rn → R :(x1, . . . , xn) 7→ f2,k(x1, x2) +
n∑
i=3
λix
2
i , avec λi ∈ {−1, 1} et n ≥ 3
g2,k : Rn → R :(x1, x2) 7→ gk(x1, x2)
et gn,k : Rn → R :(x1, . . . , xn) 7→ g2,k(x1, x2) +
n∑
i=3
λix
2
i , avec λi ∈ {−1, 1} et n ≥ 3.
Ces fonctions se trouvent, si on veut, à plonger dans Rn l'eet que les fonc-
tions {f2,k} ont sur R2 et à introduire les nouvelles variables, de x3 à xn, sous
une forme "muette". Ce terme est utilisé pour imager le fait que, contrairement
à x1 et x2, leur participation ne change pas, peu importe la valeur de k.
En eet, leur puissance est toujours xée à 2 tandis que celles de x1 et x2
varient de sorte que leur somme, dans les termes du polynôme fn,k qui ne sont
composés que d'eux, vaut k + 1.
De ceci, on tire que la famille {fn,k} n'est homogène, de degré k + 1, que
pour n = 2 ; c'est-à-dire que pour tout k et tout c ∈ R, on a que
f2,k(cx1, cx2) = c
k+1f2,k(x1, x2).
On peut d'ailleurs s'en convaincre facilement en regardant le tableau 1.
Dans un autre ordre d'idées, l'introduction des nouvelles variables en une
somme où elles sont de degré 2, séparées les unes des autres et ne se mélangeant
pas à x1 ni à x2 a comme conséquence qu'on obtient
Fn,k : Rn → Rn avec Fn,k(x1, . . . , xn) =
 n fonctions︷ ︸︸ ︷F2,k(x1, x2)︸ ︷︷ ︸
2 fonctions
, {2λixi, i = 3, 4, . . . , n}︸ ︷︷ ︸
n−2 fonctions

et
DFn,k ∈Mn(R) avec
DFn,k(x1, . . . , xn) =

DF2,k ∈M2(R)
(
0
0
) (
0
0
)
· · ·
(
0
0
)
(
0 0
)
2λ3 0 · · · 0(
0 0
)
0 2λ4 · · · 0
...
...
...
. . .
...(
0 0
)
0 0 · · · 2λn

i
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78 Visualisation de points de selle
ce qui permet d'établir rapidement certains faits sur ces nouvelles fonctions et
leurs perturbations, {gn,k}. Ces faits sont tirés directement de faits sur {f2,k} et
{g2,k}.
Avant de regarder en détails les faits en question, donnons, à titre d'exemple,
f4,1 à f4,4, F4,1 à F4,4 et DF4,1 à DF4,4, où on prend (x, y, z, w) comme étant
(x1, x2, x3, x4) et on pose λ3 = λ4 = 1.
Table 5. f4,k et F4,k pour 1 ≤ k ≤ 4
k f4,k F4,k
1 x2 − y2 + z2 + w2 (2x,−2y, 2z, 2w)
2 x3 − 3xy2 + z2 + w2
(
3x2 − 3y2,−6xy, 2z, 2w
)
3 x4 − 6x2y2 + y4 + z2 + w2
(
4x3 − 12xy2,−12x2y + 4y3, 2z, 2w
)
4 x5 − 10x3y2 + 5xy4 + z2 + w2
(
5x4 − 30x2y2 + 5y4,−20x3y + 20xy3,
2z, 2w)
Table 6. DF4,k pour 1 ≤ k ≤ 4
k DF4,k
1

2 0 0 0
0 −2 0 0
0 0 2 0
0 0 0 2

2

6x −6y 0 0
−6y −6x 0 0
0 0 2 0
0 0 0 2

3

12x2 − 12y2 −24xy 0 0
−24xy −12x2 + 12y2 0 0
0 0 2 0
0 0 0 2

4

20x3 − 60xy2 −60x2y + 20y3 0 0
−60x2y + 20y3 −20x3 + 60xy2 0 0
0 0 2 0
0 0 0 2

On peut facilement voir, à partir des tableaux 5 et 6, à quoi ressemblent les
fonctions {gn,k}, leurs gradients {Gn,k} et leurs matrices hessiennes {DGn,k},
pour k ≤ 4. Il sut pour ceci de noter que, tout comme à la section prédédente,
gn,k = fn,k − εx,Gn,k = Fn,k − (ε, 0, 0, . . . , 0︸ ︷︷ ︸
n−1 fois
) et DGn,k = DFn,k.
Voici maintenant ce qui peut être déduit. On a, pour tout n ≥ 2, que les
gradients {Fn,k} ont tous les mêmes deux premières composantes avec toutes les
autres de la forme 2λixi, où 3 ≤ i ≤ n. Il en est de même pour les {Gn,k}.
i
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On en déduit que, pour tout n ≥ 2, les points critiques ont tous, pour une
même famille, les mêmes deux premières composantes avec toutes les autres
valant 0. On peut exprimer ceci en écrivant
F−1n,k(0) =
(
n composantes︷ ︸︸ ︷
x, 0, 0, . . . , 0︸ ︷︷ ︸
n−2 fois
), x ∈ F−12,k (0)

et G−1n,k(0) =
{
(x, 0, 0, . . . , 0), x ∈ G−12,k(0)
}
.
Aussi, les jacobiens des gradients aux points critiques se trouvent à n'être
que le produit de termes de la forme 2λi, où 3 ≤ i ≤ n, avec les jacobiens des
points critiques des fonctions {f2,k} ou {g2,k}, selon le cas. On peut donc écrire
Jn,k
(
F−1n,k(0)
)
=J2,k
(
F−12,k (0)
)
· 2n−2
n∏
i=3
λi
et Jn,k
(
G−1n,k(0)
)
=J2,k
(
G−12,k(0)
)
· 2n−2
n∏
i=3
λi.
Dans le cas des fonctions {fn,k}, ceci nous donne, comme avec les fonctions
{f2,k}, que le seul point critique est l'origine et qu'il est dégénéré pour tout
k > 1. On cherche alors à calculer le degré pour ce point critique, qu'on note
d(Fn,k, B
n, 0), où Bn est la boule ouverte de rayon 1 centrée à l'origine, dans Rn.
Dans le cas des fonctions {gn,k}, ceci nous donne, comme avec les fonctions
{g2,k}, qu'il y a k points critiques situés dans le plan x1x2, à égale distance de
l'origine et disposés de manière uniforme autour d'un cercle. On peut, en eet,
écrire
G−1n,k(0) =
{
k
√
ε
k + 1
(
<
(
e
2απi
k
)
,=
(
e
2απi
k
)
, 0, 0, . . . , 0
)
, α = 0, 1, . . . , k − 1
}
où on voit que tous ces points sont toujours à une distance de k
√
ε
k+1 de l'origine.
Quant à elles, les valeurs propres de tous les hessiens {DGn,k} évalués aux
points critiques sont
{
±k k
√
(k + 1)εk−1, 2λ3, 2λ4, . . . , 2λn
}
et donc les jacobiens
des fonctions {Gn,k} valent tous −
(
k k
√
(k + 1)εk−1
)2
· 2n−2
∏n
i=3 λi.
Comme le produit
∏n
i=3 λi vaut ±1, il s'ensuit que les signes des jacobiens
valent ∓1 et donc que
d(Fn,k, B
n, 0) = d(Gn,k, B
n, 0) =
∑
x∈G−1n,k(0)
signe JGn,k(x) = k · ∓1 = ∓k.
Et comme les valeurs propres ne sont pas toutes de même signe, tous ces
points critiques sont des points de selle simple, ce qui nous permet de conclure
que l'origine est un point de selle multiple ; en fait, de multiplicité k.
i
i
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80 Visualisation de points de selle
4. Visualisation de fonctions {fn,k}
Regardons maintenant à quoi ressemblent ces fonctions autour de leur point
critique dégénéré, l'origine. Puisque la visualisation des cas où n > 2 ne se fait
pas directement, il faudra utiliser d'autres moyens pour essayer de saisir ce qui
se passe.
On s'intéressera en particulier aux cas n = 3 et n = 4 ; pour ceci on fera
appel à des courbes de niveau (cas n = 3) et des projections stéréographiques
(cas n = 3 et n = 4). On visualisera aussi le cas n = 2 pour justier, en quelques
sorte, les méthodes de visualisation utilisées.
4.1. Visualisation à l'aide de courbes de niveau
Lorsqu'il s'agit de fonctions R2 → R, il y a trois types de point critique
non-dégénéré : minimum, maximum ou point de selle simple. Contrairement à
un extremum, un point de selle simple a la particularité d'être l'intersection de
courbes de niveau et il en est de même pour un point de selle multiple. La gure
5 montre cette propriété.
Figure 5. Graphe des fonctions f2,1 à f2,4, avec courbes de
niveau, autour de l'origine
Mais comme les courbes de niveau sont des sous-ensembles du domaine, qui
est ici R2, il n'est pas nécessaire de les visualiser en 3D ; le 2D faisant parfaitement
l'aaire, à la manière d'une carte topographique.
On a donc en 2D, à la gure 6, l'essentiel de l'information de la gure 5, en
plus de S1 et des crêtes et des ravins des champs de gradients correspondants,
i
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en pointillé. On peut, à l'aide de la gure 2, corroborer l'emplacement de ces
dernières.
Figure 6. Courbes de niveau des fonctions f2,1 à f2,4 autour de l'origine
Il n'est pas possible de visualiser le graphe des fonctions {f3,k}, mais puisque
leur domaine est R3, il est possible de visualiser leurs courbes de niveau. Et
comme l'origine est aussi un point de selle multiple de ces fonctions, elle est
l'intersection de telles courbes.
À l'opposé du cas précédent, visualiser les courbes de niveau de plusieurs
ensembles de niveau ne serait pas pratique et, pour cette raison, un seul sera
aché sur l'image suivante, à savoir f3,k(x, y, z) = f3,k(origine) = 0.
Il y a deux images ; une pour le cas
λ3 = 1⇒ f3,k(x, y, z) = <
(
(x+ iy)k+1
)
+ z2 (gure 7)
et l'autre pour le cas
λ3 = −1⇒ f3,k(x, y, z) = <
(
(x+ iy)k+1
)
− z2 (gure 8).
On peut remarquer une rotation autour de l'axe des z de πk+1 degrés entre
les gures 7 et 8.
Enn, bien que dicile à bien voir, on présente aux gures 9 et 10 trois vues
orthogonales et une vue en perspective du champ de gradient de f3,2 lorsque
λ3 = 1 et seulement la vue en perspective lorsque λ3 = −1.
On peut remarquer la similitude de la vue de dessus avec la gure 2 ; elle
provient du fait que le champ de gradient des fonctions {f3,k} est le même en x
et en y que celui des fonctions {f2,k}.
On peut aussi remarquer l'inversion de la direction en z des vecteurs, entre
les deux vues en perspective, dû au changment de signe de λ3 qui fait passer la
troisième composante des vecteurs de 2z à −2z.
i
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82 Visualisation de points de selle
Figure 7. Courbes de niveau f3,k(x, y, z) = 0 pour 1 ≤ k ≤ 4
autour de l'origine (λ3 = 1)
Figure 8. Courbes de niveau f3,k(x, y, z) = 0 pour 1 ≤ k ≤ 4
autour de l'origine (λ3 = −1)
Notons que c'est la couleur et non la longueur des vecteurs qui est représen-
tatif de leur norme ; plus les vecteurs sont près de l'axe des z et du plan z = 0,
plus leur norme est petite.
i
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On laisse au lecteur le soin de visualiser à quoi ressembleraient le champ de
gradient des fonctions f3,1, f3,3 et f3,4 à partir de ces deux images.
Figure 9. Quatre vues du champ de gradient de f3,2 autour de
l'origine (λ3 = 1)
Figure 10. Champ de gradient de f3,2 autour de l'origine (λ3 = −1)
i
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84 Visualisation de points de selle
4.2. Visualisation à l'aide de projections stéréographiques
À la sous-section précédente, il a fallu trouver une manière de visualiser
des fonctions en utilisant une dimension de moins que le nombre de dimensions
requises pour voir leur graphe, qui est n+1. Les courbes de niveau ne nécessitent,
en eet, que n dimensions pour les visualiser.
Pour les fonctions {f4,k}, ce ne sera pas possible ; il faut donc trouver une
autre manière de les visualiser, en utilisant encore une dimension de moins.
Pour ce faire, regardons l'équivalent de la gure 5 mais en ne conservant que
les courbes d'un seul ensemble de niveau, comme dans les gures 7 et 8, qui sera
f2,k(x, y) = 0. La courbe du graphe est en orange si l'image de la fonction est
positive et en bleu sinon.
Figure 11. Graphe des fonctions f2,1 à f2,4, colorés selon le
signe, autour de l'origine
Dénition 4 : Soit f : D → R une fonction, on notera Ln(f) et LP (f) les
ensembles de points x du domaine pour lesquels f(x) est négative, ou positive,
respectivement.
Reprenons donc maintenant l'équivalent de la gure 6 mais adapté à l'image
pré-cédente. On a que les {Ln(f2,k)} sont en bleu et les {LP (f2,k)} sont en orange.
Les courbes de niveau f2,k(x, y) = 0 sont, quant à elles, en noir.
Notons que les bordures noires qui sont tangentes à S1 ne font pas partie des
courbes de niveau ; elles ne font que représenter les pré-images des bordures des
graphes de la gure 11.
Figure 12. Ensembles LN , en bleu, et LP , en orange, des fonc-
tions f2,1 à f2,4 autour de l'origine
Le choix des fonctions {f2,k}, qui est de prendre la partie réelle d'une puis-
sance entière d'un nombre complexe, a la particularité de diviser R2 en pointes
de pizza (ou de tarte, au goût) qui appartiennent en alternance aux ensembles
LN et LP .
i
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De plus, à cause de ceci, si on restreint la visualisation de ces deux sous-
ensem-bles à un cercle centré à l'origine, on s'aperçoit que le cercle est divisé en
courbes de même longueur colorées, elles aussi, en alternance.
Or, la dimension d'un cercle étant de 1, on est parvenu à percevoir une
caractéristique des fonctions {f2,k} en n'utilisant qu'un objet d'une dimension,
mais qui nécessite tout de même deux dimensions pour être visualisé.
À partir d'ici, on peut tout simplement utiliser la projection stéréographique
pour envoyer le cercle, moins un point de projection, sur une droite qui, elle,
peut être visualisée en n'utilisant qu'une seule dimension.
Choisissons donc comme cercle S1 et projetons-le sur la droite y = −1 à
partir du point (0, 1). Voici, combinées en une seule image, l'intersection des LN
et LP avec S1 et à quoi elle ressemble lorsque projetée sur la droite en question.
Figure 13. Visualisation et projection de l'intersection de S1
avec les LN et LP des fonctions f2,1 à f2,4
On peut aussi faire un traitement similaire pour le cas n = 3, c'est-à-dire
de visualiser directement les LN et LP , leur intersection avec S2 puis enn le
résultat lorsque projeté sur un plan z = c. On espère ainsi retrouver un motif
cyclique comme dans le cas n = 2.
Dans un premier temps, on peut avoir une bonne idée de ce à quoi ressemblent
les LN et LP des fonctions f3,1 à f3,4 pour λ3 = ±1 en regardant les gures 7 et
8.
En eet, puisque ces dernières montrent l'ensemble de niveau f3k(x, y, z) = 0,
on s'attend à ce qu'un des deux sous-ensembles soit compris à l'intérieur des
k + 1 courbes avec l'autre occupant tout l'extérieur de celles-ci. On aurait donc
un sous-ensemble connexe et l'autre non.
C'est bel et bien ce qui se passe. Sur les deux images suivantes, on voit que
lorsque λ3 = 1, les LN sont l'union de k + 1 volumes tandis que les LP ne sont
formés que d'un volume. À l'inverse, lorsque λ3 = −1, les LN ne sont qu'un
volume et les LP , k + 1.
Spécions que le degré de l'origine est −k si λ3 = 1 et k si λ3 = −1.
Ensuite, prenons l'intersection des LN et LP avec S2 et projetons-la sur un
plan z = c à partir du point (0, 0, 1). Ici, le choix de c est c = 14 pour faire en sorte
i
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Figure 14. Visualisation des LN des fonctions f3,1 à f3,4 autour
de l'origine (λ3 = 1)
Figure 15. Visualisation des LN des fonctions f3,1 à f3,4 autour
de l'origine (λ3 = −1)
que l'intersection avec le sous-emsemble qui est constitué de k + 1 volumes, qui
est LN ou LP selon λ3, puisse être visualisée au complet sur le plan de projection.
En fait, plus le plan de projection est près du point de projection, plus les
motifs en forme de goutte, qu'on voit sur les deux gures qui viennent, sont
concentrés autour de l'origine.
Pour faciliter la visualisation, il y aura deux exemplaires du plan de projec-
tion. Le vrai plan, z = 14 , est translucide pour qu'on puisse bien voir S
2 et sa
copie, z = −2, est opaque pour qu'on puisse bien voir la projection.
On y reprend le même code de couleurs que sur les gures 11, 12 et 13 ; les
LN en bleu et les LP en orange. Le point de projection est aussi mis en évidence.
Notons, qu'on peut les comparer aux gures 14 et 15 pour bien comprendre
ce qui se produit.
Nous en sommes nalement arrivés à visualiser le cas où n = 4 à l'aide des
projections. Le point de projection choisi est (0, 0, 0, 1) avec comme volume de
projection w = 211 .
Il y a cette fois quatre possibilités pour les fonctions {f4,k}, selon les valeurs
du couple (λ3, λ4). Les couples (1, 1) et (−1,−1) donnent un degré de −k à
l'origine et s'avèrent à être similaires. Les couples (−1, 1) et (1,−1), quant à
eux, donnent un degré de k à l'origine et sont eux aussi similaires.
La similitude discutée est celle qu'on remarque avec les gures 14 et 15 ; il
s'agit du fait que les LN d'une image ressemblent en forme aux LP de l'autre
image et vice-versa. Ils sont aussi aux mêmes endroits à une rotation de πk+1
degrés autour de l'axe des z. Ici, il ne s'agit pas des LN et LP mais bien de leur
intersection avec S3.
Présentons d'abord le cas ou le degré de l'origine est −k car c'est celui qui
ressemblent le plus aux gouttes obtenues dans les gures 16 et 17.
i
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Figure 16. Visualisation et projection de l'intersection de S2
avec les LN et LP des fonctions f3,1 à f3,4 (λ3 = 1)
Figure 17. Visualisation et projection de l'intersection de S2
avec les LN et LP des fonctions f3,1 à f3,4 (λ3 = −1)
Comme on peut le voir, les gouttes sont maintenant en 3D et disposées de
même manière autour de l'origine.
Le cas où le degré de l'origine est k produit des intersections avec S3 qui
n'ont rien à voir avec les gouttes ci-hautes. Les volumes obtenus sont, si on veut,
des k-beignes et leur extérieur, où un k-beigne est un beigne avec k+1 poignées.
De plus, ils sont tous connexes.
Cette importante diérence motive aussi qu'on parle de types de point de
selle multiple, tout comme le degré, comme exprimé à la n de la section 3.
i
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88 Visualisation de points de selle
Figure 18. Visualisation de la projection de l'intersection de S3
avec les LN des fonctions f4,1 à f4,4 (λ3 = 1, λ4 = 1)
Figure 19. Visualisation de la projection de l'intersection de S3
avec les LN des fonctions f4,1 à f4,4 (λ3 = −1, λ4 = −1)
Voyons de quoi ont l'air ces k-beignes. Pour mieux les voir, deux vues des
mêmes volumes sont achées à la gure 20. Une seule vue est donnée à la gure
21 dû à la similitude des formes.
Figure 20. Visualisation de la projection de l'intersection de S3
avec les LN des fonctions f4,1 à f4,4 (λ3 = −1, λ4 = 1)
5. Conclusion
Les calculs présentés dans la deuxième section ainsi que les caractéristiques
visualisées dans les sections 3 et 4 laissent présager qu'il y a des types de points
de selle multiple, du moins pour ceux des fonctions {fn,k}.
i
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Figure 21. Visualisation de la projection de l'intersection de S3
avec les LN des fonctions f4,1 à f4,4 (λ3 = 1, λ4 = −1)
D'une part, le degré d'un tel point est soit k, soit −k et d'autre part, on
a vu que l'intersection avec une sphère unitaire des LN et LP donnaient des
sous-ensembles dont la connexité variait.
Il serait bien entendu intéressant de poursuivre l'étude sur cette famille de
fonctions en essayant de classier tous les types de leur unique point critique,
qui est dégénéré, l'origine.
Cette étude pourrait se faire en utilisant l'analyse et en étant peut-être ali-
mentée par plus de moyens de visualisation, notamment pour les cas n > 4.
On pourrait aussi considérer d'autres fonctions que celles présentées qui au-
raient la particularité d'aussi générer un point de selle multilple. Des méthodes
de visualisation similaires à celles du texte pourraient aider à cibler de telles
fonctions.
À propos de ceci et dans un autre eort de généralisation des fonctions {fk} =
{f2,k}, il serait peut-être bon d'étudier la famille suivante, dénie sur R4 en
utilisant la partie réelle d'une puissance d'un quaternion. Notons cette famile
{Ql} et posons
Ql : R4 → R avec Ql(x, y, z, w) = <
(
(x+ iy + jz + kw)l+1
)
où i, j et k dénissent l'algèbre des quaternions par i2 = j2 = k2 = ijk = −1.
Voici un tableau donnant les fonctions Q1 à Q4. On peut remarquer que,
tout comme les fonctions {f2,k} et contrairement aux fonctions {f4,k}, elles
sont homogènes et, par conséquent, on a que, ∀c ∈ R, Ql(cx, cy, cz, cw) =
cl+1Ql(x, y, z, w).
Notons aussi que Q1 = f4,1 lorsque λ3 = λ4 = −1.
Table 7. Ql pour 1 ≤ l ≤ 4
l Ql
1 x2 − y2 − z2 − w2
2 x3 − 3xy2 − 3xz2 − 3xw2
3 x4 − 6x2y2 + y4 − 6x2z2 + 2y2z2 + z4 − 6x2w2 + 2y2w2 + 2z2w2 + w4
4 x5 − 10x3y2 + 5xy4 − 10x3z2 + 10xy2z2 + 5xz4 − 10x3w2 + 10xy2w2 + 10xz2w2 + 5xw4
La prochaine et dernière image visualise les projections stéréographiques de
l'intersection de S3 avec les LN des fonctions Q1 à Q8. Le point de projection
est (0, 0, 0, 1) et le volume de projection est w = 0.
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Précisons deux similitudes remarquantes que cette gure a avec la gure 13
et qu'aucune des gures 18 à 21 ne possèdent.
Premièrement, comparons les droites y = 0 de la gure 13 avec les droites
(y, z) = (0, 0) des projections à la première rangée. Imaginons que ces dernières
sont colorées en bleu et en orange selon leur intersection avec les sous-ensembles
LN ∩ S3 et LP ∩ S3, respectivement.
Et bien on peut remarquer qu'à partir de l'origine, ces droites sont colorées
identiquement par rapport à l'ordre des couleurs et au nombre de régions de
chaque couleur.
Deuxièmement, les LN ∩ S3 et LP ∩ S3 sont tous non-connexes, sauf dans le
cas où l = 1.
Voilà donc, pour terminer, la gure en question.
Figure 22. Visualisation de la projection de l'intersection de S3
avec les LN des fonctions Q1 à Q8
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Quaternions et rotations
Francis Dusseault-Bélanger
Résumé.
Les quaternions sont un outil fort utile pour représenter les rotations dans
l'espace. On expliquera donc pourquoi et comment ils sont passés maîtres des
mouvements de l'espace allant même surpasser leurs prédecesseurs. Toutefois,
on traitera a priori de la construction des quaternions pour en déduire les
diérentes propriétés analytiques et algébriques de ceux-ci ainsi que leurs dif-
férentes représentations.
1. Introduction
L'ensemble des quaternions, noté H, a été introduit au beau milieu du 19e siè-
cle par le mathématicien irlandais Sir William Rowan Hamilton an de présenter
un moyen plus ecace de manipuler les vecteurs dans l'espace à trois dimensions.
En fait, par ses travaux, Hamilton tentait de bâtir une structure permettant de
travailler avec les points dans l'espace comme on travaille avec les nombres com-
plexes pour représenter des points sur un plan. Cependant, il n'a pas obtenu
trop de succès puisque, même s'il savait comment additionner ou multiplier des
triplets de nombres, il était incapable de trouver une manière de les diviser.
D'ailleurs, Frobenius prouva en 1877 que cela était même impossible.
C'est pendant qu'il marchait avec sa femme le long du Canal Royal de Dublin
le 16 octobre 1843, qu'il a eu l'éclair de génie qui allait plus tard devenir le fonde-
ment des quaternions. En eet, c'est lorsqu'il se tenait sur le pont de Brougham
qu'il a compris que bien qu'il lui était impossible de trouver un moyen de diviser
des triplets de nombres, il pouvait diviser des quadruplets de nombres. La légende
dit qu'il s'est même arrêté pour graver les règles de base de la multiplication de
son nouveau système sur le pont, c'est-à dire i2 = j2 = k2 = ijk = −1. D'ailleurs,
une plaque commémorative est toujours achée sur le pont de Brougham de nos
jours pour immortaliser l'anecdote puisqu'aucune trace de la gravure initiale de
Hamilton n'est apparente aujourd'hui.
Hamilton appela ces quadruplets de nombres des quaternions et dévoua le
reste de sa vie à l'étude et à l'enseignement de ceux-ci. Il a même fondé une
école de quaternionistes qu'il a dirigée jusqu'à sa mort. L'école ne mourra cepen-
dant pas avec lui puisque Peter Tait, pionnier de la thermodynamique et élève
c© Université de Sherbrooke
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émérite de Hamilton, continua à promouvoir les quaternions. Toutefois, il n'a
pas eu de succès puisque Gibbs et Heaviside attiraient la majorité de l'intérêt
mathématique avec leurs travaux sur les fondements de l'analyse vectorielle, ce
qui a fait sombré les quaternions dans l'oubli. Par contre, l'utilité et la simplic-
ité de la structure des quaternions est telle que plusieurs mathématiciens ont
recommencé à travailler avec ceux-ci vers la n du 20e siècle avec l'arrivée de
l'ère informatique. Certains ont même poussé leurs études jusqu'à généraliser les
travaux de Hamilton à d'autres ensembles semblables comme les octonions pour
travailler avec l'espace à quatre dimensions. [1]
On traite donc dans ce présent article des diérents travaux de Hamilton
sur les quaternions. On présente, entre autres, le groupe à la base de la struc-
ture des quaternions pour ensuite exposer les diérentes propriétés analytiques
et algébriques dérivant de celui-ci. On expose aussi les diérents liens unissant
les quaternions à d'autres structures algébriques telles les matrices et ceux unis-
sant ces mêmes quaternions avec les rotations dans l'espace. Enn, on explique
pourquoi les quaternions sont un des meilleurs outils disponibles à ce jour pour
représenter les mouvements dans l'espace.
2. Groupe quaternionique
Le groupe quaternionique, que l'on noteQ8, est un groupe non abélien d'ordre
8 déni par les règles de multiplication de Hamilton, c'est-à-dire
i2 = j2 = k2 = ijk = −1
ij = −ji = k
jk = −kj = i
ki = −ik = j
En eet, si on dénit Q8 comme l'ensemble engendré par 1, i, j et k, on peut
facilement démontrer avec les règles évoquées plus haut que la structure est bel
et bien un groupe pour la multiplication. Pour le prouver, associons par exemple
les éléments 1, i, j et k aux éléments du sous-groupe de M2(C) engendré par les
éléments suivants respectant les règles de multiplication de Hamilton.
1→
[
1 0
0 1
]
, j →
[
−i 0
0 i
]
,
i→
[
0 i
i 0
]
, k →
[
0 −1
1 0
]
De plus, on remarque que les images des éléments 1, i, j et k sont linéairement
indépendants, ce qui nous amène éventuellement à la construction des quater-
nions.
3. Quaternions
3.1. Dénition
Commençons maintenant à étudier les quaternions, notamment leur édica-
tion à l'aide de la construction de Cayley-Dickson.
i
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3.1.1. Construction. La construction des quaternions à partir des nombres
complexes est tout à fait identique à la construction des nombres complexes
à l'aide des nombres réels. C'est d'ailleurs à cause de cette construction que
les quaternions et les octonions, qui se construisent identiquement à l'aide des
quaternions, sont souvent appelés des nombres hypercomplexes.
Prenons un espace vectoriel de dimension 2 sur C admettant comme base
l'élément 1 et j du groupe quaternionique. Un vecteur de cet espace peut donc
être écrit sous la forme
(a+ bi)1 + (c+ di)j
ou, grâce à la loi de distributivité, comme
a1 + bi+ cj + dij = a+ bi+ cj + dk
où 1, i, j, et k sont les éléments deQ8 et a, b, c et d des nombres réels quelconques.
Le nombre a + bi + cj + dk ainsi déni se nomme donc quaternion en vertu de
ce que Hamilton a exposé. On peut aussi noter les quaternions comme (a, b, c, d)
où a, b, c et d sont les coecients dénis plus haut ou comme
q = q0 + ~q
où q0 est un nombre réel et ~q un vecteur (qx, qy, qz) de R3.
Enchaînons maintenant avec quelques dénitions :
Définition 1. Le nombre réel q0 est appelé partie réelle du quaternion. On
le note Re(q).
Définition 2. Le vecteur ~q est appelé partie imaginaire du quaternion.
On le note Im(q).
Définition 3. Un nombre de la forme q = q0 est appelé quaternion scalaire.
Définition 4. Un nombre de la forme q = ~q est appelé quaternion pur.
Définition 5. Un quaternion ayant une norme de 1 sera appelé quaternion
unitaire. La norme sera dénie dans la section 3.2.2.
3.1.2. Opérations. Pour compléter, nous dénissons trois opérations sur les
quaternions : l'addition, la multiplication scalaire et la multiplication quater-
nionique.
L'addition et la multiplication scalaire s'eectue de la même manière que dans
R4 et possède ainsi les mêmes propriétés. Par exemple, si qn = an+bni+cnj+dnk
pour n = 1, 2, alors
αq1 = (αa1) + (αb1)i+ (αc1)j + (αd1)k
q1 + q2 = (a1 + a2) + (b1 + b2)i+ (c1 + c2)j + (d1 + d2)k
Enn, la multiplication de quaternions est dénie à la manière des complexes,
c'est-à-dire que l'on applique la loi de distributivité. Par contre, il existe un moyen
plus simple de noter le résultat sous forme scalaire-vecteur q0 + ~q. En eet, on
remarque que le produit quaternionique de p et q peut se représenter par
pq = (p0q0 − ~p · ~q) + (p0~q + q0~p+ ~p× ~q)
où · est le produit scalaire et × le produit vectoriel tels que dénis en analyse
multidimensionnelle réelle.
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Il est important de noter que la multiplication quaternionique n'est pas com-
mutative, notamment dû au produit vectoriel la composant. La notation q1q2 est
donc à éviter pour représenter la multiplication par l'inverse de q2 puisqu'elle
engendre une ambiguïté : multiplication à gauche ou à droite ?
3.2. Propriétés analytiques
3.2.1. Conjugaison. On dénit le conjugué d'un quaternion :
Définition 6. Le conjugué d'un quaternion q = q0 + ~q est q = q0 − ~q.
La conjugaison des quaternions est donc tout à fait analogue à celle des
complexes : il ne sut que de changer le signe de la partie imaginaire. Par
contre, quelques propriétés sont diérentes comme le fait que le conjugué d'un
produit est le produit renversé des conjugués, c'est-à-dire que :
Proposition 1. Soit q1, q2 ∈ H, alors q1q2 = q2q1.
Autres faits intéressants concernant la conjugaison de quaternions : elle peut
être représentée comme une fonction de q, c'est-à-dire que :
Proposition 2. Soit q ∈ H, alors q = −12(q + iqi+ jqj + kqk)
De plus, les parties imaginaire et réelle d'un quaternion peuvent être extraites
à l'aide de :
Proposition 3. Soit q ∈ H, alors Im(q) = q−q2 et Re(q) =
q+q
2 .
3.2.2. Norme. Ensuite, avec la conjugaison ainsi dénie, on dénit la norme
d'un quaternion comme la racine carrée du produit du quaternion par son con-
jugué, c'est-à-dire :
Définition 7. La norme d'un quaternion q est ‖q‖ =
√
qq.
Cette norme n'est rien de moins que la norme euclidienne de H puisque, après
quelques calculs, on voit que
‖q‖2 = a2 + b2 + c2 + d2
Donc, en vertu de ce qui a été énoncé H est un espace métrique admettant,
entre autres, comme métrique la norme euclidienne.
De plus, la norme euclidienne d'un quaternion est nécessaire à la construction
de l'inverse multiplicatif de celui-ci. En eet, ce dernier est tout simplement le
conjugué du quaternion divisé par sa norme au carré, c'est-à-dire que :
Définition 8. L'inverse d'un quaternion q est déni comme q−1 = q‖q‖2
On remarque deux choses à partir de cette dénition. Premièrement, on voit
que l'inverse d'un produit de quaternions est le produit inversé des inverses,
c'est-à-dire :
Proposition 4. Soient p, q ∈ H, alors (pq)−1 = q−1p−1
Enn, l'inverse d'un quaternion unitaire est tout simplement son conjugué :
Proposition 5. Soit p ∈ H unitaire, alors (p)−1 = p
i
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3.2.3. Forme polaire et exponentiation. Tout comme un nombre complexe a+
bi possède une forme polaire r(cos(θ)+isin(θ)), on peut dénir une forme polaire
pour les quaternions. En eet, on peut décomposer un quaternion quelconque
q = q0 + ~q sous la forme
q = ρ(cos(θ) + ~vsin(θ))
où ρ = ‖q‖ et θ sont des nombres réels et ~v est un quaternion pur unitaire. Ainsi,
pour tout quaternion non scalaire, la forme polaire des quaternions est, à l'instar
de son équivalent complexe, unique à 2kπ près pour θ.
On peut même pousser un peu plus loin la similitude en dénissant la fonction
exponentielle avec la série usuelle pour obtenir le développement quaternionique
suivant :
Définition 9. L'exponentiel d'un quaternion q est dénie comme eq =
eq0(cos(‖~q‖) + ~q‖~q‖sin(‖~q‖)).
Une forme équivalente se déduit aussi de la fome polaire d'un quaternion :
Proposition 6. Soit q ∈ H tel que sa forme polaire est q = ρ(cos(θ) +
~vsin(θ)) où ρ = ‖q‖. Alors, eq = ρeθ~v.
3.2.4. Racines de -1. Pour illustrer le résultat, étudions l'équation q2 =
(a+ bi+ cj + dk)2 = −1. Ainsi, on espère avoir :
a2 −b2 −c2 −d2 = −1
2ab = 0
2ac = 0
2ad = 0
Donc, pour satisfaire aux trois dernières équations, il faut que a = 0 ou bien
que b = c = d = 0. Or, si b = c = d = 0, alors la première équation indique
que a2 = −1, mais a ∈ R. Ainsi, a = 0 et b2 + c2 + d2 = 1. En d'autre mots,
l'ensemble des racines de −1 peut être représenté par la sphère unitaire de R3.
3.3. Propriétés algébriques
L'ensemble des quaternions H est un espace vectoriel réel de dimension 4
admettant (1, i, j, k) comme base. En guise de comparaison, les réels sont de di-
mension 1 admettant 1 comme base, les complexes sont de dimension 2 avec (1, i)
comme base et les octonions sont de dimension 8. Tous comme les réels et les
complexes, les quaternions admettent une multiplication associative et distribu-
tive sur l'addition, mais dièrent de R et C en ce sens que sa multiplication n'est
pas commutative. Ainsi, cela fait de H une algèbre associative non-commutative
sur les réels, mais non une algèbre associative sur les complexes.
De plus, puisqu'il est possible de diviser des quaternions, l'ensemble H peut
aussi être considéré comme une algèbre de division sur les nombres réels. Ce qui
rend la chose intéressante par contre, c'est que Frobenius a démontré en 1877
qu'il n'existait qu'exactement trois de ces algèbres engendrés par un nombre ni
d'éléments à isomorphisme près, soit R, C et H. De plus, dans le même ordre
d'idées, Hurwitz a aussi prouvé qu'il n'existait que quatre algèbres normés sur
les réels, soit R, C, H et O, les octonions.
i
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Enn, notons que H admet une innité de sous-algèbres. En eet, on peut
démontrer que ces sous-algèbres sont les sous-algèbres triviales R et H ainsi
qu'une innité de plans isomorphes au corps des complexes.
3.4. Représentations alternatives
Les quaternions ont acquis à leur création une forme très précise, soit q =
a + bi + cj + dk où a, b, c, d ∈ R et i, j, k ∈ Q8, mais les mathématiciens
ont transformé en quelque sorte cette représentation en introduisant certains
homomorphismes injectifs utiles des quaternions vers d'autres structures. De ces
relations sont nées des représentations alternatives qui, à défaut de révolutionner
les quaternions, réduisent les opérations quaternioniques à des opérations bien
connues sur les ensembles de matrices M2(C) et M4(R).
En premier lieu, le quaternion q = a+ bi+ cj+ dk peut être représenté dans
M2(C) comme la matrice [
a+ bi c+ di
−c+ di a− bi
]
Dans cette situation bien précise, l'addition et la multiplication deviennent
tout simplement l'addition et la multiplication de matrices. De même, la norme
se transforme en la racine carrée du déterminant et la conjugaison en matrice
adjointe.
En deuxième lieu, on peut construire un homomorphisme entre H et M4(R)
de sorte que le quaternion q = a + bi + cj + dk peut être représenté comme la
matrice 
a b c d
−b a −d c
−c d a −b
−d −c b a

Dans ce cas, l'addition et la multiplication sont équivalentes à l'addition et la
multiplication matricielle, la norme devient la racine quatrième du déterminant
et la conjugaison devient la transposition.
4. Rotations
4.1. Dénition et propriétés
Étudions maintenant le comportement des quaternions en relation avec les
rotations dans R3.
Définition 10. Soient θ ∈ [0, 2π] et ~v ∈ R3 tel que ‖~v‖ = 1, on nommera
quaternion de rotation ou qr l'élément de H tel que qr = cos( θ2) + ~vsin(
θ
2).
Proposition 7. Un quaternion de rotation est un quaternion unitaire.
Certes, on n'appelle pas qr quaternion de rotation que pour le plaisir. On le
nomme ainsi à cause de son implication dans le calcul de rotations dans l'espace.
En eet, si on multiplie un quaternion pur ~x correspondant à un vecteur de
R3 par qr à gauche et par qr à droite, on obtient le vecteur ~x′ qui résulte d'une
rotation de ~x de θ degrés autour de l'axe de rotation ~v. On dénit donc la fonction
Rqr(~x) = qr(0 + ~x)qr = qr(0 + ~x)q
−1
r
i
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comme la fonction de rotation par le quaternion qr. [2]
En guise d'exemple, illustrons la rotation de π radians du vecteur (1, 1, 0)
autour de l'axe (0, 0, 1). À la base, nous avons donc le vecteur suivant :
Calculons donc maintenant, à l'aide de ces données, le vecteur résultant de la
rotation. En d'autres mots, on recherche le vecteur résultant de l'opérationRqr(~x)
telle que dénie en 4.1 où ~x est le vecteur que l'on veut transformer. Ainsi, dans
notre cas précis, on a qr = (0, 0, 0, 1) et ~x =
−−−−→
(1, 1, 0), c'est-à-dire (0, 1, 1, 0) sous
forme de quaternions. Or, R(0,0,0,1)(0, 1, 1, 0) = (0, 0, 0, 1)(0, 1, 1, 0)(0, 0, 0, 1) =
(0,−1,−1, 0). Graphiquement, cela correspond au nouveau vecteur pointillé :
Étudions ce qui se passe si on veut composer la rotation par qr et q′r par
exemple.
Rqr(Rq′r(~x)) = Rqr(q
′
r(0 + ~x)q
′
r)
= qrq
′
r(0 + ~x)q
′
rqr
= (qrq
′
r)(0 + ~x)(qrq
′
r)
= Rqrq′r(~x)
Ainsi, la composition de deux rotations générés par qr et q′r n'est rien de plus
simple que la rotation par le produit de ceux-ci.
Proposition 8. Soient qr et q′r deux quaternions de rotations, alors Rqr(Rq′r(~x)) =
Rqrq′r(~x), c'est-à-dire que la composition de deux rotations correspond à la rota-
tion par leur produit.
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98 Quaternions et rotations
Il faut toutefois encore faire attention à l'ordre de multiplication puisque, on
le rappelle, la multiplication de quaternions n'est pas commutative tout comme
la composition de rotations dans l'espace d'ailleurs. De plus, notons qu'il est
facile de généraliser le résultat à l'aide d'une récurrence simple an de démontrer
que l'énoncé est vrai pour un nombre quelconque de rotations. On peut aussi
déduire de cette propriété que la rotation inverse d'une rotation correspondant
au quaternion qr est une rotation par q−1r .
Enn, on remarque que
R−qr(~x) = −qr(0 + ~x)−qr
= (−1)qr(0 + ~x)(−1)qr
= qr(0 + ~x)qr
= Rqr
Ainsi, on remarque que :
Proposition 9. La rotation par le quaternion de rotation qr est équivalente
à la rotation par −qr.
4.2. Pourquoi les quaternions ?
La représentation des rotations à l'aide des quaternions représente de nom-
breux avantages si on la compare avec quelques autres méthodes connues comme
les angles d'Euler ou les matrices de rotations. Par exemple, elle est une représen-
tation beaucoup plus compacte que les matrices de rotations puisqu'elle ne com-
porte que quatre éléments à mettre en mémoire, comparativement à 9 éléments
pour une matrice de rotation ou même 16 éléments pour un système de coordon-
nées homogènes. De plus, comparativement aux angles d'Euler qui comportent
certaines singularités (le blocage de cardans ou gimbal lock par exemple [3]),
la représentation quaternionique n'en comporte aucune et la normalisation de
quaternions est beaucoup moins laborieuse que la normalisation de matrices de
rotation. Enn, notons aussi que les rotations peuvent être composés beaucoup
plus ecacement à l'aide de quaternions qu'à l'aide de matrices. En d'autre mots,
les quaternions sont plus stables numériquement que les matrices.
Références
[1] John H. Conway et Derek A. Smith, On Quaternions and Octonions. University of Califor-
nia, Riverside, 2004.
[2] Charles F. F. Karney, Quaternions in molecular modeling. Sarno Corporation, Princeton,
2005.
[3] Quaternion. Wikipedia, the free encyclopedia. http ://en.wikipedia.org/wiki/Quaternion.
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Mutations de carquois
Grégoire Dupont
Résumé. En 2001, Sergey Fomin et Andrei Zelevinsky ont introduit un
procédé combinatoire appelé mutation modiant localement un carquois, c'est
à dire un graphe orienté ni. L'application récursive de ce procédé à un car-
quois donné génère une liste de carquois qui peut être nie ou innie. Le
problème de la classication des carquois donnant une liste nie, bien que de
nature simple, a demandé plusieurs années de travail avant d'être résolu par
Anna Felikson, Michael Shapiro et Pavel Tumarkin en novembre 2008.
Dans cet article, nous introduisons de manière élémentaire la notion de mu-
tation et présentons la classication de Felikson, Shapiro et Tumarkin d'un
point de vue à la fois mathématique et épistémologique.
Cet article fait suite à un exposé donné au Club Mathématique de l'université
de Sherbrooke en septembre 2009.
Avant-propos
Dans cet article, nous présentons un bref chapitre de l'histoire contempo-
raine de la recherche en mathématiques à travers la formulation et la résolution
d'un problème qui se situe dans un domaine jeune et en pleine expansion : les
algèbres amassées de Fomin et Zelevinsky. Le lecteur averti pourra dans un pre-
mier temps être surpris du choix du sujet exposé. Les essais présentant l'histoire
de problèmes mathématiques se concentrent habituellement sur des sujets plus
établis et n'exposent que des percées aussi majeures que la démonstration du
grand théorème de Fermat [Sin99] ou celle de la conjecture de Poincaré [Szp09].
Cependant, le but de cet article n'est pas tant de présenter une avancée impor-
tante des mathématiques que d'exposer en quelques pages certains rouages de
la recherche contemporaine. L'exemple retenu l'a donc surtout été pour sa vertu
pédagogique et pour sa facilité d'exposition. Mais au-delà de ces aspects, cet
exemple expose tout de même des notions fondamentales de la recherche actuelle
en mathématiques pures.
Le procédé de mutation dont il sera question tout au long de l'article est une
notion qui a été dénie au début des années 2000 par Sergey Fomin et Andrei
Zelevinsky. Bien que les motivations profondes des deux chercheurs se trouvent
dans un monde mathématique très élaboré, la dénition de la mutation peut se
c© Université de Sherbrooke
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100 Mutations de carquois
faire en des termes simples et faciles à exposer. Et puisqu'il nous est impossible de
motiver précisément ce procédé sans faire appel à d'amples prérequis, nous dirons
simplement qu'il est dû à la perspicacité de Sergey Fomin et d'Andrei Zelevinsky,
qui ont su observer une certaine régularité dans des domaines pointus de l'algèbre
an d'en déduire cette idée simple, élégante, unicatrice et incroyablement fertile
qu'est la mutation.
Dans cet article, nous ne nous concentrerons que sur un aspect combinatoire
des problématiques soulevées par la notion de mutation. Pour beaucoup d'en-
tre elles, ces problématiques sont encore un objet d'étude. Cependant, on peut
maintenant considérer que celle que nous exposons a été résolue, ou du moins
qu'une des questions liées à cette problématique l'a été. La dernière section de
cet article présente néanmoins d'autres problèmes connexes, ouverts pour la plu-
part. Encore une fois, le choix des problèmes présentés est arbitraire et pourrait
être discuté d'un point de vue purement scientique. Cependant, cette sélection
de problèmes additionnels vise plus à souligner que la réponse à une question
n'est pas une n en soi mais plutôt le point de départ de nouvelles recherches.
J'apporterai enn quelques mises en garde sur les spécicités de cet exemple.
De prime abord, la façon dont j'ai choisi d'exposer le problème pourrait laisser
entendre que la motivation principale dans la recherche mathématique est la pure
curiosité. Il va sans dire que l'on ne pourrait ramener toutes les motivations de
la recherche à la simple curiosité. Cependant, les motivations mathématiques les
plus profondes sont aussi les plus diciles à comprendre pour le grand public. La
curiosité est quant à elle une motivation bien plus universelle, il m'a donc semblé
naturel de m'y ramener. Aussi, l'échelle de temps sur laquelle un tel problème
est résolu peut varier grandement d'une question à l'autre. Ici, il s'est écoulé
une demi-douzaine d'années entre l'apparition du problème et sa résolution mais
de manière générale, la résolution d'un problème peut occuper des décennies.
Ceci étant, à un facteur de dilatation temporel près, l'essentiel des aspects de la
résolution du problème que nous présentons forment un exemple représentatif de
résolution d'un problème moderne.
Cet article ne nécessite aucun prérequis particulier. An d'en améliorer la
lisibilité, j'ai fait le choix de certaines simplications techniques, notamment
concernant les triangulations de surfaces. Le lecteur pointilleux pourra se référer
aux notes de bas de page ou à la bibliographie pour trouver les énoncés précis.
Enn, je ne donnerai que quelques preuves élémentaires susceptibles d'aider le
lecteur à se familiariser avec les objets en jeu ; je laisse le soin au lecteur curieux
de se référer à la bibliographie pour tenter de comprendre les preuves des énoncés
avancés et ainsi que le cadre bien plus vaste dans lequel ces recherches trouvent
réellement leur place.
1. Mutations de carquois
Comme cela a déjà été mentionné, l'objet central de notre étude est la muta-
tion. Ce procédé a été introduit par Fomin et Zelevinsky dans un article prépublié
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en 2001 comme un procédé combinatoire permettant de dénir des structures al-
gébriques fondamentales appelées algèbres amassées . Initialement, la mutation
s'applique à deux types d'objets mathématiques distincts : des carquois et des
familles de variables . Dans notre cas, nous ne nous intéresserons pas à la muta-
tion des variables et en conséquence, nous ne nous intéresserons pas aux algèbres
amassées à proprement parler. Nous restreindrons notre étude à la mutation des
carquois et aux questions qu'elles soulèvent, indépendamment de la théorie des
algèbres amassées.
Définition 1.1. (1) Un carquois Q est la donnée d'un ensemble S de
sommets et d'un ensemble F de èches entre ces sommets . On supposera
toujours que S et F sont des ensembles nis.
(2) Un p-cycle dans Q est une suite de p èches
i1 → i2 → · · · → ip → ip+1
telle que les sommets i1 et ip+1 sont les mêmes.
(3) Une boucle est un 1-cycle, autrement dit, c'est une èche dont les deux
extrémités coïncident.
(4) Dans cet article, nous supposerons de plus qu'un carquois ne contient
ni boucles ni 2-cycles.
Dans la suite, nous supposerons toujours que les carquois considérés sont
connexes, c'est à dire que le graphe non-orienté obtenu en oubliant les orientations
des èches, appelé diagramme sous-jacent, est constitué d'un seul  morceau . Si
le carquois Q est constitué de plusieurs morceaux, appelés composantes connexes,
alors, pour les notions auxquelles nous allons nous intéresser, l'étude de Q peut
se ramener à l'étude de chacune de ses composantes connexes.
Définition 1.2. SoitQ un carquois et soit i un sommet deQ. Lamutation de
Q en i est le carquois µi(Q) obtenu à partir de Q en appliquant les modications
locales suivantes :
(1) On inverse le sens de toutes les èches rentrant ou sortant de i ;
1. La bibliographie à ce sujet est bien trop vaste pour être détaillée ici. Cependant, le
lecteur intéressé pourra consulter les articles séminaux [FZ02,FZ03,BFZ05,FZ07] ou bien
l'introduction plus élémentaire rédigée par Bertrand Nguefack dans un rapport de recherche
du département de mathématiques de l'université de Sherbrooke [Ngu07].
2. Initialement, la mutation n'a en fait pas été dénie sur des carquois mais sur des matrices.
La passerelle entre la dénition que nous allons utiliser et celle de Fomin et Zelevinsky se fait
à l'aide des matrices d'incidence de carquois. C'est à dire qu'à un carquois Q nous faisons
correspondre la matrice BQ = (bij) indexée par les sommets du carquois telle que bij =
| {i→ j} |−| {j → i} |. Cette correspondance existe du fait que les carquois que nous considérons
ne contiennent ni boucles ni 2-cycles.
3. Cette terminologie est issue du folklore de la théorie des représentations. Dans les autres
théories, une telle donnée est simplement appelée un graphe orienté.
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102 Mutations de carquois
(2) Pour tous sommets k, j dans Q et r, s, t ≥ 0, on remplace la congura-
tion locale entre i, j et k dans Q comme suit :
dans Q dans µi(Q)
k
r //
s :
::
j
i
t
BB
k
r+st // j
t

i
s
]]:::
k
r // j
t

i
s
]]:::
k
r−st //
s :
::
j
i
t
BB
où la notation i
n−→ j signie qu'il y a n èches allant de i vers j si n ≥ 0, et
(−n) èches allant de j vers i si n < 0.
Exercice 1.3. Montrer que pour tout carquois Q et tout sommet i de Q :
(1) µi(Q) est à nouveau un carquois, c'est à dire qu'il ne contient ni boucles
ni 2-cycles ;
(2) µi(µi(Q)) = Q.
Exemple 1.4. Considérons le carquois constitué d'un seul sommet et (néces-
sairement) d'aucune èche. Alors toute mutation de Q laisse Q invariant.
Exemple 1.5. Soit Q le carquois avec deux sommets, notés 1 et 2. Puisque
nous ne considérons que des carquois connexes, sans boucles ni 2-cycles, il y a un
nombre non-nul de èches allant ou bien toutes du sommet 1 vers le sommet 2 ou
bien toutes du sommet 2 vers le sommet 1. Ainsi, il existe un entier n ∈ Z \ {0}
tel que
Q : 1
n−→ 2.
Si on applique une mutation en 1, on obtient le carquois µ1(Q) : 1
n←− 2, noté
Qop et appelé carquois opposé. Il en est de même si on mute en 2. Une récurrence
montre alors que les seuls carquois que l'on peut obtenir en appliquant des suites
arbitraires de mutation à partir de Q sont Q et Qop .
Exemple 1.6. Considérons le carquois Q suivant :
et opérons lui une mutation au second sommet en partant de la gauche, qui
apparaît en grisé sur la gure. On obtient alors le carquois
.
On remarquera notamment que, contrairement aux exemples précédents, le dia-
gramme sous-jacent au carquois a changé sous l'action de la mutation. La mu-
tation ne se contente donc pas de changer le sens des èches, elle modie pro-
fondément la structure apparente du carquois.
Exercice 1.7. Considérer le carquois
1 2 3
i
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et montrer que la suite de mutation {(µ3µ2)n(Q)}n≥1 génère une innité de
carquois deux à deux distincts.
Définition 1.8. On dit que deux carquois Q et Q′ sont équivalents sous
mutation et on note Q ∼ Q′ si il existe une suite (i1, . . . , in) de sommets de Q
telle que Q′ = µin ◦ · · ·µi1(Q).
Exercice 1.9. Montrer que ∼ est une relation d'équivalence (indication :
utiliser l'exercice 1.3).
On note
Mut(Q) =
{
Q′ carquois |Q ∼ Q′
}
.
la classe d'équivalence de Q pour la relation ∼, appelée classe de mutation de Q.
Définition 1.10. Un carquois Q est dit de mutation nie si Mut(Q) est un
ensemble ni.
Une première observation immédiate est la suivante :
Lemme 1.11. Un carquois ayant deux sommets est de mutation nie.
Preuve. Cela suit de l'exemple 1.5.
Comme nous l'avons vu lors de l'exercice 1.7, un carquois Q n'est pas néces-
sairement de mutation nie. La question de déterminer tous les carquois de muta-
tion nie est alors naturelle. Cependant, la liste de tous les carquois de mutation
nie est une formulation trop naïve du problème pour être vraiment pertinente.
En eet, il est clair que si Q et Q′ sont deux carquois équivalents sous mutation,
il suit de la dénition de Mut(Q) que Mut(Q) = Mut(Q′). Aussi, la façon dont
on numérote les sommets d'un carquois ne modie pas la classe d'équivalence de
Q, deux carquois obtenus l'un de l'autre à partir d'un changement de numérota-
tion seront dits isomorphes. Ainsi, on peut reformuler le problème de la manière
suivante :
Problème 1.12. Déterminer, à équivalence et à isomorphisme près, tous les
carquois de mutation nie.
Comme nous allons le voir, l'étude du problème 1.12 a évolué sous la forme de
questions qui sont devenues de plus en plus précises et que l'on retrouve formulées
ici dans les questions 2.3, 3.4, 4.12, 5.2 et enn 6.1.
2. Les carquois de type Dynkin
Alors que le problème 1.12 n'était pas formulé clairement dans [FZ02], un
premier élément de réponse est cependant déjà apparu dans [FZ03], prépublié en
2002 par Fomin et Zelevinsky. Dans cet article, les auteurs étudient des propriétés
de nitude des algèbres amassées. De cette analyse naîtra une liste de carquois
de mutation nie déjà bien connue des algébristes depuis le milieu du XXème
siècle, appelés carquois de type Dynkin. C'est en fait l'apparition de cette liste
qui va véritablement provoquer un engouement pour les algèbres amassées au
début des années 2000. En particulier, c'est cette liste qui va susciter un intérêt
plus clair pour le problème 1.12.
i
i
article  2010/11/27  14:34  page 104  #6 i
i
i
i
i
i
104 Mutations de carquois
An(n ≥ 1)
Dn(n ≥ 4)
E6
E7
E8
Figure 1. Diagrammes de Dynkin
Définition 2.1. Un carquoisQ est dit de type Dynkin si il est une orientation
de l'un des diagrammes se trouvant dans la gure 1.
Théorème 2.2 (Fomin, Zelevinsky - 2002). Un carquois de type Dynkin est
de mutation nie
On peut légitimement se demander d'où vient l'idée de regarder les carquois
de type Dynkin plutôt que d'autres. Il serait trop long d'expliquer la motivation
profonde en quelques lignes et nous dirons simplement que les diagrammes de
Dynkin sont des objets combinatoires apparaissant de manière récurrente dans les
classications d'objets mathématiques . Ces diagrammes jouent notamment un
rôle prépondérant dans la classication de certaines algèbres non-associatives,
appelées algèbres de Lie, dont on sait qu'elles entretiennent des liens étroits
avec les algèbres amassées. La démonstration du théorème 2.2 proposée dans
[FZ03] repose notamment sur cette interaction entre algèbres de Lie et algèbres
amassées. Il peut d'ailleurs sembler démesuré de faire appel à une telle théorie
pour démontrer un résultat combinatoire comme celui que nous avons proposé
mais, tel qu'énoncé, le théorème 2.2 n'est qu'un faible corollaire des résultats de
Fomin et Zelevinsky qui s'intéressaient à une problématique bien plus vaste que
celle du problème 1.12. Il faut en eet rappeler qu'à ce stade de l'histoire, le
problème 1.12 restait encore parfaitement secondaire.
Au regard du théorème 2.2 et du lemme 1.11, on peut naturellement poser
la question suivante :
Question 2.3. A équivalence près, les carquois de mutation nie sont-ils :
(1) Les carquois à deux sommets ;
4. Il existe de très nombreux articles traitant du sujet de l'ubiquité des diagrammes de
Dynkin en mathématiques, comme cela avait été souligné par Juan Carlos Bustamante lors
d'un autre exposé au Club Mathématique dédié à cette ubiquité. Pour une introduction à ces
diagrammes ainsi qu'à leur rôle en théorie des représentations, le lecteur pourra consulter le
très accessible article d'Idun Reiten dans les Notices de l'AMS [Rei97]. Pour une référence
plus complète, on pourra se référer à [HHSV77].
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(2) Les carquois de type Dynkin ?
Exercice 2.4. Considérer le carquois Q suivant :
Montrer qu'à isomorphisme près, les deux seuls carquois contenus dans la classe
de mutation de Q sont Q et le carquois
et en déduire que la réponse à la question 2.3 est non.
3. Les carquois anes
Après la prépublication de [FZ03], les algèbres amassées, jusqu'ici essen-
tiellement étudiées aux États-Unis , sont devenues un sujet de recherche pour la
communauté mathématique mondiale. Les très nombreuses publications met-
tent notamment en avant des liens entre les algèbres amassées et la théorie
des représentation. Le problème combinatoire 1.12 se fait alors oublier pendant
quelques années, jusqu'à ce qu'en 2005, deux norvégiens du nom d'Aslak Bakke
Buan et d'Idun Reiten ne prépublient un court article abordant explicitement
cette problématique du point de vue de la théorie des représentations [BR06].
Dans cette théorie, la liste de carquois de type Dynkin (Figure 1) admet un
prolongement naturel avec une liste de carquois dits anes ou euclidiens (2).
5. Sergey Fomin est à l'université du Michigan et Andrei Zelevinsky à l'université North-
eastern dans le Massachusetts.
6. Aslak Bakke Buan et Idun Reiten sont tous les deux à l'université NTNU de Trondheim.
7. On pourra encore une fois se référer à [Rei97] pour trouver les raisons d'être de cette
liste.
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Ã1
Ãn(n ≥ 2)
D̃n(n ≥ 4)
Ẽ6
Ẽ7
Ẽ8
Figure 2. Diagrammes anes
Définition 3.1. Un carquois est dit de type ane si il est une orientation
de l'un des diagrammes anes se trouvant dans la gure 2 et s'il ne contient pas
de cycle orienté .
Exemple 3.2. Le carquois de l'exemple 2.4 est un carquois de type ane
Ã2.
Le théorème 2.2 donne une condition susante pour qu'un carquois donné
soit de mutation nie. Dans [BR06], Buan et Reiten donnent une condition
nécessaire et susante pour qu'un carquois soit de mutation nie, sous réserve
qu'une condition d' acyclicité soit vériée.
Théorème 3.3 (Buan-Reiten, 2005). Soit Q un carquois ne contenant pas
de cycles orientés, alors Q est de mutation nie si et seulement si l'une des trois
assertions suivantes est vériée :
(1) Q a deux sommets ;
(2) Q est équivalent à un carquois de type Dynkin ;
(3) Q est équivalent à un carquois de type ane.
8. On prendra garde que pour les carquois de types anes, l'indice désigne le nombre de
sommets du diagramme auquel on a soustrait 1, contrairement au cas Dynkin où il désigne le
nombre de sommets. Par exemple, dans l'exemple 3.2, un carquois de type Ã2 contient bien
trois sommets.
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Contrairement à Fomin et Zelevinsky qui abordaient le problème 1.12 de
manière détournée dans [FZ03], le théorème 3.3 de Buan et Reiten était le
résultat central de [BR06]. Sans le formuler précisément dans leur article, ils
posaient implicitement la question 1.12. Et à ce stade, au vu du théorème 3.3,
la question 2.3 a donc évolué en la question suivante :
Question 3.4. A équivalence près, les carquois de mutation nie sont-ils :
(1) Les carquois à deux sommets ;
(2) Les carquois de type Dynkin ou ane ?
La réponse a cette question est négative, comme le montre l'exemple suivant :
Exemple 3.5. Au vu du théorème 3.3, il est clair que si l'on cherche à répon-
dre négativement à la question 3.4, il faut trouver un carquois de mutation nie
contenant des cycles orientés tel que tous les carquois équivalents sous muta-
tion contiennent aussi des cycles orientés. Si on prend un simple 3-cycle, on voit
en faisant une seule mutation, qu'il est de type Dynkin A3. L'idée est donc de
considérer le carquois suivant :
Une simple vérication (exercice) montre que toute mutation laisse ce carquois
invariant. Sa classe de mutation est donc nie mais ce carquois n'est pas équiv-
alent à un carquois de type Dynkin, ni à un carquois de type ane. Cela ne
contredit pas pour autant le théorème 3.3 puisque tous les carquois (ou plus
exactement le seul) de la classe de mutation contiennent des cycles orientés.
Cependant, cela prouve que la réponse à la question 3.4 est négative.
4. Les carquois géométriques
En 2006, Sergey Fomin, Michael Shapiro et Dylan Thurston ont prépublié
une étude systématique des liens existants entre triangulations de surfaces et
structures amassées . Dans leur article [FST08b], le problème 1.12 n'est pas
central mais une section lui est cependant consacrée.
L'idée de Fomin, Shapiro et Thurston était d'associer un carquois à une
surface triangulée à l'aide d'un procédé combinatoire. La généralité de leur con-
struction la rend trop technique pour être reproduite précisément ici. On peut
cependant s'en faire une juste idée sur l'exemple des triangulations d'un poly-
gone .
9. Sergey Fomin et Michael Shapiro sont à l'université du Michigan et Dylan Thurston à
l'université Columbia.
10. Cette étude est en fait une systématisation d'études précédemment menées par des
équipes franco-canadiennes [CCS06] (prépublié en 2004) et franco-américaines [FG06]
(prépublié en 2003).
11. Le choix de l'exemple n'est pas anodin car c'est celui considéré dans [CCS06] et qui a
motivé les travaux de Fomin, Shapiro et Thurston.
i
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4.1. Triangulations d'un polygone
On se xe dorénavant un polygone Π ayant un nombre n ≥ 3 de côtés.
Définition 4.1. Une triangulation de Π est un ensemble T de diagonales
de Π découpant la surface en triangles et ne s'intersectant pas deux à deux.
Exemple 4.2. Soit Π un octogone régulier. Une triangulation de Π est par
exemple donnée par la collection T de diagonales suivante :
On remarquera qu'étant donnée une triangulation T de Π et une diagonale
d ∈ T , si on enlève d de T , on obtient un quadrilatère Q dans Π dont d était l'une
des diagonales. Si d′ désigne l'autre diagonale de Q, alors T \ {d} t {d′} donne
une nouvelle triangulation de Π. On note fd(T ) la triangulation ainsi obtenue et
l'opération consistant à remplacer T par fd(T ) est appelée ip en d de T .
Exemple 4.3. Si dans l'exemple ci-dessus on eectue un ip en la diago-
nale située en deuxième à partir du bas, on obtient la nouvelle triangulation T ′
suivante :
i
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On remarquera que toutes les triangulations de Π ont le même nombre de
diagonales (égal à n−3 dans le cas d'un n-gone). C'est un résultat qui reste vrai
pour des surfaces arbitraires .
4.2. Le carquois associé à une triangulation
Suivant une idée de Philippe Caldero, Frédéric Chapoton et Ralf Schier ,
Fomin, Shapiro et Thurston ont associé à toute triangulation T d'une surface
Σ un carquois QT . Dans le cas du n-gone que nous présentons ci-dessous, la
construction est celle initialement présentée dans [CCS06].
Soit T une triangulation de Π. On se xe une numérotation {1, . . . , n− 3} des
diagonales dans T . Les sommets du carquois QT sont alors indexés par l'ensemble
{1, . . . , n− 3}, en d'autre termes, ils sont indexés par les diagonales dans T .
Étant données deux diagonales i et j de la triangulation T qui bordent un même
triangle ∆, on place une èche de i vers j si, en faisant le pivot dans Π autour
du point d'intersection de i et j dans le sens horaire, on passe d'abord par i puis
par l'intérieur de ∆ puis par j. On fait cela pour toutes les diagonales de T et
on obtient ainsi un carquois QT ayant n− 3 sommets.
Remarque 4.4. On remarquera de plus qu'une diagonale d appartenant à
une triangulation T ne peut appartenir qu'à au plus deux triangles formés par
T . En conséquence, pour tout sommet i de QT , il existe au plus deux èches
sortant ou rentrant dans i.
Définition 4.5. Un carquois Q est dit de type géométrique si il existe une
surface Σ et une triangulation T de Σ telle que Q = QT .
Exemple 4.6. Si on reprend la triangulation T de l'octogone régulier de
l'exemple 4.2, on obtient le carquois QT suivant :
et pour la triangulation T ′ de l'exemple 4.3, on obtient le carquois suivant :
12. Par surface arbitraire, nous entendons une surface de Riemann orientable de dimension 2,
connexe et à bord. Dans ce cadre, le résultat découle du fait que le nombre de  diagonales dans
une triangulation dont le nombre de sommets est xé est déterminé par la caractéristique
d'Euler de la surface. Pour plus de détails sur le cadre général, on pourra se référer à [FST08b].
13. Philippe Caldero et Frédéric Chapoton sont à l'université de Lyon en France et Ralf
Schier était alors à l'université Carleton à Ottawa.
i
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4.3. Mutations et ips
L'un des résultats clés de [FST08b] consiste à observer que muter le carquois
QT associé à une triangulation T d'une surface en un sommet d consiste à prendre
le carquois QT ′ de la triangulation obtenue en eectuant un ip de T en la
diagonale d. De manière plus formelle, le résultat s'énonce comme suit :
Théorème 4.7 (Fomin-Shapiro-Thurston, 2006). Soit Σ une surface, T une
triangulation de Σ. Alors pour toute diagonale d de T
µd(QT ) = Qfd(T ).
Exemple 4.8. Le carquois QT obtenu à partir de la triangulation T de
l'octogone proposée dans l'exemple 4.2 est le carquois de type A5 considéré à
l'exemple 1.6. Les exemples 4.6 et 1.6 illustrent ainsi le théorème 4.7.
Du point de vue du problème 1.12 qui nous concerne, le corollaire essentiel
est le suivant :
Corollaire 4.9. Un carquois de type géométrique est de mutation nie.
Preuve. Dans le cas d'un polygone Π, il n'existe qu'un nombre ni de trian-
gulations de Π. Puisque muter le carquois QT revient à prendre le carquois d'une
autre triangulation de Π, il est clair que le nombre de carquois obtenus sera aussi
ni.
Dans le cas d'une surface arbitraire Σ, il peut exister une innité de triangu-
lations. Cependant, pour toute triangulation T de Σ nous avons vu qu'en chaque
sommet i de QT , il y a au plus deux èches sortant et deux èches rentrant dans
i. Le nombre de carquois que l'on peut obtenir à partir de triangulations est donc
borné par k5 où k est le nombre de diagonales dans une triangulation, qui est
xe et ni. En particulier, le nombre de carquois que l'on peut obtenir est ni.
Certains carquois de mutation nie que nous avions précédemment construits
sont en fait de types géométriques. Plus précisément, on a le résultat suivant :
Proposition 4.10 (Fomin-Shapiro-Thurston, 2006). (1) Les carquois
de types A,D, Ã, D̃ sont géométriques.
(2) Les carquois de types En et Ẽn pour n = 6, 7, 8 ne sont pas géométriques.
i
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(3) Les carquois à deux sommets ayant n > 2 èches ne sont pas
géométriques.
Cependant, l'ensemble des carquois géométriques contient aussi des carquois
de mutation nie que nous n'avions pas précédemment classiés, comme le mon-
tre l'exemple suivant.
Exemple 4.11. Le carquois
de l'exemple 3.5 est de type géométrique. Pour le montrer il faut utiliser une sur-
face un peu plus compliquée qu'un simple polygone régulier et, faute de pouvoir
donner une explication formelle, nous allons tenter de se donner une intuition du
résultat.
La surface à considérer est un tore, autrement une surface topologiquement
équivalente à un  donut avec un point marqué P . La notion de diagonale dans
un polygone est ici remplacée par la notion d'arc sans auto-intersection joignant
P à P , considéré à déformation continue près. Une manière simple de se représen-
ter un tore avec un point marqué est de considérer un quadrilatère régulier dont
on a identié les deux bords horizontaux et les deux bords verticaux (si vous
n'êtes pas convaincu, prenez une feuille de papier et faites les collages) et dont
le point marqué P est identié avec les coins du quadrilatère.
On peut alors obtenir une triangulation du tore en prenant pour  diago-
nales les côtés du quadrilatère ainsi que l'une de ses  vraies diagonales. Le
carquois QT obtenu est alors le suivant :
P P
P P
mais puisque les deux bords verticaux sont identiés et les deux bords horizon-
taux sont aussi identiés, il faut identier les sommets correspondant dans le
carquois QT et on obtient
et le carquois de l'exemple 3.5 est donc bien de type géométrique.
Ainsi, la question 3.4 devient :
Question 4.12. A équivalence près, les carquois de mutation nie sont-ils :
i
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(1) Les carquois à deux sommets ;
(2) Les carquois de type En et Ẽn pour n = 6, 7, 8.
(3) Les carquois de types géométriques ?
5. Les carquois elliptiques
Dans [FST08b], les auteurs ont aussi répondu négativement à la question
4.12 en observant trois carquois de mutation nie n'appartenant pas à la précé-
dente liste. Ces trois nouveaux carquois sont appelés elliptiques de type E.
Définition 5.1. Un carquois est dit elliptique de type E si c'est un orienta-
tion d'un diagramme de type E(1,1)6 , E
(1,1)
7 ou E
(1,1)
8 dans la gure 3 et si tous ses
triangles sont orientés.
A(1,1)1
A(1,1)n (n ≥ 2)
D(1,1)n (n ≥ 4)
E(1,1)6
E(1,1)7
E(1,1)8
Figure 3. Diagrammes elliptiques
En géométrie algébrique, la notion de carquois elliptique peut être vue comme
un prolongement de la suite Dynkin-ane. Il existe ainsi des carquois elliptiques
de type A, notés A(1,1)n , de type D, notés D(1,1)n et trois carquois de type E
elliptiques .
14. Les carquois elliptiques ont été introduits par un chercheur japonais du nom de Kyoji
Saito. Le lecteur expérimenté pourra par exemple consulter [Sai85] pour plus de détails.
i
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De ce fait, il peut sembler naturel que si les carquois elliptiques de type E
apparaissent dans la liste des carquois de mutation nie puisque les carquois
Dynkin E et anes E y apparaissent aussi. Mais on s'attendrait alors à ce que
les carquois elliptiques de types A(1,1) et D(1,1) soient de mutation nie, si ce n'est
géométriques. Or il est facile de vérier que, mis à part D(1,1)4 qui est de type
géométrique, tous les carquois de type A(1,1)n et D(1,1)n sont de mutation innie !
Les carquois elliptiques de type E semblaient donc apparaître dans la liste
des carquois de mutation nie de manière  accidentelle . Les calculs directs ont
montré que ces carquois n'étaient pas de types géométriques mais possédaient
des classes de mutation nies (les cardinalités de ces classes, à isomorphismes de
carquois près, sont de 49 pour E(1,1)6 , de 506 pour E
(1,1)
7 et de 5739 pour E
(1,1)
8 ). Il
faudra attendre trois années pour qu'en 2009, Michael Barot et Christof Geiss de
l'UNAM au Mexique ne prépublient un argument profond éclairant le fait que les
carquois de types E(1,1) sont de mutation nie [BG09]. Ces arguments font appel
à la fois à la théorie des représentations et à la géométrie algébrique. Cependant,
ces arguments n'expliquent pas fondamentalement pourquoi les carquois de type
E(1,1) apparaissent alors que les carquois de types A(1,1) et D(1,1) n'apparaissent
pas.
La question 4.12 devient alors la question suivante, formellement posée dans
[FST08b, Problem 12.7] :
Question 5.2. A équivalence près, les carquois de mutation nie sont-ils :
(1) Les carquois à deux sommets ;
(2) Les carquois de type En, Ẽn et E
(1,1)
n pour n = 6, 7, 8.
(3) Les carquois de types géométriques ?
6. Les exemples de Derksen et Owen
En avril 2008, soit un peu moins de deux ans après la prépublication
de [FST08b], Harm Derksen et Theodore Owen ont montré dans une courte
prépublication que la liste proposée à la question 5.2 devait encore être enrichie
de deux exemples très simples. Ces exemples sont donnés par le carquois obtenus
en prenant une orientation de l'un des deux diagrammes de la liste en gure 4
de sorte que tous les cycles soient orientés.
Il peut sembler étonnant qu'il ait fallu presque deux ans pour trouver des ex-
emples aussi simples mais ces exemples n'apparaissent clairement que si on prend
le temps de rééchir explicitement à la question 4.12. Or cette question était
plutôt en marge du reste du développement de la théorie des algèbres amassées.
De plus, si il est facile de montrer que les carquois X6 et X7 sont de mutation
nie, il est tout de même moins aisé de montrer que ces carquois ne sont pas
dans la liste précédemment obtenue.
Ainsi, la question 5.2 se précise nalement en la question suivante, posée par
Derksen et Owen [DO08, Problem 15] :
15. Harm Derksen et Theodore Owen sont tous les deux à l'université du Michigan aux
États-Unis.
i
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X6
X7
Figure 4. Diagrammes de Derksen et Owen
Question 6.1. Est-t-il vrai qu'à équivalence près, les carquois de mutation
nie sont :
(1) Les carquois à deux sommets ;
(2) Les carquois de types géométriques ;
(3) Les carquois de types En, Ẽn et E
(1,1)
n pour n = 6, 7, 8 ;
(4) Les carquois de types X6 et X7 ?
On remarquera au passage que, sans aller jusqu'à énoncer une conjecture
formelle, les auteurs faisaient preuve d'un certain optimisme puisqu'ils énoncèrent
la question précisément sous la forme rapportée ici.
7. La classication de Felikson, Shapiro et Tumarkin
C'est nalement en novembre 2008 que le problème est dénitivement résolu
dans une prépublication mise en ligne par Anna Felikson, Michael Shapiro et
Pavel Tumarkin [FST08a]. La réponse a la question 6.1 est positive, autrement
dit :
Théorème 7.1 ( [FST08a]). A équivalence près, les carquois de mutation
nie sont :
(1) Les carquois à deux sommets ;
(2) Les carquois de types géométriques ;
(3) Les carquois de types En, Ẽn et E
(1,1)
n pour n = 6, 7, 8 ;
(4) Les carquois de types X6 et X7.
La preuve présentée dans [FST08a] se fonde sur une analyse combinatoire
poussée. La stratégie consiste à montrer que si un carquois est de mutation nie,
alors il vérie certaines conditions locales qui vont permettre de le rattacher à
l'une des classes de carquois de mutation nie déjà construite. L'analyse était
16. Anna Felikson est à l'université de Moscou en Russie, Michael Shapiro à l'université du
Michigan aux États-Unis et Pavel Tumarkin à l'université de Brême en Allemagne.
i
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non-triviale puisqu'il a fallu pas moins de 49 pages aux auteurs pour arriver à
cette preuve.
A l'heure où ces lignes sont écrites, l'article n'est pas encore ociellement
paru dans une revue mathématique mais il a déjà reçu l'approbation de l'ensem-
ble de la communauté mathématique.
8. Une n ou un commencement ?
À strictement parler le problème 1.12 est donc maintenant résolu. Est-ce pour
autant qu'une page des mathématiques se tourne ? La réponse à cette question
est bien évidemment non ; une résolution de problème amène souvent plus de
questions qu'elle n'a apporté de réponses.
8.1. Critère déterministe
Grâce au théorème de Felikson-Shapiro-Tumarkin, nous disposons main-
tenant d'une classication des carquois dont la classe de mutation est nie.
Cependant, ce théorème ne permet pas de reconnaître en pratique si un carquois
donné est de mutation nie ou non. Dans [FST08b], Sergey Fomin, Michael
Shapiro et Dylan Thurston ont proposé une méthode pour reconnaître un car-
quois de type géométrique mais sur des carquois complexes, cette reconnaissance
reste dicile à mettre en oeuvre.
Il existe à l'heure actuelle certains outils informatiques utiles pour recon-
naître assez rapidement si un carquois est de mutation nie ou non (voir par ex-
emple [DP10]) mais ils requièrent d'eectuer un certain (parfois grand) nombre
de mutations à partir du carquois donné pour pouvoir trancher. Théoriquement,
il devrait exister un critère pour reconnaître si un carquois Q donné est de mu-
tation nie sans lui appliquer de mutation. Trouver un tel critère viendrait donc
compléter le théorème de Felikson-Shapiro-Tumarkin en vue de son éventuelle
application pratique.
8.2. Calcul de cardinalités
La combinatoire est souvent utile pour trouver des liens entre des domaines
mathématiques apparemment disjoints. Ainsi, si un carquois Q est de mutation
nie, le cardinal m(Q) de sa classe de mutation peut être un nombre intéressant
à connaître car il pourrait permettre d'établir des bijections naturelles entre les
classes de mutation de carquois et d'autres objets mathématiques. Par exemple,
si Q est un carquois de type géométrique associé à une surface Σ, le nombre
m(Q) donne des informations sur les triangulations possibles de Σ. Il est donc
intéressant de pouvoir calculer ces nombres en général .
8.3. Généralisation
17. Des exemples de calculs, eectués à l'aide du logiciel QME [DP10], sont par exemple
disponibles dans [Dup08, Annexe A] et des formules explicites ont notamment été obtenues
pour tous les carquois de type Dynkin A [Tor08] et de type Dynkin D [BT09].
i
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Dans cet exposé, nous nous sommes restreint aux carquois. Une théorie ana-
logue peut être dénie pour des graphes orientés munis de valuations . Le prob-
lème de la classication des graphes valués orientés de mutation nie est resté un
problème ouvert jusqu'à très récemment. Ahmet Seven , avait notamment obtenu
l'analogue du théorème 3.3 pour les graphes valués. L'analogue du théorème 7.1
a nalement été obtenu par les mêmes auteurs dans une récente prépublication
datée de juin 2010 [FST10].
8.4. Conceptualisation
 Prédire n'est pas expliquer nous dit René Thom dans son excellent livre
d'entretiens [Tho09]. Cette phrase d'un médaillé Fields s'attache à souligner
la diérence entre une théorie qui apporte des résultats quantitatifs explicites et
une théorie qui apporte un éclairage qualitatif. Cette opposition fondamentale en
sciences peut aussi s'adapter à notre étude en ce sens que la preuve existante de
la classication de Felikson-Shapiro-Tumarkin répond clairement à un problème
posé sans apporter d'éclairage théorique profond. Un tel éclairage n'est pourtant
pas superu. Ce qui intéresse généralement le mathématicien n'est pas tant le
résultat lui-même que sa raison d'être.
Bien sûr, il est toujours nécessaire dans un premier temps d'établir la vérac-
ité des énoncés, quelle que soit la méthode. Souvent les premières preuves des
grands énoncés ne sont pas très élégantes mais, une fois les énoncés établis, des
mathématiciens travaillent souvent à comprendre plus profondément les résul-
tats et ce n'est pas là une tâche inutile. En eet, pour le cas qui nous con-
cerne, la découverte d'une nouvelle preuve mettant en jeu des interactions avec
d'autres domaines mathématiques ou donnant un cadre unicateur apporterait
une meilleure compréhension du problème.
De manière générale en mathématiques, toutes nouvelles interactions, tous
nouveaux objets susamment généraux sont générateurs de nouvelles idées et,
pour être  ecace en science, une théorie doit être porteuse de cette  généra-
tivité conceptuelle  [Lam09,CC89] dont on voit bien qu'elle manque encore à
la résolution du problème que nous avons choisi d'étudier. C'est d'ailleurs cette
générativité qui a fait le succès de la découverte des algèbres amassées par Fomin
et Zelevinsky, dont le problème que nous venons d'analyser n'est qu'un inme
sous-produit.
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