The strong converse for a coding theorem shows that the optimal asymptotic rate possible with vanishing error cannot be improved by allowing a fixed error. Building on a method introduced by Gu and Effros for centralized coding problems, we develop a general and simple recipe for proving strong converse that is applicable for the distributed problems as well. Heuristically, our proof of strong converse mimics the standard steps for proving a weak converse, except that we apply those steps to a modified distribution obtained by conditioning the original distribution on the event that no error occurs. A key component of our recipe is the replacement of the hard Markov constraints with a soft information cost using a variational formula introduced by Oohama. We illustrate our method by providing a short proof of the strong converse for the Wyner-Ziv problem and a strong converse theorem for the interactive function computation problem; the latter result was not available prior to our work.
I. INTRODUCTION
A coding theorem in information theory characterizes the optimal rate such that there exists a code of that rate for the problem studied. Often, the first version of such theorems are proved assuming a vanishing probability of error criterion. This criterion facilitates a simple proof relying on chain rules and Fano's inequality. The strong converse holds for a coding theorem if the optimal rate claimed by the theorem cannot be improved even if a fixed error is allowed. The first strong converse was shown for the point-to-point channel coding theorem and source coding theorem by Wolfowitz (see [19] ). A general method for proving strong converse for coding theorems in multiterminal information theory was introduced in [1] . This method essentially shows a strong converse for the image-size characterization problem using the blowing-up lemma; see [5] for a comprehensive treatment. The approach based on blowing-up lemma entails, in essence, changing the code to a list-code with a list-size of vanishing rate. But it is only applicable to discrete sources and channels. Recent works [6] , [11] have used techniques from measure concentration to extend this approach to a continuous alphabet.
In this work, we present a simple method for proving strong converses for multiterminal problems that uses very similar steps as the weak converse proofs. Our method relies on a change of measure argument 1 due to Gu and Effros [8] , [9] .
The key idea is to evaluate the performance of a given code not under the original product measure, but under another modified measure which depends on the code and under which the code is error-free. Proving the strong converse is then tantamount to showing the sub-additivity or super-additivity of the rate function involved, albeit under an arbitrary measure and not just the original product measure. The proof is completed by switching to the original measure using appropriate bounds for change in quantities, i.e., using an appropriate continuity bound for the information quantities involved.
As an illustration of this approach, consider the lossless source coding problem where an independently identically distributed (i.i.d.) source Z n is compressed to ϕ(Z n ) such that there exists a function ψ satisfying P (ψ(ϕ(Z n )) = Z n ) ≥ 1 − ε. Let C denote the set {z n : ψ(ϕ(z n )) = z n } of sequences where no error occurs. The strong converse for the lossless source coding theorem will be obtained upon showing that the logarithm l of the cardinality of the range of ϕ is bounded below by H(Z n ) − o(n). To show this, we change the probability measure to PZ n defined by PZ n (z n ) = Pr(Z n = z n |Z n ∈ C).
This measure is not too far from the original measure under KL-divergence. Indeed, D(PZ n P Z n ) ≤ log(1/(1 − ε)). On the other hand, under PZ n , the error probability of the code (ϕ, ψ) is exactly zero. Thus, by mimicking the standard weak converse arguments, we have log |C| ≥ H(Z n ).
Finally, by using a bound for continuity of the entropy in KL divergence (see Proposition 1), we have
which yields the desired strong converse.
In [8] , [9] , Gu and Effros applied arguments similar to those above, albeit by switching to a more complicated measure, for proving strong converse for source coding problems with a terminal that observes all the random variables involved; a particular example is the Gray-Wyner (GW) problem [7] . A difficulty in extending this approach to other distributed source coding problems is the Markov chain constraints among random variables implied by the information structure of the communication. Specifically, these Markov chain constraints might be violated when the measure is switched. This technical difficulty was circumvented in [18] for the Wyner-Ahlswede-Körner (WAK) problem [2] , [20] , i.e., the problem of lossless source coding with coded side information, by relating the WAK problem to an extreme case of the GW problem. In this paper, we develop a more direct and general recipe for applying the change of measure argument to various distributed coding problems.
A key component of our recipe is the replacement of the hard Markov chain and functional constraints by soft information cost penalties using variational formulae introduced by Oohama in a series of papers including [13] , [14] . These variational formulae involve optimization over a nonnegative Lagrange multiplier, with the optimum corresponding to the form with Markov constraints. We complete the proof of strong converse by using these penalized rate functions for the modified measure and establishing their super-or subadditivity for an arbitrary measure 2 . Once a single-letter form is obtained, we switch back to original measure using a continuity argument. We remark that an alternative approach for handling information structure constraints has been proposed recently in [10] .
Using our recipe, we can obtain several new strong converse results, including for problems involving interactive communication. Due to lack of space, we limit our presentation to two problems. The first is the lossy source coding with side information problem, also known as the Wyner-Ziv (WZ) problem [21] . The strong converse for the WZ problem was proved only recently in [14] . We use our general recipe for proving a strong converse to give a more compact proof for the WZ strong converse which, we believe, is more accessible than the original proof of [14] . 3 The second problem we consider is the interactive function computation problem (cf. [15] , [12] , [3] ). Prior to our work, a strong converse for this well-studied problem was unavailable. A technical difficulty in showing such a result arises from the multiple auxiliary random variables and Markov chain constraints that appear in the optimal sum-rate. A related result was shown in [4] in a slightly different setting, but the information odometer approach used in [4] is technically much more involved than our simple change of measure argument.
We present the main technical tools used in our recipe in the next section. The strong converse for the WZ problem is given in Section III and for the function computation problem in Section IV. The final section contains brief concluding comments.
II. BASIC TOOLS
We review two continuity results for Shannon entropy of random variables with finite support. Consider independent random variables Z 1 , ..., Z n with Z i taking values in a finite set Z. The first continuity result we need was reported in [16] and shows that if D(PZ n P Z n ) = o(n) for any random variableZ n , then |H(Z n ) − H(Z n )| = o(n). Proposition 1. Given an independent distribution P Z n and an arbitrary distribution PZ n on Z n , we have
where
. (2) Note that the O( √ n log n) upper bound (1) is stronger than the one obtained by combining the standard bound given, for instance, in [5] with Pinsker's inequality.
The stronger bound of (1) is proved in [16] by using a transportation-information cost inequality of Marton which relates the 1-Wasserstein distance and the KL divergence from an independent distribution.
Let J be distributed uniformly over the set {1, ..., n}, independently of Z n . Denote by Z J the Jth coordinate of Z n and defineZ J analogously. The next result shows that the variational distance PZ J − P Z J goes to 0 in the limit as n tends to infinity. The proof uses similar arguments as those used in [16] to derive (1).
Proposition 2.
Given an independent distribution P Z n and an arbitrary distribution PZ n on Z n , we have
As mentioned in the introduction, we replace the Markov chain and function constraints in our bounds using a variational formula introduced by Oohama (cf. [14] ) in this context. This yields bounds that can be single-letterized for any distribution. Next, we describe this formula in an abstract form.
Let G(P Z1Z2 ) be a bounded function of P Z1Z2 . Define 4
Note that by the support lemma [5] , it suffices to restrict the infimum to U with |U| ≤ |Z 1 |, thereby the inf can be replaced by min using compactness. The next result we present is a variational formula for G(P Z1Z2 ) that allows us to replace the minimization over U satisfying the Markov condition to that over all P U |Z1Z2 .
Proposition 3. Let G(P Z1Z2 ) be a bounded function over the probability simplex P(Z 1 ×Z 2 ). Then, the function G(P Z1Z2 ), too, is bounded and satisfies
Remark 1. The variational form above can be used to handle even multiple Markov relations by adding a similar cost for each constraint. Furthermore, we can even handle functional constraints such as H(Z 1 |U, Z 2 ) = 0 by adding an additional cost αH(Z 1 |U, Z 2 ). These extensions of Proposition 3 will be used in our proofs, too.
Using the variational form given by Proposition 3, we can focus on any fixed value α > 0 in our proof of lower bound and obtain the aforementioned single-letter form. The singleletterized bound that we will encounter has a form of a lowerconvex envelope, which renders it continuous. We review this property below.
For a function G α (P Z ) over the probability simplex P(Z), consider the function G α (P Z ) defined as
where the infimum is over all joint distributions P U Z with the marginal of Z fixed. Note that the function G α is convex 5 . Also, a classic result of convex analysis states (cf. [17, Corollary 10.1.1]) that a finite-valued concave function on R d is continuous 6 . Thus, we obtain the following corollary of Proposition 2. Consider an independent distribution P Z n over Z n and an arbitrary distribution PZ n . Denote by δ n the quantity δ n = D(PZ n P Z n ) n Suppose that δ n vanishes to 0 as n goes to infinity. Then,
III. LOSSY SOURCE CODING WITH SIDE-INFORMATION
For a given source P XY on a finite alphabet X × Y, a lossy source code with side-information consists of an encoder ϕ : X n → M and a decoder ψ : M × Y n → Z, where Z is the reproduction alphabet. Consider a distortion measure d : X × Z → [0, D max ] and its n-fold extension d(x n , z n ) = n i=1 d(x i , z i ). A rate-distortion pair (R, D) is ε-achievable if, for every sufficiently large n, there exists a code (ϕ, ψ) such that
and
Let R WZ (ε|P XY ) be the closure of the set of all ε-achievable rate-distortion pairs. Define R WZ (P XY ) as 0<ε<1 R WZ (ε|P XY ). The following characterization 7 of R WZ (P XY ) was given in [21] :
The set R WZ (P XY ) is closed and convex and can be expressed alternatively using tangent lines as follows:
The optimal rate region above contains Markov chains which are difficult to recover directly using our change of measure arguments. Thus, we switch to a variational form of R µ WZ (P XY ) obtained using Proposition 3:
where R µ,α WZ (P XY ) := min P U Z|XY :
We are now in a position to prove the strong converse. The bulk of the effort in our proof goes into showing the following result, which is obtained using sub-additivity of the lower bound obtained after measure change.
Theorem 5. For every µ ≥ 0 and α > 0, and for any PX nỸ n with δ n = D(PX nỸ n P n XY ) n ,
where ∆ α (δ n ) vanishes to 0 in the limit as δ n → 0.
As a corollary, we obtain the strong converse for the lossy source coding with side-information problem, which was shown in [14] using a different method. Corollary 6. For every 0 < ε < 1, we have R WZ (ε|P XY ) = R WZ (P XY ).
Proof of Corollary 6: For a given code (ϕ, ψ) satisfying (3) and (4), define
Further, let PX nỸ n be defined by PX nỸ n (x n , y n ) := P n XY (x n , y n )1[(x n , y n ) ∈ D] P n XY (D)
.
Then, the excess distortion probability of the same code (ϕ, ψ) for the source (X n ,Ỹ n ) is exactly 0, which implies Z n = ψ(ϕ(X n ),Ỹ n ) satisfies E[d(X n ,Z n )] ≤ nD. Thus, by mimicking the standard weak converse proof, we have n(R + µD) ≥ I(S ∧X n |Ỹ n ) + µE[d(X n ,Z n )] + α I(S ∧Ỹ n |X n ) + I(Z n ∧X n |S,Ỹ n ) ≥ R µ,α WZ (PX nỸ n ), whereS = ϕ(X n ), and we used the fact that costs I(S ∧ Y n |X n ) and I(Z n ∧X n |S,Ỹ n ) are both 0. Also, D(PX nỸ n P n XY ) = log
Thus, the corollary follows upon Theorem 5 and (5).
Proof of Theorem 5: Note that we can decompose
where G 1 (PX nỸ n ) = H(X n |Ỹ n ) + αH(Ỹ n |X n ) and G 2 (PX nỸ n ) = min PŨZ n |X nỸ n :
Note that by Proposition 1, the first term of (6) can be lower bounded as
Next, we show the super-additivity of G 2 (PX nỸ n ). Note that for any fixed PŨZ n |X nỸ n ,
For the remaining terms in G 2 , note that −H(Ỹ n |Ũ ,X n ) + I(Z n ∧X n |Ũ ,Ỹ n ) = −H(X n |Ũ ,Ỹ n ,Z n ) + H(X n |Ũ ) − H(Ỹ n |Ũ )
where the second identity uses [5, pg. 314 ]. Upon combining the observations above, we get G 2 (PX nỸ n ) ≥ nG 2 (PX JỸJ ), which together with Corollary 4 and (7) completes the proof.
IV. INTERACTIVE FUNCTION COMPUTATION PROBLEM
The second problem we consider entails computation of a function f of (X, Y ) using interactive communication. For ease of presentation, we limit ourselves to protocols with 2-rounds of communication, but our analysis extends to protocols with bounded (independent of n) rounds.
For a given source P XY on a finite alphabet X × Y, an (2-round) interactive communication protocol π with inputs (X n , Y n ) consists of mappings φ 1 : X n → {0, 1} l1 and φ 2 : Y n × {0, 1} l1 → {0, 1} l2 ; the length of such a protocol π is l 1 + l 2 . The random transcript of the protocol is denoted by
A protocol π ε-computes a function f : X × Y → Z if we can form estimates F n 1 = ψ 1 (X n , Π) and F n 2 = ψ 2 (Y n , Π) such that
A rate R > 0 is an ε-achievable communication rate for f if, for all n sufficiently large, there exists an interactive communication protocol π of length |π| less than nR that ε-computes f . The infimum over all ε-achievable communication rates for f is denoted by R f (ε|P XY ). The supremum over ε ∈ (0, 1) of all ε-achievable communication rates for f is denoted by R f (P XY ).
The following characterization of R f (P XY ) was given 8 in [15] ):
|U V X) = 0; and |U| ≤ |X |, |V| ≤ |Y||X |. In the manner of Proposition 3, we can replace the Markov chain and functional constraints with soft information cost penalties to get
where R α f (P XY ) := min
As in the previous section, we divide the proof of strong converse into two parts. The main technical component is the following result.
Theorem 7. For every α > 0, and for any PX nỸ n with δ n = D(PX nỸ n P n XY ) n , we have
The corollary below can be proved from Theorem 7 using similar steps as the proof of Corollary 6 where the changed measure PX nỸ n is now obtained by conditioning on the set of inputs for which no error occurs D = {(x n , y n ) : ψ 1 (x n , Π(x n , y n )) = ψ 2 (y n , Π(x n , y n )) = (f (x 1 , y 1 ), ..., f (x n , y n ))}.
We close this section with a proof-sketch for Theorem 7.
Proof of Theorem 7: Following similar steps as the proof of Theorem 5, it suffices to show that the function G defined below G(PX nỸ n ) = inf PŨṼ |X nỸ n −H(X n |Ỹ n ,Ũ ,Ṽ ) − H(Ỹ n |X n ,Ũ ,Ṽ )
− 2αH(Ỹ n |X n ,Ũ ) + αI(Ṽ ∧X n |Ỹ n ,Ũ ) + αH(F n |Ỹ n ,Ũ ) + αH(F n |X n ,Ũ ,Ṽ ) satisfies G(PX nỸ n ) ≥ nG(PX J ,Ỹ J ),
where J is distributed uniformly over {1, ..., n}. To that end, note that − H(X n |Ỹ n ,Ũ ,Ṽ ) − H(Ỹ n |X n ,Ũ ,Ṽ ) ≥ −nH(X J |Ỹ JŨJṼ ) − nH(Ỹ J |X JŨJṼ )
whereŨ j = (Ũ ,X − j ,Ỹ + j ). For the remaining terms in G, observe that − 2H(Ỹ n |X n ,Ũ ) + I(Ṽ ∧X n |Ỹ n ,Ũ ) + H(F n |Ỹ n ,Ũ ) + H(F n |X n ,Ũ ,Ṽ ) = 2(H(X n |Ũ ) − H(Ỹ n |Ũ )) + H(Ỹ n |Ũ ,Ṽ ) − H(X n |Ũ ,Ṽ ) − H(X n |Ỹ n ,F n ,Ũ ) − H(Ỹ n |X n ,F nŨ ,Ṽ ) V. CLOSING REMARKS Our proofs of strong converse have followed a common recipe, where an important step is to establish super-additivity of the lower bound. When this step is completed, in our proofs we end up with a function of PX JỸJ , which is then replaced with P XY using Proposition 2. An alternative method can circumvent the use of Proposition 2 by using a different variational formula for the lower bounds and is perhaps more convenient for handling channel models; we reserve this presentation for the longer version of this paper.
