Relaying is one of the enabling techniques for next generation systems. Factors deciding on performance of relayenhanced systems are the resource allocation and coordination. The capacity of the wireless relay backhaul link is typically the bottleneck of transmissions conveyed through the relay node. It can be to some extent improved by allocating dedicated resources; however, typically this is done at the expense of the performance of users served directly from the base station. To achieve optimum overall performance, resource assignment to relays and users has to be done carefully. This article addresses the problem of resource allocation with relays operated in multicarrier scenarios. Guidelines for optimization of the resource allocation under the resource fair policy are given with different relay configurations, including time, frequency, and hybrid resource partitioning schemes. Finally, advanced resource coordination procedures are presented. Multi-carrier interference coordination is proposed for improving the quality of radio links, and carrier load balancing for improving the efficiency of resource utilization.
Introduction
The concept of a three-node communication channel was first proposed by van der Meulen [1] . In his article, van der Meulen introduces an additional node to a traditional two-node communication channel. The purpose of the new node (in the following we refer to it as the relay node, RN) is to support communication between the source and the target nodes. Later, this concept has been further developed [2, 3] and proposed for application in radio communication networks [4] .
Currently, relaying is a mature technique envisioned mainly as a cost-efficient solution for extending coverage of cellular networks, improving cell-edge performance and in some cases also enhancing overall cell capacity [5] [6] [7] [8] [9] . As such, relaying is being included in standards of next generation cellular systems. The two main systems supporting relaying are the Long-Term Evolution-Advanced (LTE-Advanced) [10] from the 3rd Generation Partnership Project (3GPP) forum and the mobile Worldwide Interoperability for Microwave Access (WiMAX) standard IEEE 802.16 m [11, 12] .
Over the years, many concepts of the RN functionality have been proposed. They can be divided into two main groups: cooperative and non-cooperative relaying. In the cooperative relaying scheme, both the source and the RN communicate with the target node. Many solutions have been proposed for this cooperation, mainly based on different coding schemes such as network coding [13] , space-time coding [14] , etc. A comprehensive analysis of different cooperative relaying concepts can be found in [15] . Some of the recent studies on the topic are also presented in [16] .
The second approach to relaying is the non-cooperative scheme. In this concept, the target node communicates only with the relay node, which then forwards the received data from the source node to the target node. This communication scheme is also called the multihop transmission. Mainly for practical implementation reasons the non-cooperative relaying is the one currently considered for commercial applications [17, 18] .
The current 3GPP LTE Release-10 standard defines RN as a dedicated node communicating bidirectionally with a macro base station (donor eNodeB, DeNB) on one side and a user equipment (UE) on the other side ( Figure 1 ). The DeNB-RN link is called the wireless backhaul link and the RN-UE link is called the access link. Depending on whether the UE is aware of the RN existence or not, the RN can be characterized as either non-transparent (Type-1) or transparent (Type-2), respectively [16] . In the LTE-Advanced Release-10 specification the Type-1 relays have been prioritized [17] . In this configuration, the RN creates its own cell and from the UE perspective is perceived as a base station.
In both communication directions (downlink and uplink), the RN performs a full reception of incoming signals, including demodulation and decoding. The data received from the source node is temporarily stored in a buffer and then retransmitted to the target node. This mode of operation is called decode-and-forward (DF) (studied and compared with other relaying modes, e.g., [18] [19] [20] [21] ). By making full reception, the DF RN is able to regenerate the transmission, i.e., remove interference and correct errors. It is also able to change the modulation and coding scheme (MCS) to adapt it to the quality of the link towards the target node. Due to this processing, however, a retransmission delay is introduced.
Because of the retransmission delay and potentially changed format, the transmission incoming and outgoing from a DF RN is different at each time instance. This creates the need to separate the two links for cross-interference protection. Without the sufficient separation interference from the relay-target link would significantly decrease quality of the source-relay link (the so-called loop or self-interference explicitly addressed, e.g., [22] [23] [24] ).
As defined by the 3GPP, the separation of the wireless backhaul and access links can be provided by either sufficient shielding and separation in space between the backhaul and access link antennas (Type-1b) or by resource partitioning, i.e., operating the two links on different radio resources. The backhaul-access link resource partitioning can be done in time domain (basic Type-1, in-band) or in frequency domain (Type-1a, outband). As the shielding and in-space separation are applicable only in specific cases, e.g., an indoor RN with an outdoor backhaul link antenna, the resource partitioning-based solutions are typically considered.
Deployment of RNs involving resource partitioning imposes the need for a precise control of the amount of resources assigned to each link. The problem of an optimum resource partitioning was in the past typically studied for single-carrier scenarios. The authors of [25, 26] discuss and compare several resource sharing techniques for in-band RNs, while in [27] the focus is on the resource split at DeNB between RNs and directly served UEs. Further, in [28, 29] the authors consider radio resource management solutions for RNs involving also elements of interference coordination and offloading aspects.
In this article, resource management for multi-carrier relay-enhanced networks is discussed. The multi-carrier operation is aside relaying one of the key solutions included in standards of next generation systems [30] [31] [32] [33] . Considering this, the combination of relaying and multi-carrier operation is a probable use case in the evolution of LTE-Advanced, and it should be explicitly studied. The availability of multiple carriers enables the frequency domain resource partitioning along with advanced coordination solutions that can be implemented to improve performance of relay-enhanced systems. All these aspects with example solutions are discussed in this article.
The rest of the article is organized as follows. Section 2 presents models of cellular systems with and without relay nodes. For both cases, quality of radio links is assessed and discussed with a focus on achieving increased performance fairness across the network. In Section 3, aspects of efficient resource assignment for RNs and UEs are discussed. Criteria for an optimal resource management under the resource fair (RF) assignment policy are specified, and different resource partitioning schemes (in-band, out-band, and hybrid) are discussed and compared with respect to those criteria. In Section 4, advanced solutions for coordinated resource management including carrier load balancing and interference coordination are presented. Finally, Section 5 concludes findings of this article. All the evaluations presented in this article are done according to the methodology described in the Appendix.
System model and problem definition
In Section 2.1, we derive the distribution of the UE spectral efficiency (SE) in the network and in Section 2.2, we show how it can be improved by RN deployment.
Relay-less system model and its shortcomings
One of the main goals of a cellular system is to enable user mobility with constant connectivity. This is provided by deploying multitude of base stations, each supporting network coverage on a limited area-referred to as a cell. As a user moves across the network, its connection is being served by different base stations. For the selection of the most suitable serving station, the UE continuously measures and compares signal strengths of nearby base stations. Typically, selection of the serving station is based on the highest received signal power criteria [34, 35] .
Quality of the radio link between the UE u and its serving base station j 0 is commonly characterized with the signal-to-interference and noise ratio (SINR) [36] SINR j 0 , u = P Rx j 0 , u
where P Rx (j,u) is the power of signal of the base station j received by the user u and P Th is the thermal noise power.
The quality of the link can also be characterized in terms of SE, i.e., the maximum data rate possible to be achieved with the given SINR per unitary channel bandwidth. The SE is commonly estimated based on the Shannon formula [36, 37] .
Min SE Max ,BW Eff *log 2 
where SINR Min is the minimum SINR enabling correct signal reception, SE Max is the maximum SE related to the most effective MCS available in the system, BW Eff is the bandwidth efficiency accounting for such factors as guard bands, control channel overhead, etc., and SINR Eff is the SINR efficiency related to the efficiency of link adaptation, transmitter and receiver implementation, etc. In this study, 2 × 2 MIMO transmission is considered with optimal switching between dual-stream and beamforming transmission schemes. For such configuration, the following Shannon formula fitting parameters are considered: SINR Min = -10 dB, BW eff = 0.87, SINR eff = 1.08, and SE Max = 8 bit/s/Hz.
The SE metric is especially useful, as it enables direct estimation of the data rate available on the link given by
where T(j 0 ,u) is the data rate (throughput) of the user u at the base station j 0 , R is the available system bandwidth and S(u) is the fraction of the base station resources available for the UE u according to the selected resource assignment policy.
The most common resource assignment policy is the RF. An example of this policy is the round-robin scheduling. With this approach, all UEs served by one base station are assigned in long term with an equal amount of resources, which is
where N is the number of active UEs connected to the base station.
A common problem of cellular networks is the nonuniformity of performance across the cell area. Explicitly, radio conditions available for UEs located close to the base station (cell center) are significantly better than the conditions observed by the UEs at the cell edge. The non-uniformity of radio conditions observed by UEs in different locations in a suburban scenario (1732 m inter-site distance between base stations) is illustrated in Figure 2 , where cumulative distribution function of the SE values collected over the whole network area is presented. More details on the assumed scenario can be found in Appendix.
Specifically, it can be estimated that with the RF assignment policy approximately 2/3 of all UEs achieve no more than 1/3 of the maximum achievable data rates. By using Jain's index (5) [38] , the uniformity score for SE can be calculated as 0.64 (0-to-1 scale, with 1 in case of perfect uniformity).
where J(x) is the Jain's index of variable x, E(x) is its expected value and V(x) is its variance.
Relay-enhanced system model
One solution available to improve the uniformity of radio conditions in a system is the deployment of RNs in the areas of poor connection quality towards macro base stations. RNs deployed in those locations attract nearby UEs by providing them improved radio conditions. At the same time the RNs should also have better Figure 2 Non-uniformity of radio conditions across cell area (for evaluation assumptions see Appendix).
radio conditions towards the macro base station on the wireless backhaul link than typically observed by UEs. The improvement of the wireless backhaul link quality compared to the direct DeNB-UE link may come, e.g., from
• No penetration loss when UEs are indoors and the RN backhaul link antenna is outdoors;
• High elevation of RN antennas, thus better propagation conditions compared to the DeNB-UE link (this is especially valid in coverage limited scenarios, where signal power from DeNB measured by a UE is at the noise level or below);
• RN site planning resulting in higher probability of line-of-sight (LOS) connection and better SINR with the serving DeNB than with other base stations (e.g., as discussed in [39] );
• Directional antenna for communication on the backhaul link suppressing some of the interference from other base stations.
Quality of the backhaul link towards the serving DeNB j 0 , considering the listed factors, can be expressed as
where P Rx (j,u r ) is the signal power from the base station j that would be received by a user u r placed in the position of RN r, G(j,r) is the propagation gain on link between the eNB j and the RN r coming from the RN backhaul antenna elevation and site planning, and a(j,r) is the level of signal suppression caused by the directional characteristics of the RN backhaul antenna.
The impact of deploying 10 RNs along the edges of each DeNB cell in suburban scenario is analyzed next (details on the assumed scenario can be found in Appendix). As shown in Figure 3 the effects are twofold.
On one hand, performance of cell-edge UEs is significantly improved. SE of the RN-UE link is on average 83% higher than the SE of the DeNB-UE link and the SE of the RN backhaul link is even higher (134% higher than for the DeNB-UE link). As from the DeNB perspective an RN-connected UE is served with the SE of the RN backhaul link, this means that RN-connected UEs need on average 2.34 times less resources compared to the situation when they are connected directly to the DeNB. Alternatively, if the RN-connected UEs use the same amount of DeNB resources (i.e., the resources that would be assigned to cell-edge UEs are assigned to RN backhaul links), the achieved data rates are on average 2.34 times higher than they would be with direct DeNB-UE connection.
On the other hand, the UEs still connected to the DeNB (cell-center UEs) experience additional interference from the RN side and therefore lower SE (on average 13% degradation) compared to the case of no RN deployment. However, the deployment of RNs offloads the DeNB (i.e., there is less UEs connected to DeNB after deployment of RNs and they require less resources to achieve better throughputs), thus the UEs still connected to the DeNB are expected to experience higher resource availability and therefore potentially higher throughputs despite the lower SE.
Overall, the deployment of RNs can improve performance for all UEs (DeNB-and RN-connected), the key factor is, however, proper control of the amount of resources assigned to the RN links. The resource assignment should take into account qualities of all links and the traffic offloading from DeNB to RNs.Resource management options considering the factors are discussed next in Sections 3 and 4.
Resource partitioning in multi-carrier systems
In a relay-enhanced system, three types of links coexist: direct (DeNB-UE), backhaul (DeNB-RN), and access (RN-UE). The purpose of the radio resource management procedures is to optimally assign system resources to the three link types in a way guaranteeing good performance for all UEs. To achieve that the three links need to be considered together as discussed in Section 3.1. In Section 3.2, the resource management is employed in the time and frequency domain resource partitioning.
Resource allocation framework
In relay-enhanced systems, we have that
• The same resources cannot be assigned to direct and backhaul links at one DeNB.
• The same resources cannot be assigned to the backhaul and access links of one RN.
• Access links of different RNs can reuse the same resources, but in such case inter-RN access-to-access link interference needs to be considered.
To ensure sufficient performance for all UEs in the system, i.e., those served directly from the DeNB and via the RNs, and to maximize efficiency of resource utilization the following guidelines should be considered: (G1) An RN requires an amount of resources on the backhaul link that corresponds to its traffic offloading from the DeNB, i.e., the number and the service demand of the UEs attached to each RN should be considered in the resource assignment at the DeNB [25, 26] . (G2) Capacities available on the backhaul and access links of an RN should be equal in long-term average otherwise one of the two links would result to be the bottleneck with a waste of resource on the other link.
Considering the above-listed statements, the most efficient resource allocation schemes both at DeNB and RN are looked for next in the case of a system with 10 RNs deployed per each DeNB's cell.
Resource allocation at DeNB
The guideline (G1) guarantees that every UE, irrespectively if it is connected to an RN or directly to the DeNB, has access to a fair amount of resources. For the RF allocation policy, the fraction of all DeNB resources assigned to a backhaul link can be defined as
where N r is the number of UEs connected to the RN r, N d is the number of UEs connected to the DeNB, N is the total number of UEs in the DeNB cell area, and N R is the number of RNs in the DeNB cell.
Considering a fixed probability for a UE to be attached to an RN r, the probability that n out of N UEs active in the DeNB cell is connected to the RN follows the binomial distribution:
The probability P 0 corresponds to the portion of the cell area covered by the RNs. For simplicity, it is assumed that the probability is the same for all RNs in the network and equals to P 0 = 7% (according to the evaluation assumptions presented in the Appendix).
The mean value E(N r ) and variance V(N r ) for the distribution can be expressed, respectively, as
Furthermore, the binomial probability distribution can be approximated with the normal distribution as
Based on the properties of the normal distribution, it can be estimated that in 95% of cases the number of UEs connected to one RN should be within the range (N r MIN , N r MAX ), where
and the amount of resources assigned to the RN r backhaul link should be within the range (S BH MIN (r), S BH MAX (r)), where
Finally, the amount of resources utilized by all RNs connected to one DeNB should be within the range
where N R P 0 is the probability that a UE is served by any of the RNs in the network.
The estimation of the most probable minimum and maximum amounts of resources assigned for backhaul links of a single RN and N R RNs is presented in Figure 4 . It is worth noting that there is very wide dynamic range of resource assignment to the RN backhaul links. For example, for the case with 25 UEs per DeNB cell area (N = 25), a single RN should have access to 0-17% of all the DeNB resources. At the same time, all RNs connected to the one DeNB should in total have access to 51-88% of the resources available at DeNB. Such wide dynamic range of possible resource allocation imposes the need for dynamic sharing of resources between RNs and directly served UEs (i.e., between the backhaul and direct links). The resource sharing secures that resources allocated to RN backhaul links can be reused by the directly served UEs in case only few UEs are connected to the RNs and avoid that these resources are wasted. Furthermore, by comparing the dynamic ranges of resource allocation for a single RN and for all RNs, it becomes obvious that dynamic sharing of resources between RNs (i.e., between backhaul links of different RNs) is also needed to support the different possible user allocations.
If dynamic resource sharing between direct and backhaul links and between backhaul links of different RNs is not enabled, the resource assignment may not be fair with respect to all UEs as well as limit the overall system performance. Specifically, without the dynamic resource sharing, if UE allocation to DeNB and RNs is strongly biased towards one of the nodes, the UEs at the overcrowded node experience low resource availability while the UEs at other nodes experience high resource availability. As a result, high performance non-uniformity can be observed.
Resource partitioning at RN
The second guideline (G2) considers the interconnection of the backhaul and access links via a buffer at the RN. The RN cannot send to the target node more data, than it has received from the source node (not more than the amount of data stored in the buffer). Likewise, the RN cannot receive data from the source node, if its buffer is full. In order to maximize the efficiency of resource utilization the backhaul and access link throughputs should be on average equal
where T(j 0 ,r) is the throughput on the backhaul link of the RN r, s(r,u) is the fraction of the backhaul link throughput of RN r used by the UE u, and T(r,u) is the throughput available for the UE u on the access link to RN r.
Considering that throughput is a product of link SE and resource availability for the link formula (20) can be formulated as where
where R BH (r) and R AC (r) are the amounts of resources assigned, respectively, for operation of the backhaul and access link of RN r. Based on (21), the most efficient proportion of resource partitioning for backhaul and access links r(r) is defined as
The fraction of the backhaul link throughput of RN r used by the UE u is then given by
For the maximum efficiency of resource utilization on the backhaul link, the sum of s(r,u) over all UEs connected to RN r should be equal to 1, thus after simplifications
By combining formulas (23) and (25), there is
and after simplification
Finally, assuming the RF resource assignment policy, as defined by Equation (4) 
where Avg(SE(r,u)) is the average SE on the access link calculated over the links of the UEs connected to the RN r. If a full buffer traffic model is assumed to be used by the users, the average access link SE is asymptotically equal to the arithmetic average calculated over the whole RN coverage area (29) . On the other hand, if a more realistic finite buffer traffic model is assumed, it is required to consider that the UEs with lower SE require more time to transfer a certain amount of data, than the UEs with higher SE (assuming low or no mobility for the users). This implies that, following the analysis presented in [20] , the Avg(SE(r,u)) is asymptotically equal to the harmonic average of the spectral efficiencies in the RN cell (30) . Finally, if sufficient mobility is assumed for the users with finite buffer traffic, the impact of SE on transmission time can be neglected and again the arithmetic average can be used
Comparison of the two averaging options is shown in Figure 5 . The use of harmonic averaging results on average in 24% lower average SE for the RN access link. This is because of higher impact of the users' links with low SE (longer download time). This means that assuming very low or no mobility for users approximately 33% more resource would be needed for the RN access link in order to achieve balanced backhaul-access link capacities. Assuming that very low or no user mobility is not common in mobile networks further in this article the arithmetic average-based access link capacity estimation is used.
The formula for the optimum RN backhaul-access link resource partitioning r(r) depends on the quality (in terms of SE) of the two links. Figure 6 presents distribution of the estimated values for the r(r) parameter assuming the following resource allocation schemes:
(a) completely different sets of resources assigned to the neighboring RNs (Reuse-N R between relay cells), hence inter-RN interference does not occur (neither access-to-access link nor access-to-backhaul link); (b) a common set of resources assigned to all RNs' access links (Reuse-1 between relay cells), hence 
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inter-RN interference occurs only between access links (access-to-access link interference only); (c) resources used for backhaul link of some RNs reused for access links of other RNs, and vice versa, hence inter-RN interference occurs between the access links as well as between access and backhaul links (access-to-access and access-to-backhaul link interference).
Coordination of the inter-RN interference with resource reuse in frequency domain is analyzed in details in Section 4.2.
To practically avoid transmission limitation on the RN access link, the link should be configured with approximately 114-201% (95 percentile values for r(r) as shown in Figure 6 ) of the amount of resources assigned to the RN backhaul link R BH (r) (depending on the resource reuse scheme between RN cells). Considering the earlier estimated number of at most 17% of system resources to be used for the backhaul link of a single RN (S BH Max (r) for N = 25 UEs/sector, see Figure 5 ), this gives approximately 19-34% of systems resources that should be assigned to access link of an RN (R AC (r)). Yet, if we consider 10 RNs per each DeNB cell (N R = 10), it is clear that Reuse-N R is not possible to be achieved since it would require N R *34% = 340% of the system resources, thus full elimination of the inter-RN interference is not possible. This means that inter-RN interference needs to be considered at least at some level and that the actual amount of resources that should be assigned to each access link is rather at the high end of the given range.
Resource partitioning schemes
Typically, two backhaul-access link resource partitioning schemes are considered for RNs. Those are resource partitioning in time and frequency domain that correspond to in-band and out-band operations, respectively. In addition, also the so-called hybrid or mixed configuration can be used, as discussed in [40] . Each of the partitioning schemes brings restrictions to resource assignment for RNs, those restrictions are discussed next considering the resource allocation criteria derived in Section 3.2.
In-band configurations
In the LTE-Advanced system, the in-band resource partitioning is based on the Multimedia Broadcast over Single Frequency Network (MBSFN) sub-frames [41] . If an RN configures some of its sub-frames as the MBSFN sub-frames, the UEs connected to this RN are informed that during those sub-frames they should not expect any communication to be exchanged on the access link. Since in the MBSFN sub-frames the RN is not required to transmit reference signals, it is free to communicate then with the DeNB on the backhaul link.
The use case of the in-band resource partitioning is the possibility to operate RNs on a single frequency carrier. This is especially important for network operators having just one carrier.
The in-band resource partitioning has, however, also several drawbacks. First of all, communication on both the backhaul and access links is not continuous in time, thus additional forwarding delay is introduced. This may be critical for delay sensitive traffic such as, e.g., voice over IP. Second, with time domain multiplexing protective transmission gaps need to be introduced at the transmission-reception switching instants (Figure 7) . Furthermore, because the RN cannot receive the control data from the DeNB while transmitting the control data to its connected UEs (as also shown in Figure 7 ) a new control channel needs to be implemented. It is estimated that the total overhead of the in-band relaying in the case of 10 RNs per DeNB cell is at the level of 12% of the wireless backhaul link capacity [40] . The overhead reduces the backhaul link spectral efficiency SE(d,r), and it can be included into the bandwidth efficiency BW eff (Table 1) .
Last but not least, utilization of the MBSFN subframes imposes resource allocation restrictions. According to the current specification on the use of MBSFN sub-frame in LTE, only up to six out of ten sub-frames in a radio frame can be configured as the MBSFN subframes. This means that the maximum amount of resources available for backhaul link operation of all RNs in a DeNB cell is limited to 60%. As estimated in the previous section, the RN backhaul link resource requirement in case of 10 RNs per DeNB cell deployment is in the range of 51-88%. This creates the threat that in case of such dense RN deployments resource availability for the backhaul link would be limited. 
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Out-band configurations
With growing system capacity demands, multi-carrier scenarios are getting more and more relevance. To satisfy the high data rate demands of users, network operators are pushed to invest in additional spectrum for their networks. With such trend the RNs are also required to operate on multiple carriers.
The out-band relaying assumes the backhaul-access link resource partitioning to be done in the frequency domain. This means that the backhaul link is operated on a different frequency carrier (or carriers) than the access link. Typically, it is assumed that such configuration provides perfect protection from the loop interference. This is, however, not a valid assumption if the backhaul and access links are operated on adjacent carriers. In such case, power leaking between the carriers needs to be considered, and it is caused by the transmitter and receiver hardware imperfections and characterized by the so-called adjacent channel interference ratio (ACIR) [36] . The ACIR parameter defines what fraction of the power transmitted in one frequency carrier can be measured by a receiver in an adjacent frequency carrier. It is the product of both the transmitter and receiver hardware imperfections (e.g., of their RF filters). For the case of RN loop interference, the value for ACIR is 42.5 dB [40, 42, 43] .
The degradation of the backhaul link SINR, caused by the inter-carrier loop interference, as a function of the backhaul-access antenna isolation (AI), is given as
where SINR 0 (j 0 ,r) is the SINR experienced on the backhaul link in case of perfect loop interference protection, SINR(j 0 ,r) is the actually experienced SINR, and P Tx (r) is the transmission power of the RN r.
Based on the above equation, it can be estimated that the case of a typical RN deployed at the edge of a DeNB cell (as presented in Appendix, P Tx (r) = 30 dBm, SINR 0 = 16 dB, P Rx (j 0 ,r) = -65 dBm) 60 dB antenna isolation is needed to achieve the backhaul link SINR degradation not higher than 0.5 dB. At the same time, AI at the level of 50 dB results in approximately 4 dB SINR degradation and 40 dB AI results in 12 dB SINR degradation [40] . Furthermore, the SINR degradation increases with DeNB-RN distance due to decreasing backhaul link received signal power P Rx (d,r). Thus, there is the need to either provide sufficient antenna isolation for out-band relays or not allowing allocation of the backhaul and access links on adjacent frequency carriers.
An additional issue of the out-band relaying is that with fixed carrier sizes (as today assumed in LTE) it Figure 7 In-band backhaul link operation using MBSFN sub-frames. 20-35% . Alternatively, the RN could be configured with 2 × 20 MHz carriers for simplicity. At the same time, the remaining 60 MHz of the system bandwidth could be used for allocation of the backhaul link. As estimated in Section 3.1.1, a single RN should utilize up to 17% of system resources for its backhaul link. Considering this, the backhaul link could be allocated on a single 20 MHz carrier (up to 20% of system resources) or distributed on multiple carriers. The later approach can provide higher flexibility for resource sharing at the DeNB (i.e., between backhaul and direct links and between backhaul links of different RNs). This aspect is discussed in more details in Section 4.1.
Hybrid configurations
The out-band relaying can provide certain gains over the in-band relaying scheme: a throughput gain in case of non-adjacent carrier allocation because of the overhead introduced by the in-band relaying operation and the lower retransmission delay as explained in Section 3.2.1. However, if the number of carriers available in the system is low (e.g., two carriers), the available carrier sizes may not give sufficient flexibility for an efficient resource partitioning in frequency domain. In such case a useful approach may be the hybrid relaying mode [40] . In this configuration, RN utilizes one or more carriers with the in-band partitioning for both backhaul and access links, and in addition can utilize other carrier(s) for the out-band backhaul and/or access link operation.
The hybrid partitioning scheme combines the advantages of both the in-band and out-band partitioning schemes, at the same time minimizing their disadvantages. Specifically, the flexibility of in-band resource partitioning is available as well as the protection against the loop interference from adjacent carriers while the secondary backhaul carriers enable lower retransmission delay for delay sensitive traffic.
Considering the resource allocation framework presented in Section 3.1, in case of a system with just two carriers, the following configuration is recommended: four to seven -out of ten sub-frames on the in-band carrier configured for the access link operation (i.e., 20-35% of all system resources) and rest of the resources available for backhaul link operation (i.e., 65-80% of all system resources). Such configuration should give sufficient flexibility for dynamic resource allocation, to support different distributions of resource requirements. Table 2 summarizes the configurations for in-band, outband, and hybrid resource partitioning discussed above. The in-band resource partitioning scheme provides the lowest maximum amount of resources available for backhaul links. This may be problematic in dense RN deployments. On the other hand, the resolution of the access-backhaul link resource partitioning is good compared to the out-band case. The out-band resource partitioning scheme can provide high maximum resource availability of the backhaul link; however, the resolution of resource partitioning is poor, especially with low number of carriers available. Finally, the hybrid configuration can provide both high resource availability for the backhaul link and good resource partitioning resolution. It is, however, burdened with the aforementioned MBSFN overhead on the in-band carrier(s). Based on the presented analysis it can be recommended to use:
Comparison of resource partitioning schemes
• the in-band configuration in single-carrier systems as then this is the only option available,
• the out-band configuration in multi-carrier systems with high number of carriers available (e.g., 5), when the needed resource partitioning resolution can be satisfied with aggregation of sufficient number of carriers, Table 2 Comparison of resource partitioning schemes 
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• the hybrid configuration in multi-carrier systems with low number of carriers available (e.g., 2), when other configurations are not practical.
Resource coordination in multi-carrier systems
The multi-carrier operation provides two main benefits for relay nodes. First of all, with multiple frequency carriers more resources are available and they can be assigned with higher flexibility as discussed in the previous section. Second, it enables interference coordination solutions in frequency domain that may lead to improved quality of the backhaul and access links. The following sections present how to take advantage out of it.
CA and load balancing
As mentioned in the previous section, in case of multicarrier scenarios resources assigned for backhaul links may be either cumulated on a minimum number of carriers (in the extreme case a single carrier) or distributed over multiple carriers. Considering the average resource requirements for each link both approaches can provide similar results. However, if fluctuations of the resource requirements are considered, e.g., in form of a non-uniform UE distribution or variation in the service demand of the active UEs, the distributed resource allocation allows higher diversity of load per carrier and the possibility to utilize this diversity by inter-carrier load balancing.
To illustrate the carrier load-balancing mechanisms, let us consider a carrier with backhaul links allocated to it. The load on the carrier, defined as the amount of requested resources, can be estimated as
where L(c) is the total load generated on the carrier c by the set of RNs R(c) having backhaul links allocated to the carrier and L(r,c) is the load generated by each of the RNs.
Assuming equal distribution of backhaul load between all carriers assigned to the RN r we have that
where L(r) is the total backhaul load required by the RN r, and N CA (r) is the number of aggregated carriers for the RN r.
Assuming that the load generated by an RN L(r) is directly related to the amount of resources the RN should be assigned with according to the criteria specified in Section 3.1, its probability distribution function (PDF) can be approximated with the normal distribution as in Equation (13) . If so, the PDF of the cumulated load generated by all the RNs active on the carrier c is also normal distributed with the following expected value and variance:
Assuming that the RNs are statistically identical, i.e., probability for a UE to be connected to each of the RNs is the same and each RN aggregates the same number of carriers
where N R (c) is the number of RNs with backhaul links active on the carrier c (cardinality of R(c)).
Assuming next that all RNs are uniformly distributed on N c carriers, there is
Based on the above equations, two conclusions can be made. First of all, the number of carriers aggregated per RN does not influence the average load per carrier. Thus, on average performance of RNs with and without CA should be the same. However, if RNs use CA on the backhaul link, the variance of the generated load per carrier can greatly be reduced. As depicted in Figure 8 , with higher variance of carrier load the probability of carrier overloading increases. As estimated for the scenario with 10 RNs and 25 UEs per DeNB cell, if CA is not used on the backhaul link, there is 19% probability of overloading a single carrier. If CA is enabled, the overloading probability can be reduced to 11% with two carriers aggregated per RN and even down to 2% with five carriers aggregated. At the same time the average carrier load is at the level of 70% irrespectively of the CA.
Interference coordination schemes
RNs are classified as low power nodes, with similar transmission characteristics as femto or pico cells. Their transmission power (1 W/10 MHz) is significantly lower than in case of macro stations (40 W/10 MHz), thus their serving areas are also smaller. The range of a relay cell is small; however, if RNs are densely deployed (e.g., to provide continuous coverage extension), the inter-cell interference might be significant. The inter-cell interference between RNs can manifest itself in two ways in downlink ( Figure 9 ): as the access-to-access (A2A) link interference or as the access-to-backhaul (A2B) link interference. The A2A interference occurs on the radio resources used on the access links at neighboring RNs while the A2B interference on radio resources used on the access link at the aggressor RN and on the backhaul link at the victim RN. Both interference effects negatively influence the RN performance and thus need to be mitigated.
Several inter-cell interference coordination (ICIC) schemes have already been proposed for different types of cellular systems (traditional macro-only, heterogeneous, relay-enhanced). The designed solutions start with fixed soft and fractional frequency reuse schemes [47, 48] and ranges through different kinds of dynamic distributed and autonomous coordination schemes [49, 50] . The common characteristic of all those solutions is the minimization of interference perceived by UEs and hence focuses on controlling the A2A type of interference. In case of relay-enhanced networks, however, the A2B interference can become critical. Considering this, the ICIC solutions for RNs should not only focus on minimizing the interference at UEs, but also the interference at RNs.
The issue of interference on the RN backhaul link was noticed in [51] , and in [52] a grouping based solution for minimizing interference between single-carrier operated in-band RNs was proposed. In [53] , ICIC solutions for multi-carrier operated out-band RNs based on coordinated hard frequency reuse carrier allocation are proposed. The ICIC approach proposed in [53] is centralized, i.e., it assumes that the DeNB fully controls carrier allocation for backhaul and access links of all connected RNs. In [16] , similar solutions are also proposed, however, assuming distributed and autonomous control, i.e., shifting of some of the decisions to RNs. In this article, further enhancements and evaluations of the centralized solution are presented.
The issue with ICIC for RNs is that procedures leading to improving backhaul link quality and the procedures leading to improving access link quality are often contradictory. As disjunctive sets of resources are used by backhaul and access links at each RN, the only observed interference is the A2A while the A2B in not present. The reduction of the A2A interference by reallocating the access link of the aggressor RN to different time/frequency resources may often lead to the creation of new A2B interference ( Figure 10 ). Vice versa, reduction of A2B interference may lead to generation of new A2A interference. Considering Equation (21) , in order to maximize performance of relayed UEs the qualities of both the backhaul and access links need to be improved. To achieve this, the ICIC steps leading to the reduction of the A2A and A2B interference need to be balanced.
An ICIC procedure for relay-enhanced systems considering balancing of the A2A/A2B interference mitigation steps is presented in [53] . The procedure proposed there is based on measurements collected by each RN, including signal quality on backhaul and access links and strength of measured interference from neighboring RNs. Based on those measurements, each RN is able to determine, if its performance is endangered and which neighbor RNs are the aggressors. This is done by calculating interference-to-signal ratio (ISR) for each neighbor node on each available carrier, and separately for RN backhaul and access link (step 1 in Figure 11 ). The measured ISR is next compared with predefined (e.g., operator specific) threshold levels ε A2A and ε A2B , respectively, for A2A and A2B types of interferences (step 2 in Figure 11 ).
Based on the detected conflicts interference mitigation measures based on coordinated reallocation of resources can be taken (step 3 in Figure 11 ). There are several options for reconfiguring the RNs suffering from A2A and/or A2B interference, e.g., centralized grouping of the RNs with the strongest interference coupling can be done as proposed in [52] , or distributed game-theorybased reconfiguration negations can be done between the affected RNs. For the evaluations presented here, it is assumed that a centralized iterative reconfiguration procedure is used. A centralized unit (DeNB) (1) sorts Figure 11 Multi-carrier ICIC algorithm for out-band relay nodes.
Góra and Redana
RNs according to decreasing experienced ISR and (2) sequentially reconfigures them to minimize the cumulated system ISR. For each RN backhaul and/or access link, the carriers are selected, which are burdened with the lowest interference level or the lowest number of conflicts with the neighboring RNs. Reconfigurations of RNs are done in turns up to the point of achieving stable radio conditions in the system.
The proposed ICIC procedure considers separate conditions defining inter-RN conflicts due to the A2A and A2B interferences. The conditions are represented by the threshold parameters: ε A2A and ε A2B , respectively. The parameters correspond to inversed values of assumed minimum SINR for the access and backhaul links of an RN. By setting proper values for these thresholds it is possible to balance sensitivities of the A2A and A2B interference mitigations, separately.
To determine the ε A2A and ε A2B values that result in the highest performance, different combinations of the thresholds have been tested. It has been determined that the best results are achieved when the A2B interference mitigation threshold ε A2B is higher than the threshold for the A2A interference mitigation ε A2A by approximately 16 dB (Figure 12 ). This confirms that in case of relay-enhanced systems securing high quality of the wireless backhaul link is more crucial than improvement of the access link quality. However, the reduction of the A2A interference should not be fully omitted as this may also lead to lower performance. It is assumed that as a baseline the ε A2A and ε A2B should be fixed and determined by the operator at the network planning stage. As a further enhancement, the parameters could be dynamically optimized by the network itself according to the self-optimizing network principle.
Conclusions
In this article, the problem of resource management in relay-enhanced systems has been discussed. Because of many degrees of freedom, the selection of an optimal resource management scheme is not trivial. In the process, many factors and contradicting mechanisms need to be considered. The analysis presented in this article gives a set of recommendations for the resource assignment in case of a relay-enhanced system.
In a system with relay nodes, three types of links need to be considered and managed in a balanced way. Based on the analysis conducted in this article, it can be concluded that the best performance can be achieved only, if the resource allocation is done in a dynamic way and with high flexibility to reallocate the resources on demand depending on the traffic characteristics.
Three relay node modes of operation (resource partitioning schemes) have been considered: in-band, outband, and hybrid. From the three schemes, the in-band Figure 12 System capacity improvement in relation to thresholds triggering the interference mitigation procedure (for evaluation assumptions see Appendix).
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configuration introduces additional delay, and is burdened with time domain multiplexing overhead and restrictions in resource assignment. It is, however, the only solution possible in case of single-carrier operation. Out-band configuration overcomes weak points of the in-band configuration, but it is most useful in case of systems with high number of carriers and with CA technique implemented. Finally, the hybrid configuration brings together advantages of the in-band and out-band configurations. It is recommended for multi-carrier systems with low number of carriers available (e.g., only two carriers).
Two advanced solutions for resource coordination have been presented in this article. The first one is inter-relay interference coordination. This procedure can improve quality of radio links; however, to achieve good performance a balanced approach to improve backhaul and access link qualities is needed. Finally, also the carrier load-balancing mechanism is presented. The solution is based on CA technique applied to backhaul links. By allowing RNs to operate on multiple frequency carriers, the threat of overloading a single carrier can efficiently be minimized.
At the end, it should be noted that the analysis presented in this article has been done for the simplified case of a network with uniform user distribution and best effort, full buffer traffic model. In the context of a real network, the key findings of the article should be valid in long term, i.e., assuming averaging of the traffic load conditions due to user mobility and variation in time.
Appendix
The evaluation assumptions used in this article are in line with the widely used methodology defined by the 3GPP and described in [17] . Details of the models are as follows.
Deployment model
The evaluated network is built on 19 tree-sectored base stations (DeNBs). The base stations are deployed on a regular, hexagonal grid with 1732-m inter site distance between the base stations. In each of the DeNB sectors (cells), there are ten RNs deployed in two tiers as depicted in Figure 13 .
Users are deployed uniformly in the system and are indoor, since relays are outdoors a 20-dB penetration loss is assumed on the direct and access links but not on the backhaul link.
Channel model
The signal power from a transmitting (Tx) node j at a receiving (Rx) node u is modeled as (43) where α, β, γ, δ are parameters of the channel, F [°] is the angle 3-dB signal attenuation of the antenna pattern, and AP MIN is the minimum antenna gain (in backwards direction).
The 3GPP methodology defines models for the direct, backhaul, and access links (see Table 3 ). For each of the link types, there are LOS and non-line-of-sight (NLOS) components specified. Selection of the LOS/NLOS model is done randomly with respect to a distancedependent probability function P LOS (d). Values for the parameters describing link models are summarized in The probability of a LOS link is defined for the direct (DI), backhaul (BH), and access (AC) links, respectively, as [17] SINR-to-SE mapping is based on adjusted Shannon functions specified in [31] . The 2 × 2 MIMO (multiple inputs-multiple outputs) operation is assumed for all links, with dynamic switching between beamforming and dual-stream transmission schemes. Based on [31] , the mapping function being combination of the mapping functions for the two considered MIMO schemes is 
where SE is given in bit/s/Hz and SINR in linear scale. 
