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Abstract 
 
Human motion classification is the process of systematic categorization of human activities on 
the basis of recorded or captured data. Motion classification is useful in several application areas 
in clinical as well as non-clinical settings. These include but are not limited to activity 
monitoring, removal of motion artifacts from signals such as Electroencephalography (EEG) on 
the basis of recorded activities, remote observation of patients and professionals such as 
firefighters, pilots and miners at risk in their respective work environments, fall detection, etc. 
This is important since it can provide valuable information about the individual’s degree of 
functional movements and general level of activity.  
 
Since human motion classification can be defined as the differentiation of human movements it 
requires the use of some external devices. A great deal of research is being done in this area to 
develop devices with the ultimate goal of achieving faithful classification. This research can be 
broadly divided into two categories: one based on visual recognition methods of acquiring data 
by observation using devices placed at a certain distance from an individual such as cameras 
used to capture visual images, using photogrammetry methods, obtaining Doppler signature of 
human movements, etc. and second based on the use of sensors such as accelerometers, 
gyroscopes, inertial measurement units (IMU), etc. placed on the body of the individual himself. 
The visual recognition methods have a higher degree of complexity, are bulky and more 
expensive. Also, most of the sensors used are waist-mounted, perform offline processing and 
classification of data and/ or require certain specific computing platforms. The basic aim of the 
work presented in this thesis is to develop a prototype for classification of daily human 
movements for the purpose of monitoring professionals such as firefighters. The designed 
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prototype is focused to be a miniaturized, point-of-care device such that it can be used 
conveniently while performing daily physical activities. An attempt is also made at real-time 
classification of certain daily activities. 
 
This modular, compact and point-of-care device for motion classification is developed using PIC 
microcontroller and an accelerometer. The device consists of a touch screen display to navigate 
through different menus for motion classification. The device is head-mounted and records 
acceleration for three axes with respect to gravity during motion. The key features of the 
prototype are modularity and capability of offline as well as real-time motion classification. The 
recorded data is stored on a microSD card which ensures that a large amount of data for several 
movements can be stored for further analysis without the need of a computer, tablet, etc. for 
storage. The device is battery powered with a rechargeable Lithium-polymer battery. In addition 
to this, since the system is head-mounted, attempts are made in the direction of achieving light-
weight design for the mounting gear of the device. Also, the system is designed with the aim of 
simplicity, cost efficiency and ease of use. 
 
The system consists of 16 bit PIC microcontroller, in particular PIC24FJ256GB110 as its core. 
Activity performed is recorded in terms of acceleration values by using an accelerometer. A thin-
film-transistor (TFT) touch screen is used for easily navigating through different menu options of 
the device. The device records acceleration values for different activities for a specific period of 
time. Preliminary results show that faithful classification can be achieved with sufficiently good 
accuracy for the recorded sequence of activities. 
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Chapter 1  
Introduction 
Motion classification when performed over a specific duration of time is an effective method of 
objectively monitoring different types of human activities. This type of monitoring is required to 
ensure that an individual possesses appropriate, required functional mobility. This is a crucial 
factor for independent living. Classification of human activities for these purposes of monitoring 
is important for professionals working in harsh environments and conditions of intense physical 
and mental fatigue such as firefighters, military personnel, aircraft pilots and flight engineers, 
mining and construction workers, etc. This is due to the fact that these professionals are 
subjected to mental stress, hostile work conditions and emergency calls on a daily basis. 
Therefore, they are more prone to injuries and/ or fatalities due to system failures, catastrophes 
due to natural causes, dangers and hazards at work places, psychological breakdowns, etc. The 
number of fatal work injuries by year in the identified risky professions is as shown in Figure 1. 
[1,2] 
It is important to consider the fact that the lives of whom these professionals serve are also 
dependent on the well-being of these workers. Therefore, there is an acute need for monitoring of 
these professionals when on duty in order to ensure their safety and also the safety of whom they 
serve. Monitoring of activities of these individuals is a method of ensuring their safety when at 
work. This can be achieved by classification of motions of these workers over a period of time. 
Hence, there is need of focusing motion classification methods to suit these professions. The 
work presented in this thesis focuses on developing a real-time motion classification method 
with simplicity, modularity and portability as its main objectives. 
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1.1 The Problem of Activity Monitoring 
The problem of human motion classification is important and is being actively studied in several 
application areas such as for health monitoring purposes, in certain rehabilitative treatments, 
estimation of energy expenditure and activity monitoring, training and impact detection in sports, 
etc. However, very little focus has been given on classification of motion for people working in 
challenging work environments for monitoring of activities of these individuals to ensure their 
safety. This is an issue that needs to be addressed since these professionals risk their lives on a 
daily basis to save those whom they serve. Hence, it is necessary to design a system that 
effectively monitors their activities in their respective work environment so as to ensure their 
safety. The means of monitoring of human activities are primarily of 2 types, non-wearable 
monitoring devices that are primarily camera-based and wearable devices such as certain sensors 
that are worn on the body of the subject.  
 
Figure 1: Bureau of Labor Statistics (BLS) Data on Number of Fatal Work Injuries 
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1.2 Literature Survey 
The non-wearable devices are not in contact with the subject. These are meant for observation of 
the subject from a certain distance. These monitoring devices are usually stationary with respect 
to the subject under observation. In this area, a number of techniques have been employed to 
classify motion as well as study the significance of the detected motion with respect to activity 
monitoring. In a paper by Daijin Kim et al. a depth video sensor has been used as a means for 
activity recognition and monitoring for the elderly people. [3] This technique was based on 
capturing silhouettes of the elderly people, which are further used for activity monitoring. This 
however required training the system using data collection with the depth camera and feature 
extraction using Hidden Markov Models. This process of correctly training the system to classify 
different activities can be a bit tedious and time-consuming. The authors considered skeletal joint 
muscles for feature extractions to classify motions and concluded that high activity recognition 
rates for the elderly people could be achieved in smart indoor environments. Another study 
conducted by Yingying Zhu et al. deals with 3D reconstruction of motion from 2D projections by 
the use of a camera using randomly chosen 3D key frames. [4] This technique can be used for 
motion classification and hence monitoring of different activities for humans in settings that are 
under the surveillance of a camera. In addition to this, several algorithms have been proposed 
and explored using image reconstruction with motion classification as the final aim. [5] Thus, 
these studies show that activity recognition and motion classification for the purpose of 
monitoring the human subjects involves the main process of reconstruction of images obtained 
from a device such as a camera.  
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Another approach for classifying human activities is presented by Bastien Lyonnet et al. They 
have made use of micro Doppler signature of motion in time-frequency domain as a feature for 
achieving classification. [6] In this study, the radar signals are reflected during human 
movements and the Doppler signature thus obtained is studied to classify different activities. A 
classification algorithm is then developed which necessitates first training the system with 
specific parameters. Satisfactory results were obtained, but the focus in this case was given only 
on analysis of the gait pattern and related gait signatures obtained by using the Doppler 
spectrum. 
There is extensive work being conducted in the area of body worn devices that use certain 
accelerometers and other motion sensors. The physical activity detected has been used as a 
measure of ease of human movements, indicator of health status, to detect functional 
impairments or simply as a means of monitoring movements. [7] For objectively monitoring 
human activity, motion sensors such as accelerometers, gyroscopes, pedometers, goniometers, 
etc. are being widely used. [8,9] In particular, accelerometers are the sensors that measure 
acceleration due to gravity along reference axes. These acceleration values with respect to 
gravity provide tilt sensing with respect to reference planes. These inclination measurements can 
then be used for performing postural classification of human motion. For accelerometers, the 
measured acceleration values are proportional to the external force and hence can be used to 
accurately determine the accuracy and frequency of human movement. [7] 
Accelerometers are widely used and are popular devices for recording human motion in terms of 
acceleration values. Their use is mainly concentrated in the areas of monitoring the elderly for 
their health status, patient monitoring to analyze their recovery, monitoring of athletes for their 
daily physical activities, impact detection and measurement in contact sports and related 
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application areas. [10,11] In a paper by Chia-Chi Wang et al. a fall detection system is developed 
for the elderly residents by the use of a triaxial accelerometer. A novel algorithm was developed 
to detect and analyze falls based on the timing of the fall and the acceleration values recorded. 
[12] Another study conducted by Matt Van Wieringen et al. shows effective usability of 
accelerometers in monitoring elderly people in their home setting by the use of triaxial 
accelerometer. The data for daily activities is recorded by the accelerometer and is then sent via 
Bluetooth for further processing and analysis to a local processor. [13] In the work performed by 
Dean M. Karantonis et al. an accelerometer, a microcontroller and a wireless transceiver are used 
to record activities of individuals. The recorded acceleration values were then transmitted to a 
local computer for analysis. The novel algorithm developed based on timing constraints and 
acceleration values recorded shows a high level of accuracy in classifying human movements. 
[14] Thus, these studies show that accelerometer can be used efficiently to classify motions and 
monitor elderly people as well as patients in clinical as well as non-clinical settings.   
Taking into consideration the recent advances in the smartphone technology, Youngho Lee et al. 
have made use of a component to transmit accelerometer signals over Bluetooth to a smartphone 
to further perform motion classification. In particular, focus was given on classifying different 
head motions. [15] Recently, there has also been a lot of focus on activity monitoring by means 
of a smart phone. 
In a paper by Pietro Picerno et al. an IMU which consists of a combination of a gyroscope and an 
accelerometer has been used for assessment of countermovement jump performance. [16] This is 
especially useful for motor development in athletes. The acquired IMU data was sent over 
Bluetooth to a laptop for further analysis. A low pass Butterworth filter was used to obtain the 
desired range of values of acceleration and angular velocity. The results obtained by this method 
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were compared with those obtained from stereophotogrammetry for validation. Satisfactorily 
high correlation coefficients were obtained for these two methods for the assessment of jump 
performance.  
In addition to this, extensive work is being done in the area of motion classification especially in 
contact sports. In the work done by Steven Rowson et al. linear and angular acceleration is 
measured for collegiate football in order to monitor the players. [17] The purpose was to detect 
the occurrence of a concussion in these players early to avoid further complications. In this 
study, linear as well as angular accelerations of the head are recorded by designing a device to 
detect 6 degrees of freedom (DOF). These acceleration values are transmitted using a wireless 
transceiver after specific period of time to a laptop where they are further analyzed for detecting 
a concussion. After preliminary tests, the acceleration values for 6 DOF were recorded by 
instrumenting the helmets of the players with the designed system. 
There has been some work done in the area of monitoring professionals working in hostile work 
conditions such as firefighters, miners, etc. In a study conducted by Min Su Lee et al. a foot 
mounted IMU is used to record different motions and eventually classify motions by developing 
a classification algorithm. [18] A method known as Pedestrian Dead Reckoning (PDR) was 
developed to differentiate distinct motions. This method has motion classification of firefighters 
as one of its potential applications. 
Thus, there has been active research in the area of motion classification for different purposes in 
clinical and non-clinical settings. In this area, accelerometry is employed to achieve the end goal 
of motion classification.  Many different techniques and methods are being explored for 
objectively classifying human motion.  
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1.3 Thesis Outline 
Chapter 2 gives a brief background on the motivation for motion classification for personnel 
working in the risky professions with a particular focus on the use of accelerometry. The 
background and motivation discussion is followed by a description of the objectives for the work 
presented in this thesis. Also, a complete background on the outline for the design of the 
prototype is provided along with the details of mounting considerations for the device. Finally, a 
concise listing of the microcontroller, accelerometer and other components used in this work is 
provided. 
Chapter 3 provides a detailed description of the system development and its primary features. 
This includes the system components and comprehensive explanation of their use in the design 
of the prototype. It also outlines the communication protocols used by the PIC microcontroller to 
communicate with the accelerometer and the microSD card interface. 
Chapter 4 provides a description of various methods available for motion classification. After a 
brief overview of common methods, normalized cross-correlation for motion classification is 
considered in detail for its simplicity, novelty in the application area of motion classification and 
ability of effectively classifying human activities. This method is then applied to classify broad 
movements by using the designed system.  
Chapter 5 summarizes the conclusions drawn from the work done as well as suggests 
improvements in the system design that would be necessary to take it forward in terms of 
sophistication, system capabilities and accuracy. The possibilities of directions for future work 
for the head-mounted accelerometer system are then detailed. 
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The appendices contain the MATLAB code written in accordance with the motion classification 
algorithm as well as the basic C code used for real-time classification using the microcontroller 
peripherals. 
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Chapter 2 
Motivation and System Design 
As stated previously, there is acute need for activity monitoring by means of motion 
classification for professionals working in challenging and hazardous work conditions. Much 
work is being done in the area of motion classification. This work is broadly divided into two 
types: one which focuses on remotely monitoring the people by means of observation such as 
non-wearable monitoring systems like video cameras, photogrammetry, etc. and the other which 
involves the use of wearable electronic devices such as certain sensors which can be attached to 
the subject.  
The non-wearable monitoring systems are usually bulky, expensive and also difficult to handle 
or operate. [19,20] These systems are at times limited in their field of vision in terms of the total 
area in which activity of a person can be monitored. Also, in case of dangerous work conditions 
for the professions mentioned previously, there is always a possibility of the external monitoring 
systems themselves being damaged due to accidents at the work sites. Recent technological 
advances in the field of microelectromechanical systems (MEMS) and nanoelectromechanical 
systems (NEMS) has stimulated great interest in exploring the use of miniaturized sensors and 
actuators for acquiring data to perform motion classification. These sensors include but are not 
limited to accelerometers, gyroscopes, inertial measurement units, position sensors, etc. 
Accelerometers are the sensors which objectively provide useful information about the human 
movement. This can be used for the purpose of motion classification which in turn can be further 
used for activity monitoring. The accelerometers have a small size due the recent advances in 
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miniaturization and three dimensional packaging. Due to their small size, they are lightweight 
and cause minimum discomfort to the subjects. Also, they are relatively inexpensive. This makes 
them extremely convenient tools for recording acceleration values for the purpose of motion 
monitoring.  
2.1 Need for Monitoring Workers in High-risk Professions 
As far as the need for monitoring professionals working in danger prone environment is 
concerned, there is an acute need to ensure that these personnel are safe in their respective work 
environments and that they are capable of ultimately completing the work tasks at hand. Activity 
monitoring by means of motion classification is required in this case. The motivation for using 
accelerometers to classify human motion is due to their simplicity and competency in monitoring 
free-living subjects. [21] 
Thus when compared to the existing systems, there is a need for development of a point-of-care 
device for monitoring these personnel. This implies that monitoring of these individuals can be 
performed while at work in order to ensure their safety as well as the safety of the people who 
are dependent on their services. Moreover, the device should be small enough and light enough 
that they do not cause any hindrance to the professionals. There is also need for modularity and 
ease of use for this device. The prototype presented in this work uses an accelerometer and a 
PIC24FJ256GB110 microcontroller as its basic components to achieve the goal of recording and 
classifying motion. 
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2.2 Objective 
Accelerometers are being used for human motion classification in a large number of existing 
technologies. Most of the studies performed have used accelerometers as either standalone 
sensing devices or in conjunction with some other sensors. Also, they are more focused on 
observation of patients for detection of physical disability and/or for new disease diagnosis and 
monitoring the effect of the treatment. [22,23] Another application area where accelerometers are 
being extensively used is activity recognition of athletes and detection of collision in contact 
sports. [24] 
In occupations that require working in harsh or dangerous environments the number of job 
related injuries and fatalities are very high. By increasing the potential for identification of the 
conditions that lead to injuries, it is anticipated that the safety of these working environments 
could be improved.  Further, by identifying when an injury has occurred, it may be possible to 
reduce the time delay for providing life saving medical care.  Activity recognition/monitoring 
with accelerometers may have a large potential use in these professions and thus there is a 
significant need for exploration of how this technology could be applied. Most of these jobs 
require the use of a helmet or some similar head-mounted gear. The small size and compact 
structure of accelerometers makes them suitable devices to be mounted inside the helmet or the 
respective head gear. This arrangement along with a dedicated processor can be effectively used 
for motion classification. This combination of the accelerometer and the associated 
microcontroller should be small enough to be mounted inside the head-gear of these workers.   
Therefore, in accordance with the above discussion, the formal goal of this thesis is to develop a 
prototype which can classify human activities with following main objectives: 
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 Design a prototype that can be head mounted using a point-of-care approach: This 
property is one of the major goals of the project. The device is meant to be small and head 
mounted so as to easily fit into a helmet or some similar head-gear with minimum 
inconvenience. A point-of-care approach is needed to ensure that it can be used by the people 
working in professions such as firefighting, mining, working at construction sites, aircraft 
engineering, etc. while working at their respective jobs at the job site. Therefore, the device 
should be compact and should possess modularity and provide quantitative measurement of 
the activities of these people in terms of acceleration values. 
 Implementation of a faithful classification scheme: This property forms another major goal 
of the project. This is necessary to ensure that correct classification of activities is achieved. 
Broad movements such as walking, running, standing and sit-to-stand and stand-to-sit 
transitions should be differentiated from each other with reasonable accuracy. A number of 
classification schemes are available for this purpose. Among these, a normalized cross-
correlation algorithm is used for performing motion classification. 
 Maintain a simple and easy to use device: These factors are necessary to ensure that the 
device can be mounted without the aid of any trained personnel on or inside the head-gear of 
the above mentioned professionals. Also, the device should not be so bulky as to cause a 
hindrance to these professionals while at work.   
2.3 System Design 
As described previously, the proposed prototype focuses on simplicity of design, ease of use and 
implementation a faithful motion classification scheme without the need to train the system to 
classify motion. In this work the functionality and use of the device can be divided into two 
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sections: one which involves interaction with the user to record the acceleration values during 
performing different movements and the other which performs the task of data acquisition, 
storage and processing.  
The part involving interaction with the user consists of a TFT display and a microSD card 
interface. On the other hand, the part which deals with acquisition and processing of data 
consists of PIC microcontroller, in particular PIC24FJ256GB110 from Microchip Technology, 
Inc. and an accelerometer ADXL345 from Analog Devices, Inc. ADXL345 records acceleration 
values due to different human movements. These acceleration values are stored on the microSD 
card and are eventually processed by the PIC microcontroller. The microSD card interface and 
ADXL345 interact with the PIC microcontroller using specific communication protocols. The 
device is battery powered with a rechargeable Lithium-polymer battery with the rating of 2000 
mAh, 3.7 V. The average battery life is sufficient for monitoring personnel working in danger 
prone work conditions. The system is mounted on the head as shown in Figure 2. 
2.3.1 Mounting Considerations of the Device 
The accelerometer based head mounted system is mounted on top of the head for performing 
motion capture and classification. Several other mounting positions were considered during the 
 
Figure 2 Designed Head-mounted Accelerometer System. 
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initial stages of development including mounting the prototype at the back of the head, over the 
left or the right ear and at the crown of the head. However, in case of placing the device at the 
back of the head, there is always a problem of the device protruding out of the helmet or some 
other headgear which might in turn harm the device. The placement above the ear did not give 
satisfactory results in terms of the acceleration values recorded. Hence, the placement shown in 
Figure 2 was finalized since it is ideal for the prototype to be attached to a helmet.  
The device uses a 3D printed board mount printed in a rectangular shape with same dimensions 
as the accelerometer board. The lower face of the 3D printed board which comes in contact with 
the head is concave in shape so as to ensure a stable placement of the device on top of the head. 
An elastic head band holds the 3D printed board and the accelerometer board on the head. The 
Velcro strap on the elastic head-band facilitates adjustment of the head-band in accordance to the 
size of a person’s head. Thus, the setup can be worn as a head-band. The entire device is as 
shown in Figure 3. 
 
Figure 3: The Prototype and its Mounting Gear 
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2.3.2 System Setup 
The head-mounted accelerometer prototype is mounted as shown in Figure 2. This particular 
placement of the device at the top of the head was found to be optimum to record acceleration 
values without the problem of sticking out of the helmet of the user, which would be the case if 
side-mounted or back-mounted placement had been used. At this position the X and Y axes of 
the triaxial accelerometer give a value which is close to 0g since they are perpendicular to the 
acceleration due to gravity. The Z axis shows a value which is equal to -1g since it is in the 
opposite direction of the gravitational acceleration. This is as shown in Figure 4. 
The output from accelerometer is given directly in the form of digital values which needs to be 
multiplied by a scaling factor based on the resolution used. Here a scaling factor of 3.9 mg/LSB 
is used for utilizing full range of the accelerometer. [25] As the person wearing the device 
performs motion, the activities are recorded in the form of these acceleration values and are 
classified using normalized cross-correlation.  
The system facilitates both real-time classification as well as offline processing of the data.  For 
the purpose of offline processing of data the recorded acceleration values are stored on a 
 
Figure 4: Placement of ADXL345 on the Head 
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microSD card. These can be imported in MATLAB for further processing and analysis. The 
frequency of slow movements such as sit-to-stand and stand-to-sit positions for healthy humans 
usually lies between 0.1 Hz – 0.3 Hz. [26] Also, frequency of walking in healthy individuals is 
1.77 ± 0.18 Hz. [27] Hence, a data rate of 100 Hz is selected so as to acquire 100 acceleration 
samples per second for each axis. This data rate thus enables accurate data capturing during a 
particular movement. The acceleration values for 3 axes are stored in the data memory of the 
PIC24F microcontroller in 3 respective buffers. The time for which acceleration is required to be 
recorded can be adjusted as per the user’s needs. In this work, data is recorded continuously for 5 
seconds and then processed. However, it is possible to record data for longer periods of time 
depending on the capacity of the microSD card.  
Figure 5 shows a flowchart for the working of the system. All the instructions are given to the 
user by means of TFT display. On completion of the time set for recording motion, the system 
automatically stops recording acceleration data without requiring any action on behalf of the user 
and performs motion classification to identify the particular movement. On completion of this, 
the result of classification i.e. the type of motion performed is displayed on the TFT screen. 
Later, the data stored on microSD card can be imported in MATLAB for offline processing and 
analysis. In both cases, normalized cross correlation method is used for classification.  
Thus, this design forms a device that is small enough to be head-mounted without causing 
discomfort or hindrance to the person while performing basic human activities. It can be easily 
mounted on the user’s head by the user himself without the need of any trained personnel. 
Similarly, after recording of the motion signals it is equally easy to unmount the head-mounted 
device. Thus, attempts are made to satisfy the objectives of the system by means of the above 
design. 
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Figure 5: Flowchart for Working of the System 
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Chapter 3 
Development of the Design and Implementation Details 
The system designed in this work is aimed to improve upon the existing designs in terms of 
simplicity of the design and achieving a high success rate of faithful motion classification. This 
section describes the details for development and implementation of the entire system and also 
the overall working of the design. The goal is to perform data logging of the activities of a 
person in order to perform motion classification.  
3.1 Development of the System 
The device consists of PIC microcontroller at its core. An accelerometer which is interfaced with 
the PIC microcontroller records acceleration values during motion. These acceleration values are 
recorded with respect to gravity and are always in terms of linear acceleration. ADXL345 
directly provides digital acceleration. Thus, it does not require the initial recording of analog 
values in terms of voltage to convert them later to digital values by the use of analog-to-digital 
convertor (A/D) module. The acceleration values of the three axes of triaxial accelerometer are 
read sequentially by the PIC microcontroller for the specified duration of time. Simultaneously, 
they are also stored on a microSD card as they are being recorded so that they can be further 
processed as required to achieve the end purpose of motion classification. A block diagram of the 
system is shown in Figure 6. The figure shows the connectivity between the microcontroller and 
the peripherals used along with the communication protocols used by the peripherals to 
communicate with the microcontroller. The entire setup is powered by a Li-Polymer battery. 
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3.2 Mikromedia for PIC24 Board 
The head-mounted accelerometer system uses a Mikromedia for PIC24 development board 
(MikroElektronika). The board topside with TFT display and back side (electronics and pin 
connections) is shown in Figure 7. [28] The board dimensions are 6.045 cm x 8.115 cm and it is 
approximately 0.16 cm in thickness. The weight of this board is ~50 grams. [29] The small 
dimensions and the light weight features make the board well suited for mounting on the head of 
a test subject. In addition to this, Mikromedia WorkStation v7 (MikroElektronika) as shown in 
Figure 8 was used during initial stages of development of the system. The Mikromedia 
WorkStation v7 provides four female headers that together form a socket for Mikromedia for 
PIC24 board. The Mikromedia WorkStation v7 was used mainly for debugging purposes since it 
can be programmed and debugged using ICD3. In addition to this, the array of on-board input/ 
output PORT groups complete with the respective LEDs were used to simplify the checking of 
functionalities such as timing operations, recording of accelerometer data, etc. The on-board 
components of the Mikromedia for PIC24 board used for the accelerometer system are as shown 
in Figure 7. [33] 
 
Figure 6: Block Diagram of the Head-mounted Accelerometer System 
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Figure 7: Mikromedia for PIC24 Frontside and Backside  
28 
 
3.2.1 PIC24FJ256GB110 Microcontroller 
The PIC24FJ256GB110 microcontroller is one of the chief components of the head-mounted 
accelerometer system. This microcontroller belongs to the 16 bit PIC24F family of 
microcontrollers (Microchip Technology, Inc.). PIC24F microcontrollers can be programmed 
using either assembly language or Embedded C.  
This microcontroller has 8 MHz internal oscillator which is used as a clock source for this work. 
In addition to this, PIC24FJ256GB110 can also use the 32 KHz secondary oscillator as a clock 
source if required. Communication with peripheral devices is possible by means of SPI, I
2
C, 
UART or USB communication protocols.    
The PIC24FJ256GB110 is especially well suited for the development of a motion capture and 
classification system due to its capability of integrating a number of sensors and other peripheral 
devices by means of communication interfaces. Also, the microcontroller consists of Peripheral 
 
Figure 8: Mikromedia WorkStation v7 
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Pin Select (PPS) feature which allows remapping of any of the digital peripherals to any of the 
available PPS I/O pins. The microcontroller used for this application is a 100 pin module. It 
consists of 44 remappable pins by means of PPS feature. It supports 3 3-Wire/4-Wire SPI 
modules, 3 I
2
C modules, 5 16-bit Timers/Counters with programmable prescalers, 5 external 
interrupt sources and hardware Real-Time Calendar and Clock. A pin diagram is as shown in 
Figure 9.  
The functional code for PIC24FJ256GB110 can be written in either assembly language or as a C 
code as described earlier. In this design, the entire code is in the form of C code. In addition to 
 
Figure 9: Pin Layout of PIC24FJ256GB110 Microcontroller 
30 
 
the developed C code, this system also uses Microchip Libraries for Applications (MLA) 
(version v2013-06-15), in particular the Microchip Graphics Library for the TFT display.  
The entire code is written in MPLAB X Integrated Development Environment (IDE). For the 
purpose of compiling the code in MPLAB X IDE Microchip’s XC16 compiler (v1.20) is used in 
this design. On successful compilation, a HEX file is generated with opcodes for the PIC device. 
On generation of this HEX fie, the microcontroller can be programmed using serial programmers 
and debuggers from Microchip Technology, Inc. These include PICkit2, PICkit3, ICD2 and 
ICD3. For development of this prototype, ICD3 was initially used for debugging and 
programming. The connection for ICD3 is available on the Mikromedia Workstation v7. This 
Mikromedia for PIC24 board was connected as a plug-in module (PIM) during the initial stages 
to perform debugging of the project using ICD3. The pin connections for ICD3 and the PIC 
microcontroller are as shown in Figure 10. [30] 
Header pins on Mikromedia for PIC24 board were used for connection of PICkit2 directly to the 
Mikromedia for PIC24 board without the need of connecting it to Mikromedia Workstation v7 as 
a PIM. The pin connections for PICkit2 and PIC24FJ256GB110 are as shown in Figure 11. [31] 
 
Figure 10: Pin Connections for ICD3 with PIC24FJ256GB110 
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3.2.1.1 Oscillator Configuration of the Microcontroller 
The oscillator system for PIC24FJ256GB110 has the following features:  
 A total of four external and internal oscillator options as clock sources 
 An on-chip USB PLL block to provide a stable, 48 MHz clock for the USB module as 
well as a number of frequency options for the system clock  
 Software-controllable switching between various clock sources  
 Software-controllable postscaler for selective clocking of CPU for system power savings  
 A Fail-Safe Clock Monitor (FSCM) that detects clock failure and permits safe application 
recovery or shutdown  
 A separate and independently configurable system clock output for synchronizing external 
hardware  
The oscillator system for PIC24FJ256GB110 is as shown in Figure 12. [32,33] 
The system clock source can be provided by one of four sources [34]:  
 Primary Oscillator (POSC) on the OSCI and OSCO pins  
 
Figure 11: Pin Connections for PICkit2 with PIC24FJ256GB110 
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 Secondary Oscillator (SOSC) on the SOSCI and SOSCO pins  
 Fast Internal RC (FRC) Oscillator  
 Low-Power Internal RC (LPRC) Oscillator 
The PIC24FJ256GB110 microcontroller of the head-mounted accelerometer system uses the 
Primary Oscillator as the clock source. The Primary Oscillator is available on the OSC1 and 
OSC2 pins of the PIC24F family. The Primary Oscillator can be configured for an external clock 
input or an external crystal. The Primary Oscillator has up to 6 operating modes. These are as 
described in Table 1. [34] 
 
Figure 12: PIC25FJ256GB110 Clock Diagram 
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A 8 MHz crystal oscillator is present on the Mikromedia for PIC24 board. This provides clock 
waveform to the CLKO and CLKI pins of the microcontroller. This 8 MHz frequency can be fed 
as an input to further clock multipliers and can be used for operating the on-board peripheral 
devices. XT and HS modes need a crystal or ceramic resonator. The XT mode is a medium 
power, medium frequency mode. HS mode provides the highest oscillator frequencies with a 
crystal. OSC2 provides crystal feedback in both HS and XT oscillator modes. The main 
difference in the XT and HS oscillator modes lies in the gain of the internal invertor of the 
oscillator circuit which facilitates the use of different frequency ranges. [34] It is a standard 
Oscillator 
Mode 
Description Function 
EC External clock input (0-32 MHz) FOSC/2 
ECPLL External clock input (4-48 MHz), 
PLL enabled 
FOSC/2, Available only in devices with special 
PLL blocks (such as the 96 MHz PLL) 
HS 10 MHz-32 MHz crystal External crystal connected to OSC1 and OSC2  
HSPLL 10 MHz-32 MHz crystal  
XT 3.5 MHz-10 MHz crystal External crystal connected to OSC1 and OSC2  
XTPLL 3.5 MHz-8 MHz crystal, PLL 
enabled 
External crystal connected to OSC1 and OSC2  
Table 1:Oscillator Modes 
 
 
Figure 13: Crystal Operation in the XT Mode  
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practice to use the oscillator mode with the least gain which meets the system requirements in 
order to minimize dynamic currents. Therefore, in the system under consideration, XT oscillator 
mode is used since it suits the frequency requirements of the operations being performed for 
motion classification. The crystal operation in the XT mode is as shown in Figure 13. [34] 
3.2.1.2 Timer 1 
Timer 1 is a 16-bit timer/counter module. This is a Type A timer in PIC24FJ256GB110 
microcontroller. This implies that Timer 1 can be operated from the low power 32 KHz oscillator 
as well as the 8 MHz external clock source. This makes it ideal for time keeping functions. The 
block diagram for Type A timer is as shown in Figure 14. [35] 
For the accelerometer system, Timer 1 is used to specify the time period for which acceleration 
values are to be recorded. Depending on the values of various Timer 1 registers, the duration of 
 
Figure 14: Type A timer in PIC24FJ256GB110  
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recording of acceleration due to motion can be varied. To set the Timer 1 module to a specific 
time period, configuration of the following set of registers is required as per the desired period: 
 TMR1: 16-Bit Timer 1 Count register  
 PR1: 16-Bit Timer Period register associated with Timer 1  
 T1CON: 16-Bit Timer Control register associated with Timer 1  
In this prototype, the final time set for recording each movement is 5 seconds. However, the 
initial testing showed successful results for time periods ranging upto several minutes.  
3.2.1.3 Timer 3 
Timer 3 is used to ensure periodic activation of the TFT screen. The activation period is so set as 
to give an effect of the TFT being in the continuously on state to the user. Timer 3 is a Type C 
timer in PIC24FJ256GB110 microcontroller [35]. This implies that Timer 3 can be concatenated 
with a Type B timer to form a 32-bit timer. Also, Type C timers have the ability to trigger an 
A/D convertor. The block diagram for Type C timer is as shown in Figure 15. [35] 
To set the Timer 3 module to a specific time period, configuration of the following set of 
registers is required: 
 TMR3: 16-Bit Timer 3 Count register  
 PR3: 16-Bit Timer Period register associated with Timer 3 
 T3CON: 16-Bit Timer Control register associated with Timer 3 
Timer 3 is set to achieve activation of the TFT display after every 2 ms. 
3.2.1.4 Interrupts 
PIC24FJ256GB110 consists of 126 vectors in the Interrupt Vector Table (IVT). Out of these, 8 
are non-maskable trap vectors. Each interrupt vector contains a 24-bit wide address. The 
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Interrupt Vector Table (IVT) resides in program memory, starting at location 0x000004. [36] 
Primarily, 3 bits of the 3 respective registers are required to be controlled for an interrupt to 
successfully occur: 
 The Interrupt Enable Control bit to enable the interrupt 
 The Interrupt Flag Status bit to determine the status of occurrence of the interrupt 
 The Interrupt Priority Control bit to set the priority of the interrupt 
For the accelerometer system, an interrupt is required for the Timer 1 and Timer 3 for to begin 
their operation. Hence, following bits are required to be configured to control the Timer 1 
interrupt: 
 Interrupt Enable Control bit (T1IE) of the Interrupt Enable Control Register 0 (IEC0) 
 Interrupt Flag Status bit (T1IF)  of the Interrupt Flag Status Register 0 (IFS0) 
 Interrupt Priority Control bits (T1IP) of the Interrupt Priority Control Register 0 (IPC0) 
Similarly, for Timer 3 module following bits of the respective registers are required to be 
configured: 
 
Figure 15: Type C Timer in PIC24FJ256GB110 
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 Interrupt Enable Control bit (T3IE) of the Interrupt Enable Control Register 0 (IEC0) 
 Interrupt Flag Status bit (T3IF)  of the Interrupt Flag Status Register 0 (IFS0) 
 3.2.1.5 Inter – Integrated Circuit (I2C) Communication  
The I
2
C module is a serial interface useful for communicating with other peripherals or 
microcontroller devices. In the system under consideration, the I
2
C communication protocol is 
used for communicating with the ADXL345 accelerometer. The I
2
C module can operate as any 
one of the following in the I
2
C system:  
 Slave device  
 Master device in a single master system  
 Master or slave device in a multi-master system 
In this case, the PIC24FJ256GB110 acts as the master device and ADXL345 acts as the slave 
device. Therefore, the microcontroller communicates with ADXL345 in a single master 
environment. The I
2
C module functions at 2 speeds – standard mode (100 KHz) and fast mode 
(400 KHz). Since the communication speed of 100 KHz is more than sufficient to record human 
motion, standard mode I
2
C communication is used in the head-mounted accelerometer based 
 
Figure 16: I
2
C Bus Protocol  
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system. At the communication speed of 100 KHz, the maximum output data rate of the 
accelerometer is 200 Hz. Here, 100 Hz output data rate has been used. The I
2
C bus protocol used 
is as shown in Figure 16. [37] 
PIC24FJ256GB110 has 3 I
2
C modules viz. I2C1, I2C2, I2C3. [37] The accelerometer is 
interfaced with the I2C2 module. The I
2
C module primarily requires configuration of the 
following 2 registers:  
 I2C2CON: This functions as the I2C2 control register. It is used to enable the I2C module, set 
the 7-bit slave address and enable clock stretching.  
 I2C2STAT: This is the I2C2 status register. It is used to check the status of acknowledgment 
from the slave (ADXL345).  
3.2.1.6 Serial Peripheral Interface (SPI) 
The SPI module is a synchronous serial interface useful for communicating with other 
peripherals or microcontroller devices. In this system, SPI communication protocol is used by 
the microcontroller to communicate with the microSD card. This enables storage of acceleration 
data on the microSD card for offline analysis of human motion. The microSD card is formatted 
according to FAT32 file system. PIC24FJ256GB110 offers 3 SPI modules. [
38
] SPI2 is used for 
the purpose of communication with microSD card. 
In PIC24FJ256GB110, the SPI2 peripheral signals are not mapped to the desired pin locations. 
Therefore, the PPS feature is used in this case. The SPI2 input is mapped to pin RG7 of PORTG, 
SPI2 output is mapped to pin RG6 of PORTG and SPI2 clock is mapped to pin RG8 of PORTG. 
For successful communication using the SPI2 module following 2 registers are configured: 
 SPI2STAT: This is the SPI2 status register.  
39 
 
 SPI2CON1: This is the SPI2 control register 1. This is used to select the master mode for the 
microcontroller, enable 16 bit wide communication (word width) and decide the value of the 
clock pulse at which data can change.  
3.2.1.5 Analog to Digital Convertor 
PIC24FJ256GB110 has a 10-bit high speed A/D convertor. It has upto 16 analog input channels 
and performs A/D conversion by the process of successive approximation. [39] In the head-
mounted accelerometer system, A/D convertor is required to detect the touch and the X and Y 
 
Figure 17: AD1CON1 Register 
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co-ordinates of the touch position on the TFT. Thus, on touching the TFT the X and Y analog 
inputs are provided to the A/D convertor input multiplexer. Following registers are required for 
configuration of the A/D convertor: 
 
 AD1CON1: This is the ADC control register 1. It is used to enable the ADC, start the analog 
to digital conversion and indicate completion of conversion. This is as shown in Figure 17. 
 AD1PCFG: This is A/D port configuration register. It is used for configuration of analog 
input pins. For the TFT, this register is used during initialization of the touch screen module. 
This is as shown in Figure 18.   
3.2.2 ADXL345 Accelerometer 
ADXL345 (Analog Devices, Inc.) is the accelerometer used in the head mounted motion 
classification system. This is a MEMS based triaxial accelerometer with X, Y and Z axes of 
acceleration and selectable acceleration ranges of ±2 g, ±4 g, ±8 g and ±16 g. This is especially 
 
Figure 18: AD1PCFG Register 
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well suited for the purpose of medical instrumentation and personal navigation devices and is 
hence used in this system. The wide selections available for the operating ranges make it suitable 
for these types of applications. In addition to this, it has special sensing functions for activity and 
inactivity sensing, tap sensing and fall sensing which make it especially suited for the purpose of 
motion classification. The sensor provides a direct digital output without the need of connecting 
it with a PIC24 ADC. It is lightweight (30 mg) and with small and thin dimensions (3 mm × 5 
mm × 1 mm LGA package). In addition to this, the small size and ability to be interfaced with 
multiple microcontrollers satisfy the objectives of point-of-care design and modularity of the 
head-mounted accelerometer based system. 
3.2.2.1 Accelerometer Functioning 
In the device under consideration, the entire range of ±16 g has been used. This provides 13-bit 
resolution from the reading given by the accelerometer. ADXL345 is a polysilicon surface-
micromachined structure built on top of a silicon wafer. Polysilicon springs suspend the structure 
on surface of the wafer and provide a resistance against forces due to applied acceleration. The 
acceleration is measured by using the technique of computing differential capacitance between 
the fixed and the moving plates attached to a moving mass. Acceleration deflects the proof mass 
and unbalances the differential capacitor. This gives the sensor output whose amplitude is 
proportional to acceleration. Phase-sensitive demodulation is used to determine the magnitude 
and polarity of the acceleration. [25] 
Each of the 3 axes – X, Y and Z has 2 dedicated registers of 8-bits each for storing the 
acceleration data. They are in the form DATAx0 as the least significant byte and DATAx1 as the 
most significant byte, where x represents X, Y, or Z axis data. This data is read continuously by 
PIC24FJ256GB110 at the rate of 100 Hz using I
2
C communication protocol. A multiple-byte 
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read of all registers is performed to prevent a change in data between reads of sequential 
registers. The data which is formatted in the form of 16-bit two’s complement is required to be 
multiplied by a scaling factor. This scaling factor varies according to the selected g-range and the 
resolution. For the head-mounted accelerometer system, range of ±16 g and full resolution is 
used. Hence, 3.9 mg/LSB is the scaling factor in this case.  
3.2.2.2 Connection of ADXL345 with PIC24FJ256GB110 
ADXL345 and the PIC24 microcontroller communicate by using the I
2
C communication 
protocol. Data from the accelerometer which is formatted as 16-bit twos complement is 
accessible through the I
2
C digital interface. The pin description for connection to the 
microcontroller is as shown in Figure 19.  
Pins 1 and 6 are connected to 3.3V Vcc supply voltage. Pins 2, 4 and 5 are connected to ground. 
 
Figure 19: Pin Configuration of ADXL345 
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Pins 13 and 14 are connected to the I
2
C data and clock pins respectively of PIC24FJ256GB110 
microcontroller. Pin 12 provides the accelerometer address. 
In addition to this, a 1 μF tantalum capacitor at VS and a 0.1 μF ceramic capacitor at VDD I/O 
placed close to the ADXL345 supply pins are connected to adequately decouple the 
accelerometer from noise on the power supply. 
3.2.2.3 ADXL345 Sensor Specifications and Operating Characteristics 
The axes of acceleration sensitivity of ADXL345 are as shown in Figure 20. The corresponding 
output voltage increases when accelerated along the sensitive axis. However, ADXL345 
accelerometer consists of in-built A/D convertor. Hence, output of the sensor is given in the form 
of direct digital values. In addition to this, the device automatically modulates power 
consumption in proportion to its data rate. It is capable of operating in several power sequencing 
modes – power off, bus disabled, bus enabled, standby or measurement modes. In case of low 
power modes, the output data rate reduces. Hence, in this case, the measurement mode of 
ADXL345 is used so as to facilitate accurate monitoring of the individuals working in risky 
 
Figure 20: Axes of Acceleration Sensitivity 
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professions at all times during their work hours without compensating on accuracy of the sensor 
data output.  
The turn on and wake up time for the sensor at data rate of 100 Hz is 11.1 ms which is 
reasonable for the application under consideration. Each axis is capable of handling acceleration 
of 10,000g for shock survival which is important from the point of view of any impact if 
sustained by the user in his/her work environment. The operating temperature range for 
ADXL345 is -40 to +105 °C. This is important in case of professions such as that of fire fighters 
where the prototype might be exposed to high temperatures inspite of being mounted safely 
inside the firefighter helmet.  The operating characteristics of ADXL345 are as shown in Figure 
25.  
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Figure 21: Operating Characteristics of ADXL345 
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Chapter 4 
Motion Classification Algorithm and Experimental Results 
Motion classification in broad sense implies identifying and distinguishing different movements 
of a person. In particular, in this work motion classification for the purpose of monitoring 
individuals working in risky professions is the final goal. Several motion classification schemes 
can be used to classify motion for different purposes. These include but are not limited to use of 
neural networks, k–nearest neighbor, fuzzy logic, Kalman filter, angle estimation, hidden 
Markov models, etc. [40,41,42]  
Classification of human motion by estimation and analysis of angle using the recorded 
acceleration values is one of the simplest methods to classify movements. In this method, the 
sensor is placed at a fixed location which is predetermined in accordance with the classification 
algorithm. On wearing the sensor at exactly the same position, the recorded acceleration values 
can be converted to angle with respect to ground of the X, Y and Z axes. This information can be 
then used to determine the type of activity performed. Although simple, this method has the 
drawback of placing the sensor at the predetermined position without the flexibility of mounting 
it at other positions if desired. Hence, if a subject for some reason is unable to mount the sensor 
at the specified position e.g. thigh, head, chest, hand, etc. this method is unlikely to work well 
since the motion will be wrongly classified if the sensor is wrongly mounted.  
Fuzzy logic is a concept in which there is an approximate rather than fixed or exact reasoning. 
Use of fuzzy logic for the purpose of human motion classification has been reported previously. 
[40] This requires the definition of several membership functions and logic operations to be 
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carried out on them for the different activities to be classified. These tasks are computationally 
intensive and require precise definitions of the membership functions and the logic operations for 
successful motion classification. The computationally intensive nature of this method presents 
challenges to implement this classification scheme on a microcontroller device to perform real-
time motion classification. Hence, most of the work done in this area is performed in MATLAB 
and as such presents difficulties for real-time motion classification.  
For algorithms based on k-nearest neighbor, neural networks, hidden Markov models and 
Kalman filters, accurate training of the classifier becomes necessary. This classifier can then 
successfully classify motion. This requires a lot of time since actual testing on a sufficiently large 
group of subjects is the initial step required. The larger the set of test subjects, the better is the 
design of the classifier. In addition to this these algorithms are also highly computationally 
intensive. [41,42,43,44] 
4.1 Method of Motion Classification 
Taking into consideration the above difficulties of the algorithms being computationally 
intensive, requiring training data sets and not being able to effectively classify motion real-time 
on-the-fly, the work described in this thesis takes a different approach for motion classification. 
The method of cross-correlation, in particular normalized cross-correlation is used to classify 
different human activities. This technique currently finds a wide range of applications in the area 
of image processing and analysis. [45] The usual approach followed in the method of cross-
correlation involves comparing a feature in the image termed as a template to the entire image in 
order to find the regions of a good match between the image and the template. In image 
processing applications since the brightness of the image and template can vary due to lighting 
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and exposure conditions, the images can be first normalized. Hence, normalized cross-correlation 
is considered to be an improved method of template matching as compared to simple cross-
correlation. Normalization is performed by subtracting the mean from the signal under 
consideration and dividing by the standard deviation at every step. Therefore, the normalization 
coefficient obtained by this lies between -1 to +1 where -1 indicates a value to least matching 
and +1 indicates a perfect match between the template and the image. The normalized cross-
correlation coefficient is given as follows: [46] 
𝐍𝐂𝐅𝐅𝐗,𝐘(𝐮) =  
∑ ((𝐓(𝐭)−𝐓𝐦𝐞𝐚𝐧)(𝐒(𝐭+𝐮)−𝐒𝐃𝐱𝐦𝐞𝐚𝐧))𝐭∈𝐃𝐱
√∑ (𝐓(𝐭)−𝐓𝐦𝐞𝐚𝐧)𝟐.∑ (𝐒(𝐭)−𝐒𝐃𝐱𝐦𝐞𝐚𝐧)𝐭∈𝐃𝐱
𝟐
𝐭∈𝐃𝐱
                                                                   (1) 
       
          T(t) = Template 
                 S(t) = Entire Signal 
In the head mounted accelerometer system, the signals recorded due human motion are initially 
classified in MATLAB by using normalized cross-correlation and then ‘on-the-fly’ on the PIC 
microcontroller. The objective of first classifying the signals in MATLAB is two-fold: 
 In the initial stages of testing, classification of signals for different movements is easier since 
MATLAB has an optimized, built-in normalized cross-correlation function. 
 Recording of different activities on a microSD card and then plotting then in MATLAB for 
the purpose of classification provides an insight into the different movements performed by 
the personnel working in hazardous work conditions such as miners, fire fighters, 
construction workers, etc. This data can be further used to classify these types of motions in 
the later stages, real-time on the PIC microcontroller. 
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Hence, the normalized cross-correlation algorithm is implemented on the PIC24FJ256GB110 to 
classify an activity real-time on the PIC microcontroller. This real-time classification of a single 
motion gives a direction for the possibilities of further classifying several motions real-time 
directly on the microcontroller.  
Preliminary tests were performed by reading the acceleration values from ADXL345 by placing 
it flat on a table. The acceleration values were displayed sequentially on the TFT screen. On 
successful completion of the initial testing, these X, Y and Z acceleration values were recorded 
on a microSD card for duration of 5 seconds. The timing was monitored and controlled by using 
the Timer 1 module of the PIC microcontroller. This particular timing was selected for the 
motions under consideration since it was found to be sufficient to accurately record the essential 
features of the signal which are later required to classify it using normalized cross-correlation. 
The acceleration values were stored in form of a Comma Separated Values (CSV) file on the 
microSD card where each column represented respective acceleration axis in addition to 
recording timestamp of each set of acceleration values on seconds. The microSD card was 
formatted in accordance with the FAT32 file system. The device was head mounted taking into 
account the mounting considerations described in Chapter 2. Figure 22 shows a screenshot of the 
recorded acceleration values along with the timestamp of each set of values on the microSD card 
in CSV format on completion of a movement. Column 1 shows the timestamp, columns 2, 3 and 
4 show the X, Y and Z acceleration values recorded respectively. On successfully recording 
these values on the microSD card, they are imported in MATLAB for the purpose of 
classification. In addition to this, the PIC microcontroller performs normalized cross-correlation 
on the recorded data for real-time processing. 
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A template consisting of a specific number of samples is extracted from the recorded signal. This 
template is basically representative of the particular motion perform by the person while wearing 
the device. It is then compared to the entire signal to detect the patterns similar to the template. 
The standard cross-correlation coefficient reported for determination of successful matching of 
the template and the original signal is any value greater than 0.65 and less than 1. [46] However, 
in accordance to the designed algorithm, normalized cross-correlation coefficient in the range of 
0.75 to 1 is sufficient to indicate successful signal matching with least number of false positive 
results. 
  
 
Figure 22: Acceleration Values with Respective Time-stamps in CSV File Format 
 
 
51 
 
4.2 Classification Algorithm 
The algorithm shown in Figure 23 details the classification steps in MATLAB. For successful 
implementation of this algorithm in MATLAB, the acceleration values recorded on the microSD 
card are required to be first imported in MATLAB. On completion of this step, the algorithm 
shown in Figure 23 was successfully implemented.  
 
Figure 23: Classification Steps 
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Four different motions or positions were classified as follows: 
 Walking 
 Running 
 Sit to stand and stand to sit transitions 
 Stationary position 
In all the cases, accelerometer device was mounted on the head of the test subject. A total of 12 
healthy individuals in the age of 23 to 29 with self-reported normal gait pattern were tested for 
the above described motions. No personal identifiers were used during the testing. The focus was 
given on testing healthy individuals with no physical disability since the professionals such as 
fire-fighters, construction workers, air-craft maintenance personnel, miners, etc. are all expected 
to be healthy without any physical disability with respect to their movements in order to perform 
the tasks at hand. These tests were carried out in an indoor setting with the test subjects 
performing each motion continuously for 5 seconds.  
4.2.1 Classification of the Motion Signals in MATLAB 
On successfully recording acceleration data on microSD card, it is imported in MATLAB for the 
purpose of motion classification. Here, this data is first filtered using a non-recursive Finite 
Impulse Response (FIR) filter. The output of this filter to a finite length of acceleration values is 
of finite duration and filters out the unwanted spikes which might occur in the signal due to noise 
issues. On successful filtering, a signal consisting of specific number of samples representing 
each motion is extracted and compared to the entire signal. The signals classified are described in 
the following sections. 
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4.2.1.1 Walking 
Walking is the action of continuous repetition of the gait cycle. Therefore, a specific signal 
pattern with a range of acceleration values repeats after certain duration of time. This frequency 
of walking according to a speed preferred by healthy individuals is 1.77 ± 0.18 Hz. [27] The 
same walking frequency was recorded in case of all the test subjects. The resultant acceleration 
of X, Y, Z axes is calculated as follows according to: 
𝐚 = √𝐱𝟐 + 𝐲𝟐 + 𝐳𝟐                                                                                                                       (2) 
The results obtained by the implementation of the algorithm designed in Figure 23 can be 
summarized as follows: 
 In addition to the walking frequency as a criterion for classification of this particular motion, 
maximum values recorded during walking are used during classification to conclusively state 
the activity performed.  
 In healthy individuals, these values ranged from 1.49 g to 2.26 g. Hence in this prototype, the 
range of maximum acceleration values for walking was set to be between 1.45 g and 2.80 g.  
 On satisfaction of the above stated criteria, the activity is successfully classified as walking.  
 
Figure 24: Walking Signal 
54 
 
Figure 24 shows the walking signal recorded by the system. A specific feature in the signal as 
shown in Figure 24 is repeated continuously during this motion. This feature consists of 50 
samples. It is extracted and compared with the entire signal, sample by sample. The recorded 
normalized cross-correlation coefficient is greater than 0.75 at each successful match and thus 
the activity is classified as walking. This method also records the number of steps during the 
motion based on the difference between the time instants at which normalized cross-correlation 
coefficient is greater than 0.75.  
In Figure 24, the signal is analyzed as follows: 
 The repeated double peaks occurring in the signal indicate the striking of the feet on the 
ground during walking.  
 Based on double peaks recorded, it can be observed that the person has walked for 9 steps.  
The results obtained in MATLAB for the same are as shown in Figure 25. 
 
Figure 25: Result for Walking and Recording Steps 
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4.2.1.2 Running 
Running is an activity performed at a pace faster than walking such that for an instant both the 
feet are off the ground. Therefore, a specific signal pattern with a range of acceleration values 
repeats after certain duration of time, just as in case of walking. The frequency of running 
according to freely chosen speed by healthy individuals lies in the range of 2.6 – 2.8 Hz. [47] 
Running frequency in this range was recorded by the use of the designed head-mounted 
accelerometer system for all the test subjects. According to this frequency, the algorithm in 
Figure 23 classifies the activity of running as follows: 
 In addition to the running frequency as a criterion for classification, maximum acceleration 
values recorded during motion are also used during classification to conclusively state the 
activity performed.  
 In healthy individuals, these values ranged from 2.31 g to 2.90 g.  
 Hence in this prototype, if the maximum recorded acceleration is greater than 2.29 g but less 
than 2.95 g and the frequency is in the range as described above for healthy individuals, the 
activity is classified as running.  
Figure 26 shows the signal for running recorded by the system. A feature in the signal as shown 
in Figure 26 is repeated continuously during this motion. This feature consisting of 35 sample 
acceleration values is extracted and compared with the entire signal, sample by sample. The 
recorded normalized cross-correlation coefficient is greater than 0.75 on successful matching and 
thus the activity can be classified as running. This method also records the number of steps 
during the motion just as in case of walking, based on the difference between the time instants at 
which normalized cross-correlation coefficient is greater than 0.75 
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In Figure 26, the signal is analyzed as follows: 
 The repeated peaks occurring in the signal indicate the striking of the feet on the ground 
during running.  
 Hence, based on the number of such peaks recorded, it can be observed that the person has 
run for a total of 13 running strides.  
The results obtained in MATLAB for the motion of running and recording the corresponding 
steps are as shown in Figure 27. 
4.2.1.3 Sit to Stand and Stand to Sit Transitions 
Sitting is the posture of supporting the body on the posterior aspect of the thigh. Standing is the 
stance of an erect body which is extended, with feet together. Sitting and sit to stand and stand to 
sit transitions in particular are highly influenced by the nature and type of the furniture or other 
suitable space the person is trying to sit or stand from. As such, the acceleration values recorded 
during these motions are also dependent on the furniture or the type of platform the individual is 
sitting on. In this work, these transitions performed make use of the standard office chair. The sit 
  
Figure 26: Running Signal 
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to stand and stand to sit transitions require more time as compared to activities such as walking, 
running, etc. The sitting period was approximately 1 – 1.2 seconds for each transition. 
Classification was then performed in accordance with the algorithm in Figure 23. The 
accelerometer signal recorded during this set of motions is as shown in Figure 28. 
This signal is analyzed as follows: 
 The sit to stand and stand to sit transitions are signals that mirror one another.  
 
Figure 27: Result for Running and Recording Steps 
 
Figure 28: Sit to Stand and Stand to Sit Transitions 
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 Therefore, in those cases where the normalized cross-correlation coefficient is greater than 
0.75 for sit to stand or stand to sit motions, the activity can be classified as either sit to stand 
and stand to sit transitions.  
As it can be observed from Figure 28, 2 such transitions occur in the signal. The result of the 
classification performed in MATLAB is as shown in Figure 29. 
4.2.1.4 Stationary Position 
A stationary position implies a state in which a person does not perform any motion. This can 
mean being in the steady state of motionlessness in the form of sitting still, lying down, standing 
 
Figure 29: Result for Sit to Stand and Stand to Sit Transitions 
 
 
Figure 30: Signal for Stationary Position 
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upright, etc. In this study, the stationary position was selected as sitting still for duration of 5 
seconds in a standard office chair. In this position, the person does not perform motion. Hence, 
ideally, the acceleration recoded should be in 1 g. However, taking into account the tiny 
movements possible even during an attempt to sit motionless are taken into consideration. 
Hence, continuous acceleration values in the range of 0.98 g to 1.06 g are classified as stationary 
position. This is as shown in Figure 30. 
Thus, the accelerometer signal is analyzed as follows: 
 The acceleration ranges between 0.988 g to 1.008 g.  
 Hence according to the algorithm in Figure 23, this position is faithfully classified as a 
stationary position in MATLAB.  
 The total time for the particular position is also calculated based on the total number of 
samples acquired from the accelerometer at the data rate of 100 Hz.  
The result of the classification is as shown in Figure 31. 
4.2.2 Classification of the Motion Signals Real-time on PIC24FJ256GB110 
The categorization of motion signals on MATLAB by the method of normalized cross-
correlation establishes the success of that technique for the purpose of motion classification. 
However, it is a method of offline data processing and as such does not facilitate ‘on-the-fly’ 
motion classification. This is especially important since the prototype is targeted for personnel 
working in emergency operations and dangerous work conditions and these work conditions can 
 
Figure 31: Result for Stationary Position 
 
60 
 
change at any point of time in such professions. Hence, this section describes the work done to 
perform real-time classification of the human activity signals acquired from the accelerometer. A 
single motion, specifically walking is targeted here which uses the same method of normalized 
cross-correlation. Successful classification of walking achieved by means of real-time processing 
as outlined in the following section lays the foundation for classification of a wide range of 
motion signals by using this particular method. 
For the real-time classification of motion signal, same experiment was carried out on 12 test 
subjects as described in section 4.2.1.1. The normalized cross-correlation algorithm was written 
in the form of C code on the PIC device which was programmed to identify walking. For this 
prototype, since the acceleration values recorded during walking were in the range of 1.49 g to 
2.26 g if the maximum recorded acceleration is greater than 1.45 g and the frequency is in the 
range 1.77 ± 0.18 Hz, the activity was classified as walking. In addition to this, based on the 
recorded frequency the device also recorded the total number of steps walked by the person 
during this time period. The results of the real-time classification performed by the device are as 
shown in Figure 32. 
 
Figure 32: Real-time Motion Classification Results 
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Following observations can be drawn from Figure 32: 
 The system records values on a microSD card and performs real-time classification of the 
signal as well.  
 The left hand side of the TFT displays the first set of raw X, Y, Z acceleration values 
recorded after completion of initialization of the system. These raw values are later 
multiplied by a scaling factor of 0.0039 to get the recorded gravitational acceleration.  
 In addition to the activity performed, the motion performed and the number of steps recorded 
are also computed and displayed on the TFT screen.  
 The right half of the screen is utilized to ensure successful recording of the acceleration 
values on the microSD card to be later used for offline data processing and validation of the 
result obtained by using the designed real-time normalized cross-correlation algorithm. 
4.3 Method Evaluation 
The signals obtained for each of the activities performed by the test subjects were classified in 
MATLAB and checked for whether the recorded motion gives the same type of result in 
MATLAB by using normalized cross correlation i.e. on recording of walking signal, the signal 
was immediately imported in MATLAB and classified in accordance with the algorithm 
designed for walking, similarly for running, sit to stand and stand to sit transitions and stationary 
position. At the same time, during recording of the motion signals for walking, real-time motion 
classification was performed on the PIC device as well. 
The activity of walking, running and the stationary position were identified correctly with 100 % 
true positives. This implies that the designed algorithm is highly reliable for classification for 
these 3 activities. The analysis of transitions from sit-to-stand and stand-to-sit transitions resulted 
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in 91.67 % true positives since 1 such transition was classified as an unknown activity. These 
results are summarized in Table 2. 
The results above, in particular for walking are those recorded by classification of signals real-
time as well as in MATLAB. Thus Table 2 demonstrates implementation of a highly faithful 
motion classification scheme which can be further extended to perform classification of a wider 
range of movements. 
  
Motion Performed 
Classified As Walking Running Sit-Stand-Sit 
Transition 
Stationary 
Walking 1.0000 0.0000 0.0000 0.0000 
Running 0.0000 1.0000 0.0000 0.0000 
Sit-Stand-Sit 
Transition 
0.0000 0.0000 0.9167 0.0000 
Stationary 0.0000 0.0000 0.0000 1.0000 
Unknown 0.0000 0.0000 0.0833 0.0000 
Table 2: Confusion Matrix for the Results 
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Chapter 5 
Discussion and Future Work 
A prototype for motion classification system for personnel working in hazardous work areas has 
been designed and evaluated. The algorithm used for motion classification purposes does not 
require any training which is one of the important advantages of the system. In addition to this, 
the algorithm is not computationally intensive and as such data processing capabilities of the 
microcontroller used is not a constraint here. This results in the important implication of 
portability which was one of the main objectives during system design as described in Section 
2.2. This system successfully classifies walking, running, sit to stand and stand to sit transitions 
and stationary position.  
The device is light weight, simple to use and can be used in any environmental setting. In 
addition to this, the system can be mounted in any orientation as required to classify motion. It is 
a wireless system capable of classifying motion by using a low cost microcontroller and a triaxial 
accelerometer in contrast to the commercially available motion classification and activity 
monitoring systems which make use of a multiple components such as a microprocessor, 
gyroscopes, magnetic needles and accelerometers in a single system. Therefore, this is a 
dedicated system which can be targeted specifically at activity monitoring and related areas. The 
initial cost of the prototype is approximately $120. However, it can be reduced significantly by 
excluding those components which were not actually essential during the initial stages of testing 
the prototype, especially during debugging the device. Thus, the objectives of faithful motion 
classification, point-of-care design, ease of use and low cost are satisfied. In addition to this, the 
device also offers the feature of offline data analysis. For the offline data analysis since the 
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acceleration values are stored on a microSD card, it can be read on any computer without the 
need of a specific operating system. Hence, the device is platform independent and only requires 
MATLAB as a computing platform for performing the actual task of motion classification. Thus, 
a collection of the accelerometer data of these professionals over a long period of time can prove 
useful to gain an insight on the most common activities performed by these personnel while at 
work and accordingly incorporate those in the real-time motion classification scheme. 
5.1 Functional Uses of the System and Computational Capabilities 
The head mounted accelerometer system has potential uses in a variety of non-clinical settings 
due to its point-of-care approach. In this context, the device can be integrated in a medical 
system or a device which requires motion classification to be performed in addition to some 
other functionalities (e.g.: heart rate monitoring, recording of mobile Electroencephalogram, 
recording and validating of Electromyography signals, etc.). In the current system, the 
classification results are displayed directly on the TFT screen. A more effective approach would 
be to combine this system with a device which has a wireless transmission capability in addition 
to one of the above mentioned functionalities. As a result, the results of the motion classification 
as well as the focused medical monitoring device can be sent to a person stationed away from the 
harsh work environments with a potential for physical harm.   
One such envisioned application area is activity monitoring of firefighters on duty in addition to 
conclusively establishing the level of fatigue prior to delegating them their respective firefighting 
duties. This can be effectively achieved by combining the motion classification system and a 
system designed with a point-of-care for recording EEG signals. Some work has been done in the 
area of recording EEG signals during motion and detection of descriptive differences between 
the types of motion performed [48,50]. This data can be combined with the motion classification 
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system as well to validate the results of motion classification conclusively. Prior work done has 
also been performed in the area of fatigue monitoring of the firefighters through applied stimuli 
and then measuring changes in brain response remotely. [49] In these systems, EEG signals have 
been used to detect fatigue induced in the firefighters due to periods of intense physical and 
mental pressure in dangerous work environments. The results of monitoring can be transmitted 
remotely to an observation station remotely via Bluetooth signals. Combined with the device 
which performs motion classification for activity monitoring, such a system would enable remote 
monitoring of these professionals by a supervisor/manager to track their movements and ensure 
their safety while at work. In addition to this, the system can also be used to decide an effective 
strategy for a more successful rotation of active workers and/or scheduling of rest periods. In this 
context, EEG signals are important to ensure and conclusively state whether a firefighter will be 
able to perform the task at hand without being fatigued.  
The system designed by Lovelace et. al in the work mentioned above uses the 
dsPIC33FJ256GP710 microcontroller (Microchip Technology, Inc.) which is a 16-bit 
microcontroller as well and hence can be easily integrated with the prototype designed in this 
work. [49] Taking into consideration the computational capabilities of PIC24FJ256GB110 which 
is also a 16-bit microcontroller, the program utilizes 143781 bytes (54 %) of the total program 
memory and 5280 bytes (32 %) of the total data memory. This is basically due to the use of the 
MLA, in particular the Microchip Graphics Library. In this case, more than 75 % of the total 
program memory used is due to the inclusion of the MLA. Since this work was basically focused 
on designing the prototype, the inclusion of the graphics and touch functionality in the form of 
MLA facilitated highly efficient tools for debugging purposes. However, the final device can be 
as simple as a functional combination of a PIC microcontroller and ADXL345 accelerometer 
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along with a few LEDs, a microSD card slot, a serial flash memory and a programming port to 
support basic debugging and programming functionalities respectively. As a result, the memory 
consumption can be reduced by at least more than 30 % in the designed accelerometer system. 
This will enable easy integration of this system with a medical device targeted for some further 
functionality in addition to activity monitoring. 
5.2 Future Work 
The present head-mounted accelerometer system was designed with the aim of developing a 
basic working prototype that effectively classifies motion for achieving the aim of activity 
monitoring with an emphasis on portability, modularity, simplicity and point-of-care approach 
for the design. Hence, one of the important steps in the process of improvements to be made to 
the device would be designing of a custom printed circuit board with only the essential 
components. This has an increased advantage of reduction of the size and weight of the device.  
In addition to this, as of now the prototype classifies a limited number of activities. A more 
improved version of device could be the one classifying a wider range of motions. An ideal 
situation would be improving the device to classify those movements specifically performed by 
the firefighters. Combined with the EEG systems developed, this system can even be used to 
monitor the quality and speed of simple motions focused on head movements such as nodding, 
head-rotations, etc. as a measure of fatigue induced in the firefighters. 
Since the system is capable of classifying motion and hence performs the function of activity 
monitoring effectively, a pilot study can be conducted to test the device on firefighters in action 
in addition to recording their brain activity by means of EEG signal acquisition as described 
previously. [49,50] The device design can be slightly modified so as to mount it inside the 
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helmet of the firefighters during the course of the study. The results obtained from this study can 
be utilized for further improvements and ultimately the commercialization of the system. 
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Appendices 
Appendix A: MATLAB Scripts 
 
For classification of walking signal 
 
% Author: Madhura Mujumdar 
% Code for Motion Classification using Normalized Cross-correlation Algorithm 
%Import Data 
x = Sheet1(:,1)*0.0039; % Imported data X axis for Walking 
y = Sheet1(:,2)*0.0039; % Imported data Y axis for Walking 
z = Sheet1(:,3)*0.0039; % Imported data Z axis for Walking 
  
% Use the formula Acceleration = sqrt (x^2+y^2+z^2) 
xsquared = x.^2; 
ysquared = y.^2; 
zsquared = z.^2; 
a = sqrt (xsquared+ysquared+zsquared); 
figure 
plot(a, 'g', 'LineWidth',2) 
%Design of FIR filter (moving average) using the function filter (b,a,x) 
windowSize = 5; 
anew = filter(ones(1,windowSize)/windowSize,1,a); % Filtered data (column 
matrix) 
% Conversion to g values and plotting them 
aactual = anew.'; % Row matrix of filtered data since normxcorr2 uses row 
vectors 
  
% Feature Extraction for Walking and performing normalized cross-correlation 
asample1actual = aactual(5:57); 
figure 
plot(aactual, 'b', 'LineWidth',2) 
figure 
plot(asample1actual, 'm', 'LineWidth',2) 
  
c1 = normxcorr2(asample1actual, aactual); 
  
c1greaterthan08 = c1>0.75; % finds values in c1 which are greater than 0.75 
and returns a logical 1 when the value is actually greater than 0.75 
c1greaterthan08actual = c1(c1greaterthan08); % returns actual values in c1 
which are greater than 0.75 
  
c1greaterthan08indices = find (c1>0.75); % finds indices of the values of 
correlation coefficients which are greater than 0.75 
lengthc1 = length (c1greaterthan08indices); 
time = zeros(size(c1greaterthan08indices)); % creates a row matrix of zeros   
j=1; 
for i=1:lengthc1-1; 
     
    if ((c1greaterthan08indices(i+1)-c1greaterthan08indices(i))== 1) 
         
        output = c1greaterthan08indices(i); 
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    else  
         
        time(j) = (c1greaterthan08indices(i+1)-c1greaterthan08indices(i)); % 
adds the difference to the row matrix of zeros  
        j=j+1; 
         
    end 
end 
timebetpulses = time>0; 
timeactual = time(timebetpulses) 
Step = 1 
for k=1:length(timeactual) 
    if ((time(k)>=40) && (time(k)<=63) && (maximuma < 2.03) && (minimuma > 
0.64)) 
        Result = sprintf('Activity is walking. Step number = %d', Step) 
        Step = Step+1; 
    end 
end 
 
 
For classification of running signal 
 
% Author: Madhura Mujumdar 
% Code for Motion Classification using Normalized Cross-correlation Algorithm 
%Import Data 
x = Running(:,1)*0.0039; % Imported data X axis for Running 
y = Running(:,2)*0.0039; % Imported data Y axis for Running 
z = Running(:,3)*0.0039; % Imported data Z axis for Running 
  
% Use the formula Acceleration = sqrt (x^2+y^2+z^2) 
xsquared = x.^2; 
ysquared = y.^2; 
zsquared = z.^2; 
a = sqrt (xsquared+ysquared+zsquared); 
maximuma = max (a); 
minimuma = min (a); 
figure 
plot(a, 'g', 'LineWidth',2) 
%Design of FIR filter (moving average) using the function filter (b,a,x) 
windowSize = 3; 
anew = filter(ones(1,windowSize)/windowSize,1,a); % Filtered data (column 
matrix) 
% Conversion to g values and plotting them 
aactual = anew.'; % Row matrix of filtered data since normxcorr2 uses row 
vectors 
  
% Feature Extraction for Walking and performing normalized cross-correlation 
asample1actual = aactual(24:58); 
figure 
plot(aactual, 'b', 'LineWidth',2) 
figure 
plot(asample1actual, 'm', 'LineWidth',2) 
  
c1 = normxcorr2(asample1actual, aactual); 
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c1greaterthan08 = c1>0.75; % finds values in c1 which are greater than 0.75 
and returns a logical 1 when the value is actually greater than 0.75 
c1greaterthan08actual = c1(c1greaterthan08); % returns actual values in c1 
which are greater than 0.75  
c1greaterthan08indices = find (c1>0.75); % finds indices of the values of 
correlation coefficients which are greater than 0.75 
lengthc1 = length (c1greaterthan08indices); 
time = zeros(size(c1greaterthan08indices)); % creates a row matrix of zeros   
j=1; 
for i=1:lengthc1-1; 
     
    if ((c1greaterthan08indices(i+1)-c1greaterthan08indices(i))== 1) 
         
        output = c1greaterthan08indices(i); 
         
    else  
         
        time(j) = (c1greaterthan08indices(i+1)-c1greaterthan08indices(i)); % 
adds the difference to the row matrix of zeros  
        j=j+1; 
         
    end 
end 
timebetpulses = time>0; 
timeactual = time(timebetpulses) 
for k=1:length(timeactual) 
    if ((time(k)>=24) && (time(k)<=35) && (maximuma>2.29) && (minimuma 
<0.101)) 
        Result = sprintf('Activity is running. Step number = %d', k) 
    end 
end 
 
 
For classification of sit to stand and stand to sit transitions 
 
% Author: Madhura Mujumdar 
% Code for Motion Classification using Normalized Cross-correlation Algorithm 
%Import Data 
x = SittoStandtoSit(:,1)*0.0039; % Imported data X axis for Transitions 
y = SittoStandtoSit(:,2)*0.0039; % Imported data Y axis for Transitions 
z = SittoStandtoSit(:,3)*0.0039; % Imported data Z axis for Transitions 
  
% Use the formula Acceleration = sqrt (x^2+y^2+z^2) 
xsquared = x.^2; 
ysquared = y.^2; 
zsquared = z.^2; 
a = sqrt (xsquared+ysquared+zsquared); 
maximuma = max(a); 
minimuma = min(a); 
figure 
plot(a, 'g', 'LineWidth',2) 
%Design of FIR filter (moving average) using the function filter (b,a,x) 
windowSize = 5; 
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anew = filter(ones(1,windowSize)/windowSize,1,a); % Filtered data (column 
matrix) 
% Conversion to g values and plotting them 
aactual = anew.'; % Row matrix of filtered data since normxcorr2 uses row 
vectors 
  
% Feature Extraction for Walking and performing normalized cross-correlation 
asample1actual1 = aactual(25:257); 
asample2actual2 = aactual (180:259); 
% asample1actual = StandardRunning; % Imported standard signal for walking 
figure 
% subplot (2,1,1) 
plot(aactual, 'b', 'LineWidth',2) 
 hold on 
% subplot (2,1,2) 
  
  
c1 = normxcorr2(asample1actual1, aactual); 
 plot(c1, 'm', 'LineWidth',2) 
c1greaterthan08 = c1>0.75; % finds values in c1 which are greater than 0.75 
and returns a logical 1 when the value is actually greater than 0.75 
c1greaterthan08actual = c1(c1greaterthan08); % returns actual values in c1 
which are greater than 0.75 
  
c1greaterthan08indices = find (c1>0.75); % finds indices of the values of 
correlation coefficients which are greater than 0.75 
lengthc1 = length (c1greaterthan08indices); 
time = zeros(size(c1greaterthan08indices)); % creates a row matrix of zeros   
j=1; 
for i=1:lengthc1-1; 
     
    if ((c1greaterthan08indices(i+1)-c1greaterthan08indices(i))>1) 
        time(j) = (c1greaterthan08indices(i+1)-c1greaterthan08indices(i)); % 
adds the difference to the row matrix of zeros  
        j=j+1; 
    elseif ((c1greaterthan08indices(i+1)-c1greaterthan08indices(i))== 1) 
         
        time(j) = c1greaterthan08indices(i); 
        
    end 
end 
timebetpulses = time>0; 
timeactual = time(timebetpulses) 
motionstand = 1; 
for k=1:length(timeactual) 
    if ((time(k)>=205) && (time(k)<=355) && (maximuma < 1.87) && (minimuma > 
0.38)) 
        Result = sprintf('Activity is sit to stand and then stand to sit. 
Motion Count = %d', motionstand+1) 
    end 
end 
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For classification of stationary position 
% Author: Madhura Mujumdar 
% Code for Motion Classification using Normalized Cross-correlation Algorithm 
%Import Data 
x = Stationary(:,1)*0.0039; % Imported data X axis for Stationary  
y = Stationary(:,2)*0.0039; % Imported data Y axis for Stationary 
z = Stationary(:,3)*0.0039; % Imported data Z axis for Stationary 
  
% Use the formula Acceleration = sqrt (x^2+y^2+z^2) 
xsquared = x.^2; 
ysquared = y.^2; 
zsquared = z.^2; 
a = sqrt (xsquared+ysquared+zsquared); 
figure 
plot(a, 'g', 'LineWidth',2) 
maximum = max(a) 
minimum = min(a) 
samples = (length(a))/100; 
if ((minimum>0.98) && (maximum<1.06)) 
    Result = sprintf('The person is stationary for %d seconds', samples) 
     
end  
 
 
Appendix B: MPLAB X C Code Main.c 
 
/***************************************************************************** 
 * Microchip Graphics Library 
 * Graphics Display Designer (GDD) Template 
 ***************************************************************************** 
 * FileName:        Main.c 
 * Processor:       PIC24F, PIC24H, dsPIC, PIC32 
 * Compiler:        MPLAB C30/C32 
 * Company:         Microchip Technology Incorporated 
 * 
 * Software License Agreement 
 * 
 * Copyright © 2010 Microchip Technology Inc.  All rights reserved. 
 * Microchip licenses to you the right to use, modify, copy and distribute 
 * Software only when embedded on a Microchip microcontroller or digital 
 * signal controller, which is integrated into your product or third party 
 * product (pursuant to the sublicense terms in the accompanying license 
 * agreement). 
 * 
 * You should refer to the license agreement accompanying this Software 
 * for additional information regarding your rights and obligations. 
 * 
 * SOFTWARE AND DOCUMENTATION ARE PROVIDED “AS IS” WITHOUT WARRANTY OF ANY 
 * KIND, EITHER EXPRESS OR IMPLIED, INCLUDING WITHOUT LIMITATION, ANY WARRANTY 
 * OF MERCHANTABILITY, TITLE, NON-INFRINGEMENT AND FITNESS FOR A PARTICULAR 
 * PURPOSE. IN NO EVENT SHALL MICROCHIP OR ITS LICENSORS BE LIABLE OR 
 * OBLIGATED UNDER CONTRACT, NEGLIGENCE, STRICT LIABILITY, CONTRIBUTION, 
 * BREACH OF WARRANTY, OR OTHER LEGAL EQUITABLE THEORY ANY DIRECT OR INDIRECT 
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 * DAMAGES OR EXPENSES INCLUDING BUT NOT LIMITED TO ANY INCIDENTAL, SPECIAL, 
 * INDIRECT, PUNITIVE OR CONSEQUENTIAL DAMAGES, LOST PROFITS OR LOST DATA, 
 * COST OF PROCUREMENT OF SUBSTITUTE GOODS, TECHNOLOGY, SERVICES, OR ANY 
 * CLAIMS BY THIRD PARTIES (INCLUDING BUT NOT LIMITED TO ANY DEFENSE THEREOF), 
 * OR OTHER SIMILAR COSTS. 
 * 
 * Date         Comment 
 *~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
 * 
 *****************************************************************************/ 
#include "Main.h" 
#include "GDD_Screens.h" 
#include "PPS.h" 
#include "Mikromedia.h" 
#include "ADXL345.h" 
#include "i2c.h" 
#include "stdlib.h" 
#include "stdio.h" 
#include "FSIO.h" 
#include "TouchGrid.h" 
#include "LCDTerminal.h" 
//#include "MDD File System/FSIO.h" 
#include "FSconfig.h" 
#include "stdarg.h" 
#include <math.h> 
#include "Graphics/Graphics.h" 
#include "uMedia.h" 
//#include "uMedia.h" 
//#define _SCREENCAPTURE 
 
#define rows 500 
#ifdef _SCREENCAPTURE 
#include "MDD File System/FSIO.h" 
#endif 
 
 
// Configuration bits 
#if defined(__dsPIC33F__) || defined(__PIC24H__) 
_FOSCSEL(FNOSC_PRI); 
_FOSC(FCKSM_CSECMD &OSCIOFNC_OFF &POSCMD_XT); 
_FWDT(FWDTEN_OFF); 
#elif defined(__dsPIC33E__) || defined(__PIC24E__) 
_FOSCSEL(FNOSC_FRC); 
_FOSC(FCKSM_CSECMD & POSCMD_XT & OSCIOFNC_OFF & IOL1WAY_OFF); 
_FWDT(FWDTEN_OFF); 
_FPOR(FPWRT_PWR128 & BOREN_ON & ALTI2C1_ON & ALTI2C2_ON); 
_FICD(ICS_PGD1 & RSTPRI_PF & JTAGEN_OFF); 
#elif defined(__PIC32MX__) 
    #pragma config FPLLODIV = DIV_1, FPLLMUL = MUL_20, FPLLIDIV = DIV_2, FWDTEN = OFF, FCKSM 
= CSECME, FPBDIV = DIV_1 
    #pragma config OSCIOFNC = ON, POSCMOD = XT, FSOSCEN = ON, FNOSC = PRIPLL 
    #pragma config CP = OFF, BWP = OFF, PWP = OFF 
#else 
    #if defined(__PIC24FJ256GB110__) 
_CONFIG1(JTAGEN_OFF & GCP_OFF & GWRP_OFF & FWDTEN_OFF & ICS_PGx2) 
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_CONFIG2(0xF7FF & IESO_OFF & FCKSM_CSDCMD & OSCIOFNC_OFF & POSCMOD_XT & 
FNOSC_PRIPLL & PLLDIV_DIV2 & IOL1WAY_OFF) 
    #endif 
    #if defined(__PIC24FJ256GA110__) 
_CONFIG1(JTAGEN_OFF & GCP_OFF & GWRP_OFF & FWDTEN_OFF & ICS_PGx2) 
_CONFIG2(IESO_OFF & FCKSM_CSDCMD & OSCIOFNC_OFF & POSCMOD_XT & FNOSC_PRIPLL & 
IOL1WAY_OFF) 
    #endif 
    #if defined(__PIC24FJ128GA010__) 
_CONFIG2(FNOSC_PRIPLL & POSCMOD_XT) // Primary XT OSC with PLL 
_CONFIG1(JTAGEN_OFF & FWDTEN_OFF)   // JTAG off, watchdog timer off 
    #endif 
 #if defined (__PIC24FJ256GB210__) 
_CONFIG1( WDTPS_PS32768 & FWPSA_PR128 & ALTVREF_ALTVREDIS & WINDIS_OFF & 
FWDTEN_OFF & ICS_PGx2 & GWRP_OFF & GCP_OFF & JTAGEN_OFF) 
_CONFIG2( POSCMOD_XT & IOL1WAY_OFF & OSCIOFNC_OFF & OSCIOFNC_OFF & FCKSM_CSDCMD 
& FNOSC_PRIPLL & PLL96MHZ_ON & PLLDIV_DIV2 & IESO_OFF) 
_CONFIG3( WPFP_WPFP255 & SOSCSEL_SOSC & WUTSEL_LEG & WPDIS_WPDIS & 
WPCFG_WPCFGDIS & WPEND_WPENDMEM) 
 #endif 
 #if defined (__PIC24FJ256DA210__) 
_CONFIG1( WDTPS_PS32768 & FWPSA_PR128 & ALTVREF_ALTVREDIS & WINDIS_OFF & 
FWDTEN_OFF & ICS_PGx2 & GWRP_OFF & GCP_OFF & JTAGEN_OFF) 
_CONFIG2( POSCMOD_XT & IOL1WAY_OFF & OSCIOFNC_OFF & OSCIOFNC_OFF & FCKSM_CSDCMD 
& FNOSC_PRIPLL & PLL96MHZ_ON & PLLDIV_DIV2 & IESO_OFF) 
_CONFIG3( WPFP_WPFP255 & SOSCSEL_EC & WUTSEL_LEG & ALTPMP_ALTPMPEN & WPDIS_WPDIS 
& WPCFG_WPCFGDIS & WPEND_WPENDMEM) 
 #endif 
#endif 
///////////////////////////////////////////////////////////////////////////// 
// SPI Device Initialization Function 
///////////////////////////////////////////////////////////////////////////// 
#if defined (USE_SST25VF016) 
    // initialize GFX3 SST25 flash SPI 
    #define FlashInit(pInitData) SST25Init((DRV_SPI_INIT_DATA*)pInitData) 
#elif defined (USE_MCHP25LC256) 
    // initialize EEPROM on Explorer 16 
    #define FlashInit(pInitData) MCHP25LC256Init((DRV_SPI_INIT_DATA*)pInitData) 
#elif defined (USE_M25P80) 
    #define FlashInit(pInitData) SST25Init((DRV_SPI_INIT_DATA*)pInitData) 
#endif 
 
 
 
///////////////////////////////////////////////////////////////////////////// 
// SPI Channel settings 
///////////////////////////////////////////////////////////////////////////// 
#if defined (SPI_CHANNEL_1_ENABLE) || defined (SPI_CHANNEL_2_ENABLE) || defined 
(SPI_CHANNEL_3_ENABLE) || defined (SPI_CHANNEL_4_ENABLE) 
    #if defined (USE_SST25VF016) 
        #ifdef __PIC32MX 
            const DRV_SPI_INIT_DATA SPI_Init_Data = {SST25_SPI_CHANNEL, 1, 0, 0, 1, 1, 0}; 
            #ifdef USE_TOUCHSCREEN_AR1020 
                const DRV_SPI_INIT_DATA ar1020SpiInit = {AR1020_SPI_CHANNEL,    44, 0, 0, 0, 0, 0}; 
            #endif 
        #else 
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            const DRV_SPI_INIT_DATA SPI_Init_Data = {SST25_SPI_CHANNEL, 3, 6, 0, 1, 1, 0}; 
            #ifdef USE_TOUCHSCREEN_AR1020 
                const DRV_SPI_INIT_DATA ar1020SpiInit = {AR1020_SPI_CHANNEL,    2,  3, 0, 0, 0, 0}; 
            #endif 
        #endif 
    #elif defined (USE_MCHP25LC256) 
        const DRV_SPI_INIT_DATA SPI_Init_Data = {MCHP25LC256_SPI_CHANNEL, 6, 3, 0, 1, 1, 0}; 
    #elif defined (USE_M25P80) 
            const DRV_SPI_INIT_DATA SPI_Init_Data = {SST25_SPI_CHANNEL, 3, 6, 0, 1, 1, 0}; 
    #endif 
#endif 
 
///////////////////////////////////////////////////////////////////////////// 
// TouchScreen Init Values 
///////////////////////////////////////////////////////////////////////////// 
#ifdef USE_TOUCHSCREEN_RESISTIVE 
#define TOUCH_INIT_VALUES   (NULL) 
#endif 
#ifdef USE_TOUCHSCREEN_AR1020 
#define TOUCH_INIT_VALUES   ((void *)&ar1020SpiInit) 
#endif 
 
///////////////////////////////////////////////////////////////////////////// 
//                            LOCAL PROTOTYPES 
///////////////////////////////////////////////////////////////////////////// 
void            TickInit(void);                 // starts tick counter 
void   InitializeBoard(void); 
void            uMBInit( void); 
void            writeACCRegister( BYTE , BYTE ); 
 
 
/* globals */ 
WORD TMRX=0, TMRXflag=0; 
#define TMRX_PERIOD     2000 
int secCount = 0; 
int milliCount = 0; 
int dSec = 0; 
int Sec = 0; 
int Min = 0; 
 
 
#ifdef _SCREENCAPTURE 
void ScreenCapture( char *filename) 
{ 
    FSFILE *fp; 
    GFX_COLOR Row[ 320]; 
    int i, j; 
 
    // open file 
    fp = FSfopen( filename, FS_WRITE); 
    if ( fp != NULL) 
    { 
        // dump contents of the screen 
        for(j=0; j<=GetMaxY(); j++) 
        { 
            // row by row 
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            for( i=0; i<=GetMaxX(); i++) 
            { 
                Row[ i] = GetPixel( i, j); 
            } 
 
            // write buffer to file 
            FSfwrite( Row, sizeof(Row), 1, fp); 
        } 
 
        // close file 
        FSfclose( fp); 
 
    } 
} 
#endif 
 
/******************************************************************************* 
 Initialization of Timer 1 for secCount 
 ******************************************************************************/ 
void InitTiming( void) 
{ 
//    TMR1          = 0; 
    T1CON = 0;              // Timer reset 
    IFS0bits.T1IF = 0;      // Reset Timer1 interrupt flag 
    IPC0bits.T1IP2 = 1 ;      // Timer1 Interrupt priority level=5 
    IPC0bits.T1IP1 = 1 ; 
    IPC0bits.T1IP0 = 0 ; 
    IEC0bits.T1IE = 1;      // Enable Timer1 interrupt 
    TMR1          = 0x0000; 
    //PR1 = 0x3E80;           // Timer1 period register = 1ms 
    PR1           = 2500 - 1 ; // Timer 1 period register for 100 Hz 
    //PR1           = 0x9050; 
    T1CON = 0x8020;      // Enable Timer1 and start the counter 
 
 
    /*_T1IP = 6; 
    TMR1 = 0; 
    PR1 = 25000-1; 
    T1CONbits= 0x8020; 
    _T1IF = 0; 
    _T1IE = 1; 
    //_IPL = 0;*/ 
 
} // end InitTiming 
 
 
 
/* ISR ROUTINE FOR THE TIMER1 INTERRUPT */ 
void __attribute__((interrupt,no_auto_psv)) _T1Interrupt( void ) 
{ 
    TMR1          = 0; 
    IFS0bits.T1IF = 0; 
    //T1CONbits.TON = 0; 
//    _RF4 = ~_RF4; 
 
    milliCount++; 
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    if (milliCount > 99) { 
        milliCount = 0; 
        secCount++; 
    } 
    //T1CONbits.TON = 1; 
    /* reset Timer 1 interrupt flag */ 
    //_T1IF = 0; 
 
    /*dSec++;         // increment the tens of a second counter 
    if ( dSec > 9)  // 10 tens in a second 
    { 
        dSec = 0; 
        Sec++;      // increment the seconds counter 
 
        if ( Sec > 59)  // 60 seconds make a minute 
        { 
            Sec = 0; 
            Min++;  // increment the minute counter 
 
            if ( Min > 59)// 59 minutes in an hour 
                Min = 0; 
        } // minutes 
    } // seconds 
 
    // 1.2 clear the interrupt flag 
    _T1IF = 0;*/ 
} 
 
 
/**************************************************************************** 
 SDCardInit(): For initialization of SD card 
 ***************************************************************************/ 
int SDCardInit (void) 
{ 
    // initializations 
    uMBInit();                                // init pins and ports 
    LCDInit();                                // inits terminal emulation 
    DisplayBacklightOn(); 
    TouchGridInit( GetMaxX()/3, GetMaxY()/3); // defines a 3x3 grid 
 
    // splash screen 
    LCDClear(); 
    OutTextXY (50, 100, "Please tap the screen "); 
    OutTextXY (50, 120, "and perform motion "); 
    while (TouchGetX() < 0); 
    while (TouchGetX() > 0); 
    LCDClear(); 
 
   // Initialize the library 
   while (!FSInit()) 
   { 
       LCDCenterString( 0, "Insert Card"); 
       DelayMs( 100); 
   } 
 
    LCDClear(); 
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    return 0; 
} 
 
void Delay (void) 
{ 
    int a, b = 0; 
    for (b = 0; b < 4510; b++) 
    { 
        a += b; 
    } 
 
} 
 
 
// reverses a string 'str' of length 'len' 
void reverse(char *str, int len) 
{ 
    int i=0, j=len-1, temp; 
    while (i<j) 
    { 
        temp = str[i]; 
        str[i] = str[j]; 
        str[j] = temp; 
        i++; j--; 
    } 
} 
 
int intToStr(int x, char str[], int d) 
{ 
    int i = 0; 
    while (x) 
    { 
        str[i++] = (x%10) + '0'; 
        x = x/10; 
    } 
 
    // If number of digits required is more, then 
    // add 0s at the beginning 
    while (i < d) 
        str[i++] = '0'; 
 
    reverse(str, i); 
    str[i] = '\0'; 
    return i; 
} 
// Converts a floating point number to string. 
void ftoa(float n, char *res, int afterpoint) 
{ 
    // Extract integer part 
    int ipart = (int)n; 
 
    // Extract floating part 
    float fpart = n - (float)ipart; 
 
    // convert integer part to string 
    int i = intToStr(ipart, res, 0); 
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    // check for display option after point 
    if (afterpoint != 0) 
    { 
        res[i] = '.';  // add dot 
 
        // Get the value of fraction part upto given no. 
        // of points after dot. The third parameter is needed 
        // to handle cases like 233.007 
        fpart = fpart * pow(10, afterpoint); 
 
        intToStr((int)fpart, res + i + 1, afterpoint); 
    } 
} 
 
 
/* */ 
int main(void) 
{ 
    GOL_MSG msg;                    // GOL message structure to interact with GOL 
    int x, y, z; 
    int avgx, avgy, avgz; 
    avgx = avgy = avgz = 0; 
    FSFILE * pointer, * fp; 
    int accelArrayx[rows],accelArrayy[rows],accelArrayz[rows], arrayIndexcc[50]; 
    float accelAveragex[rows]; 
 
    InitializeBoard(); 
    ACCInit(); 
    SDCardInit(); 
    GDDDemoCreateFirstScreen(); 
 
    while(1) 
    { 
        if(GOLDraw())               // Draw GOL object 
        { 
            TouchGetMsg(&msg);      // Get message from touch screen 
 
            GOLMsg(&msg);           // Process message 
        } 
 
        if ( TMRXflag) 
        { 
            TMRXflag = 0; 
            if (( TouchGetRawX() != -1) && ( TouchGetRawY() != -1)) 
            { 
                // Create a file 
                pointer = FSfopen ("ACCXAxis.CSV", "w"); 
                if (pointer == NULL) 
                    while(1); 
                fp = FSfopen ("ACCAxis.CSV", "w"); 
                if (pointer == NULL) 
                while(1);// 
                OutTextXY (210, 80, "File Created"); 
                int count = 0; 
                int i,p,j ; 
80 
 
                OutTextXY (180, 100, "Initializing Time"); 
                char buf1[10], buf2[10], bufx[10], bufy[10], bufz[10]; 
                InitTiming (); 
                while(secCount<5) { 
                Delay(); 
                Delay(); 
                Delay(); 
                readACCxyz( &x, &y, &z); 
                accelArrayx[count] = x; 
                accelArrayy[count] = y; 
                accelArrayz[count] = z; 
                count++; 
            } 
 
            OutTextXY (192, 120, "Data Recorded"); 
            itoa (buf1, count, 10); 
            itoa (buf2, secCount, 10); 
            OutTextXY (210, 40, "Count:"); 
            OutTextXY (260, 40, buf1); 
            OutTextXY (210, 60, "Time:"); 
            OutTextXY (270, 60, "s"); 
            OutTextXY (260, 60, buf2); 
            int nx = accelArrayx[9]; 
            itoa (bufx, nx, 10); 
            OutTextXY (40, 90, "x"); 
            OutTextXY (30, 110, bufx); 
            int ny = accelArrayy[9]; 
            itoa (bufy, ny, 10); 
            OutTextXY (70, 90, "y"); 
            OutTextXY (70, 110, bufy); 
            int nz = accelArrayz[9]; 
            itoa (bufz, nz, 10); 
            OutTextXY (110, 90, "z"); 
            OutTextXY (100, 110, bufz); 
            for (j = 0; j < count; j++){ 
 
                FSfprintf (pointer, " %d, %d, %d\n", accelArrayx[j], accelArrayy[j], accelArrayz[j]); 
            } 
 
            OutTextXY (210, 140, "File Written"); 
            // Close the file 
            if (FSfclose (pointer)) 
                while(1); 
            OutTextXY (216, 160, "File Closed"); 
            int sum; 
            for (i = 0; i < (count); i++) { 
 
                int sumx, sumy, sumz; 
                sumx = sumy = sumz = 0; 
                sum = 0; 
                accelArrayx[i] *= accelArrayx[i]; 
                if (accelArrayx[i]<0){ 
                    accelArrayx[i] = (accelArrayx[i]*(-1)); 
                } 
                accelArrayy[i] *= accelArrayy[i]; 
                if (accelArrayy[i]<0){ 
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                    accelArrayy[i] = (accelArrayy[i]*(-1)); 
                } 
                accelArrayz[i] *= accelArrayz[i]; 
                if(accelArrayz[i]<0){ 
                    accelArrayz[i] = (accelArrayz[i]*(-1)); 
                } 
                FSfprintf (fp, "%d, %d, %d\n", accelArrayx[i], accelArrayy[i], accelArrayz[i]); 
                sum = accelArrayx[i]+accelArrayy[i]+accelArrayz[i]; 
                if (sum<0){ 
                    sum = (sum*(-1)); 
                }                
                accelAveragex[i] = sqrt((float)sum); 
            } 
              
            float T[17], Correlationcoefficient[50]; 
            int indexcount; 
            indexcount = 0; 
            for (j=0; j<30; j++){ 
                T[j] = accelAveragex[j]; 
            } 
            for (i=0; i<(count-17+1); i++) { 
 
                int t; 
                float SumIT, SumI, SumT, SumSqI, SumSqT, Numerator, Denominator; 
                SumIT = SumI = SumT = SumSqI = SumSqT = Numerator = Denominator = 0; 
                for (t=0; t<17; t++) { 
                    SumIT += accelAveragex[i+t]*T[t]; 
                    SumI += accelAveragex[i+t]; 
                    SumT += T[t]; 
                    SumSqI += accelAveragex[i+t]*accelAveragex[i+t]; 
                    SumSqT += T[t]*T[t]; 
                } 
                Numerator = 17*SumIT - (SumI*SumT); 
                Denominator = sqrt((17*SumSqI - (SumI*SumI))*(17*SumSqT - (SumT*SumT))); 
                Correlationcoefficient[i] = Numerator/Denominator; 
                if (Correlationcoefficient[i]>0.70) { 
                    arrayIndexcc[indexcount] = i; 
                    indexcount++; 
                } 
            } 
            int step; 
            step = 0; 
            for (p=0; p<indexcount; p++) { 
                if ((arrayIndexcc[p+1]-arrayIndexcc[p])==1) { 
                    OutTextXY(40, 130, "Same Step"); 
                } 
                else{ 
                    step += 1; 
                    itoa (bufy, step, 10); 
                    OutTextXY(40, 150, "Activity is Walking"); 
                    OutTextXY(40, 180, "Step: "); 
                    OutTextXY ((70+(14*step)), 180, bufy); 
                } 
            } 
        
            OutTextXY (210, 140, "File Written"); 
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            // Close the file 
            if (FSfclose (fp)) 
                while(1); 
            OutTextXY (216, 160, "File Closed"); 
        } 
    }//end while 
} 
 
 
/** 
 *  connect the output compare module #1 to the RD2 pin 
 */ 
void BacklightInit() 
{ 
    // configure OC1 block to generate a PWM signal 
    OC1CON1bits.OCTSEL = 0x7;           // use peripheral clock (16Mhz) 
    OC1CON1bits.OCM = 0x6;              // edge aligned PWM 
    OC1CON2 = 0;                        // No SYnchronizations required 
    OC1R =  0xfffe;                     // start off with max value 
    OC1RS = 0xffff;                     // set period  ~ 240Hz (16MHz/65.536) 
    PPSOutput( PPS_RP23, PPS_OC1);      // OC1 =RP23 D2/pin 77 
 
} // Backlight Init 
 
 
void BacklightSet( int i) 
{ 
    OC1R = i<<8; 
} 
 
#ifdef _SCREENCAPTURE 
/** 
 */ 
void ScreenCapture( char *filename) 
{ 
    FSFILE *fp; 
    GFX_COLOR Row[ 320]; 
    int i, j; 
 
    // open file 
    fp = FSfopen( filename, FS_WRITE); 
    if ( fp != NULL) 
    { 
        // dump contents of the screen 
        for(j=0; j<=GetMaxY(); j++) 
        { 
            // row by row 
            for( i=0; i<=GetMaxX(); i++) 
            { 
                Row[ i] = GetPixel( i, j); 
            } 
 
            // write buffer to file 
            FSfwrite( Row, sizeof(Row), 1, fp); 
        } 
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        // close file 
        FSfclose( fp); 
 
    } 
} 
#endif 
 
 
///////////////////////////////////////////////////////////////////////////// 
// Function: WORD GOLMsgCallback(WORD objMsg, OBJ_HEADER* pObj, GOL_MSG* pMsg) 
// Input: objMsg - translated message for the object, 
//        pObj - pointer to the object, 
//        pMsg - pointer to the non-translated, raw GOL message 
// Output: if the function returns non-zero the message will be processed by default 
// Overview: it's a user defined function. GOLMsg() function calls it each 
 
//           time the valid message for the object received 
///////////////////////////////////////////////////////////////////////////// 
WORD GOLMsgCallback(WORD objMsg, OBJ_HEADER *pObj, GOL_MSG *pMsg) 
{ 
    WORD    objectID; 
 
    objectID = GetObjID(pObj); 
 
    GDDDemoGOLMsgCallback(objMsg, pObj, pMsg); 
 
    // Add additional code here... 
 
    return (1); 
} 
 
///////////////////////////////////////////////////////////////////////////// 
// Function: WORD GOLDrawCallback() 
// Output: if the function returns non-zero the draw control will be passed to GOL 
// Overview: it's a user defined function. GOLDraw() function calls it each 
//           time when GOL objects drawing is completed. User drawing should be done here. 
//           GOL will not change color, line type and clipping region settings while 
 
//           this function returns zero. 
///////////////////////////////////////////////////////////////////////////// 
WORD GOLDrawCallback(void) 
{ 
    GDDDemoGOLDrawCallback(); 
 
    // Add additional code here... 
 
    return (1); 
} 
 
 
///////////////////////////////////////////////////////////////////////////// 
// Function: Timer3 ISR 
// Input: none 
// Output: none 
// Overview: increments tick counter. Tick is approx. 1 ms. 
///////////////////////////////////////////////////////////////////////////// 
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#ifdef __PIC32MX__ 
    #define __T3_ISR    __ISR(_TIMER_3_VECTOR, ipl4) 
#else 
    #define __T3_ISR    __attribute__((interrupt, shadow, auto_psv)) 
#endif 
 
/* */ 
void __T3_ISR _T3Interrupt(void) 
{ 
    TMR3 = 0; 
    // Clear flag 
    #ifdef __PIC32MX__ 
    mT3ClearIntFlag(); 
    #else 
    IFS0bits.T3IF = 0; 
    #endif 
 
    TMRX++; 
    if ( TMRX >= TMRX_PERIOD) 
    { 
        TMRX = 0; 
        TMRXflag = 1; 
    } 
 
    TouchDetectPosition(); 
} 
 
///////////////////////////////////////////////////////////////////////////// 
// Function: void TickInit(void) 
// Input: none 
// Output: none 
// Overview: Initilizes the tick timer. 
///////////////////////////////////////////////////////////////////////////// 
 
/********************************************************************* 
 * Section: Tick Delay 
 *********************************************************************/ 
#define SAMPLE_PERIOD       500 // us 
#define TICK_PERIOD   (GetPeripheralClock() * SAMPLE_PERIOD) / 4000000 
 
/* */ 
void TickInit(void) 
{ 
 
    // Initialize Timer4 
    #ifdef __PIC32MX__ 
    OpenTimer3(T3_ON | T3_PS_1_8, TICK_PERIOD); 
    ConfigIntTimer3(T3_INT_ON | T3_INT_PRIOR_4); 
    #else 
    TMR3 = 0; 
    PR3 = TICK_PERIOD; 
    IFS0bits.T3IF = 0;  //Clear flag 
    IEC0bits.T3IE = 1;  //Enable interrupt 
    T3CONbits.TON = 1;  //Run timer 
    #endif 
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} 
 
 
 
///////////////////////////////////////////////////////////////////////////// 
// Function: InitializeBoard() 
// Input: none 
// Output: none 
// Overview: Initializes the hardware components including the PIC device 
//           used. 
///////////////////////////////////////////////////////////////////////////// 
void InitializeBoard(void) 
{ 
 
    #if defined (PIC24FJ256DA210_DEV_BOARD) && defined(USE_KEYBOARD) 
 
     ANSA = 0x0000; 
     ANSB = 0x0020;  // RB5 as potentiometer input 
     ANSC = 0x0010;  // RC4 as touch screen X+, RC14 as external source of secondary oscillator 
     ANSD = 0x0000; 
     ANSE = 0x0000;  // RE9 used as S2 
     ANSF = 0x0000; 
     ANSG = 0x0080;  // RG8 used as S1, RG7 as touch screen Y+ 
 
    #else 
        ///////////////////////////////////////////////////////////////////////////// 
        // ADC Explorer 16 Development Board Errata (work around 2) 
        // RB15 should be output 
        ///////////////////////////////////////////////////////////////////////////// 
        #ifndef MEB_BOARD 
            LATBbits.LATB15 = 0; 
            TRISBbits.TRISB15 = 0; 
        #endif 
    #endif 
 
 
        #ifdef MEB_BOARD 
            CPLDInitialize(); 
            CPLDSetGraphicsConfiguration(GRAPHICS_HW_CONFIG); 
            CPLDSetSPIFlashConfiguration(SPI_FLASH_CHANNEL); 
        #endif // #ifdef MEB_BOARD 
 
    #if defined(__dsPIC33F__) || defined(__PIC24H__) || defined(__dsPIC33E__) || defined(__PIC24E__) 
 
        // Configure Oscillator to operate the device at 40Mhz 
        // Fosc= Fin*M/(N1*N2), Fcy=Fosc/2 
        #if defined(__dsPIC33E__) || defined(__PIC24E__) 
   //Fosc = 8M * 60/(2*2) = 120MHz for 8M input clock 
   PLLFBD = 58;       // M=60 
  #else 
         // Fosc= 8M*40(2*2)=80Mhz for 8M input clock 
         PLLFBD = 38;                    // M=40 
        #endif 
        CLKDIVbits.PLLPOST = 0;         // N1=2 
        CLKDIVbits.PLLPRE = 0;          // N2=2 
        OSCTUN = 0;                     // Tune FRC oscillator, if FRC is used 
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        // Disable Watch Dog Timer 
        RCONbits.SWDTEN = 0; 
 
        // Clock switching to incorporate PLL 
        __builtin_write_OSCCONH(0x03);  // Initiate Clock Switch to Primary 
 
        // Oscillator with PLL (NOSC=0b011) 
        __builtin_write_OSCCONL(0x01);  // Start clock switching 
        while(OSCCONbits.COSC != 0b011); 
 
        // Wait for Clock switch to occur 
        // Wait for PLL to lock 
        while(OSCCONbits.LOCK != 1) 
        { }; 
 
       #if defined(__dsPIC33F__) || defined(__PIC24H__) 
        // Set PMD0 pin functionality to digital 
        AD1PCFGL = AD1PCFGL | 0x1000; 
 
        #if defined(__dsPIC33FJ128GP804__) || defined(__PIC24HJ128GP504__) 
            AD1PCFGLbits.PCFG6 = 1; 
            AD1PCFGLbits.PCFG7 = 1; 
            AD1PCFGLbits.PCFG8 = 1; 
        #endif 
 
        #elif defined(__dsPIC33E__) || defined(__PIC24E__) 
            ANSELE = 0x00; 
            ANSELDbits.ANSD6 = 0; 
 
      // Set all touch screen related pins to Analog mode. 
         ANSELBbits.ANSB11 = 1; 
        #endif 
 
    #elif defined(__PIC32MX__) 
        INTEnableSystemMultiVectoredInt(); 
        SYSTEMConfigPerformance(GetSystemClock()); 
    #endif // #if defined(__dsPIC33F__) || defined(__PIC24H__) 
 
 
    #if defined (EXPLORER_16) 
/************************************************************************ 
* For Explorer 16 RD12 is connected to EEPROM chip select. 
* To prevent a conflict between this EEPROM and SST25 flash 
* the chip select of the EEPROM SPI should be pulled up. 
************************************************************************/ 
        // Set IOs directions for EEPROM SPI 
        MCHP25LC256_CS_LAT = 1;       // set initial CS value to 1 (not asserted) 
     MCHP25LC256_CS_TRIS = 0;   // set CS pin to output 
 #endif // #if defined (EXPLORER_16) 
 
    // Initialize graphics library and create default style scheme for GOL 
    GOLInit(); 
 
// Set the other chip selects to a known state 
#ifdef MIKRO_BOARD 
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    // SD Card chip select 
    LATGbits.LATG9 = 1; 
    TRISGbits.TRISG9 = 0; 
 
    // MP3 Codac 
    // reset 
    LATAbits.LATA5 = 0; 
    TRISAbits.TRISA5 = 0; 
    // chip select 
    LATAbits.LATA2 = 1; 
    TRISAbits.TRISA2 = 0; 
    // chip select 
    LATAbits.LATA3 = 1; 
    TRISAbits.TRISA3 = 0; 
 
    AD1PCFGbits.PCFG11 = 1; 
    AD1PCFGbits.PCFG10 = 1; 
#endif 
 
    //The following are PIC device specific settings for the SPI channel 
    //used. 
 
    //Set IOs directions for SST25 SPI 
    #if defined (GFX_PICTAIL_V3) || defined (MEB_BOARD) || defined(GFX_PICTAIL_LCC) || 
defined(MIKRO_BOARD) || defined(GFX_PICTAIL_V3E) 
 
        SST25_CS_LAT = 1; 
        SST25_CS_TRIS = 0; 
 
        #ifndef __PIC32MX__ 
            SST25_SCK_TRIS = 0; 
            SST25_SDO_TRIS = 0; 
            SST25_SDI_TRIS = 1; 
            #if defined(__PIC24FJ256GB210__) || defined(__dsPIC33E__) || defined(__PIC24E__) 
             SST25_SDI_ANS = 0; 
         #endif 
        #endif 
    #elif defined (PIC24FJ256DA210_DEV_BOARD) 
        SST25_CS_LAT = 1; 
        SST25_CS_TRIS = 0; 
 
        // Set the pins to be digital 
     SST25_SDI_ANS = 0; 
        SST25_SDO_ANS = 0; 
 
        SST25_SCK_TRIS = 0; 
        SST25_SDO_TRIS = 0; 
        SST25_SDI_TRIS = 1; 
 
 #endif 
 
    // set the peripheral pin select for the PSI channel used 
    #if defined(__dsPIC33FJ128GP804__) || defined(__PIC24HJ128GP504__) 
        AD1PCFGL = 0xFFFF; 
        RPOR9bits.RP18R = 11;                   // assign RP18 for SCK2 
        RPOR8bits.RP16R = 10;                   // assign RP16 for SDO2 
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        RPINR22bits.SDI2R = 17;                 // assign RP17 for SDI2 
    #elif defined(__PIC24FJ256GB110__) || defined(__PIC24FJ256GA110__) || defined (__PIC24FJ256GB210__) 
        __builtin_write_OSCCONL(OSCCON & 0xbf); // unlock PPS 
        RPOR10bits.RP21R = 11;                  // assign RP21 for SCK2 
        RPOR9bits.RP19R = 10;                   // assign RP19 for SDO2 
        RPINR22bits.SDI2R = 26;                 // assign RP26 for SDI2 
        RPOR11bits.RP23R = 18;                  // connect pin RD2 to OC1 output 
 
        __builtin_write_OSCCONL(OSCCON | 0x40); // lock   PPS 
    #elif defined(__PIC24FJ256DA210__) 
 
        __builtin_write_OSCCONL(OSCCON & 0xbf); // unlock PPS 
 
     #if (SST25_SPI_CHANNEL == 1) 
         RPOR1bits.RP2R = 8;                 // assign RP2 for SCK1 
         RPOR0bits.RP1R = 7;                 // assign RP1 for SDO1 
         RPINR20bits.SDI1R = 0;              // assign RP0 for SDI1 
        #elif (SST25_SPI_CHANNEL == 2) 
            RPOR1bits.RP2R = 11;                // assign RP2 for SCK2 
         RPOR0bits.RP1R = 10;                // assign RP1 for SDO2 
         RPINR22bits.SDI2R = 0;              // assign RP0 for SDI2 
     #endif 
 
        __builtin_write_OSCCONL(OSCCON | 0x40); // lock   PPS 
 
    #endif 
 
    // initialize the Flash Memory driver 
    FlashInit(&SPI_Init_Data); 
 
    // initialize the timer that manages the tick counter 
    TickInit(); 
 
    HardwareButtonInit();            // Initialize the hardware buttons 
 
    // configure OC1 to generate a PWM signal and control the backlight 
    BacklightInit(); 
 
}   // Initialize Board 
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