Abstract. This paper studies the effect that HOL (Head-of-Line) blocking in the packet injection queue has on the performance of bidirectional k-ary ncubes, for values of k over a certain threshold (around 20). The HOL blocking causes an unbalanced use of the channels corresponding to the two directions of bidirectional links, which is responsible for a drop in the network throughput and a rise in the network delay. Simulation results show that this anomaly only appears in those rings where most injections are performed (normally, those in the X axis), and that the elimination of the HOL blocking in the injection queue enables the network to sustain peak throughput after saturation.
Introduction
The performance of the interconnection network of a parallel computer has a great impact in the system's performance as a whole. K-ary n-cubes, are the most common direct interconnection network topologies, encompassing rings, meshes, and tori. A central element of this kind of networks is the packet router that injects packets from (and delivers packets to) the compute node to which it is connected, and also routes packets coming from other routers which have to be delivered to other nodes.
The architecture of the router has a fundamental impact on the execution time of applications running in the parallel machine [4] , [7] . Typical design objectives are to keep it simple (to reduce cycle time) while getting as much functionality as possible. Simplicity leads to the use of input transit queues and injection queues with FIFO policy. It is well known, however, that this policy has negative effects, HOL (Headof-Line) blocking among the most harmful of them. Several works have dealt with ways of reducing this effect on transit queues [5] . However, HOL blocking in the injection, to the best of our knowledge, has not been reported in the literature, and as this paper will prove it also has a negative impact on performance that severely affects the scalability of this kind of networks. In fact, HOL at the network interface is one of the key reasons why performance suddenly drops when the network surpasses its saturation point. As we increment the applied load, before reaching the saturation point, the network accepts the entire offered load. However, sometimes when this maximum point is reached, the accepted load falls below the levels reached before saturation-instead of staying at that maximum level.
This anomaly shows up in bidirectional links as an uneven usage (unbalance) between channels going in opposite directions, but only on those rings of the k-ary ncubes were most injections are performed-typically, those in the X axis-and only for ring sizes over a certain threshold (around 20 nodes per ring). This threshold depends on many characteristics of the network (such as deadlock-avoidance policy, number of virtual channels, etc.) so it must be taken as a reference point, not as an absolute value. For different values of k we have observed variations in the way this unbalance materializes. In some cases, channels X+ are full during most of the simulation time while X-are almost empty (it may well happen the other way around). In some others there are oscillations. In none of the cases studied we have observed this phenomenon disappearing spontaneously. To avoid this anomaly, it is necessary to eliminate the HOL blocking from the injection queue. In the simulation (with uniform traffic) we achieve this by dropping the packets that are blocking the queue. A realistic implementation would require the use of non-FIFO queues, or the implementation of separate injectors: one per direction.
The rest of this paper is organized as follows. In Section 2 we describe the anomaly and the context where it arises. Section 3 presents its effect in rings (1-cubes). Section 4 is devoted to describing the causes of the unbalance and possible measures to avoid it. Section 5 studies the load unbalance in 2D and 3D tori. Section 6 analyzes the appearance of unbalance when running actual applications. Finally, in Section 7, the main conclusions of the work are summarized.
General description of the anomaly and its context
We have observed that, in k-ary n-cube networks with bidirectional links, when the applied load exceeds the saturation limit of the network for the corresponding traffic pattern (we have limited our studies to uniform traffic), the occupation of network resources is not balanced between both directions. This anomaly shows up in any of the mentioned networks, and it originates mainly in the structure of the packet router. Figure 1 describes our basic router organization, showing the usual hardware modules: crossbar, buffers, arbitration logic, synchronization, etc.
The design of a router has to maximize the use of the network resources avoiding communication anomalies such as packet deadlock, livelock and starvation. In our experiments, we use a router that has two or three virtual channels (FIFO queues) per input link to support fully Adaptive Bubble Routing (ABR) [7] . When using ABR, a subset of the total virtual channels is configured as a safe (or escape) virtual network [3] in which packet deadlock never occurs. The remaining virtual channels are configured as a fully adaptive virtual network. Packets move under two different policies. In the adaptive virtual network the injection and transit of packets are regulated by both Virtual Cut-Through flow control (VCT) and minimal adaptive routing. In the safe virtual network the injection of packets is regulated by Bubble Flow Control (BFC), a mechanism for avoiding packet deadlock in topologies based either on a single ring or on a set of rings. In the case of topologies composed of a set of rings, these rings must be visited under Dimension Order Routing (DOR) and packets traveling from one ring to another inside the safe network are considered as new injections. Packets in transit inside a safe ring are regulated by VCT. Packets can move freely from the safe to the adaptive network, but the change of packets from the adaptive to the safe network is regulated by BFC. This interconnection network is very similar to the one being used in IBM's BlueGene/L supercomputer [1] , in topology (a 3D torus), flow-control, deadlockavoidance mechanism, etc. We have observed, however, that the mentioned unbalanced use of resources also appears when utilizing different deadlock-avoidance policies, such as the classic use of virtual channels proposed by Dally [2] .
Load unbalance in rings
Let us consider a ring (k-ary 1-cube) with nodes such as those represented in Fig.  1 . Each router is connected to its neighbors via two physical links: X+ (for packets moving from left to right) and X-(for packets moving from right to left). The bandwidth of each physical channel is one phit per cycle. Additionally, the router is connected (via an interface) with a computing element. For the rest of this section, we will consider these additional characteristics of the network: a) Each physical channel is shared between two virtual channels. We will name the VCs as follows: X+0, X+1, X-0 and X-1. Channels 0 are Escape channels. Channels 1 are adaptive; although there is no possible adaptation in a ring (there is only one way to reach the destination), the bubble restriction to inject does not apply in these channels; b) Packets are of 16 phits; c) Each VC has a transit queue of 8 packets (128 phits). The injection queue capacity is also of 8 packets; d) Traffic pattern is uniform.
We have studied the performance of this network by injecting a variable load (measured in phits/node/cycle) of traffic and determining the actual load delivered by the network. Data for a 30-node ring is plotted in Fig.1 (right) . All applied load is delivered until the saturation point is reached. After that point, a sharp drop in the accepted load is observed (the magnitude of this drop also depends on many design parameters). One cause of this drop is that, when reaching the saturation point, network resources (queues) are not used in a balanced way. Channels moving packets to the right (X+) may be saturated while queues in the X-direction are almost empty. Of course, it may happen the other way around (X+ empty while X-full). Fig. 2 plots the occupation of queues for different ring sizes (10, 20, 30 and 100), all with the characteristics stated before. We have performed simulations under a heavy applied load (always beyond saturation point) of uniform traffic. The occupation of the queues of one node in the ring has been sampled every 2Kcycles. In the case of a 10-node ring, occupation is always very low throughout the simulated time. The average distance traversed by packets when going from source to destination is very short and therefore saturation is reached before queues are fully used. For larger rings, the behavior of the network drastically changes. For a 20-node ring, we observe a fast alternation of the unbalance: for a short time X+ is full while X-is empty but then the situation reverses and X+ is empty while X-is full, for a few cycles before returning to the previous situation. For a 30-node ring this alternation does not happen: almost immediately the unbalance appears and stays for all the simulation time: channels X-are saturated, while channels X+ have an occupation of about 30 phits, 1/4 of their capacity. The graph for a 100-node ring shows yet another scenario, which is actually a combination of the previous two: for 500 Kcycles channels X+ utilization oscillate, but below saturation, while X-are saturated; then, for about 1000 Kcycles, X+ are saturated while X-are less occupied. The last (rightmost) part of the graph shows how the unbalance then reverses. At any rate, in none of the experiments performed with rings over 20 nodes have we seen the anomaly disappearing spontaneously.
Causes of the unbalance and measures to avoid it
We hypothesize that the cause of this unbalance is the Head-of-Line blocking of packets in the injection queue of the router. Packets injected in the network from a computing element (the only source/sink of traffic) have to go through the injection queue associated to the network interface, as shown in Fig. 1 . Let us imagine that the packet in the head of the injection queue has to be routed through X+ (because the routing algorithm orders this) and this channel is saturated (actually, both X+0 and X+1 are saturated). The packet must wait. However, if the next packet in the queue has to be routed through X-, it must (unnecessarily) wait. Under uniform traffic, the probability of this situation arising is the same for X+ blocking X-as for X-blocking X+, so the traffic pattern is not the cause of the anomaly.
However, as soon as a certain unbalance happens (which is something we can expect with uniform traffic), a positive feedback effect exists that provokes instability. The packet at the head of the injection queue is willing to enter into the saturated channel and is waiting (forcing the next packets in queue to wait too). Meanwhile, the other (less busy) channel does not receive additional traffic, so part of its load will decrease as packets are consumed. As soon as the saturated channel has room for another packet, the one waiting uses it-so the channel is saturated again. Thus, one channel stays fully occupied, while the other one is almost empty. Packets traveling through the almost empty channel will, when finally injected, rapidly reach their destination, while the others will slowly traverse a sequence of full queues. The effect of the unbalance caused by the HOL blocking will be increasingly worse.
If HOL blocking is the cause of the anomaly, the solution to eliminate it should be avoiding this blocking. For example, if a non-FIFO queue policy is used, some packets may get ahead of others that are blocked [5] and there is no cause for the unbalance to appear. Obviously, this solution increases the complexity of the packet router. Another possible solution is to have more than one injection queue in the network interface: one per direction. A preliminary routing decision is performed at this interface, by putting the packet in the corresponding queue. All the packets stored in one of these queues will follow the same direction, so there is no HOL blocking. This solution, in addition to increasing the complexity of the interface, requires sufficiently long injection queues; otherwise, the HOL blocking would reappear in higher levels when queues are full.
A trivial solution would be to simply drop the packet causing the HOL blocking (the one at the head of the injection queue that cannot be injected). From a practical point of view this is not a valid solution, because it will force higher levels in the communication protocols (or even applications) taking care of recovering lost packets, and this will drastically reduce performance. However, it is perfectly applicable when dealing with a simulation and with synthetic workloads.
Studies with 2D and 3D tori
A 2D torus (k-ary 2-cube) consists of a set of rings in the X dimension (X-rings) and another set in the Y dimension (Y-rings). In a simulation study of this network, we have observed that queue usage in the X-rings is almost identical to that of rings (section 3). However, unbalance does not appear in Y-rings. This is due to the policy followed to make packets advance: for adaptive channels, it is not compulsory to inject in an X-ring, but there is a certain preference to do so (X-rings are tested for availability before Y-rings). In the Escape channels packets advance following dimensional order routing (DOR), so under saturation (when Escape channels are more heavily used) most packets will necessarily be injected into an X-ring. Furthermore, Escape channels in Y-rings have more injectors, because they accept traffic from Xrings; thus, the probability of the HOL blocking happening is lower than in X-rings. Fig. 3 plots the queue occupation in an X-ring and in a Y-ring of a 30x30 torus. As we stated before, the graph for the X-ring looks like the one for the 30-node ring. However, curves for the Y-ring show a different, but very reasonable behavior: adaptive channels Y+1 and Y-1 are heavily (and equally) used. Escape channels Y+0 and Y-0 are less heavily (but equally) used. What happens now with network performance? Fig. 4 (left) shows accepted vs. offered load for four variants of 30x30 torus with and without using any mechanism to avoid HOL blocking. We observe that using two adaptive VCs (2CVA) improves performance (compared with just one (1CVA)). However, the unbalance in the Xrings does cause drops in performance in both cases-although in the case "2CVA" this happens when applying a slightly higher load. We also observe that the elimination of HOL blocking allows a high level of accepted load to be reached (close to the theoretical maximum) and, what most importantly, maintained under applied loads above the saturation point. Even more noteworthy is the impact that this unbalance has on the average delay experienced by packets when traversing the network, as well as on the standard deviation of this delay. Fig. 4 (right) shows that, avoiding HOL blocking, std. dev. of packet delay drops to about 1/3 of its original value. It is easy to understand that the existence of one saturated path while the other is almost empty causes a great dispersion of the number of cycles that packets require to reach their respective destinations: while some packets experience an empty network, others have to compete to pass through a collection of saturated channels. For 3D tori the unbalance also appears in the X-rings when their sizes surpass the threshold already stated (around 20). An obvious consequence is that this phenomenon can only be observed in very large networks (around 8000 nodes). As an example, the previous 30x30 torus (900 nodes) suffers from this effect, while a similar 3D torus (10x10x10, or 1000 nodes) does not. In addition to the better topological characteristics (in terms of network bisection bandwidth, average distance, and so on) this may be another reason to make 3D torus the most suitable topology.
Unbalance using actual applications
This section proves that the unbalance is not a consequence of using a synthetic uniform load. This unbalance is also present under real applications traffic load. Using a simulator of multiprocessor systems [6] integrated with the SICOSYS simulator of interconnection networks [8] , we have performed an execution-driven simulation of the Radix application (part of the SPLASH-2 benchmark suite). Fig. 5 shows the results of measuring each 5000 cycles queue occupation of each virtual channel's transit queues. Packet length is 20 phits; queue capacity is 4 packets. Fig. 5 shows the results for an application characterized by its uniform traffic pattern such us radix. Between cycles 1M and 3M channel X-1 (adaptive) is more heavily used than X+1. This effect is particularly visible around cycle 2.5M. Additionally, around cycle 6M we can observe the alternation phenomenon previously described for rings. The unbalance cannot be attributed to the characteristics of the Radix application (it is not true that nodes in Radix send more data towards one direction that towards the other), because for the time periods represented in the figure the application interchanges keys in a highly random, uniform way. Thus, this behavior confirms our hypothesis about the occurrence of the anomaly not only with synthetic traffic but also with actual applications. 
Conclusions
We have identified and analyzed the load unbalance that appears in bidirectional rings of k-ary n-cubes when uniform traffic is applied, which is caused by the HOL blocking in the injection queues. We show that the elimination of this blocking allows throughput to be sustained at its peak level and, additionally, may reduce the standard deviation of network latency by up to 30%. This unbalance appears under different deadlock-avoidance techniques, in 1, 2 and 3-D networks, but only for sizes over 20 nodes per dimension, and only in the rings where most packet injections are performed (usually, the rings in the X axis). Finally, we have shown that the anomaly can also be present with traffic generated by real applications.
