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7INTRODUCCIÓN
Parece mayoritariamente aceptado que el quehacer científico, en general,
y el pensamiento económico, en particular, desde la famosa obra de Adam
Smith "La riqueza de las naciones" hasta nuestros días, no ha escapado
nunca a los condicionamientos y exigencias concretas de cada momento
histórico. Las urgencias derivadas de la configuración cambiante de
la realidad, el interés social, los estímulos del entorno en los que
se mueve el investigador, etc. alteran frecuentemente las prioridades
temáticas y son las que, en definitiva, señalan las pautas y, en buena
medida, marcan con su impronta específica las líneas fundamentales de
los programas de investigación. Las cuestiones a las que deben responder
éstos raramente surgen como consecuencia de un ejercicio de pura abs-
tracción especulativa o teórica, sino que, por lo general, se hallan
estrechamente condicionados por los problemas que la realidad socioeco-
nómica plantea. Puede afirmarse, en suma, que los procesos generativos
de investigación y de elaboración de teorías responden a la necesidad
social de ellas y, por otra parte, difícilmente puede construirse una
teoría científica sin un soporte material sobre el que basarse.
En efecto, si en algún campo científico las afirmaciones anteriores
cobran especial sentido éste es el de la economía regional. A nivel
internacional, la creciente atracción despertada por los problemas de
carácter regional surge como cosecuencia, por un lado, de las disparida-
des de renta existentes entre las diferentes regiones y, de otro lado,
por los fenómenos de congestión derivados del crecimiento urbano. En
nuestro país, es obvio que aquella atención por el análisis regional
se ha visto reforzada, además de por las razones ya mencionadas, por
el surgimiento del Estado de las Autonomías que convierte al tema regio-
nal en objeto de constante actualidad.
Pues bien, el presente trabajo, dentro de su modestia, pretende ser
una aportación al estudio de una faceta clave del proceso de construc-
ción de las autonomías: el de la planificación regional. Aportación
tanto más apremiante cuanto que el ejercicio de la planificación urbana
y regional debe abrirse paso, por necesidad y derecho propio, en núes-
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tras nacionalidades y regiones, de modo y manera que pueda un día no
lejano franquear la frontera que se encuentra -empleando en sentido
metafórico la frase de Samuel Beckett- between a death and a difficult
birth".
Pero
 ( naturalmente , no solo intenta responder a dicha preocupación f
sino también a la necesidad de abordar los problemas de índole teórica
y metodológica con los que se encuentra nuestra especialidad.
Sin embargo, resulta oportuno afirmar que este carácter bifronte de
nuestro estudio ha sido y es todavía, por lo demás, una insuficiencia
que parece acompañar a la economía regional y, más particularmente,
a la planificación regional en su desarrollo en muchos países. Nos refe-
rimos en concreto a la falta de comunicación, cuando no de oposición,
existente entre lo que Friedman denomina la teoría sustantiva y la prác-
tica de la planificación regional. En ocasiones, la separación ha llega-
do a ser tal que -como han afirmado autores como el último citado,
( 1 ), refiriéndose a EE.UU, aunque no parece que la situación sea dife-
rente en nuestro país ( 2 ), y Kolipinsky ( 3 )- "la práctica era respon-
sabilidad de la burocracia del Estado y la doctrina era una responsabi-
lidad académica. Esta división institucional produjo una considerable
tensión entre el trabajo aplicado y el trabajo científico y. muchas
veces, condujo a una ruptura virtual entre teoría y práctica" ( 4 ).
No está de más, por lo tanto, que intentemos realizar un esfuerzo en
el sentido de -sin dejar de ser un trabajo de elaboración teórica-
afrontar la realidad práctica de la planificación regional, con el con-
vencimiento de que solo una interrelación mutua puede hacer fecundo
el trabajo de investigación en este campo.
El objeto, en fin, fundamental, de nuestra investigación es -como su
propio título general indica- la elaboración de un modelo de simulación
dinámica para la planificación regional a largo plazo ("perspective
planning") y su aplicación al caso de Galicia. Nuestro modelo es, pues,
de carácter prospectivo y con un horizonte temporal dilatado, superior
a 20 años. Y se inserta en una de las líneas recientes de investigación
de la economía regional que -a pesar del estado de transición por el
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7que atraviesa ésta- en palabras de ttuklinsky ( 5 ), "se interesa por
los hechos del presente y por los esperados en un futuro, así como por
los procedimientos de planificación y de ejecución mediante los cuales
la realidad actual puede ser transformada en un mundo futuro".
La metodología general empleada para la construcción del modelo ha
sido la denominada "Dinámica de Sistemas", inspirada en los estudios
de Forrester ( 6 ), y las simulaciones se han hecho siguiendo la técnica
de los escenarios, a fin de realizar, fundamentalmente, dos cosas:
a. Analizar la interacción existente entre las diferentes partes
de nuestro sistema económico regional, en el sentido dado por Isard
{ 7 ) de interrelación entre los diferentes subsistemas espaciales y
los submodelos productivo, demográfico, agrícola-ganadero, de empleo,
etc. y tratado por Wilson en su interesante obra "Urban and Regional
Models in Greography and Planning" ( 8)*
b. Pronosticar o simular el comportamiento y evolución de nuestra
economía ante distintas imágenes de futuro posibles. Dicho en otras
palabras, se trata de explicar cómo se alcanzan dichos "futuros" y ad-
vertir los posibles conflictos, ineficacias e incompatibilidades con
los que se puede tropezar en el camino; es decir, el problema a resolver
consiste en diseñar una línea coherente -o "cheminement" como le denomi-
nan los prospectivistas franceses- que nos permita lograr una imagen
de futuro posible.
Estos dos objetivos, íntimamente relacionados entre sí, tratan de dar
satisfacción a la creciente necesidad de que los planes regionales res-
pondan a una combinación de varios conjuntos de soluciones opcionales,
proporcionando un conjunto de elecciones posibles en cuanto a objetivos,
estrategias y medios de ejecución. Estamos convencidos de que la plani-
ficación regional debe ser, ante todo, un método de pensamiento racional
e imaginativo acerca de la dimensión regional del desarrollo de una
sociedad determinada. La opción única y el enfoque estático deben ser
progresivamente reemplazados por un enfoque dinámico de opciones múlti-
ples, que penetre profundamente en el debate político, económico, social
y cultural del país ( 9).
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Por otra parte, nuestro modelo es de ^ carácter multinivel en el sentido
dado por Kornal (10) al concepto. Opera, en concreto a dos niveles:
a) el nivel superior y único del sistema regional, donde se generan
las grandes variables macroeconómicas del sistema y que se encuentra
desagregado sectorialmente; y b) el nivel inferior, de carácter espa-
cial, constituido por ocho grandes regiones de planificación. Natural-
mente, el modelo podría ampliarse -como desiderátum- hacia arriba ("bo-
ttom-up") y hacia abajo ("top-down"), siguiendo las recientes metodolo-
gías en este terreno (11) expuestas en la Conferencia sobre "Modeliza-
ción del Sistema Económico multirregional: Perspectiva para los 80",
celebrada en la Universidad de Pennsylvania en el mes de Junio de 1979.
Pero una ampliación tal hubiese complicado excesivamente nuestro trabajo
y superado posiblemente nuestra capacidad, además de las dificultades
inherentes a su implementación estadística dada la precariedad de la
base de datos de partida. En cualquier caso, creemos con Massey (12),
que éste es un campo donde la investigación regional debe redoblar sus
esfuerzos y estudiar los procesos económicos, sociales y políticos a
los diferentes niveles espaciales locales, regionales y nacionales.
Y no tanto por el interés de cada nivel en sí mismo (que es relativamen-
te menos relevante), sino por la importancia de los procesos que operan
en y entre los diferentes niveles y/o escalas espaciales.
Así pues, situada nuestra investigación en el panorama general descrito,
hemos procedido, por fases sucesivas, siguiendo una lógica línea argu-
mental que va desde el estudio de los modelos de planificación regional
hasta, finalmente, acabar, como ya se ha dicho, con la aplicación del
modelo propuesto al caso de Galicia.
Esta tesis doctoral está compuesta de tres parte bien diferenciadas,
con sus correspondientes capítulos, juntamente con dos apéndides matemá-
ticos y tres anexos estadísticos.
La primera parte, formada por los cinco primeros capítulos, se dedica
al establecimiento -creemos- de un riguroso marco analítico de la plani-
ficación regional, tanto en su vertiente conceptual como metodológica
e instrumental. La segunda parte, que compendia los cinco capítulos
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siguientes, se consagra enteramente al*estudio de los fundamentos teóri-
cos y metodológicos de un proceso de regionalización, lo que nos permite
acumular un rico y sistemático arsenal técnico. La tercera parte -emi-
nentemente empírica, aunque también con cierto interés teórico pues
el modelo diseñado, con las modificaciones pertinentes, puede ser apli-
cable al caso de otras regiones- se propone analizar, en primer término,
los aspectos espaciales o locacionales de la economía concreta examinada
y, en segundo término, simular el comportamiento dinámico de aquélla
bajo tres escenarios distintos, que incorporan políticas alternativas
y expectativas diferentes de futuro, y que nos permiten valorar las
consecuencias que se generarían en el modelo debido a ellas.
El capítulo I expone los conceptos básicos de un proceso de planifica-
ción regional desde una óptica'sistémica, define los diferentes niveles
de la planificación y las relaciones existentes entre ellos, evalúa
el papel y las características de los modelos de planificación regional
y, finalmente, sitúa el modelo de planificación propuesto en el contexto
político-administrativo vigente en la España actual.
El capítulo II analiza -como una secuencia propia, aunque no exclusiva,
de la tarea planificadora- la naturaleza del proceso del crecimiento
regional, revisa las teorías que tratan de explicarlo, constata su esta-
do todavía insatisfactorio y plantea algunas posibles vías de avance
o enfoques alternativos.
El capitulo III parte de la atribución del concepto de sistema a las
economías regionales, presenta la metodología de dinámica de sistemas
y valora ésta, a pesar de sus limitaciones, como un instrumento heurís-
tico adecuado para el diseño y simulación de modelos económicos.
El capítulo IV examina un amplio elenco de modelos de planificación
urbana y regional construidos mediante dinámica de sistemas, ilustra,
en términos concretos, los puntos relevantes de aquella metodología
y efectúa un balance crítico de las insuficiencias de aquellos modelos.
El capítulo V profundiza en diversos aspectos abordados en el capítulo
anterior, formaliza por medio del álgebra matricial los submodelos demo-
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gráfico y migratorio, el submodelo de actividades económicas sectoriali-
zadas y de magnitudes macroeconomicas regionales, etc. y explora intere-
santes líneas de desarrollo de los submodelos de empleo y de utilización
de los servicios.
El capítulo VI, de carácter introductorio de la 2* parte de esta memoria
doctoral -subraya la actualidad de la temática regional y comarcal,
incorpora un enfoque sistémico del concepto de región y fundamenta la
necesidad de un proceso de comarcalización de nuestra economía.
El capítulo VII fija las bases teóricas de un proceso de regionaliza-
ción, estudia los problemas inherentes a dicho proceso -el problema
de la asignación, el problema de la jerarquía y el tamaño, y el problema
de la identificación- pasa revista a diversas experiencias extranjeras
sobre el tema objeto del capítulo, sintetiza las divisiones regionales
y comarcales realizadas en España y establece las bases teóricas opera-
tivas o hipótesis para un ensayo de comarcalización.
Los capítulos VIII y IX, de contenido netamente técnico, explican los
métodos más importantes -con un criterio expositivo de menor a mayor
complejidad- de delimitación de regiones homogéneas y funcionales, res-
pectivamente, y recogen las aplicaciones relevantes, tanto extranjeras
como españolas, de aquellos procedimientos a los campos de interés de
nuestro trabajo.
El capítulo X responde a un esfuerzo de síntesis del proceso de regiona-
lización, relativiza el pretendido carácter objetivo dedicho proceso'
y discute la existencia de una regionalización óptima y el viejo princi-
pio de contigüidad geográfica.
Los apéndices matemáticos A y B, que cierran la segunda parte de esta
tesis, exponen las técnicas de análisis multivariante -de reconocida
fecundidad en la ciencia regional- y las cadenas de Markov y cumplen
con un doble cometido: agilizar la lectura y de los capítulos anteriores
y tratar con el rigor formal debido a algunos de los instrumentos analí-
ticos empleados en el análisis espacial ulterior de la economía gallega.
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En el capítulo XI se identifica y se\caracteriza la estructura espacial
de la economía gallega desde su base más elemental (el municipio) para
la que disponemos de datos estadísticos, a continuación se delimitan
las pequeñas comarcas funcionales y sus nodos correspondientes, se de-
marcan las grandes regiones funcionales de planificación por agregación
de otras de inferior jerarquía, se determinan las comarcas homogéneas
y, seguidamente, se obtienen unos índices de depresión económica, de
bienestar y ruralismo.
En el capítulo XII, compendio y motivo fundamental de todo este trabajo,
se precisa la estructura de las partes analizadas de la economía galle-
ga, se especifican sus diferentes componentes (los submodelos y sus
ecuaciones correspondientes), se computa y simula el modelo propuesto
y se analizan sus resultados. Este capítulo va acompañado, asimismo,
de tres anexos relativos al tratamiento de los datos utilizados, un
listado de las ecuaciones del modelo y los resultados numéricos -por
escenarios- de las simulaciones a que se ha sometido él mismo.
Finalmente, permítasenos -más allá de la cortesía- expresar nuestro
agradecimiento, tan amplio como sincero, a todas cuantas personas sin
cuyo concurso y colaboración no hubiera sido posible la realización
de la presente investigación.
En primer lugar, debemos testimoniar nuestro agradecimiento al profesor
Juan R. Quintas Seoane, bajo cuya dirección y estímulo se ha elaborado
esta tesis, por la confianza que nos ha otorgado. Una especial deuda
de gratitud la tenemos también con los compañeros -principalmente los
profesores Abel Caballero, Alberto Meixide y Juan Ares- del Departamento
de Teoría Económica de la Facultad de CC.EE. y EE. de la universidad
de Santiago de Compostela, que, en todo momento, noa han ayudado, a
veces sustituyéndonos en nuestras responsabilidades docentes, en la
labor de investigación.
No menos deua de gratitud hemos contraído con el profesor José Verga-
ra Sanromán, quien con su habitual generosidad nos ha permitido permane-
cer durante un cuatrimestre en la Universidad Autónoma de Madrid. Sus
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CAPITULO I.-EL PROCESO DE PLANIFICACIÓN URBANA Y REGIONAL
1. INTRODUCCIÓN
La planificación es una actividad en creciente desarrollo y está sufrien-
•
do una rápida evolución. La causa de este fenómeno es bien conocida:
las fuerzas de mercado -los principios de "laissez faire"- conducen con
frecuencia a situaciones que la sociedad no está en condiciones dé tole-
rar y que pueden ser modificadas con "eí concurso de los mecanismos de
planificación.
Las hipótesis convencionales según las cuales, en un sistema paretiano,
el mecanismo de los precios permitirá alcanzar óptimos de bienestar apa-
rece, desde nuestra perspectiva, únicamente sostenible si las leyes de
la tecnología excluyen la aparición de efectos externos y de indivisibi-
lidades. En presencia de ambos condicionantes, la operatoria espontánea
del mercado produce automáticamente asimetrías de algún tipo.
Ya' Keynes (l), en 1926, había .explicitado el alto número de hipótesis
irreales sobre las que se sustenta la identificación del equilibrio efec-
tivo y el equilibrio óptimo. •
Tanto la crítica contra las posiciones teóricas convencionales, cuanto
la constatación de una realidad caracterizada por la existencia permanen-
te de fricciones y de asimetrías de uno u otro carácter, unido a las
necesidades de postguerra, ha llevado a las economías occidentales a
utilizar en mayor o menor grado distintas formas de planificación (2).
2. EL PROCESO DE PLANIFICACIÓN EN UNA ÓPTICA SISTEMICA '
Desde un punto de vista general, la planificación es un proceso basado,
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en palabras de Chadwick (3), "en el pensamiento y en la acción humana
que prevé el futuro". Así, pues, dicho proceso implica un futuro orienta-
do, por lo que el planificador puede controlar su destino, al menos den-
tro de ciertos límites. Además, la planificación puede ser considerada
como una actividad altamente disciplinada y formalizada a través de la
cual una sociedad puede promover su propio cambio (4). Esto implica,
por tanto, "la aplicación del conocimiento científico en orden a resolver
los problemas y alcanzar los fines de un sistema social" (5).
Dicho de otro modo,' según Faludi (6), la planificación como una actividad
humana puede ser definida como "el proceso de preparación de un conjunto
de decisiones - para la acción, con un futuro dirigido al logro de un con-
junto de objetivos y utilizando unos medios determinados".
Desde una óptica sistémica, la planificación económica puede ser definida
como una actividad encaminada a transformar el estado de un sistema eco-
nómico en otro que se cree más conveniente o deseable.
Por consiguiente, siguiendo a Condominas (7), "la actividad planificadora
no se puede separar ni de los fines que persigue ni del sistema que se
trata de ordenar o transformar. Asimismo, el sistema económico está com-
prendido dentro del sistema social, y ambos operan dentro de un sistema
ecológico, con unas características humanas, técnicas y naturales".
Nos hallamos, pues, ante una jerarquía de sistemas, en la cual, para
entendernos, consideramos el plan como un sistema y a los demás sistemas
como el entorno del plan.
El objeto de la planificación económica es transformar parte del entorno
(sistema económico) a través de la interacción entre-plan y entorno.
Este planteamiento coincide esencialmente con el de Chadwick (8), cuando
éste afirma "el planeamiento es un sistema conceptual general. Creando
un sistema conceptual independiente del sistema real, pero en correspon-
dencia con él, podemos intentar comprender el funcionamiento de los pro-
cesos y los cambios y, en consecuencia, podemos detectarlos antes de
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que se produzcan y, por último, evaluarlos" -
Pero la planificación, aparte de ser un sistema, es un "proceso cíclico
continuo y dinámico" (9).
En el proceso de planificación se pueden identificar las siguientes eta-
pas (10):
1. Análisis y apreciación
2. Formulación de fines
3. Formulación del problema
4. Cursos posibles de acción
5. Evaluación
6. Selección
7. Puesta en práctica y control
Con el objeto de una mejor comprensión de la interrelación existente
entre las diferentes etapas de la planificación como un proceso cíclico,
podemos valemos de la figura 1. y
4
ANÁLISIS Y
APRECIACIÓN
PUESTA EN
PRACTICA Y
CONTROL
i >
FORMULACIÓN
DE METAS
I
FORMULACIÓN
DEL PROBLEMA
CURSOS POSIBLES
DE ACCIÓN
1
EVALUACIÓN
(APRENDIZAJE)
1
SELECCIÓN
FIGURA 1: EL PLANEAMIENTO COMO UN PROCESO CÍCLICO
FUENTE: REIF (11)
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La etapa 1, de análisis y apreciación, exige al planificador la capacidad
de comprender el sistema económico en términos de la teoría de sistemas;
esto es, comprender el modo en el que el planificador puede observar
la composición del sistema, los diferentes subsistemas de que está com-
puesto y cómo funcionan y se interrelacionan entre sí. A tal efecto,
los planificadores utilizan modelos.
Una vez identificado el sistema -objeto de la primera etapa-, la siguien-
te tarea consiste en diseñar los planes para corregir sus deficiencias,
pero esto sólo puede llevarse a cabo evaluando los problemas en función
de la medida en que se apartan de las metas de la comunidad; por tanto,
J.o primero que hay que hacer es enumerar las metas, con un orden de prio-
ridades . -v
Los fines son algo vago y general, y progresar hacia una meta supone
alcanzar objetivos que son más claros y precisos. Entonces, una vez for-
mulados los fines hay que establecer claramente los objetivos, ,ya que
sin una clara definición de fines y objetivos es prácticamente imposible
decidir el curso de acción que se pretende seguir-
Por consiguiente, los fines y objetivos son los propósitos hacia los
que se dirigen los procesos, en función de los cuales se ha organizado
el sistema y hacia los"que todo se orienta.
La etapa 3, de formulación de problemas, consiste en la identificación
de éstos, por comparación entre el estado actual del sistema y el estado
propuesto expresado en los fines y objetivos.
La etapa 4, se basa en la generación de soluciones alternativas o cursos
posibles de acción, que son las diferentes posibilidades que se ofrecen
al planificador. Es un proceso de aprendizaje y exploración que ayuda
a la comprensión de las consecuencias de cada una de las posibles alter-
nativas. Lo que exige que se disponga de un modelo del sistema, que sea
capaz de mostrar cómo puede comportarse a lo largo del tiempo el sistema
real sometido a condiciones diferentes.
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La etapa 5, de evaluación, proporciona un conjunto de valores relativos
que sirven para comparar las diferentes alternativas elaboradas. Estos
deben ser decididos por el planificador, una vez analizados los efectos
de los diferentes cursos de acción.
En algunos casos, cuando no ha resultado tarea fácil la especificación
clara de objetivos compatibles, se formulan unos objetivos provisionales
que se mantienen hasta esta etapa en la que se analizan y evalúan las
consecuencias. Entonces se vuelve a la segunda etapa para formular los
objetivos de manera más precisa. La elaboración y evaluación de las al-
ternativas modificadas se realiza más formalmente, continuándose el pro-
ceso hasta que las distintas alternativas hayan sido suficientemente
documentadas y evaluadas.
La etapa 6, de selección, evaluados los distintos planes alternativos,
consiste en elegir aquel que optimice los fines y objetivos propuestos.
La etapa 7 pone en práctica el plan seleccionado en la etapa anterior.
Mas, en la medida en que estamos tratando con sistemas dinámicos (sujetos
a un cambio continuo de carácter probabilístico); nos vemos obligados
a poner a punto un mecanismo de control (igualmente continuo), que reali-
ce valoraciones sobre las propuestas de cambio, teniendo como referencia
los modelos del sistema.
En consecuencia, los planes deben revisarse continuamente para ver en
qué medida se adecúan a las nuevas situaciones, lo que nos obliga a vol-
ver a la primera etapa para comenzar el ciclo de nuevo.
Sin embargo, llegados a este punto del desarrollo de nuestra exposición,
conviene que hagamos algunas precisiones. »
No cabe duda que la visión sistémica ha representado y representa todavía
un importante avance en la concepción de la planificación urbana y regio-
nal . No obstante, es preciso advertir algunas de sus insuficiencias de
modo que nos hagan ser cautos acerca de posibles inferencias y generali-
zaciones de carácter absoluto.
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En efecto, en los últimos años se ha puesto en tela de juicio -por auto-
res como Dimitrou, Falaudi, Silvester y especialmente Me Dougall (12)-
el modelo del "systems planning" por su intento de describir un sistema
sin antes disponer de una teoría sobre el sistema en cuestión. Tanto
Chadwick como Mcloughlin son, además, criticados por abstraer el sistema
o ecosistema del contexto social. "Si los fenómenos de interés son los
procesos sociales que se dan en la estructura social, económica y políti-
ca, entonces la planificación tiene que recurrir a las ciencias sociales
para construir su teoría" (13). En consecuencia, un problema fundamental
en planificación es precisamente el de definir adecuadamente cuál es
el problema (o sea, de saber qué distingue un estado percibido de una
^estado deseado) y el de localizarlo, en términos precisos, en las comple-
jas estructuras causales. *"*
Pero la descripción y explicación de los procesos sociales son sólo la
etapa inicial del proceso de planificación. Y es de aceptación general
que la formulación de objetivos es la parte más importante del proceso
de planificación. Adquiere relevancia, por tanto, la cuestión del quién
y del cómo de la adopción de decisiones sobre el sentido y el lugar de
las intervenciones sobre los procesos sociales. Una respuesta a este
"impasse" del planeamiento actual podrían ser las "learning theories
of planning" (14), teorías que buscan la creación de una sociedad que
sepa aprender mediante feedbacks controlados sobre las consecuencias
que pueda tener cada intervención.
*
Es obvio que un paso previo para llegar a una cierta operatividad de
estas teorías es la participación real de la sociedad en el proceso de
planificación, no como algo exterior a dicho proceso ni esporádicamente,
sino de manera continua e integrada (15). Y, en cualquier caso, parece
evidente en consecuencia que el proceso de formulación de objetivos no
puede derivarse del método científico. En este sentido, la ciencia puede
predecir, pero nunca -prescribir. Por eso resulta necesario, pero insufi-
ciente el conocimiento, por medio del método de encuestas, de las prefe-
rencias sociales de la comunidad como proponen los profesores Lasuén
y Vergara (16). La participación social en los procesos de planificación
más que un método, es un "socialtraining" (17) a través del cual la so-
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c i edad decide su propio futuro y ejerce su libertad. Desde este punto
de vista cobra sentido el enfoque de planificación para el cambio social
y la transformación de estructuras, que Gillingwater denomina "an innova-
tive responsive approach" (18).
Por otra parte, no es posible hablar de un sistema urbano y/o regional
sin que aparezcan como "partes" del sistema la administración, las insti-
tuciones de poder o el planificador mismo, ya que son estas "partes"
las que determinan en gran medida la evolución del sistema. Y no parece
difícil encontrar las razones del"olvido"de estas cuestiones: si la pla-
nificación urbana y regional es una estrategia, sólo utilizará sistemas
y modelos cuyas partes sean transformables por quien genera la estrate-
gia. Para el planificador y la administración, en la realidad "transfor-
mable" no se encuentran evidentemente ni la estructura jerárquica de
la planificación ni el carácter con frecuencia autoritario de la forma
de decisiones (19)-
En síntesis, una teoría general de la planificación* debe responder a
preguntas tales como: ¿quién formula los objetivos del proceso de plani-
ficación? y ¿quién debiera formular dichos objetivos?; ¿cuál es la rela-
ción del planificador con la estructura política? y ¿cuál debiera ser
dicha relación?; ¿cómo asegurar que los objetivos del plan coincidan
con las preferencias sociales de la comunidad?, etc.
Finalmente, permítasenos afirmar que, en cualquier caso, nuestra opinión
es que los enfoques de Mcloughlin y Chadwick no han" "agotado el tema,
ni las críticas acertadas a las que se les ha sometido invalidan la posi-
bilidad de que se intente un esfuerzo creativo prosiguiendo en la línea
del enfoque sistémico del proceso de planificación.
3. TIPOS DE PLANIFICACIÓN
Dentro del cuadro general de la planificación existe una amplia gama
de diferentes tipos. Así, Glasson (20) diferencia, por su utilidad en
el análisis de la planificación regional, varias modalidades.
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Por último, puede diferenciarse la planificación indicativa de la plani-
ficación imperativa, según se limite a señalar unas líneas generales
de actuación o bien implique unas directrices específicas de cumplimiento
obligado.
La tipología de la planificación es particularmente relevante al nivel
regional. Normalmente, la planificación regional incluye tanto la plani-
ficación física como la planificación económica. Algunos planes regiona-
les pueden ser simplemente "de asignación", pero en su mayoría implican
ciertos elementos' "de innovación". Además, la planificación regional
es invariablemente de "múltiples objetivos", aunque su implementación
puede ser "indicativa" o "imperativa".
En el modelo más simple (25), dichos objetivos pueden reducirse a dos:
a) eficacia o asignación óptima de los recursos y/o maximización del
crecimiento de la economía nacional, y b) equidad o reducción de las
disparidades interregionales en los índices de crecimiento y bienestar.
Estos objetivos están normalmente en conflicto entre sí y parece dificil-
mente evitable.
Teóricamente, no resulta difícil resolver tal conflicto. Una posibilidad
es decidir cuál de las metas es la primaria y maximizarla en un modelo
q"e programación lineal, considerando la otra meta como una restricción
a la función objetivo. Por tanto, en un modelo de dos regiones con la
eficacia como meta dominante, podríamos emplear un modelo nacional de
decisión del tipo siguientes-
Y
Max Yn sujeta a _rl>
Y a
r2
en donde Yn es la tasa de crecimiento de la renta nacional, Yrl e Yr2
son los niveles de renta en las regiones 1 y 2, respectivamente; y a
es el coeficiente aceptable de desigualdad.
Alternativamente, podríamos minimizar las diferencias regionales de renta
sujetas al logro de una tasa de crecimiento nacional especificada: una
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elección apropiada si la equidad regional es la meta primaria.
Una solución más general, aunque no parece operativa, consiste en derivar
una curva que refleje un "trade-off" entre niveles de eficacia y equi-
dad (26). Digamos, por otra parte, que los "trade-off" eficacia-equidad
resultan mucho más apropiados para una economía de planificación central
o imperativa. Sin embargo, una estrategia de desarrollo regional que
evite el dilema eficacia-equidad solo puede ser lograda a largo plazo
(27) y dificilmente a corto plazo (28).
Además, como señala el profesor Lasuén (29), existe una problema adicio-
nal, relativo a que "el indicador que normalmente trata de máximizar
la .planeación nacional es todavía económico (v.gr. PIB), mientras que
el que desea máximizar la planeación regional es cada vez más nítidamente
social", de modo que, en opinión de este último autor, "no es posible
solucionar el conflicto eficacia-equidad dentro de un marco de argumen-
tos, como el de la economía del desarrollo, que se construye desde un
punto de vista de eficacia. Por ello, tratamos de resolverlo fuera de
los enfoques tradicionales" (30), cuestión que por razones de espacio
no vamos a tratar ahora.
4. NIVELES DE PLANIFICACIÓN
La planificación regional es análoga a otros tipos de planificación,
en la medida en que posee los mismos rasgos básicos y puede ser el pro-
ducto combinado de los diferentes tipos de planificación ya señalados.
Pero también, está provista de unas características propias, que la dis-
tingue de otras formas de planificación.
Así, la planificación opera a un nivel determinado: el nivel regional.
Dicho nivel ocupa un -lugar intermedio entre el nivel nacional y el urba-
no.
Friedmann (31) define la planificación regional como "el proceso de for-
mulación y explicitación de los objetivos sociales para la ordenación
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En la práctica, los diversos algoritmos de descomposición no han sido
útiles para resolver los modelos de gran escala, pero han dado origen
a una segunda línea sobre el tema.
Esta segunda línea se relaciona con la simulación de procesos de planifi-
cación descentralizada» sujetos a restricciones de recursos y metas,
ambas definidas de forma centralizada. Tinbergen (35) y Kornai (36) fue-
ron quienes comenzaron gran parte del trabajo desarrollado en esta área.
Kornai se preocupó principalmente de elaborar un modelo teórico descrip-
tivo del proceso de planificación. Tinberben propuso la "planificación
por etapas", como una forma de planificación práctica, que supera las
dificultades originadas al abarcar los niveles micro y macro-económicos
en un solo gran sistema.
Pero los planificadores del desarrollo se han preocupado principalmente
de planificar en términos de variables económicas agregadas, y, en espe-
cial, de la elección entre consumo y ahorro, importaciones y exportacio-
nes, y la asignación de la inversión entre sectores. Además, en general,
los modelos de planificación han descuidado la dimensión espacial; es
decir, el nivel regional, subregional y local.
En las últimas décadas, el nivel regional de planificación ha cobrado
importancia en muchos paises. Progresivamente, el nivel regional se sepa-
ra del nivel nacional de planificación y adopta una personalidad propia.
Este tipo de planificación está interesada por un nuevo tipo de problemas
de diversa naturaleza (37), de manera que enfatiza las políticas espacia-
les orientadas a las áreas atrasadas o deprimidas y las regiones absole-
tas o económicamente declinantes; a las desigualdades de los indicadores
sociales y económicos del desarrollo entre regiones; a la reorganización
espacial de las actividades económicas provocadas por las migraciones
interiores; a los cambios en la tecnología; a las políticas de un mercado
común; a los problemas del medio ambiente asociados al fenómeno de con-
centración urbana, etc.
En los paises desarrollados, el énfasis se pone en un conjunto de proble-
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Por último, podemos hablar de una planificación intrarregional y de una
planificación interregional.
Según Kuklinsky (40), la planificación interregional subraya la dimensión
espacial de lá planificación nacional; es decir, la asignación de los
recursos entre las regiones. En esta situación, la desagregación regional
de los planes, programas y políticas nacionales es la cuestión clave.
Los objetivos de crecimiento económico, pleno empleo y equidad social
deben ser enfocados desde este punto de vista. Por tanto, el horizonte
temporal se convierte en un factor crucial, así como la consideración
dinámica de tales objetivos y su control en diferentes momentos u hori-
zontes de tiempo.
Por otra parte, la planificación intrarregional está dirigida hacia la
asignación de los recursos dentro de las regiones, y su interés reside
en la localización de los recursos entre las distintas subregiones. La
finalidad perseguida puede sintetizarse en el logro, en general, de una
relación satisfactoria entre los objetivos sociales, económicos y ambien-
tales. Obviamente, al partir de esos objetivos múltiples pueden encon-
trarse conflictos que hagan necesario un "trade-off" entre ellos. Asi-
mismo, el contenido de la planificación intrarregional varía de una sub-
región a otra: es evidente que no requieren las mismas políticas una
subregión metropolitana congestionada que una subregión agraria deprimi-
da, por señalar casos extremos.
Finalmente, podemos afirmar que la planificación regional choca con va-
rias debilidades básicas. Unas, de carácter institucional y, otras, de
carácter técnico. Por referirnos -que es lo que aquí nos interesa- a
las de naturaleza técnica, podemos sintetizarlas esencialmente en tres
clases: a) el bajo nivel de elasticidad de los planes regionales; b)
los sistemas de información regional existentes (41) y c) la dificultad
inherente a la óptima delimitación de regiones o subregiones de planifi-
cación . En la medida en que este último punto será tratado "in exten-
so" enla 2a parte de esta tesis, abordaremos a continuación, siquiera
someramente, los otros dos.
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5. RELACIONES ENTRE LOS DIFERENTES NIVELES DE PLANIFICACIÓN
Habiendo caracterizado ya el problema regional en cuanto a sus atributos
y dimensiones, conviene que noá refiramos -aunque solo sea brevemen-
te- a las relaciones de la planificación regional con otras formas o
niveles de planificación, particularmente con la planificación global
y con la planificación sectorial.
Un punto de vista para analizar esta relación se encuentra en el método
de planificación por etapas de Tinbergen (42). En este método se distin-
guen cuatro etapas: a) la etapa macroeconómica correspondiente a un nivel
de planificación global; b) la etapa sectorial como una desagregación
funcional de los postulados globales; c) la etapa de proyectos y d) la
etapa regional.
Como dice Boisier (43), el método de Tinbergen no parece muy prometedor
para dar respuesta a los problemas inherentes a la planificación regio-
nal. En efecto, el método propuesto implica relegar la función de la
planificación regional a un simple estudio locacional de proyectos puesto
que todos los grados de libertad posibles de la solución general- han
sido copados, salvo uno, cuando se llega al nivel regional. Este plantea-
miento conlleva obvias consecuencias sobre la organización institucional
del aparato regional de planificación (tendencia hacia la centralización)
y sobre las técnicas de análisis, más cerca en este caso de la microeco-
nomía en general (del análisis del equilibrio parcial) y del análisis
de costos comparativos en particular, que de instrumentos mas comprensi-
vos de planificación. Como consecuencia, el uso del método de planifica-
ción por etapas puede significar el desperdicio de todo el potencial
creativo que implica la incorporación directa e indirecta de las comuni-
dades regionales a la tarea de planificación^.
Una alternativa más rica se presenta si se considera el procedimiento
completo de planificación como un sistema de solución simultánea, en
que al mismo tiempo se resuelven las incógnitas globales, sectoriales
y regionales de manera negociada. A nivel de la adopción de decisiones,
la planificación regional aparecería así en un mismo plano con respecto
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a la planificación global y a la planificación sectorial. En realidad,
más que un problema de orden metodológico, el uso de este método implica
serios problemas de requerimientos de información difíciles de solventar
a corto plazo en países, como el nuestro,- de insuficiente y deficiente
base estadística en los varios niveles que los procesos de planificación
comportan (44).
La solución más adecuada (45), para resolver el problema de cómo vincular
la planificación regional con la planificación sectorial y global, con-
siste en el diseño <de un proceso iterativo en el cual la solución final
(determinación de las variables endógenas globales, sectoriales y regio-
nales) se alcanza mediante la convergencia de una serie de pruebas de
acierto y error, y mediante la canalización de la información de retro-
alimentación . Una meta global, por ejemplo, es fijada exógenamente con
el propósito de servir de pivote en la determinación de un primer conjun-
to de valores finales. Estos valores son modificados de manera que puedan
ajustarse a los objetivos sectoriales y regionales, modificación que
es introducida como realimentación en el proceso para alcanzar de nuevo
otro valor de la meta global y así sucesivamente. Es posible también
que el pivote inicial sea fijado a nivel regional, en cuyo caso el proce-
so se realizaría a la inversa.
En este sentido, resultan útiles las técnicas de simulación tal y como
proponen los profesores Lasuén 'y Vergara. "En el caso de la simulación
el problema de la planificación consiste en evaluar los efectos de po-
líticas alternativas sobre la conducta del sistema económico... se puede
"preguntar" cuáles son los objetivos que tienen especial interés y de
qué instrumentos se dispone políticamente. Mediante la simulación se
puede indicar a la unidad decisoria las consecuencias de una política
dada" (46). Se trata, en definitiva, de un proceso, de evaluación que
consistirá en una selección de entre los instrumentos más eficaces, per-
tenecientes a un área de consenso, para alcanzar los objetivos que tam-
bién se hallan en un área de consenso.
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6. EL PAPEL DE LOS MODELOS EN EL PROCESO DE PLANIFICACIÓN URBANA Y RE-
GIONAL
Los modelos -en especial, los matemáticos- utilizan símbolos que permiten
representar aspectos relevantes del mundo real. Como dicen Chorley y
Haggett (47), "se pueden concebir los modelos como aproximaciones selec-
tivas que, gracias a la eliminación de detalles incidentales, permiten
aprehender en forma global algunos aspectos fundamentales, relevantes
o interesantes del mundo real"- 0 como señala Reif (48) "la construcción
de un modelo presupone el empleo de una teoría que explique una parte
o la totalidad de las relaciones establecidas en el mismo. En consecuen-
cia, las predicciones o soluciones derivadas del modelo no son en reali-
dad sino resultados de la teoría".
Si dentro de estos modelos, se incluyen variables que se pueden conside-
rar como instrumentos u objetivos de política económica nos enfrentamos
con modelos para la política económica o modelos para la planificación.
Estos, por tanto, constituyen una subclase en los que se incluyen los
instrumentos y objetivos mencionados, además de las relaciones que, en
s
forma abstracta, explican el comportamiento de las variables elegida's.
Si las variables que se eligen se refieren a la realidad regional, nos
encontramos ante modelos regionales.
De manera que, los modelos, como abstracciones de la realidad, en su
uso en la planificación, pueden estar justificados como un medio de re-
ducción de la complejidad del mundo real a proporciones manejables. Los
modelos pueden ser -y lo son en realidad- instrumentos especialmente
útiles en la planificación, particularmente en la planificación estructu-
ral o estratégica. •
Lowry (49) distingue tres funciones de los modelos en el proceso de pla-
nificación:
a) Modelos descriptivos, que sirven para el conocimiento del proceso
de desarrollo urbano y regional. Es un paso previo a todo el proceso
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posterior de investigación y predición.
b) Modelos predictivos, que utilizan los planificadores para anticipar
o prever los cambios o estados futuros de las ciudades y regiones, así
como analizar el impacto por anticipado de posibles políticas alternati-
vas. De este modo, los modelos pueden ayudar, como se encarga de señalar
Chadwick (50), a reducir la "inaccesibilidad" del futuro por el que la
planificación, por definición, se interesa.
Se pueden distinguir dos tipos de modelos predictivos: los de extrapola-
ción y los condicionales (51). Los primeros efectúan sus proyecciones
-como continuación de las tendencias actuales, definidas anteriormente
en el modelo descriptivo. Los segundos, son modelos de la forma "si se
da x, entonces se da y", en los que no se definen explícitamente ni las
causas ni la probabilidad de la aparición de x. Un ejemplo de estos mode-
los es el modelo de "análisis de impacto".
c) Modelos de optimización o "planificación", que tratan de responder
específicamente a las etapas 2 y 3, que .hemos subrayado en el proceso
de planificación; es decir, la preparación y evaluación de conjuntos
alternativos de decisiones y la selección de la mejor solución a la luz
de los objetivos establecidos.
Richardson. (52) señala que un modelo de planificación va más allá de
la predicción, en tanto en cuanto trata de influir en el futuro y cambiar
los sucesos en direcciones previamente especificadas.
Por otra parte, convendrá identificar los criterios con los que apreciar
la capacidad o potencia, de los modelos y de los métodos de modelización.
En otras palabras, su utilidad (53) y validez (54).
Utilidad: dado que la planificación es una decisión orientada, los mode-
los pueden ser apreciados por su contribución al proceso de toma de deci-
siones. La facilidad con la que los modelos pueden ser especificados
y calibrados, además de su accesibilidad a los ejecutivos que deben apli-
carlos, deben ser también tenidos en cuenta a la hora de valorar su uti-
lidad.
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Validez: los modelos son representaciones de la realidad y, por consi-
guiente, la confianza en sus resultados dependerá de la exactitud ("acu-
racidad") con que represente al mundo real como es ahora y tal como pro-
bablemente será en el futuro.
Se puede considerar que hay dos puntos de vista opuestos con relación
al problema del establecimiento de los modelos matemáticos de los siste-
mas sociales (55).
El primero, está sustentado por especialistas que pretenden construir
el modelo de un sistema social a partir, fundamentalmente, del procesa-
miento de los datos "históricos" de evolución del mismo. Estos especia-
listas tratan de ajustar un modelo previo, normalmente lineal, a los
datos de que disponen. Es un punto de vista de tipo conductista, porque
no trata de establecer la estructura interna del sistema, sino simplemen-
te de ajustar el modelo a los datos reales conocidos. En esencia, ésta
es la forma de proceder de la econometría.
Los modelos de predicción econométrica emplean técnicas de inferencia
estadística para estimar, a partir de datos empíricos, la dirección y
magnitud de la. interdependencia de diferentes variables económicos. A
los modelos econométricos se les ha criticado en la medida en que presu-
ponen una estructura o forma del modelo a priori, a la cual los datos
deben ajustarse necesariamente-. Sin embargo, para períodos cortos de
tiempo, tales como un año o dos, los modelos econométricos han demostrado
ser extraordinariamente útiles. Su origen se encuentra en la década de
los 30, en torno a los trabajos de Moore, Schultz, Tinbergen, etc.; aun-
que la matemática y los modelos matemáticos ya se habían utilizado en
economía desde hacía tiempo, entre otros, por Cournot, Marshall, Edge-
worth, Walras, el propio Keynes, etc.
Otro punto de vista es aquél que parte de un análisis cuidadoso de los
distintos elementos o' componentes del sistema observado. A partir de
aquí, se. construye la lógica interna del modelo y se intenta su ajuste
a los datos históricos. Obsérvese que, en este caso, lo fundamental es
la lógica interna y las relaciones estructurales del modelo y no el ajus-
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te de los parámetros. Esta es la óptica general'de la "dinámica de siste-
mas", que estudiaremos con detenimiento en el tercer capítulo.
En la práctica de la planificación, se utilizan ambos puntos de vista.
Si se quieren obtener los valores más precisos de un suceso futuro se
emplean los métodos estadísticos o econométricos; mas, si se desea saber
la respuesta del sistema a un conjunto de condiciones futuras (p.e.,
en el caso de modelos de simulación). entonces la dinámica de sistemas
es la metodología preferible.
Por lo demás, los métodos econométricos son más bien útiles a corto pla-
zo, mientras que los modelos de dinámica de sistemas lo son a largo pla-
zo.
7. CARACTERÍSTICAS DE LOS MODELOS DE PLANIFICACIÓN REGIONAL
En general, puede afirmarse que las dificultades del proceso de modeliza-
ción provienen de la complejidad de la misma planificación. Como se ha
visto en páginas anteriores, la planificación económica debe integrar,
al menos, tres niveles: el nivel nacional, regional y sectorial.
En consecuencia, una modelización plena debe contener simultáneamente
dichos niveles; esto es, debe ser una planificación multi-nivel, definida
por Kornai (56) como aquella "que opera con modelos a ¿in nivel global
(de toda la economía), a un nivel medio (regional o de sector) y tal
vez a un nivel bajo (locales o subregionales), en un mismo período de
tiempo, y con un flujo organizado de información entre los distintos
modelos".
»
Según Pulido (57), "las dificultades prácticas y teóricas de la construc-
ción del macromodelo y los submcdelos parciales formando un todo único,
son realmente muy importantes en la actualidad". Y añade, "nuestra expe-
riencia es que al final el modelo integrado debe ser más simple que sus
componentes, aunque más complejo que cada uno de los submodelos integran-
tes por separado. La precariedad de la base estadística de nuestro país
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y nuestra experiencia econométrica aún limitada, hacen aconsejable traba-
jar primeramente a nivel de submodelos y abordar con un cuidado extremado
la integración total".
El mismo Pulido (58) hace una interesante clasificación de los modelos
de planificación económica, que recogemos:
Ny Desagre
\^ gación
\^ espa
N. cial.
Desagrega
ción sectorial
No diferencia
ción de secto
res.
Desagregación
por sectores.
Sectores .ais-
lados'.
No diferencia—
ción de regio—
nes-.
Modelos de pla-
nificación n a —
cional agregada
Modelos de pla-
nificación n a —
cional sectoria
1izada.
Modelos de pla-
nificación sec-
torial .
Desagregación
por regiones.
Modelos de pla-
nificación inte
rregional agre-
gada.
Modelos de pla-
nificación inte
rregional secto
rializada.
Modelos indus—
triales.
Regiones aisla-
das.
Modelos de urba-
nismo.
Modelos de plañí
ficación regio—
nal.
Modelos de loca-
lización.
Y considera como modelos directamente integrantes de la planificación re-
gional -aunque no exclusivos de ella-, los siguientes: modelos de plani-
ficación interregional agregada, modelos de planificación interregional
sectorializada, modelos industriales, modelos de urbanismo, modelos de
planificación regional y modelos de localización.
Este mismo autor, siguiendo el conocido artículo de -Kendrick (59), dife-
rencia cuatro características específicas de los modelos de planificación
regional que los distingue de los modelos nacionales. Estas característi-
cas son: a) la determinación de los flujos interregionales, de mercancías,
b) el tratamiento dado a los factores con relación a su posible movili-
dad, c) el cálculo de los costes de transporte y d) el uso de diversos
procedimientos de agregación para reducir las necesidades de información
de los modelos.
- 21 -
7- 22 -
A partir de estos elementos, se puede establecer el siguiente cuadro:
CARACTERÍSTICAS DE- LOS MODELOS REGIONALES
PROBLEMAS
a.Determinación
de flujos in-
terregionales
de mercancías
b.Movilidad de
factores.
c.Costes de - -
transporte.
d.Necesidades
de datos y -
agregación.
e.Utilización.
MÉTODOS DE ANÁLISIS
a.1.Método de
exporta—
ción-pro-
ducción.
a.2.Método de
importa—
ción-uso.
Hipótesis sobre movilidad de
inversión
c.l.Método de
los coefi
cientes -
de costes
c.2.Método in
put-out—
put.
Simplificación de métodos de
e.l.Modelos de
e.3.Modelos de
único.
simulación
período —
e.
e.
a.3.Modelo de
gravita—
ción.
a.4.Méto-
to de
mini-
miza-
ción
de —
costes
trabaj o, recursos,
c.3.Submodelos de trans-
porte .
análisis
2.Modelos de optimización
4.Modelos multi-período.
Por otra parte, respecto a la utilización de los modelos, se puede decir
que los modelos de simulación o comportamiento tienen por objeto determi-
nar los niveles alternativos de producción regional, los flujos interre-
gionales de mercancías, etc., que son consistentes con* la demanda final
de cada región determinada exógenamente. Eligiendo entre diversas alter-
nativas, podemos hallar soluciones "operativas" pero no "óptimas".
Por el contrario, en los modelos de optimización, la determinación de
los niveles de producción regional se hace en forma tal que minimicen
los costes, atendiendo a ciertas restricciones de distribución y a los
objetivos marcados de rentas regionales.
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La principal diferencia entre ellos radica en que estos últimos incorpo-
ran una función objetivo, en la que, a cada variable que integra tal
función se le atribuye una ponderación de acuerdo con algún criterio
económico o extraeconómico. Y con estos criterios y las restricciones
pertinentes, se obtiene la solución óptima.
Pero el problema está -como dice Aznar (60)- en saber cómo definir tales
criterios y en qué medida ese resultado óptimo se aleja de la realidad.
Porque puede suceder que obtengamos una solución óptima, pero desprovista
de toda utilidad al funcionar los agentes económicos con otros criterios
que los tenidos en cuenta. Esto es lo que Richardsoñ (61) -refiriéndose
al modelo de Tinbergen- quiere señalar cuando afirma "un modelo de plani-
ficación de este tipo podría proporcionar una solución óptima. Sin embar-
go, una solución tal podría implicar o bien una ineficiente localiza-
ción... o incluso una ineficiente especialización", aparte de otros im-
portantes aspectos insatisfactorios.
Por lo demás, quizá convenga señalar que los enfoques exclusivamente
económicos en el terreno de la planificación regional dejan siempre va-
cíos importantes. Consiguientemente, para entender el comportamiento
de las variables económicas, resulta necesario hacer referencia a varia-
bles de carácter físico, social, cultural y político, y a las interrela-
ciones de todas estas variables entre sí; es decir, se trata de explicar
la existencia y formación de unos stocks -económico, social, físico,
etc.- y de sus relaciones recíprocas (62). No se trata, por otro lado,
de abandonar el enfoque económico, sino de integrarlo en un enfoque más
amplio y comprensivo.
8. UN MODELO DE PLANIFICACIÓN REGIONAL NEGOCIADO
El modelo que tratamos de construir -objeto central de esta tesis- co-
rresponde al nivel que Kuklinsky denomina "intrarregional" (63); esto
es, la planificación referida a una región que puede considerarse.como
un conjunto de subsistemas subregionales o comarcales. La actividad de
desarrollo regional es generada vía agregación de las actividades loca-
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les, de tal forma que la adopción de la escala regional es necesaria
para aquellos problemas que no pueden resolverse a escalas inferiores.
Obviamente, este modelo responde a un "status" situado entre dos extre-
mos: uno, en el que, en el límite, la región podría determinar libremente
sus objetivos y controlar efectivamente los instrumentos usuales de polí-
tica económica. Este sería el caso de un sistema federal pleno en el
cual el gobierno central se ocuparía fundamentalmente de cuestiones exte-
riores, de defensa y de un mínimo de coordinación. Otro, en el que, aunque
se declare un proceso de descentralización formal, existe un centralismo
real y, en consecuencia, todo intento de planificación regional desemboca
en un ejercicio totalmente inútil.
Pero es obvio que la situación actual de nuestro país no es ni una ni
otra de las anteriormente señaladas. Como es sabido, la Constitución
española de 1978 (Art.131.1) establece que los proyectos de planificación
que el Gobierno Central pueda hacer, partirán de las previsiones (64)
suministradas por las Comunidades Autónomas y el asesoramiento de dife-
rentes estamentos, constituidos en un Consejo (Art.131.2), cuya composi-
ción y funciones están todavía por desarrollar. Por consiguiente", con
arreglo a la Constitución es posible iniciar un proceso "bottom-up" de
planificación descentralizada (65).
Pues bien, existen dos elementos básicos en nuestra región que importa
subrayar. Estos son: la capacidad de negociación política y la capacidad
de generación de las preferencias propias.
Por tanto, parece razonable pensar en la formulació.n de un proceso de
planificación intrarregional consistente en aprovechar y maximizar esta
capacidad de negociación y de información de las regiones para su propio
beneficio dentro de un marco de colaboración interregional central. Así,
pues, a este proceso no parece inapropiado denominarle planificación
negociada (66).
La función principal de la autoridad de planificación regional sería
la de obtener de parte del gobierno central un conjunto óptimo de deci-
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siones económicas que permitan a la región alcanzar sus objetivos dentro
de un marco coherente de relaciones interregionales; bajo la aplicación
efectiva del principio de solidaridad que se consagra en la propia Cons-
titución (Art.138.1) (67).
Naturalmente, la función antedicha solo puede acometerse exitosamente
-como afirma el profesor Quintas (68)- si "los Gobiernos regionales adop-
tan modelos de dirección y decisión eficientes en la orientación y poten-
ciación del desarrollo".
En consecuencia, la planificación negociada debe dirigir sus esfuerzos
en dos direcciones:
- Primera: acceso político al nivel central de decisiones, de modo
que pueda lograrse una asignación óptima de las actividades de localiza-
ción a las regiones y una discriminación territorial de ciertos instru-
mentos de política económica. En este sentido, la participación de la
autoridad regional en el Consejo Económico-Social (69) y en el Consejo
de Política.Fiscal y Financiera es de capital"importancia.
- Segunda: la autoridad planificadora regional deberá estar dotada
de una capacidad permanente de análisis de la economía regional y de
seguimiento de la evolución de la economía nacional. En consecuencia,
necesita disponer de la competencia técnica necesaria y de un sistema
moderno de información estadística; así como de la capacidad de genera-
ción de proyectos estratégicos y de localización de la actividad econó-
mica.
En síntesis, el modelo de planificación negociada comporta un proceso
circular estructurado en una serie de fases secuenciales eslabonadas.
Dichas fases son las mismas que las ya definidas en el epígrafe 1 de
este capítulo -esto es, las fases de diagnóstico, adopción de objetivos,
especificación de metas, selección de estrategias, control y evaluación
- más la etapa de negociación que, desde un punto de vista político,
se convierte en el elemento central de todo el proceso.
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CAPITULO II.-MODELOS DE CRECIMIENTO REGIONAL
1. INTRODUCCIÓN
Comencemos este segundo capítulo recordando que la fase de "análisis y
apreciación" -o, en otras palabras, de diagnóstico y prognosis- es la
primera secuencia del proceso de planificación regional, tal y como hemos
tenido ocasión de examinar en el capítulo anterior. Pero tal cometido,
no sólo es descriptivo, sino, y sobre todo, fundamentalmente explicativo.
Por otra parte, la preocupación última de la planificación regional es
la obtención de una tasa satisfactoria de crecimiento regional a largo
plazo, así como la consecución de una distribución espacial de la activi-
dad económica aceptablemente eficaz y equilibrada.
En consecuencia, así las cosas, resultará procedente que pasemos a anali-
zar la naturaleza del proceso del crecimiento regional y las teorías que
tratan de explicarlo (1).
Pues bien, a menudo se acostumbra abordar el estudio de las teorías del
crecimiento o desarrollo (2) regional, distinguiendo aquéllas que conside-
ran el crecimiento desde fuera o desde dentro de la región (3), las que
enfatizan los factores explicativos de los cambios a coreo plazo de las
que lo hacen a largo plazo (4) y, por último, las pertenecientes al cuerpo
de doctrina convencional de la teoría económica o las que se corresponden
con un enfoque institucional y de comportamiento (5) (6). Mas, en la medi-
da en que no nos anima un objetivo taxonómico, evitaremos realizar cual-
quier división de las teorías tratadas, si bien, seguiremos un criterio
expositivo lógico que permita su tratamiento según un orden de progresiva
profundización y complejidad.
El origen de los estudios del crecimiento regional en sentido estricto
no se encuentra hasta bien avanzada la década de los cincuenta. Existen
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estudios dispersos y en direcciones varias en los que se considera el
crecimiento regional, relativos a Ohlin, Christaller, Losen, etc. (7),
o incluso anteriormente por parte de Marx, Schumpeter y otros; pero no
un "análisis directo del crecimiento regional per se" (8). Esta última
labor comenzó a- -realizarse de una manera relativamente sistemática con
los trabajos de North, Tiebout, Myrdal, Perloff, Borts y Stein (9), etc*,
a partir del año 1955 y siguientes. Por tanto han transcurrido más de
20 años en los que ha habido un creciente esfuerzo de elaboración teórica;
no obstante, como dice Richardson, "la teoría del crecimiento regional
se encuentra actualmente en un estado todavía muy primitivo" (10).
Las razones del estado insatisfactorio de la teoría del crecimiento regio-
nal son diversas. A modo de síntesis, podríamos señalar las siguientes:
- Aplicación de la metodología de la teoría del crecimiento a un obje-
to de estudio diferente para la que fue inicialmente formulada, cual es
el proceso de crecimiento regional. Aunque tal enfoque condujo a resulta-
dos no desdeñables, es menester señalar que la servidumbre que padeció
la economía regional se puso eri evidencia con el olvido de aspectos espe-
s
cíficos importantes como los problemas relativos a la localización-, el
espacio, etc. y a la adopción de hipótesis inapropiadas como la función
de producción de Cobb-Douglas, rendimientos constantes a escala, etc.
- Estrecha dependencia del análisis regional de los elegantes modelos
neoclásicos y de las teorías del comercio internacional, que resultaron
perjudiciales. "El marco neoclásico es por esencia incompatible con el
concepto de espacio" (11).
- Producto de los aspectos anteriores es la consideración de la región
como una mini-nación, que resulta a todas linces inadecuada. Las diferen-
cias son evidentes: una región es incomparablemente más abierta al exte-
rior que una nación, entre las regiones no existen barreras del tipo de
las que existen entre las naciones (licencias de importación y exporta-
ción, derechos arancelarios, etc.), los instrumentos político-económicos
y los objetivos son diferentes en uno y otro nivel, etc. Una consecuencia
de lo anterior es la mayor movilidad relativa de los recursos y productos
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entre las regiones de un estado en comparación a la existente entre nacio-
nes (12). Obviamente, fenómenos como las economías de escala y las econo-
mías externas, que pueden ser descuidadas en la teoría del desarrollo
nacional, no es posible prescindir de ellas como elementos de una teoría
del crecimiento regional.
Por consiguiente, un tratamiento satisfactorio del crecimiento regional
debe incorporar sus elementos específicos: el espacio, la localización
y la distancia, en una perspectiva integradora de la economía de la loca-
lización, la macroeconomía interregional y teniendo en cuenta las relacio-
nes urbano-regionales.
La introducción en los modelos de crecimiento regional del espacio y la
distancia es de capital importancia, tanto en el sentido interregional
como en el de la diferenciación espacial intrarregional. Estos son facto-
res esenciales en los modelos centro-periferia (13), la teoría de los
polos de crecimiento en la óptica de Boudeville (14), las economías de
aglomeración y los efectos sobre el territorio circundante (15), la difu-
sión espacial de las innovaciones (16), etc. Sin embargo, en donde el
factor espacial toma -o, mejor dicho, se intenta que tome (17)- un mayor
relieve es en las teorías del crecimiento regional propuestas en fechas
recientes, debidas fundamentalmente a dos especialistas destacados en
la,materia, Richardson (-18) y Von Boventer (19).
También resulta imprescindible para la comprensión del crecimiento regio-
*
nal, la consideración de la interacción urbana-regional (20). Porque no
hay región sin ciudad, pero tampoco se puede concebir una ciudad sin su
entorno. De manera que tal interrelación nos permite analizar más riguro-
samente fenómenos como las migraciones ruurbanas e interurbanas, la capa-
cidad de adopción de innovaciones por el sistema urbano y las economías
externas y de aglomeración (21).
Por último, conviene señalar que el objeto de este capítulo no es otro
que el de' analizar los elementos fundamentales para el logro de una teoría
del crecimiento regional útil y relevante para la planificación regional.
No se olvide que el objetivo de la presente tesis es la construcción de
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un modelo de planificación regional. Por eso, estamos interesados -en
la medida en que la planificación no es un proceso intuitivo- en rastrear
las diferentes hipótesis de las teorías propuestas.
Naturalmente, de las teorías se pueden deducir estrategias políticas.
Pero debe tenerse bien presente que no hay una relación directa y mecánica
entre teoría y estrategia político-económica. La elección de política
no solo depende de la teoría, sino también del aparato institucional de
la economía, de la estructura espacial de ésta y de la combinación y po-
tencia de cada uno de los sectores público y privado (22).
Por lo demás, no pretendemos ser exhaustivos, sino analizar el actual
"estado de la cuestión", constatar su grado Ínsatisfactorio de elaboración
y recoger algunas posibles vías de avance o enfoque "alternativos propues-
tos por diferentes autores en los últimos años.
Nos interesa, por otra parte, señalar, ya desde este momento, que los
modelos espaciales son los más apropiados para nuestra tarea, por cuanto
el desarrollo y ejecución de una planificación regional coherente no puede
desvincularse del espacio. Y en la medida en que nos sea dado el hacerlo
abundaremos en aquellos modelos en los que el factor espacial reciba una
especial relevancia.
2. MODELO DE LA BASE ECONÓMICA
Entre los modelos de crecimiento regional más clásicos y antiguos encon-
tramos el modelo de base económica, también llamado modelo de base de
exportación. Su origen se remonta a los años 30 y es de carácter esencial-
mente geográfico (23)- Es, por otra parte, quizás el único modelo surgido
expresamente para explicar el crecimiento regional y urbano, al margen
de adaptaciones de teorías pensadas para las naciones. North (24) y Tie-
bout (25) son los autores más señeros que han avanzado esta teoría, des-
pués de que otros establecieran su fundamento.
- 34 -
- 35 -
La hipótesis fundamental sobre la que se sustenta el modelo es que la
existencia y crecimiento de una región depende de los sectores de activi-
dad cuya demanda proviene del exterior de la región. La variable fundamen-
tal, por tanto, es la demanda extrarregional de bienes y servicios produ-
cidos en la región. No son consideradas variables relacionadas con la
oferta como el capital, el trabajo y la tecnología, relevantes, como más
tarde veremos, en los modelos de cuño neoclásico y postkeynesiano. También
son consideradas irrelevantes variables como el nivel de gasto público,
los cambios en la función de consumo y la inversión interior.
Este modelo divide la economía regional en dos grandes sectores: activida-
des básicas y actividades no-básicas. Las actividades básicas son aquellas
que producen bienes y servicios que son vendidos fuera de la.región. Por
el contrario, la producción de las actividades no-básicas o locales es
consumida dentro de la región. La identificación de los sectores exporta-
dores o básicos y no-básicos dependerá de la extensión del ámbito geográ-
fico objeto de estudio. Obviamente, por ejemplo, las actividades exporta-
doras de una ciudad serán mucho más numerosas que las de una región.
El modelo hace hincapié en los sectores de actividades básicas o exporta-
doras. Como dice Isard (26) "la razón de la existencia y crecimiento de
una región estriba en el volumen de bienes y servicios que produce dentro
y que vende al otro lado de sus fronteras"- Esto es, en su formulación
más simple, la teoría de la basé económica indica que el índice de creci-
miento regional es una función del índice de crecimiento de las exporta-
ciones. Por tanto, se puede establecer un ratio o unidad* de medida entre
el valor total de la actividad regional y la actividad básica.
Evidentemente, para cuantificar este ratio se necesita utilizar alguna
variable significativa.
Hasta hoy, desde Hoyt (27), casi todos los estudios de este tipo han uti-
lizado el empleo como tal variable y se distingue el empleo básico del
no-básico-. De manera que, el empleo regional total (E ) es igual a la
suma del empleo básico o exportador (E ) más el empleo no básico o lo-
cal (EL) (28).
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El modelo podría formulizarse matemáticamente del siguiente modo (29)
E4 = ET + Et • L x
La teoría supone que existe una relación estable entre los siguientes
ratios:
EL
3 E,
Siendo K + K = 1.
Sustituyendo en (l) E por su valor, es inmediato que:
E^ = — - — E = — - — E = m E
t 1-KX * K2 x x
donde m es el multiplicador del empleo total, asociado al empleo bási-
co (30).
Si se supone que la población total regional mantiene una relación estable
con el empleo, podemos escribir:
a t
siendo la tasa de actividad que se considera estable.
Haciendo las sustituciones pertinentes se obtiene:
que es una expresión que relaciona la población al empleo básico (31).
Pero esta formulación solo es posible si se resuelven dos problemas esen-
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ciáles: la identificación clara de los sectores básicos y no-básicos (32).
y la prueba de la supuesta estabilidad de las relaciones.
El primer problema de identificación o de -localización de las actividades
entre el sector básico y el no-básico es el que ha sido objeto de investi-
gación más reciente (33), aunque ya habia sido tratado in extenso con
anterioridad (34). Los principales métodos'o técnicas empleadas para re-
solver tal problema han sido: el méto'do de asignación "ad hoc", el método
del cociente de localización y la técnica de los requisitos mínimos.
El primer método parte de la consideración de que hay unos sectores bási-
cos y otros que no lo son en cada caso particular. Dice Richardson que
es frecuentemente utilizado, "especialmente en estudios con series tempo-
rales" (35).
Sin embargo, el método más extendido, aunque no carente de inconvenientes
(36), es el del cociente de localización o sus derivados, definido por
la relación entre el ratio empleo-población de una ciudad y el ratio em-
pleo-población del conjunto nacional. Supone que un sector exporta si
su coeficiente de localización es mayor que la unidad (37).
La técnica de los requisitos mínimos supone que la actividad base consta
de un empleo total por.encima de un porcentaje mínimo requerido para que
una región satisfaga sus propias necesidades, lo que implica cierto grado
de arbitrariedad en el cálculo.
•
Por otra parte, tampoco es desdeñable el problema relativo a la elección
del área de estudio, que está directamente enlazado con la división de
los sectores en básicos y no-básicos. Naturalmente, un sector puede ser
básico en un área urbana, pero puede dejar de serla si se considera una
región. Suponiendo que los demás factores no varían, es razonable pensar
que las exportaciones de las grandes regiones tiendan a perder importancia
como elemento componente de la demanda agregada y que una mayor proporción
de la inversión quede determinada de forma autónoma dentro de la propia
región. Esto explica, de alguna manera, por qué la mayoría de los estudios
empíricos a partir de esta teoría han sido realizados en áreas pequeñas,
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tales como ciudades o áreas urbanas.
En relación a la estabilidad de los ratios, Nourse afirma que "varios
estudios estadísticos han indicado que la razón básico - no básico es
inestable en el' tiempo y diferente entre lugares distintos" (38) y, por
su parte, Richardson dice que "la proporción entre la actividad básica
y la total tiende a decrecer a medida que la ciudad crece" (39). Y, a
continuación, tanto uno como otro autor concluyen que si esta tendencia
se mantiene, el modelo de base económica se invalida como explicación
del crecimiento a largo plazo, en la medida en que la estructura de la
economía regional puede alterarse y, por consiguiente, provocar cambios
del ratio.
Por último, convendrá señalar, siguiendo la distinción que hace Saenz
de Buruaga (40), las objecciones teóricas y empíricas planteadas a este
modelo.
Las principales objecciones teóricas son, de manera sucinta (41), las
siguientes:
a) Subestimación de variables relevantes en el crecimiento regional,
como la inversión autónoma, el progreso técnico, la acumulación de capital
y la inmigración.
b) El índice que relaciona las exportaciones y el crecimiento del
output regional está inversamente relacionado con el tamaño de la región.
Por consiguiente, a modo de ejemplo, conforme una región crezca, dicho
índice tiende a ser decreciente. Además, dicho índice como variable expli-
cativa dependerá no solo del tamaño, sino de otros importantes factores
como el tipo y la estructura de la región considerada, de la estrategia
espacial de las empresas exportadoras, etc. (42).
c) La teoría de la base de exportación no resulta apropiada para ex-
plicar el comportamiento de un sistema interregional, ya que reduce to-
do sistema espacial a dos regiones, la región a estudio y el resto del
mundo.
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d) En un sistema multirregional, el multiplicador adecuado no debería
ser el multiplicador simple de la base de exportación, sino el multiplica-
dor general interregional que tiene en cuenta todos los efectos "feedback"
que pueden producirse. La teoría resulta estrecha para tal propósito,
en la medida en que no dedica la atención debida a las importaciones al
considerar que las exportaciones se determinan de forma independiente
y autónoma.
e) La teoría ofrece serias limitaciones de carácter explicativo en
regiones con una estructura económica diversificada y con sectores expor-
tadores complejos.
Por otra parte, las objecciones o problemas empíricos con que uno se en-
cuentra en la aplicación de este modelo podrían sintetizarse en las si-
guientes:
a) La dificultad inherente a la identificación de las actividades
básicas y no-básicas, así como la delimitación o elección del área geográ-
fica de estudio.
b) Las restricciones derivadas de la hipótesis de estabilidad de los
coeficientes del modelo le incapacita para explicar el crecimiento a largo
plazo.
c) Los multiplicadores sólo son útiles si se refieren a la relación
en el margen, cuando en realidad se han calculado promediando el empleo
no-básico y el básico.
A pesar de los serios inconvenientes señalados, a la teoría de la base
económica hay que reconocerle el valor que significa el dar la suficiente
importancia a la "apertura" de las economías regionales y a la demanda
externa. De otra parte, la base económica es una buena forma de investiga-
ción de la estructura económica de una región, sobre todo si se utiliza
conjuntamente con técnicas input-output; aunque, obviamente, cuando su
uso es proyectivo, el análisis pierde gran parte de su bondad. Por lo
demás, el modelo posee las ventajas inherentes a su simplicidad y, en
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determinadas economías, puede ser relativamente útil en la valoración
de impactos a corto plazo (43). así como también puede servir como un
punto de partida de modelos más elaborados.
Finalmente, aunque la debilidad de la teoría es ampliamente aceptada,
debe reseñarse que ha tenido múltiples e interesantes aplicaciones (44),
tanto en el ámbito de la economía urbana como en el de la economía regio-
nal.
3. MODELO NEOCLÁSICO
Sin duda alguna, el modelo que ahora tratamos es el que mejor representa
al cuerpo de doctrina pura tradicional y constituye una elaboración muy
estructurada y formalizada (45). Las situaciones de equilibrio se producen
por medio de los ajustes de los precios y la movilidad de los factores
productivos, en condiciones de competencia perfecta y pleno empleo (46).
La versión más sencilla de esta teoría plantea que los factores trabajo
y capital están inversamente relacionados, debido a que aquellas regiones
de más altos niveles de renta importan trabajo y exportan capital. Por
tanto, como existe perfecta movilidad y sustituibilidad de los factores
productivos, "para llegar a una situación de equilibrio, el capital fluirá
desde las regiones con salarios altos a las regiones con salarios bajos,
ya que éstas proporcionan rendimientos más altos al capital; al mismo
tiempo, los flujos de nano de obra irán en sentido contrario, hasta que
los rendimientos de ambos factores se igualen. Consecuentemente, las re-
giones con bajos salarios y rentas bajas crecerán más deprisa que las
otras regiones, gracias a tasas más altas de acumulación de capital y
a mayores incrementos en los salarios. En último extremo, este proceso
de crecimiento regional desembocará en una convergencia en las rentas
regionales por habitante" (47).
El modelo puede formalizarse del siguiente modo (48):
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Se parte del lado de la oferta; es decir, de la función agregada de pro-
ducción,
Y i = Fi (K.L.T.)
en la que la renta regional Y. viene dada en función del capital (K),
el trabajo (L) y la evolución tecnológica (Tj. Se supone, además, que
el mercado es de competencia perfecta', existe pleno empleo, rendimientos
constantes a escala, etc.
Dados dichos supuestos, el modelo estaría constituido por las ecuaciones:
Y. = a. K. + (1-a.) 1. + t. ,„ .
i í i - i i i (1)
K. = S i
1 Vi
1. = n. + I m.. • (3)
i -
 5 ji
K = f {R± - R ) (4)
m..= f (W. - W.) (5)
donde Y, k, 1 y t son los índices de crecimiento del output, capital,
mano de obra y tecnología; a es la participación del capital en la renta;
s, el ratio ahorro/renta; y, la relación capital/output; Kj_i, es el flujo
de capital de la región j a la i dividido por el stock de capital de la
región i; n es el índice de incremento natural de la población; m.. es
la corriente neta de migrantes de la región j a la región i dividida por
la población de la región i; R es el índice de rendimiento del capital
y w son los salarios.
Naturalmente, la ecuación (1) es una consecuencia inmediata de la función
de producción, Las ecuaciones (2) y (3) expresan que los recursos produc-
tivos pueden ser internos o importados; y las ecuaciones (4) y (5) indican.
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que el capital y el trabajo sufren desplazamientos en función de los ren-
dimientos respectivos.
Por tanto, el modelo neoclásico incluye, además de una teoría del creci-
miento, una teoría de la movilidad de los factores (49). Siebert es posi-
blemente el autor que más atención ha prestado a estos aspectos.
En el modelo de Siebert (50) se expresa el cambio de la oferta de mano
de obra como una función de la población a largo plazo y de los salarios
a corto plazo.
Así, a largo plazo, dL = f (d B), siendo L la oferta de mano de obra y
B la población. A corto plazo, dL =f (W ), siendo t-1 * los cambios
en la oferta de mano de obra entre el período (t-1) y t; W es el nivel
de salarios en el período (t-l).
Se supone, también, que en un modelo de dos regiones, el número de inmi-
grantes a la región considerada es una función de las diferencias de sala-
rios. Entonces,
J- -L -kw. -L. . /, ,-L , ,X1 \dL
 *
 (w
 V '
donde I es la región I, objeto de análisis, y II es la región que repre-
senta el resto del sistema.
Por consiguiente, el incremento total de la oferta de mano de obra será:
_¥I I ..I II ,TIdL = dL + dL
formada por un componente de crecimiento interno y otro externo.
*
En general, podemos escribir que (51),
d L 1 = f (d B 1 , IdL I , W^
-X , W ^ 2 )
Por el lado de la movilidad interregional del capital habría que distin-
guir (52) tres tipos diferentes de capital. Primero, el capital puede
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definirse como un movimiento neto de la balanza de pagos. Segundo, el
capital puede ser un stock de fondos monetarios. Tercero, el capital puede
considerarse como un input de la función de producción. En conjunto, la
movilidad de estos tres tipos de capital aumenta cuanto mayores sean las
diferencias de rentabilidad del mismo entre regiones o según las corres-
pondientes posibilidades de inversión (53) (54).
•El problema básico con que se encuentra este modelo es s-u falta de eviden-
cia empírica. La realidad económica muestra que, normalmente, las regiones
ricas importan trabajo y capital, y que las diferencias interregionales
de rentas per capifca son a menudo progresivamente mayores (55). Por tanto,
las hipótesis básicas del modelo no han podido ser verificadas (56).
No obstante, el modelo no solo se ve enfrentado a la evidencia empírica,
sino que padece de importantes inconvenientes teóricos (57).
Las objecciones teóricas más importantes que se le han planteado son:
a) El modelo neoclásico no aborda fenómenos trascendentes de las eco-
nomías regionales como las economías de aglomeración de la localización
y la urbanización, los costes de transporte, la interdependencia de las
decisiones de emplazamiento, las relaciones metropolitano-regionales y,
en general, las características propias de las organizaciones o estructu-
ras espaciales.
b) Como hemos visto, el modelo neoclásico ha dado gran importancia
a los movimientos interregionales de trabajo y capital, pero no se ha
interesado en ningún momento por la difusión interregional de innovaciones
que tan importante papel juega en los procesos de crecimiento (58).
c) Las funciones de migración e inversión se hallan en el centro del
análisis neoclásico, pero son de tal simplicidad que difícilmente pueden
explicar el crecimiento regional (59).
d) La hipótesis neoclásica de igualdad en el nivel de información
es irreal. Es bien sabido que las grandes aglomeraciones urbanas ofrecen
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relativamente más posibilidades, aparte de otras ventajas locacionales.
Las diferencias de rendimientos y de información, las economías de aglome-
ración, las oportunidades de empleo y las "amenidades" son factores inte-
rrelacionados que determinan los movimientos en el espacio y el desarrollo
de las organizaciones espaciales. Es decir, existe un alto grado de multi-
colinealidad entre los tamaños de aglomeración y las diferencias de rendi-
mientos de los factores. En este sentido, los conjuntos más importantes
de variables son: la aglomeración espacial de actividades económicas,
la estructura sectorial y la distribución espacial de las actividades
(60).
-Las objecciones empíricas pueden concretarse en las siguientes:
a) La presunción neoclásica de igualdad o convergencia de las rentas
per capita no ha podido ser contrastada. Concretamente, en el caso de
España, los "resultados empíricos no corroboran el supuesto neoclásico
de que mayores tasas de emigración producirán un mayor crecimiento de
la renta en las zonas de expulsión de forma que se reducirán las diferen-
cias .provinciales de renta a través del proceso migratorio. Por el contra-,
rio, la emigración parece disminuir dicho crecimiento de la renta, al
igual que el crecimiento del empleo" (61).
b) Una limitación importante para la realización de test directos
del modelo, expresado en las ecuaciones más arriba señaladas, consiste
en la falta de datos sobre las tasas de rendimiento del capital regional.
c) Los test realizados han sido de carácter indirecto, a través de
la investigación de la existencia o no de convergencia de rentas regiona-
les, lo que ha arrojado débiles resultados.
4. MODELO DE L0CAL1ZACI0N
El modelo de localización es la línea teórica más antigua y de mayor as-
cendencia en Economía Regional. Pero, a pesar de que ] as primeras aporta-
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clones a partir de Von Thiinen (62) tenían por objeto la maximización del
beneficio de las empresas agrícolas, la teoría de la localización se ha
mantenido, a lo largo de su dilatada trayectoria de desarrollo (63), casi
enteramente reducida a su estrecho marco de teoría pura y de representa-
ción formal de la economía espacial. Esa es la razón de que solo reciente-
mente hayan aparecido los modelos de carácter operativo o más directamente
aplicables a la industria o a cualquier actividad económica (64).
Así, pues, se pueden distinguir dos líneas fundamentales en el desarrollo
de la teoría de lá localización: a) aquélla cuyo núcleo central es la
búsqueda del equilibrio general espacial y, consiguientemente, su formula-
pión se establece en términos walrasianos. Es la denominada teoría, general
de la localización, que, lógicamente, s& integra en el soporte analítico
de la escuela neoclásica; b) aquella otra, de naturaleza pragmática, cuya
finalidad es la formulación de modelos válidos para la resolución de pro-
blemas concretos relativos a la localización de diversas actividades agrí-
colas, industriales, residenciales, etc.
La primera línea de pensamiento mencionada está asociada a los nombres
de Von Thünen, Weber, Predohl, Englader, Weigmann, Fetter, Ohlin, Palan-
der, Christaller, Losch, y, finalmente, la monumental obra de Isard y
su escuela (65). Constituye el cuerpo teórico de la denominada microecono-
mía regional en su vertiente de localización industrial y se refiere tanto
a una sola empresa, como al conjunto de empresas de una industria o al
conjunto de industrias. ,
La segunda línea se refiere,, en palabras de Isard, a "cuáles y cuántas
industrias de cada clase es posible que existan o se desarrollen en una
determinada región" (66) y, según Florence (67), se trata de especificar
el "modelo de distribución territorial de los diferentes sectores indus-
triales" (68). En este sentido, la necesidad de dotar de capacidad opera-
tiva a la teoría de la localización ha originado múltiples técnicas basa-
das en cálculos de ratios y coeficientes de localización, especialización,
redistribución, diversificación industrial, etc. (69); además de modelos
de asignación ("allocation models") y de localización ("location models")
industrial (70).
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Sin embargo, a pesar del interés teórico indudable, no vamos hacer ahora
una exposición detallada -por razones de espacio y objeto de nuestro tra-
bajo- del estado actual de la teoría, por lo demás tratada en excelentes
artículos y manuales (71); sino que nuestro interés principal va dirigido
al análisis de sus insuficiencias o "fallos" teóricos y a la investigación
de las posibles vías de avance para la superación del "cul de sac" en
que se encuentra.
No obstante, permítasenos sintetizar en breves palabras sus elementos
esenciales. Desde el punto de vista de la microeconomía espacial, las
decisiones locacionales aparecen sustentadas, según los distintos auto-
res (72), en los siguientes criterios:
a) Minimización de costes de transporte y/o de otros inputs producti-
vos (Weber, Hoover...). Este enfoque incorpora la hipótesis de que el
empresario dispone de un conocimiento perfecto de las estructuras espacia-
les de costes-.
b) Maximización de ingresos y beneficios de manera que, desde este
s
punto de vista, resultan relevantes la estructura espacial de las"áreas
de mercado y la distribución en las mismas de las empresas competitivas
(Losen, Isard, Greenhut...). Los costes e ingresos, varían con la locali-
zación, y localización óptima es aquélla que coincide con el beneficio
máximo; o lo que es lo mismo, la solución resultante se sitúa en el inter-
valo comprendido entre el coste mínimo y el ingreso máximo. Uno de los
aspectos analíticos más significativos es la tendencia hacia la determina-
ción de soluciones no óptimas como consecuencia de la incidencia de las
interdependencias locacionales entre actividades complementarias y compe-
titivas (73). Los tratamientos formales de este enfoque suelen formularse,
de modo creciente, en términos de la teoría»de los juegos.
c) Y, finalmente, desde un punto de vista más global, nos encontramos
con los planteamientos de "satisfación suficiente", que se apoyan funda-
mentalmente en consideraciones de carácter empírico, y tienden a incorpo-
rar elementos explicativos de muy diversa naturaleza. Así, por ejemplo,
tienen en cuenta la cantidad y calidad de la mano de obra, la infraestruc-
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tura (suelo industrial, comunicaciones y transportes), la existencia de
subvenciones estatales, los factores ambientales, etc. (74); además, la
decisión de localización surge como resultado de una situación casi críti-
ca, tal que una decisión rápida es más importante que una decisión ideal.
La tendencia es buscar algo conveniente que esté a mano, bajo el supuesto
implícito de que la presente localización es probablemente óptima. Por
ello, la empresa busca el lugar más próximo que parece satisfactorio.
Pues bien, en relación a los dos primeros enfoques mencionados, la teoría
de la localización adolece de las siguientes deficiencias (75):
- A pesar de los intentos de introducción de otros mercados, la mayo-
ría de los supuestos son de competencia perfecta. Se supone una distribu-
ción uniforme de la población consumidora, la uniformidad de la superficie
de transporte, la homogeneidad de las empresas y sectores, y las regiones
se diferencian más por el tamaño y la distancia que por su composición
estructural (76).
- No se analizan los efectos de las economías de aglomeración y esca-
la, los procesos de decisión del empresario, sus contenidos sicológicos
o personales, etc.
- La explicación de los comportamientos locacionales con referencia
casi exclusiva a los costes de transporte ha perdido relativamente la
vigencia de antaño, sobre todo si se piensa en la progresiva homogeneiza-
ción del espacio por medio de infraestructuras de todo tipo.
- Por último, la asimilación inherente al estudio de una firma como
una única unidad de producción sin relaciones efectivas con el resto de
la economía es una abstracción manifiestamente abusiva y en contradicción
con la evidencia. En consecuencia, no es posible inferir, a partir de
esa conceptualización teórica, ninguna proposición consistente relativa
a los problemas agregados de sector y/o industria. Asimismo, tampoco pue-
den incluirse en el análisis los comportamientos de las sociedades multi-
nacionales y los monopolios.
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Estas son las razones básicas que explican que un autor cono Holland haya f
afirmado que, para avanzar en la teoría regional, "hace falta invertir |
el método, adoptar un enfoque divergente, y abandonar los supuestos de j
equilibrio" (77). j
í
En efecto, dificilmente pueden comprenderse los problemas locacionales f
sin tener en cuenta la actual organización mundial de la producción y j
la nueva problemática que trae consigo el ajuste de las actividades econó- f
micas en un medio cambiante y dinámico (78). De tal modo que, no pueden
aislarse las decisiones espaciales como distintas de las estrategias glo- '
bales (79) y, en este sentido, se hace necesario conciliar los aspectos jí
inicroeconómicos de la teoría de la localización con los aspectos macroeco-
nómicos propios de una teoría del crecimiento regional (80).
El proceso de localización se realiza a través de la propagación de deci-
siones económicas. "Estas decisiones no son aisladas, sino coordinadas,
o al menos mutuamente condicionadas. No obstante, en tal proceso decisio-
nal existen unidades determinantes con capacidad de evaluar anticipadamen-
te las reacciones en cadena de otras unidades (81).
Sallez (82), adoptando una metodología sistémica (83), retiene las si-
guientes hipótesis para una teoría de la localización renovada:
- El empresario actúa racionalmente.
- La firma puede ejercer su actividad a través de varios estableci-
mientos y de varios productos (84).
- En la búsqueda de una localización, el empresario considera no solo
las características económicas del espacio (materias primas, mercados,
transportes), sino también otros factores sociológicos, urbanísticos y
políticos del entorno.
- La firma tiende a estructurarse según una división de poderes. De \
este modo, la empresa es considerada como una red de poderes, que se mate- ¿
rializa en flujos de órdenes e informaciones. Asimismo, la empresa esta- f
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blece relaciones de poder con el entorno económico y político.
- Esta división puede venir acompañada de una fragmentación de las
unidades funcionales u operaciones en diferentes localizaciones. El desa-
rrollo de las teorías de la dirección y gestión de las empresas han puesto
de manifiesto las relaciones existentes entre la estrategia de la firma
y su estructura organizativa. Gracias a los sistemas de información es
posible fraccionar las funciones de la empresa, de manera que si la direc-
ción general debe permanecer próxima a los centros de poder económico
y político, no sucede necesariamente lo mismo con las restantes funciones.
- Yt finalmente, la hipótesis fundamental es que el crecimiento indus-
trial moderno se realiza a través de una diversificación de las funciones
de la empresa, en correspondencia con los niveles de cualificación del
empleo, en espacios diferenciados según el punto de vista del mercado
de trabajo (85) o, en palabras de Lasuén, "como adaptaciones, de diferente
éxito, de paquetes tecnológico-or,ganizativos concretos a un medio ambiente
diferenciado" (86).
Dichas hipótesis lian sido formuladas a partir del análisis de los compor-
tamientos de las empresas multinacionales (87), que como ha estudiado
Vernon (88) están relacionados con el ciclo de sus .productos. Este autor
establece tres fases características en el "ciclo del producto11: en una
primera fase, los productos nuevos (recién creados por los centros de
R ^ D) son comercializados en el mercado nacional americano a precios
elevados. La demanda es en ese momento inelástica; en una segunda fase,
de su ciclo de vida, estos mismos productos son fabricados a mayor escala
y exportados hacia otros países occidentales, si lá competencia de las
empresas nacionales se presenta demasiado dura o si las barreras aduaneras
son demasiado restrictivas. Y, por último, en una tercera fase, los pro-
ductos y los procedimientos de producción son estandarizados. A partir
de este momento, se desarrolla la producción en masa en el Tercer Mundo
y los bajos costes de la mano de obra permiten adaptarse a una demanda
muy elástica. En definitiva, la internacionalizacion de la producción
aparece como un proceso sincrónico de las grandes sociedades que sacan
provecho de las diferencias internacionales en los costes de la mano de
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obra y en el nivel de cualificación. De esta manera, se produce una divi-
sión interespecial del trabajo en la que ciertos espacios tienden a espe-
cializarse en producciones intensivas en ciencia y tecnología, mientras
que otros se especializan en producciones de ejecución que requieren menos
conocimientos. Por tanto, los costes totales de producción están en fun-
ción del grado de descentralización espacial del proceso de producción
de las firmas.
Sensu contrario, los costes de otras funciones esenciales de una firma,
disociables de la producción directa, tales como la dirección general,
los centros de investigación e informáticos y, en general, las actividades
terciarias disminuyen lentamente en función del grado de centralización
espacial de la firma.
En síntesis, el tamaño de las unidades de producción en la actualidad
viene dictado más por consideraciones de gestión que por razones técnicas
(economías de escala). Y la segmentación del sistema productivo en subsis-
temas nacionales o internacionales de establecimientos, de filiales y
de subcontratas ha hecho retroceder la noción de fábrica única situada
en el baricentro del mercado. En estas condiciones, el fraccionamiento
de la firma origina un proceso de .deslocalización de la producción desde
el centro hacia la periferia, de modo que se pueda .aumentar la plusvalía
realizada sobre la mano de obra.
Sin embargo —con objeto de que la teoría que se acaba de exponer tenga
validez en nuestro país- habría que hablar, en nuestra opinión, más que
del "ciclo del producto" del "ciclo de la rama" en el sentido en el que
lo emplea Lipietz (89).
Esto es, se trata de la comprensión de la división del trabajo inter e
intrarramas (centro de investigaciones, centros de fabricación y centros
de montaje) y de las diversas formas de articulación de las ramas (a fin
de obtener externalidades), de manera que podamos analizar las relaciones
que se establecen entre regiones desigualmente desarrolladas en el seno
de una zona de integración económicamente articulada en circuitos de rama
y que sirven a un mercado único.
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Apoyándonos en esa noción, podríamos clasificar las regiones en: a) regio-
nes tecnológicamente desarrolladas, caracterizadas por sus fuertes rela-
ciones con los centros de poder económico, de investigación y desarrollo.
En estas regiones el valor de fu'erza de trabajo es alto, así como las
externalidades y la calificación de la mano de obra; b) regiones de mano ;
de obra cualificada (técnicos y obreros profesionalizados), con tradición i
industrial y un valor medio de su fuerza de trabajo; c) regiones de mano j
de obra no cualificada, de bajo valor de reproducción, bien por proceder [
de otros modos de producción en disolución o bien por la recesión de in- t
dustrias absoletas correspondientes a un estadio anterior de división j
del trabajo. \
í
Entre estas tres clases de regiones se establece un intercambio desigual i
• í
en beneficio de las primeras y la formación del valor interregional viene
determinado por la productividad global de las ramas. La interregionaliza-
ción supone la articulación del capital industrial con el capital finan- (
ciero, 3a autonomización de la función de ingeniería, etc. f
El poder de control del conjunto interregional se encuentra en las regio- f
nes a -de acumulación autocentrada-, que dirigen el proceso de valoriza- \
i
ción del capital financiero. Son centros tecnológicos del proceso de tra- ¡
bajo: se trata de metrópolis de rango nacional o internacional. Pero como ¡
se ha dicho antes, un exceso de centralización resta eficiencia productiva
 f
t
al aumentar los costes. Puede ser interesante, entonces, reservar a las I
metrópolis regionales la dirección tecnológica de los circuitos de rama |
parciales (Regiones b). 'j
Finalmente, por lo que respecta a las regiones c, verdaderas regiones ¡
periféricas, su localización industrial no puede realizarse mas que bajo
la forma de establecimientos con débiles ligazones con otros centros pro-
ductivos próximos. Por otra parte, estos establecimientos, no crean efec- !
tos externos; su objetivo es la obtención de sobrebeneficios a partir
de los precios diferenciales de la fuerza de trabajo. Por el contrario, ¡
la creación de efectos externos (creación de una industrialización fuerte '•
e integrada), provocaría a medio plazo alzas de salarios (90). Debe mati-
zarse, además, que tal aislamiento es relativo: tales industrias están
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relacionadas con sus proveedores de materias primas y productos interme-
dios, y con sus mercados y/o industrias situadas "en aval" en la rama.
Pero lo que sucede es que el circuito de rama define un espacio específico
a escala nacional o internacional, que no se articula a nivel regional
con los restantes procesos productivos.
En definitiva -digamos a modo de resumen- este enfoque de la teoría de
la localización nos permite dar un paso adelante en la conversión de ésta
en una teoría dinámica (problema todavía pendiente de resolución) y despo-
jarla del carácter individual propio de los antiguos procesos de decisión,
de tal modo que su integración con la macroeconomía regional y las teorías
de crecimiento se haga factible (91).
Efectivamente, sus características dinámicas vendrían determinadas por
la hipótesis relativa a la sucesión cambiante del sistema de inputs (92),
producto de la progresiva incorporación de las innovaciones tecnológicas;
puesto que -cabe enfatizarlo- este enfoque pone de manifiesto la interac-
ción entre la evolución económica y el cambio organizativo a los diferen-
tes niveles de la jerarquía interregional. Y el carácter impersonal y
colectivo de la adopción de decisiones resultaría del papel de la ciencia
en el proceso de producción y de la consideración global del circuito
de rama.
5. MODELO DE CAUSACIÓN ACUMULATIVA
Contrariamente al modelo neoclásico, el modelo de causación acumulativa
predice la divergencia interregional de rentas; es decir, en palabras
de Myrdal, "existe una tendencia inherente ,del libre juego de las fuerzas
del mercado a crear desigualdades regionales, y que esa tendencia es más
dominante mientras más pobre sea el país, son dos de las leyes más impor-
tantes del desarrollo y subdesarrollo económicos bajo el laissez-faire"
(92). Por otra parte, Hirschman, teniendo en cuenta que el desarrollo
suele comenzar en ciertas regiones de una nación por ventajas de localiza-
ción o por algún accidente histórico, dice que "-..el progreso no aparece
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en todas parte al mismo tiempo y que una vez presentado surgen fuerzas
poderosas que hacen que el crecimiento económico se concentre alrededor
de los primeros puntos de comienzo" (93).
Tanto uno como otro autor, consideran que el proceso de causación acumula-
tiva se produce a través de dos efectos diferentes: los efectos "spread"
o de difusión y los efectos "backwash" o de polarización (94). Los prime-
ros serán tanto más fuertes cuanto más desarrollada esté la economía,
pero aún en ese caso los segundos dominarán sobre los primeros efectos;
esto es, los efectos desfavorables ("backwash") o -corrientes desequilibra-
doras de mano de obra, capitales, bienes y servicios desde las regiones
pobres a las ricas serán más poderosos que los efectos favorables
("spread") o corrientes centrífugas desde los centros de expansión econó-
mica hacia otras regiones.
A pesar de la brillantez y popularidad de estas tesis, no han estado exen-
tas de críticas (95). Las principales podrían resumirse en:
- Los efectos favorables y desfavorables se refieren a los flujos
netos de las regiones pobres a las ricas, cuando lo que debiera examinarse
es si esos flujos de recursos podrían ser utilizados más eficientemente
en la propia región que en las de atracción.
- El desequilibrio que esos dos efectos provocan no puede analizarse
en un contexto cerrado. Solo los espacios territoriales de grandes dimen-
siones como la URSS, USA o China pueden obviar la interrelación econo-
mía regional - economía internacional.
- Los enunciados de tales propuestas son difícilmente traducibles
a un modelo formal y, por consiguiente, nq son susceptibles de ser con-
tras Ladas empíricamente.
Ha sido Kaldor (96) quien mejor ha perfilado esta teoría. Este autor afir-
ma que la causación acumulativa es producto de los rendimientos crecientes
a escala. 0 lo que es lo mismo, funciona la ley de Verdoorn, que dice
que existe una estrecha asociación entre industrialización y urbanización,
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entre crecimiento de la productividad y tasa de desarrollo de la produc-
ción. Por tanto, los rendimientos crecientes favorecen a las regiones
ricas y perjudican a las atrasadas.
Kaldor añade que las exportaciones y la producción de un país dependen
todavía de dos factores: a) un factor exógeno, que es la demanda exterior
de productos de la región y b) un factor endógeno, que es el movimiento
de los "salarios de eficiencia" en la región con respecto a otras regiones
productoras (97). Pero como los salarios monetarios, se suponen, por razo-
nes institucionales, uniformes en todas las regiones, los "salarios de
eficiencia" dependerán del índice de productividad. Y cuanto más alta
sea la productividad, según la ley de Verdoorn, mayor será el crecimiento
de la producción. En síntesis, las regiones prósperas son las que tienen
"salarios de eficiencia" menores y, por tanto, crecen más deprisa.
El modelo de Kaldor fue formalizado por Richardson, aunque posteriormente
criticado (98).
No obstante, este último autor reformula el modelo del siguiente modo
(99):
A causa de los rendimientos a escala crecientes o* de las economías de
aglomeración, la tasa de crecimiento de la productividad, r, es una fun-
ción de la tasa de crecimiento de la producción regional, y:
r = a + by '* (1)
donde b es el coeficiente de Verdoorn.
La tasa de crecimiento de los "salarios de eficiencia", w, está inversa-
mente relacionada con la tasa de progreso técnico,
w = c - dr (2)
Cuanto más baja sea la tasa w tanto más rápidamente crecerá y, de modo
que
Y = e - f w (3)
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sustituyendo (1) y (2) en (3), e introduciendo un término temporal, obte-
nemos la ecuación diferencial
Y t + 1 = e +f (ad-c) + bdfY (4)
o bien,
Yt+1 = gyt + h
(5)
donde g = bdf y h = e + f(ad-c)
Como bdf es el múltiplo de un coeficiente positivo y dos negativos,
g>0. La tasa de crecimiento en equilibrio, Y , se obtiene al establecer
e
que Y = Y = Y en (5) y resolver para Y , con lo que resulta
h _ e + (ad-c)
Y =
e 1-g 1-bdf
La ecuación lineal de primer orden (5) contiene la solución general
Yt =
donde Y es la tasa de crecimiento inicial.
Las condiciones par-a el crecimiento acumulativo son:
a) g>l, entonce h<0
b)
 V Yc
Sin embargo, si Y > Y y g < 1 , el proceso de crecimiento no será acu-
mulativo y habrá convergencia de las tasas de crecimiento.
Gráficamente, el modelo puede representarse así:
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FIGURA: 1
FUENTE: RICHARDSON (100)
La recta de 45e que pasa por el origen representa los puntos para los
que Y +1 = Y = Y . La función GG1 expresa la ecuación (5) para el caso
en que g > 1 y h < 0. En esta figura Y > Y ; por tanto, la tasa de creci-
miento aumenta progresivamente a través del» tiempo Y-, Y,, ¥„.. . ,Y . Si
0 1 2 n
la tasa de crecimiento inicial fuese menor que la de equilibrio (Y < Y ),
0 e
la tasa de crecimiento de la región descenderá acumulativamente.
Por último, aunque las hipótesis del modelo reformulado de Kaldor son
más operativas para su puesta a prueba, han recibido una serie de críticas
que resumimos a continuación (101):
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- La suposición de que los salarios monetarios son uniformes no es
posible generalizarla, depende de las dimensiones del país y del entorno
institucional. Posiblemente tal hipótesis será tanto más contrastable
cuanto más pequeño sea el país. Además, como se sabe por los estudios
de Piore (102). los mercados de trabajo sufren procesos duales que produ-
cen niveles diferentes de salarios.
- La capacidad explicativa del concepto "eficiencia de los salarios"
plantea algunos problemas importantes. La teoría dice que bajas en los
"salarios de eficiencia" implican incrementos en los niveles de la produc-
tividad y, por consiguiente, también en la producción. Pero no parece
fácilmente verificable que un incremento de los salarios monetarios, pro-
pio de regiones prósperas, vaya acompañado de un crecimiento mayor de
la productividad- La consecuencia puede ser un proceso inflacionista más
que un crecimiento menor de esas regiones (103) (104). De otro lado, que
las tasas de crecimiento regional dependan de la "eficacia de los sala-
rios" conduce a Xa hipótesis de que existe competencia interregional,
lo que difícilmente sucederá en economías regionales abiertas a la compe-
tencia exterior y niuy especializadas en- industrias de exportación. Lo
que induce a pensar que el concepto "salarios de eficiencia" parece más
explicativo en un contexto internacional que interregional.
- Finalmente, se han despreciado aspectos importantes de las aporta-
ciones originales de Myrdal y Hirschman, como las economías de aglomera-
ción, las economías externas de escala y las externalidades, que pueden,
«
tal vez, ser elementos de profundizacion teórica en el futuro.
6. MODELOS ECONOMETRICOS REGIONALES
Indudablemente, una de las primeras preguntas que cabe plantearse -antes
de seguir adelante en nuestro discurso,- es por qué se incluye aquí el
estadio de los modelos econométricos regionales, cuando de lo que se trata
es de estudiar las teorías o modelos de crecimiento regional.
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En efecto, no se nos escapa que los modelos econométricos no pueden consi-
derarse "in strictu sensu" modelos de crecimiento regional. Sin embargo,
hay dos razones que justifican que esta consideración no sea desafortuna-
da.
En primer lugar, debe tenerse en cuenta que -como hemos tenido ocas"ión
de comprobar a lo largo de los epígrafes anteriores- la precariedad de
los bancos de datos regionales y la endeblez de las teorías del crecimien-
to regional es manifiesta. De modo que, lo que en puridad debiera ser
un instrumento de verificación de teorías económicas preestablecidas se
ha convertido en un medio de explicación de ciertas relaciones del creci-
miento regional. Esta es la razón básica que ha inducido a Richardson
a afirmar que "en la medida en que las ecuaciones utilizadas han propor-
cionado buenos ajustes y han sido utilizadas con fines predictivos, la
relación entre las variables de los datos disponibles proporciona una
teoría simplícita al modelo. En otras palabras, la teoría se deriva de
los datos, en vez de utilizar éstos con una teoría a priori" (105).
En segundo lugar, los modelos econométricos regionales se han utilizado
fundamentalmente con fines predictivos y, supuesta una relativa estabili-
dad estructural futura del desarrollo regional, la frontera entre un mode-
lo predictivo de largo plazo y un modelo de crecimiento se hace difusa.
El problema reside no obstante en la supuesta estabilidad estructural
de las economías regionales, que es sin duda una hipótesis bastante fuer-
te (106).
Klein (107) distingue dos enfoques en la modelización econométrica regio-
nal: uno, que opera "top-down" y, otro, "bottom-up".- En el primer caso,
"top-down", más usual, el modelo regional depende del sistema económico
nacional con el que está conectado de manera consistente. Las variables
regionales están relacionadas con las macro-variables nacionales de manera
unilateral, sin "feedbacks", siendo tratadas estas últimas como variables
exógenas a nivel regional.
El segundo caso, "bottom-up", diametralmente opuesto al anterior, opera
a partir del establecimiento de modelos para todas las regiones y se rela-
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cionan finalmente en un modelo nacional agregado. Obviamente, este último
enfoque es más deseable para el economista regional, pues permite tener
en cuenta el factor distancia, las relaciones y "feedbacks" interregiona-
les, etc.; pero, dada la gran disponibilidad de datos que comporta, es
difícilmente viable. A pesar de todo, este enfoque permitiría una mejor
comprensión de los procesos de crecimiento regional, al situarlos en un
contexto interregional.
L6s modelos econométricos de una sola región, tal y como han sido ante-
riormente definidos, no son más que una prolongación a nivel subnacional
de los modelos macroeconómicos nacionales. Son como el propio Klein indica
"modelos satélites" del modelo nacional, del tipo del modelo de la región
de Filadelfia (108).
En consecuencia, las hipótesis subyacentes a estos modelos son importan-
tes: a) el enfoque macroeconomico es relevante en la explicación del cre-
cimiento regional; b) el plazo de las predicciones nacionales es adecuado
a nivel regional; c) la evolución de la economía regional es una función
estable del nivel de la actividad económica nacional; y d) los datos rela-
tivos a la renta y a la producción regionales son relativamente asequi-
bles. Ciertamente, estos supuestos son muy operativos -y por eso han sido
tan utilizados- pero no menos arriesgados, cuando de'predecir el comporta-
miento regional se trata. Porque ni está demostrado que , a nivel regional
(mas bien parece que sucede lo contrario) (109), sean más adecuados los
modelos de flujos de demanda a corto plazo que los modelos de oferta de
stocks a largo plazo, ni los cambios de importancia de las regiones -de
carácter estructural- son de corto plazo, sino de largo plazo. Además,
los datos regionales adolecen de las conocidas insuficiencias de la corte-
dad de las series, inexistencia o escasez de datos de flujos interregiona-
les, etc. que crean problemas de pocos grados de libertad y riesgos deri-
vados del uso de breves períodos de tiempo para prospecciones a largo
plazo.
En este sentido, conviene reseñar que, en los últimos 3 ó 4 años, se está
dirigiendo la atención hacia los modelos de oferta, más que hacia los
de demanda. Este es el caso, por ejemplo, de Crow y Lande (110), y Mirón
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(111), que enfatizan la importancia que, en el. crecimiento urbano y regio-
nal, tienen el stock de capital y las migraciones.
Por otra parte, la utilización de un número elevado de variables exóge-
nas en relación al pequeño número de observaciones (112), hace difícil
la aplicación de modelos de ecuaciones simultáneas. En este caso,' la
solución que normalmente se adopta es la de los modelos recursivos (113),
incurriendo de este modo la modelización en un exceso de simplismo. En
la mayoría de los modelos consultados (114) se consideran como variables
exógenas las correspondientes al nivel nacional, lo que implica una de-
pendencia frecuentemente injustificada del crecimiento regional respec-
to al nacional. Este hecho, sin duda, refleja una vez más la pobreza de
los datos regionales y el estado insatisfactorio de la teoría regional,
que no provee hipótesis suficientemente ricas y verificables. Como con-
secuencia, se han utilizado, cuando no las variables para las cuales se
tenían datos, teorías obsoletas como las de la base de exportación: ha-
ciendo depender las exportaciones regionales del P.N.B., que juega en
este caso el papel de variable proxy de la demanda interregional (115).
Así pues, dada dicha especificación de las ecuaciones, cabe afirmar que
s
los factores determinantes del comercio interregional y sus impactos en
la economía regional no se explicitan en el modelo; no se tienen en cuen-
ta, por tanto, los mercados regionales, los cambios en la competencia
interregional y las ventas a los mercados locales (116).
Finalmente, vale la pena señalar que la mayor parte de los modelos eco-
nométricos regionales no son espaciales. Consideran las regiones como
puntos en el espacio y, consiguientemente, no tratan los problemas re-
lativos al transporte, al uso del suelo, etc. Existen,, no obstante, excep-
ciones como el modelo de Ballard y Glickman (117), aunque no están exen-
tos de los problemas objeto de la econometría espacial (118). Una posi-
ble vía de desarrollo de estos modelos -que están en sus inicios y, por
ende, necesitados de una mayor investigación (119)- puede explorarse a
través de su combinación con los modelos de interacción espacial, ya
más experimentados y consolidados en la literatura científica de la econo-
mía regional; así como, incorporando un mayor contenido teórico a la espe-
cificación de las ecuaciones en la medida en que el avance de la teoría
del crecimiento regional vaya dando mayores frutos.
- 60 -
- 61 -
7. MODELOS GRAVITACIONALES, DE JERARQUÍA DE CIUDADES Y DE DIFUSIÓN DE
INNOVACIONES
7.1. MODELO GRAVITACIONAL
Como el propio Richardson (120) se encarga de afirmar, el modelo gravital
está en el "corazón" de la Economía Regional, en la medida en que incorpo-
ra la intensidad de las fuerzas de aglomeración (las variables relativas
a las "masas") y de las fuerzas de dispersión (las fricciones espaciales).
En consecuencia, dicho modelo no puede ser considerado simplemente como
un instrumento de predicción, sino que va más allá y nos permite explicar
importantes cuestiones relacionadas con los procesos de interacción espa-
cial (la distancia como limitadora de la movilidad de los factores y del
comercio de los productos, los efectos "spread" y los efectos "backwash",
etc.). Pues bien, veamos siquiera brevemente, en qué consiste este modelo.
Por analogía con la ley física de la gravedad, el concepto de gravedad
de la interacción espacial establece, en su forma más sencilla, que la
interacción entre dos áreas o puntos, iy j (121), será directamente pro-
porcional a las "masas" de esas áreas (esto es, su tamaño, su nivel de
población o de gasto, número de viajes, etc.) e inversamente proporcional
a alguna función de la "distancia" entre ellas (tiempo de viaje, coste
de transporte, etc.)-
*
Desde un punto de vista formal, este modelo puede definirse del siguiente
modo (122):
Siendo I. . la medida de la interacción entre dos puntos i y j, podemos
escribir
I. . = k. 1. 0. D. F (d. .)
ij i J J. i iJ
donde K. y 1 . son factores escalares relacionados con los puntos i y j,
i J
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respectivamente; O. es una medida de la capacidad de interacción produci-
da por el área j. Y D. es la capacidad de interacción recibida por el
área i. Finalmente, d. . es una medida de la fricción o dificultad de in-
teracción entre i y j, siendo F(D. . ) una función matemática que puede
adoptar variadas formas.
Debe advertirse que la interacción entre las áreas i y j no es una rela-
ción simétrica, de modo que ha de tenerse en cuenta el orden en que se
especifiquen los subíndices. Cuando escribimos I.. nos estamos refiriendo
a la interacción del área j con el área i.
Además, normalmente, 0. y D. vienen a su vez expresadas como funciones
de una serie de variables de las zonas j e i. Así, por ejemplo,
D. = a., X.
 n + a o X. o +. . . + am X - „i 1 íl 2 i2 m ím
D - X d l X d 2 X d mi íl i2 im
son dos funciones simples, lineales y potenciales, que pueden ser utiliza-
das según el caso y donde X^- son características del punto i tales como
la renta per capita, el número de licencias comerciales u otra variable
cualquiera definitoria del punto y adecuada al objetivo de la investiga-
ción de que se trate. Lo mismo cabe decir de OJ.
Naturalmente, K¿ y lj son perfectamente distinguibles de«D^ y 0j. Aquellos
son valores dados, observables y son obtenidos a través de estudios empí-
ricos "ad hoc". Son variables exógenas y, por consiguiente, son utilizadas
como inputs del modelo.
Por último, la función F(dij) -como ya hemos dicho más arriba- puede adop-
tar varias formas. Habitualmente, en múltiples estudios, se han utilizado,
entre otras, las siguientes (123):
..
= d i]
= e
- rf?.
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Es obvio que cada una de esas funciones representa una hipótesis acerca
de la ley de interacción entre i y j. Así, por ejemplo, la primera de
las funciones citadas es el resultado del supuesto en el que, ceteris
paribus, los residentes en la zona j tenderán a seleccionar la zona i
para la localización de sus actividades en proporción geométricamente
decreciente al "esfuerzo" que supone desplazarse de j a i. En cualquier
caso, la determinación de la forma específica de la función, así como
los valores de sus parámetros, se hace empíricamente, utilizando los datos
correspondientes a cada situación específica. Y cuando la función es expo-
nencial negativa e 1^ , se acostumbra a utilizar el método de maximiza-
ción de la entropía para la determinación del estado más probable (124)
de la interacción interzonal.
Wilson (125) afirma que Cfc puede ser considerada como la producción total
del flujo de interacción del punto j y Dj la demanda o atracción de i.
Este mismo autor distingue cuatro casos distintos -que por razones de
espacio no vamos a tratar ahora- que son: 1) caso sin restricciones;
2) caso de restricción en la producción;' 3) caso de restricción en la
atracción; y 4) caso de restricción en la producción y en la demanda.
En realidad, estos cuatro casos no vienen a ser otra cosa sino el nivel
de información que se posee acerca del sistema.
La aplicación de estos' modelos no está exenta de ciertos problemas (126)
(127). En concreto, se plantean tres limitaciones que conviene hacer ex-
plícitas.
La primera esta relacionada- con la necesidad de incorporar parámetros
adicionales, debido ai hecho -lógicamente frecuente- de no haber tenido
en cuenta alguna variable influyente en el funcionamiento del sistema.
Una manera de atajar este problema es la de la desagregación de los mode-
los, en función de los grupos de ingresos de la población, los niveles
salariales de las distintas zonas, las variaciones zonales de los alquile-
res, etc.
La segunda -relacionada con la anterior- es la relativa a las precauciones
a tomar en la zonificación. La elección, en la definición de las zonas
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del sistema, es una decisión crítica: si lo que nos interesa es el análi-
sis de los efectos interzonales (los intrazonales se suponen desprecia-
bles), luego el sistema debe tratar de maximizar la cantidad de interac-
ción entre zonas, delimitándolas de manera suficientemente pequeñas.
Y la tercera limitación es la relacionada con el ajuste de regresión rea-
lizado sobre los datos empíricos observables, siempre insuficientes; en
consecuencia, será deseable la utilización de un proceso de prueba y error
para el ajuste de los parámetros.
En definitiva, -y a los efectos de una teoría del crecimiento regional,
que es lo que ahora nos ocupa- consideramos que el modelo de gravitación,
a diferencia del modelo de base económica y del modelo input-output-,
recoge explícitamente el factor distancia (o las variables "proxy" perti-
nentes): lo que permite comprender la dinámica interna de localización
y distribución de actividades en el interior de una región. Por tanto,
como señalamos en el epígrafe 9, de este mismo capítulo, la integración
del modelo input-output (interconexión técnica-estructural de los sectores
productivos y de la demanda final) con el de gravedad (movimiento físico
de personas, bienes y servicios) puede resultar fecunda para el análisis
de las asociaciones geográficas y sectoriales (128).
En, fin, debe observarse también que el modelo del "central place" y de
los polos de crecimiento proporcionan una explicación parcial de la es-
tructura espacial de las regiones, pero no dan cuenta de manera satisfac-
•
toria -aunque sean elementos implícitos en sus hipótesis- de las interre-
laciones espaciales, objeto del modelo que acabamos de analizar y que,
por lo mismo, puede convertirle en un complemento adecuado de aquellas
teorías.
7.2. JERARQUÍA DE CIUDADES Y DIFUSIÓN DE INNOVACIONES
Los modelos gravitatorios explican el movimiento entre diferentes puntos
del espacio económico, pero no su estructura interna. La respuesta a esta
.y
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importante cuestión ha correspondido tradicionalmente a la teoría del
"central place" (129) que, por suficientemente conocida, no vanos a tratar
en este momento.
Sin embargo, conviene afirmar que existe una relación estrecha entre las
estructuras urbanas y el crecimiento regional, especialmente cuando éste
se fundamenta en procesos de industrialización (130). La escala urbana
juega un papel clave en la creación de la producción y en el cambio cultu-
ral, variables fundamentales del crecimiento regional.
Ahora bien, la denominada "matriz urbano-industrial" y el punto más alto
de la escala urbana no pueden entenderse si no se contextualizan en el
marco de una estructura jerárquica urbano-regional. Mas, si bien parece
no haber duda acerca de la interacción entre la organización (jerárquica)
espacial y el crecimiento económico, no existe todavía una teoría recono-
cida que explique la evolución de aquella jerarquía y el crecimiento de
las regiones. Es en este sentido, en el que el profesor Lasuén afirma que
"el enfoque de la investigación descuida el estudio 'de las relaciones
entre el crecimiento económico y los sistemas urbanos y/o la jerarquiza-
ción urbana. Este estado de cosas exige pronta atención" (131).
Por otra parte, la literatura al uso (132) conviene en que la ciudad prin-
cipal de una región -por sus dimensiones y eficiencia y otras razones
que veremos a continuación- sirve de lazo de unión entre la estructura
urbana y el crecimiento. De modo que, de ser cierta tal proposición, se
infiere de inmediato que deberá tenerse en cuenta la evolución de la orga-
nización espacial para lograr una secuencia de cambios que estimule el
crecimiento económico.
Lampard (133), historiador que fue el primero en analizar el papel de
las ciudades, halló que la ciudad moderna solo puede entenderse en rela-
ción con la emergencia de la tecnología y la organización industriales;
consideró, además, que el desarrollo urbano industrial moderno es un pro-
ceso de cambio cultural y de innovación tecnológica que conduce a una
mejor organización, especialización y división del trabajo. Por consi-
guiente, las ciudades -concluye Lampard- propician las innovaciones y
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las difunden, no sólo dentro de ellas mismas,, sino también en sus esfe-
ras de influencia.
Friedmann (134), por su parte, destaca que las ciudades son agentes prin-
cipales de integración espacial de los sistemas sociales, económicos y
culturales de una nación. Esta capacidad de integración se debe a sus
funciones como centros de comercio y de actividades políticas, administra-
tivas y religiosas; a su fuerza innovadora en el terreno económico, social
y cultural, y a su ordenamiento en un sistema jerárquico de lugares cen-
trales con relaciones, mutuas de interdependencia e interacción en el espa-
cio nacional.
Pues bien, la integración de la teoría de la difusión espacial con la
teoría del lugar central enfatiza la importancia de la jerarquía de los
lugares centrales para la adopción y propagación de innovaciones. Consi-
guientemente, considerada la modernización como la introducción y difusión
de innovaciones, la elección de estrategias de propagación se convierte
en un problema de gran importancia.
Permítasenos, sin embargo, advertir, antes de seguir adelante, que tales
hipótesis contradicen los supuestos neoclásicos (135) de total disponibi-
lidad del progreso técnico. Y también resultan incompatibles con la consi-
deración relativa al carácter neutral del proceso de innovación en el
sentido adoptado por Hicks (136) y Harrod (137). En este sentido, ha sido
sin duda Schumpeter (138) quien ha formulado las hipótesis más fecundas
acerca del papel que al proceso de innovación le corresponde como elemento
impulsor de la inversión autónoma y de la formación de capital.
De otra parte, Mathews y Hann (139) ponen de manifiesto que el progreso
tecnológico incrementa la productividad del stock de capital de nueva
formación, pero en modo alguno la de las instalaciones ya establecidas,
de manera que el progreso tecnológico se introducé y se difunde en forma
de oleadas o generaciones sucesivas.
En suma., se trata de superar los esquemas de raiz neoclásica en los que
las innovaciones estaban implícitamente incorporadas en el propio proceso
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de inversión. El progreso tecnológico, debe recibir, por consiguiente,
un tratamiento específico, como es el caso en las modernas teorías del
desarrollo. Aunque posiblemente no dé manera extrema y excluyente, como
en Pedersen "la accesibilidad a la información y a las innovaciones...
es el principal factor de producción, mientras que el capital y el trabajo
se tratan como residuales" (140).
•Friedmann y Wulff (141) distinguen dos tipos fundamentales de innovacio-
nes: las innovaciones empresariales y las innovaciones de bienes y servi-
cios dé consumo de las economías domésticas. Entre las primeras cabe dis-
tinguir, asimismo, aquellas que apoyan el crecimiento (infraestructuras)
y las que realmente inducen dicho crecimiento. Estas últimas son las efec-
tivamente asociadas a las innovaciones de las actividades productivas.
Dos son los enfoques con los que se resuelve el problema de la difusión
y adopción de innovaciones. Uno, propio de los economistas (142), en el
que se subraya -es el caso del profesor Lasuén-'"el papel de los canales
de comunicación funcional entre las empresas (controladas por las intensi-
dades de las conexiones entre mercados).... la estabilidad de esta red
de comunicación (junto con la inmovilidad geográfica de la mayor parte
de las empresas) es la explicación central de la estabilidad de los esque-
mas de difusión. En otras palabras, podemos decir que si la estabilidad
de la red de comunicaciones entre las firmas ha sido alterada por cambios
en las conexiones de mercado entre firmas, las características geográficas
de difusión cambiarían en consecuencia... Por consiguiente, la línea polí-
tica principal que sugiero es una reorganización de la empresa, tanto
interna como en las relaciones entre empresas" (143)- Aunque, por otro
lado, este mismo autor señala, en otro de sus trabajos (144), que existen
posibilidades definidas de unas políticas de urbanización para facilitar
el desarrollo económico, aparte de la utilización de políticas de desarro-
llo para el logro de objetivos de urbanización.
Otro enfoque, examinado fundamentalmente por los geógrafos económicos,
se apoya en los trabajos seminales de Hagerstrand (145), Pedersen (146)
y la escuela sueca de investigación de los "sistemas de contacto" (147).
- 67 -
- 68 -
El modelo está basado en cuatro procesos correlativos (148): a) la exposi-
ción a la innovación, cuya decisión final de adopción de la misma suele
ser el resultado de los contactos personales. La formalización de esta
hipótesis se efectúa por medio de un modelo de gravedad, en el que puede
incluirse el rango de la ciudad; b) la disposición hacia la adopción de
la innovación, de manera que solo una parte de la población está en condi-
ciones de recibir y propagar la innovación; c) la factibilidad técnica
y económica de una innovación en una localidad dada; es .decir, la restric-
ción de los "umbrales mínimos" (lo que puede condicionar la difusión de
la innovación hacia niveles bajos de la jerarquía urbana); y d) la presen-
cia de un empresario potencial en la localidad, que permite obviamente
una mayor capacidad de adopción de las innovaciones. No obstante, en la
actualidad, los esfuerzos de investigación se dirigen sobre todo en la
línea de profundización de los originales hallazgos de la escuela sueca;
esto es, en la determinación de las redes de contactos personales y de
la jerarquía nodal de accesibilidad de las ciudades (149).
Una predicción relevante, tanto de uno como de otro enfoque, es la estabi-
lidad de la jerarquía urbana e incluso el reforzamiento de los niveles
jerárquicos superiores (150).
Finalmente, en nuestro país, Lasuén y Racionero han afirmado, en uno de
sus estudios de la Ponencia de Desarrollo Regional del III Plan, que "los
dos instrumentos básicos para favorecer el desarrollo cultural y económico
son la capacidad de generar e importar innovaciones a tpdo el país. Las
grandes áreas metropolitanas son los puntos en los que Ge generan o intro-
ducen las innovaciones..." (151). Gaviria les responde sin ambages -no
sin razón, en nuestra opinión- que "cuando hablan de que en España hay
que impulsar a las áreas metropolitanas porque allí se innova, es total-
mente falso... donde se innova es en el área de Los Angeles o en París,
o en Franckfort. . ., pero no en Madrid" (152).
En definitiva, nos parece que el problema reside mas bien en el por qué
se generan las innovaciones en un punto y no en otro, en una región y
ño en otra. A esta importante cuestión no responde la teoría, así como
a quién innova y por qué. Además, aceptada la no neutralidad del proceso
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tecnológico, cabe lógicamente preguntarse si todo paquete de difusión
de innovaciones es siempre adecuado para todas las regiones. ¿No hay,
pues, posibilidad de tecnologías alternativas a las difundidas por el
esquema jerárquico? ¿No pueden las regiones subalternas del sistema jerár-
quico erigirse en centros innovadores?. Un intento de respuesta a estas
preguntas se ha ensayado en los epígrafes de este capítulo, relativos
a la teoría de la localización y a los modelos marxistas.
8- MODELO DE POLOS 'DE CRECIMIENTO
La concepción de "polos de crecimiento^, ha ocupado, c'esde su surgimiento
en los trabajos de Perroux (153), un lugar destacado dentro de las modernas
aportaciones al campo del crecimiento económico. Mas a pesar de ese hecho,
tal concepción adolece de una evidente falta de precisión conceptual que
afecta a sus nociones básicas tales como el concepto mismo de polo, la
idea de industria "motriz", de actividades económicas "modernas" o "nue-
vas", etc. (154); además, el concepto oficial de "polo" ha sufrido sucesi-
vas distorsiones a lo largo de su desarrollo (155) y se ha visto envuelto
en un clima continuo de confusión semántica y en una controversia nada
esclarecedora (156).
Como en anteriores epígrafes, no vamos a hacer aquí una exposición porme-
norizada de los conceptos básicos de esta teoría -por «lo demás ociosa,
si tenemos en cuenta los repetidos tratamientos a que fue sometida (157)-
sino que nos interesa sobre todo sacar a colación algunas de sus aporta-
ciones susceptibles de ser incorporadas a una teoría del crecimiento re-
gional .
No obstante, conviene que recordemos algunos de sus aspectos fundamenta-
les. Pues bien, la teoría de los polos de crecimiento se apoya en un so-
porte conceptual, cuya última pretensión reside en la explicación de cómo
se produ'ce el crecimiento económico y cuáles son las razones por las que
todo proceso de crecimiento tiende a ser desequilibrado.
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Dicho soporte conceptual se basa en tres puntos de partida, cuya validez
se afirma apelando a la evidencia empírica, y en un cuarto punto, no menos
importante, que es el referido al concepto de "espacio económico.
Estos tres puntos de partida, como decimos, son -sucintamente expuestos-
los siguientes: a) todo proceso de.crecimiento económico, como la propia
historia nos enseña, es y tiende a ser desequilibrado sectorial y espa-
cialmente; b) existen complejos industriales que ejercen un amplio poder
de dominación y arrastre, una acción polarizadora, impulsora y de acumula-
ción sobre el conjunto de la economía; c) el crecimiento económico se
muestra siempre a través de "nuevas" industrias y de actividades innovado-
ras. Perroux asume la teoría schumperiana de la innovación como factor
generador del crecimiento; y, finalmente, el ya referido cuarto punto
d) que consiste en la adopción de un concepto abstracto, elaborado por ¡
la matemática moderna, de espacio económico. Dicho concepto viene defini- i
i
do por un sistema o conjunto de relaciones económicas. Pueden distinguirse
tres tipos distintos de espacio: espacio como contenido de un plan, espa-
ció como un conjunto homogéneo y espacio1 como campo de fuerzas. Este últi- \
mo es el que mejor se adapta al concepto de polo de crecimiento. •
Así, pues, un polo de crecimiento_ es "una unidad motriz con un centro
determinado", o bien "un conjunto de unidades motrices que ejercen efectos
de arrastre sobre otros conjuntos definidos en el espacio económico e
incluso en el geográfico". De otra parte, la "unidad motriz" es "una uni-
dad de producción capaz de ejercer sobre otras unidades acciones que au-
menten la dimensión de estas últimas, modifiquen sus estructuras, trans-
formen sus tipos de organización y susciten y fomenten en ellas progresos .
f
económicos" (158). Por tanto, no se trata -como tantas veces se ha malen-
tendido— de cualquier implantación industrial, sino de implantaciones
en las condiciones definidas por lo que se entiende en el lenguaje pe-
rrouxiano por "unidad motriz".
Se trata de una industria "leader", dominante, y con elevado poder de
propulsión sobre su entorno; es decir, es una industria con alta elastici-
dad demanda-renta, buena adoptadora de innovaciones y transmisora de las
mismas. En consecuencia, la empresa o industria motriz tiene una tasa :
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de crecimiento y de productividad superior a la media y, además, dispone
de una fuerza polarizadora (159) de variado carácter tecnológico, de ren-
tas, sicológico y geográfico (160).
Boudeville (161) ha sido el primer economista que ha trasladado la idea
de polo de crecimiento al espacio geográfico. La teoría original sufre,
por tanto, una primera ampliación explícita de sus hipótesis. En efecto,
en primer lugar, establece que las industrias dinámicas están aglomeradas
espacialmente; en segundo lugar, relaciona estos "clusters" de actividades
económicas con su localización en un área urbana y, en tercer lugar, afir-
ma que los efectos "spillover" no afectan al conjunto de la economía sirio
al hinterland del polo.
De este modo, puede observarse un cambio de enfoque desde el análisis
de los impactos intersectoriales de las industrias motrices al mero análi-
sis derivado de los beneficios de la aglomeración espacial y los efectos
de polarización sobre el espacio. A pesar de ello, los teorizadores de
este giro conceptual no siempre han acertado en.su tarea de integración
de los dos conceptos de polo, el original y el ampliado.
Así, Hermansen contempla el concepto de polo ampliado como una clase de
teoría de la localización, cuando ésta en realidad juega un papel secunda-
rio como concepto explicativo de la polarización espacial del desarrollo;
y complementa, además, la teoría del "polo" (que se refiere a industrias
y es dinámica) con la teoría del lugar central (que se refiere a empresas
y es estática) (162)-
En nuestra opinión, ha sido el profesor Lasuén (163) quien fundamentalmen-
te ha arrojado luz sobre las cuestiones que estamos debatiendo. Primero,
sobre las causas del mal uso del concepto original, las deficiencias y
el vaciado de los aspectos dinámicos del sistema. Y segundo, sobre la
necesidad de reformulación de la teoría sin distorsionar sus hipótesis
básicas.
Por una parte, este mismo autor afirma que la fuente fundamental de los
problemas residía en la ignorancia de las delimitaciones de tipo analítico
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y conceptual que la formulación original contenía. No se puede inferir
de la teoría de Perroux un sucedáneo de la teoría de la localización y
la utilización exclusiva del análisis input-output ha reducido, en primer
lugar, la utilidad del concepto y, en segundo lugar, ha restringido inde-
bidamente la idea de industria de vanguardia a las grandes empresas con
fuertes multiplicadores. Tal línea de investigación ha desdeñado la noción
matriz del desarrollo schumpeteriano, que enfatiza precisamente los aspec-
tos dinámicos, las no linealidades y el cambio acumulativo.
Y, por otra parte, señala que las aplicaciones concretas del concepto
han redundado en su desprestigio inmerecido, debido al olvido de sus prin-
cipales aspectos: a) el polo es un paquete integrado de innovaciones no
de industrias cualesquiera sino de industrias nuevas; b) su localización
geográfica concentrada implica además que el conjunto de innovaciones
aplicadas debe servir un mercado localizado en tal área; es decir, el
polo-ciudad debe ser además un lugar central; c) que por ser también un
lugar central debe estar relacionado con los restantes lugares centrales,
lo que implica que el polo no puede ser único, sino parte de un sistema
jerarquizado de polos, con relaciones funcionales y geográficas competiti-
vas entre ellos.
Conviene aclarar, además, que las razones de la concentración funcional
son distintas de la de la concentración geográfica. La concentración fun-
cional se explica por las complementariedades interindustriales en la
utilización de inputs y la geográfica por las complementariedades en la
comercialización de sus productos, tras la ampliación de la tradicional
teoría del lugar central a actividades diferentes a. los servicios. La
interacción entre ambas concentraciones, funcionales y geográficas, Lasuén
la resuelve mediante las hipótesis dinámicas de la teoría de la estructura
industrial del crecimiento regional de Perloff (164).
En cualquier caso, el modelo ha sufrido una serie de críticas razonables
que no es posible desdeñar- Veamos: .no cabe duda de que ha habido una
sobreestimación de le eficacia de los polos de desarrollo como instrumen-
tos del crecimiento regional. En rigor, lo que ha sucedido es que estos
polos han funcionado simplemente como meros enclaves, en la medida en
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que los inputs y los outputs de la unidad motriz no proceden fundamental-
mente de sectores regionales. Se han sobreestimado también las economías
externas de localización y su relación con las áreas urbanas de un tamaño
mínimo de 300.000 habitantes, lo que ha implicado el abandono de áreas
urbanas menores como centros de un futuro desarrollo industriasl (165);
aunque sobre este aspecto no hay acuerdo entre los distintos autores.
Misra (166) plantea que es necesario relacionar la hipótesis de polo de
crecimiento con un sistema jerárquico de focos de crecimiento (que no
son otra cosa que pequeños centros de servicios), puntos subregionales
de crecimiento, centros regionales y polos nacionales de crecimiento.
Dadas estas definiciones, el significado del concepto de polo es confuso
y polivalente, y, lógicamente, cabe preguntarse ¿si existe un modelo diná-
mico de polo de desarrollo aplicable a cualquier situación?, o, ¿si éste
puede desarrollarse satisfactoriamente en cualquier circunstancia?. Ac-
tualmente parece que las respuestas a estas preguntas no pueden ser afir-
mativas. Estas son, sin duda, algunas de las razones por las que Richard-
son no incorpora las hipótesis de la teoría de "los polos a una teoría
general del crecimiento regional.
Sin embargo, la polémica no se limita solamente a los aspectos teóricos
del modelo sino que se extiende al terreno de la evaluación de sus efec-
tos.
En los últimos 20 años multitud de países, desarrollados y en desarrollo,
han intentado implementar políticas de "polos" para pror.iover el crecimien-
to en regiones atrasadas o subdesarrolladas. En la mayoría de los casos,
tales políticas no se han visto coronadas precisamente por el éxito, sino
todo lo contrario (167). Y, si bien los planificadores regionales se han
visto desilusionados por este enfoque -en la medida en que los efectos
de difusión no han sido los esperados-, no todos coinciden en la valora-
ción de las causas.
La opinión de Richardson es que "la apreciación de que una planificación
regional efectiva requiere un horizonte temporal de 15-25 años es incon-
sistente con el abandono de las políticas de polos de crecimiento en la
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primera década" (168). Su argumento se b<';sa en que los "spillovers" netos
-efectos "spread" menos efectos "backwash"- no pueden observarse en el
interland hasta después de muchos años de haberse establecido los polos
(169). Por lo tanto, el abandono de tales políticas ha sido prematuro
y es menester, en consecuencia, sostenerlas durante un largo período de
tiempo.
Así las cosas, la cuestión inmediata que. se plantea es la medición de
los efectos "spread" (de difusión) y de los efectos "backwash" (de absor-
ción o polarización) a lo largo del tiempo y del espacio geográfico.
Ambos efectos, en el tiempo, tienen la forma que se muestra en la figu-
ra 2 (170): donde S es la curva de los efectos "spread", B es la curva
de los efectos "backwash", t es el tiempo y G es la curva de los efectos
netos.
FIGURA : 2
FUENTE: THE OPEN UNIVERSITY (173)
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Parece que, a partir de una serie de experiencias, el punto t. es el punto
crítico en el que muchos planificadores "han perdido los servicios" y
los gobiernos han abandonado sus-políticas. Se cifra dicho período entre
4 y 8 años. El punto t. no se encuentra probablemente antes de los 15
ó los 20 años. En la curva S pueden observarse tres fases: la primera,
de efectos de difusión muy lentos y prácticamente imperceptibles; la se-
gunda, de rápida difusión y, la tercera, de difusión más lenta provocada
por la situación ya existente. Estas fases deben medirse no por años,
sino posiblemente por décadas. Los efectos "backwash" -curva B- son ini-
cialmente muy fuertes, alcanzando un máximo pasados varios años, debido
a la fuerte atracción de recursos hacia el centro del polo. La explicación
de decaimiento de los efectos B reside en que muchos de esos efectos son
de carácter "one-shot", como las inmigraciones, las transferencias de
capital, etc.; además, de que los efectos S convierten en competitivo
al hinterland.
Con relación, al espacio, esos mismos efectos tienen la forma señalada
en la figura 3, en donde S1 son los efectos "spread" y B1 los efectos
"backwash", I la intensidad de los efectos y D la distancia al Gentro
del polo (172).
B D
FIGURA: 3
FUENTE: THE OPEN UNIVERSITY (173)
í
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Obsérvese que los efectos S1 están muy influidos por la distancia y los
efectos B1 provocan un fuerte impacto sobre las localizaciones cercanas
al polo de crecimiento. A relativamente grandes distancias, los efectos
compiten entre ellos, dependen de las condiciones del hinterland y pueden
diferir de una • región a otra. De cualquier modo, parece que la evidencia
empírica muestra que los efectos S1 decaen mucho más deprisa en el espacio
que los efectos B1 , aunque dejan sentir sus efectos durante más tiempo.
De ahí que, dada esa interpretación, se haya sugerido la estrategia PR
-"Polarization reversal" o de polarización al revés-, que consiste en
crear dé manera descentralizada y dispersa fuentes adicionales de efec-
tos Sf (174).
Finalmente, permítasenos hacer unas cuantas observaciones. Quizá haya
que admitir la opinión de Paelinck de que la teoría del polo de crecimien-
to "es una teoría condicional del crecimiento regional; tiene valor, ante
todo, en la medida en que indica las condiciones según las cuales el desa-
rrollo regional acelerado puede producirse" (175). Además, permite dar
alguna explicación acerca de posibles aglomeraciones y estancamientos
y/o impulsos y retrasos sectoriales.
Pero, sin duda alguna -y éste es un rasgo bastante olvidado de la teoría
original de Perroux- uno de los aspectos más interesantes de esta teoría
es la elaboración de la noción de dominación. La relación dominante-domi-
nado se supone paralela a la relación inductor-inducido. Innovación y
beneficio son los instrumentos principales de esta inducción. Pero estas
hipótesis no cuestionan el decisivo papel que juegan los mecanismos de
mercado. Así, los crecimientos en el sistema son, en palabras de F. Pe-
rroux, "inducidos y asimétricamente propagados. Este hecho es estructural
y ampliamente independiente de una intención deliberada de opresión o
explotación" (176). Esta misma afirmación es( la que ha empujado a Coraggio
(177) a afirmar que la teoría de los polos de crecimiento es una construc-
ción ideológica, que la invalida para su utilización allí donde el desa-
rrollo no surge espontáneamente; o, como dice Lipietz "la obra de Perroux
es en el estadio monopolista del capitalismo lo que Walras en el estadio
de concurrencia: una alternativa de sistematización del "espacio de repre-
sentación" que se hace el agente privado de su participación en el trabajo
social?1 (178).
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Por lo demás, el' discurso perrouxiano solo contempla una cara de la rela-
ción dialéctica. Porque los polos de desarrollo.que no son polos de inte-
gración -término que utiliza la Escuela Francesa (179)- son polos de de-
sarticulación, de disolución, de desarrollo del subdesarrollo. Por tanto,
el "centro11, autocentrado, no es independiente de la "periferia" de donde
drena la plusvalía. En este sentido, Lasuén tiende un puente entre ambas
teorías sugiriendo que "el concepto de "polo" o de "centro" único y físico
era erróneo... y que aquel esquema que permitía actuar sobre el espacio
geográfico desde muy distintos campos... era y es compatible con un esque-
ma de centro-periferia multipolar fuerte y permitía explicar los cambios
entre centros y periferias" (180).
9. MODELOS INPUT-OUTPUT REGIONALES
Las teorías vistas hasta ahora ofrecen -con sus limitaciones y críticas
ya señaladas- una cierta explicación de los .procesos de crecimiento regio-
nal; pero han sido incapaces de explicar la estructura productiva interna
de las regiones y sus relaciones interregionales. Los modelos, cuyo objeto
es precisamente el estudio de tales aspectos, son los denominados input-
output.
Como es sabido, estos modelos tienen su antecedente original en la obra
de Leontief (181) y han sido profusamente aplicados. No obstante, no cree-
mos necesario ahora -por suficientemente conocidos- realizar una explica-
ción pormenorizada de los mismos (182). Al contrario, trataremos mas bien
de analizar algunas implicaciones de interés desde el puntó de vista de
su status de teoría (explicativa) vs. técnica analítica, sus virtualidades
y las limitaciones o insuficiencias de las que adolecen (183).
Un modelo input-output establece la interacción existente, en un sistema
económico, entre la demanda final, los requerimientos de inputs de cada
industria y su output total. Las hipótesis subyacentes a tales interrela-
ciones son: a) existe una correspondencia entre los valores físicos y
los valores monetarios de las transacciones de los diferentes sectores,
: * . • • . • • — ;
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es decir, el modelo input-output refleja corrientes reales de bienes y
servicios; pero los valores monetarios son necesarios para homogeneizar
las unidades físicas de los diferentes sectores; b) las relaciones entre
los outputs y los inputs de cada sector productivo son de carácter lineal;
c) cada mercancía es ofertada por una única industria que practica un
único método de producción; d) se verifica el principio de aditividad,
dicho en otros términos, el output total es la suma de los outputs indivi-
duales; e) la oferta de cada bien o servicio es perfectamente elástica;
y d) los precios de equilibrio vienen dados.
Pues bien, las hipótesis del modelo input-output, desde el punto de vista
de la economía regional y urbana, son excesivamente limitativas.
En efecto, el carácter lineal de las relaciones técnicas de producción
restan al modelo el rango de generalidad propio de toda teoría y, además,
implica la subestimación del progreso tecnológico y los cambios de los
rendimientos de las empresas.
Por otra parte,el modelo efectúa un supuesto demasiado fuerte al establecer
que los factores productivos no son sustitutivos y, por consiguiente,
las estructuras productivas se suponen rígidas. De manera que, una vez
cifradas las relaciones de los diferentes factores, se admite que, durante
un período de tiempo, las empresas trabajan a una misma capacidad, las
economías o deseconomías de escala son excluidas del sistema así como
los cambios habidos en el comercio interregional (184). Así, pues, tales
supuestos de rigidez productiva no responden a la realidad de las econo-
mías regionales, caracterizadas por su gran apertura al exterior en rela-
ción a las economías nacionales, por su sometimiento a profundos cambios,
incluso a corto plazo (185), y la relevancia que en ellas tienen las eco-
nomías de aglomeración y externas. En este sentido, conviene advertir
que la evolución económica afecta antes a la región que a la nación y,
en consecuencia, el modelo input-output, concebido originariamente para
una economía con fronteras estatales, se halla necesitado de las modifica-
ciones pertinentes para su adecuación a una economía regional.
Por lo demás, este modelo, desde la consideración de su validez como
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teoría del crecimiento regional, resulta, cuando menos, incompleto (186):
concibe al vector de demanda final de manera exógena al propio funciona-
miento de la economía regional, lo que obviamente lesiona su presumible
capacidad explicativa al ser los componentes de aquél (consumo, inversión,
exportaciones...) variables claves del proceso de crecimiento regional.
Por tanto, tales variables no pueden considerarse, salvo que incurramos
-como es el case— en restricciones teóricas relevantes, como datos de
partida.
Este modelo se ve obligado entonces a completar las mencionadas insufi-
ciencias con otras teorías. Dos han sido los caminos seguidos para la
.resolución de dichos problemas (187):
El primer camino convierte en variables endógenas -transfiriéndolas a
una matriz intersectorial ampliada- los vectores del consumo, la inversión
y el gasto público. Las exportaciones se transforman en endógenas utili-
zando un modelo interregional con matrices de flujos comerciales entre
regiones, de modo que las exportaciones de una región sean importaciones
de otras regiones. Obviamente, la incorporación endógena de los vectores
de consumo e inversión —que dota de una mayor profundidad y riqueza al
análisis 1-0- conlleva la especificación, de manera simultánea, de 2as
funciones de comportamiento, basadas en teorías del consumo e inversión
apropiadas.
El segundo camino estima la demanda final por medio de un modelo economé-
trico predictivo y utiliza el modelo input-output para analizar las reper-
cusiones de aquélla en las relaciones interindustriales (188).
Es posible todavía señalar algunos inconvenientes más de orden teórico.
Así, el modelo I-O no explica los desplazamientos de las empresas y del
empleo de unas regiones a otras, los procesos de localización industrial
y de transporte y las diferencias espaciales; resulta difícil y costoso
-cuando no imposible- la dinamización del modelo (189) debido fundamental-
mente a la gran dificultad de estimación de los coeficientes de capital
y su evolución (190) y la medida de la capacidad productiva, además de
los problemas relativos a la distinción entre capital de reposición y
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de inversión, etc. Cárter (191) ha apuntado que los coeficientes de capi-
tal son más variables que los coeficientes técnicos de la matriz de Leon-
tief; lo que, desde luego, no es extraño, sobre todo si se piensa que
para una empresa es más fácil añadir una nueva máquina a sus instalaciones
que implantar un nuevo proceso tecnológico.
Sin embargo, es preciso afirmar que -como contrapartida de las inconve-
niencias teóricas anteriores- el modelo input-output es altamente maneja-
ble y flexible; características que, por lo de pronto, no deben desdeñarse
como a continuación tendremos ocasión de comprobar-
Efectivamente, en primer lugar, el modelo 1-0 admite la introducción del
espacio en su estructura, mediante la construcción de tablas 1-0 interre-
gionales donde se consideran simultáneamente las transacciones entre di-
versos sectores y regiones (192). No solo es posible estudiar las relacio-
nes de cada región con las restantes, sino también examinar los aspectos
espaciales internos de la región. El método es análogo al del modelo inte-
rregional: se consideran las relaciones interurbanas en una matriz de
orden (px) de p áreas urbanas (relevantes desde el punto de vista indus-
trial) y x sectores. Naturalmente, el problema en este caso no es de orden
técnico-teórico, sino de requerimientos de una cuantiosa información que
implican altos costes económicos y de tiempo (193).
En segundo lugar, el carácter constante de los coeficientes técnicos puede
paliarse por la aplicación de diversos métodos ad hoc: cálculo de la media
estadística de los coeficientes en diferentes momentos del tiempo para
los que existan tablas 1-0, estimaciones basadas en el análisis de regre-
sión, el método RAS (más completo que los anteriores, pues permite separar
el efecto de sustitución y el efecto de la productividad en los cambios
de los coeficientes técnicos), etc. (194).
 %
En tercer lugar, el mantenimiento de los precios fijos no permite la ac-
tualización de las tablas 1-0. Ahora bien, este problema puede solventarse
incorporando la variación de los precios relativos (índices de precios)
a los antiguos coeficientes técnicos del año base, de modo que los nuevos
coeficientes técnicos son los coeficientes técnicos antiguos corregidos
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(195). No obstante, el método soslaya el problema de la sustitución de
factores derivados de los cambios en los precios, lo que ha cobrado re-
cientemente .mucha importancia. Adviértase, por ejemplo, la relevancia
del cálculo de los impactos regionales por la elevación de los costes
energéticos o los efectos del aumento de la polución atmosférica sobre
los precios relativos.
Un supuesto habitual del análisis 1-0 es la constancia de los coeficientes
de empleo y de capital. Esta hipótesis implica que los inputs de trabajo
y de capital de cada, industria son una fracción constante de su output
yt consiguientemente, no se toman en consideración las economías de esca-
la. Esta insuficiencia se ha superado utilizando funciones potenciales,
que reflejan' las relaciones tecnológicas entre la escala de actividad
y los inputs de trabajo y de capital (196).
Como ya se ha dicho, el modelo seminal de Leontief no tiene en cuenta
la posibilidad de procesos productivos alternativos para la producción
de una misma mercancía, de manera que se plantea el problema de cómo in-
corporar las actividades multiproducto en una sola categoría de productos.
La vía de salida a esta importante cuestión ha sido tratada a través de
una "matriz de actividad", que recoge en cada columna los inputs y outputs
por unidad de una cierta actividad productiva. El elemento general -
a., de una "matriz de actividad" expresa las j(J=l,2,.,.,J) diferentes
actividades y los i(i=l,2,.. ..,1) inputs y outputs por unidad. De este
modo, por tanto, se están considerando varias posibilidades tecnológicas
para la obtención de un mismo producto y desechando la hipótesis de una
relación biunívoca entre cada producto y cada actividad. Por último, ob-
sérvese que el acercamiento" realista que el enfoque descrito permite,
viene negativamente contrapesado por la voluminosa información técnica
necesaria para su implementación. Indudablemente, esta es la razón que
explica la exigua aplicación que este método ha tenido (197).
El modelo 1-0 proporciona una importante información en relación a los
problemas demográficos y de empleo, pero no explica los procesos migrato-
rios. Ahora bien, dado un impulso inversor en una región o en un área
urbana en condiciones de pleno empleo, es razonable pensar que habrá una
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atracción demográfica por parte de dichas áreas. Por tanto, un modelo
1-0 puede ser coordinado con un modelo gravitatorio a fin de estimar los
multiplicadores de empleo generados por el incremento de la inversión
(y los requerimientos de población,, de servicios, etc. que comporta) (198)
y analizar los movimientos de población derivados del sistema de interac-
ción espacial provocado por la nueva inversión o localización industrial.
De otro lado, el modelo 1-0 no tiene en cuenta las economías de aglomera-
ción existentes entre actividades complementarias; pero, dada su flexibi-
lidad, pueden utilizarse algunos métodos que permiten incorporarles me-
diante la transformación del modelo original. Uno de estos métodos es
la conjunción del modelo 1-0 con el modelo de atracción de Klaassen y
Van Wickeren (199).
Veamos: Por la teoría de la localización (200) sabemos que la concentra-
ción espacial surge a resultas de las ventajas de aglomeración, que, a
su vez, dependen de los costes de comunicación y transporte. Naturalmente,
estos costes se producen por la necesidad de contacto de los mercados
de inputs y de outputs. Y el modelo de atracción postula: a) las fuerzas
de atracción entre actividades están determinadas por la existencia de
los costes de comunicación y transporte; b) las fuerzas de atracción deci-
den la localización de las empresas, de manera que altos costes de trans-
porte de las mercancías intermedias entre actividades complementarias
promueven la concentración industrial de esas actividades y relativamente
altos costes de transporte de las mercancías finales impulsan la localiza-
ción cerca del mercado de consumo.
Por lo tanto, la relación entre ambos modelos puede formalizarse del si-
guiente modo:
qF = X d + Aq1 (1)
donde q es un vector de orden I formado por los outputs sectoriales de
la región r; £ es una matri z diagonal con los coeficientes de atracción
por demanda de cada sector (201). d es un vector de la demanda intrarre-
gional y A es una matriz de orden I x I cuyos elementos son el producto
del coeficiente de localización del sector i por el coeficiente de atrae-
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ción del mismo sector; en otras palabras, A es una matriz ponderada de
los coeficientes de atracción locacional -hacia adelante y hacia atrás-
por oferta.
Habida cuenta que la demanda total de la región r está compuesta por la
demanda intermedia y la demanda final interna, el vector d puede escri-
birse como:
.r ,r r -r /?\
d = A q + f \¿)
donde A r es la matriz de Leontief y fr la demanda -final regionalizada.
Sustituyendo (2) en (1) obtenemos que:
q = X (A q + f ) + Aq = (X A + A) q + A t
y, como [l-XAr-A]es no singular, entonces:
qr = (I-X Ar- )~l Afr .
donde [l-^A r-A]es la denominada matriz de atracción.
En definitiva, el modelo de atracción permite, por un lado, ampliar el
modelo 1-0 mediante la matriz [ & r
 + A], integrando-las fuerzas de atrac-
ción como un elemento esencial de las relaciones interindustriales y,
por otro lado, la demanda final de Leontief es igual a f
 + e - m ( e y
m son las exportaciones y las importaciones), mientras que ahora es
f r o la demanda final interna de r. También resulta pertinente añadir -que
este modelo 1-0 transformado -si se nos permite llamarlo así- provee a
la técnica de un mayor poder de evaluación de los "efectos de arrastre"
y, en consecuencia, de una mejor disponibilidad para su conciliación con
el análisis de complejos industriales y las estrategias de polos de creci-
miento.
En síntesis, como afirma Richardson (202), el modelo 1-0, más que una
teoría del crecimiento regional, proporciona un marco predictivo y funcio-
na -como hemos podido apreciar- de modo más eficiente cuando se le incor-
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poran otros modelos económicos de comportamiento. No obstante, sus venta-
jas son, sin duda, nada despreciables: ofrecen un instrumento de trabajo
francamente -operativo y un método altamente desagregado, además de ser
especialmente flexible. Desde luego, estas son razones de suficiente peso
que explican su amplia aplicación (203).
10. MODELOS MARXISTAS
En nuestra búsqueda de las hipótesis que nos permitan explicar adecuada-
mente el crecimiento de las economías regionales, hemos podido constatar
como, en su práctica totalidad, los conceptos utilizados se estudian ais-
ladamente del contexto social y, más específicamente, del modo de produc-
ción en el que se encuentran. La división del trabajo en sectores, el
papel dominante de la circulación en la reproducción de las relaciones
sociales, la separación del productor de los medios de producción, etc.
se establecen sobre la base, normalmente implícita, de un "zoning" funcio-
nal ista unido por un sistema de transportes.
Pues bien, en adelante, nuestro punto de partida será que la expresión
espacial de las economías regionales y las relaciones interregionales
deben ser aprehendidas a partir de la naturaleza de la articulación entre
los diversos modos de producción (204).
Así, pues, distinguiremos, siguiendo a Lipietz (205), tres niveles en
este complejo sistema de relaciones:
- Una "formación social nacional", que presenta una articulación de
los modos de producción bajo el dominio de uno de ellos. Dominio que está
dotado de un aparato de estado y de la hegemonía sobre el conjunto de
la formación social.
- Una "estructura regional", en donde se articulan las relaciones
sociales que no disponen de un aparato de estado completo, pero donde
se confrontan las contradicciones secundarias entre las clases dominantes
locales.
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- Un "bloque multinacional", que comprende un conjunto de estados
nacionales en donde se desarrolla la dominación de un centro imperialista
que, de alguna manera, asume las funciones "estatales" con relación al
conjunto del bloque.
Se trata, en suma, de una teoría de la articulación de los modos de pro-
ducción. Lo que, por otro lado, nos parece a todas luces pertinente, sobre
todo si se tiene en cuenta que no es posible entender el crecimiento de
una región sin conocer los fundamentos del sistema interregional en que
se halla inserta.
A tal efecto, nuestra exposición procederá en dos fases: en la primera,
revisaremos brevemente las recientes aportaciones marxistas relativas
a la articulación de los modos de producción y a las relaciones interna-
cionales; y en una segunda, propondremos una serie de hipótesis sobre
una posible teoría marxista del crecimiento regional.
La teoría marxista actual de las relaciones económicas internacionales
está fundada en una idea central: las relaciones internacionales expresan
la penetración del modo de producción capitalista dominante desde el cen-
tro hacia la periferia en donde se encuentran los modos de producción
precapitalistas. Esta penetración se traduce en una relación de domina-
ción, de modo que existe una relación no equivalente, desigual y asimétri-
ca.
En esta línea de pensamiento -a pesar de las controversias existentes
entre ellos- se encuentran las aportaciones de Baran y Sweezy (206), Mad-
doff (207), O'Connor (208) y otros por la escuela norteamericana; Emmanuel
(209), Bettelheim (210), Amin (211), Palloix (212), Poulantzas (213)
y Andreff (214), por lo que podríamos denominar "nueva escuela francesa"
y, finalmente, aunque no menos importante que las anteriores, la escuela
"tercermundista" ligada a los conocidos nombres de Sunkel (215), Gunder
Franck (216), Theotonio dos Santos (217), Mauro Marini (218), etc. (219).
Nosotros nos referiremos especialmente a la escuela francesa y latinoa-
mericana.
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Desde nuestro punto de vista es Samir Amin el que ofrece una conceptuali-
zación más adecuada del problema (220). Este autor afirma que las forma-
ciones sociales nacionales se presentan como*articulaciones de diferentes
modos de producción y la articulación de las formaciones sociales consti-
tuyen el sistema capitalista mundial. Las leyes generales del modo de
producción capitalista no son válidas mas que a escala del sistema mundial
y el funcionamiento concreto de cada modo se traduce en "modelos" diferen-
.tesf según se trate de una formación social dominante o dominada, del
"centro" o de la "periferia"-
En este sentido, Palloix (221), al analizar el proceso de funcionamiento
del sistema mundial, distingue tres etapas en las relaciones económicas
internacionales:
- La fase mercantilista: es el momento de la acumulación primitiva
en el "centro", basada en la expoliación de las colonias y que permite
la constitución del capital-dinero.
- La fase competitiva, definida por la articulación externa de las
"formaciones" sociales nacionales". Se crea, por tanto, un "pseudo-valor
internacional" en el comercio mundial como media de los diferentes valores
nacionales. Desde este momento, existe una diferenciación entre las dife-
rentes formaciones sociales, con composiciones orgánicas de capital, pro-
ductividad y salarios diferentes. Como es sabido, Ricardo establece la
conocida "ley de los costes comparativos", en virtud de la cual cada país
se especializa en la producción en la que es relativamente más ventajoso;
del tal suerte que, a resultas de dicha especialización, se produce una
asignación mundial del trabajo que asegura el crecimiento del volumen
del valor-
Empero, lo que Ricardo no explica es que este intercambio implica una
transferencia de valor de los países o regiones de débil composición orgá-
nica de capital a los países o regiones de fuerte composición orgánica,
incluso si la tasa de beneficio y los salarios son los mismos en ambos
casos. Es el intercambio desigual "en un sentido amplio" de Emmanuel(222),
cuya desigualdad reside en la desigual composición orgánica del capital
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y de la productividad del trabajo, existentes entre los países, regiones
o ramas de un sistema productivo. Emmanuel señala además otro mecanismo
de intercambio desigual "en un sentido estricto" (223), en el que, con
composiciones orgánicas de capital iguales, los diferentes valores de
las fuerzas de trabajo (salarios), entre los países, provoca una transfe-
rencia de plusvalía hacia los países dotados de mayores salarios. Esta ]
posición de Emmanuel es la que ha recibido las más crudas críticas por j
parte de Bettelheim, en el sentido de, que no es posible admitir la consi- j
deración de la composición orgánica del capital y el salario como "varia- . \
bles independientes" (224). Estas variables, afirma Bettelheim, no pueden |
considerarse independientes del desarrollo de las fuerzas productivas j
v de las relaciones de producción, so pena de convertir el modelo marxísta
J
 f
en un nuevo modelo econométrico. El concepto de "explotación" -añade este j
último autor- no se puede situar a nivel'del "intercambio", sino a nivel j
del "proceso de producción".
- Finalmente, puede distinguirse una tercera fase denominada "monopo-
lista internacional" o de "competencia mundial de los monopolios",' carac-
terizada por los siguientes rasgos: a) constitución de imperios financie-
ros internacionales (empresas multinacionales industriales y bancarias);
b) desaparición del mercado como factor de autorregulación de las unidades
productivas; c) integración de las esferas de producción, de circulación
y de realización bajo el control de un centro de decisión único, el capi-
tal financiero; d) consolidación de una estructura jerárquica de la empre-
sa; e) transformación de las propias operaciones de producción (automati-
zación, informatizacion, etc.) e incorporación de la ciencia en el proceso
de producción; y f) desplazamiento de las clases capitalistas hacia los
procesos de decisión y previsión, con la constitución y consolidación
de una fuerza de trabajo intelectual productora de conocimientos y de
saber que son apropiados por el capital (225) (226).
Como consecuencia de las características anteriores, el capital industrial
y financiero se desarrolla a nivel mundial integrando directamente las
formaciones sociales dominadas y creando una nueva división internacxonal
del trabajo. Conviene, sin embargo, en este punto, hacer dos importantes
observaciones:
- 87 -
- 88 -
1) El "intercambio desigual" no se establece a partir de la desigual-
dad de los tiempos de trabajo concreto intercambiados. En primer lugar,
porque nunca se intercambia trabajo concreto, sino mercancías que crista-
lizan un trabajo abstracto o cantidad de trabajo socialmente necesario
para reproducir una mercancía (227). Por consiguiente, a nivel internacio-
nal, el trabajo socialmente necesario u operación productiva representati-
va será diferente según las sociedades: existe un intercambio desigual
en el sentido amplio de Emmanuel o intercambio entre modos de producción
distintos.
2) El "intercambio desigual" en sentido estricto, que -como se deduce
de manera inmediata del concepto definido más arriba- se establece sobre
la base de las diferentes condiciones de reproducción de la fuerza de
trabajo en un doble sentido: reproducción de la fuerza de trabajo en un
modo de producción distinto (composición orgánica de capital, capital
variable y tasas de plusvalía distintas) y el nivel de vida de la fuerza
de trabajo es más débil o la jornada de trabajo más larga.
En nuestra opinión, es preciso adoptar el concepto de "intercambio desi-
gual" en los dos sentidos y no solamente en un sentido estricto -que solo
reconoce el segundo sentido antedicho (concepto de Emmanuel)-, pues impe-
diría el análisis del crecimiento regional y de sus tasas diferenciales
entre regiones, debido a las distintas composiciones orgánicas de capital
y tasas de plusvalía. Este punto de vista permitiría la utilización de
los conceptos relativos al denominado "ciclo del producto" y al cambio
tecnológico -ya definidos al hablar de la teoría de la localización y
sobre los que volveremos más tarde- en los procesos de crecimiento regio-
nal; así como, establecer una vinculación conceptual, analíticamente fe-
cunda, entre las hipótesis marxianas sobre la composición orgánica de
capital, la innovación tecnológica y el logro de una mayor tasa de plusva-
lía relativa del sistema (228).
Otro punto de viste, paralelo al anterior, es el seguido por el profesor
A. Caballero quien -en su excelente artículo sobre la teoría del intercam-
bio desigual (229)- considera que, además de las diferentes tasas de sala-
rios entre las distintas regiones, es preciso tener en cuenta otros facto-
res tales como el progreso tecnológico, los cambios en la productividad
del trabajo y las modificaciones de los precios relativos en los diferen-
tes territorios.
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Por otra parte, es necesario distinguir, especialmente en una perspectiva
•espacial, los modos de producción en el "centro" imperialista y en la
"periferia" dominada (230), de manera que se establece una transferencia
de valor ("intercambio desigual") en beneficio del centro; en otras pala-
bras, los países periféricos exportan más plusvalía de la que importan
(231). Esta transferencia de valor es explicada -desde el punto de vista
de Emmanuel (232)- por la ley de la formación de los precios en el mercado
mundial capitalista ("precio de producción"), que tiene por efecto una
remuneración desigual de los factores (en concreto, el factor trabajo)
y que impone, vía diferencias de salarios, la desigualdad en el intercam-
bio.
No obstante, Samir Amin lleva más lejos la argumentación y distingue los
"modelos de desarrollo" del "centro" ("acumulación autocentrada" ) (233)
de los de la "periferia" ("modelo extray^rtido") (234).
El modelo de "acumulación autocentrada" viene definido por la asignación
del valor en el seno del sistema productivo de manera endógena, esto es,
en función de la lógica propia de la reproducción ampliada del modo de
producción capitalista: la búsqueda constante del incremento de la plusva-
lía relativa. Amin afirma que la relación centro-periferia se establece
precisamente por la necesidad de la lucha contra la baja tendencial de
la tasa de plusvalía.
Así definido, el "modelo autocentrado" no se concibe sin la existencia
de una fuente de plusvalía diferencial: la periferia. Este proceso se
concibe a través de una relación de dominación (235), que permite el in-
tercambio desigual "en sentido amplio", a través de la deslocalización
de la producción industrial y de la tecnología del centro; y, "en sentido
estricto", por el juego de la's diferencias salariales.
En el "modelo autocentrado" la sección I (producción de los medios de
producción) tiene por finalidad la sección II (bienes de consumo local),
de tal suerte que las relaciones capitalistas de producción se extienden
a todos los aspectos de la vida social. Es el caso de los países adelanta-
dos de Europa y América del Norte.
Por el contrario, el "modelo extravertido", característico de la periferia,
no se concibe sino en sus relaciones hacia el centro: desde el punto de
vista de la formación social dominada, existe un proceso de desarticula-
ción.
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concibe a través de una relación de dominación (235), que permite el in-
tercambio desigual "en sentido amplio", a través de la deslocalización
de la producción industrial y de la tecnología del centro; y, "en sentido
estricto", por el juego de la"s diferencias salariales.
En el "modelo autocentrado" la sección I (producción de los medios de
producción) tiene por finalidad la sección II (bienes de consumo local),
de tal suerte que las relaciones capitalistas de producción se extienden
a todos los aspectos de la vida social. Es el caso de los países adelanta-
dos de Europa y América del Norte.
Por el contrario, el "modelo extravertido", característico de la periferia,
no se concibe sino en sus relaciones hacia el centro: desde el punto de
vista de la formación social dominada, existe un proceso de desarticula-
ción.
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La economía de la periferia está dotada fundamentalmente de un' sector
de exportación de materias primas (industriales o agroalimentarias) o
de productos de empresas de montaje poco cualificado. La población dispone
de una baja capacidad de consumo, debido a su débil poder adquisitivo
(bajos salarios). La industrialización sustitutiva de importaciones debe
proveerse de la sección I del centro (dependencia tecnológica), lo que
origina los tradicionales déficits de sus balanzas de pagos. Sin embargo',
creemos que -en este aspecto- habría que reconsiderar los supuestos en
los que se basa Samir Amin, y partir de lo que Fortin (2316) llama el "no-
vísimo carácter de la dependencia", basado en la creciente importancia
que en las economías centrales está teniendo la concentración en los sec-
tores de alta tecnología (23'7).
Este último autor afirma que "es posible anticipar uña creciente tendencia
a que el capital Internacional pueda prescindir de una expansión directa
en la periferia y pueda obtener el mismo nivel de captación de excedentes
y de control efectivo sobre la industria en la periferia por la vía del
control sobre la tecnología empleada por esa industria. Surgiría de esa
forma una nueva división internacional del trabajo que, permitiendo un
cierto grado de descentralización del control sobre los procesos produc-
tivos... consolidaría al mismo tiempo una centralización de la toma de
decisiones en el plano global" (238). Y, consiguientemente, se crearía
una división del trabajo según una jerarquía de regiones y ciudades, aun-
que no en el sentido apuntado por Hymer (239), sino de manera indirecta
a través de dos formas: a) de las sociedades mixtas en las cuales el capi-
tal extranjero se asocia en proporciones variables con capital nacional;
y b) a través de los contratos de servicios, administración y comerciali-
zación, así como por los denominados "contratos de transferencia tecnoló-
gica" (2 40).
«
Estas dos formas de dominación constituyen mecanismos de control y de
captación de excedentes sin necesidad de un gran control sobre la propie-
dad de las empresas de la periferia. A su vez, debido al proceso de auto-
alimentación que lleva incorporado el contrato tecnológico (la renta de
un equipo supone un flujo futuro de repuestos y servicios de manutención),
se genera una dinámica permanente de dependencia.
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Admitidas las hipótesis anteriores, podríamos deducir dos importantes
conclusiones: a) la pérdida de importancia relativa de la propiedad direc-
ta de las industrias en la periferia; y b) la hipótesis de expansión del
capital en la periferia para aumentar la tasa de ganancia cede ante otra
que se podría expresar en términos de la obtención de la plusvalía genera-
da en la periferia, no porque el capital aumente la plusvalía produciendo
en la periferia, sino que construye un complejo mecanismo, a través del
control tecnológico, de absorción de la plusvalía generada por el propio
capital periférico. Adicionalmente, puede afirmarse que la distribución
geográfica de la actividad del capital multinacional obedece a la atrac-
ción de las áreas más desarrolladas y a los sectores de mayor concentra-
ción, contribuyendo a intensificar de este modo los actuales desequili-
brios regionales (241).
Por lo tanto -digamos a modo de corolario- la tecnología sería la variable
esencial explicativa de los comportamientos o movilidades espaciales.
Desde este punto de vista, la movilidad depende de la elección de tecnolo-
gía, y los espacios regionales serán definidos por la tecnología que in-
corporan. En consecuencia, la noción de tecnología como composición cuali-
tativa del trabajo nos permite redefinir la teoría del imperialismo, ha-
ciéndola más ajustada a los nuevos cambios operados en el modo de produc-
ción capitalista. Se trata de una concepción del progreso técnico basado
en el contenido tecnológico del trabajo, que refleja -con relación a los
conceptos que estamos analizando- una relación de desigualdad en términos
de localización y movilidad de tecnologías garantizando obviamente la
superioridad del centro. Así, pues, no se trata tanto de analizar los
flujos financieros a la manera tradicional, sino de someter a examen los
flujos tecnológicos que están destinados a perpetuar las relaciones de
dominación y de dependencia estableciendo una estructura jerárquica esta-
ble y durable (242).
Además -como ha estudiado Andreff (24 3)- aquella jerarquía está igualmente
asentada sobre una jerarquizacion de la tasa de beneficios, pues los di-
versos modos de acumulación capitalista, surgidos como respuesta a las
dificultades del proceso de valorización del capital, conllevan cambios
tecnológicos necesarios para el mantenimiento de la tasa de beneficios.
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La fase de "acumulación progresiva" -correspondiente al sector C (24 4) -
lleva consigo una composición orgánica del capital no muy elevada y una
velocidad de rotación de ese capital muy rápida, determinando de ese modo
una fuerte tasa de beneficio en la esfera de la producción. La fase de
"acumulación intensiva" —sector B- implica una composición técnica elevada
y una velocidad de rotación del capital más lenta y, por lo tanto, -una
tasa de beneficio débil. Y, en tercer lugar, la fase de "acumulación ex-
tensiva" -sector A- se sitúa en un nivel intermedio. Resumiendo, cada
fase o modo de acumulación tiene un ritmo propio de innovación tecnológica
y unas condiciones técnicas de producción similares y, por consiguiente,
las condiciones de acceso al beneficio son homogéneas.
A esta triple sectorializacion corresponde una jerarquización de las tasas
de beneficios en favor del sector C, pudiendo los sectores A y B alterar
sus posiciones. Parece que, a partir de los tests realizados (24-5), esta
diferenciación jerárquica de las tasas de beneficio se reproduce tanto
a nivel nacional como internacional.
Por otra parte, por las investigaciones de Vernon (2460 y el concepto
de "ciclo del producto" (247)t sabemos que cuando nace una nueva actividad
ésta incorpora una alta tecnología, que se situará en la cima de la es-
tructura jerárquica del sistema. Esta nueva actividad se corresponde con
niveles de demanda crecientes localizados en los espacios centrales, más
evolucionados tecnológicamente. Las funciones de investigación y creación
de conocimientos (que exigen un trabajo particularmente cualificado) pre-
dominan sobre las funciones de producción en serie y de ejecución (propias
de un trabajo "banal"). Posteriormente, se crea una nueva situación: la
actividad obsoleta sufre una demanda menor y se enfrenta a una función
de consumo no solamente localizada en el centro, sino también en la perife-
ria. Las funciones de producción en cadena,» a gran escala, entran en liza
con las actividades situadas "en amont" y que incorporan un conocimiento
tecnológico de vanguardia. Aquella actividad será ahora dominada, en la
jerarquía del proceso tecnológico, por actividades más modernas que provo-
can el deterioro de la posición relativa de aquellas actividades (248).
En lo que concierne las diferencias salariales en el espacio, la conside-
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ración del proceso tecnológico desde el lado de la función de consumo
resulta teóricamente de interés. Parece razonable suponer que cada función
tecnológica en el proceso de producción está relacionada con los costes
variables de tal modo que, a mayor nivel tecnológico mayores costes sala-
riales , debido a los gastos inherentes a la reproducción de la fuerza
de trabajo (reciclaje, educación, ocio, etc.)- Pero no solo se deben tener
en cuenta estos costes -que podrían denominarse directos-, sino también
los costes del entorno social del trabajador: cada categoría socioprofe-
sional tiene un nivel de vida caracterizado por una función de consumo
específica, lo que obviamente influye sobre los salarios. En suma, los
salarios están relacionados, por un lado, con la tecnología incorporada
al trabajador (a su nivel de educación) y, por otro lado, con el medio
ambiente social (24 9) - Consiguientemente, las actividades productivas
buscarán las localizaciones que ofrezcan la fuerza de trabajo de la que
tienen necesidad, a unos costes salariales mínimos.
Las empresas, fraccionando su proceso productivo en tantos establecimien-
tos como categorías profesionales homogéneas de trabajdores existan, dis-
persan sus establecimientos en el espacio económico al objeto de adaptar
s
la estructura del empleo de cada planta al espacio regional de recepc'ión:
lo que permite la minimización del coste salarial total de la empresa.
Las diferencias espaciales de salarios entre los trabajadores de una misma
categoría están asociadas a la estructura sociotecnologica de los espacios
(2'50), la cual se convierte de este modo en un elemento esencial del pro-
ceso de reproducción de las estructuras sociales y espaciales.
En consecuencia, a igualdad de composiciones orgánicas de capital, un
desplazamiento de las actividades productivas hacia la periferia conlleva
una baja del coste de producción y de los precios. Luego, existe una rela-
ción entre el nivel de los precios de producción y el contenido sociotec-
nológico de la fuerza de trabajo. La aplicación de la teoría del valor-
trabajo a las relaciones entre regiones de diferente nivel tecnológico
nos conduce a la conclusión de que los precios relativamente bajos de
la periferia son la expresión de un menor coste de reproducción del traba-
jo periférico. Si un bien producido con la misma técnica (productivi-
- 93 -
- 94 -
dad igual) tiene un valor y un precio menor en un país periférico, es
el contenido del salario en costes del entorno social el que engendra
esta diferencia.
Finalmente, permítasenos hacer referencia al proceso de difusión de las
innovaciones tecnológicas a la luz de las hipótesis expuestas (251). Fun-
damentalmente, la difusión del progreso tecnológico en el sistema interre-
gional depende de la posibilidad de expulsar periódicamente del "centro"
las actividades maduras susceptibles de ser sustituidas por actividades
de punta. Lo que a su vez comporta. dos ventajas para el "centro": una
aceleración del progreso tecnológico y una reducción del coste de produc-
ción (y de los precios) de las producciones descentralizadas. La razón
de esta movilidad residiría en la capacidad de adopción de la "periferia"
expresada en un ratio productividad/salario superior. Ahora bien, pueden
suceder dos cosas que han de tenerse en cuenta: a) que la "periferia"
sufra un "gap" o distancia tecnológica tan grande respecto al "centro"
que no pueda adoptar tal innovación; en este caso, el centro estará inte-
resado en crear en la "periferia" las condiciones para superar esta limi-
tación relativa a la débil calificación 'de la fuerza de trabajo, a la
insuficiencia de infraestructuras u otras; y b) que -como han puesto de
manifiesto investigaciones recientes de Teece (252) al desarrollar ante-
riores trabajos de Mansfield (253)- la "transferencia" de tecnología
comporta un coste, que depende del número de aplicaciones previas de la
innovación, de la "edad" de ésta, de la experiencia de la firma receptora
y de su tamaño, del ratio de sus gastos en R & D respecto a las ventas
y de la industria en cuestión, lo que lógicamente afectará a la mayor
o menor prontitud del proceso de difusión tecnológico y, por ende, al
crecimiento regional (254).
Obviamente, desde esta perspectiva, resulta fácil comprender cómo el pro-
ceso de transmisión de innovaciones no trata de alterar los desequilibrios
de la jerarquía interregional, sino de mantener la tasa de plusvalía rela-
tiva del sistema: el sistema necesita para garantizar su reproducción
la permanencia de las jerarquías espaciales.
En conclusión, la conversión de la periferia en centro creador de innova-
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ciones no es posible mientras se mantenga en una posición de dominante-
dominado; solo un desarrollo autónomo y tecnológico propio puede permitir-
le cumplir ese objetivo, previa superación de la jerarquía polar actual-
mente vigente (255).
11. CONCLUSIONES
Nuestra opinión es que no existen bases razonables para una teoría -de
síntesis del crecimiento regional, tal y como lo han intentado autores
del prestigio de Richardson ((256) y Von Boventer (257). En el primer
caso, las economías de aglomeración desempeñan un papel clave en la expli-
cación de la concentración espacial debido a los rendimientos crecientes
que atraen a los factores productivos. Pero Richardson no explica por
qué existen regiones atrasadas y las hipótesis de su modelo no dan res-
puesta cabal a lo que el mismo autor denomina "dispersión descentralizada
concentrada". No resulta satisfactorio afirmar que las regiones periféri-
cas, por su alejamiento del centro, generan un mercado local protegido.
Lo que sucede más bien es que estas regiones ven normalmente drenado su
potencial de desarrollo por los centros y el problema radicará, por tanto,
en cómo crear las economías de escala suficientes 'para promover su desa-
rrollo. En su caso, Boventer introduce un sistema espacial jerárquico
que va desde la economía nacional, pasa por las regiones y desciende hasta
las subregiones; pero no explica -a pesar de su ruptura con los presupues-
tos neoclásicos- la interrelación de los diferentes niveles de la jerar-
quía y las disparidades de rentas y de oportunidades de empleo existentes
entre ellos.
Por otra parte, existen otros problemas para una integración de los dife-
rentes conceptos en una única teoría. Veamos:
- Las unidades del análisis en unas y otras teorías son distintas.
El modelo neoclásico considera a la unidad regional o/y a la unidad pro-
ductiva como homogéneas y únicas, cuando de lo que se trata es de explicar
el sistema interregional y sus diferentes tasas de crecimiento (258).
Las hipótesis relativas a una sola función de producción, la existencia
de competencia perfecta, etc. (259) conducen a que los factores producti-
vos, desigualmente distribuidos, tiendan a desplazarse hasta la igualación
de las productividades marginales de los factores y de las tasas de bene-
ficios y de los salarios. Se llega, por consiguiente, a la uniformización
en la distribución espacial de la renta y, lógicamente, lo que se nos
está planteando no es sino una pura tautología: si todo es móvil y sin
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costos de movilidad, todo debe ser uniforme; luego, cabe preguntarse a
qué viene hablar de economía regional (260). En suma, el supuesto de idén-
ticas funciones de producción "well-behaved", que por definición excluyen
rendimientos decrecientes o crecientes, impide analizar las diferencias
regionales, tanto en las condiciones de partida como en las soluciones
de equilibrio.
-En relación al modelo Keynesiano de la base de exportación, el efecto
renta (provocado por un incremento de la demanda de exportaciones), depen-
de de las propensiones a consumir e importar. Pero, así las cosas, no
queda claro por qué de las desigualdades interregionáles de tales propen-
siones; lo que naturalmente deja sin explicar aspectos fundamentales del
crecimiento regional.
Pero no se trata ahora de efectuar un recuento de las deficiencias de
cada una de las teorías -que, por lo demás, ya se ha hecho en los aparta-
dos correspondientes de este mismo capítulo- sino de apuntar una serie
de supuestos - que ,-nos permitan situar la teoría del crecimiento regional
a la altura del estadio actual del crecimiento económico.
y
La fase actual del crecimiento económico tiene una serie de característi-
cas que la diferencian de las anteriores: la internacionalización crecien-
te de la producción, el acelerado desarrollo tecnológico, las empresas
multiplanta, multiproducto y multiproceso (o empresas con operaciones
diversas); las rápidas redes de transportes y comunicaciones, etc. En
«
nuestra opinión, estos aspectos son fundamentales para una comprensión
acertada de los nuevos procesos de crecimiento regional.
Por internacionalización de la producción se entiende que la expansión
realizada por el capital-mercancía y el capital-dinero se ve continuada
por la localización internacional de las propias actividades de produc-
ción. Se supera, por tanto, la rígida división internacional del trabajo
preexistente, en la que predominaba la especialización por fases del pro-
ceso productivo en función de los inputs más abundantes de cada área.
Este fenómeno es lo que explica la rápida aparición, en la industria manu-
facturera, de desplazamientos de producción no ya sólo de unos países
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industriales a otros o de desplazamientos en el seno mismo de los países
industriales (de las regiones tradicionalmente industriales a las regiones
industrialmente atrasadas), como sucedía en el pasado, sino -y de un modo
creciente- de países industrializados a países en vías de desarrollo e,
incluso, a economías centralmente planificadas. Estas nuevas fábricas
se caracterizan por una manufacturación orientada al mercado mundial, y
se localizan en todos aquellos lugares en los que pueda conseguirse una
estructura productiva competitiva a escala planetaria (261).
Así, pues, se está acabando una fase del crecimiento económico en la que
la producción se localizaba en unos pocos puntos y países, para dar paso
a un nuevo período en el que va a jugar un papel protagonista la descen-
tralización internacional de la producción material y de la reproducción
de la fuerza de trabajo. En ese sentido, el supuesto de la teoría de la
dependencia que enfatiza la unidad polar de "desarrollo y subdesarrollo",
manteniendo en la marginalidad a las zonas subdesarrolladas, debe ser
matizado desde el momento en que, al menos, algunos países actualmente
en vías de desarrollo pueden llegar a transformarse -en un período relati-
vamente breve, a través de la industrialización parcial orientada al mer-
cado mundial y de la progresiva penetración capitalista- en sociedades
industriales con su correspondiente modelo de acumulación (éste podría
ser el caso, por ejemplo, de algunos países del sudeste asiático y de
Brasil, Méjico u otros).
El hecho que se acaba de mencionar es posible debido a que la nueva tecno-
logia y la correspondiente organización del trabajo permite la descomposi-
ción de procesos de producción complejos, dando lugar a un aumento de
la intensidad y de la productividad del trabajo en el sentido de Smith
y a un abaratamiento de la producción. La fragmentación de los procesos
productivos es tal que el período de aprendizaje puede ser mínimo (de
semanas e,•incluso» de días), facilitando, de este modo, la introducción
con- relativa facilidad, de nuevas técnicas y productos en los mercados
de los países atrasados.
Por otra parte, las tecnologías del transporte y la comunicación posibili-
tan la elección del emplazamiento de la producción, así como una dirección
de la misma crecientemente independiente de las distancias geográficas.
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Ahora bien, ¿en qué consiste tal fragmentación de la producción?. En efec-
to, como es sabido, el crecimiento económico genera un proceso continuo
y generalizado de la división técnica del trabajo y una progresiva espe-
cialización de la producción, lo que hace posible la independencia técnica
de las diversas fases de los procesos productivos. En este sentido, Andrés
y Escriba (262), desde un punto de vista microeconómico y partiendo de
la consideración de Stigler (263) acerca • de los factores que afectan a
la división técnica del trabajo, han estudiado cómo aquel proceso "presen-
ta un patrón claramente definido según el cual las industrias crecientes
tienden a desprender del tronco común del proceso productivo aquellas
actividades sujetas a costes crecientes y cuyo tamaño alcanza su nivel
óptimo a reducidos niveles de producción". Dicho desprendimiento o cesión
de actividades se limita fundamentalmente a aquéllas que no están directa-
mente relacionadas con las funciones estratégicas de la firma, esto es,
aquéllas que le permiten asegurar un nivel adecuado de competitividad
en el mercado (investigación y desarrollo, creación de tecnología y de
nuevos productos, etc.) (264).
En la actualidad, cada proceso productivo incorpora unas necesidades dife-
renciadas de mano de obra y de medios de producción, así como una distinta
combinación de. los mismos (265). Algunos procesos, que son intensivos
en mano de obra no excesivamente cualificada, requieren una tecnología
estandarizada e incorporan un escaso volumen de servicios de dirección
y tecnología de punta, siendo- éstos aportados por las casas matrices de
las firmas, otros procesos son intensivos en servicios de alta dirección,
investigación y desarrollo, decisiones e información y generan una menor
demanda de mano de obra, aunque muy cualificada y especializada.
Por otra parte, debemos observar que la realización completa del valor
no se produce en una sola mercancía ni en un único mercado, sino en un
conjunto-mercancía más amplio (resultado de los distintos procesos produc-
tivos) y en distintos mercados (266). La base de esta afirmación se en-
cuentra en la existencia de diferentes funciones de la empresa y en el
proceso .conjunto de apropiación de plusvalía que tienen diferentes orien-
taciones espaciales. En consecuencia, el óptimo locacional de la firma
no es el óptimo de cualquiera de sus componentes, ni la suma del óptimo
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de todos ellos. En otras palabras, la empresa no distribuirá geográfica-
mente sus plantas de forma que cada una de ellas maximice sus condiciones
de generación-realización de plusvalía, sino de forma que contribuyan
mejor a su maximización conjunta.
Se trata, en suma, de buscar aquella movilidad productiva que permita
las mejores formas de valorización del capital, provocando, de ese modo,
un aprovechamiento integral del espacio.
Además puede observarse que las grandes empresas o/y las sociedades multi-
nacines se instalan en regiones de baja remuneración de la mano de obra
para la ejecución de sus procesos productivos intensivos en trabajo; pero
no sucede lo mismo en lo que concierne a la desconcentración de las acti-
vidades del sector terciario avanzado. La división espacial clásica del
trabajo se ve progresivamente superada por una división funcional crecien-
te determinada no ya por la preeminencia de ciertos sectores económicos,
sino por el tipo de inputs requeridos en cada fase productiva.
Teniendo en cuenta estas formas actuales de valorización del capital,
y como consecuencia de la nueva división espacial del trabajo, parece
conveniente clasificar las actividades o funciones de la empresa, en su
relación con la localización espacial, del siguiente modo (267):
a. Espacios de actividades de servicios. En el primer nivel de la
jerarquía espacial se sitúan las funciones de control y dirección de las
empresas, oficinas generales, investigación y desarrollo, planificación
y programación de la firma, etc., cuya mayor disponibilidad se encuentra
en las áreas metropolitanas y que implican un patrón locacional concentra-
do. Este conjunto de inputs básicos vienen requeridos por el actual nivel
de competencia, que exige el aprovechamiento de las ganancias extraordina-
rias derivadas de la posesión y uso de las innovaciones tecnológicas.
Cuando éstas se estandarizan dejan de promover beneficios extraordinarios
o monopolios temporales y, mientras ese hecho no ocurre, la importancia
de la proximidad a los centros donde se realizan tales funciones es defi-
nitiva para el logro del crecimiento sostenido y óptimo de la empresa.
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b. Espacios de actividades comerciales. Cuya localización depende
de la estructura del mercado y.- en consecuencia, se adaptan a la jerarquía
urbana. Estas actividades no necesitan localizarse en los centros de deci-
sión de la empresa, sino allí donde realizan sus transacciones, esto es,
en las áreas de mercado correspondientes 'donde se encuentra la demanda
de los productos. Sus posibilidades locacionales vienen justificadas por
la gran estandarización de las tecnologías incorporadas y porque sus in-
puts provienen fundamentalmente del exterior.
c. Espacios de actividades de fabricación. Estos espacios se hallan
sometidos a un proceso de descentralización creciente y dependen básica-
mente de aquellos factores productivos que requieren una mano de obra
de baja cualificación y, por tanto, dichas actividades tenderán .a estar
localizadas allí donde se encuentre un .trabajo poco remunerado y abundan-
te (268) (269).
A modo de síntesis, puede afirmarse, por tanto, que los espacios o regio-
nes de los diferentes países desempeñan una función productiva determinada
en el contexto de la división internacional'del trabajo.
Ahora bien, y como consecuencia de los aspectos anteriormente señalados,
los procesos de localización industrial en los espacios de tipo b/ y.
muy especialmente, en aquellos del tipo c/ no implican la creación de
"ldnkages effects" en el sentido de Hirschman (270) integrados hacia ade-
lante ("forward linkage") y hacia atrás ("backward linkage") y, por consi-
guiente, no son aptos para la promoción del desarrollo regional, sino
que, al contrario, como la evidencia empírica se encarga de señalar, la
mayoría de los efectos de arnastre tienen su destino en espacios exterio-
res al propio cuyo desarrollo económico se intenta impulsar (271), lo
que impide lógicamente la retención e internalización de las ventajas
del crecimiento inducido.
Finalmente, y dado que las disparidades espaciales son consecuencia de
las estrategias de las grandes organizaciones empresariales, cabe pregun-
tarse qué hacer ante tal estado de la cuestión. Aydalot (272) plantea
que, ante las decisiones de localización de las grandes firmas que deter-
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minan significativamente el nivel del desarrollo regional, existen dos
tipos de acciones posibles:
-Influir sobre la localización de las actividades.
-Modificar la naturaleza de los espacios económicos con la finalidad ;de
hacerlos atractivos.
No obstante, pensamos que tales acciones únicamente pueden garantizarse
mediante una política fuertemente intervencionista del sector público
de la economía, que persiga el objetivo de atraer aquellas actividades
productivas en las que predominen los "local linkages" y los "linkages"
multiorigen y multidestino. Solo de este modo, puede esperarse un desarro-
llo regional que trunque definitivamente el "círculo vicioso" de las zonas
atrasadas. Obviamente, aquella política debe insertarse en el marco de
una planificación que haga compatible los dos grandes objetivos del creci-
miento económico y la equidad espacial.
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CAPITULO II: NOTAS Y REFERENCIAS BIBLIOGRÁFICAS
(1) Es evidente que la primera fase antedicha del proceso de planificación no se agota
con el análisis de los procesos de crecimiento regional. Habitualmente, en esta fase,
se estudian, entre otras cuestiones, las unidades locacionales de base, el sistema
de asentamientos humanos y su morfología, las redes de transportes y comunicaciones,
la definición y delimitación de regiones, la población, los recursos energéticos, eco-
nómicos y de infraestructura, y un amplio etcétera; mas estos importantes aspectos
serán objeto de análisis teórico y aplicado en otros capítulos.
(2) A los efectos que aquí nos interesan, resulta indiferente la distinción de los concep-
tos "crecimiento" y "desarrollo"; por lo demás, suficientemente conocida. Conviene
advertir, sin embargó, que es preciso evitar cualquier confusión entre ambos. Consúlte-
se, si se desea, para una mayor aclaración, FURTAOO, C , Teoría y política del desarro-
llo económico. Siglo XXI Editores. Madrid-México, 1972, pp. 11-78. SUNKEL, 0., PAZ,
P. El subdesarrollo Latinoamericano y la Teoría del Desarrollo. Siglo XXI Editores.
Madrid-México, 1970,
 pp. 98-220.
(3) HILHORST, J., Regional Development Theory: An attempt to syn thetize. Institute os
Social Studies. The Hague, 1967. Existe versión castellana de este artículo en el libro
de ILPES, Ensayos sobre planificación regional del desarrollo. Siglo XXI Editores.
México, 1976, pp. 51-69 y en la REVISTA DE ECONOMÍA, n9 116. Enero-Marzo, 1971, pp.
13-30.
(4) GLASSON, J., An Introduction to regional plannir.g. Hutchinson. London, 2 ed., 1978,
caps. 4 y 5. Vid. también NOURSE, H.O., Economía Regional. Oikos-Tau Ediciones. Barce-
lona, 1969,caps. VII y VIII.
(5) SAENZ DE BURUAGA, G., "Teoría del crecimiento regional (un resumen)". Información Co-
mercial Española, núm. 526-527. Junio-Julio, 1977, pp. 45-67.
(6) Existen, además de los ya mencionados, otros criterios de clasificación. Así, STILWELI,
' F.I.B., Política económica regional. Hacmillan - Vicens Vives. Barcelona, 1973, cap.3,
distingue las aportaciones de la microeconomía y de la macroeconomía a la teoría econó-
mica regional. De manera análoga, HORTALA, J., En la "Nota Preliminar" a la obra de
1SARD, W., Métodos de análisis regional. Ed. Ariel. Barcelona, 1971, pp. VII-XXX separa
la micro de la macroeconomía espacial. Por su parte, HOLLAND, S., Capital versus the
regions. The Macmillan Press Ltd. London, 1S76, con agudo sentido crítico, clasifica
las teorías según sean autoequilibradores o desequilibradores de las disparidades re-
gionales. También cabría hablar de algunos intentos de síntesis de las diferentes con-
tribuciones, como la del propio HILHORST, J., op. cit. LASUEN, J.R., ET AL,, Dimensio-
nes teóricas del desarrollo regional. Seminario sobre la problemática del desarrollo
regional. Universidad de Valencia. Escuela de Investigación Operativa. Valencia, 1970,
pp. 431-448. BABAROVIC, I., Análisis de sistemas urbano-regionales. Hacia una teoría
del desarrollo regional. CEPAL-HPES. Documento C/23. V Curso de Planificación Regional
del Desarrollo. Buenos Aires, 1974. LÁZARO, L., "Materiales para una teoría del desa-
rrollo regional". Información Comercial Española, núm. 526-527. Junio-Julio, 1977.
RICHARDSON, H.W., Toería del crecimiento regional. Ed. Pirámide. Madrid, 1977. VON
BQVENTEK, E., "Regional Growth Theory». Urban Studies, 12, 1975, pp. 1-29.
(7) OHLIN, B.( Intprregional and international trade. Cambridge Mass.: Harvard U.P., 1933.
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Traducción española bajo el título Comercio interregional e internacional. Oikos-Tau.
Barcelona, 1971. CKRISTALLER, H., Central Places in Southern Germany. Englewood Clifts,
N.J.: Prentice Hall, 1966. La edición original alemana es de 1933. LOSCH, A., The Eco-
nomic of Location. Vale Ü.P. New Haven. Connecticut, 1954. La edición original data
de 1943. Trad. castellana en Ed. El Ateneo. Buenos Aires.
(8) RICHARDSON, H.W., op. cit., p. 13.
(9) NORTH, D.C., "Location Theory and Regional Economic Growth», JOURNAL OF POLITICAL ECO-'
NOMIC, 63, 1955, pp. 243-56. TIEBOUT, CH. M., "Exports and regional economic growth",
JOURNAL OF POLITICftl ECONOMY, vol. LXIV, n° 2, 1956, pp. 160-164. MYRDAL, G., Economic
Theory and Underdeveloped Regions. G. Duckworth. London, 1957. Versión española en
F.C.E., México, 1? ed., 1957. PERLOFF, H-, ET AL., Regions, Resources and Economic
Growth. J. Hopkins Press, 1960. KUZNETS, S., ET AL., "Population Redistribution and
Economic Growth, United States, 1870-1950". AMERICAN PHILOSOPHIC'AL SOCIETY. Filadelfia,
1960. BORTS, G.H., "The Egualisation of Returns and Regional Economic Growth", AMERICAN
ECONQMIC REVIEH, 50, 1960, pp. 319-47. BORTS, G.H., STEIN, JA., Economic Growth in
" a Free Market. Colombia U.P. Nueva York, 1964.
(10) RICHARDSON, H.W., op. cit., p. 22.
(11) RICHARDSON, H.W., BThe future of regional economics", en BANCO URQUIJO, Localización
económica y desarrollo regional. Ponencias y coloquios. Ed. Moneda y Crédito. Barcelo-
na, 1977, pp. 27-41. Opinión compartida, aunque desde otros puntos de vista, por H0-
LLAND, S., The Regional Prcblem. The Macmillan Press Ltd., London, 1976, p. 19.
(12) Vid. RICHARDSON, H.K., Teoría del crecimiento..., pp. 18-21.
(13) FRIEDMANN, J., Regional Development Policy: A case study of Venezuela. H.I.l. Press.
Cambridge, Kass, 1966.
(14) BOUDEVILLE, J.R., Problems of regional economic planning. Edimburgo U.P., 1966.
(15) VON BOVENTER, E.G., "Optiaal Spatial structure and regional development". KYKLOS, 23,
1970, pp. 903-24.
(16) Principalmente los trabajos de PEDERSEN, P.O., "Innovatíon diffusiofi within and between
national urban systens", 6E0GRAPHICAL ANALYSIS, 2, 1970, pp. 203-54, y BERRY, B.J.L.,
"Hierarchical diffusion: the basis of developmental filtering and spread in a system
of growth centres", en HAMSEN, N.H. Growth centres in regional economic development.
Free Press. New York, 1972, pp. 108-38.
(17) Véanse las dificultades con las que se encuentra Richardson para la especificación
del «odelo en las páginas finales de su libro, Teorja del crecimiento..., pp. 168-ss.
(18) RICHARDSON, H.K., op. cit., pp. 110-123, 141-181.
(19) VON BOVENTER, E.G.. Regional growth theory..., pp. 1-29.
(20) RICHARDSON, H.H., op. cit., pp. 111-114.
(21) Ibíd.,- pp. 182-190.
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(22) Sobre las estrategias de política-económica regional -que aquí no abordamos, por exce-
der nuestro objeto de análisis- pueden consultarse, entre otras, las recientes contri-
buciones de STOHR, W., TODTLING, F., "Spatial equity: some anti-theses to current re-
gional development doctrine", en FOLHER, H., OOSTERHAVEN, J-, Spatial and regional
development. Kartinus Nijhoff Publish. The Hague, 1977,. pp. 133-160. ARMSTRONG, H.,
TAYLOR, J-, Regional economic policy and its analysis. Philip Alian. Oxford, 1978 y
la segunda parte del artículo de RICHARDSON, H.W., "El estado de la economía regional:
un artículo de síntesis", REVISTA DE ESTUDIOS REGIONALES, n9 3, Enero-Junio, 1979,
pp, 177-ss. Traducido al castellano de la versión original inglesa en INTERNATIONAL
REGIONAL SCIENCE REVIEW, vol. 3, n9 1, 1978, pp. 1-48.
(23) SMITH, D.H., Industrial Location. Hilley International Edition. London, 1971, p. 100.
(24) NORTH, D.C., "LocatLon theory and regional economic growth11. JOURNAL OF POLITICAL ECO-
NOHIC, vol. LXIII, nu'm. 3, 1955, pp. 243-258. Reeditado en FRIEDMANN, J-, ALONSO, W.,
Regional Policy. Reading in Theory and Applications. The HIT PRESS, 1975, pp. 332-347.
(25) TIEBOUT, CH. Vi., "Exports and regional economic growth", JOURNAL OF POLITICAL ECONOMIC,
vol. LXIV, núm. 2, 1956, pp. 160-169. Reeditad en FRIEDMANN, J., ALONSO, W., op. cit.
pp'. 348-357. Aquel autor estima que la teoría tiene una mayor aplicación cuanto menor
sea el área o región considerada. Por consiguiente, cuanto mayor sea el tamaño de la
región, menor será la importancia de las exportaciones. Esta teoría cayó posteriormente
en cierto descrédito, aunque ha recibido bastante atención teórica y ha tenido múlti-
ples aplicaciones.
(26) ISARD, W., Métodos de análisis regional. Ed. Ariel, p. 188. También en la misma obra
las pp. 187-214, donde, además, se recoge una amplia bibliografía sobre esta teoría
y sus aplicaciones en la década de los años 50. Realiza también un interesante estudio
de los multiplicadores regionales e interregionales.
(27) Vid. DERYCKE, P.H., L'economic urbaine, 1970. Versión castellana del Instituto de Estu-
dios de la Administración Local, p. 172. Si se utiliza el empleo no quiere decir que
sea la unidad nás adecuada: lo es a efectos estadísticos a pesar de sus inconvenientes.
'Indudablemente, la renta s'ería la unidad deseable a emplear.
(28) MASSEY, D.B., "The basic: Service categorization in planning". REGIONAL STUDIES, vol.
7, 1973, pp. 1-15, quien denomina al sector no básico, sector de servicios.
(29) Aquí seguimos la formulación de OERYCKE, P.H., op. cit., pp. 170-171. Podríamos seguir
otras formulaciones análogas come la de CRIL LEWIS, W., "A critical exatnination of
the export-base theory of urban-regional growth". ANNALS OF REGIONAL SCIENCE, 6, 2,
1972, pp. 15-25. 0 utilizando la renta como variable significativa. Véase RICHARDSON,
H.W., Economía Regional. Ed. Vicens Vives. Barcelona, 1973, pp. 265-273. También TIE-
BOUT, CH.H., "The urban economic base reconsidered". LAND ÍCONOMICS, XXXII, 1956,
pp. 95-99. Versión castellana en SEXCHi, B., Análisis de las estructuras territoriales.
Ed. Gustavo Gili. Barcelona, 1968, pp. 221-ss. NOURSE, H.O., Economía regional...,
p. 204, donde se exponen una serie de inconvenientes relativos al uso del empleo en
lugar de los ingresos cf del valor añadido. RICHARDSON, H.W., Elementos de Economía
Regional. Alianza Universidad. Madrid, 1975, pp. 21-25. BENDAVID, A., Regional Economic
Analysis for practicioners. Praeger. New York, 1972, cap. 6, en donde se desarrolla
el modelo de Tiebout mediante una sencilla formulación, utilizando la variable renta
e ilustrándola con múltiples ejemplos.
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(30) NOURSE, H.O., op. cit., pp. 203-204. Este autor señala que el multiplicador de la base
económica es usado, a. menudo, para predecir el crecimiento futuro de la región.
(31) Hay autores como ROMANOFF, E-, "The economic base model: a very special case of input-
output analysis". JOURNAL OF REGIONAL SCIENCE, Í4, 1974, pp. 121-129. HILSON, A.G.,
Urban and Regional Hodels in Geography and Planning. J. Wiley and Sons. London, 1974,
p. 116. De este mismo autor, Entropy in urban and regional modelling, Pión Limited.
London, 1970, pp. 49-50, que consideran este modelo como un miembro de la familia de
los modelos input-output.
Así, pongamos por caso, si denominamos al empleo total x, al empleo no básico n y al
empleo básico y.Entonces,
x-n y
expresión que puede escribirse
si a = -^— , luego
x
^x (l-aj^y
El. supuesto usual de la teoría de la base económica es que a es constante, de manera
que, dada una estimación del empleo básico y, el empleo total puede estimarse de inme-
diato.
Esta última expresión muestra que el modelo de base económica es una versión particular
del modelo input-output, aunque naturalmente al introducir más sectores, el modelo
input-output es más general y preferible.
(32) BOUDEVILLE, J.R., Problems of regional economic planning... Este autor distingue tres
clases distintas de empleo: a) empleo local, que es normalmente el empleo no-básico
o de servicios; b) empleo regional o empleo exportador a nivel local (básico) y no
exportador a nivel regional (no-básico); y c) empleo nacional, que es el genuinamente
empleo básico o exportador.
(33) Vid. un excelente resumen de los diferentes métodos aplicados en el reciente artículo
t de RICHARDSON, H.W., El estado de la economía regional..., pp. 147-217.
(34) ISARD, W-, op. cit., pp. 194-ss.
(35) RICHARDSON, H.K., op.cit., p. 163.
(36) ISSERKAN, A.H., "The location quotiente approach to estimating regional econoiic im-
pacts». JOURNAL OF. THE AMERICAN INSTITUTE OF PLANNERS, 43, 1977, pp. 31-41.
(37) ISARD, N., op.cit., p. 194. Vid. también BOISIER, S., Técnicas de análisis regional
con información limitada. ILPES, pp. 70-84.
(38) NOURSE, H.O., op.cit., p. 205.
(39) RICHARDSON, H.H., Economía Regional..., p. 181.
(40) SAENZ DE BURUAGA, G., Teorías del crecimiento regional..., pp. 45-67.
(41) RICHARDSON, H.M., op. cit., pp. 178-183, 265-273. Dicho autor, refiriéndose a esta
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teoría, dice textualmente, "el método de la base urbana es un instrumento tosco y
poco elaborado para el análisis de la economía urbana, y las predicciones basadas
en la participación de las actividades básicas en la producción urbana total no son
capaces de proporcionar un pronóstico sólido del crecimiento urbano a largo plazo"
(p. 183). Véase también del mismo autor, Teoría del crecimiento regional..., pp.24-
-ss. Consúltese, además, HOLLAND, S-, Capital versus the Regions..., pp. 8C-94.
(42) LIPIETZ, A., le capital et son espace. Librairie F. Haspero. París, 1977, pp.75-78.
(43) Matizamos "...en determinadas economías...", porque, desde un punto de vista general,
como afirma Richardson, "no existe demasiada justificación para su continuo uso (del
modelo), ni incluso considerando un plazo suficientemente corto". RICHARDSON, H.H.,
El estado de la economía regional..., p. 167.
(44) PFOUTS, R.W., "An empirical testing of the economic base theory". JOURHAL OF AMERICAN
INSTITUTE OF PLANNERS, 23, 1957. TIEBOUT, CH.H., "The Community Economic Base Study»;
- HATTILA, J.H., THOMPSON, W.R., "The measurement of the economic base of the metropoli-
tan área", editados en GIBBS, J.P., Urban Research Methods, Van Nostrand, 1961; estos
trabajos son citados por RICHARDSON, H.W., Elementos de Economía Regional..., pp.29-
34. BOLTON, R.E., Defense purchases and regional groth. Brookings Institution. Wa-
shington, 1966, citado por RICHARDSON, H.W., Teoría del crecimiento regional..., pp.
24-28, donde se hace una síntesis de ese estudio. Hay otras muchas aplicaciones que
se pueden encontrar en los trabajos de Richardson ya citados. En España, se han reali-
zado también un buen número de aplicaciones. TRIAS FARGAS, R., Estructura de la base
económica de Cataluña. Ed. Moneda y Crédito. Madrid, 1964. Un resujnen de este trabajo
puede verse en otro trabajo del mismo autor, Introducción a la economía de Cataluña.
Alianza Editorial. Madrid, 1974, pp. 43-62. CAPEL SAEZ, H., "El modelo de la base
económica urbana". REVISTA DE GEOGRAFÍA. Vol. III, núm. 1-2. Enero-Diciembre, 1969,
en donde se hace una aplicación del mismo a las ciudades españolas en el añc 1950.
BONO, E., La base exportadora agrícola d'e la economía del País Valenciano. El modelo
de crecimiento hacia afuera. Tesis Doctoral. Facultad de CC.EE. y EE. Valencia, 1974.
RAGA GIL, J.T., Crecimiento de la base económica en el País Valenciano. Ed. Moneda
y Crédito. Madrid, 1976.
(45) Aportaciones ya clásicas son las de BORTS, G.H., STEIN, J.L., Economic Growth in a
Free Market. Columbia U.P., New York, 1964; SIEBERT, H-, Regional. Economic Growth:
Theory and Policy. International Textbook Co. Pennsylbania, 1969. ,
(46) Richardson dice que "las hipótesis básicas de la teoría del crecimiento neoclásica
no son aplicables a la economía regional" y, más adelante, añade todavía "en efecto,
si tuviésemos que adoptar los modelos neoclásicos en su forma pura y sin mixtificar-
los, no existiría el campo que constituye la economía regional". RICHARDSON, H.W.,
Teoría del crecimiento regional..., p. 28. Por otra parte, lipietz -con la agudeza
que caracteriza a los pensadores franceses- afirma, no sin ingenio, que "Notóns sim-
plément que ce théoreme néo-classique est parfaítement tautologique: si tout est mobi-
le (entre régions) et cela sans cout, tout doit etre uniforme, et ou se demande vrai-
ment pourquoi on parle d'économie régionale!", LIPIETZ, A., op. cit., p. 75.
(47) SAENZ DE BÜRUAGA, G., Toerías del crecimiento regional..., pp. 45-67.
(48) Se sigue aquí la formulación de RICHARDSOK, H.H., op. cit., p. 30. Para una formaliza-
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ción más amplia, véase de este mismo autor, Economía Regional..., pp. 358-363. Consúl-
tese también AYDALOT, P.H., Dynamique Spatial et Oevelopinent Inégal. Ed. Económica.
París, 1976, pp. 47-ss.
(49) Esta es, quizás, una de las principales1 razones que justifica el atractivo y dedica-
ción que ha recibido este modelo.
(50) SIEBERT, H., op. cit., pp. 35-36, 62-64. Este autor señala que, para entender la mi-'
gración interregional, debe tenerse en cuenta el grado de información sobre las opor-
tunidades de trabajo, la influencia de la distancia al área de destino que condiciona
la información disponible y el coste (monetario y psíquico) del desplazamiento, etc.
(51) Para lá exposición del modelo completo, vid. SIEBERT, H., op. cit., pp. 119-131.
(52) SIEBERT, H.. op. cit., pp. 66-ss.
(53) SIEBERT, H., op. cit., p. 68, donde se observa que la movilidad del capital puede
estar restringida por los siguientes factores: a) la inmovilidad del stock existente
en una región; b) la parte inmóvil del capital, como infraestructuras; c) en la medida
que el capital se origina dentro de las empresas privadas, éstas tenderán a invertirlo
en las misnas empresas del grupo o en las ya existentes; y d) los obstáculos en la
información, como taabién sucede en las migraciones.
(54) Para una visión más amplia de la movilidad de los recursos en una economía espacial,
vid. RICHARDSON, H.M., Teoría del crecimiento regional..., pp. 78-95.
(55) GILBERT, A.6., GOODMAN, D.E., "Regional Income Disparities and Economic Development:
A Critique", en GILBERT, A.G., Oevelopment Plannfng and Spatial Structure. Wiley,
Nueva York, 1976, pp. 113-141. En algunos casos hay convergencia y en otros divergen-
cia, vid. WILLIANSON, T.G., "Desigualdad regional y el proceso de desarrollo nacional:
descripción de los •odelos", en NEEDLEMAN, L., Análisis Regional. Ed. Tecnos. Madrid,
1972, pp. 91-141.
(56) Del «ismo nodo que en el modelo de base de exportación, SAENZ DE BURUAGA, G., op.cit.,
pp. 50-51, distingue las objecciones teóricas de las empíricas que "nos configuran
el prototipo neoclásico cono notoriamente deformador de la realidad",
(57) RICHARDSON, H.W., op.cit., pp. 31-32.
(58) Ibíd., p. 32.
(59) Además del tratamiento de Siebert ya señalado más arriba, habría que realizar un mayor
esfuerzo de investigación a fin de determinar las variables más relevantes que influ-
yen en el fenómeno migratorio. De una serie de estudios realizados en Inglaterra se
ha deducido que: a) el nivel relativo de inmigración neta en una región está general-
mente asociado con la diferencia entre la tasa de paro regional y nacional, aunque
alrededor del 35% de los movimientos deben ser explicados por otras causas; b) alrede-
dor de un **0% de los flujos migratorios entre regiones se explican por los tamaños
de las respectivas poblaciones y distancias entre ellas; c) al nivel de "county" la
principal variable que explica el flujo migratorio son las diferencias en las "oportu-
nidades de empleo" más que los niveles relativos de desempleo; d) de una encuesta
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realizada sobre una muestra de personas que se movieron entre 1953-1963, se ha deduci-
do que 1/6 de los movimientos no eran por cuestiones laborales estrictas, sino para
mejorar el nivel de vida y e) la tasa de desempleo aparece como la variable clave
para explicar tasas regionales netas de emigración. Ve'ase, CLUSA, J., Enfoque macroe-
conómico del desarrollo regional. Curso de Post-grado de Ordenación del Territorio.
Hadrid, 1979, quien recoge algunas referencias bibliográficas sobre estas cuestiones,
de las que extraemos por su interés WEEDEN, R., Interregional Kigration Hodels and
their Application to Great Britain. Cambridge University Press, London, 1973, HART,
R.A., "A model for interregional migration in En'gland and Wales". SCOTTISH JOURNAL
OF POLITICAL ECONOMY. April, 1972, pp. 151-173. Consúltese también los importantes
trabajos de HARRIS, J., TQOARO, H., "Migration, Unemployment and Development: A Two-
Sector Analysis". AMÉRICA» ECONOHIC REVIEW, 1970, pp. 126-142. BHAGWATI, J., SRINIVA-
SAN, T., "On Reanalysing- the Harris-Todaro Kodel: Rankings in the case of sector-spe-
cific Sticky Wages".' AMERICAN ECONOHIC REVIEW, 1974, pp. 502-508. GARCÍA FERRER, A-,
Rural Internal Migration Employment Growth and Interregional Wage Oifferentials in
Spain. Tesis Doctoral. Universidad de California. Berkeley, 1977. Versión española,
Migraciones internas, crecimiento del empleo y diferencias interregionales de salarios
en España. Dep. Economía Agraria de C.S.I.C. Madrid, 1979. GARCÍA FERRER, A., "On
the economic Models of Higration: Some empirical results for the Spanish Case". THE
GREEK REVIEW AND SOCIAL RESEARCH, núm. 32, 1978. GARCÍA FERRER, A., "Interactivas
Bwtween Internal Migration, Employment Growth and Income Oistribution en Spain". JOUR-
NAL OF DEVELOPWEHT EC0N0K1C. 1979. GREENWOOD, M.J., "Urban Economic Growth and Migra-
tion: Their Iriteraction". Environment and Planning. Vol. 5, 1973, pp. 91-112. OLVEY,
L.D., "Regional Growth and Internal Migration Their Paitern and Interaction1'. REVIEW
OF REGIONAL STUOIES, 1972, pp. 139-163. GARCÍA FERRER, A., MARTÍNEZ VICENTE,' J.S.,
"Un modelo de simulación dinámica sobre las migraciones internas en España". PONENCIA
DEL X CONGRESO EUROPEO DE SOCIOLOGÍA RURAL. Córdoba. Abril, 1979, donde los autores
llegan "a la conclusión de validación de la paradoja de Todaro, que explica cómo en
los últimos años se está produciendo "un alarmante crecimiento del paro en las áreas
urbanas" y, además, su estudio les proporciona validez empírica a la hipótesis de
que "tanto las características de origen como las de destino son importantes a la
hora de explicar la decisión migratoria... puede ser muy útil a efectos de política
económica saber que la inmigración hacia determinadas áreas no se debe únicamente
a las ganancias futuras esperadas,, sino también a las altas tasas de paro, al bajo
nivel de oportunidades educativas o a la falta de empleos permanentes en las áreas
emisoras de mano de obra"-
 #
(60) VON BOVENTER, E., Regional Growth Theory. Urban Studies, 12, 1975, pp. 1-29. Citado
por Saez de Buruaga, op. cit., p. 50.
(61) GARCÍA FERRER, A., MARTÍNEZ VICENTE, J.S., op.cit., p. 5. Véase también LÁZARO, L.,
PANIZO, F., "Desempleo y política regional en España", en SEMINARIO FRANCO-ESPAÑOL
SOBRE PROBLEMAS ACTUALES DE LA ECONOMÍA DEL EMPLEO. Ministerio de Economía. Madrid,
1979, pp. 403-427.
(62) VON THUNEN, J.H., Per isolierte staat in Beziehung auf land-wirtschaft und nationalo-
konomie. Hamburg, 1826. .
(63) Véase PONSARD, C , Histoire des theories economiques spatiales. Armand Colin. París,
1958, en donde se expone la evolución de la estructura teórica del pensamiento econó-
nico locacional desde Von Thlinen a Losch.
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(64) Véase la recopilación bibliográfica de 60L0STEIN, G.S.;MOSES, L.N., " Suwey of urban
econoBics". JOURNAL OF ECONOHIC LITERATURE, nS 2, vol. XI, 1973, pp. 471-515.
(65) Véase, para una síntesis del hilo argumental de la teoría de localización, aparte
de la ya citada obra de PONSARD, HORTALA, J., "Nota Preliminar...", pp. VII-XXX. VIDAL
VILLA, J.H., Loc-alización Industrial: el caso del Área Metropolitana de Barcelona.
Tesis Ooctoral. Facultad de Ciencias Económicas de la Universidad de Barcelona. Barce-
lona, 1973, pp. 19-65. MARTÍNEZ CORTINA; R., Regionalización de la economía española/
C.E.C.A. Madrid, 1975, pp. 27-45.
(66) ISARD, M., op. cit., p. 233.
(67) FLOREKCE, S., "Econo«ics of industrial location and urban sociology", en SECCHI, 8.,
Análisis de las estructuras territoriales. Gustavo Gili. Barcelona, 1968, p. 120.
(68) ISARD, W., op. cit., pp. 233-283.
(69) Vid. para una exposición sucinta de los modelos de Dunn, Smith y Tulpule, VIDAL VILLA,
J.M., op.cit., pp. 130-136.
(70) En relación a los modelos de Ponsard, Electra y Harris Hopkins, consúltese PULIDO
SAN ROMÁN, A.
 t Metodología de desarrollo regional. Fundación Juan Harch. (Mimeo).
Madrid, 1974, pp. 62-85.
(71) Vid-, entre qtros, ALONSO, W., "Teoría de la locaíización", en NEEDLEHAN, L., Análi-
sis Regional , pp. 303-329. Del mismo autor, "Industrial location and regional poli-
cy in econo-nic development", en FRIEDMANN, J., ALONSO, W. (Eds.), Regional Policy.
Readings in Theory and applications..., pp. 64-96. HWILTON, F.E.I., "Modelos de loca-
lización industrial", en CHORLEY, R.J.; HAGGETT, P., La geografía y los modelos socio-
económicos. I.E.A.L. Hadrid, 1971, pp. 297-384. ISARD, U., Location and space-econony.
The M.I.T. Press. Cambridge, 1956. SMITH, D.M., Industrial Location. Wiley Internatio-
nal Ed. Undon, 1971. RICHARDSON, H.W., op. cit., pp. 15-126. Del misino autor, Regio-
nal and urban Econowics. Penguin Books. N.Y., 1978, pp. 53-81. Para una exposición
rigurosamente formalizada, véase PAELINCK, J.H.P.; NIJKAMP, P., Operational theory
and raethod in regional economics. Saxon House. Wertmead, 1976, pp. 29-165.
(72) Véase un resunen en STILWELL, F.J.B., Política económica regional. toacmillan-Vicens
Vives. Barcelona, 1973, pp. 37-43.
(73) Véase, por ejeaplo, RICHARDSON, H.W., Elementos de economía regional..., pp. 83-85.
(74) Para un resuden de la teoría de la localización, en donde se apuntan nuevos plantea-
mientos sobre la cuestión, véase GLASSON, J., An introduction to regional planning...,
pp. 125-147 y CASTELLS, M-, Sociología del espacia industrial. Ed. Ayuso, Madrid,
1977, pp. 27-ss.
(75) Recogeremos ahora sisplemente las insuficiencias globales de la teoría. Una crítica
a la obra de Losch, puede verse en ISARD, H., Location..., pp. 42-50. RICHARDSON,
H.W., Econoaía Regional..., pp. 117-118. Véase también HOLLANO, S-, op. cit., pp.l-
• 35. CLUSA, J., "Localización industrial y política de desarrollo". INFORMACIÓN C O M L R -
CIAL ESPAÑOLA, n2 526-527. Junio-Julio, 1977, pp. 108-119.
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(76) De ahí que no resulte extraño que Holland haya dicho, no sin cierta crudeza, de que
se trata "más de una metafísica regional que de una economía regional. Su relevancia
práctica es despreciable". HOLLAND, S., op. cit., p. 28.
(77) HOLLANDS, S., op. cit., p. 29.
(78) Véase el interesante libro de lecturas -sobre diversos puntos de vista modernos acerca
del proceso de adopción de decisiones de localización- de HAMILTON, F.E.I. (Ed.),
Spatial perspectives on industrial organization .and decision-making. John Wiley and
Sons. London, 1974. También es recomendable la consulta de GUDGIN, G-, Industrial
loeation processes and regional employment growth. Saxon House. Westmead, 1978, asi
como, el número monográfico -dedicado a este tema bajo el título "Organización y loca-
lización industrial en el Reino Unido"- de la revista REGIONftL STUOIES, vol. 12, n°2,
1978.
(79) HANAPPE, P., "Estrategies Spatiales des firmes multinationales", en SERVICIO DE ESTU-
DIOS BANCO URQUIJO. Localización económica y desarrollo regional..., pp. 76-87.
(80) RICHARDSON, H.W., Teoría..., pp. 52-54. Este--autor plantea precisamente este mismo
problema: pero, en nuestra opinión, se queda a medio camino -especialmente cuando
afirma {op.cit.,p.54), que "el enfoque del comportamiento en los emplazamientos es
fácilmente compatible con el concepto del modelo centro-periferia"- al no sacar las
consecuencias pertinentes, que intentaremos analizar en el texto.
(81) MUÑOZ CIDAD, C , "La locaiización de las actividades económicas en el espacio", en
CURSO POST-GRADO DE ORDENACIÓN DEL TERRITORIO. Escuela Superior de Ingenieros de Cami-
nos, Canales y Puertos. Madrid, 1977. En este trabajo, se propugna la idea de que
el enfoque .de la unidad individual de decisión se ve desplazado por el bloque o siste-
ma regionaLde decisión en que está enclavado. El proceso de industrialización reafir-
ma y refuerza las bases del sistema y, en particular, las características de concen-
tración económica (funcional) y de centralización (decisional). Los centros económicos
se refuerzan en estos procesos y ocupan un lugar clave en la toma de decisiones del
sistema en función de los fines específicos de éste y, en concreto, de su fin más
genuino: la valorización- del capital, en sus tres modalidades como capital-dinero,
capital productivo y capital-mercancía. Considerando que tal proceso de valorización
del capital tiene lugar cada vez más, a escala internacional, resulta que progresiva-
mente se configura un espacio internacional de reproducción del capital..."-
(82) SALLEZ, A., "De l'analyse structurelle de la firme á la división spatiale du travail".
ECONOHIE APPLIQUEE, n$ 2, 1977, pp. 319-361.
(83) Véase, si se desea, el cap. III de esta tesis, en el que se desarrolla dicha metodolo-
gía. El análisis de sístesas conserva la lógica económica del modelo y, además, permi-
te introducir los aspectos sociológicos, geográficos y políticos de los estudios más
recientes sobre localización. Cfr., como botón de muestra, CASTELLS, H., op. cit.,
pp. 39-ss, 152-ss.
(84) Este es el módulo de actividad creciente de las corporaciones, es decir, de firmas
con varias fábricas y varios productos, en sustitución de firmas con una sola fábrica
y un sólo producto. Vid. LASUEN, J.R., "On growth poles", URBAN STUDIES, vol. 6, n$2,
1969, pp. 137-161. Véase también el excelente artículo de este mismo autor, "Urbaniza-
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tion and developmenfc: the interaction between geograp.hical and sectorial clusters".
URBftM STUDIES, vol. 10, 1973, pp. 163-188. Una versión en español de este artículo
se encuentra en ILPES-ILDIS, Planificación regional y urbana en América Latina. Siglo
XXI Editores. He'xico, 1974, pp. 59-95.
(85) SALLEZ, A., "División spatiale du travail, developpement regional polarisé e theorie
de la localization". VI REUIJ10H DE ESTUDIOS REGIONALES. Valencia, Nov. 1980.
(86) LASUEH, J.R-, Miseria y riqueza. Alianza Editorial. Madrid, 1975, p. 77.
(87) Sobre el comportamiento de las empresas multinacionales, consúltese GENDARME, R.,
L'analyse economique regionale. Ed. Cujas. París, 1976, pp. 433-ss.
(88) VERNOH, R., "International invertment and international trad.e in product eyele". QUAR-
TERLY JOURNAL OF ECOBOMICS, vol. 80, Hayo, 1966, pp. 190-207.
(89) LIPIETZ, A., op. cit., p. 83.
(90) Refiriéndose a los complejos siderúrgicos y petroquímicos del Mezzogiorno, los italia-
nos han denominado a estas industrias "catedrales en el desierto". El fracaso de la
política de polos de desarrollo de los primeros Planes de Desarrollo en España confir-
man igualmente esa afirmación. Véase RICHARDSON, H.W., Política y planificación del
desarrollo regional en España. Alianza Universidad. Madrid, 1976, pp. 139-187.
(91) Estos son dos importantes problemas -falta de dinamismo y naturaleza individual de
la adopción de decisiones- con los que se encuentra la teoría de la localización,
en su estado actual, para su integración en una teoría general del crecimiento regio-
nal . Véase, por ejeoplo, la opinión a este respecto de RICHARDSON, H.W., Teoría...,
p. 51.
(92) Véase, en este sentido, el excelente trabajo del profesor LASUEN, Miseria y riqueza...
sobre todo los capítulos 2 y 3, en donde reformula las hipótesis tecnológicas y demo-
gráficas del modelo aarxista (adaptándolas a la experiencia actual y a las tendencias
previsibles) y, sin alterar en absoluto la teoría de Marx, reconstruye el modelo de
nodo que pueda explicar y predecir los cambios en la organización de la producción
y en la formación social capitalista. Obviamente, la búsqueda constante del incremento
de la plusvalía relativa determina la reorganización permanente de W división espa-
cial del trabajo.
(93) HIRSCHHAN, A.O., La estrategia del desarrollo económico. F.C.E., 23 reimpresión. Méxi- •
co, 1970, p. 184. . j¡
I ;
( 9 4 ) I b í d . , p . 1 8 7 . HYRDAL, G . , o p . c i t . , p p . 4 2 - s s , u t i l i z a l o s mismos i n s t r u m e n t o s c o n c e p - !i
t u a l e s . Hallándoles e fec tos "impulsores" y efectos "retardadores". \
(95) SAENZ DE BURüAGA, G.. o p . c i t . , p. 57. j¡
( 9 6 ) KALDOR, N . , " T h e c a s e f o r r e g i o n a l p o l i c i e s " . SCOTTISH JOURNAL 0F P0L1TICAL ECQNOHY, J
n o v . 1 9 7 0 , p p . 3 3 7 - 3 4 7 , c i t a d o p o r RICHARDSON, H .W. , o p . c i t . , p . 3 3 . ¡
i
(97) "Salarios de eficiencia" es un concepto keinesiano, que expresa la relación existente
 %\
entre e l índ ice de Jos s a l a r i o s monetarios dividido por el índice de productividad. f
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(98) RICHAftDSON, H.W., op. cit., pp. 34-35. La crítica se refiere a que no incluía una
función explícita de demanda de exportación en el modelo, que, como se ha señalado,
es un factor clave de la propuesta kaldoriana.
(99) RICHARDSON, H.W., Regional and Urban Economic. Pe-nguin Books, 197e, pp. 147-150. Vid.
también del mismo autor. El estado de la economía regional..., pp. 147-217.
(lOO)Ibíd., p. 149.
(ÍOI)SAENZ DE 6URUAGA, op.cit., pp. 60-61, ha realizado una buena síntesis de tales críti-
cas.
(102)PI0RE, K.J., Dualism as a reponse to flux and uncertainty. Essay 1. M.I.T. August
1978, mimeo. Del mismo autor, The Technological foundations of dualism and disconti-
nuity. Essay 2, M.I.T. August, 1978, mimeo. PIORE, M.J., "The dual labor market: Theo-
ry and implications" y BARÓN, H.H., HYNER, B., "The Dynamics of the Dual Rabor Har-
ket", en GORDON, D.H., Problems in Political Economy: ftn Urban Perspectivc. Lexington:
" Heath and Co.,'lC71.
(lO3)SAENZ DE BURUAGA, op.cit., p. 61, señala que las regiones ricas generan inflación
y la exportan a las regiones atrasadas, reproduciendo así lo que sucede en el plano
internacional.
(l04)Los test de este modelo han sido poco convincentes. Vid. las referencias de algunos
de estos trabajos en RICHARDSON, K.W., El estado de la economía regional..., pp.
159-160.
(1O5)RICHARDSON, H.W., Teoría..., p. 37. La condicional i dad del status teórico de los
modelos econoinétricos es clara: así como en la obra de Richardson citada éste los
incorpora a sus modelos de crecimiento regional, en un artículo posterior el mismo
autor los excluye. Véase RICHARDSON, R.W., El estado..., pp. 169-172 y, otra obra
suya, Regional and urban..., pp. 206-214.
{lO6)Una tercera razón adicional, que nos anima al tratamiento de estos modelos, es el
propio objeto de nuestro trabajo: el diseño de un modelo de simulación. Naturalmen-
te, siempre cabe la posibilidad de que las especificaciones de algunos modelos
sean válidas o, cuando menos, tenidas en cuenta en el nuestro. •
(1O7)KLEIN, L.R.; GLICKHAN; N.J., "Econometric model-building at regional level". REGIONAL
SCIENCE AND URBAN ECONOKICS, vol.-7, núms. 1-2, 1977, pp. 3-23. Véase también AZNAR,
A., Planificación" y modelos econométrieos. Ed. Pirámide. Hadríd, 1978, pp. 147-
151.
(lO8)Véase KLEIN, L.R.; GLICKKAN, N.J., op. cit., pp. 11-ss.
(lO9)Debe advertirse que los economistas y planificadores regionales están principalmente
interesados en los modelos de oferta de stocks de recursos disponibles (stock de
capital e infraestructuras, inversión, flujos de capital, calidad de la fuerza
de trabajo). Por lo demás, los modelos regionales (de planificación) funcionan
de moder inverso a los modelos de previsión nacionales. En los primeros, las varia-
bles de datos y objetivo son inputs y las variables instrumentales son outputs,
en cambio en los segundos sucede al revés.
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(110) T A S D E ,'. p . .S.,: "The interregional comparison of production f une
t i o n s " . . REGIONAL SCIENCE AND URBAN ECONQMICS, vol. 8, n? 4, 1978,
pp339-354. CROW, R.T., "Output determination and invertment specífication in macro-
economic models of open regions". REGIONAL SCIENCE AND URBAN ECONOMICS, vol. 9,
ne 2-3, 1979, pp. 141-158.
(111) MIRÓN, J.R., "Migration and urban econotnic groHth". REGIONAL SCIENCE AND URBAN
ECOHOMICS, vol. 9, núms. 2-3, 1979, pp. 159-184.
(112) Una manera de resolver este problema consistiría en la aplicación del método multi-
varíante de componentes principales, con objeto de que la reducción del número
de variables no conlleve una pérdida de información importante. Véase el Apéndi-
ce * del capítulo , de esta misma tesis, en donde se expone el contenido estadís-
tico de esta técnica.
(113) En Econometría se entidne por modelo recursivo aquel sistema de ecuaciones que
cumple tres propiedades: a) son recurrentes en el sentido de que si los valores
de las variables son conocidos hasta el tiempo t-1, las ecuaciones dan los valores
para el tiempo t; b) los valores de las variables en el,tiempo t son obtenidos
uno por uno, en uno u otro orden; y c) cada ecuación del sistema expresa una depen-
dencia causal unilateral. Véase KENDALL, M.G.; BUCKLAND, W.R., Diccionario de Esta-
dística. Ed. Pirámide. Madrid, 19B0, p. 327. También GUJARATI, D., Econometría
Básica. Ed. Mcgraw-Hill Latinoamericana. Bogotá, 1981, pp. 369-ss.
(114) Véanse los dos números dedicados a este tema, que contienen múltiples artículos,
de la revista REGIONAL SCIENCE AND ÜRBAN ECONOMICS, vol. 7, núms. 1-2, 1977 y vol.
9, núms. 2-3, 1979.
(115) Como consecuencia, al ser el P.N.B. una variable exÓgena en un modelo recursivo,
se está haciendo el supuesto de que el crecimiento regional no afecta al crecimiento
nacional. Lógicamente, dicho supuesto solo puede ser mantenido en los casos de
regiones pequeñas de poco peso en el conjunto nacional. Pero, en ningún caso, en
las regiones grandes. Una variante de interés al modelo típico, fundamentada, en
la teoría de la base económica, es aquella que hace depender la producción de los
sectores básicos no sólo del P.N.B. sino también de la relación entre los salarios
regionales respecto a los nacionales, lo que implica, de alguna manera, la incorpo-
ración de los aspectos locacionales y la explicación de por qué la producción se
establece en una región y no en otra. Véase en este sentido ADAMS, G.; BROOKING,
C.G.; GLICKHAN, N.J., Description et simulation d'un modele économetrique regional.
Un Bodele pour l'ltat du Mississippi. II Coloquio Internacional de Econometría
Aplicada. Niza, 1975.
(116) Se consideran sólo las exportaciones de productos manufacturados, cuando hay regio-
nes que exportan principalmente servicios (sector bancario y otros) y materias
prisas no manufacturadas.
(117) BALLARO, K.; GLICKHAN, N.J., "A muí ti regional econometric forecasting system: a
model for the Oelervare Valley". JOURNAL OF REGIONAL SCIENCE. El modelo de la región
de Filadelfia citado también divide el espacio en tres áreas: toda la región, la
región de Filadelfia y los suburbios; aunque no deja de ser bastante primaria tal
división. Ve'ase también la revista REGIONAL SCIENCE Att URBAN ECONOMICS, vol. 9,
nÚBs: 2-3, 1979, donde pueden encontrarse modelos de áreas urbanas e interregiona-
les.
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(118) Véase, por ejemplo, para el tratamiento de la autocorrelación espacial y otros
problemas econométricos regionales CLIFF, A.D.; ORDf J.K., Spatial autocorrelation.
Pión. London, 1973. PAELINCK, J.H.; KLAASSEN, L.H., Spatial econometrics. Saxon
House, 1979.
(119) No se olvide que la investigación econométríca en el análisis regional es muy re-
ciente: cuenta con poco más de una década; por eso sería injusto dejar de mencionar
los esfuerzos que se han hecho en nuestro país en este terreno. Vid. AZNAR, A.,'
"Un modelo econométrico para la planificación regional española". ANALES DE ECONOHE-
TRIA, núms. 25-26, 1975. Para el caso de. Galicia, véase LEMA GARCÍA, R., Un modelo
econométrico rexional aplicado á economía galega. Tesina de licenciatura. Facultade
de Cencías Económicas e Expresaríais. Universidade de Santiago de Compostela, 1979.
(120) RICHARDSON, H.W., llEl estado de la economía regional...", p. 175.
(121) Pongamos por caso, a manera de ejemplo, el número de personas que viven en un área
j y que trabajan en un área i; o el volumen de output producido en un punto j que
es consumido en un punto i, etc.
(122) Véase OPPENHEIM, N., Applied models in urban and regional analysis. Prentice-Hall.
New Jersey, 1980, pp. 113-115. Consúltese también ISARD, W., op. cit., pp. 507-
584. Un estudio monográfico sobre el tema, aunque sin los refinamientos técnicos
posteriores, puede verse en OÍAS DA CRUZ, R., Introducto ao estudo dos modelos
gravitacionais. Su a api i cae, ao na análise regional. Fundagao Calouste Gulbenkian.
Lisboa, 1969.
(123) Se han realizado múltiples estudios para la cuantificación de los parámetros claves
del modelo. Los hallazgos son bastante evidentes: el exponente de la distancia
es más alto para los puntos de origen menos accesibles y más bajo para los más
accesibles, lo que pone de manifiesto las dificultades con que se enfrentan las
regiones aisladas. Los estudios realizados también mostraron que los valores de
los exponentes dependen del producto y es una función inversa del valor por tonelada
de producto en cuestión. Vid. RICHARDSON, H.W., Teoría del crecimiento..., pp.
' 58-66.
(124) Véase WILSON, A.G., Urban and regional models in geography and planning. John Wiley
and Sons. London, 1974, pp. 393-396. Y, especialmente, la obra del mismo autor,
Entropy in urban and regional modelling. Pión Limited. London, 1970, pp. 15-ss.,
pp. 39-ss. Véase también CESARIO, F.J., SMITH, T.E., "Directions for future research
in spatial interaction «odeling11, PAPERS. THE REGIONAL SCIENCE ASSOCIATION, vol.
35, 1975, pp. 57-72. Y SAYER, R.A., "A critique of urban modelling". PROGRESS IH
PLANNING, vol. 6,3, 1976. pp. 187-254.
(125) Ibíd., pp. 63-75. Véase también REIF, B., Modelos en la planificación de ciudades
y regiones. I.E.A.L. Madrid, 1978, pp. 181-214.
(126) REIF
 t B., op. cit., j)p. 211-213. Consúltese también ISARD, W., Introduction to
regional science. Prenticc-Hall. London, 1975, pp. 182-185.
(127) Las aplicaciones de este modelo son múltiples. Se han utilizado en el estudio de
los movimientos migratorios, de flujos de bienes y servicios, del transporte, del
comercio al por menor, de la localización residencial, de los usos del suelo, etc.
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Vid. WHSON, A.6., Urban and regional..., pp. 67-68.. RICHARDSON, H.W., Elementos
de economía regional..., pp. 107-ss. En GLASSON, J., An introduction to regional
planning..., pp. 185-ss, se recogen una serie de trabajos de aplicación realizados
por las autoridades locales y regionales británicas.
(128) Véase un intento de síntesis en 1SARO, W., Métodos..., pp. 667-ss.
(129) BERRY, B.J.L. Geografía de los centros de mercado y distribución al por menor.,
Ed. Vicens-Vives. Barcelona, 1971. Existe, además, un acervo bibliográfico amplísimo
sobre este tema que no es menester citar aquí. Véase, a esos efectos, la nota
del capítulo
(130) RICHARDSON, H.W., Toería..,, pp. 66-ss. ftunque tal afirmación podría ser matizada,
en el sentido de que también en amplias zonas agrícolas -piénsese en el caso de
Galicia y el papel desempeñado por los mercados periódicos localizados en centros
rurales de relativa importancia- los centros de mercado y de servicios juegan un
papel nada despreciable en la transmisión de la actividad económica.
(131) LASUEN, J.R., Ensayos..., p. 157.
(132) Véase RACIONERO, L., Un modelo espacial del desarrollo económico español. Tesis
Doctoral. Universidad Autónoma de Madrid, 1972.
(133) LAKPARD, E.E., "The history of cities in the econornically advanced áreas", en FRIED-
MANM, J., ALONSO, N., Regional development and plannirg. A reader. The M.I.T. Press.
Cambridge, 1964, pp. 321-342.
(134) FRJEOMANN, J., "Cities in social transformation», en FRIEDMANN, J., ALONSO, W.,
op. cit., pp. 343-360. í
[
(135) BORTS, G.H., STEIN, J.L., Economic growth in a free market..., pp. 8-ss.
(136) H1CKS, J.R., The theory of wages. Ed. Macmillan 2§ Ed., London, 1963. ¡
!
(137) HARROD, R.F., Towards a dinamic economics. Ed. Macmillan. London, 1968. Versión
española. Hacía una economía dinámica. Ed. Tecnos. Madrid, 1966.
- - ^ ¡
(138) SCHUKPETER, J.A., Teoría del desenvolvimiento económico. Ed. F.C.E. México, 1967.
(139) MATHEWS, R.C.O., HANN, F.M., "La teoría del crecimiento económico. Una visión paño- !
ráeica", en Panorama contemporáneo de la teoría económica. II Crecimiento y desarro-
llo. Alianza Universidad. Madrid, 1970.
(140) PEDERSEN, P.O., Urban-regional development in Soutjj America: a process of diffussion
and integration. Ed. Houton, 1975, pp. 201-ss.
(141) FRIEDMANN, J., WULFF, R.f The urban transition: comparative studies of newly indus-
trializing societies. Comparative urbanization studies. School of Architecture
and Urban Planning. UCLA., citado por POSAOA, L.J., "Los fundamentos económico-
espaciales de la teoría de centros de desarrollo". AGRICULTURA Y SOCIEDAD. Enero-
Marzo, 1978, pp. 137-180. En realidad, tal clasificación ya se encuentra en PEDER- !
SEN,P.O., "Innovation diffusion within and between national urban systems". GEOGRA- ¡
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PHICftL ANALYSIS, 2, 1970, pp. 203-254, quien sugiere la distinción entre "entrepre-
neurial innovations11 (E) y "household innovations" (H).
(142) Un resumen de la aportación de los economistas a la teoría de la difusión de innova-
ciones puede encontrarse en RICHARDSON, H.H., Teoría..., pp. 101-104.
(143) LASUEN, J.R., Ensayos...» pp. 319-322.
(144) LASUEN, J.R., "Urbanization and development: The' temporal interaction between geo-
graphical and sectoral clusters". URBAN STUDIES, vol. 10, n$ 2, 1973, pp. 163-188.
(145) HAGERSTRAND, T., Innovation diffussion as a spatial process. Chicago UP. Chicago,
1967.
(146) PEDERSEN, P.O., op. cit.
(147) TORNQUIST, 6.., "Contact requeriments and travel facilities: contact models of Sweden
and regional development alternatives". IUND ST.UDIES IN GEOGRAPHY. Serie" B, 38,1973.
(148) Véase PEOERSEN, P.O., op. cit., pp. 213-223.
(149) Una interesante aplicación de esta teoría al campo del crecimiento regional, puede
verse en ERLANDSSOK, U., "Contact potentials in the European system of cities",
en FOLMER, H., OOSTERHAVEK, J-, Spatial inegualities and regional development...
(150) Véase, por ejemplo, un estudio reciente -con datos de un país avanzado como EE.UU.
lo que da mayor fuerza al argumento- en el que se' puede comprobar la afirmación
hecha -en el texto. HEIR, A., "Innovation diffussion and regional economic develop-
ment: the spatial diffussion of automóviles in Ohio". REGIONAL STUDIES, vol. 15,
' ne 2, 1981, pp. 111-122.
(151) LASUEN, J.R., RACIONERO, L., "El sistema de ciudades español y el desarrollo econó-
mico", en RIBAS, R. ET ,M_., Estudios de economía urbana. Instituto de Desarrollo
' Económico. Madrid, 1974, p. 161. Viase también RACIONERO, L., Sistemas de ciudades
y ordenación del territorio. Alianza Universidad. Madrid, 1978, pp. 53-105.
(152) GAVIRIA, H., Ni desarrollo regional ni ordenación del territorio. El caso valencia-
no_. Ed. Turner. Madrid, 1974, p. 131.
(153) PERROUX, F., "Les espaces economiques". ECONOMIE APPLIQUEE, n° 1, 1950. También
del mismo autor, "Mote sur la notion de poale de croissance".
(154) ECONOMIE APPLIQUEE, nS 1, 2, 1955. Evidentemente, son nociones polivalentes y exce-
sivamente vagas, que convierten a la noción de "polos de desarrollo" en "un concepto
compuesto de diverses subconceptos libremente relacionados". HANSEN, N.H., "Develop-
ment pole theory in a regional context". KYKLOS, nB 20, 1967, p. 723.
(155) LASUEN, J.R., "Or growth poles". URBAN STUDIES, n? 6, 1969. Este autor señala que
la utilización, por parte de la escuela francesa, del concepto de polo de crecimien-
to como" una estrategia política tuvo dos consecuencias perniciosas. Una, la cuanti-
ficación del concepto exigió la utilización de la técnica input-output, lo que
ha implicado la atención exclusiva de su aspecto sectorial y el abandono de su
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carácter espacial. Dos, la investigación teórica no siguió los planteamientos semi-
nales de Perroux, porque sencillamente la práctica política de los gobiernos no
los necesitaba.
(156) Como afirma, de manera expresiva, Richardson "la mera mención del término "polo
de crecimiento" es suficiente para darle un buen dolor de cabeza semántico a los
economistas regionales". RICHARSON, H.W., REGIONAL AND URBAN ECONOMICS..., p. 164.
Hemos de confesar, por nuestra parte, que tampoco nos ha sido posible sustraernos
a tan desagradable situación. Sin ir más lejos, la imprecisión, y consiguiente
confusión terminológica, no solo radica en los conceptos de "polos de crecimiento"
y "puntos de crecimiento", sino también en otros como ''polos de desarrollo", "zonas
de desarrollo", etc. En consecuencia, no es extraño que Hansen crea que "el conjunto
de la literatura sobre polos está necesitada de una completa reelaboración semánti-
ca". HANSEN, N.M., op. cit. Véase también la obra del mismo autor, Growth centers
in regional economic development. Free Press. New York, 1972. Una definición precisa
y formalizada de los anteriores conceptos puede consultarse en HI6GINS, B-, "Deve-
lopment poles: do they exist?". ECONOMIE ftPPLIQUEE, n9 2, 1977, pp. 241-258.
(157) Véase, a título de ejemplo, RICHARDSON, H.W., Economía Regional..., pp. 451-ss.
y otras obras del mismo autor. PAFLINCK, J., "La théorie du développement régioral
polarise'"- CAHILRS DE L'INSTITUT DE SCIENCE ECOHOUIQUE APPLIQUEE, serie L, n? 15,
1965, pp. 5-48. DARWENT, D.F., "Growth poles and growth centres in regional pla-
nning: a review". ENVIRONMENT AND PLANNING, n° 1, 1969, pp. 5-31. LASÜEN, J.R.,
op. cit., HERMANSEN, T. ET AL., "A review of the concepts and theories of growth
poles and growth centres". U.N. RESEARCH INSTITUTE FOR SOCIAL DEVELQP.HENT. PROGRAME
14- REGIONAL DEVELOPMENT. Ginebra, 1970. CAKERON, G.C., "Growth áreas, growth cen-
tres and regional conversión". SCOTTISH JOURNAL OF POLITICAL ECONOMY, 17, 1970,
pp. 19-38. BOUDEVILLE, J.R., Problems of regional economic planning..., caps. 2
y 3. KUKLINSKY, A.R., Growth poles and growth centers: Hypotheses and policies.
Mouton. The Hague, 1972. KUKLINSKY, A.R., Polarized development in regional policy
and regional planning. Mouton. The Hague, 1978. La versión castellana de este libro
se encuentra en F.C.E. TODD, D., "An appraisal of the deve'lopment pole concept
in regional analysis". ENVIRONMENT AND PLANNING A, vol. 6, 1974, pp. 291-306. Véase
también una reciente revisión de la teoría realizada por CUADRADO, J.R., "El conte-
nido de la teoría de los polos de crecimiento en su concepción original". CUADERNOS
DE CIENCIAS ECONÓMICAS Y EMPRESARIALES, n9 1, 1977, pp. 129-166.
(158) Véase PERROUX, F., "La firme notrice dans la región et la región motrice", en ei
libro del autor, L'econotnie du XX siecle. Ed. PUF- París, 1969. .Versión en español
de Ed. Ariel.
(159) Véase una exposición-resumen de estos aspectos en CUADRADO, J.R., op. cit., pp.
143-H9.
(160) La incorporación del aspecto geográfico en la noción de polo ha sido objeto de
controversia entre los diferentes autores. Unos, como Richardson, entienden que
el concepto se refiere al análisis de la interdependencia industrial y al cambio
estructural en el espacio económico (Véase RICHARDSON, H.W., Teoría..., p. 70);
otros, en cambio, caso de Lasuén, consideran que el polo es un paquete integrado
de innovaciones localizado geográficamente de manera concentrada (Véase LASUEN.,
J.R., op. cit.).
(161) BOUDEVILLE, J.R., op. cit.
F
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(162) Véase una crítica de las pretensiones de Hermansen en R1CHARDSON, H.H., Teoría.-.,
pp. 70-71 y en otra obra de este mismo autor, Regional and Urban Economics...,
pp. 167-168.
(163) LASUEN, J.R., op. cit. Consúltese también el deba.te de este último autor con Hansen,
en las páginas de la revista Urban Studies: HANSEN, N.M., "Urban hierarchy stability
and spatial polarisation: A note" y la respuesta de LASUEN, J.R., "Urban hierarchy
stability and spalial polarisation: a rejoinder". URBAN STUOIES, n^ 1, vol. 7,,
1970, pp. 82-88. LASUEN. J.R., "A generalizaron oí the growth pole notion". C0-
MISSION QN REGIONU ASPECTS 0F ECONOHIC DLVELOPMENT. 1.6.A. Vitoria (Brasil), 1971.
Consúltese también el libro de este mismo autor, Ensayos de Economía Urbana y Regio-
nal..., caps. VI y VIII dedicados específicamente a este tema.
(164) LASUEN, J.R., "Urbanizaticn and development. The temporal interaction between geo-
graphical and sectoral clusters". URBAN STUDIES, vol. 10, n9 2, 1973, pp. 163-188.
LASUEN, J.R., "Las grandes líneas de investigación pendientes: "desarrollo nacional,
regional y urbano, ti estado de la cuestión".
(165) HOLLAND, S., op. cit,, pp. 50-54. Del mismo au¿or, The regional problem. The Hacmi-
llan Press Ltd. London, 1976, pp. 48-50.
(166) MISRA, R.P., "Grotfth pole hypothesis re-exatnined", en HERMANSEN, T. ET AL., op.
cit., citado por RICHAROSOli, H.W., Teoría..., p. 71.
(167) Una evaluación de la política de polos de desarrollo en nuestro país, puede verse
en RICHAROSON. H.W., Política y planificación del desarrollo regional en España.
Alianza Universidad. Madrid, 1976, pp. 139-187. Y en BUTTLER, F., Growth Pole Theory
and Economjc Development. Saxon House. Lexington Books. Prtstnouth, 1975. Sobre
las dudas que plantea la eficacia de los efectos "spread" o "trickling down", si
simultáneamente no se actea sobre el conjunto del sistema zonal y económico, véase
MOSELEY, H.J., "The impact of growth centres in rural regions I. An analysis of
spatial "patterns11 ín Brittany, II. An analysis of spatial "flows11 in East Anglía".
REGIONAL STUDIES, vol. 7, n$ 1, 1973, pp. 57-94. MOSELEY, M.J., Centros de creci-
miento en la planificación espacial. Ed. I.E.A.L. Madrid, 1977. Consúltese también
GILBERT, A., "A note on the incidence of development in the vicinity of a growth
centre". REGIONAL S7UDIES. vol. 9, nS 4, 1975, pp. 325-333. Para un análisis de
los efectos de los polos de Lacq y Lannion (Francia), véase un resumen en THE OPEN
UNIVERSITY, The micro approach-3. Migration. Economic Complexes. The Open University
Press, 1974, pp. 86-B9. Sobre la experiencia de países alejados del nuestro, puede
verse LO, F.; SALIB, K. (tds.). Growth poles and regional development policy: asian
experiences and aíternatlye strategies. Pergamon Press. London, 1978. Para un estu-
dio sobre los centros de crecimiento en un sistema interregional, véase CACERES,
L.R., SENINGER; S.F., "Eudogenous change in an interregional system of growth cen-
ters: an application to the Central American Common Market". REGIONAL STUDIES,
vol. 14, n^ 1, 1980; HALL, P.t HAY, D., Growth centers in the european urban system.
Heinemann Education3l Booíts, London, 1980. Véase un breve resumen de algunas expe-
riencias europeas en CUADRADO, J.R., op. cit., pp. 156-160. Sobre el caso del Sur
de Italia, véase HOLLAND. S., "Regional under-development in a developed economy:
the italian case". REGIONAL STUDIES, vol. 5, n9 2, 1971.
(168) RICHARDSON, H.H., "Growth pole spillovers: the dynamics of backwash and spread".
REGIONAL STUDIES, vol. 10, 1976, pp. 1-9.
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(169) Una afirmación de tal envergadura hubiese necesitado una justificación teórica,
que, en cualquier caso, Richardson no da. Nos parece que una vía de investigación
muy bien podría ser aquélla que relaciona los cambios tecnológicos y sus efectos
sobre el cambio estructural a largo plazo y el crecimiento regional. Véase, en
este sentido, THOMAS, M.D., "Growth pole theory, technological change, and regional
economic growth". PAPERS OF THE REGIONAL SCIENCE ASSOCIATION, vol. 34, 1975, pp.
3-25.
(170) Ibíd. y RICHARDSON, H.W., Regional and Urban..., pp. 167-171.
(171) RICHARDSON, H.W., Regional and Urban..., p. 168.
(172) Vid. THE OPEN UNIVERSITY, op. cit., pp. 84-85. Una crítica a la dicotomía, ya tradi- ¡-
cional, realizada entre los dos concepto.s -efectos "backwash" y "spread"- y una ¡'
exposición interesante sobre sus variables explicativas, puede verse en GAILE, [
G.L., "The spread-backwash concept"- REGIONAL STUDIES, vol. 14, n$ 1, 1980, pp. ¡
15-25. í
(173) Ibíd, p. 84.
(174) RICHARDSON, H.W., "Polarization -reversal in developing countries". PAPERS OF THE
REGIONAL SCIENCE ASSOCIATION, vol. 45, 1980, pp. 67-85.
(175) PAELINCK, J., La théorie du développement regional polarisé..., p. 47.
(176) PERROUX, F., "Normes du développement et foyers du progres".' CAHIERS DE L'ISEA,
1959, citado por CORAGGIO, J.L., "Hacia una revisión de la teoría de los polos
de desarrollo", en ILPES-ILDIS, Planificación regional y urbana en América Latina.
Siglo XXI Editores. México, 1974, p. 49.
(177) CORAGGIO, J.L., op. cit.
(178) LIPIETZ, A.t op. cit., p. 124.
(179) Se refieren a las regiones con un modelo de acumulación autocentrado.
(180) LASUEN, J.R., ¿Crepúsculo o amanecer?. REVISTA DE ECONOMÍA POLÍTICA. Sept.-Dic,
1979, pp. 119-130.
(181) LEONTIEF, W.W., The Structure of the United States Economy, 1919-39. Harvard Univer-
sity Press, 1941. Traducción española en Ed. Bosch. Barcelona, 1958. Una síntesis
del desarrollo posterior de estos modelos puede verse en RICHARDSON, H.W., Input-
Output and Regional Economics. Weidenfald and Nicolson. London, 1972, pp. 7-14.
(182) Ve'ase RICHARDSON, H.W., op. cit., pp. 14-30. PAELINCK, J.H., NIJKAMP, P., Operatio-
nal theory and method in regional economics..., pp. 253-339. En lengua castellana,
puede consultarse LEONTIEF, W.W., Análisis económico input-output. Ed. Ariel. Barce-
lona, 1973. ISARD, N., Kétodos de análisis regional..., pp. 315-382. ALCAIDE, A.,
Análisis input-output. Ed. Guadiana. Madrid, 1968.
(183) Más adelante, en el cap. IV, volveremos de nuevo sobre los modelos input-output
para analizar algunos aspectos referidos a su utilización en los modelos de planifi- -..,_
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cación y simulación. No obstante, puede verse, para una síntesis de sub posibles
usos, JENSEN, R.C., ET ALIA, Regional economic planning. Generation of regional
input-output analysis. Croom Helm. London, 1979, pp. 24-26.
(184) Miernyk subraya que los cambios en el comercio interregional puede tener más impor-
tancia en las modificaciones de los coeficientes técnicos que en el propio cambio
tecnológico. Véase MIERNYK, W.H. ET AL., Simulating regional economic development.
An interindustry analysis of the West Virginia economy. Heath Lexington Books.'
Massachusetts, 1970, pp. 21-26. Véase una síntesis de estas limitaciones en HOLLAfJO,
S., Capital versus the regions..., pp. 185-195.
(185) Evidentemente -en momentos de crisis económica como los actuales- tales afirmaciones
cobran, si cabe, una mayor vigencia y la exclusión de la dinámica económica del
modelo resta a éste evidentes virtualidades operativas.
(186) Vid. R1CHARDS0N, H.W., Teoría del crecimiento regional..., pp. 41-44.
(187) Ibíd., b. 42.
(188) Veáse MIERNYK, W.H., ET AL., op. cít., pp. 34-ss. Los autores de este trabajo utili-
zan una serie de procedimientos de" proyección para estimar los cambios en la demanda
final. La tasa .de cambio de consumo privado fue estimada por comparación de las
diferencias en los cambios de la renta y el consumo . existentes entre la región
(West Virginia) y la nación. La proyección del gasto público se ha hecho a partir
de series temporales y la inversión, al no disponer de datos fiables, se ha elabcra-
do mediante consulta a expertos de la industria privada y del gobierno.
(189) El modelo- dinámico general se establece mediante la ecuación
n n n
X. - z x.. - Z D.. - z S.. = Y. (i = 1,2 n)
1
 j-1 1J j-1 1J j-1 1J l
donde X. es el output total de la industria i. X.. es el total de inputs que la
industria J requiere de la industria i; D. . es el capital de reposición requerido
por la industria J de la industria i para mantener el stock de capital a los niveles
actuales; S. . es el stock de bienes de capital producidos por ia industria i y
adquiridos poV la j y Y. la demanda final de i. Véase . MIERNYK, W.H. ET AL., op.
cit., pp. 52-53.
(190) En el anexo" uno hemos hecho un intento de estimación de los coeficientes de
capital para los 14 sectores de la T.I.O. de Galicia del año 1970, pero no nos
ha sido posible alcanzar resultados satisfactorios. Los datos cubrían el período
1968-1977 tantc para la inversión realizada como para la producción. Las dificulta-
des mayores residían no tanto en los volúmenes de inversión como en el cálculo
de las producciones potenciales utilizadas para evitar los efectos del ciclo. Las
producciones potenciales sectoriales tenían necesariamente que ser defectuosas:
además de la relatividad del concepto de capacidad productiva y el modo de obtención
de esos datos (por encuesta de opinión a los empresarios del sector), existe el
problema de las diferencias entre el nivel nacional y el nivel regional en la sub-
utilización de la capacidad productiva, que, por falta de datos, hemos considerado
iquales.
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(191) CÁRTER, A., "Capital coefficients as economic parameters: the problem of inestabili-
ty", en Problems of capital formation, vol. 19. Princeton University Press. Prince-
ton, 1957, pp. 287-310. Puede consultarse también a .CONWAY, R.S., "Changes in regio-
nal input-output coefficients and regional forecasting". REGIONAL AND URBAN ECONO-
HICS, vol. 10, n2 1, 1980, pp. 153-171.
(192) Véase una interesante aplicación al caso de 79 regiones y 14 sectores, realizada
para la R.F.A, por FUNCK, R., REKBOLD, G., "A multiregion, multisector forecasting
model for the Federal Republic of Germany". PAPERS OF THE REGIONAL SCIENCE ASSOCIA-
TION, vol. 34, 1975, pp. 69-82.
(193) Véase, para la elaboración de tallas interregionales, LEONTIEF, W., "Multirregional
Input-Output Analysis", en BARNA, T., Structural interdependence and economic deve-
lopment. Macmillan. New York, 1967, pp. 119-150. RIEFLER, R.F., Interregional Input-
Output: a state of the arts survey", en JUDGE, G.G., TAKAYAHA, T., Studies in econo-
mic planning over space and time. North Holland P.C. New York, 1973, pp. 133-162.
Sobre este mismo tópico en la URSS, víase GRANBERG, A.G., "On using input-output
models in studying the territorial proportions of the URSS", en KIKLINSKI, A.;
ET AL., Regional Dynainics of socioeconomic change. Finnpublishers-Tampare, 1979,
pp. 69-82.; RICHARDSON, O . , Input-Output and Regional Economics..., pp. 53-68.
PAELINCK, J.H., NIJKAHP, P.t op. cit., pp. 264-269, pp. 300-ss.
(194) Además de los métodos reseñados, existen otras técnicas de utilización de las tablas
como las de programación lineal, programación cuadrática-y de corrección estadísti-
ca. Véase PAELINCK, J.A., NIJKAMP, P,, op. cit., p. 272, donde se cita una amplia
bibliografía. No cabe duda de que el modo más riguroso- de resolver el problema
que nos ocupa es, desde luego, usando un análisis 1-0 dinámico que permita captar
las variaciones intertemporales; empero su elaboración, como es fácil comprender,
es, a efectos prácticos, prohibitiva.
(195) Véase PALEINCK, J.A., NIJKAHP, P., op.- cit., pp. 273-274. El coeficiente técnico
del año base es a... = p. . x.../p.. . x.. y el del ano de estudio es ai.. = p* a...
I X 1 1 X X 1 I 1 l 1 . X I 1 1 I I 1
/ p* , siendo p. y p., los precios de las mercancías del sector i y del sector i1 -
en el año base y en el año de estudio, respectivamente.
(196) Las investigaciones empíricas llevadas a cabo han demostrado que# los valores de
los parámetros de las funciones potenciales son distintos para cada actividad,
ofreciendo un intervalo de variación, para el caso de los inputs del capital, de
0.40 0.85 y, para los relativos al trabajo, de 0.15 0.60; Vid. PAELINCK,
J.H., NIJKAHP, P., op. cit., p. 275.
(197) Véase BRODY, A., CÁRTER, A.P., Applications of input-output analysis. North-Holland
Publishing Co. Amsterdam, 1970. Consúltese también la explicación sumaria que de
esta técnica se hace en PAELINCK, J.H., NIJKAHP, P., op. cit., pp. 275-279.
(198) Un tratamiento más en profundidad de esta importante cuestión se aborda en el cap.
V de esta tesis.
(199) KLAASSEN, L.H., VAN WICKEREN, A.C., "Interindustry relations: an attraction irodel",
en BOS, H.C., Towards balanced international growth. Nórth-Holland Publish, Co.,
Amsterdam, 1969. VAN WICKEREN, A., Interindustry Relations: some attraction models.
Rotterdam University Press, 1973.
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(200) Véase el epígrafe 4 de este mismo capítulo.
(201) PAELINCK, J.H., NIJKAMP, P., oP. cit., pp. 291-298.
(202) RICHARDSON, H.W., Teoría del crecimiento regional..., pp. 41-44.
(203) Véase, además de la bibliografía ya citada, ARMSTROWG, H-, TAYLOR, J., Regional
economic policy and its analysis. Philip Alian. Oxford, 1978, pp, 249-269, donde
se exponen interesantes aplicaciones a las regiones de Northern Gales, y al área
urbana de Peterborough. SCHAFFER, W.A., On the use of input-output models for regio-
nal planning. Martinus Nijhoff Leiden, 1976, en donde se hace una aplicación a
la economía de Georgia (EE.UU). Consúltese también RICHARDSON, H.W., El estado
de la economía regional: un artículo de síntesis..., pp. 147-217, donde se citan
trabajos de aplicación al medio ambiente, al impacto regional de la crisis energéti-
ca, etc. En España, en la esfera regional, estos modelos están teniendo un creciente
interés. Véase, aparte de las tablas relativas a prácticamente todas las regiones.
CABALLERO, A.R., "Los sectores clave del crecimiento económico: el caso de Galicia".
BOLETÍN DE ESTUDIOS ECONÓMICOS, n? 105, 1978, pp. 45-83. LÓPEZ ZUMEL, J.M., Análisis
de la economía segoviana, a través de la tabla input-outtput. Consejo Económico
Social Sindical del Centro, 1975. RODRÍGUEZ ALCAIDE, J.J., "Análisis industrial
input-output para la provincia de Córdoba", en INSTITUTO DE DESARROLLO ECONÓMICO,
Contabilidades Regionales y Tablas Input-Output a nivel regional. Publicaciones
de la Escuela Nacional de Administración Pública. Madrid, 1973, pp. 107-119. VAN
WICKEREN, A.C., "Un análisis de atracción para la economía asturiana1'. BOLETÍN
DE ESTUDIOS ECONÓMICOS, vol. 27, 1972, pp. 507-535. AURIOLES MARTIN, J., ET AL.,
"Un estudio' de la economía de Andalucía Oriental a través del análisis input-out-
put". REVISTA DE ESTUDIOS REGIONALES, n5 1 (Extraordinario), 1979, pp. 347-376.
ROMERO, A., ET AL., La economía andaluza ( I I ) V PAPELES DE ECONOMÍA ESPAÑOLA, n°
6, 1981, pp. 280-303. TITOS MORENO, A., RODRÍGUEZ ALCAIDE, J.J., Crisis económica
y empleo en Andalucía. Publicaciones del H. de Agricultura. Madrid, 1979. Finalmen-
te, véase el trabajo, como ejemplo de aplicación de técnicas de triangulación a
la T.I.O. de la economía andaluza 1975, de CUADRADO ROURA; J.R., MANCHA NAVARRO,
T., "La jerarquización sectorial mediante técnicas de triangulación. Metodología,
resultados y limitaciones". VI REUNIÓN DE ESTUDIOS REGIONALES. Valencia, Nov. 1980.
(204) Seguimos aquí el planteamiento metodológico de la "Nueva Escuela Francesa" (Alttu-
sser, Balibav, Bettelheim, Poulantzas, etc.), que subraya que las saciedades defini-
das en el marco del Estado-nación, no se presentan jamás como reducibles a un modo
de producción puro, sino como una "formación social" constituida de diversos modos
de producción bajo el dominio de uno de entre ellos. Véase, por ejemplo, POULANTZAS,
N., Pouvoir politique et classes sociales. Ed. Haspero. París, J968.
(205) LIPIETZ, A., Le capital et son espace..., pp. 28-53.
(206) SWEEZY, P.H.; BARAN, P.A., El capital monopolista. Siglo XXI Editores. México,
1968, en donde se expone el planteamiento central de los autores sobre el problema
de la generación del excedente y su absorción. Véase también sobre este tema LOPEZ-
SUEVOS FERNANDEZ, R., Excedente económico e análise estructural. Ed. Galaxia, 1977.
(207) HAGDOFF; H., L'age de 1'imperialisme. Ed. Maspero. París, 1970, donde se estudia
el papel hegemónico de la economía U.S.A. en el campo imperialista y la expansión
de su actividad económica exterior a través de sus múltiples facetas, especialmente
- 123 -
del militarismo. En opinión de este autor, el imperialismo y el militarismo que
aquel comporta son determinantes fundamentales de la forma y dirección del cambio
tecnológico, de la asignación de recursos dentro* de un país y de la asignación
de recursos entre países.
(208) O'CONNOR, J., Toería y práctica de la empresa multinacional. Ed. Periferia. Buenos
Aires, 1974, cuyo objeto principal es el análisis de las corporaciones multinaciona-
les y el subdesarrollo económico; aunque la obra principal de este autor es The -
fiscal crisis of the state, traducido al castellano con el título Estado y capita-
lismo en la sociedad norteamericana, Ed. Periferia, 1974, en la que se analiza
la participación del Estado en la economía dominada por las grandes corporaciones
monopolistas.
(209) EKHANUEL, A., L'échange inégal. Ed. Haspero. París, 1969, para quien el salario
es la variable independiente del sistema, que determina relaciones de intercambio
desigual entre los países.
(210) BETTELHEIM, Ch., "Intercambio internacional y desarrollo regional", en FHHANUEL,
A., ET AL., Imperialismo y comercio internacional. El intercambio desigual. Siglo
XXI de España Ed. Madrid, 1973, pp. 69-104. Bettelheim es el crítico más crudo
de las posiciones de Emmanuel, basadas en el intercambio desigual como "remuneración
diferencial de los factores".
(211) AMIN, S., La acumulación a escala mundial. Crítica de lá teoría del subdesarrollo.
Siglo XXI Ed. Madrid, 1974. Para Amín el marco de investigación ha de ir más allá
del análisis económico y situarlo en el campo de la teorí'a de lo*s modos de produc-
ción y las formaciones, sociales; esto es, en el campo del materialismo histórico.
El marco de razonamiento correcto no es, pues, el del modo de producción capitalis-
ta, sino el de la relación entre formaciones sociales con estructuras económicas
diferentes, es decir, el centro y la periferia. Coincide con Emmanuel en el sentido
de que el intercambio desigual resulta de la realización de intercambios no equiva- \
lentes en valor entre países con tasas de salarios estructuralroente distintas.
(212) PALLOIX, Ch., L'economie mondiale capitaliste. Ed. Haspero. París, 1971. -¡
!
(213) POULANTZAS, N., "L'internationalisation des rapports capitalistes et 1•état-nation". ¡
LES TEMPS HQOERHES, Febrero, 1973, pp. 1456-ss, en donde se analifa la actuación
de las empresas ntultinaciones y la explotación intensiva del ti abajo por el alza \
de la composición orgánica de capital (a fin de mantener o aumentar la tasa de j
plusvalía); las nuevas formas de acumulación a nivel mundial (cuya línea de demarca- j
ción no es ya la que separa el centro de la periferia sino la que divide a las j
diversas metrópolis del imperialismo) y la desarticulación interna de las economías ¡
dependientes que se manifiesta en el resurgir de los nacionalismos y regionalismos. i
(214) ANDREFF, W., Profits et structures du capital isme mondial. Calmann-Levy. París,
1976. Véase también del mismo autor. "Le capital financier international et les
taux de profit dans les secteurs de la sidérurgie et du petrole, 1963-1976". REVUE
TIERS MONDE, vol. XIX, nü 74, 1978, pp. 355-369.
(215) SUHKEL, 0., PAZ, P., í\ subdesarrollo latinoamericano y la teoría del desarrollo.
Siglo XXI Eds. Héxico, 1970. Véase tanbién su trabaje más reciente, "Algunas aporta-
ciones sobre el desarrollo de las teorías sobre la "dependencia"", en SUNKEL, 0.,
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ET AL., Transnacionalización y dependencia. Eds. Cultura Hispánica del I.C.I. Ma-
drid, 1980, pp. 13-25.
(216) GUNDER FRANK, A., Le développement du sousdéveloppeirent. Ed. Maspero. París, 1970.
Del mismo autor, Sobre el subdesarrolló capitalista, Ed. Anagrama. Barcelona, 1977;
y Dependent accumulation and underdevelopment. The Kacmillan Press Ltd. London,
1978.
(217) DOS SANTOS, Th., La dependencia político-económica de América Latina. Siglo XXI
Eds., 1970, especialmente pp. 151-ss. Del mismo autor, La crisis del desarrollismo
y la nueva dependencia. Ed. Amorrortu. Buenos Aires, 1969.
(218) MAURO HARINI, R., Subdesarrolló y revolución. Siglo XXI Eds. México, 1969.
(219) Una buena selección de artículos sobre la teoría del imperialismo/dependencia puede
encontrarse en VIÑAS, A., Dominación y dependencia en la economía internacional.
Lecturas seleccionadas. I.CE./libros. Madrid, 1978. Un resumen de las diferentes
posiciones de la escuela "tercermundista" (latinoamericana) puede hallarse en SOLA-
RI, A., ET AL., Interpretaciones del desarrollo en América Latina. ILPES. VI Curso
de Planificación Regional del Desarrollo. Documento B-13. Buenos Aires, 1975, pp.
723-833.
(220) AMIN, S., El desarrollo desigual. Ed. Fontanella. Barcelona, 1974, pp. 137-ss.
(221) PALLOIX, Ch., op. cit., pp. 164-ss.
(222) Véase EMMANUEL, A., L'échange inégal..., p. 108. Consúltese también el debate poste-
rior en EMMANUEL, A.; SOMAINI, E.; BOGGIO, L.; SAL)fATI, M., Un débat sur l'échange
inégal: salaires, sous-développement, impérialisme. Ed. Maspero. París, 1975.
(223) EMMANUEL, A., op. cit., p. 191. A lo que realmente Emmanuel denomina "intercambio
desigual" es al que se deriva de este segundo concepto "en sentido estricto15.
(224) Véase BETTELHEIM, Ch., "Remarques théoriques", en EMMANUEL, A., op. cit., pp. 297-
ss.
(225) Sobre el proceso de "internacionalización de la producción", véase'PALLOIX, Ch.,
op. cit., p. l'*9.
(226) Una caracterización interesante de las fases del modo de producción capitalista
puede ser la de Andreff, quien distingue tres etapas en la acumulación capitalista,
aunque naturalmente la aparición de un nuevo modelo de acumulación no implica
la desaparición del antiguo, sino su acoplamiento y jerarquización según las exigen-
cias de la valorización del capital. Estas tres fases, son: 1) Fase A de "acumulación
extensiva", caracterizada por el empleo creciente y masivo de mano de obra con
escaso equipo de capital y progreso técnico lento, así como por la obtención de
plusvalía absoluta. La difusión de este modo de acumulación provoca a largo plazo
la escasez del factor trabajo y el alza salarial, lo que obviamente pone en peligro
la valorización del capital. La respuesta a esta situación se encuentra en la bús-
queda de técnicas ahorradoras de trabajo, con lo que se abre el paso a una nueva
fase; 2) Fase B de "acumulación intensiva", basada en la extracción de plusvalía
relativa; esto es, por la utilización intensiva de bienes de capital y el ahorro
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de fuerza de trabajo. El techo de esta fase se encuentra lógicamente en el punto
en el que se produce una subreacumulacion de capital que provoca un descenso de
la tasa de beneficio debido al incremento de la composición orgánica. Así, pues,
se origina 3) Fase C de "acumulación progresiva", mezcla de las dos fases anterio-
res: extracción de plusvalía absoluta y relativa, a través de la combinación del
empleo moderadamente intenso del capital (con gran celeridad en el proceso de susti-
tución de técnicas) y del empleo extensivo de mano de obra local (expulsada del
mercado de trabajo por la acumulación intensiva) o extranjera. Esta tercera fase
es el modo de producción dominante en la actualidad y el que estructura y jerarquiza
en su provecho a los otros dos, en los procesos de internacíonalización del capital.
Véase ANDREFF, W., op. cit., pp. 37-ss.
(227) MARX, C , El capital, F.C.E. Octava reimpresión. México, 1973, cap. 1, pp. 3-102.
(228) Véanse las interesantes anotaciones que al respecto hace LASUEN, J.R., Miseria
y riqueza..., pp. 106-ss.
(229) Véase CABALLERO, A.R., "Unequal exchange and regional development". XXI CONGRESO EURO-
PEO DE . LA REGIONAL SCIENCE ASSOCIATIOfJ - VII REUNIÓN DE ESTUDIOS REGIONALES DE LA
ASOCIACIÓN ESPAÑOLA DE CIENCIA REGIONAL. Barcelona, 1981.
(230) El origen de estas nociones, en 'el pensamiento marxista, pueden encontrarse en
Lenin, W.I., El desarrollo del capitalismo en Rusia - Obras Escogidas. En nuestro
país, con referencia a la estructura espacial española, fue Perpiñá y Grau el primer
economista que utilizó los dos términos, llamándoles en aquel caso periferia/inte-
rior. Véase la referencia que del origen de los términos se hace.en LÁZARO ARALJJO,
L., "Materiales para una teoría del desarrollo regional", INFORMACIÓN COMERCIAL
ESPAÑOLA, núms. 526-527. Junio-Julio, 1977, p. .41. Esta misma terminología fue
utilizada posteriormente por la CEPAL en su línea reformista (Pinto y Knakal,Pre-
bish, Sincjer,...) y por su corriente radical, apoyada en el aparato metodológico
marxista, que desembocó en el concepto de dependencia (Sunkel, Quijano, Gunder
Frank...). Véase un resumen del pensamiento cepalino en SOLARI, A.E., ET AL., Inter-
pretaciones del desarrollo en América Latina..., pp. 784-791 .* Sobre la concepción
centro-periferia de Friedman puede consultarse su trabajo, "El futuro de la urbani-
zación en América Latina: algunas observaciones sobre el papel de la periferia",
en UNIKEL, L., NECOCHEA, U., Desarrollo urbano y regional en América Latina, F.C.E.
México, 1975, pp. 343-382. Una crítica de este modelo puede verse en $AENZ DE BURUA-
GA, G., "Teorías del crecimiento regional (Un resumen)11, en el mismo número ya
citado del I.CE-, pp. 61-63.
Una versión reformista del modelo puede verse en LASUEN,
cer?". REVISTA DE ECONOMÍA POLÍTICA, Sept.-Dic.
J.R., "¿Crepúsculo o arcane-
1970, pp. 119-130. Una reformula-
ción del mismo modelo puede verse LASUEN, J.R., PASTOR, A., "El caso centro-perife-
ria inverso11, en VARIOS, La España de las autonomías. Pasado, presente y futuro.
Ed. Plaza-Janes. Madrid, 1981, II Tomo, pp. 634-647. Los autores dicen, que el caso
español no se adecúa al modelo clásico centro-periferia, porque el "centro político
es la periferia económica y el centre económico es la periferia política'1: de ahí
la denominación "centro-periferia invertido'1. La proposición, sin más matizaciones,
nos parece val ida sólo parcialmente: para los centros económicos de Cataluña y
Euzkadi. Porque existen otros casos -Galicia, Andalucía,...- que son también perife-
rias políticas, pero al mismo tiempo económicas. Por lo demás, habría que cualificar
más la afirmación "el centro político es la periferia económica...11, pues no parece
que el centro político -cuando menos Madrid-capital (también capital financiera)-
pueda identificarse con la periferia económica del país. Por tanto, nuestras conclu-
siones políticas son diferentes a las del artículo que comentamos: no se trata
tan solo de "otorgar al centro económico del país el Üderazgo político del mismo1',
sino también de otorgárselo a la periferia. Esta alternativa nos parece más coheren-
te que aquella otra, con el objetivo deseado: "estabilizar el desarrollo económico
y político español".
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Véase SEERS, D., ET AL., Under-developed Europe: Studies in core-periphery rela-
tions. The Harverter Press. Sussex, 1979, en donde se pueden encontrar interesantes
aplicaciones de esta teoría a nivel de Europa y de países como Portugal, Gracia,
Irlanda, Escocia, etc. Por supuesto, desde un punto de vista histórico, no puede
dejar de consultarse la gran obra de WALLERSTEIN, I., The Hodern World-system.
Academic Press. London, 1974, en la que se hace uso de estos mismos conceptos.
(232) EMMANUEL, A., op. cit., pp. 111-ss.
(233) AMIN, S., op. cit., pp. 59-188.
(234) Ibíd., pp. 197-250.
(235) Aunque solo sea por simple curiosidad, adviértase que, tal y como aquí se define,
el concepto de dominación cobra todo su contenido explicativo de la explotación
de la fuerza de trabajo por el capital. Este mismo concepto, utilizado por Perroux,
ha sido amputado de sus rasgos esenciales. Véase Perroux, F., L'économic du XXe.
Siécle. P.U.F. París, 1964. Parte I: Une théorie de l'économic dominante.
(236) FORTÍN, C , "La Ínternacionalizacion del capital y el "novísimo" carácter de la
dependencia", en SUNKEL, 0., ET AL., Transnacionalización y dependencia..., pp.
79-87. Consúltese también el debate posterior a que dio lugar, op. cit-, pp. 89-
103.
(.237) Que, por otra parte, ya había sido planteado por AMIN, S., La acumulación a escala
mundial. Crítica de la Teoría del Subdesarroílo. Siglo XXI Eds.'Madrid, 1974, pp.
161-ss., aunque con un enfoque distinto al que aquí se sugiere.
(238) FORTÍN, C , op. cit., p. 82.
{'23^1 HYHER, S., "Las empresas multinacionales y la ley del desarrollo desigual", en
BHAGWATI, J., La economía y el orden mundial en el año 2.000. Siglo XXI Eds. Kéxico,
1973, pp. 135-164, artículo citado por FORTÍN, op. cit., p. 83.
( 24() Véase el interesante estudio de BRAÑA, J., BUESA, H. y KOLERÜ, J., "Materiales
para el análisis de la dependencia tecnológica en España", en SUNKEL, 0., ET AL.,
op. cit., pp. 325-350, donde se analizan los problemas fundamentales que plantea
la presencia de la tecnología extranjera en la economía español;.. Consúltese, ade-
más, el debate que sobre esta cuestión se expone en esta última obra citada, pp.
98-103. Por "contratos de transferencia tecnológica" no se entiende que se transfie-
ra la capacidad de producción de innovaciones, sino lo que se tiace en la periferia
es importar y consumir licencias. Por consiguiente -y ésa es la cuestión relevante-
la periferia no está en condiciones de generar endógenamente los nuevos bienes
de capital que necesita. De este modo, la denominación "transferencia de tecnología"
no deja de ser engañosa, en la medida en que realmente no se transfiere capacidad
de innovación tecnológica: sin esta cualificación el concepto es puramente una
afirmación ideológica.
(241) Estas hipótesis parecen verse verificadas por la evidencia empírica, a la luz de
las recientes investigaciones llevadas a cabo sobre este tema en nuestro país.
Véase CABELLO, A., "Reflexiones sóbrelas multinacionales y su penetración sectorial
en España", en SUNKEL, 0-, ET AL., cp. cit., pp. 301-323.
(242) No es extraño, por tanto, que el profesor Lasuén haya podido comprobar la estabili-
dad del proceso de creciniento del sistema de naciones, tféasp LASUEN, J.R., Ensayos
sobre economía regional y urbana. Ed. Ariel. Barcelona, 1976, pp. 127-156.
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(243) ANDREFF, «., op. cit.t p. 98.
(244) Sobre los diversos «odos de acumulación capitalista, véase la nota . Por "sector",
en la terminología de Andreff, se entiende un concepto u "operador" teórico que permi-
te dividir el conjunto de capitales individuales o de firmas en subconjuntos que pre-
sentan una relativa homogeneidad en cuanto a las condiciones de valorización del capi-
tal, con arreglo a dos criterios básicos: a/ similitud de las condiciones de produc-
ción: conposición orgánica, formas técnicas del capital (que afectan a la velocidad
de rotación del capital), etc.; b/ destino social de las mercancías producidas (bienes
de consono, bienes de producción y bienes'mixtos). Aplicando ambos criterios divide
el capitalismo en tres sectores, que se corresponden con los tres modos de acumula-
ción, y que son: sector A, de "acuinulación extensiva", productor de bienes de consumo
ordinario; sector B, de "acumulación intensiva", productor de bienes de producción
y, sector C, de "acumulación progresiva", productor de bienes mixtos.
Obsérvese que en Andreff, el concepto de "sector" es distinto del de rama. Una rama
se identifica por la homogeneidad del producto y de las técnicas de producción, de
lo que se derivan costes analíticos importantes. Así, por ejemplo, la homogeneidad
del producto -excepto en el caso de empresas monoproducto cada vez más infrecuentes-
no se realiza, ya que la empresa dominante actualmente es multiproducto y actúa en
diversas ramas: lo que impide el análisis del crecimiento y diversificación de la
firma. Véase ANDREFF, ti., op. cit., pp. J,64-ss, pp. 151-ss.
(2*5) ANDREFf, W., op. cit., pp. 170-ss.
(24f>) Véase la definición del concepto, más arriba, en el epígrafe relativo al modelo
de localización. Consúltese también la obra de VERNON, R., The technology factor
in interrational trade. Columbia U.P. New York, 1970.
(24 7} Vid. KELLS, L.T. (Ed.J, The product life eyele and international trade. Harvard
U.P., Kass, 1972.
(24 8) Puede establecerse una correlación entre la "edad" de una actividad y su posición
relativa en la estructura jerárquica del proceso tecnológico. Véase AYDALOT, Ph.,
Dynamique spatiale et développement ínégal. Económica. París, 1976, pp. 88-90.
(249) Esta afirmación ha sido estadísticamente verificada en el caso de un estudio llevado
a cabo en los 90 departamentos de Francia. Véase, AYDALOT, Ph., op. cit., pp. 107-
136.
(250) Esta cuestión es objeto de una viva polémica por parte de diversos autores marxis-
tas. Consúltese HANDEL, E., Tratado de economía marxista. Instituto del libro.
La Habana, 1968. Tomo II, pp. 74-ss. EHMANUEL, a., op. cit.; AHIN, S., op. cit.
(251) Víase AYDALOT, Ph., op. cit., pp. 137-152. Para un tratamiento, desde otra perspec-
tiva de la que aquí abordamos, consúltese LASUEN, J.ft., Ensayos..., pp. 307-ss.
y RICHARDSON, H.K., Teoría del crecimiento..., pp. 95-109.
(252) TEECE, O.J., "lechnology transfer by inultinational firras: the resource cost of
transferiog technological knoH-how". THE ECONOWIC JOURNAL, vol. 87, nS 346. June,
1977, pp. 242-261.
(253) Véanse HANSFIELD, E., "Contribution of R and D to economic growth in the United
States". SCIENCE, vol. 166, 1972, pp. 477-486, y del mismo autor, "Technology and
technical change", en OUNNING; J. (Ed.), Economic Analysis and the mltinational
enterprise. Alien and Unuin. London, 1974.
(254) Vid. TEECE, D.J., op. cit., pp. 255-259, donde se hace una breve referencia a las
diferencias entre las "transferencias" de tecnología en un contexto internacional
y en una interregional, derivadas de los diferentes costes de comunicación, distan-
cia, cultura, lengua, infraestructura económica, etc.
(255) Aunque no sea nuestro cometido en este momento, no está de más añadir que -como
se puede deducir de «odo inmediato- los efectos políticos de tal afirmación ion
obvios: la superación de los acuerdos de la Conferencia de Yalta (19ÍI5) y de la
política de bloques bipolar, así coso la alteración de las relaciones Norte-Sur
actuales en una perspectiva solidaria.
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(256) RICHAROSON, H.W., Teoría del crecimiento..., pp. 141-174. Vid. también del mismo au-
tor, "Regional growth theory: a reply to Von Bbventer". URBftN STUDIES, Kebrero, 1975,
pp. 31-ss.
(257) VON BOVENTER, E., "Regional growth theory1'. ÜRBAN STUDIES. Febrero, 1975, pp. 1-29.
Véase también otro intento de síntesis, anterior en el tiempo, de HILHORST, J., "La
teoría del desarrollo regional: un intento de síntesis", en ILPES. Ensayos sobre pla-
nificación regional del desarrollo. Siglo XXI Eds. México, 1976, pp. 51-69.
(258) Véase lo que, a estos efectos, afirma el profesor Lasuén. LASUEN, J.R., Ensayos...,
pp. 293-ss.
(259) Para una explicación detallada, véase la exposición y crítica de este modelo en el
epígrafe correspondiente.
(260) LIPIETZ, A., op. cit., pp. 70-ss.
(261) Véase FROBEL, F., "Sobre la evolución actual de la economía mundial". MIENTRAS TANTO,
n^ 9, 1981, pp. 65-91. Consúltese también la obra de FROBEU F. ET AL., La nueva divi-
sión internacional del trabajo. Ed. Siglo XXI. Madrid, 1980, pp. 39-ss.
(262) ANDRÉS DOMINGO, J., ESCRI8A PÉREZ, J., "Aspectos microeconómicos de la división espa-
cial del trabajo". Departamento de Teoría Económica de la Facultad de CC.EE.EE. de
la Universidad de Valencia. Valencia, 1982. (Artículo pendiente de publicación). f'
(263) STIGLER, G., "La división del trabajo resulta limitada por la extensión del mercado", [
en BREIT, HOCHHAN (Eds.), Hicroeconomía. Ed. Interamericana. México, 1973, referencia f
citada por ios anteriores autores. • i
i
(264) Véase ANDRÉS DOMINGO, J., Economía espacial y proceso de acumulación: una visión crí- !
tica. Tesis Doctoral. Facultad de CC.EE.EE. de la Universidad de Valencia. Valencia, i
1981, especialmente el cap. IX. \
i
(265) En relación a la actividad de las sociedades multinacionales -que siguen pautas de >•
comportamiento locacional como las aquí señaladas- y el desarrollo regional, consulte- ¡
se DUNNING, J.H., International production and the multinational enterprise. George !
Alien and Unevin. Boston, 1981, pp. 21—45. Un estudio empírico, por países, sobre !
la localización de la actividad económica de dichas sociedades, puede encontrarse j
en el mismo libro de DUNNING, J.H., op. cit., pp. 46-71. Existen también otros traba- S
jos relativos al desarrollo regional y las empresas multinacionales: YANNOPOULOS,
G.N., DUNNING, J.H., "Multinational enterprises and regional developntent: an explana- j
tory paper". REGIONAL STUDIES, vol. 10, n9 4, 1976, pp. 389-399 o, el más reciente I
de O'FARREL, P.N., "Multinational enterprises and regional development: Irish eviden- :
ce". REGIONAL STUDIES, vol. 14, nS 2, 1980, pp. 14*1-150. ¡
i
(266) Vid. ANDRÉS OOMINGO, J., op. cit., pp. 447-ss, quien se apoya en Palloix. |
i
i
(267). Ibíd-, pp. 476-ss. Esta tipología es, por otra parte, análoga a la indicada en el i
epígrafe 4 de este mismo capítulo. i
(268) Una clasificación de los distintos tipos de empresas correspondientes a estos espacios
-"leader firms", "led firms" y "laagard firms1'- puede encontrarse en HOLLAND, S., • í
The Regional Problem. Kacnúllan. London, 1976, pp. 122-123. •
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CAPITULO III .-UNA METODOLOGÍA PARA EL MODELADO DE SISTEMAS URBANOS Y
REGIONALES.
N os interesa en este capítulo señalar las características básicas de
los sistemas sociales y, en particular, de los sistemas regionales y
analizar, en qué medida, y de qué manera, la metodología de dinámica
de sistemas las aprehende. Al mismo tiempo, abriremos un sucinto debate
sobre las controversias habidas en torno al valor de tal metodología,
así como sus principales conceptos e instrumentos. Veremos también las
diferentes fases del proceso de modelado de los sistemas urbanos y regio-
nales.
1. SISTEMAS SOCIALES Y DINÁMICA DE SISTEMAS
1.1. DEFINICIÓN DE SISTEMA
Convendrá que partamos de la definición de sistema, dada por Hall y Fa-
gen (1), sobre la que existe general aceptación, como "conjunto de obje-
tos, además de las relaciones -entre los objetos y entre sus atributos".
Los "objetos", los "atributos" y las "relaciones" vienen definidos del
modo siguiente: "objetos11 son las partes o componentes de un sistema,
que son ilimitados en su variedad... son objetos abstractos tales como
variables matemáticas, ecuaciones, reglas y leyes, procesos; "atributos
son las propiedades de los objetos" y "relaciones son aquellas que unen
o vinculan al sistema" - En realidad, son las "relaciones" las que dan
la idea de sistema, son su concepto central. Un sistema es algo global
y, aunque complejo, está constituido por sus diferentes partes identifi-
cables; pero son las donexiones entre ellas su rasgo definitorio.
Este concepto proviene originariamente de la Biología y está ligado al
nombre de Ludwing von Bertalanffy (2), quien define un sistema "como
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un complejo de elementos en interacción".
Por otra parte, una autoridad en. esta materia como Forrester (3) subraya
que las diferentes partes del sistema "operan juntas con un objetivo
común". Y define un sistema social como un "sistema de retroalimentacion
multicíclica no lineal", es decir, la característica fundamental de las ;
sistemas sociales reside en que en el interior de los mismos se generan i
las fuerzas o interacciones que determinan su comportamiento y evolución. j
La comprensión del comportamiento del sistema social será el producto |
del análisis de los bucles de realimentación o cadena* cerrada de acciones f
elementales entre los elementos que forman un sistema. Estos bucles se :
comportan, además, de tal modo que solo pueden ser analizados estudiando
el sistema completo. La existencia de retrasos en -la transmisión de in-
j
formación entre los distintos elementos conduce a un comportamiento muí- i
ticíclico u oscilatorio del conjunto del sistema. ;
Otro concepto de interés para el análisis de un sistema es el de "entor- !
no"- Hall (4) lo define así: "para un sistema dado, el entorno está cons- !
tituído por el conjunto de todos los objetos exteriores al sistema:
1) aquellos cuyas alteraciones modifican el sistema, y 2) aquellos cuyos
atributos son modificados por el funcionamiento del sistema". Y, como :
dice Reif (5), "si bien la definición de entorno incluye todas las cosas Í
que afectan al sistema en cuestión, en la práctica debemos limitar el •
entorno tan sólo a aquellos objetos que afectan de forma significativa ¡
al sistema". A partir de estas dos últimas definiciones de sistema y ',
entorno, podemos dividir cualquier sistema en subsistemas. La necesidad
a la que responde esta división es la de facilitar el manejo del sistema.
La idea consiste en separar el sistema en partes que contengan un cierto
grado de comunicación interna, hasta llegar al punto en que sus procesos
>
sean claramente identificables y en que resulte posible reducir sus pará-
metros a términos operativos dentro de un sistema coherente de relaciones
con otros procesos y sus parámetros. Es importante señalar que determina-
das entidades pertenecientes a un subsistema pueden muy bien formar parte
del entorno de otro o de varios otros sistemas. El mejor camino consiste
en observar el funcionamiento del todo para después dividirlo en función ^
de cualquier tipo de articulación estructural que se descubra corr.o ac-
tuante en su interior (6).
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En términos matemáticos, según Mesarovic (7), un sistema puede ser defi-
nido por:
- Un conjunto de objetos formales implícitamente definidos.
- Un conjunto de relaciones elementales T.
- Un conjunto de reglas P para la formación de secuencias T.
- Un conjunto de declaraciones que indiquen las formas iniciales
de los objetos formales, que nos permitan la generación de nuevas for-
mas de los objetos.
También podemos describir un sistema como un proceso de relación entre
un input (entrada) y su output (salida); esto es, como un flujo de infor-
mación, energía o materia que puede ser descrito colno una relación input-
output (8).
PROCESO
INPUT- SISTEMA •OUTPUT
FLUJO DE INFORMACIÓN,
ENERGÍA 0 MATERIA
Estas relaciones pueden extenderse a los subsistemas, da modo que las
entradas o salidas asociadas a un subsistema determinado sean iguales,
en un momento determinado, a alguna de las entradas o salidas de los
*
otros subsistemas que constituyen el sistema. Así, podemos representar
un sistema simple con input a, output b y los subsistemas 1, 2 y 3, como
sigue
INPUT a SUBSISTEMA
1
SISTEMA
SUBSISTEMA
2
SUBSISTEMA
3
b3 OUTPUT b
*
También podríamos representar el mismo sistema, con sus correspondientes
bucles de realimentación, que definiremos más tarde, de la manera si-
guiente:
- 133 -
SISTEMA
Por tanto, para especificar un sistema necesitamos: los inputs, los out-
puts y una relación entre inputs y outputs, así como los diferentes esta-
dos que el sistema adopta en el tiempo.
—-*
Siguiendo a Mesarovic, un caso sencillo de relación input-output es aquel
en que un input a está sometido a un retraso de tiempo T con relación
a su output b. Lo que puede ser expresado linealmente,
a(t) = b(t-T)
Un caso más común es aquel en que el input controla una salida simple,
de acuerdo con la ecuación diferencial lineal,
Kn.
dtn
Kn-1. ^
1
. . . + Ko.a = Pm.
dmb
+ Pm-1. Po.b;
donde K , P son coeficientes independientes de a y b, y normalmente inde-
pendientes del tiempo t.
Otra relación input-output podría ser una ecuación en." diferencias de
primer orden, que representaría las secuencias del input A y el out-
put B:
B = K At + m ¡
donde K , m son constantes.
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En general, una ecuación en diferencias de orden n sería
( Xf Xt-1 Xt-n' tJ = °
Para representar un sistema y sus partes o subsistemas, podríamos, si-
guiendo a Klir y Valach (9), utilizar la notación siguiente:
Sea el sistema S que contiene los elementos a , a '.. . ,a . Sea an el
entorno del sistema S.
Expresamos el conjunto A = a , a ,...,a y el conjunto B = an , a , a
X £_ I 1 _1_ í—
\..,a n.
El conjunto A está constituido por los elementos a , a , ...a del siste-
ma S, mientras que B incluye no solo a esos elementos, sino también el
entorno, ao, considerado como un elemento separado.
Si cada elemento de B lo caracterizamos . por un conjunto de cantidades
de input y otro de output, denominando r.. la manera en que las cantida-
des de input del elemento a. depende de las cantidades de output del
elemento a. , que se deriva de la relación existente entre esas cantida-
des. Al conjunto de todas las relaciones r. .(i,j - 0,1,2,...,n) le llama-
remos R.
Entonces, podemos definir un sistema afirmando c,ue cada conjunto
S = A,R constituye un sistema.
Por su parte Barbé (10). llama sistema a cualquier acotación S{E )= 0
del espacio E de n dimensiones, E x E x. . .x E , lo que nos parece
una noción excesivamente general, aunque rigurosa, a efectos de lo que
aquí nos interesa.
En síntesis, puede decirse que cualquier clase de sistema puede ser for-
malizado matemáticamente, utilizando la teoría de conjuntos. Pero, veamos
algo más-
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1.2. OTROS CONCEPTOS BÁSICOS (11).
Las anteriores definiciones de .sistema incluyen dos conceptos claves:
la estructura del sistema y su comportamiento (12) (13). Un sistema es
un conjunto S que contiene el conjunto A (universo del sistema) y ,el
conjunto R (característica del sistema); es decir, el conjunto A incluye
las relaciones estructurales y el conjunto R el comportamiento del siste-
ma. Pero los dos aspectos de estructura y comportamiento no están separa-
dos. La idea de proceso es inherente a todos los sistemas y es el cambio
en la estructura y su comportamiento. La naturaleza dinámica de los sis-
temas está implícita en la noción de proceso (14), por cuanto el sistema
funciona y actúa. Una de las condiciones de este funcionamiento real
es que las relaciones que existen entre los elementos deben ser capaces
de cambiar- Los sistemas tienden hacia un equilibrio dinámico, de modo
que ajustan su comportamiento a los fines que persiguen. Este equilibrio
dinámico puede ser mantenido por dos mecanismos.
Uno, de mantenimiento o autorregulador, que asegura el equilibrio entre
los subsistemas y entre el sistema y su entorno.
Otro, adaptativo, necesario para la evolución o cambio del sistema en
el tiempo.
En ambos casos, el proceso de cambio viene facilitado pqr los llamados
bucles de realimentación (15), que son cadenas cerradas de relaciones
causales. Tales bucles existen, cuando el estado de un sistema induce
a cambios en alguna parte del mismo que, a su vez, causan cambios en
el estado original del sistema. Cuando los cambios se refuerzan o auto-
rrefuerzan, tenemos bucles de realimentación positiva, que crean compor-
tamientos explosivos. Cuando los cambios producen cambios de signo con-
trario o autocorrectores, nos encontramos con bucles de realimentación
negativa, que tienden a llevar el sistema al equilibrio. Las interaccio-
nes entre ambos tipos de bucles determinan el comportamiento global del
sistema.
Lange (16), refiriéndose a este tema, dice que "un sistema en el cual
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ocurre la contradicción entre los estados de entrada y salida de sus
elementos y que no desaparece con el tiempo, nunca podrá estar en equili-
brio. Los estados de entrada y salida de elementos del sistema cambian
incesantemente, en otras palabras, el sistema está en movimiento conti-
nuo"- Y más adelante, añade "el movimiento del sistema -su desarrollo-
es, por lo tanto, un proceso dialéctico autogenerador, esto es, un proce-
so en el cual las contradicciones que acontecen dentro del sistema produ-
'cen su desarrollo y movimientos continuos... como sabemos, la ley del
movimiento de un sistema se expresa matemáticamente como una ecuación
vectorial diferencial o integral11-
Un sistema existe en relación a su entorno y puede ser "abierto" o
"cerrado" (17). Un sistema abierto es aquel que no está aislado de su
entorno e intercambia con él, de manera regular, materia, energía o in-
formación. Un sistema es cerrado si opera sin tal intercambio. Utilizando
la notación anterior, si r . = o v simultáneamente r. = o para todos
oj J • 10 l
los valores de i = l,2,...,n, estamos en presencia de un sistema cerrado.
Por otra parte, un sistema es "holistic" -(18) cuando el comportamiento
de un sistema, sus interrelaciones, no pueden ser explicadas sin referir-
nos al conjunto o globalidad del sistema. Así, en palabras de Bertalanffy
(19) "el significado de la expresión "el todo es mayor que la suma de
las partes", es simplemente que las características de los sistemas no
son explicables a partir de las características de las partes aisladas".
*
Otra característica fundamental de un sistema es la complejidad de su
estructura o existencia de múltiples bucles de realimentación internos
(20), tanto positivos como negativos. Una medida de la complejidad de
un sistema es su grado de variedad (21).
Las estructuras complejas tienden a la centralización y al equifinalismo.
La centralización es la tendencia por la que un pequeño cambio en una
"parte cabecera" de un sistema causa cambios mayores en el conjunto del
sistema. Obviamente, esto ocurre de modo particular en los sistemas je-
rárquicamente estructurados. La equifinalidad es una característica de
los sistemas abiertos, por la cual un sistema puede llegar al mismo esta-
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do final partiendo de condiciones iniciales diferentes y siguiendo cami-
nos distintos. Por otra parte, se dice que los sistemas cerrados carecen
de equifinalidad, porque en ellos existe una relación rígida causa-efecto
entre los estados inicial y final.
La propiedad de equifinalidad es la que nos permite hablar del carácter
probabilístico de los sistemas. En otras palabras, no existe una trans-
formación rígida de los inputs en outputs y, por consiguiente, el proceso
de cambio es estocástico (22).
1.3. SISTEMAS'SOCIALES Y DINÁMICA DE SISTEMAS
Digamos, en primer lugar, que no resulta forzado afirmar que el concepto
de sistema, anteriormente definido, puede atribuirse a los sistemas so-
ciales, en general , y a los económicos, en particular. Y esto puede ser
aeí, en la medida en que, como dice Condominas (23), "no parece haber
mayor inconveniente en definir un sistema económico como un conjunto
de variables económicas entre las que existen relaciones de interdepen-
dencia, cierta coherencia y unidad de propósito". Además, si se considera
que el sistema económico es abierto (no es un sistema aislado) y dinámi-
co, diferenciable en diversos subsistemas y complejo; entonces, los con-
ceptos del análisis de sistemas se adecúan a tales características y
pueden resultar de utilidad para su estudio.
Como es bien sabido, una característica esencial de los sistemas sociales
y económicos es que en el interior de los mismos se generan las fuerzas
que les impulsan a su evolución en el tiempo. Dicho de otro modo, entre
los elementos o subsistemas que componen un sistema social existen un
conjunto de interacciones que producen el comportamiento dinámico del
mismo. El análisis de sistemas persigue este fin; es decir, el estudio
de todas esas interacciones elementales para explicar el comportamiento
global del sistema. Como hemos visto más arriba, el instrumento concep-
tual que se utiliza es el de bucles de realimentación.
Por otra parte, coir.o todo sistema complejo, los sistemas sociales presen-
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tan con frecuencia comportamientos opuestos a los que, en principio,
cabría esperar de modo intuitivo. Es lo que Forrester (24) llama compor-
tamiento "counterintuitive" o "antiintuitivo" de los sistemas sociales.
Por consiguiente, es preciso ser prudente cuando utilizamos la intuición
en el análisis de sistemas complejos. Esto, es así, porque como señala
Aracil (25) "en los sistemas complejos existe una gran multiplicidad
de bucles de realimentación en interacción. De ellos, algunos son positi-
vos y gobiernan los procesos de crecimiento, mientras que otros son nega-
tivos y gobiernan los procesos estabilizadores. Lo que aquí interesa
resaltar es que, debido precisamente a la complejidad de las interaccio-
nes, la cavjsa de un cierto problema puede estar situada muy lejos en
el tiempo de los síntomas que produce, o puede estar situada en una parte
completamente diferente y remota del^sÁstema. Uno de los aspectos que
resalta la dinámica de sistemas es que 3as causas de los problemas que
aparecen en los sistemas sociales se encuentran habitualmente, no tanto
en sucesos previos, como en la estructura misma del sistema".
Y más adelante este mismo autor hace una observación de gran interés
"de un sistema social se consideran, habitualmente, solo los síntomas.
Si se pretende corregir estos síntomas, sin atender a las causas profun-
das que los producen, se pueden obtener unos resultados que sean precisa-
mente los contrarios de los buscados. La lección que debe extraerse de
la aplicación de la dinámica de sistemas al estudio de determinados pro-
blemas sociales, es la de que estos efectos negativos.no tienen por qué
ser generados de forma inesperada por el sistema, y aceptados indiscrimi-
nadamente, sino que por medio de un análisis del sistema pueden preverse
y corregirse11 -
Otra característica de interés del análisis de sistemas, y que resulta
útil para el estudio de los sistemas sociales, es- la de que la medida
de la complejidad de la estructura, y de la complejidad del funcionamien-
to de los procesos, permite estudiar los sistemas como totalidades. El
método para medir la complejidad ha sido desarrollado por Von Neumann
(26) a partir de la teoría de la comunicación. La medida de la compleji-
dad de la estructura es conocida con el nombre de "teoría de los juegos"
y "matemática de la decisión" (27).
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Por último, si de los sistemas cocíales pasamos a los sistemas socioeco-
nómicos, veremos que también en este terreno la metodología de sistemas
es especialmente indicada y, sin cací en un uso abusivo, resulta útil.
Así lo confirman las múltiples aplicaciones realizadas en el campo de
la macroeconomía, de los ciclos económicos, de los mercados de trabajo,
del sistema financiero, de la difusión de innovaciones, etc. (28). Cabe
señalar que estos modelos, a pesar de su grado de agregación, son de'
gran interés, además de que son susceptibles de ser mejorados por medio
de la introducción de innovaciones metodológicas en la dirección deseada.
2. CONSTRUCCIÓN DE MODELOS MEDIANTE LA DINÁMICA DE SISTEMAS
La Dinámica de Sistemas es una metodología de sim'ulación que ha sido
especialmente desarrollada para el estudio del comportamiento dinámico
de los sistemas sociales complejos. Su valor -como veremos a lo largo
de estas páginas- reside en que ayuda al constructor del modelo y/o a
los "polieymakers" a determinar, de alguna manera, las consecuencias
de las acciones emprendidas.
Esta metodología ha sido desarrollada a lo largo de las últimas cuatro
décadas, principalmente en el M.I.T. (Massachusetts Institute of Techno-
logy) i bajo la dirección de Jay W. Forrester, ingeniero que fue quien
inició sus investigaciones a partir de demandas del mundo de los nego-
cios, y ampliando posteriormente su campo de estudio a la dinámica indus-
trial y urbana (29). La Dinámica de Sistemas aparece en un momento histó-
rico caracterizado por la confluencia de diversas disciplinas como la
cibernética, la informática y la teoría general de los sistemas. Este
marco es lo que ha llevado a algunos autores, no sin cierta exageración,
a denominar el nuevo marco científico creado, en el sentido de Kuhn (30),
"paradigma de sistemas" (31) (32) (33).
2.1. CONSTRUCCIÓN Y ESTRUCTURA DE UN MODELO
2.1.a. CONSTRUCCIÓN DE UN MODELO
Como señala Aracil (34) un modelo "constituye una representación abstrae-
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ta de un cierto aspecto de la realidad y tiene una estructura que está
formada por los elementos que caracterizar, ese aspecto de la realidad
modelado. Un modelo se representa por un sistema... y si se consideran
como elementos constitutivos de un modelo las evoluciones en el tiempo
de las magnitudes que lo constituyen, entonces se emplea para su repre-
sentación un sistema dinámico".
Y si sobre el mismo modelo se realizan diferentes experiencias, esto
es, se practican una serie de interacciones hipotéticas, entonces pode-
mos construir modelos de simulación'. "El proceso mediante el cual se
realizan experiencias sobre el modelo, y no sobre la realidad, recibe
.la denominación genérica de simulación. En los estudios de simulación
generalmente no se pretende predecir el futuro, sino más bien comprender
cómo los posibles cambios que se pueden realizar sobre el sistema están
asociados con distintos modos de comportamiento en el tiempo" (35).
Pero el tipo de modelos al que hacemos referencia implica el estable-
cimiento de relaciones entre ciertos factores, es decir, la relación
de las variables. Hay que tener en cuenta, por otra parte, que este pro-
ceso, por débil que sea la complejidad del problema objeto de análisis,
no está exento normalmente de cierta dificultad, lo que exige la uti-
lización fundamentalmente de dos técnicas: una, al nivel de la descrip-
ción del problema que llamaremos modelado y, otra, al nivel de la uti-
lización del modelo que llamaremos simulación.
Sin embargo, el proceso de análisis para la construcción de un modelo
desborda el modelado y la simulación, en la medida en que una vez efec-
tuada la simulación, es necesario frecuentemente volver hacia atrás,
confrontar, cambiar,...; en una palabra, reanalizar.
En dicho proceso de análisis, Rivera (36) distingue diferentes etapas,
con múltiples interacciones entre ellas y que se muestran en la figu-
ra siguiente:
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DEFINICIÓN DE
LOS OBJETOS
DEL ESTUDIO
CARACTERIZACIÓN
DEL "SISTEMA Y
DE LA ESTRUCTURA
ESPECIFICACIÓN Y
DETERMINACIÓN DE LA
FRONTERA Y DEL
NIVEL DE AGREGACIÓN
CONSTRUCCIÓN
DE
ESCENARIOS
ANÁLISIS DE LA ESTRUCTURA.
DETERMINACIÓN DE LAS
VARIABLES Y SUS RELACIONES
COMPARACIONES
Y
CONCLUSIONES
TESIS Y
VERIFICACIONES
HACIA LAS
DIFERENTES
ETAPAS
HACIA LAS
DIFERENTES
ETAPAS
La definición clara de los objetivos de estudio es una etapa previa a
todas las demás, que incluyen, dicho de modo meramente indicativo, la
descripción y caracterización del sistema y su estructura, así como la
determinación de sus límites y el nivel de agregación.
Específicamente, por modelado entendemos un conjunto de conceptos y méto-
dos que nos permiten una formulación adecuada o correcta del problema.
Y por simulación, el proceso mediante el cual prácticamente una experi-
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mentación virtual que nos ofrece, a través de una serie de soluciones
particulares en el tiempo., el funcionamiento dinámico y global del siste-
ma modelado. Finalmente, por escenario entenderemos un conjunto (crecien-
te con relación al tiempo) de imágenes de estados futuros posibles del
sistema, habida cuenta de ciertas hipótesis dinámicas así como del cono-
cimiento del sistema en el estado actual (37). Obviamente, los trabajos
de prospectiva implican la elaboración de escenarios, pues no hay única-
mente un futuro, sino múltiples futuros posibles (38).
Por otra parte, podemos di stinguir tres fases en la construcción de un
modelo (39):
1- Conceptualizacion, que consiste en la obtención de una perspectiva
y una comprensión mental de un cierto fenómeno del mundo real. Es conve-
niente afirmar que, en toda fase de conceptualización, debe intentarse
llegar al máximo de concisión, claridad y precisión. Por lo demás, en
esta fase se van identificando los distintos elementos que formarán el
sistema, lo que conduce de modo natural al establecimiento de sus límites
y a una descripción primaria de los bucles de realimentación: surge de
este modo el diagrama causal del modelo.
2. Formulación del modelo, que trata de la representación de los elemen-
tos intuitivos manejados en la fase de conceptualización por medio de
un lenguaje formal.
Para la formulación se utiliza el llamado diagrama cne Forrester, base
de la redacción de las ecuaciones del modelo, escritas-en lenguaje DYNAMO
o en otro lenguaje susceptible de ser pasado por ordenador. Hay que pro-
ceder, además, a asignar valores a los parámetros de dichas ecuaciones,
lo que constituye un paso importante y delicado.
3. Evaluación del modelo, que consiste en un análisis del mismo, así
como su sometimiento a varios criterios de aceptabilidad. Construido
el modelo, se trata a continuación de ensayar las hipótesis de las que
se ha partido y la consistencia entre ellas, a través de diferentes si-
mulaciones.
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Un aspecto importante de esta fase es el análisis de sensibilidad del
modelo, en virtud de la cual se estudia la dependencia de las conclusio-
nes extraídas con relación a posibles variaciones que sufran los valores
de los parámetros.
Una vez considerados satisfactorios los análisis de consistencia de las
hipótesis y los de sensibilidad, se procede a estudiar el comportamiento
del modelo ante distintas políticas alternativas, con el fin de elaborar
recomendaciones respecto a la actuación futura sobre la realidad (40)
(41).
2.1.b. ESTRUCTURA DE UN MODELO
El comportamiento dinámico de un sistema es generado por les bucles de
realimentación (positivos y negativos), que representan los factores
básicos de la estructura de un modelo de dinámica de sistemas.
Los tipos .de estructuras simples que se encuentran más comúnmente en
la práctica social son (42):
- Bucles de primer orden de realimentación negativa, asociados a
procesos de autorregulación u homeostáticos. Se llaman de primer orden
porque tienen un único nivel.
- Bucles de segundo orden, en los que aparecen oscilaciones al per-
seguir un determinado objetivo. Se llaman de segundo orden porque tienen
dos niveles en su estructura.
- Curvas de crecimiento en S, que modelan- procesos de crecimiento
muy frecuentes en la práctica.
- Fenómenos de acoplamiento entre dos bucles, uno de realimentación
positiva y otro de realimenxacion negativa. Los acontecimientos entre
distintos bucles determinan las características peculiares de comporta-
miento del conjunto, según que, en cada momento, se produzca una mayo:-
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o menor dominación de uno de los bucles sobre los demás.
En la medida en que los modelos de sistemas aprehendan estas estructuras
{de crecimiento, estancamiento, oscilación, etc.) que se encuentran en
los sistemas sociales, mejor representarán su función de reproducción
lo más exacta posible de los comportamientos sociales.
Por otra parte, en dinámica de sistemas se emplean los llamados diagramas
causales o de influencias, que expresan las relaciones existentes entre
los diferentes elementos. Estos diagramas son los que permiten conocer
la estructura del sistema. En un diagrama causal se pueden distinguir
los diferentes bucles de realimentación.
Así, por ejemplo, un sistema de bucles de realimentación simple podría
representarse del siguiente modo:
Nacimientos
Población
Defunciones
en el que la población aumenta a aumentos de nacimientos, mientras dismi-
nuye a incrementos de defunciones. En el primer caso, tenernos un bucle
positivo y, en el segundo, negativo.
Si los distintos elementos que constituyen un diagrama causal se repre-
sentan por medio de variables (variables de nivel, variables de flujo
y variables auxiliares), entonces estamos diseñando un diagrama de- Fo-
rrester o diagrama DYNAMO (43).
Una variable de nivel es una variable de estado y representa una magnitud
que acumula el resultado de acciones emprendidas en el pasado. Gráfica-
mente, se expresan por medio de un rectángulo.
Una variable de flujo representa un cambio en el estado del sistema:
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es la variación de un nivel. .A las variables de flujo se asocian ecuacio-
nes que definen el comportamiento dé un sistema. Gráficamente, se expre-
san por el siguiente símbolo L _ X ) .
Las variables auxiliares representan pasos o etapas en que se descompone
el cálculo de una variable de flujo a partir de los valores tomados por
los niveles. Las variables auxiliares unen los canales de información
entre variables de nivel y de flujo y hacen más fácil la comprensión
de las ecuaciones de flujo. Simbólicamente, se expresan por un círculo.
Se pueden emplear1 para representar las no lineal idades que aparecen en
el sistema.
Otros símbolos utilizados son (44): _v
NUBE: representa una fuente o un pozo; puede interpretarse como un nivel
que no despierta interés y es prácticamente inagotable.
CANAL DE MATERIAL: canal de transmisión de una magnitud física, que se
conserva.
CANAL DE INFORMACIÓN: canal de transmisión de una cierta información,
que no es necesario que se conserve.
CONSTANTE: un elemento del modelo que no cambia de valor.
*
RETRASO: un elemento que simula retrasos en la transmisión de informa-
ción o de material.
VARIABLE EXOGENA: variable cuya evolución es independiente de las del
resto del sistema. Representa una acción del medio sobre el sistema.
Por tanto, en un diagrama de Forrester se ligan entre sí variables de
nivel y de flujo, a través de las correspondientes variables auxiliares.
Una variable de nivel sólo puede afectar a otra variable de nivel a tra-
vés de una variable de flujo y viceversa. Por consiguiente, cualquier
trayecto a través del diagrama de un sistema debe encontrar alternativfi-
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mente niveles y flujos y nunca dos variables del mismo tipo en sucesión.
Por otra parte, los niveles acumulan siempre flujos materiales, mientras
que las variables de flujo se alimentan a partir de canales de informa-
ción.
A efectos de ilustrar lo que acabamos de decir, podemos diseñar un dia-
grama de Forrester que represente la conexión de un nivel (N) con sus
flujos de entrada (FE) y salida (FS), del siguiente modo:
Diagramas de este tipo son utilizados como paso intermedio en el proceso
de transformación de la estructura de bucles de realimentación de un
modelo de dinámica de sistemas en un conjunto de ecuaciones.
Si a cada nivel se le asocia un flujo de entrada y uno de salida, matemá-
ticamente la ecuación que representa la evolución del nivel es (45) ,
N (t) = N (o) + / (FE-FS) dt
o
o, lo que es lo mismo,
dN
dt
= FE - FS
que se puede escribir, aproximadamente, por el método de Euler de inte-
gración numérica,
N (t+At) = N (t) + At [FE (t) - FS (i.) ]
- 147 -
que es la ecuación que se emplea habitualmente en dinámica de sistemas.
Por otra parte, a las variables de flujo se asocian sus correspondientes
ecuaciones de flujo o, de otro modo denominadas, funciones de decisión.
Por tanto, la estructura del modelo comienza con la elaboración de" un
diagrama causal; a partir de aquí, se identifican las variables de nivel,
las de flujo y las auxiliares (46) y se procede a construir el diagrama
de Forrester, del que puede obtenerse el modelo matemático del sistema
en su forma analít'ica.
2.I.C. TRATAMIENTO DEL TIEMPO .v
En un modelo de dinámica de sistemas el comportamiento dinámico del sis-
tema se representa calculando los valores de las ecuaciones en puntes
sucesivos del tiempo, separados por pequeños intervalos de igual longi-
tud. Este incremento de tiempo es llamado normalmente DT y debe ser lo
suficientemente corto como para permitir a las fases constantes de flujo
(a través de los intervalos de tiempo) ser aceptadas como una aproxima-
ción satisfactoria a la naturaleza continua del cambio en el mundo
real (47).
Matemáticamente, la dinámica de sistemas representa el sistema, según
se ha visto más arriba, como un conjunto de ecuaciones en diferencias
de primer orden. Una ecuación en diferencias relaciona el valor de una
variable en un período con el valor de esa misma variable en otro perío-
do, adoptando una forma general del tipo,
donde X y X sonólos valores de X en el momento t y t-1, respectiva-
mente; y ¿X es el incremento de X en el intervalo de tiempo de Ion-
gitud DT.
El sistema simple de población, anteriormente descrito, pódenos usarlo
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.ahora para mostrar cómo se trata el tiempo en las ecuaciones de dinámica
de sistemas.
En lenguaje DYNAMO (48), la ecuación en diferencias para el nivel pobla-
ción, tiene la forma:
POP.K = POP.J+DT(B._JK-D.JK)
donde J,K y L son los tiempos, que representan el pasado, el presente
y futuro, cada uno separado por DT; B y D son variables de flujo (naci-
mientos y defunciones, en este caso); POP es el nivel de población.
-El valor presente del nivel es calculado por adición de sus valores pre-
vios, como suma de las tasas de cambio -eti los períodos precedentes.
Los bucles de realimentación son completados por las ecuaciones de flu-
jo en el período KL:
B.KL = POP.K * AN •
D.KL = POP.K * AM
donde, AN y AM son las medias de natalidad y mortalidad de la población.
El proceso se repite .en el siguiente período de tiempo. Gráficamente,
podemos ilustrar tal proceso como sigue:
NIVELES EN EL /
MOMENTO J, YAN.
CONOCIDOS \ ^
i
•
-
FLUJOS DEL IN
TERVALO JK, -
YA CONOCIDOS
y- . <
f i
• —
 S
— '
(
J
L r
NIVELES EN EL
MOMENTO K, YA ^ - '^
CONOCIDOS ^  , - - - " ' f
>" 7 // ._J_.f-----~ ""FLUJOS DEL IN 1
TERVALO KL, - f
YA CONOCIDOS
<—VARIABLES AUXI
Kr~ LIARES CALCULA
DAS DESPUÉS DE
LOS NIVELES
nT \
K
i
TIEMPO
FUENTE: FORRESTER (49).
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Por último, una característica importante que debe considerarse en el
estudio de los sistemas dinámicos es el retraso que se produce en la
transmisión de la información o de los bienes materiales, a lo largo
de los mismos. Una relación causal que une a dos variables puede implicar
una transmisión para la que se requiere el transcurso de un cierto tiem-
po. Estaremos entonces en presencia de un retraso o retardo ("Delay11).
Un retraso implica siempre una acumulación del material o de la informa-
ción que se retrasa. Por consiguiente, los retrasos implican la aparición
de niveles adicionales en la construcción del modelo (50).
2.1. MÉTODOS ANALÍTICOS EN LOS MODELOS T3E SISTEMAS
Vamos a ver, siquiera sea brevemente (51), tres importantes técnicas
de análisis de un sistema dinámico. Estas son la técnica o método de
las perturbaciones para la linealizacion de sistemas no lineales, el
análisis de sensibilidad y la estimación de parámetros.
Aunque, en sentido estricto, en la lógica de Forrester, los métodos ana-
líticos deben evitarse, aquí se tratarán, porque constituyen alternativas
a la ortodoxia forresteriana; además, es preciso decir que la prudente
adopción de técnicos analíticas constituye una de las vías de avance
metodológico que se presentan a la dinámica de sistemas.
«
En primer lugar, ia ortodoxia forresteriana opone a la linealizacion,
el argumento de que precisamente la esencia de los modelos de dinámica
de sistemas es su naturaleza no lineal.
Con referencia al análisis de sensibilidad, Forrester se limita a reali-
zarlo por paradas sucesivas del modelo de simulación variando el valor
del parámetro cuya sensibilidad se trata de determinar. Pero, este "modus
operandi" resulta, cuando menos, prolijo y cabe aplicar un algoritmo
que simplifique aquel procedimiento.
Respecto a la estinación de parámetros, Forrester señala que una de las
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grandes ventajas de la dinámica de sistemas, por oposición a lo que suce-
de en los métodos estadísticos, consiste en_ que los distintos parámetros
tienen un significado real perfectamente definido; luego, la asignación
de un valor a este parámetro puede hacerse atendiendo a la información
que se tenga sobre el valor de este parámetro de acuerdo con su signifi-
cado real. Por otra parte, debe anotarse que los modelos de sistemas
no persiguen tanto la estimación precisa de los parámetros, cuanto la
reproducción del comportamiento cualitativo del sistema. Además, los
modelos de sistemas sociales son bastante insensibles a las variaciones
de los valores de los parámetros, lo que hace adecuado un cálculo aproxi^
mado de los mismos (52).
2.2.a. MÉTODO DE LAS PERTURBACIONES PARA LA LINEALIZACION DE SISTEMAS
NO LINEALES
LOE modelos de dinámica de sistemas son no lineales y las soluciones
a los problemas no lineales presentan las siguientes limitaciones:
- Las soluciones no pueden generalizarle.
- No existen soluciones analíticas, sino que deben obtenerse en
forma numérica o gráfica, con el concurso del computador.
- Las teorías de la estabilidad y de la optimizacifin son aplicables
solamente de modo limitado.
Estas limitaciones son de suficiente peso como para proceder a la linea-
lización de los modelos.
La linealización se hace en torno a un punto de operación nominal, que
viene a ser algo semejante a lo que se hace en geometría cuando se susti-
tuye una superficie por una tangente en un punto; lo que, como es sabido,
únicamente es válido para pequeñas variaciones en torno a dicho punto.
Para la linealizacion se emplea el método de las perturbaciones, que
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consiste fundamentalmente en considerar pequeñas variaciones en torno
al punto de operación nominal de manera que estas perturbaciones puedan
considerarse lo suficientemente pequeñas para admitir un tratamiento
de infinitésimos. Para la aplicación del método, se somete a las ecuacio-
nes a las siguientes sustituciones,
X = Xo + Sx
donde x es la variable perturbada, Xo e£ el valor de referencia de x
o punto de operación nominal y Sx es- la perturbación de x. De modo que¿
si se desprecian los productos y potencias de las variaciones, tenemos
un modelo lineal y, por consiguiente, resoluble, del que podemos estudiar
ciertas propiedades.
Sin embargo, hay que tener en cuenta que las ecuaciones de perturbación
sólo son válidas para pequeñas perturbaciones -y la linealización debe
tomarse con enormes precauciones.'
En cualquier caso, las conclusiones son orientativas, nunca definitivas,
y deben confirmarse sobre el modelo no lineal (53).
2.2.b. ANÁLISIS DE SENSIBILIDAD
En principio, toda relación que define la estructura de un modelo debe
ser cuantificada. Desgraciadamente, muy a menudo tal relación no es cono-
cida más que de manera imprecisa. Entonces, el constructor de un modelo
se encuentra ante el dilena siguiente:
- suprimir pura y simplemente la relación de la estructura global
a riesgo de falsear el análisis y el modelo.
- o incorporar tal relación a pesar de su imprecisión, con la condi-
ción de efectuar a continuación los pertinentes tests de sensibilidad
sobre la hipótesis retenida.
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Según Rechenmann (54) es por esta segunda opción por la que hay que deci- í
dirse. Las razones son obvias, pues tal opción es consistente con la \
idea matriz del concepto de sistema (visión global y "comprehensiva") ¡
y porque, además, en ella radica el interés de la simulación (esto es, j
la capacidad de realización de experiencias sobre el modelo una vez cons- f
truido). ' ;
El análisis o test de sensibilidad de un sistema dinámico puede definirse [
como el estudio de los efectos de las variaciones de los valores que í
pueden tomar sus parámetros y sus condiciones iniciales sobre el compor- I
tamiento del mismo. Evidentemente, por este procedimiento alcanzamos •
una mayor comprensión del comportamiento y funcionamiento del modelo, [
así como de su mayor o menor validez; cosa que nos estaría totalmente j
vedada, si siguiéramos el camino fácil e improcedente de suprimir la •
relación o relaciones que nos definen la estructura global. [
\
Existen dos enfoques para la realización de un test de sensibilidad. [
i
•i
Uno, el seguido por Forrester y sus colaboradores, que consiste en variar j
los parámetros cuya sensibilidad se trata de analizar y realizar sucesi- j
i
vas pasadas para cada una de estas -variaciones. El output que obtenemos ¡
es una imagen de la sensibilidad del modelo, representada en un gráfico j
t
para cada una de las variaciones del parámetro. El inconveniente que !
este procedimiento tiene es el de requerir mucho tiempo para su realiza- '
ción. • ,
Otro, que consiste en la aplicación de técnicas analíticas. Con este j
enfoque es posible obtener un algoritmo para el análisis de sensibilidad !
con el que se obtienen trayectorias temporales de los cambios que se ' I
producen en las variables de nivel debido a variaciones, pequeñas y cons- '
tantes, en los parámetros y en las condiciones iniciales. Este procedi-
miento tiene el inconveniente de operar sobre un modelo previamente li- j
nealizado, con lo que desprecia la naturaleza no lineal inherente a los í
modelos de sistemas; pero tiene la ventaja de su sencillez por poseer
una solución de tipo analítico. Como contrapartida, el enfoque de Forres-
ter tiene la ventaja de que no necesita transformar el modelo inicial
tL.
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y, en consecuencia, no exige su linealización.
Por tanto, una alternativa de síntesis consistiría en efectuar, primero,
un análisis de sensibilidad por el procedimiento analítico y, después,
aplicar el enfoque de Forrester para las situaciones más críticas.
Por último, los test de sensibilidad pueden ser buenos instrumentos para
comprobar la validez de un modelo y su utilidad.
Así, cuanto más insensible sea un modelo a los cambios en los parámetros
más válido será, en la medida que menos dependerá de ellos y más de la
estructura del propio modelo. Porque cabe recordar que, en dinámica de
sistemas, no se trata tanto de calcular^el valor exacto de los parámetros
como de conocer las pautas de comportamiento del sistema, tales como
estabilidad, crecimiento, estancamiento, etc. Aunque, es necesario adver-
tir que el análisis de sensibilidad permite saber en qué medida los re-
sultados de un modelo dependen del valor asignado a un parámetro determi-
nado y, por otra parte, indica qué cambios en los valores de los paráme-
tros es razonable hacer-
En cuanto a la utilidad, los tests de sensibilidad permiten desvelar
los parámetros más influyentes sobre el comportamiento del modelo y,
por tanto, facilitan .el diseño de políticas para la intervención sobre
las variables correspondientes.
•
De todos modos, la validez y utilidad o no de un modelo no se puede plan-
tear en términos absolutos. El problema no consiste en una simple dicoto-
mía: de si es válido o no, o de si es útil o no. En la práctica, las
cosas no se presentan de esa manera. La cuestión real, como señala Hamil-
ton (55), es "¿si el modelo es lo suficientemente -idóneo cómo para con-
testar a las preguntas que el constructor del mismo se plantea?". Es
decir, será tanto más válido o útil cuánto más responda al objetivo para
el que ha sido diseñado. Sin embargo, tal cuestión no tiene una fácil
constestación, porque "según el objetivo que se pretenda, un modelo puede
ser evaluado de acuerdo con distintos criterios" (56). Es por lo que
Meadows ha propuesto una serie de criterios para valorar la validez o
utilidad de un modelo.
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realidad, de modo que podamos analizar cómo distintas formas de comporta-
miento del modelo están asociadas a diversas interacciones hipotéticas.
Como ya se sabe, el elemento constitutivo- de un modelo continuo es una
ecuación diferencial en la que el tiempo t es. la variable independiente.
Por consiguiente, un modelo puede escribirse bajo la forma
= t.tx, -, xo, . .. ,x ¡dt VI ' 2' ' n
"dt13" " V X 1 ' X2 \tt]
donde x , x ,.,.,x , son las variables "'de nivel y el vector (x ,x , ...x )
el vector de nivel. El valor x.(t) es el valor del stock correspondiente.
La suma algebraica de los flujos de entrada y salida correspondientes
es dxi y fi(x , ...,x ,t) es la función de estado del sistema en el momento
"dt X n
t; n es el orden del sistema.
Si el sistema puede escribirse bajo la forma:
n
dx •
— ~ = Z a..x. + b . ; i = 1,...,n
dt j = 1 iJ J i
entonces, decimos que el sistema es lineal, con coeficientes constantes
si los a.. v b. son independientes de t.
•
El problema principal ante un sistema de ecuaciones diferenciales es la
búsqueda de sus soluciones; es decir, determinar las funciones x.{t) que
satisfacen el sistema. Estas funciones-soluciones no estarán determinadas
más que después de haber dado los valores iniciales x.(o) = x ..
** ** i oí
El caso lineal de coeficientes constantes es el más simple, porque conoce-
mos la solución analítica general. En el caso de un sistema no lineal
sucede al contrario. Es así como, a partir de un cierto orden, la resolu-
ción analítica se vuelve imposible. Entonces, se precisa recurrir a una
resolución numérica, que al revés de la precedente no ofrece como resulta-
dos funciones x. (t), sino la trayectoria del sistema en el tiempo para
un conjunto dado de coeficientes y valores iniciales, es decir, una solu-
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ción particular. Esta forma de resolución es a la que se llama simula-
ción (61).
Forrester cree que es posible representar la conducta dinámica de los
sistemas sociales por medio de modelos no lineales y tan complejos que
resultan imposibles las soluciones analíticas. Para estos modelos única-
mente podemos utilizar los procesos de simulación, con soluciones numéri-
cas paso a paso. Este modelo de simulación se utiliza en lugar del modelo
real. "El valor del modelo surge del hecho de que puede ofrecer informa-
ción útil, rápida y barata acerca del comportamiento dinámico, esto es,
que varía con el tiempo del sistema real que está • representado por el
modelo" (62).
Una interesante característica del proceso de simulación es la interacción
que se establece entre el constructor del modelo y el mismo modelo, a
través del computador. Porque simular un modelo -afirma Aracil (63)- "con-
siste en realizar distintas pasadas del mismo modificando, en cada una
de ellas, determinados parámetros o relaciones". El constructor del modelo
tiene la posibilidad de plantear preguntas al modelo ("diálogo"), utili-
zando el computador, y analizar sus respuestas o comportamiento. De este
modo, ese diálogo puede ser enriquecedor para el constructor del modelo,
en la medida en que puede verificar la consistencia, de sus hipótesis con
respecto a la realidad y ensayar la coherencia de las mismas.
Por tanto, del proceso de simulación pueden derivarse ventajas nada desde-
ñables: el modelo puede contener muchas variables (característica espe-
cialmente apta para los modelos regionales); el modelo no está restringido
a formulaciones lineales; pueden realizarse modificaciones en las relacio-
nes y en los parámetros e investigar sus resultados; y, por último, nor-
malmente una simulación resulta relativamente barata.
Mcloughlin (64), hablando de las posibles trayectorias alternativas que
pueden seguir los planes urbanos y regionales, distingue cuatro tipos
diferentes de simulación: a) informal-manual; b) formal-manual; c) par-
cialmente mecánica y d) totalmente mecánica.
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A fin de efectuar comparaciones entre esos cuatro tipos de simulación,
parte de ciertos supuestos comunes a todos: primero, la evolución temporal
se divide en períodos de cinco años; segundo, los procesos son recursivos,
en otras palabras, el output de una etapa es, en parte, el input de las
siguientes etapas y puede influir de otras formas en sus operaciones;
y tercero, en todos ellos los cambios de población, empleo, etc., se de-
terminan exógenamente.
a) Simulación informal-manual
Este tipo de simulación se realiza localizando las distintas actividades
por separado, con referencia al estado conocido del sistema y respetando
las diferentes restricciones. La primera etapa introducirá los cambios
equivalentes a los de las proyecciones a partir del año base hasta cinco
años después (t+5). Sucesivamente, a cada etapa, se irán introduciendo
los cambios correspondientes; así como las hipótesis razonables sobre
cambios de valores que se crean necesarios. El proceso continua hasta
el "año horizonte".
De nuevo, se repite todo el proceso comenzando en el año base para cada
una de las hipótesis alternativas, logrando una serie de trayectorias
evolutivas diferentes.
La principal ventaja de este método es su facilidad y sencillez operativa.
La desventaja es su falta de análisis de los movimientos y cambios de
ubicación.
b) Simulación formal-manual
Este método intenta superar al anterior, paliando sus fallos. Introduce
en el año base los movimientos, cambios de ubicación, etc., tratando de
formular modelos matemáticos sencillos.
La teoría de los juegos representa una forma alternativa de simulación
formal-manual. Lo esencial en cualquier simulación de juego es la existen-
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cía de algún tipo de modelo. Sus particularidades son que las subrutinas
matemáticas pueden sustituirse por una sucesión de "jugadas" y que los
agentes humanos de la simulación están implicados en el juego, desempeñan-
do los papeles asignados. Una ventaja importante, entre otras, de este
método es que permite a los participantes que "conozcan" más directamente
la naturaleza de los procesos y los "roles" de los protagonistas en el
mundo real y el modo en que los resultados del sistema responden a las
interacciones de ambos (65).
c) Simulaciones parcialmente mecánicas "
Son aquellas en las que el sistema implica un mayor análisis en el modela-
do y los cálculos pertinentes exigen la utilización de computadores.
Este tipo de simulación permite la incorporación de comportamientos alea-
torios de los agentes humanos, pues pueden ser programados y mecanizados.
Normalmente, el programa ofrece un resultado del sistema al final del
primer ciclo.; resultado que puede ser modificado para introducirlo después
como input en el segundo ciclo y así sucesivamente.
d) Simulaciones totalmente mecánicas
Son aquellas que calibran, previamente, con tal análisis y precisión el
modelado del sistema que todo el proceso de simulación puede tener lugar
"dentro de la máquina".
El modelo está compuesto de submodelos y, tanto éstos como el propio mo-
delo, están jerarquizados en diferentes niveles.
Es normal someter a estos modelos a programas con trayectorias de lar-
gos horizontes temporales, aunque pueden también ser detenidos en el mo-
mento en que se desee.
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2.3.b. FORMACIÓN DE ESCENARIOS
Quizá convenga iniciar este subepígrafe afirmando que los modelos de simu-
lación no tratan, en esencia, de responder a objetivos de predicción,
es decir, de saber cuál es el valor de tal o cual variable en un momento
determinado del tiempo; sino de contestar a cuestiones del tipo: ¿cuáles
serán las consecuencias, evaluadas en razón de una determinada situación
anterior, de tal perturbación o decisión, habida cuenta de las hipótesis
formuladas en el modelo?; o, más concretamente, ¿cuáles serán los valores
de las variables de salida de un modelo, SJL las de entrada tomasen tales
valores?. Y también difiere de la proyección, en la medida en que ésta
se interesa simplemente por la extrapolación más o menos mecánica de una
serie (normalmente histórica) de los valores de determinadas variables.
Para una contestación cabal a las preguntas anteriores, necesitamos recu-
rrir al empleo conjunto de los modelos de simulación y a la técnica de
formación de escenarios (66).
Tinbergen (67), refiriéndose al estudio del futuro, distingue entre previ-
sión y planes. La previsión no supone ningún "cambio de régimen", es de-
cir, ninguna variación estructural. Los planes, por el contrario, sí que
tienen en cuenta esas variaciones como un elemento que, además, forma
parte integrante de ellos mismos y de las cuales se esperan unas conse-
cuencias determinadas. Por consiguiente, el estudio del futuro, el largo
plazo, deberá realizarse mediante planes que construyan, futuros posibles
y, el corto plazo, corresponderá a la previsión. En nuestro caso, el estu-
dio del futuro será tratado por escenarios, como recomienda Hall (68),
en un estudio sobre la estructura espacial de la economía española.
Por escenario se entiende "una descripción hipotética de una situación
futura ficticia" (69). En otras palabras, un escenario expone o describe
una secuencia de estados del sistema implicados por un conjunto de hipóte-
sis. Un escenario es siempre simulado por un modelo, pero un modelo en
una situación que evolucione, incluso estructuralmente. Un escenario,
por lo demás, está siempre asociado a un juego de datos. Por otra parte,
el escenario es la piedra angular de la prospectiva (70), definida como
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la creación intelectual de posibles futuros estrechamente dependientes
de los estados presentes. Además, la prospectiva, que utiliza la formación
de escenarios como método o modus operandi, comporta una parte normativa
y de decisión que se presenta habitualmente bajo la forma de elección
de alternativas.
La técnica de escenarios es "un proceso sintético que, por una parte,
simula, etapa por etapa, y de una manera plausible y coherente, una suce-
sión de acontecimientos que conducen un sistema- a una situación futura,
y que, por- otra parte, presenta una imagen de conjunto de ésta. Este pro-
ceso se funda en análisis sincrónicos y diacrónicos; los primeros simulan
el estado del sistema en un instante dado y están orientados por la nece-
sidad de una descripción coherente, mientras que los segundos tratan del
encadenamiento y evolución en el tiempo de los acontecimientos e ínterre-
laciones existentes entre ellos" (71).
Entre la multitud de futuros o' escenarios posibles podemos distinguir
dos clases de escenarios: exploratorios y de anticipación.
Los primeros parten del presente y persiguen las tendencias "fuertes"
o dominantes que permiten describir la sucesión de acontecimientos y de
fenómenos que conducen a un futuro posible. Si hacemos variar las hipóte-
sis sobre dichas tendencias, obtenemos un conjunto de escenarios de encua-
dramiento del escenario tendencial de base (72).
Para los segundos, el punto de partida de esos escenarios es una situación
futura posible y deseable. Estos escenarios siguen un camino inverso a
los procedentes. Es a esta categoría a la que pertenecen los escenarios
contrastados.
Los escenarios de anticipación se corresponden con los modelos normativos,
en los que hay un cierto objetivo a alcanzar habida cuenta de un conjunto
de restricciones sobre las variables. Es obvio que los modelos de simu-
lación ayudan al desarrollo de un escenario de anticipación, si es utili-
zado según el método de prueba y error.
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Rivera (73) clasifica los escenarios por referencia a uno de base, que
refleja el sistema estudiado, y distingue tres clases diferentes:
- Escenario tendencialmente distinto," es aquel obtenido manteniendo
la estructura del escenario de base (descripción) pero haciendo variar
las intensidades de un conjunto de tendencias que se traduce en la modifi-
cación del conjunto de valores numéricos correspondientes.
~ Escenario tendencialmente opuesto, que, como su nombre indica, es
obtenido al invertir una tendencia; por ejemplo, un crecimiento en vez
de un decrecimiento. Este cambio se logra modificando las relaciones co-
rrespondientes y los valores numéricos asociados.
-•.•<'
- Escenario estructuralmente distinto, que se diferencia del de base
por la inclusión o supresión de elementos estructurales. Esto se refleja
en la aparición o desaparición en el modelo de las relaciones o ecuaciones
correspondientes.
Sea cuales sean los escenarios implicados, los modelos de simulación apor-
tan a estos últimos la posibilidad de verificar su coherencia interna,
es decir, de evitar el enunciado de hipótesis contradictorias sobre la
evolución del sistema. Por otra parte, aportan rigor al discurso. En efec-
to, es bien conocida -la dificultad de interrelacionar mentalmente más
de media docena de variables. Además, ciertos comportamientos dinámicos
resultan de la existencia de retrasos cuyos efectos no pueden ser aprehen-
didos más que a través de la simulación.
Por otra parte, en un estudio prospectivo (74), realizado por medio de
escenarios, más que de conocer exclusivamente el futuro, de lo que se
trata es de iluminar el presente a través del futuro. En unos casos, si
el futuro se supone que es un continuismo de la situación actual; enton-
ces, se trata de una previsión tendencial que nos sirve de imagen nega-
tiva (futuro no deseado) y, en consecuencia, nos ofrece luz sobre qué
es lo qué debe ser cambiado en el momento presente para que eso no suceda
y nos vale finalmente de señal de alerta (límite del futuro posible que
está latente todavía en el presente ) (75).
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Sin embargo, en la elaboración de escenarios debemos tener en cuenta sus
limitaciones, para evitar un tratamiento abusivo del método que supere
su virtualidad real.
Así, Cuadrado (76) nos advierte sobre las limitaciones del método de esce-
narios. La primera limitación radica "en las restricciones que supone
el propio punto de partida de los escenarios"; se refiere, en concreto,
'-'al hecho de que deban establecerse y aceptarse forzosamente unas condi-
ciones previas que limitan los grados de libertad en el análisis, cosa
que ocurre al "fijar" la sociedad y sus instituciones".
La segunda limitación es que en la construcción de escenarios existe un
amplio margen "de infiltración del subjetivismo de los investigadores
que llevan a cabo un trabajo de prospección"; si bien esta limitación
puede ser paliada por la confrontación y discusión intersubjetiva, así
como por un amplio recorrido de posibles situaciones alternativas.
Otras limitaciones son las referentes á los riesgos de. superficialidad,
dificultades en la cuantificación, problema de incertidumbres, etc.; sin
embargo, el propio método puede orillar, hasta cierto punto, tales insufi-
ciencias, auxiliándose de otras técnicas de prospección complementarias.
3. PLANIFICACIÓN DE SISTEMAS URBANOS Y REGIONALES Y DINÁMICA DE SISTEMAS
Es obvio que la elección de una metodología no se hace en abstracto. En
general, hay dos factores con un peso decisivo en tal elección: la natura-
leza del problema a investigar y el objetivo de la propia investigación.
Ya hemos visto más arriba cómo se adecúa el análisis de sistemas a los
sistemas sociales. Si de estos últimos pasamos ahora, particularizando,
a los sistemas urbanos y regionales, nos encontramos con que también a
este nivel, por sus características, la dinámica de sistemas puede ser
útil.
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3.1. SISTEMAS URBANOS Y REGIONALES Y DINÁMICA DE SISTEMAS
En efecto, un primer rasgo que aparece en un sistema urbano o regional
es que difícilmente puede comprenderse, si no es a partir de la considera-
ción de las múltiples variables por las que se caracteriza y de las subre-
giones o subsistemas de que está compuesto. El paso siguiente es analizar
cómo interactúan tales variables; es decir, cuáles son y cómo se presentan
los diferentes "feedback" o circuitos de retroalimentación del sistema
regional. En tercer lugar, la naturaleza de dichas relaciones o interac-
ciones es dinámica y no lineal.
Por consiguiente, nos interesa una metodología -como la de dinámica de
sistemas- con capacidad para tratar con un gran número de variables, no
relacionadas linealmente y con procesos de interacción entre ellas, al
tiempo que producen un comportamiento dinámico en el conjunto del siste-
ma (77).
La dinámica de sistemas reúne una serie de características que le dotan
de cierta ventaja comparativa para el tratamiento de los sistemas regiona-
les. Esta ventaja, o especial aptitud, de la dinámica de sistemas proviene
de su propio punto de partida epistemológico para el análisis de la reali-
dad: la consideración global de todos los elementos que influyen en un
proceso y la consideración de que todo influye sobre todo (78).
Por otra parte, la dinámica de sistemas se provee de.técnicas como la
cibernética, disciplina ésta que atribuye gran importancia a los bucles
de realimentación que generan los comportamientos dinámicos, tan caracte-
rísticos de los sistemas urbanos y regionales. La estructura, expresada
por bucles, genera el comportamiento del sistema, afirmación de un interés
evidente para los modelos regionales, porque es la propia estructura,
en definitiva, la que explica la evolución a largo plazo del sistema.
Además, los datos de los sistemas urbanos y regionales son normalmente
deficientes e insuficientes (79). Con relación a la necesidad de datos,
la dinámica de sistemas difiere de otros métodos de análisis estadístico.
En primer lugar, hace menos hincapié en la necesidad de datos cuantitati-
- 164 -
vos para la derivación de la estructura del modelo, que e?, lo que realmen-
te interesa y no tanto la precisión con que se conozcan los parámetros
del mismo. En segundo lugar, una importante fuente de datos para el cons-
tructor de modelos de sistemas es la opinión de experto que conocen el
sistema a modelar. Con estos modelos se pretende explicar el comportamien-
to generado internamente en los sistemas regionales, y no la simple extra-
polación de los datos del pasado en un intento de alcanzar una predicción
puntual del futuro. For eso, con la opinión de expertos es posible benefi-
ciarse de sus modelos mentales para, a partir de ellos, determinar los
componentes verdaderamente importantes, así como la información y los
mecanismos de cambio que pueden influir sobre aquellos-componentes.
Por último, existen en los sistemas regionales variables que son determi-
nantes de su comportamiento y, a la vez, no cuantificables o dificilmente
cuantificables. En consecuencia; si la dinámica de sistemas trata de dar
explicaciones globales y de tener en cuenta todos los elementos decisivos
que intervienen en un fenómeno, deberán incluirse, aunque con la prudencia
debida, las variables o datos no cuantificables. 'En este caso, la mayor
dificultad reside en la parametrizacion o elección de los valores que
deben tomar las constantes. Mas, si la elección de la estructura del mode-
lo ha sido correcta, el modelo será, razonablemente insensible a los valo-
res de los parámetros y los resultados, consiguiente/nente, serán acepta-
bles.
3.2. PLANIFICACIÓN DE SISTEMAS URBANOS Y REGIONALES Y DIM*AMICA DE SISTEMAS
En lo que concierne a la planificación de sistemas urbanos y regionales,
el enfoque de sistemas resulta particularmente interesante (80).
Como hemos tenido ocasión de comprobar en el capítulo I de esta tesis,
una visión sistémica de los planes permite ver a éstos, según Reif (81),
Mcloughlin (82) y Chadwick (83) como un proceso dinámico (en contraposi-
ción a los métodos estáticos tradicionales) en el que cualquier variación
introducida en el sistema se analiza y se evalúa con ayuda de modelos.
En otras palabras, la perspectiva de sistemas permite el planea-a iento
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como un proceso cíclico continuo, paralelo al mundo real, que nos permite
conocer la evolución y cambios posibles, detectarlos antes de que se pro-
duzcan y, en consecuencia, evaluarlos; es decir, se concibe la planifica-
ción o planeamiento como un proceso o actividad que prevé el futuro hacia
el que está orientado, en función de unas metas y objetivos.
Desde este punto de vista, será muy importante la característica "holis-
•tica" de un sistema; esto es, dado un objetivo de la planificación, los
subsistemas relevantes para el logro de tal objetivo deben ser representa-
dos en una perspectiva integral o global que tenga en cuenta el contexto
en que se realiza.
Este requerimiento está estrechamente asociado al reconocimiento de la
importancia de los bucles de realimentación que determinan el comporta-
miento dentro y entre los subsistemas. Forrester afirma que la definición
de un sistema de "feedback11 no es "intrínseco a un conjunto particular
de partes, sino dependiente del punto de vista de los observadores que
definen el propósito del sistema" (84).
Implícitas al concepto de planificación como proceso cíclico continuo,
están las características de ser una actividad dinámica, con múltiples
feedbacks y adaptativa.
Actividad dinámica, en el sentido de que el proceso de planificación no
sólo debe tener en consideración el estado final del sistema, sino la
secuencia de estados sucesivos para llegar a aquél. No se trata ya, como
sucedía en el enfoque tradicional, de buscar una solución de equilibrio
estático, sino de representar el comportamiento dinámico y cambiante del
sistema, a través del tiempo.
Dado que el proceso por el que los sistemas se adaptan (mecanismos de
feedback) es dinámico, no resulta extraño que los enfoques estáticos de
la planificación no incorporen esos, mecanismos. Además, los "feedback"
plantean problemas a los modelos estadísticos lineales.
En primer lugar, un supuesto básico de tales modelos es que las variables
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dependientes e independientes no son interdependientes entre sí; es decir,
que no hay feedback entre ellas. Pongamos por caso, por ejemplo, un modelo
de regresión lineal simple para explicar la variación en las migraciones
entre regiones en términos de sus tasas de desempleo relativo debe suponer
que las migraciones no influyen sobre el desempleo, lo que, obviamente,
restringe excesivamente el análisis.
En segundo lugar, las variables dependientes e independientes deben supo-
nerse independientes de los factores causales subyacentes que afectan
a ambas; es decir, el problema de la muíticolinealidad, que es particular-r
mente importante en los modelos urbanos y regionales.
En tercer lugar, los modelos lineales requieren que las variables depen-
dientes sean independientes de sus propios valores previos; o lo que es
lo mismo, por ejemplo, que el nivel de población de este año no esté afec-
tado por el nivel de población del año anterior..Este es el conocido pro-
blema de la autocorrelación, que es uno de los rasgos básicos de la diná-
mica de sistemas que genera constantemente comportamientos autocorrelacio-
nados (85).
Finalmente, los modelos econométrfcos, que calculan los cambios sobre
la base de modelos de regresión calibrados con datos" históricos, suponen
que los valores de los parámetros permanecerán constantes en el futuro.
Esto es lo mismo que decir que las leyes que han gobernado el proceso
de cambio en el pasado se mantendrán exactamente en el presente, lo que,
evidentemente, resulta insatisfactorio a efectos de planificación.
Por otra parte, los mecanismos de autorregulación de los modelos de diná-
mica de sistemas permiten que su comportamiento sea adaptable a la finali-
dad de mantenimiento del equilibrio dinámico..
En otras palabras, los modelos de sistemas permiten que la planificación
sea un proceso abierto, que genera formas diversas de autorregulación
y autoadaptación, a través del continuo intercambio de energía o informa-
ción con el entorno al que transforma. Por consiguiente, la planificación
abierta alcanza la estabilidad dinámica por medio del logro de los objeti-
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vos definidos; sensu contrario, la planificación tradicional o "cerrada"
alcanza una estabilidad dinámica sólo parcialmente, pues los objetivos
son concebidos fuera del modelo.
Por último, si la planificación, como se ha dicho más arriba, es un proce-
so cíclico continuo, constituido por diferentes etapas (análisis y apre-
ciación del problema, formulación de metas, formulación del problema,
cursos posibles de acción, evaluación, selección, puesta en práctica y
control) (86), entre las que existen múltiples interacciones entre ellas
tanto hacia adelante como hacia atrás; si dicho proceso está dotado, ade-
más, de las características de equifinalídad, centralización y comporta-
miento probabilístico (ya definidas), entonces parece razonable afirmar
que el enfoque de sistemas se adapta en buenas condiciones a las necesida-
des del problema.
4. CONCLUSIÓN: VALORACIÓN DE LA METODOLOGÍA DE DINÁMICA DE SISTEMAS
El objeto de este último epígrafe consiste en hacer una evaluación del
alcance real del método que se ha expuesto en las páginas anteriores.
Asimismo se trata de señalar, al menos someramente, excesos o usos abusi-
vos de la metodología
 ten los que se ha incurrido y de los que conviene
alejarse. En definitiva, nos interesa valorar la capacidad de esta metodo-
logía y sus limitaciones inherentes.
A modo de síntesis, podemos afirmar que la metodología conocida como Diná-
mica de Sistemas es una importante técnica de construcción y simulación
de modelos matemáticos dinámicos de los sistemas sociales, especialmente
válidos para el análisis prospectivo, que utiliza como herramienta normal
de trabajo los computadores y que enfatiza no solo las relaciones causales
entre las variables, sino las interrelaciones o bucles de realimentación
existentes entre ellas. Su evolución corre paralela a la de técnicas como
la econometría, la estadística y otras. Su génesis histórica se inscribe
en le contexto definido por la aparición de disciplinas como la informáti-
ca, la cibernética y la teoría general de los sistemas.
* - : • *
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Para algunos autores (87) la teoría general de los sistemas, en la que
la dinámica de sistemas se encuentra inmersa, puede ser considerada, en
el sentido de Kuhn, como un nuevo paradigma de las ciencias sociales.
Para otros (88) (89), tal proposición es excesiva y criticable. En nuestra
modesta opinión digamos -y a los efectos de lo que aquí se trata (90)-
que es, cuando menos, una metodología o instrumento heurístico con ' un
relativo potencial para el diseño y simulación de modelos económicos.
De la propia metodología y de las múltiples aplicaciones realizadas (91),
podemos derivar algunas limitaciones -que, aunque evidentes, no podemos
obviar- comunes, por lo demás, a otras técnicas de construcción de mode-
los:
- La selección óe los subsistemas integrantes de un sistema -es decir,
de sus variables e interrelaciones fundamentales- es patrimonio de la
intuición, imaginación y subjetividad de los constructores del modelo.
Esta afirmación remite, de inmediato, al • problema de identificación de
la frontera de un sistema y su medio (92).
s
- La definición de las relaciones, procesos de realimentación, tasas
y multiplicadores también es, en muchos casos, subjetiva. Aunque hay
quien opina que "la subjetividad que entraña el proceso de modelación
no es en realidad un factor negativo, ya que es imposible estudiar un
sistema económico de manera absolutamente objetiva sin introducir serias
limitaciones. La investigación de un sistema de las características men-
cionadas trae consigo indefectiblemente la inclusión de hipótesis y acti-
tudes acerca de sus componentes; el no hacerlo llevaría a la obtención
de un modelo que quizás fuese más objetivo, pero que se parecería muy
poco al sistema real" (93).
- El método de cálculo contiene "per se" una serie de fuentes de error
que no se pueden dejar de tener en cuenta (94).
De estas limitaciones no cabe deducir tanto una quiebra de la metodología,
que posee una innegable utilidad, cuanto sensatez en su utilización, que
evite:
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- Aparentar conocimiento preciso de cantidades y relaciones que en
realidad son desconocidas y que, por otra parte, no es objeto de esta
metodología, que está más interesada en el cálculo de los parámetros con
un cierto grado de aproximación -(que permita al modelo el cumplimiento
de sus fines) que de determinar de modo preciso el valor de aquéllos.
Recordemos que los modelos de sistemas tratan, sobre todo, del conocimien-
to, valga la redundancia, del sistema y de su simulación. Conviene insis-
tir, además -con objeto de disipar equívocos- en que la Dinámica de Siste-
mas, se distingue de otros métodos clásicos, en el sentido de que estos
últimos se caracterizan por el cálculo exacto de los parámetros. Lo que
tampoco implica costes elevados, "dado que los sistemas económicos suelen
ser bastante poco sensibles a los cambios en los valores de los paráme-
tros , no es necesario dedicar mucho tiempo a un cálculo exacto de los
mismos" (95).
- Sin embargo, de lo que se acabe de decir no debe concluirse que
haya que eludir la consideración de factores de difícil cuantificacion,
como son los cambios políticos o las mutaciones en las estructuras socia-
les.
- La tendencia a esquematizar excesivamente cuestiones muy complejas,
que simplifica los modelos de manera indebida, dejando fuera de los lími-
tes del sistema variables fundamentales para la explicación del comporta-
miento del mismo.
- El tratamiento de ciertos rasgos del modelo como si fuesen rígidos
e inmutables (96).
- Fingir un contenido neutral de los modelos, en función de una siem-
pre indefinida asepsia. Los modelos, sean de dinámica de sistemas o de
otro tipo, no son neutrales. Como tampoco lo es la prospectiva. Por el
contrario, están fuertemente ideologizados. Por tanto, aunque la dialécti-
ca política y social no se deje encerrar fácilmente en ecuaciones, no
por ello deja de hacer sentir su peso, en un sentido o en otro, tanto
sobre los constructores del modelo como en su misma utilización. Por lo
demás, un computador sólo da lo que se le mete. Si se le inyecta ideólo-
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gía, indefectiblemente el ordenador dará ideología. Convendrá, pues, que
se reconozcan las cosas como son y no pretender crear ilusas pretensiones
que sitúen los modelos por encima del bien y del mal, por muy sofisticados
y formalizados que éstos sean.
- Por último, aunque los modelos de dinámica de sistemas se construyan
con un conjunto complejo de ecuaciones matemáticas y símbolos, no hay
por qué creer en la pedantería de hacerlos inaccesibles para los profanos
o los no especialistas, en la medida en que la propia técnica dispone
de una serie de recursos -claridad expositiva, gráficos, etc.- que carac-
terizan su transparencia.
A pesar de las limitaciones ya señaladas, de entre las ventajas indudables
u objetivos que se pueden obtener con los modelos de sistemas pueden su-
brayarse como más importantes los siguientes (97):
- Previsión de modos de comportamiento, que son previsiones globales
y cualitativas del comportamiento futuro del sistema.
- Descripción y análisis de los fenómenos del mundo real,
- Aumento del conocimiento poseído acerca del sistema
- El proceso de construcción de un modelo puede conducir a:
- El descubrimiento de conceptos útiles para la comprensión del mundo
real.
- La comprensión de cómo algunos elementos y relaciones dan lugar
a una estructura representativa del mundo real.
- El conocimiento sobre las tendencias de comportamiento de la estruc-
tura del modelo, incluyendo su respuesta al cambio.
- Una estructura útil y simplificada, que permita un análisis intuiti-
vo del mundo real y que facilite el diálogo entre los diferentes expertos
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y no especialistas, lo que conlleva un evidente enriquecimiento sobre
el conocimiento del sistema y la corrección, previa discusión, de posibles
errores.
Finalmente, digamos que, desde el punto de vista de la planificación y.
en especial, de la planificación urbana y regional, en la que el horizonte
temporal del largo plazo es una componente esencial, los modelos de diná-
mica de sistemas, particularmente dotados para la simulación en períodos
de tiempo dilatados, ofrecen un útil instrumental para la prospectiva
y la concepción de futuros alternativos.
Mas no resulta gratuito añadir que, en ningún caso, es justificable que
la necesaria elaboración teórica y técnica se transforme en un sucedáneo
de los insustituibles procedimientos democráticos de decisión.
Como dice Richta (98) "el medio más apropiado es hacer de la elaboración
de las perspectivas un asunto duradero, permanente, de toda la sociedad,
de todos los trabajadores, con un amplio concurso de sabios, técnicos
y especialistas orientada hacia la creación, juiciosa del porvenir de las
novedades sociales y técnicas, del estilo de vida socialista".
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CAPITULO IV.-MODELOS DE DINÁMICA DE SISTEMAS EN LA PLANIFICACIÓN URBANA
Y REGIONAL
En este capítulo, trataremos de describir y evaluar algunos modelos de
sistemas urbanos y regionales, que han sido desarrollados siguiendo la
metodología de Dinámica de Sistemas. El propósito es doble: sentar las
bases de nuestro propio modelo e ilustrar los puntos relevantes de la
discusión del capítulo anterior sobre Dinámica de Sistemas.
Distinguiremos los modelos urbanos de^ los regionales. Consideraremos,
en un orden lógico, primero, los objetivos, la estructura causal, el nivel
de agregación y el uso de cada modelo. A continuación, abordaremos su
utilidad y validez.
1. MODELOS DE SISTEMAS URBANOS
1.1. MODELO DE DINÁMICA URBANA DE FORRESTER
El modelo "Urban Dynamics" de Forrester fue desarrollado como "una contri-
bución al entendimiento del proceso de crecimiento y envejecimiento (es-
tancamiento) de una ciudad" (1), más "como un método de análisis, que
para llegar a conclusiones de política" (2). Forrester, su autor, insiste
en que la deducción de recomendaciones políticas a partir del modelo "es
injustificada a menos que (éste) sea primero evaluado a requerimientos
de una situación particular" (3) (4) (5).
El modelo define una ciudad como una superficie de extensión fija y limi-
tada, con una estructura espacial interna, situada en un entorno ilimitado
capaz de ofrecer población o absorverla, dependiendo de la atracción rela-
tiva del área urbana. De manera que, si el área urbana es más atractiva
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que aquella de la que procede la población, se producirá un flujo migrato-
rio hacia ella.. Si es menos atractiva, lógicamente sucederá lo contrario.
Forrester utiliza nueve niveles o variables de estado para analizar el
sistema urbano (6). Esos niveles consisten en tres tipos diferentes de
población, vivienda e industria que constantemente interaccionan entre
sí y representan los elementos básicos de un área urbana (Figura 1).
La población está desagregada del modo siguiente: profesionales liberales
y cuadros MP ("managerial-professional"), obreros cualificados L ("labor")
y obreros no cualificados U ("underemployed11). Estos últimos están inte-
grados por los no cualificados en sentido estricto, los obreros estaciona-
les y los de actividades marginales. *"'
Cada una de estas clases de población tiene su tasa de crecimiento y su
tasa de movilidad. La movilidad se supone existente en ambas direcciones
entre L y U, pero únicamente en sentido ascendente entre L y MP.
La vivienda está dividida en tres grupos o niveles que se corresponden
con los tipos requeridos por las tres clases de población. La construcción
de nuevas viviendas, por el sector privado, únicamente ocurre para los
grupos de población L y MP -"worker honsing" (WH) y "premium housing"
(PH) , respectivamente-. El stock de viviendas de L crece también por la
obsolescencia del grupo de viviendas de MP. Las viviendas de U -"underem-
ployement housing" (UH)- crecen solamente por el envejecimiento de las
viviendas L y los programas de construcción del gobierno (las llamadas,
en nuestro país, "casas baratas") y decrece por la demolición.
La industria está clasificada en tres niveles: nuevas empresas NE ("new
enterprise") o empresas dinámicas, empresas maduras KB ("mature business")
o empresas NE envejecidas y empresas en declive DI ("declining industry")
o abocadas a la desaparición. El cambio en el número de empresas de cada
clase se realiza a través de la construcción de nuevas empresas pujantes,
el declive de empresas MB y la demolición de empresas DI.
La estructura del empleo se ve lógicamente afectada por el estado del
NED
PHO
LTM
Figura i : Diagrama de Forrester de flujos y niveles.
FUENTE: Forrcster.(7)
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mercado de trabajo. Si existe- déficit de L, parte de los trabajadores
L engrosarán U. Por el contrario, si hay exceso de L, parte de sus puestos
de trabajo serán ocupados por U.
Aunque el estado del sistema urbano está representado únicamente por nueve
niveles, el modelo muestra una estructura compleja de interacción o bucles
entre niveles. Por ejemplo, a modo de ilustración, la figura 2 recoge
el diagrama de flujos de algunos de los factores que afectan a la movili-
dad y a la tasa de nacimientos del nivel L (8).
Por otra parte, la simulación del modelo se realiza para un período de
250 años, a partir del momento en que se comienza la ocupación del área
inicialmente vacía. Se distinguen varios períodos en la evolución del
modelo: uno primero, de crecimiento, en la que predominan los bucles de
realimentación positivos sobre los negativos y que se caracteriza por
la expansión económica, la mayor atracción del área urbana con relación
al entorno y, por tanto, en la creación de industrias y viviendas,. Esta
fase cubre alrededor de 100 años. Un segundo período, en el que los bucles
negativos comienzan a tener una fuerza relativa mayor que los positivos
y se produce una situación de envejecimiento de la estructura urbana,
con lo que se entra en una fase de recesión. Y, una tercera fase, a partir
del año 200, de equilibrio, en el que se anulan los flujos entrantes
y salientes, no hay movimientos migratorios y las viviendas nuevas sus-
tituyen a las demolidas.
•
Por último, cabe señalar que, entre otros posibles usos, el modelo pue-
de ser útil para valorar los efectos sobre el conjunto de una ciudad de
un plan de construcción de nuevas industrias o de nuevas viviendas, o
bien de demolición de viejas viviendas.
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Figura z: Dinámica urbana. Movilidad de L y tasa de nacimientos.
FUENTE. Forrester
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1.2. MODELO DE DESARROLLO URBANO Y LOCALIZACION
Este modelo fue desarrollado, como parte de un proyecto de investigación
más amplio, en el Laboratorio de Dinámica Urbana del Massachusetts Insti-
tute of Tecnology (M.I.T.) en el año 1969. Hester (9) construyó el modelo
a fin de remediar lo que consideraba defectos del modelo de dinámica urba-
na de Forrester (10). A juicio de este autor, tales defectos consistían
en:
- La no consideración de las dimensiones espaciales del desarrollo
urbano.
- • * *
- La no incorporación de variables, tales como el cambio tecnológico.
El objetivo específico del modelo fue simular la interacción entre la
mejora de la tecnología del transporte y la distribución de un tipo* deter-
minado de población y empleo en dos áreas de una ciudad. Tal objetivo
se alcanza, 'construyendo un modelo de crecimiento para la población y
el emplso total en un área urbana, y desarrollando un mecanismo de distri-
bución de ese crecimiento en dos áreas: centro y barrios.
Dicho modelo se concentra en dos fuerzas activas del desarrollo urbano:
- Fuerzas generadoras de la concentración de la población y el empleo,
que satisfagan la necesidad de una estrecha comunicación e interacción
entre actividades.
- Fuerzas, tendentes a esparcir la población y el empleo, que actúen
contra las fuerzas de concentraciónr cuando se exceda una cierta densidad.
El nivel de la tecnología del transporte determina la extensión del área
urbana, en la medida en- que la interacción se haga posible.
Las relaciones causales del modelo se muestran en la figura 3. El estado
del sistema se especifica por cuatro niveles: empleo en el centro, empleo
en los barrios, población en el centro y población en los barrios.
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Figura: 3 : Modelo de Hester. Diagrama causal.
FUENTE: H«?rter. ( l l )
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Los cambios en los niveles están determinados por el cambio en la pobla-
ción y en el
 m empleo, que se distribuyen entre los barrios y el centro.
Como se puede apreciar, de inmediato, el nivel de agregación es muy tosco.
Y, aunque la población y el empleo están desagregados en dos clases (p.e.,
población de renta moderada y población de renta baja; empleos industria-
les y empleos en servicios), las ecuaciones del modelo describen únicamen-
te una clase de población e industria.
El modelo contiene solo cinco subrutinas: el crecimiento de la población
y el empleo; la localización de la población y el empleo, junto con los
cambios en la distribución de las actividades; la atracción de las zonas
desde el punto1 de vista de la accesibilidad y la disponibilidad del suelo.
La primera subrutina calcula el crecimiento del nivel de población y em-
pleo, usando una tasa constante de crecimiento para la población y un
ratio para estimar el nivel de empleos requeridos para aquélla.
Las subrutinas de localización calculan el nivel de movilidad derivada
de la recesión de las actividades existentes en el centro y los barrios,
y añaden éstas al incremento de empleo y población para crear dos "pools"
de actividades a localizar.
La' distribución de actividades entre las dos áreas se efectúa por medio
de los "multiplicadores de distribución". A su vez, estos multiplicadores
dependen de las dos subrutinas de atracción, que son el•elemento esencial
del proceso de distribución espacial. Estas subrutinas calculan la atrac-
ción del centro y de los barrios para el empleo y la población en función
de la disponibilidad del suelo, la densidad de población y la accesibili-
dad al empleo.
Los retardos se incluyen en la estimación de la movilidad de la población
y el empleo. Aparte de las tasas constantes de crecimiento de éstos y
la supuesta mejora en la tecnología de transporte, hay otras variables
endógenas del modelo que -por razones de brevedad- no vamos a especificar
aquí.
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1.3. MODELO DINÁMICO DE LOWRY
Este modelo, desarrollado por Sayer (12), intenta combinar las cualidades
del "modelo de metrópolis" de Lowry (13) con el enfoque de dinámica de
sistemas.
El modelo de dinámica urbana de Forrester, aún siendo dinámico, es consi-
derado Ínsatisfactorio.desde el punto de vista espacial. Por el contrario,
el modelo estático de Lowry, si bien está altamente desarrollado espacial-
mente, es extraordinariamente simple desde el punto de vista de la evolu-
ción temporal del sistema espacial.
Sayer, subrayando la necesidad de desagregación espacial de los modelos,
dice "Forrester atribuye gran importancia a la inclusión en los modelos
dinámicos de los retrasos y las distorsiones de información. Sin embargo,
el efecto friccional de la distancia es con frecuencia el equivalente
espacial de un retraso y puede causar distorsiones de información y de
otros flujos entre actividades espacialmente separadas y debe, por tanto,
ser incluido en un modelo dinámico de un sistema urbano" (14),
En consecuencia, Sayer persigue dos objetivos:
- Transformar el modelo básico de Lowry, mediante la dinámica de sis-
temas, en un modelo de Lowry dinámico.
- Desarrollar un modelo "de migraciones, que puede ser combinado con
su modelo de Lowry para analizar la respuesta de la población a cambios
en el empleo.
Dichos objetivos se plantean en dos fases distintas en las que el modelo
está dividido: a) la- adaptación del modelo de Lowry y b) el modelo de
migraciones.
a) Adaptación del modelo de Lowry
La estructura del modelo, ilustrado en la figura 4, es muy similar al
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modelo original de Lowry. El nivel y distribución del empleo básico y
el empleo en servicios se combinan para determinar el nivel y distribución
de la población, que a su vez influye sobre el nivel y distribución del
empleo en servicios. El empleo en servicios y de población están de ese
modo relacionados en un bucle de realimentación, mientras que el empleo
básico, por zonas, es un input exógeno.
Los tres niveles están relacionados 'por multiplicadores constantes: los
ratios de empleo a población y de población a empleo en servicios.
La distribución de actividades se efectúa por dos modelos de gravedad.
Uno, para la localización de la población a la luz de la localización
del empleo y la atracción de zonas para Residentes. Otro, para la locali-
zación del empleo en servicios en relación a la localización de la pobla-
ción y la atracción de zonas para los servicios.
En su modelo, Sayer considera los cambios, a lo largo del tiempo, de los
factores de atracción residencial y de servicios. También incluye los
retrasos en la respuesta de los niveles de población zonal y la reacción
del empleo en servicios zonal a los requerimientos creados por los cambios
de la población zonal.
b) El modelo de migraciones
Esta parte del modelo fue añadida para analizar los cambios de la pobla-
ción y migraciones, en respuesta a los cambios en el empleo. Incluye las
migraciones entre las zonas y aquellas que provienen de una zona extra,
que representa el mundo exterior.
Se supone que el diez por ciento de la población de cada zona emigra cada
año, y se utiliza un modelo de gravedad para distribuir esos emigrantes
entre las zonas, sobre la base de que la proporción de población "requeri-
da" de cada zona es el resultado de los cambios del empleo en la región.
Las emigraciones a zonas externas requieren ajustes arbitrarios para que
el modelo produzca resultados "razonables".
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El volumen resultante de la emigración exterior es utilizado para deducir,
por medio de un multiplicador, una cifra del total de la emigración inte-
rior de la región. El multiplicador es simplemente el ratio de la pobla-
ción "requerida". Cuando la población "requerida" es menor que la existen-
te, esta relación directa tiene que ser modificada para evitar que una
alta emigración exterior conduzca a una alta emigración interior compensa-
toria.
El cambio natural de .la población es determinado por la aplicación de
una tasa de crecimiento neto constante a la población zonal existente.
1.4. MODELO DE DINÁMICA URBANA DE KADANOFF
Kadanoff (16), al analizar el modelo de Forrester, afirma que acepta el
modelo, porque resulta apropiado para un posterior desarrollo, pero recha-
za las conclusiones.
Kadanoff señala que la definición de ciudad de Forrester, como un área
limitada y fija, es una pobre representación de nuestras típicas ciudades
centrales y áreas metropolitanas.
Por otra parte, el modelo de Kadanoff (17) consiste en una extensión del
modelo de Forrester a varias áreas metropolitanas coordinadas y un sector
rural. Dichas áreas se coordinan y se relacionan entre sí, mediante movi-
mientos migratorios de población.
Cada área metropolitana está dividida en zonas urbanas y suburbanas. Las
primera pueden también ser divididas en distritos, siendo éstos suscepti-
bles de ser tratados independientemente. Excepto los movimientos migrato-
rios, las áreas urbanas- pueden describirse por medio del modelo de Forres-
ter. Las migraciones existentes entre áreas son de un área urbana a otra,
de un área urbana a un suburbio o barrio y de un área urbana al sector
rural.
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En este modelo, se utiliza también el concepto de atracción de Forrester.
Se parte del'supuesto de que las áreas rurales tienen una atracción fija
y una proporción fija de la población rural. Lo mismo sucede para las
áreas suburbanas, respecto a las metropolitanas.
La migración entre áreas, de una población obrera T, desde un área A a
otra 5, puede expresarse así:
Migración T de 'A a B -
[ÍMA-TA)/ATTA1[MB x ATTB
Total (M-iT) en el área metropolitana
en donde C es una constante dependiente del movimiento migratorio, M es
la población sin cualificar y ATT es la atracción del área correspondien-
te.
La estructura de bloques del modelo se representa en la figura 5.
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FIGURA 5: ESTRUCTURA DE BLOQUES DEL MODELO DE KADANOFF
FUENTE : KADANOFF (18)
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1.5. MODELO DE DINÁMICA URBANA DE DECAZEVILLE
Todo modelo, con objeto de analizar un determinado fenómeno, depende de
las hipótesis y condiciones de las que parte. Así, el modelo de Decazevi-
lle (19) (20) es una adaptación del "urban dynamics" de Forrester a las
condiciones de una ciudad francesa del mismo nombre.
Las condiciones de .dicha ciudad son:
- No existe un límite fijo y limitado para la ocupación de la superfi-
cie disponible, como en el caso del modelo de Forrester.
- Su desarrollo se basa en unos recursos naturales favorables, como
la explotación del carbón.
- El sector empleo es un factor de gran influencia. Por el contrario,
en el modelo de Forrester, en términos relativos, el sector de viviendas
tenía gran importancia, debido a la competencia en la ocupación de suelo
limitado y, por consiguiente, escaso, entre la construcción de viviendas
y de industrias.
Por otra parte, el objetivo del modelo es describir el proceso de creci-
miento de la ciudad, dada una situación de crisis provocada por el cierre
de sus minas de carbón. Este modelo es análogo al de Forrester, en la
medida en que ambos estudian ciudades que han tenido un desarrollo econó-
mico importante y que actualmente se encuentran en una fase de estanca-
miento. La diferencia estriba en que en el de Forrester el techo de la
expansión urbana es debido a que el área urbana es fija y limitada; mien-
tras que, en el de Decazeville, el estancamiento económico es producto
del agotamiento de su recurso natural básico. En los dos modelos, se trata
de analizar estrategias alternativas para superar la fase de estancamiento
y reconvertir el proceso económico urbano situándole de nuevo en una senda
de expansión y crecimiento.
En síntesis, estas hipótesis o condiciones y el objetivo del modelo de-
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terminan el contenido del mismo, así como el mayor o menor número de ni-
veles de cada uno de los sectores.
El modelo, como el de Forrester, considera tres sectores: a) el sector
económico, b) el sector demográfico y c) el sector de viviendas.
a) Sector económico
Está dividido en tres variables de nivel: 1) industrias de base (IB),
que explotan los recursos naturales del área y exportan su producción
fuera de la ciudad; 2) actividades inducidas (AI), cuyo objeto es reelabo-
rar los productos de las industrias de base; y 3) servicios (SE), que
incluyen las actividades tradicionales de servicios, tales como servi-
cios financieros, educativos, sanitarios, etc. Se determinan por el vo-
lumen y la estructura de la población.
b) Sector demográfico
Se diferencian dos tipos de población: a) aquella que dispone de un empleo
regular (T); y b) aquella que dispone solamente de un empleo ines able
e irregular (M): es un empleo no cualificado. No se incluye el nivel MP
de profesiones liberales y cuadros del modelo de Forrester, por no corres-
ponder a la realidad de la ciudad estudiada.
*
c) Sector de viviendas
Está constituido por un único nivel de viviendas (V*). El nivel se lle-
na por la construcción de viviendas (CV) y se vacía por la demolición
de viviendas (DV).
Por tanto, el modelo viene expresado por los seis niveles que se indi-
can en la figura 6.
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FIGURA 6: NIVELES DEL MODELO DECAZEVILLE
FUENTE : LEYRAT (21)
•
El modelo opera internamente del siguiente modo:
- El nivel de industrias básicas (IB), como todo nivel, está sometido
a un flujo de crecimiento (CIB) y de decrecimiento (DIB). Estos flujos
se calculan por medio de un multiplicador cíe industrias básicas (MIB)
y de las tasas normales de crecimiento (CNIB) y de decrecimiento (DNIB).
El objeto del multiplicador (MIB) es graduar las tasas normales de creci-
miento y decrecimiento.
- El factor de empleo (FE), que es la proporción de empleo respecto
al total de población activa, se mide a partir de los niveles de indus-
trias básicas, actividades inducidas, servicios y trabajadores, tanto
de empleo regular como irregular. Así, FE vendrá dado por la expresión:
- 196 -
FE = IB * A I + S E
T + H
Obviamente, FE actúa sobre los multiplicadores de industrias básicas y •
el correspondiente a los trabajadores de empleo regular (MT), pero de !
i
manera inversa; esto es, si el factor de empleo es bajo será atractivo J
para las empresas y al contrario para los trabajadores, que dispondrán •
de pocas, posibilidades de empleo.
- Los multiplicadores del modelo vienen determinados por cuatro varia-
bles auxiliares:
- El factor de empleo, ya definido como el cociente existente entre
el empleo y la población activa.
- La tasa de actividad inducida o relación entre la actividad induci-
da y la actividad total.
- La tasa de servicios, que es la parte de la población activa en
servicios.
- La tasa de viviendas o cociente entre las viviendas disponibles
y la población activa.
- Los flujos vendrán determinados por los multiplicadores y por las
variables auxiliares. Las variables axiliares se calculan a partir de
las variables de nivel.
i;j-
El diagrama que expresa lo dicho anteriormente es el que muestra la fi- j
gura 7. I
i
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FIGURA 7: DIAGRAMA DE DETERMINACIÓN DE FLUJOS EN EL MODELO DE DECAZEVILLE
FUENTE : LEYRAT (22)
1.6. MODELO URBANO DE IMPACTO DEMOGRÁFICO
El objeto fundamental de este modelo es analizar los cambios demográficos
que se producen en un área urbana, debido a la implantación de una nueva
factoría. Se trata» por consiguiente, de estudiar el particular impacto
que sobre la estructura de la población produce dicha factoría, así como
los requerimientos de infraestructura derivados. Interesa conocer, además,
cual puede ser el efecto de distintas políticas alternativas en la fase
de implantación en orden a programar aquélla que origine el impacto más
racional o deseado.
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La construcción del modelo (23), aplicado al problema de la implantación
de la IV Planta Siderúrgica Integral en el municipio de Sagunto, procede
de manera iterativa, de menor a mayor complejidad o perfeccionamiento,
hasta que suministre un ajuste correcto a la realidad. Las sucesivas ree-
laboraciones del modelo, a partir del inicial de contenido muy simple,
completan y/o modifican el funcionamiento de los anteriores hasta que
se alcanza uno, suficientemente desagregado y preciso, que permite conocer
la evolución de la población con el fin de planificar la infraestructura
necesaria para la misma.
El modelo final viene, pues, precedido de otros cuatro modelos o submode-
lós.
1. Modelo de dos niveles (Mp)
Con este modelo se obtiene una visión sencilla que representa el sistema
-las interacciones o bucles entre la población y el empleo (niveles)-,
aunque de modo excesivamente simplificado.
Los bucles elementales que se producen son (24):
- Bucle población-nacimientos.
- Bucle población-defunciones.
- Bucle población-empleo-migración.
- Bucle población-población activa-emigración.
Dado el carácter simplificado del modelo, uno de sus defectos es el trata-
miento de la tensión de empleo cuando la fuerza laboral (oferta de empleo)
es superior a la demanda de empleo. El modelo concibe la emigración que
se produce, derivada de la tensión de empleo, de manera automática. Tal
punto de vista no se ajusta excesivamente a la realidad, en la medida
en que desde que el momento en que un trabajador cae en paro hasta que
realmente emigra transcurre un determinado período de tiempo.
Por consiguiente, el modelo inicial es reformulado y se incluye una nueva
variable exógena que es la tasa de absorción de desempleo y que expresa
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el porcentaje de trabajadores en paro que, como máximo, el sistema es
capaz de absorver.
2. Modelo de cinco niveles (Mi)
Para la elaboración del modelo M^ se parte del modelo MQ, pero tratando
de superar sus deficiencias más manifiestas. En concreto, se trata de
redefinir la tasa de absorción de paro como variable endógena y analizar
específicamente el sector de infraestructuras.
Precisamente la consideración de este último sector es lo que permite
establecer la tasa de absorción de paro como variable endógena. Se supone
que el proceso emigratorio puede ser ralentizado ' por la existencia de
una infraestructura adecuada. Puede definirse, entonces, un coeficiente
de amortiguamiento o de absorción del desempleo que determine la población
máxima desempleada admisible. Si se supera dicho umbral, se producirá
el flujo emigratorio.
3. Modelo de ocho niveles (M?)
De manera análoga al caso anterior, se plantea el problema de perfeccionar
el modelo. Se efectúan dos interesantes modificaciones. La primera, rela-
tiva al tratamiento por separado de dos componentes de la infraestructura,
como son la construcción de viviendas y la construcción de servicios.
La segunda, la distinción del empleo, entre empleo fijo y empleo eventual,
porque parece lógico suponer que tienen un comportamiento diferente en
relación a su estructura familiar, disponibilidad a emigrar, etc.
En lo que concierne a la primera modificación, se introduce el nivel de
demanda neta de construcción. La situación óptima se daría cuando las
necesidades expresadas en dicha demanda neta fuesen satisfechas anual-
mente, pero esto difícilmente se produce. Es lógico pensar, entonces,
.en la existencia de retrasos.
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Conocida la demanda neta de construcción y los retrasos, se pueden deter-
minar las viviendas y el equipamiento que se encuentran anualmente en
construcción, así como los empleos eventuales que se generan por este
concepto.
El nivel de viviendas y equipamiento existente, en un momento determinado,
se alimenta a través de los flujos de viviendas y equipamiento en cons-
trucción, anual. Para calcular tal nivel, se necesita saber el tiempo medio
en construcción.
El nivel de viviendas enlaza con el sector de empleo fijo y sirve para
determinar, a través del valor del grado de utilización de la infraes-
tructura existente, la tasa de absorción del desempleo. Las disminucio-
nes anuales de equipamiento se calculan asignándoles una vida media,
lo que permite, por lo demás, determinar las necesidades de renovación
por obsolescencia.
Con referencia a la segunda modificación, • la estructura de los submo-
delos de empleos fijos y eventuales es la misma que en el modelo ante-
rior. Lo único que se hace es duplicar estas estructuras asignando dis-
tintos valores numéricos a los parámetros.
Los diagramas causal y <Je Forrester del modelo Mo se^muestran en las
figuras 8 y 9. En estos diagramas no existe relación aparente población-
empleo y los canales de emigración son distintos en ambos casos. Pero
una observación más atenta indica que sí hay relación entre los secto-
res y que trabajadores que disponen de un trabajo eventual con frecuen-
cia permanecen en el municipio. •
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FIGURA B: DIAGRAMA CAUSAL DEL MODELO
FIGURA 9 : 01AGRAHA Dt FORRESTER DEL HODELO H?
FUENTE : ARACU (26)
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FIGURA 10: DIAGRAMA CAUSAL DE DESAGREGACIÓN POR EDADES Y SEXOS
FUENTE : ARACIL (27)
4. Modelo desagregado M3 »
El modelo anterior (M2) se puede considerar ya como aceptable, pero inte-
resa desagregar aún más la variable población, por estratos o cohortes
de edad y sexo, para observar sus diferentes pautas de comportamiento
y, además, porque las tasas de nacimientos, mortalidad y migraciones di-
fieren también para cada estrato. Se distinguen cuatro grupos de edad
para cada sexo. Cada grupo intermedio se llena por el paso de edad del
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grupo inferior y por la inmigración de personas de ese grupo de edad;
se vacía por el paso de edad a un grupo superior, por las defunciones
y las emigraciones de personas de esa misma edad.
El diagrama, que expresa la desagregación de la población por edades y
sexo, se muestra en la figura 10, en la que PMF1 y PFH1 representan, res-
pectivamente, la población fija masculina y femenina para el mismo grupo
de edad.
2. MODELOS DE SISTEMAS REGIONALES
2.1. MODELO DE HAMILTON
Este modelo es producto del encargo que diez compañías eléctricas locales
hicieron, en el año 1962, al "Batelle Memorial Institute" para estudiar
el papel y la importancia de los recursos hidrológicos del río Susquehanna
en el desarrollo económico de la región.
El modelo (28) fue ideado con un doble objetivo: ayudar a la formulación
de, planes de desarrollo y simular los efectos de decisiones políticas
alternativas. Una finalidad adicional del estudio fue la consideración
de métodos alternativos de construcción de modelos que podrían ser usados
para el logro de aquellos objetivos y desarrollar el más útil de entre
ellos.
a. Descripción del modelo
La elección de la metodología de dinámica de sistemas se justifica por
su particular adecuación al fenómeno regional, caracterizado por relacio-
nes complejas, variables de carácter dinámico e interacciones en "feed-
back" entre ellas. Además, dice Hamilton (29), "de los métodos cuantitati-
vos disponibles, en general, el enfoque de simulación es el que establece
menos restricciones para la representación del problema".
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Los límites de la cuenca del río fueron definidos en función de los propó-
sitos del modelo, sujetos a la restricción de mantenimiento de una región
económica homogéna. En 1960, el área tenía una población de 5,2 millones
de habitantes. Se delimitaron 8 subregioncs homogéneas o uniformes para
las distintas variables definidas en ellas, cada una con sus mercados
de trabajo y áreas comerciales relativamente independientes. La represen-
tación de las ocho subregiones se realiza por medio de ocho submodelos
de estructura idéntica. Los principales sectores de cada submodelo y las
relaciones entre ellos se muestran en e diagrama causal de la figura 11.
Los sectores demográfico y de empleo, que son los más importantes, están
interrelacionados por bucles de realimentació n. rLos dos están bastante
desagregados. La población se divide én seis grupos de edad, cada uno
afectado por los nacimientos, defunciones y migraciones; sin embargo,
no se distingue la población por sexos. La población en edad de trabajar
proporciona la fuerza de trabajo, el tamaño de la cual está determinado
por la aplicación de las tasas de participación de la fuerza de trabajo;
estas tasas, a su vez, son determinadas por las tasas de desempleo. Las
tasas de-desempleo influyen también sobre la emigración.
^
a
 actividad económica se representa por medio del empleo, como forma
alternativa, ante la dificultad de medir aquélla en términos de renta
o "valor añadido. El empleo se desagrega en doce categorías, cada una de
las cuales está incluida en uno de los dos tipos de industria, definidos
de acuerdo con la teoría de la base económica, de exportación o de servi-
cios.
Las industrias de exportación crecen en función de la demanda de consumo
exterior a la región y de la atracción relativa de las subregiones. Son
clasificadas en cuatro grupos homogéneos: agricultura, minería, producción
y proceso. La atracción relativa depende de la accesibilidad a los merca-
dos y de las tasas salariales locales. Las tasas salariales decrecen con
el incremento del desempleo y crecen en proporción al incremento del em-
pleo de las industrias de exportación.
Las industrias de servicios proveen bienes y servicios para la propia
FUNCIONES POR FUERZA DE TRABAJO
TASA CRECIMIENTO
DE MERCADO
INDUSTRIAS DE EXPORTACIÓN
AGRICULTURA
MINERÍA
MANUFACTURAS DE EXPORTACIÓN
a) Producción
b) Proceso
TASA DE DESEMPLEO
ATRACCIÓN REGfONAL
RELATIVA
TASAS OE
PARTICIPACIÓN
FUERZA DE TRABAJO
POBLACIÓN POR
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SERVICIOS A LA
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Figura n : Diagrama causal del modelo Susquehanna.
FUENTE: Hamiltan. ( 3 0 )
- 206 -
región. Estas. pueden clasificarse en dos tipos: las que ofrecen servi-
cios a las industrias de exportación y las que los ofrecen a la pobla-
ción. El empleo en estas industrias depende do los niveles de población.
El sector hidrológico estudia el papel qué el agua juega en el contex-
to de la economía regional. Se trata- tanto el volumen del agua como su
calidad a través de cada una de las subregiones, teniendo en cuenta la
demanda de consumo ,de los residentes y empresas de cada zona, como los
efectos contaminantes.
El sector de ingresos transfiere pagos a-- los salarios derivados del sec-
tor de empleo.
El sector hidrológico y el sector de ingresos no tienen bucles de reali-
mentación entre ellas.
b. Uso del modelo
El modelo resultó valioso y fue utilizado por sus patrocinadores para
la formulación de diferentes estrategias políticas.
*
1) Proyecciones con un horizonte temporal de 50 anos. Las proyec-
ciones proporcionaron información sobre población, empleo, migraciones,
tasas de desempleo y niveles de renta per capita. El output gráfico del
DYNAMO se muestra en la figura 12, que es un ejemplo de las proyeccio-
nes realizadas para una de las subregiones.
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FIGURA 12: INTERACCIONES DINÁMICAS EN UNA SUBREGION
FUENTE : HAMILTON (31)
2) Análisis del impacto de tres sistemas alternativos de uso del río.
El modelo fue usado para los análisis de sensibilidad de los tres progra-
mas y el output obtenido ayudó a la elección del más apropiado.
3) Definición y estudio del papel del agua en el» desarrollo de la
economía local. El modelo se utilizó para comprobar el estado de los re-
cursos hidrológicos, tanto en su conjunto como en determinados puntos
críticos o con problemas, bajo una amplia variedad de supuestos relativos
al crecimiento económico, a las tasas de consumo de agua y a su calidad.
2.2. MODELO PE KENT
Este modelo ha sido desarrollado para la Comisión de Planificación del
condado de Kent, en Michigan {EE.UU). Aunque la documentación disponible
no explica los objetivos del modelo, éstos pueden ser deducidos de la
siguiente frase "este artículo describe un modelo de desarrollo para la
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previsión económica y de población y que responde a las necesidades de
flexibilidad,-corrección, velocidad y bajo costo" (32).
Descripción del modelo
La región fue definida como un área administrativa, bajo la responsabi-
lidad de la Comisión de Planificación.. Dicha área tenía en 1965 una pobla-
ción de 387.000 habitantes.
El diagrama causal -figura 13- muestra que los principales sectores del
modelo son la población y el empleo. El modelo se concentra en "la in-
teracción continua a través de la que las oportunidades de empleo afec-
tan al tamño y a la composición de la fuerza de trabajo; y la fuerza de
trabajo, a su vez, afecta la creación o eliminación de empleo" (33).
Esta "interacción continua" es explícitamente tratada por tres bucles
de realimentación:
- La disponibilidad de trabajo afecta la creación de empleo.
- La disponibilidad o escasez de empleo influye sobre la emigración
y afecta al tamño de la población y, por consiguiente, a la fuerza de
trabajo.
- La disponibilidad de empleo en ciertas categorías ocupacionales
afecta la composición de la fuerza de trabajo por influencia en los cam-
bios inter-ocupacionales.
La población se desagrega en 15 grupos de edad y la población en edad
de trabajar es dividida en cinco categorías ocupacionales.
El sector de empleo tiene nueve grupos industriales y cada uno de ellos
es dividido en aquellas mismas cinco categorías ocupacionales.
La edad y estructura ocupacional de la población cambia por los nacimien-
tos, defunciones, migraciones', cambios en la ocupación y en las tasas
de participación de la fuerza de trabajo.
RATIO DE
EMPLEO/TRABAJO
EMPLEO
PRIMARIO
EMKEO TOTAL
(ESTRUCTURA
OCUPACIÓN AL)
POBLACIÓN
(ESTRUCTURA
• POR EDADES)
ESTRUCTURA
DE OCUFACICN
DE LA POBLACIÓN
PARTICIPACIÓN DE LA
FUERZA C€ TRABAJO
Figura: 13 : Diagrama causal del modelo de Kent.
FUENTE- Swanson y Watdmanni.(34)
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L a
 rnigración neta se calcula por referencia a las tasas de desempleo para
cada ocupación y los cambios en la ocupación son, a su vez, una función
de la diferencia entre la tasa de desempleo para cada ocupación y la tasa
de desempleo total. Las tasas de nacimientos y de participación de la
fuerza de trabajo son representadas como dependientes de tendencias exó-
genas. Las tasas de defunciones son constantes.
Los nueve tipos de industria son agrupados en tres sectores: sector prima-
rio, manufacturero y doméstico. Los cambios en el sector primario, son
especificados exógenamente, mientras que los cambios en el sector domésti-
co o de servicios son determinados de acuerdo con la demanda de la pobla-
ción de la región y el empleo manufacturero.
Los cambios en el empleo en manufacturas o sector de exportación son de-
terminados por la demanda nacional, modificada por la ventaja diferencial
de la región y su disponibilidad de trabajo. La ventaja diferencial viene
expresada por todos los factores que influyen sobre la localización in-
dustrial.
La demanda nacional y la ventaja diferencial crean un cambio potencial
en el empleo, aunque en el modelo este cambio potencial es modificado
por la disponibilidad de trabajo. Un exceso de trabajo puede animar un
crecimiento en el empleo, mientras que un déficit puede reducir la crea-
ción de empleo, relativo al cambio potencial.
«
Uso del modelo
Parece que su utilidad es limitada. Sin embargo, los autores sugieren
que el modelo puede ser usado con las siguientes finalidades:
*
- Apuntar futuros problemas.
- Describir la situación futura del mercado de trabajo para las empre-
sas que piensan localizarse en el condado de Kent.
- Valorar el impacto de las diferentes tasas de crecimiento de la
demanda de las industrias de exportación.
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- Exponer posibles peligros de estancamiento económico, si la región
no modifica la estructura de sus industrias.
- Describir diferentes estructuras industriales que hacen a la región
más o menos insensible a los ciclos económicos.
Aunque el modelo puede contestar a preguntas tales como ¿cuáles son las
implicaciones de un crecimiento del em'pleo en actividades de exportación?,
no puede ser utilizado para indicar qué política o combinación de políti-
cas pueden inducir tales cambios.
2.3. MODELO DE HELLMAN
Es un modelo bastante similar al desarrollado por Hamilton para la región
del río Susquehanna, pero posee también características propias.
La región que ahora se trata de modelar no es industrial, sino agrícola,
poco desarrollada y con amplias zonas desérticas.
El modelo del río Colorado (35) trata de representar el funcionamiento
del sistema regional, estudiando en particular los aspectos demográficos
y emigratorios, así como los efectos sobre el sector agrícola debidos
a la puesta en marcha de planes' de irrigación.
•
El modelo está constituido por tres sectores y varias subregiones. Los
tres sectores son el demográfico, económico e hidráulico. La interacción
entre los tres produce el comportamiento dinámico del sistema.
El sector demográfico es similar al de Hamilton-, pero con la diferencia
de que en el concepto de atractivo regional se incluyen no solo aspectos
económicos, sino también sociales y culturales. El mayor o menor atractivo
relativo de la zona determina la emigración.
El sector económico es básicamente agrícola. La renta es generada por
el producto bruto y por otros factores, como se muestra en las figuras
14 y 15.
AGRICULTORES
PRODUCTO BR.J7O
POR AGRICULTOR
TIERRA
DESEADA FOR
AGRICULTOR
Figura: ^ Diagrama causal del sector económico.
FUENTE^ H e l l m a n . ( 3 6 )
RED DE TRANSPORTE
CANALES DE DISTRIBUCIÓN
ALMACENAMIENTO
TRANSFORMACIÓN
ACCESO A DEMANDA
COMPETENCIA
AGUA TRABAJO TIERRA CAPITAL
Figura: is: Diagrama causal de la generación de renta.
»• ( 3 7 )
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J'.n ( rector hidráulico se estudia tanto la disponibilidad de agua como
los efecLor: de evaporación provocados por la concentración de aquélla.
Se realiza un'análisis de diferentes alternativas.
2.4. MODELO PE NORTHERN
El primer objetivo de este modelo (3'8) (39) es el de que sea operativo
-"" 'V *'' - - l'"- l a planificación de la región de Northern. Su estructura,
••-' '-i1""1 •; • * ^".-^ mantenida a un nivel bastante general, está pensada para
la problemática particular de Northern.
La región de Northern es lo que, en Inglaterra, se llama una "standard
planviing región". La región está comprendida por un área fuerte-
•>úrializada y de denso desarrollo urbano y el resto es rural.
•JÜ 4.'-)i|laci6n en el año 1973 era de 3,3 millones de habitantes y representa
el 6,1% de la población del Reino Unido. Los síntomas de sus problemas
se manifiestan especialmente en las relativamente altas tasas de desem-
pleo, bajas tasas de actividad y de renta.
Estructura del modelo
El elemento fundamental- del modelo es la interacción entre oferta y de-
manda de trabajo. Los seis sectores por los que está constituido son:
población, oferta de trabajo, demanda de trabajo (primario, manufactu-
rero, servicios básicos y servicios regionales), desempleo, empleo y am-
biente externo. El ambiente externo es el resto del mundo, que absorve
y genera flujos de población y empresas a la región.
El mayor énfasis del estudio se hace del lado de la demanda de traba-
jo, lo que refleja el deseo de descriminar entre políticas regionales
alternativas. Dicha demanda de trabajo se desagrega en:
Componentes de la demanda de trabajo
Básico No-basico:
r r 1 Serv. Regionales
Primario Manufacturero Servicios
Existente Nuevas empresas Existente Nuevas empresas
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La distinción servicios básicos/no básicos refleja los supuestos de la
teoría de la base económica, que restringe las actividades no básicas
a los mercados locales, mientras que las actividades básicas se desarro-
llan a través de los mercados externos a- la región y son, en definitiva,
las que generan el crecimiento regional. Además, se incorpora a la espe-
cificación del modelo la hipótesis de Kaldor (40) según la cual el creci-
miento de una región depende de su competitividad, que, a su vez, viene
determinada por la productividad y.' ésta última, por su parte, está en
razón inversa de los llamados "salarios de eficacia" -
El empleo no básico es el derivado de los servicios regionales, en los
que se incluyen servicios de transporte, actividades comerciales, escue-
las, etc. La división de las actividades básicas expresa las diferencias
en la productividad del trabajo y en la sensibilidad a diversas políticas
regionales. Los servicios básicos incluyen instituciones nacionales loca-
lizadas en la región, por ejemplo, las universidades y las oficinas del
gobierno.
El concepto de ventaja económica regional es introducido en el modelo
en relación a tres factores de producción: trabajo, capital y transporte.
La ventaja económica de la región viene determinada por la diferencia
entre los costes nacionales y regionales para un factor particular, más
la influencia que el gobierno tiene sobre esos costes a través de la ayuda
financiera o fiscal. Por otra parte, los costos del trabajo están influi-
dos por el nivel de desempleo en la región.
Las políticas regionales influyen sobre el sistema en una serie de puntos.
La dispersión dé la administración del gobierno actúa sobre el sector
de servicios básicos. En el sector de manufacturas, la política de distri-
bución de industrias juega un importante papel en La animación del flujo
de empleo de la región.
La población está desagregada por sexos y cinco grupos de edad. Las tasas
de desempleo y emigración son diferentes para cada grupo.
El diagrama causal del modelo es el de la figura 16.
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Figura 16 Diagrama causal del modelo disimulación Northern.
FUENTE^  Wagle y Telfcrd^ ( 4 1 ) !
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Uso del modelo
El modelo ha resultado relativamente exitoso en la reproducción de las
tendencias generales de la población, oferta de trabajo, empleo total,
desempleo y empleo manufacturero. La divergencia en algunas series tempo-
rales o tendencias -opinan los autores- puede ser debido a que el modelo
no contiene el mecanismo que genera .las fluctuaciones en el empleo asocia-
das a los ciclos económicos. Se piensa, por consiguiente, que un futuro
perfeccionamiento del modelo debe incorporar tales fluctuaciones.
El modelo ha tenido un recorrido temporal, a partir del año 1956, de 50
años.
El análisis de sensibilidad proporcionó los valores de los parámetros
significativos que producen un impacto importante sobre los resultados
del modelo. Esto permite profundizar el estudio en esas partes del modelo,*
si no se consideran suficientemente analizadas. Así, por ejemplo, se con-
sideraron cruciales las tasas de actividad y de crecimiento nacional de
las actividades manufactureras.
Por otra parte, se han analizado los efectos de cinco diferentes políti-
cas sobre un conjunto de variables. Estas políticas se basaron en los
siguientes supuestos:
- Pleno apoyo a la movilidad industrial en la región, pero sin utili-
zar subsidios al capital ni al trabajo de las industrias ya establecidas.
- Bajo nivel de apoyo a la movilidad industrial, pero con subvenciones
al capital.
- Bajo nivel de apoyo a la movilidad industrial, pero con subvenciones
al trabajo.
- Combinación de subvenciones al capital y al trabajo, pero con con-
troles físicos a la movilidad industrial.
- Similar a la anterior, pero con pleno apoyo a la movilidad indus-
trial.
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Por último, en orden a mejorar la utilidad del modelo, se sugieren varias
ampliaciones del mismo, como el análisis de los efectos regionales de
la inversión pública por cada trabajador-empleado. El modelo podría tener
una vía de desarrollo como la indicada en la figura 17.
DEMANDA
DE
TRABAJO
T PRODUCCIÓN
l l
l l
l l
i 1
AHORRO
I
GOBIERNO
COMERCIO
INTERREGIONAL
INVERSIÓN
ESTRUCTURA DEL MODELO EXISTENTE
FIGURA 17: MEJORA DEL MODELO DE LA REGIÓN NORTHERN
FUENTE : WAGLE Y TELFORD (42)
2.5. MODELO DE RHONE-ALPES '
El sistema es una región en la que se desea estudiar los flujos de migra-
ción interurbanos relacionados fundamentalmente con el empleo. El sistema
es abierto en el sentido de que establece intercambios migratorios con
su entorno y es cerrado en la medida en que la dinámica de este entorno
no se interfiere en su dinámica interna.
El objetivo del modelo es el estudio y comprensión de la dinámica migrato-
ria entre las 5 principales aglomeraciones de la región Rhone-Alpes (43).
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La región es el sistema y las .aglomeraciones son los subsistemas.
La descomposición geográfica del sistema viene impuesta por la naturaleza
de los fenómenos estudiados. La determinación de las aglomeraciones o
ciudades, así como la red de flujos, es una primera etapa del estudio,
en el que ya se manifiesta la importancia del nivel de agregación definido
en función de los objetivos. En este caso, se eligen las ciudades de más
de 50.000 habitantes.
El período de simulación se extiende a lo largo de 50 años; es, por consi-
guiente, un modelo a largo plazo.
La red de flujos migratorios viene dada,#or la figura 18 (44).
FAE
FIGURA 18: RED DE FLUJOS MIGRATORIOS DE LA REGIÓN R
FUENTE : RECHENMANN (45)
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En esta figura se distinguen dos polos A y B, que son centros de flujos
de intercambio con el exterior o entorno, y una ciudad de "relé" Y (46).
Estos flujos dependen del índice de atracción y del número de emigrantes
potenciales de cada ciudad; es decir, del conjunto de población que, habi-
da cuenta de las condiciones generales de vida de su ciudad, desean emi-
grar.
La determinación de estos flujos se efectúa del modo siguiente:
Sea, por ejemplo, la ciudad X y sea1 ATTR el índice de atracción de una
ciudad cualquiera. La determinación de los flujos, que implican a X, uti-
liza el índice de atracción de las ciudades X, A y B.
ATX = SUMS (X,A,B) (ATTRP)
FXB = DPTX * (ATTRPB/ATX)
FAX = DPTA * (ATTRPX/ATA)
FXA = DPTX * (ATTRPA/ATX).
donde DPT es el número de emigrantes potenciales de cada ciudad. En estas
condiciones, los flujos de entrada y de salida de X son:
IMX = FAX
EMX = FXA + FXB
*
Lo mismo sucederá para la región Y:
ATY = ATTRPA + ATTRPY
FZY = DPTZ * (ATTRPY/ATZ)
FYA = DPTY * (ATTRPA/ATY)
IMY = FZY
EMY = FYA
y así sucesivamente para Z, B y A. Para estas dos últimas ciudades, es
preciso, además, determinar los flujos directos de y hacia el entorno,
siendo éste afectado por un índice de atracción fijo.
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El conjunto de ecuaciones así obtenido constituye la dinámica completa
de la región R a ese nivel de desagregación 'espacial. Con el fin de asegu-
rar la coherencia con la dinámica de los niveles inferiores, el índice
de atracción ATTR de cada ciudad debe estar definido entrs o y .De esta
manera, la suma de las relaciones de la forma ATTRB/ATX es inevitablemente
inferior o igual a 1 y el número total de emigrantes efectivos no puede
exceder el número de emigrantes potenciales, que es determinado en el
nivel geográfico inferior. Este problema de coherencia entre niveles re-
sulta siempre delicado y debería, en consecuencia, ser objeto de posterio-
res análisis.
"Las ciudades A y B dan lugar a una delimitación geográfica que distin-
gue lo rural de lo urbano, teniendo en cuenta los problemas de intercam-
bio de población entre ellos.. Por ejemplo, B tiene la estructura de la
figura 19.
RURAL
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FEB FBE
FIGURA 19: DELIMITACIÓN GEOGRÁFICA URBANA-RURAL
FUENTE: RECHENMANN (47)
De hecho, a fin de poder asociar una misma descripción estructural a A
y B, puede formarse la figura 20 en la que los flujos de entrada y salida
se agregan a los flujos IM y EM, calculados en el nivel geográfico supe-
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rior por las ecuaciones escritas más arriba.
j B o A
¡ RURAL i:
1 1
FIGURA 20: DESCRIPCIÓN ESTRUCTURAL DE A Y B
FUENTE: RECHENMANN (48)
Habrá, pues, dos descripciones diferentes, una para las ciudades A y B,
y otra para las ciudades X, Y y Z. Las dos, sin embargo, utilizarán los
mismos sectores. -
La elección de los sectores dependerá de la elección de las variables
principales. Los dos elementos determinantes de la emigración son, por
orden de importancia, el empleo y la vivienda. Lo que implica un sec-
tor de uso del suelo que, por medio de los precios, influye sobre la crea-
ción de empresas y la construcción de nuevas viviendas. La correspondien-
te estructura funcional aparece en la figura 21.
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FIGURA 21
FUENTE: RECHENMANN (49)
Los índices de subutilizacion de la vivienda y de subempleo se combinan
para formar" el índice de atracción instantáneo de la ciudad que fija,
con la población total, el número de emigrantes potenciales. La estructu-
ra, más en detalle, se explícita en la figura 22. El sector de uso del
suelo provee un ejemplo de fenómeno de histéresis, que no vamos a ver
ahora (51). El precio del suelo varía en el mismo sentido que la velo-
cidad de expansión de la superficie de la ciudad. Cuando esta velocidad
disminuye, la relación velocidad-precio cambia.
El índice de atracción ATTRP, utilizado en el nivel geográfico superior,
mide la atracción de la ciudad percibida por los habitantes del resto
de la región. Se introduce, asimismo, un "retraso" de percepción que da
cuenta de los fenómenos de inercia existentes.
El interés del modelado descendente se pone de manifiesto, pongamos por
caso, cuando consideramos diferentes tipos de atracciones por cohortes
de edad, el hecho de que los niños emigran con sus padres, etc.
VARIACIÓN
•DE LA
ACTIVIDAD
INDUSTRIAL
VELOCIDAD
DE
EXPANSIÓN
Figura 22: Diagrama de la estructura sectorial.
FUENTE: Rechenmann, ( 5 0 )
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Por último, el modelo se somete a una simulación (1950-2000) y a un análi-
sis en cuatro escenarios diferentes, que permiten comprender la dinámica
de los flujos migratorios bajo ciertas hipótesis. Obviamente, este mode-
lo-piloto puede servir de base para la construcción de un modelo mayor
y más perfeccionado.
Muy esquemáticamente (52), los escenarios son: escenario 1, que representa
la existencia de una ciudad "relé" en la red interurbana y las emigracio-
nes van hacia una metrópoli que tiene una atracción mayor que la de la
ciudad relé. Escenario 2, que describe un fenómeno de saturación demográ-
fica de las metrópolis. Escenario 3, muestra un proceso de satelización
de la ciudad "relé". El fenómeno de saturación se da como en el escenario
precedente, pero en este caso la metrópoli establece-una relación privile-
giada y de traspaso de su atractivo a la ciudad "relé", alcanzando ésta
un crecimiento demográfico tipo metrópoli. Escenario 4, que plantea nuevos
flujos migratorios hacia la aglomeración "relé", lo que puede corresponder
a ciertas políticas de cr-eación directa de polos de atracción u otras.
2.6. MODELO NAVARRA 2.0OO
El modelo Navarra 2.000 (53) (54) es la concreción de un estudio de pros-
pectiva, patrocinado por la Diputación Foral de Navarra, que se justifica-
ba por la necesidad de disponer de un instrumento de planificación so-
cioeconómica con vistas a la elaboración de un Plan de Ordenación de Nava-
rra. Partiendo de un análisis exhaustivo y de diagnóstico de la realidad
navarra ("imagen de base") orientado hacia el estudio de la estructura
socio-económica, se trataba de conocer el proceso de evolución de la so-
ciedad y economía navarras a lo largo del tiempo -teniendo el año 2.000
como horizonte- y sus repercusiones en la ordenación espacial.
Estructura del modelo
El modelo comprende dos estratos o niveles: uno, regional; otro, comarcal
o zonal'.
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En el estrato regional se modela el comportamiento global de una economía
regional y, por tanto, se estudian las interacciones de las principales
magnitudes macroeconomicas a nivel regional, tales como renta, consumo,
ahorro, inversión, etc. Además, en este ámbito hay una parte agregada
y otra sectorializada.
En el estrato comarcal o zonal se define un conjunto de comarcas o zonas
homogéneas por los valores que en ellas tomen una serie de variables eco-
nómicas y sociológicas. En este estrato se modelan las distintas comarcas
en que se ha descompuesto la región, de manera que el modelo zonal viene
a ser algo así como una versión desagregada del modelo regional.
Es importante destacar que este modelo -como novedad en este tipo de, es-
tudios— establece una coordinación a nivel regional, valiéndose de la
ayuda de los modelos input-output, de los modelos comarcales.
La coordinación entre los dos estratos se efectúa de modo que el estrato
superior o regional suministra decisiones al inferior y éste eleva los
resultados de esas decisiones al superior'. Concretamente, el estrato re-
gional determina, a partir de la renta regional, la inversión total en
la región y, a partir del consumo", las necesidades de empleo. Por medio
de una acción política, las inversiones y los puestos de trabajo se asig-
nan a las distintas zonas y comarcas. Las inversiones y la creación de
nuevos puestos de trabajo en cada una de las zonas y comarcas, así como
la dinámica de su propio sector productivo, determina "el comportamiento
dinámico de éstas, por lo que respecta a aspectos tales como los movimien-
tos migratorios o los desajustes financieros. Con relación a la produc-
ción, cada comarca tiene un comportamiento propio, limitado por su demo-
grafía y otros factores.
El modelo está dividido en los siguientes submodelos: de población, ac-
tividades económicas en servicios, actividad industrial, magnitudes eco-
nómicas agregadas, actividades económicas agrarias, generación de empleo
y usos del suelo (Figura 23).
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Figura 23 : Esquema básico del modelo por subsistencias.
FUENTE" Martínez Vicente et Al. ( 5 5 )
a. Submodelo de población
El submodelo poblacional consta de 28 niveles. Cada uño de ellos se refie-
*
re al número de personas de cada sexo que hay en el ámbito espacial al
que se aplique el modelo en 28 cohortes de edad y sexo, de cinco en cinco
años, excepto-el último, que es de 65 y más.
Cada nivel se llena por el paso de edad (excepto el primero de O a 5 anos
que se llena por los nacimientos) y la inmigración de personas de esa
misma edad. Se vacía por las defunciones, por la emigración y por el paso
de edad.
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Las diferentes tasas se consideran variables con el tiempo. A efectos
del modelo, la variación se expresa por medio de una ecuación de defini-
ción del tipo genérico siguientes: valor de la fase en T = valor de la
fase en T-l multiplicado por la variación de la tasa (56).
b. Submodelo de actividades económicas en servicios
Este submodelo está desagregado a las siete zonas en que se ha delimitado
a la región. Su objetivo fundamental es describir y cuantificar la evolu-
ción de la variable "servicios". Para la provisión de servicios a las
zonas se siguen dos criterios: la máxima descentralización geográfica
posible y la nivelación relativa de las dotaciones actuales de puestos
en servicios.
Se parte del cálculo de la asignación óptima de servicios por zonas, para
lo cual se ha estimado estadísticamente la relación existente entre pobla-
ción total de un territorio y población activa en servicios en el mismo
en una serie' de países y regiones similares, pero más adelantadas que
la región considerada.
La variable auxiliar NSDP ("nuevos servicios demandados por la pobla-
ción") se define como la diferencia de SDP ("servicios demandados por
la población") y S ("servicios"). Se supone que tal diferencia será siem-
pre positiva, pues normalmente habrá déficit de servicios respecto a la
situación óptima.
•
S utiliza una variable MEr6, que juega un papel de efecto multiplicador
para las zonas peor dotadas y desmultiplicador para las mejor dotadas.
La variable MENS está determinada en una tabla. Para llevar a cabo estos
efectos, se hace de tal manera que el efecto^ sea directamente proporcional
a la relación entre los nuevos servicios demandados por la población
(NSDP) y los servicios realmente existentes (S).
Por otra parte» se utiliza un efecto corrector, exógeno al modelo, que
la autoridad planificadora puede utilizar en el momento que sea necesa-
rio.
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c. Subtoodelos de la actividad industrial y de las magnitudes económicas
agregadas
El subsistema opera del siguiente modo: la renta regional se obtiene por
suma de los valores añadidos netos regionales. A partir de la renta-se
obtiene el consumo agregado de la región y el ahorro interior que puede
convertirse en inversión.
La propensión media al consumo se determina econometricamente por medio
de un cross-section. El consumo será uno de los componentes de la demanda
final que actúa sobre los sectores económicos. Los componentes de tal
demanda son: el consumo privado, las exportaciones al resto de España
y al extranjero, la inversión total y un residuo denominado "otros compo-
nentes de la demanda final"-
A partir de aquí se calcula el "output total sectbrializado" (OTO), utili-
zando la ecuación fundamental de las Tablas Inpút-Output, que dice que
la producción total (output) se puede expresar mediante una expresión
lineal de los elementos componentes de la demanda final por sectores pro-
ductivos .
Una vez generado el "output total sectorializado" (OTO), se precisa pasar
a los valores añadidos de los tres grandes subsectores económicos.
*
Con relación al ahorro, se distingue un ahorro privado endógeno, que. es
igual a la renta de Navarra menos el consumo privado, y un ahorro exógeno
constituido por el ahorro público y el ahorro privado exterior invertido
en Navarra. El ahorro total será la suma de los dos.
En la inversión, se consideran los tres grandes sectores: agricultura,
industria y servicios. La inversión agraria se efectúa por zonas y se
calcula multiplicando las distintas cantidades de cada tipo de suelo agra-
rio transformado por el coste medio de transformación más la inversión
media necesaria para el funcionamiento, que se obtiene multiplicando los
valores de los niveles de cada tipo de tierra por los costes medios de
funcionamiento. La inversión industrial, se calcula a nivel regional y
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se determina multiplicando la inversión unitaria por el número de puestos
de trabajo creados (57).
d. Submodelo de actividades agrarias por zona
Son dos los objetivos de este submodelo: uno, mostrar las transformaciones
en la superficie agraria producidas por la intervención pública; dos,
calcular el valor añadido agrario por cada zona.
El submodelo está constituido por cuatro niveles,, que son las existencias
de tierras de secano, de regadío, de pastos y de superficie forestal.
Los niveles se llenan o vacían por los flujos de transformación anual
de unos usos de él en otros. A partir de los niveles se calcula el valor
físico de la producción agraria.
El submodelo proporciona, además, elementos para el cálculo del empleo
por zonas del sector agrario y de la inversión mínima necesaria para el
sector.
e. Subistema de generación de empleo
En este subsistema se distinguen dos planos bien diferenciados. Por una
parte, la obtención de empleos generados por los sectores servicios y
agrario zonificados. Para el sector servicios, el volumen de nuevos pues-
tos de trabajo creados anualmente será igual a la inversión real en servi-
cios de cada zona, dividida por el coste unitario en servicios. Para el
sector agrario, el empleo generado resulta de multiplicar los valores
de los cuatro niveles de tierras por los empleos unitarios para cada tipo
de suelo agrario- ,
Por otra parte, el empleo industrial se obtiene, primero, sectorialmente,
dividiendo las producciones industriales de cada sector por la productivi-
.dad media del trabajo en el respectivo sector. Y sumando los empleos de
cada sector se obtiene el empleo total de la región. El problema que ahora
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se plantea es cómo distribuir dicho empleo total en las 7 comarcas que
constituyen la región. Para ello se reproduce el funcionamiento del merca-
do por medio de un modelo econométrico uniecuacional, que permite hallar
el tanto por uno de empleo industrial para cada zona.
Una vez obtenido este último valor, se introduce un efecto corrector para
maximizar o minimizar dichos tantos por uno zonales, de acuerdo con la
estrategia descentralizadora mencionada al principio.
El empleo industrial de cada zona se obtiene multiplicando el tanto por
uno de empleo industrial por cada zona por el empleo industrial total
de Navarra.
f. Submodelo de usos del suelo
El objetivo de este submodelo es calcular las demandas de tierra para
cada uno de los cuatro usos: agrario, residencial, servicios e industrial.
La demanda de suelo residencial se obtiene por medio de un standar de
suelo por habitante. Standar que será diferente, lógicamente, según el
carácter más o menos urbano de la zona.
La. demanda de suelo para servicios e industrias se obtiene mediante stan-
dares internacionales y de forma análoga a la anterior.
«
La demanda de suelo para usos agrarios se efectúa, sin entrar en mayores
detalles, del modo someramente explicado en el submodelo de actividades
agrarias.
Escenarios
Finalmente, se utiliza ,el modelo en tres diferentes escenarios de compor-
tamiento de las principales variables exógenas y de los valores de los
parámetros.
Los tres escenarios son:
y- 230 -
- "Escenario tendencial", que se construye a partir de la considera-
ción histórica de la tendencia, de los datos actuales sobre el futuro
y del principio general de no actuación voluntarista sobre los aspectos
del modelo susceptibles de incorporar juicios de valor.
- "Escenario de crecimiento fuerte", es un escenario de "tecnología
dura". Supone fuertes crecimientos de productividades y de exportaciones.
- "Escenario de crecimiento moderado" o de "tecnología blanda". Supone
aumentos generalizados, pero no tan acusados como en el anterior, de la
productividad de la mano de obra en el sector agrario y en los subsectores
industriales ligados a la agricultura.
3. CONCLUSIONES
La exposición de las conclusiones se hará de modo global, tanto para los
modelos urbanos como para los modelos regionales* De cualquier manera,
llegado el caso, se especificará el modelo del que estamos haciendo comen-
tario o crítica. Por lo demás, no se trata de extraer un conjunto exhaus-
tivo de conclusiones, sino solamente de aquéllas que se consideran rele-
vantes para el análisis posterior.
1) En primer lugar, convendrá que reafirmemos nuesisra impresión favo-
rable sobre la capacidad -ya enfatizada en el capítulo III- de la metodo-
logía de sistemas para la construcción de modelos urbanos y regionales.
Obviamente, tal capacidad está relacionada con el poder del método para
responder a las preguntas y objetivos que nos planteamos al construir
los modelos.
En lo que concierne al logro de los objetivos, Hamilton (58) propone tres
.test que permiten, de alguna manera, medir el grado de validez de los
modelos.:
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- Estructura del modelo: ¿es el diagrama causal del modelo lo completo
y lógicamente consistente?, ¿está fundamentado en una teoría aceptada?.
- Estimación del modelo: ¿han sido los parámetros del modelo cuidado-
samente derivados del análisis estadístico de los datos?.
- Comportamiento del modelo: ¿responde a lo esperado el comportamiento
del modelo y con qué grado de "acuricidad11 o precisión reproduce los datos
observados?.
Estas serán también las preguntas que nosotros nos haremos para valorar
los modelos anteriores.
2) Algunos modelos, como el de Forrester y otros, a nuestro modo de
ver, parten de unos supuestos excesivamente restrictivos: la ausencia
de un componente espacial, el alto nivel de agregación de las variables,
la estrecha asociación entre crecimiento industrial y edad de la indus-
tria, la arbitrariedad de muchas relaciones, ratios, tasas, etc., les
restan' amplitud y profundidad de análisis e-interpretación. Naturalmente,
estamos criticando a los supuestos de los que se parte, no al método uti-
lizado. Así, por ejemplo, en el modelo de Forrester no hay desagregación
de la población por edades y sexos; pero si existe desagregación de la
población en el modelo de Kent, en el de Hamilton o en el Navarra 2.000.
Por consiguiente, lo que queremos afirmar es que se pueden relajar mucho
más las hipótesis de algunos modelos, para dotarles de un mayor poder
analítico, sin que por ello el método sea un obstáculo; al contrario,
es especialmente válido para la representación de sistemas complejos.
En síntesis, hay que ser especialmente cuidadosos en la fase de conceptua-
lización del modelo, porque de ella depende toda la elaboración posterior-
3) Otro elemento que queremos destacar es la ausencia de desagregación
espacial en algunos modelos, lo que evidentemente resta gran significación
al análisis de los sistemas urbanos y regionales. Los modelos de Kent,
Northern, Forrester, etc. consideran las áreas económicas como puntos.
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Otros, como el de Hamilton, Hester, Sayer, Navarra 2.000, etc. dividen
las áreas urbanas en zonas y las regiones en subregiones o comarcas. Evi-
dentemente, es este último camino el que debe seguir la investigación,
a pesar de la mayor complejidad a que se somete a los modelos y de las
limitaciones de- capacidad del lenguaje de simulación DYNAMO que, por otra
parte, parecen estar en buena medida superadas (59).
Además, hay modelos que, aún realizando un esfuerzo de desagregación espa-
cial, no resuelven el problema de la interrelación o coordinación entre
los diferentes submodelos zonales, limitándose a considerar cada submodelo
independiente de los demás. Tal problema encuentra su soporte teórico
de resolución en la teoría de los sistemas jerarquizados, de descomposi-
ción multinivel y coordinados de Mesarovic (60). Concretamente, es el
modelo Navarra 2.000, de entre los que se han analizado, el que aporta
más luces sobre esta cuestión.
El modelo ya no se forma, como era tradicional, por simple reunión de
los modelos zonales, sino que se establece un modelo coordinador a nivel
regional. De manera que el nivel superior suministre decisiones al infe-
s
rior y éste eleva los resultados de aquellas decisiones al superior. En
términos operativos, tal coordinación, en muchos casos, se realiza con
la ayuda de los modelos input-output.
4) Los problemas -ya señalados- relativos al establecimiento de las
hipótesis y a la desagregación de las variables, a sue interacciones o
bucles; a las interacciones entre las diferentes zonas o localizaciones
de una región y/o espacio urbano, etc. son problemas que, en gran parte,
provienen de las deficiencias del estado actual de las. teorías del creci-
miento urbano y regional (61).
Es evidente que tal hecho no nos debe paralizar en el esfuerzo de cons-
trucción y elaboración de modelos, en constante contrastación con la rea-
lidad, y de manera que nos permitan el logro de los objetivos que perse-
guimos; pero, al mismo tiempo, debe tratarse de fundamentar los modelos
en teorías mínimamente aceptadas. Así, Sayer, al dinamizar el modelo de
Lowry, se apoya en la teoría de la gravitación. Otros modelos, como el
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Northern, se apoyan en la teoría de la base económica. Por el contrario,
hay modelos que no tienen teorías que los sustenten, porque simplemente
esas teorías no existen.
5) Los métodos de estimación de los parámetros varían considerablemen-
te entre los diferentes modelos, aunque es el análisis de regresión el
más utilizado. En algunos casos, las estimaciones se han hecho basándose
en datos puntuales (modelo de Kent); en otros, en menos ocasiones, dada
la insuficiente disponibilidad de datos, en series temporales. Además,
unas variables están especificadas a un nivel de desagregación subregional
y otras a nivel regional. Esto es lo que sucede, pongamos por caso, en
el modelo de Susquehanna de Hamilton en el que las tasas de natalidad
vienen dadas a nivel subregional o zonal para el año 1960, en cambio las
migraciones, los salarios relativos, los diversos tipos de empleo, etc.
están tratados como medias regionales para aquel mismo año o para años
diferentes en períodos de tiempo determinados.
Por otra parte, debe reseñarse que, tanto en el modelo de Kent como en
el de Hamilton u otros, el diseñador ha tenido a veces que valerse de
un "juicio subjetivo", para estimar o asignar valores plausibles á los
parámetros de importantes no linealidades incluidas en los modelos.
6) Finalmente, puede afirmarse que, dada la relativa complejidad de
un sistema y lo ya señalado en el punto anterior, resulta difícil la valo-
ración del comportamiento de un modelo.
La razón esgrimida en la mayoría de los casos en los que existe discrepan-
cia entre el modelo y la realidad, es la deficiencia- e insuficiencia de
los datos utilizados.
De otra parte -cabe recordarlo- la respuesta de Forrester a estos proble-
mas es que el objeto básico de los modelos de dinámica de sistemas consis-
te en que cualquier afirmación respecto al comportamiento de un sistema
no puede hacerse a menos que se conozca su estructura, teniendo un interés
secundario la reproducción exacta de los datos o la predicción puntual
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del futuro. La evidencia empírica es solamente evidencia, y no demostra-
ción, de la validez de una cierta estructura. En este sentido, Fisher
(62) dice que no se puede utilizar únicamente la evidencia para estimar
el comportamiento de un modelo.
Pero, en cualquier caso, la importancia de la estructura de un modelo
o la "acuracidad" en la reproducción de los datos como medidas de la vali-
dez de su comportamiento, depende de los objetivos del mismo. No son lo
mismo los modelos de dinámica urbana que los modelos de Susquehanna o
de Kent; es decir, en los primeros la relevancia de la evolución de la
estructura es superior que en los segundos y, por el contrario, tal vez
en estos últimos a la referida precisión o "acuracidad" haya que prestarle
mayor atención.
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CAPITULO V.-MODELOS DE ANÁLISIS URBANO Y REGIONAL
Se trata en este capítulo de enriquecer al anterior, de manera que algu-
nas de las cuestiones ya abordadas sean rigurosamente formalizadas. Se
estudiarán los modelos demográfico y migratorio, las actividades económi-
cas sectorializadas y las magnitudes macroeconomicas regionales, etc.
Asimismo, se explorarán interesantes "líneas de desarrollo de los modelos
de empleo y utilización de los servicios.
1. SUBMODELO DE POBLACIÓN
1.1. POBLACIÓN
Para la comprensión de este submodelo hay que tener presente que nuestra
economía -véase el capítulo 12- está integrada por Ri regiones distintas
y cada una con sus propias características; es decir, puede ser consi-
derado como un modelo multirregional. Además, la población se desagrega^
por cohortes de edad y sexo (1).
Partimos, pues, de un sistema de R¿ regiones, siendo, i = 1,2,...,N. Por
VfJ (t) expresamos la población de la región i en el cohorte r y en el
instante t.
Podemos escribir un vector de población para cada región como W (t) y
la suma de los vectores de todas las regiones será igual a la población
total del sistema W(t); es decir,
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W(t) =
w (t)
w 2 (t)
wN(t)
w, (t)
w! (t)
wR(t)
? (t) (1)
Expresamos la tasa de nacimientos por bi,(t,t+T), para la población del
cohort-e k y de la región i en el período de tiempo de t a t+T; las tasas
i F i M
de nacimientos femeninas y masculinas por b (t,t+T), b (t,t+T), respec-
tivamente; S 1 (t,t+T), S i F (t,t+T), S i M (.t,t+T) serán las tasas de
paso de la población del cohorte de edad r-1 al r en la región i y en
el período t a t+T, para la población en su conjunto y para los sexos
femenino y masculino, respectivamente; incluyendo, implícitamente, por
comodidad, en esta tasa, tanto las defunciones como las migraciones al
exterior del sistema. Y, finalmente, nirí-l (t,t+T), mj]jl-i (t,t+T),
m ..(t.t+T) son las tasas de migración interna de la población del cohor-
rr—1
r-1 en la región j en el momento t al cohorte r en la región i en el mo-,
mentó t+T. Además, WJ.F (t) y Vi/jM(t) son las poblaciones femeninas y mascu-
linas en el grupo de edad r y en la región i. /•
Por consiguiente, podemos redactar las siguientes expresiones,
B
WiF(t+T) = I b.iF(t,t+T) W.lF(t)
. K K
o
WÍM(t+T) = I hÍM(t,t+T) wíF
(2)
(3)
siendo o y B los límites de los cohortes de edad en que existen nacimientos.
Si r >1, tendremos
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(t) (t,t+T) Wj£ (t) (4)
(t) <t.t+T) f (t) (5)
Lo que, en forma matricial, puede expresarse, para cada región, en los
siguientes términos,
BX(t,t+T) =
O O ...ba (t,t+T) ba+, (t,t+T)...b (t,t+T)... O
O ... O
O ... ... O
(6)
siendo B^t.t+T) la matriz de tasas de nacimientos, que se puede desdoblar
iF iM
en B (t,t+T) y B (t,t+T) o matrices de tasas.de nacimientos femeninos
y masculinos, respectivamente.
Por otra parte, siendo S (t,t+T) la matriz de tasas de paso de edad del
cohorte r-1 al r en la región (compuesta, como se ha dicho más arriba,
por la tasa de mortalidad y la tasa de emigración exterior al sistema),
se puede formular que,
S (t,t+r) =
0 0 0
sh (t,t+T) o o
0 S32(t,t+T) 0
0 0
(7)
iFla cual, análogamente a la matriz anterior, se puede duplicar en S (t,
t+T) y S1 (t,t+T), que son las matrices de tasas de paso de edad femeninas
y masculinas, respectivamente.
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La matriz de tasas de migraciones internas M1J(t,t+T) será,
0
0
t+T)
0
0
i j ( t t T )
0
0
0
0
0
0
^t,t+T) O
(8)
que, obviamente, se puede descomponer en la matriz de tasas femeninas
i ÍFde migraciones internas M J (t,t+T) y en la matriz de tasas masculinas
de migraciones internas M (t,t+T).
En definitiva, podemos definir la matriz G (t,t+T) del sistema, teniendo
en cuenta que
GlF(t,t+T) = BlF(t,'t+T) + SlF(t,t+T0 (9)
GÍM(t,t+T) = SÍM(t,t+T)Y (10)
como,
G1(t,t+T) =
'
M
0
G1
0
*"»
M I z F
0
G a F
B*M
0
M » M . . .
0
G2M . . .
(11)
que representa la suma de BX(t,t+T), S1(t,t+T) y M1J(t,t+T)
y
w(t) =
wiF(t)
wlM(t)
wNF(t)
wNM(t)
(12)
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lo que, finalmente, nos permite escribir
W(t + T) = G.W(tJ (13)
que es la población resultante en el momento t+T, suponiendo que las dife-
rentes tasas se mantienen constantes a lo largo del período (2).
1.2. MIGRACIONES
A continuación, nos interesa analizar más en detalle cómo se generan los
diferentes procesos migratorios y cuáles son sus causas. Distinguiremos,
por tener un diferente comportamiento, las emigraciones al exterior de
las migraciones ru-urbanas y de las migraciones de retorno, estas últimas
de tanta actualidad a partir del comienzo de la crisis económica.
Pero veamos, en primer lugar, una formalización general de proceso migra-
torio (3). •
i i
Sea M **(t.t+T) el flujo de migración de la región i a la región j del
grupo de edad r, en el período de tiempo t a t+T. Entonces, podemos supo-
ner que
#<t.t+T) - A": 0{ ?] fr(dij) (14)
donde, ^
0r = r p1 (15)
i ja r
u. = a X. + E . (16;
Hi r i i
T r = b T Y r + «j (17)
J r J
AF = [E Tr fr(d..)]H (18)
. J U
Siendo 0 r la emigración total de la región i y del cohorte r;^ la propen-
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sión a emigrar de la región i del cohorte r; p. la población total de
la misma región y del mismo cohorte anterior: a es un vector de los coe-
r
ficientes de regresión; X. es el vector de variables relevantes (factores
"push") que caracterizan a la región i y que impulsa al grupo de población
T
r a emigrar; c. es el término de perturbación o error estocástico; b r es
r
un vector de coeficientes de regresión; y. es el vector de variables relé-
vantes (factores "pulí") que caracteriza a la región j y que afecta al
grupo de población r atrayéndola hacia esa región; 6 . es el término esto-
r
castico; por último, f (d. . ) es una función de distancia o interacción
espacial entre la región i y j (4).
Por tanto, podemos expresar el elemento m (t,t+T) de (8) del siguiente
rr- i
modo --*
m1J (tft+T) = Mr.' (t,t+T)/PJ(t)rr- ! ji r
y, de modo inmediato, descomponer las tasas de migraciones por sexos.
r r
Naturalmente, existen muchas variables X. y Y. que pueden influir en el
proceso migratorio, pero esto ya es una cuestión propia de los distintos
modelos explicativos de aquel fenómeno (5) (6).
1.2.a. MIGRACIONES EXTERIORES
Heijke y Klaassen (7) plantearon un modelo migratorio, de los países medi-
terráneos a los países del oeste de Europa, formulándolo del siguiente
modo
v,-v«y-ií--HiDMí- (2o)
donde el flujo migratorio del país i al j de destino está directamente
relacionado con el número total de empleos no agrícolas en j(E.), con
la población activa en i(L. ) y con un factor de diferencia de rentas
(W.. ) e inversamente relacionado con la distancia entre i y j(D..), según
los resultados obtenidos a partir de la aplicación del modelo (8).
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Otras investigaciones más recientes, posteriores al inicio de la crisis,
señalan que (ajustada una función de las emigraciones en relación al exce-
so de población activa en origen y una variable indicativa de los puestos
vacantes en Francia, Suiza y Alemania) se ha comprobado que "los incremen-
tos de las emigraciones son función únicamente de los puestos de trabajo
vacantes en esos países" (9).
1.2.b. MIGRACIONES RUURBANAS
Por otra parte, García Ferrer (10), al estudiar las migraciones internas
o rural-urbanas en España, propone el siguiente modelo de cinco ecuaciones
y cinco variables endógenas: „*•
TEM = fx (TlN,AinC,AErÜP,ADES,INC60 ,TDE6O,EDU6O ,ICA,EDAD,Ui ) (21)
TIN = Í! (TEM, ¿aRC,AEPlP,ADES,INC60 ,TDE eo .PROBÉ, IURB,FEN,U2 ) (22)
AINC = f3 (riEM,TTN,INC60,IUREA,ABK,AEDU,FEN,FOS,U3 ) (23)
¿EMP = f; (TEM,TIN,INCSo,IURB,FEN,FOS,CNP,U,) . (24)
¿DES = fs (TF.M,TIN,AIRC,TDE6O ,CNP,FEN,FOS , ICA.Us ) (25)
en donde la tasa de emigración (TEM), la tasa de inmigración (TIN) . la
tasa de crecimiento de la renta (AINC), la tasa de crecimiento del empleo
(AEMP) y la tasa de crecimiento del desempleo (ADES), son las variables
endógenas. Las variables exógenas son la renta per capita de las personas
residentes en la provincia i en 1960 (INC6o ) i la tasa dfe desempleo en
la provincia 1 en 1960 (TDE60), el número total de estudiantes matricula-
dos en bachillerato dividido _por la población total de la provincia i
en 1960 (EDU60 ), él porcentaje de personas en el grupo de edad 15-24 años
sobre la población total (EDAD), el grado de concentración de tierra agrí-
cola (variable aproximada del grado de latifundio rural) (ICA), la proba-
bilidad de encontrar un empleo urbano en la provincia (IÜRB), el incremen-
to de la tasa educativa en la provincia (A EDU), la tasa de incremento
de los beneficios del capital (variable aproximada de la inversión priva-
da) en la -provincia i (ABK), el crecimiento natural de la población (CNP)
y las variables ficticias ("dummies" regionales) Este-Norte (FEN) y Oeste-
Sur (FOS).
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De los resultados empíricos obtenidos de la aplicación del modelo, estima-
do por mínimos cuadrados en dos y tres etapas, se desprende que:
- Las diferencias de renta son, de hecho, determinantes importantes
de las migraciones. Las expectativas de renta son importantes en la deci-
sión individual de emigrar y, consecuentemente, el valor presente descon-
tado del flujo de renta esperado debería ser el concepto de renta apro-
piado.
- El crecimiento del empleo es, obviamente, un gran aliciente para
la inmigración. Un incremento del 1% en EMP produce un aumento del 2,635%
de la tasa inmigratoria de acuerdo con la paradoja del Todaro (11).
- Un crecimiento provoca emigración en las áreas emisoras, pero difí-
cilmente afecta a la inmigración en las áreas receptoras donde otras va-
riables como el incremento de la renta y el empleo, como hemos dicho;
parecen jugar un mayor papel.
- Un incremento del 1% en la tasa de emigración provoca una disminu-
ción del 0,282% en el crecimiento de la renta, mientras que el mismo por-
centaje de aumento en la tasa inmigratoria provoca un aumento del 0,301%
en le crecimiento del empleo. Consecuentemente, el coeficiente positivo
ele la tasa de inmigración sugiere que la inmigración provoca un aumento
de rentas.
*
- La renta crece más rápidamente en las áreas urbanas que en las rura-
les y los incrementos de los beneficios del capital, a través del proceso
de inversión, causa un mayor crecimiento de la renta.
- Un incremento del 1% en la emigración produce un 0,2956% de disminu-
ción en el crecimiento del empleo, mientras que el mismo porcentaje de
aumento en la inmigración produce un aumento en el empleo del 0,2122%.
Por último, el modelo segrega, a efectos de planificación, una conclusión
de gran interés cuando se afirma que "es más que probable que las actuales
tendencias migratorias se vean notablemente reducidas... no tanto porque
- 248 -
desaparezcan los factores de. expulsión.. . sino por la desaparición de
los factores de atracción, fundamentalmente por las actuales cifras de
paro en los sectores industriales y de servicios. Por primera vez en mu-
chos años, el sector agrícola se va a ver en la inexcusable opción de
crear empleo, probablemente a través de pequeñas industrias de transfor-
mación" (12).
Cabría preguntarse, finalmente, cómo se distribuirían las migraciones
rural-urbanas entre las distintas regiones. En nuestra opinión, creemos
que es razonable suponer que la distribución de los emigrantes entre posi-
bles áreas de destino se corresponda con las diferencias relativas en
el bienestar interregional o en la calidad de la vida. Dicho de otro modo,
podemos suponer que los flujos migratoj^ios internos reflejan las diferen-
cias interregionales de bienestar. En cierto sentido, aún sin subestimar
los factores de expulsión, cada decisión de migrar está precedida por
la valoración del nivel relativo de bienestar de la posible área de des-
tino.
Así, pues,.definamos una función de bienestar social, de manera que el
bienestar venga determinado por tres factores "pulí" que denominamos po-
tencial de empleo, potencial de vivienda y potencial de infraestructura
social (13).
Por tanto, la función de bienestar social de una región i puede ser del
tipo
_w. = w(n£, n^, n") (26)
i = 1, .... I
siendo ir1 , n Y y n. los factores de bienestar o potenciales de una región
i , definidos como factores de la relativa atracción que determinan la
probabilidad, valga de ejemplo, de que un habitante de i visite o compre
un cierto bien o servicio en los comercios de j; en otras palabras, deter-
minan el porcentaje del poder de compra total de determinado bien de los
habitantes de i en los comercios de la región j, lo que, análogamente,
puede atribuirse al empleo, la vivienda y la infraestructura social.
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Formalmente, podemos definir H± en los siguiente términos
j - f i c i 1 = Iq js .exp - 6 c . . } (27)
en donde x es el tamaño S (superficie u otra medida de tamaño) de deter-
J
 J
minado bien, ponderado por el índice de calidad q.; exp{-óc. Jes una espe-
cificación de la función de distancia f (^ . ), en la que c . representa
los costes de transporte y 6 es el coeficiente de sensibilidad de la dis-
tancia, que representa la fuerza de influencia del coste de transporte
en la interacción entre i y j (14).
Si especificamos aquella función de bienestar, suponiendo que tiene una
forma similar a la de Cobb-Douglas, podemos escribir (26)
L = (Jt¿r" (n:)ftV (n"j (as)
siendo
aw. azw.
— - > o y —=7^- < o (29)
i i
si
h v W ,
o< X , X , X <1
A partir de la ecuación (27), podemos definir la atracción relativa de
la región j para un habitante de la región i del siguiente modo
a.. (-Vh <n,V v <n.V" 6XP t-Bd. .} W. exp(-Bd..>
a £( Eh)Xh(n.V}XV ( n . V W exp {-Bd. .) W.exp{-Bd..}
¿ J «J J J • J J-J
j j
donde a. . es la atracción de j para un habitante medio de i, a. es la
suma de atracciones de todas las regiones para un habitante de i, d. . es
h v \t^^
el coste total, social y financiero, de moverse de i a j; X , X
 ( X son
las ponderaciones relativas de los potenciales de atracción y B es el
coeficiente de sensibilidad debido a la distancia entre regiones.
Por otra parte, podemos escribir
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;;a: ^  * *
m, . -•-—±J_ m. = p. . m. (31)
ij a. i ij i
i
a. .
siendo m el flujo de migrantes de, i a j, p. . = *J la posibilidad
J XJ a.
de que un habitante de i migre a j y m.*es el flujo total de migrantes
desde i a todas las demás regiones (m.*= £m..).
1
 j l j
Además, es preciso decir que en m.*se ha incorporado el número de personas
que permanecen en i sin emigrar, lo que implica que m.*= p..
Entonces, podemos escribir que
m = P P -
1J 1J X z(nh) h (n.v) v (n.w)
j J J J
W . exp {-Bd. .}
—J U-
 D
IW . exp í-Bd. . > i
* J iJ
Por tanto, podemos concluir afirmando que el flujo de migrantes de i a
j está determinado por los potenciales de atracción relativos (o bienestar
regional relativo) de j con relación a i, siendo proporcional al total
de población de i.
1.2.C RETORNO DE EMIGRANTES
El fenómeno del retorno de emigrantes es cada vez más relevante, a partir
(
del surgimiento de la crisis económica actual y, en consecuencia, "por í
las políticas que se llevan a cabo por los países tradicionalmente deman- >
dantes de mano de obra que actualmente ofrecen incentivos a los trabajado- \
res que quieren volverse a sus respectivos países y sobre todo la política ¡
restrictiva de contratación indiscriminada de mano de obra emigrante"
(15). Por lo demás, los emigrantes de retorno pueden constituir un elemen-
to importante en el flujo de migración de las regiones de renta superior
hacia las de niveles inferiores. Así
 t pues, dada la importancia de este
hecho, conviene que hagamos un esfuerzo de evaluación.
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Llamemos (P(R) a la probabilidad de retorno,. P(N) a la probabilidad de
no retorno y P(E) a la probabilidad de estar esperando o trabajando en
el extranjero. Así, pues,
PCR) =
S + C
en donde R es el número de retornados, S salidas de emigrantes y C es
la colonia establecida para un período dado.
Por su parte,
N
P(N) =
S + C
siendo N el número total de emigrantes nacionalizados en el país de desti-
no.
Y, por último,
E
PÍE) =
S + C
de donde se puede lógicamente concluir que
P(R) + P(N) + P(E) = 1
Por consiguiente, efectuando un estudio de una serie temporal suficiente-
mente larga de la emigración a un país determinado, podemos efectuar una
previsión de la probabilidad de retorno (16).
Por otro lado, desde un punto de vista teórico, en el caso de un sistema
interregional, podríamos establecer el siguiente modelo:
Supongamos que M . . se descompone en tres categorías de emigrantes MN. .
(emigrantes que dependen de variables económicas), MA. . (emigrantes que
•%J
no dependen de las condiciones económicas) y MR. . (retorno de migrantes)
(17), de manera que,
y
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M. . = MN. . + MA. . + MR. . (33)
TJ 1J 1J 1J
M. . = MN .. + MA. . + MR. . (34)
Ji Ji Ji Ji
Pero, normalmente, ninguno de esos tres componentes puede ser directamente
observable. Se necesita, pues, hacer algunos supuestos. Así, el supuesto
más sencillo y razonable es hacer que el retorno de emigrantes sea una
fracción K de MA y MN. Suponemos, además, que K.. = D.. , lo que no supone
la misma importancia relativa de los flujos en ambas direcciones para
todas las regiones, pues K j¿ K. . , aunque naturalmente si es un supuesto
excesivamente fuerte, que a pesar de todo mentendremos por comodidad ope-
rativa. Entonces,
MR. . = K(MA.. + MN.. ) (35)
MR.. = K(MA. . + MN. .) " (36)
Operando con las ecuaciones (35) y (36) y teniendo en cuenta (33) y (34),
podemos escribir,
MR. . = K(M.. - MR..) - (37)
MR.. = K(M. . - MR. .) (38)
*
Sumando (37) y (38), obtenemos,
MR. . + MR.. = r-^ -jT (M. . + M.. ) (39)
Xj Ji 1 + K ij ji
y, entonces, K será,
MR. . + MR..
K = U ^ (40)
(M. .
 + H ) - (MR. . + MR..)
en donde el numerador será la diferencia de los retornos en los dos senti-
dos existentes entre las regiones o países i y j; H..+ M.. , la suma de
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flujos migratorios entre dicho par de regiones. Obviamente, K será dife-
rente para cada par de regiones y países, debido probablemente a las dis-
tancias entre ellas, sus diferencias económicas, etc. Haciendo uso de
tal coeficiente K, se puede ahora estimar un coeficiente a..que exprese
J
la migración de retorno desde i a j como una proporción del flujo de mi-
gración total desde j a i :
MR..
 v vz M. .
a. = JJ = K _ K . iJ_ (41)
M.. 1-KZ 1-K2 M..
Por último, conviene afirmar que en ambos estudios (18) se demuestra que
el volumen de migración está positivamente relacionado con el exceso de
demanda en el mercado de trabajo, que es lo que en el modelo GAMO -véase
el capítulo - conoceremos bajo la denominación de "tensión efectiva
de empleo"- Y, por otra parte,- el volumen de retorno de emigrantes está
inversamente relacionado con el grado de expansión del mercado de trabajo
y es función del stock de emigración anterior, que es lo que ciertamente
sucede en la actualidad. •
1.2.d. RETRASOS TEMPORALES
Debe observarse que el fenómeno migratorio no se produce de modo automáti-
co; es decir, el migrante potencial no migra inmediatamente, sino que •
el proceso de toma de la decisión dura un tiempo -un retardo temporal-
hasta que realmente emigra. Esto sucede por múltiples razones: la inercia \
natural a la ejecución de las decisiones adoptadas, las barreras institu- i
cionales, la coyuntura económica...
Si definimos el proceso migratorio como un flujo de migrantes (M ) desde
un punto-origen a un punto-destino, en un período de tiempo dado, por
una serie de causas (X ) o ventajas salariales (diferencias salariales
o de ingresos, búsqueda de empleo, etc.), podemos escribir (19),
M = a+8 X t + M t (42)
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Adviértase que se habla ce flujo de migrantes (que es una variable obser-
vable) con relación a un stock de migrantes (no observable directamente).
La distinción entre stock y flujos se basa en las imperfecciones del mer-
cado y en otros factores, que provocan retrasos temporales en la respuesta
de los migrantes.potenciales a los incentivos de migrar al punto-destino.
Denominamos stock de migrantes, S , al número de personas que están dis-"
puestas a emigrar y que emigrarán a ese nivel dado de X (un nivel dado
de diferencia salarial, por ejemplo), en un período de tiempo suficiente.
Definimos el flujo de migrantes, M , como el número de personas que du-
rante el período t efectivamente emigra. Por tanto, si todos ]os que están
dispuestos a migrar migran realmente durante ese período de tiempo, enton-
ces el flujo migratorio es igual al stock. En los demás casos, M. será
t t
menor que S y será neces-srio un período de tiempo mayor para que el stock
de migrantes se vacíe y el flujo se haga cero.
La relación entre stock y flujos puede expresarse claramente en el gráfico
de la figura 1,
0
K r
1
H3
2
•
FIGURA 1: DISTRIBUCIÓN DE LOS RETRASOS DE LOS FLUJOS MIGRATORIOS
FUENTE : LIAMOS (19)
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Para una ventaja diferencial- Xt, en el período 1, hay S1 migrantes poten-
ciales, pero debido a la existencia de retrasos temporales, solo migrarán
en este período M, . El stock restante, Sl - Mlf migrará en los períodos
siguientes. El proceso continuará hasta que M,+ M2+... = S1 . Si la ventaja
diferencial Xfc varía, el proceso se complica, pero el principio explicati-
vo es el mismo.
Así, si construímos la figura 2, donde suponemos que hay dos valores dife-
rentes de la variable explicativa, x,y X 2 1 con sus dos planos correspon-
dientes,
v
S , H t
y r//
t
/
S2
«'•
/
///
H3
3'
M j
|
/ t//
FIGURA 2: DISTRIBUCIÓN DE LOS RETARDOS DE LOS FLUJOS MIGRATORIOS CON CAM-
BIOS EN LA VENTAJA DIFERENCIAL.
FUENTE : LÍANOS (19)
El plario correspondiente a X, es el mismo que el de la figura 1, y si
suponemos que el stock correspondiente al período 2 es S 2; entonces, el
stock de migrantes es igual .a S 1, en el período 1, (S1- M ,) + S * en el
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2, (S1- Mi- M2 ) + (s2- K'2) en el 3, etc. De manera análoga, Mi es el flujo
migratorio en el período 1, M2 + M1, en el 2, M3 + M", en el 3, etc. En sínte-
sis, el flujo migratorio en un período determinado depende del stock de
migrantes existente en ese período, que a su vez depende de la magnitud
de la ventaja diferencial del período precedente.
Pero -en aras de la derivación de un modelo más manejable- introduzcamos
una nueva variable S , definida como el stock total de migrantes existen-
tes en el período t; de manera que S es igual a la suma de todos los
stocks previos menos la suma de todos los flujos precedentes. A la luz
de la figura 2, tenemos que,
= Sl> S M
De otra parte, podemos suponer que,
M t = K S M t + E t 0 < K < 1 ( 4 4 )
S t = a + P X + t i 0 < B ,, 0 < X ( 4 5 )
Obsérvese que si K = 1
 f M = S +e ; esto es, el flujo migratorio es
igual al stock, despreciando el término de error.
Por definición, e l stock migratorio S , en varios períodos, es: en el
período 1, SB. = S1 = a + Bv + Vi ; en el período 2 , ' SM = S2 + S1 - M.
Mj Ai M2 1
= a + B (X2 - X» ) + p2 + a + BX , + Vi - K(a+B Xi + u, ) - ct = a + ( l-K)
a + B(X2- X x) + ( l -K) BX t + M2 + ( l-K) Mi - £i y en e l per íodo t , S = a +
+ ( 1 - K ) a + (1-K)2a + . . . + ( l -K)*" 1
 a + B (X t - X ^ ) + (i-K) B (Xfc_- X ^ ) +
+ (l-K)2 B(X - X. ) + + ( l -K) ~* BX + términos de e r r o r .
t -2 t - 3 -
El stock total de migrantes en un período dado ha sido expresado ahora
como una función de las ventajas diferenciales previas. De acuerdo con
la ecuación (44), la migración en el período t es,
M t = K S M t + e t (46)
- 257 -
y, análogamente, en el período t-1,
Mt-, = KSMt-, + V ,
Sustituyendo las expresiones de S y S en las ecuaciones (44) y (47)
y multiplicando ambos lados de (47) por (1-K), y restando las expresiones
resultantes de (47) y (44), obtenemos,
M =aK + (1-K) M. + KBÍX,. - X. ) + Kíw, - e ) (48)
t t-1 t t- i • t t-i
En suma, aunque el concepto de stock es central en la argumentación, la
ecuación (48) que resume el conjunto del modelo, contiene únicamente las
variables observables y que pueden ser estimadas (20). La naturaleza di-
námica del proceso migratorio se expresa en (48), de modo que el flujo
migratorio M depende del anterior M (significando el carácter "en ca-
X, X.— L
dena" de la migración, amigos, familiares, vecinos, los de un año a los
del año posterior-..) y de los cambios en las ventajas diferenciales.
1.3. UN ENFOQUE DE SISTEMAS DEL PROCESO MIGRATORIO
Por último, se podría esbozar -sin mayores pretensiones- un enfoque de
sistemas de los problemas que venimos tratando. Porque a poco que se
estudie el proceso migratorio, puede concluirse que no* puede ser anali-
zado como un movimiento del tipo causa-efecto o de dirección única-. En
otras palabras, no se puede explicar la emigración solamente por lo que
sucede en uno de los dos polos o puntos-origen y puntos-destino. Los
cambios en uno y otro punto están interrelacionados. De ahí que, tales
interrelaciones, concebidas como "bucles de retroalimentacion", acaso
puedan ser mejor analizadas si concebimos el proceso migratorio como un
sistema complejo, interdependiente y en el que los cambios en una par-
te se transmiten al resto del sitema.
Así, pues, siguiendo a Mabogunje (21), diseñamos el siguiente diagrama
(figura 3) (22):
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O: CONDICIONES ECONÓMICAS, SALARIOS, DESARROLLO INDUSTRIAL
ENTORNO:NIVEL DE
BIENESTAR,DESA-
RROLLO,SANIDAD,
EDUCACIÓN...
URBANIZACIÓN
MECANISMO DE
AJUSTE
URBANO
FEEDBACKS
POSITIVOS
SUBSISTEMA
URBANO
SUBSISTEMAS
DE CONTROL
URBANO
MIGRANTES I
POTENCIALES^
SUBSISTEMAS
DE CONTROL
RURAL
FEEDBACKS
NEGATIVOS
CADENAS OE
MIGRACIÓN MECANISMO DE
AJUSTE
RURAL
ENTORKO: H0HHIENT0S DEMOGRÁFICOS, CONDICIONES AGRÍCOLAS,
ENTORNO:TEC
NOLOGIA,ME-
CANIZACIÓN,
MEDIOS DE
TRANSPORTE.
FIGURA 3: UN SISTEMA DE MIGRACIÓN RUURBAtJA
FUENTE : MABOGUNJE (23)
Un proceso, como el trazado, supone que existe una creciente interrelacion
campo-ciudad, a partir de una situación inicial de ruptura del aislamiento
y la autosuficiencia de las originarias comunidades rurales.
Tal sistema migratorio estaría constituido por tes elementos. Primero,
el correspondiente al migrante potencial que abandona el campo a estímulos
o incentivos del entorno. Segundo, existen una serie de condiciones ori-
gen-destino que controlan el flujo interno del sistema: lo que denominamos
subsistemas de control urbano y rural, que a través de los bucles en feed-
back determinan el volumen de migración.
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Así, por ejemplo, la capacidad de absorción del paro del subsistema rural
determina negativamente ("bucle negativo") el volumen migratorio y, de
otro lado, las oportunidades de empleo y residenciales influyen positiva-
mente ("bucle positivo") sobre la migración. Y tercero, el proceso migra-
torio va acompañado de una serie de mecanismos de transformación del campo
y de la propia ciudad. En el primero, se produce una pérdida de su unidad
productiva tradicional, de dinamismo económico y envejecimiento de la
población; y en la ciudad, una creciente demanda de empleo, de servicios
de todo orden, etc. Aunque, en sentido inverso, el papel del migrante
rural no termina con la migración a la ciudad, porque por medio de un
mecanismo de información en feedback sobre el punto-origen puede modificar
el comportamiento del sistema, en el sentido de una nueva adopción o difu-
sión de innovaciones, modernización, etc^ , constituyendo otra vez un bucle
positivo o negativo, según los casos.
Finalmente, podríamos considerar, desde un punto de vista general, el,
grado de organización del sistema. Dicho de otro modo, podría tratarse
de medir la entropía del mismo, de manera que la existencia de información
en el sistema tiende a rebajar el nivel de entropía o desorden o a un
crecimiento de la entropía negativa (24).
2. SUBMODELO MULTISECTORIAL Y DE EMPLEO
Es evidente que, por una parte, la población de un sistema urbano y/o
regional está en relación con el nivel de empleo existente en el mismo.
El empleo depende estrechamente del nivel de actividad económica, la cual,
a su vez, estará, en última instancia, determinada por la demanda final
de bienes y servicios (expresión de las necesidades de la población).
Yf por otra parte, las interacciones existentes entre la actividad econó-
mica y la localización residencial, pueden representarse por los submode-
los de uso del suelo y de transporte (25). Así, pues, existe una estructu-
ra de "bucles" de realimentación (positivos y/o negativos) o en "feedback"
entre los diferentes submodelos, de manera que el input de uno es el out-
put de otro y así sucesivamente, hasta constituir un sistema coherente.
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Pues b i e n , ana l i zado e l subrnodelo demográfico en e l ep íg ra fe a n t e r i o r ,
convendrá que analicemos l o s que con é l es tán d i rec tamente r e l a c i o n a d o s :
e l submodelo de l a a c t i v i d a d económica y e l submodelo de empleo.
2 . 1 . SUBMODELO DE ACTIVIDAD ECONÓMICA
Supongamos que nues t ro s is tema económico no es só lo m u l t i s e c t o r i a l , s i n o
también m u l t i r r e g i o n a l (26 ) . Veamos:.
Sea la tabla input-output de partida la siguiente:
SECTORES
PRODÜCH •
vos.
INPUTS
PRIMA-
RIOS.
INPUT
TOTfll
SECTORES PRODUCTIVOS
1 2 3 . . . j . . . B
Z l l Z12 Z 1 3 " * " Z l j Zlm
Z21 Z22 Z 2 3 ' " Z 2 j > " Z 2 m
Z . , Z . , Z . , . . . Z . . . . . Z .í l i2 i3 IJ ím
"mi
11 12
9m
. . . Y . . . . Y
J
SECTORES DE
DEMANDA FINAL
1 2 . . . p
xn zi2'"xip
21
x M x. x:
11 i2 íp
X , X ...X
mi m 2 mp
OUTPUT
TOTAL
Y.
donde Z es el volumen de producción del sector i que es consumido por
ij
el sector j ; X. es la producción del sector i que satisface la demanda
1K
final del sector K ; I. . es el volumen de input requerido por el sector
h : Y es el volumen total de inputs requerido por el sector J ; y, final-
j
mente, T es el output total de todos los sectores.
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Obsérvese que -por razones de espacio- no representamos una tabla multi-
rregional, por lo demás no difícil de representar (27); nos limitaremos
simplemente a una generalización al caso de n regiones, cada una de ellas
con sus sectores productivos respectivos.
Por consiguiente, el submodelo de la actividad económica sectoriaiizada
puede expresarse, matricialmente, del siguiente modo (28):
a a •"* a ,*" a
11 12 1 i 1
• • • • • •
a a a a
21 22 21 2 n
aki k n
Yi
Y2
\
Y
n _
\
1*
*
X
c
SE
_ n_
que, en forma reducida, puede escribirse,
(2)
Los inputs primarios vendrán determinados por la expresión,
12 .
kl
nn
(3)
o por esta otra,
[I ]= [B][ Y]
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Naturalmente, Yk es el vector columna de outputs totales Y de la región
K, con respecto a los m sectores productivos:
\ =
km
(5)
a
 es la matriz de coeficientes técnicps representativos de la interac-
ción de la región k y la región 1, en relación a los m sectores:
kl kl kl
a... ..a
* m'12
.kl
kl kl
mm
(6)
kldonde o.. es la proporción del output total del sector j localizado en
1, que compra mercancías del sector i de la región k.
X es el vector columna de la demanda final X . de la -región k y de los
m sectores:
Xkm
(7)
Por último. I es el valor añadido total de los m sectores de la región k
k
y B es el vector fila de los coeficientes estructurales,
kl
(8)
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kl
siendo b.^  el valor añadido del sector i en la región k, en términos de
la proporción del output total Y del sector i en la región 1.
Adviértase que la inclusión de n regiones no altera los rasgos básicos
del modelo 1-0 en su formulación matricial. Por tanto, la matriz inversa
puede escribirse,
(I-a)-i
a
11
0.
• • t
a k l
a
ii
a
nr
(9)
donde la submatriz cuadrada a es igual a
kl
kl
kl
kl
i
m i
kl
a. .
kl
a
i m
kl
i •
mm
(10)
kl
siendo a. . la parte del output del sector j en la región 1 que se produce
con mercancías del sector i de la región k.
2.2. SUBMODELO DE EMPLEO PRODUCTIVO INDUSTRIAL (29)
Supongamos que los volúmenes de- empleo por sectores productivos y regiones
E en las n regiones, respectivamente; y queson: E , E , . . . , E. , . .
l 2 1
el porcentaje de trabajadores de la región j que viven en la región i
es a. . . Establezcamos, por consiguiente, la hipótesis'de que los trabaja-
dores no viven necesariamente en la misma región en la que trabajan.
Así, pues, el número total de trabajadores
podrá determinarse del siguiente modo:
que viven en la región 1
W, = a uE P, a l 2E 2
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y, en general, los volúmenes de trabajadores W. que viven en cada una di
las restantes n-1 regiones serán:
p p p p
W = a E + a E + . . .+ a .L +\ . .+ a- E1
a 21 1 22
 2 2j j 2n TI
p p p p
W = a E + a E +...+ a. .E. + ...+ a. E h1 ll 1
 iJ ij j ín n
P P P p
W = a E + a E + ...+ a .E +. ..+ a E
n ni i n2 2 nj j nn n
Dicho sistema de ecuaciones, en términos matricíales, puede escribirse
como: '•*'
W
W
w
w
a a ... a .... a
u 12 i j in
a a ... a .... a2 1 2 2 2 1 2 n
a. a. ... a a.
(11)
o, en forma reducida,
m = (12)
donde W es el vector columna de los trabajadores residentes en cada una
p
de las n regiones, E es el vector columna de distribución de los empleos
productivos y A es la denominada matriz casa-trabajo. En consecuencia,
la matriz A expresa el grafo del "commuting", conocido por métodos "ad
hoc" (30), del lugar de trabajo al lugar de residencia.
A continuación, nos interesará conocer la población residente en cada
región y que se corresponderá, de alguna manera, con los volúmenes de
trabajadores residentes ya calculados más arriba.
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Supongamos que el ratio empleo de la región i es Y . ; luego, la población
residente en i es igual a P = (I/Y. )W. . 0 lo que es lo mismo, en forma
matricial,
I
1/Y. 0 ... 0 ... 0
0 1/ Y2... 0 ... 0
0 0 . . . 1/Y 0
o o ... o ... I/Y
w
w
w
w
I
2
i
n
[P] = [T] [W] (13)
donde P es el vector columna de los volúmenes de población residencial
total y T es la matriz diagonal de los coeficientes invertidos de empleo.
Por lo tanto, sustituyendo W por su valor, expresado en la ecuación (12),
obtenemos,
P = T . W = T (AEP) = (TA)EP = HE? (14)
siendo H l a matr iz producto de T por A, y representa la matriz que pos ib i -
Pl i t a l a conversión de l a dis t r ibución de los empleos productivos E en
l a d i s t r i buc ión de la población residencial P-
2 . 3 . SUBMODELO DE EMPLEO EN SERVICIOS
El paso s i g u i e n t e c o n s i s t i r á en e l cálculo de los empleos en serv ic ios
en cada una de las respectivas regiones (31). A tal efecto, suponemos
que un residente en la región i requerirá B empleos en servicios. En con-
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secuencia, el número de empleos en servicios Q. correspondientes a los
residentes de la región i será igual a
Qi = h Pi
y para todas las regiones n
(15)
Q
Q
Qi
6 O ... O ... O
O B ... O ... O
0 0 ... 0 ... p
P.
o, lo que es lo mismo,
[Q] =[B ] [P) (16)
donde Q es el vector columna de los empleos de servicios requeridos por
todas y cada una de las regiones, B es la matriz diagonal de los valores
inversos de los ratios de empleo.
No obstante, Q no es la distribución de los empleos en servicios actuales,
porque de la misma forma que los trabajadores de una región dada pueden
residir en todas las regiones, los empleos en servicios requeridos por
los residentes de una región pueden estar igualmente distribuidos en todas
las regiones ("commuting" casa-compras). Esto es, los residentes en la
región (zona) i pueden demandar sus servicios en otra región (zona) j.
Supongamos, pues, que la proporción de residentes en la zona j que se
trasladan a la zona i a satisfacer sus necesidades de servicios es C. ..Por
S ^
tanto, el total de empleos en servicios E de la zona i, requeridos por
i
todos los residentes de todas las zonas, será
E = C. Q +...+ C..0. +...+ C. Qi i ii ij J m n (17)
expresión que, en forma matricial, puede escribirse
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E
E
•
E
•
•
E
i
S
2
S
i
S
c c ... c .... c
ii 12 1 1 i n
C C ... C .... C
21 22 2 1
 2 n
C. C. ... C
1 1 1 2 lj
n i
. C.
ín
c
nn
0.
y, entonces,
= [C ] [Q 1 (18)
donde E es el vector columna que representa los empleos en servicios
en las diferentes zonas, C es la llamada matriz casa-compras o matriz
de demanda de servicios de la zona j a la zona i.
Por consiguiente, sustituyendo Q por su valor en (2). tendremos que
E = CQ = C(BP) = (CB) P = SP (19)
donde S es el producto de las matrices C y B, que expresa la matriz de
conversión de la distribución de la población residente P en la distribu-
ción de empleos en servicios E .
*
Así, pues, ya hemos calculado, digamos, los empleos en servicios por el
efecto multiplicador de la población en su primera fase. Pero, estos em-
pleos en servicios, a su vez, promueven o crean una población residente
adicional; de modo y manera que estamos de nuevo en el punto de partida
de la argumentación anterior, excepto que ahora la 'distribución de empleo
p g
ya no es E sino E .
Consiguientemente, el incremento de la población residente debido al em-
S
pleo en servicios E será
P = HE^ = H(SHEP) (20)
i*.
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Esa misma población residente creará, de forma análoga al caso anterior,
empleos adicionales en servicios:
E^ = SP! = S H(SHEP) (21)
y así sucesivamente.
Por tanto,
P - HIEP + H(SH)EP + H(SH)2 E? +...+ H(SH)n E? +. ; . (22)
expresión que, escrita de otra forma, será
P = H [I + (SH) + (SH)2 +...+ (SH)n +...] EP (23)
Como puede demostrarse que I = (SH) + (SH)2 +,..+ (SH) +... es igual a la
inversa de la matriz (I-SH); luego,
P = H(I-SH)"1 EP - (24)
g
La distribución de los empleos en servicios E será, análogamente,
E S = SHEP + (SH) SHEP + (SH) SHEP +...+ (SH)n SHE? +... =
= [I + (SH)8 +...+ (SH)" +...] SHEP (25)
o, de modo similar, a como se ha hecho más arriba
ES = (I-SH)"1 SHEP ' (26)
Finalmente, la distribución del empleo total, suma de los empleos produc-
tivos y de los empleos en servicios, será
E = E P + ES = IEP +[SHEP +...+ (SH)n EP +...] =
= [I + SH +...+ (SH)n +...] EP (27)
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esto es,
E = (I-SH)"1 E P (28)
Por último, permítasenos subrayar -a fin de rematar este epígrafe- la
relevancia que, a efectos de una planificación urbana y regional consis-
tente, tiene la modelización anterior. Así, por ejemplo, podría evaluarse
el impacto de los cambios del coeficiente de empleo y/o de servicios,
1OÍ5 cambios promovidos por la instalación de un centro comercial o por
la creación de un'a instalación fabril en una zona sobre las zonas conti-
guas, etc. A nadie se le escapa que éstas son cuestiones centrales que
cualquier análisis, por somero que sea, del planeamento urbano-regional
debe plantearse. En alguna medida, Ios-modelos expuestos pueden contribuir
a su resolución; tal vez, según los casos, previo refinamiento de algunos
de sus supuestos. Nos referimos, en especial, a la hipótesis de linealidad
existente entre los niveles de población, empleo total y empleo en servi-
cios y los niveles del empleo productivo; que, obviamente, puede ser modi-
ficada, dada la flexibilidad del modelo, por la que resulte más adecuada.
3. DINAMIZACION DEL MODELO
El modelo anterior es de carácter estático. Y, como es bien sabido, el
análisis urbano y regional es fundamentalmente dinámico/ Parece proceden-
te, por tanto, hacer depender el submodelo anterior de la variable tiem-
po (32).
Supongamos que nuestro sistema está compuesto de i regiones (i = 1,2,...n)
y cada una de ellas tiene j sectores industriales1 (j = l,2,...m). Sea,
además, E° el empleo del sector j en la región i, en el momento o del
tiempo. Entonces, el empleo del sector j en todas las regiones será,
E E O . = E°. (29)
i
En el período siguiente, el empleo del sector j en ia región o zona i
será E1 . Si a es la tasa de variación o de crecimiento del empleo en
ij ij
el sector j de la zona i, tendremos
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E 1 - E°
1J
í 3 0 )
Y la tasa global de crecimiento del empleo del sector j en todas las re
giones será
E1 . -
a
 =
-J
Si la tasa de crecimiento del empleo del sector j en la zona i fuera igual
a la tasa global del sistema interregional a ., tendríamos que
. E° (32)
j
siendo É. . el nivel de empleo esperado para distinguirlo de E1. . o nivel de
empleo observado.
La diferencia E.1. — E1. . parece razonable atribuirla a tres componentes
del cambio:
- Primero, al cambio del empleo total de la región.
- Segundo, a la distribución de los sectores industriales entre las
regiones.
- Y tercero, a la parte relativa correspondiente de cada región en
la producción de los sectores.
Así, pues, es inmediato que
E^.-ÉI^^.-U. E° . (33)
j
Y si a la expresión anterior le sumamos esta otra I a — E — - E a¿íEií' ob~
tenemos que
Eí. -"E\ = EÍ. -( a V ^ V - £a. .E°.) -za.jEij = ^ ¿j ~l ^ j ^ j * +
+ «a. . - a .) E°. (34)
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De modo que, según (34), la diferencia entre el nivel de empleo actual
u observado E* y el esperado es igual a
pueden ser interpretados del siguiente rr.odo:
 lá suma de dos términos, que
17 1 °
-
 E
i- -
 E a i i E ü r e^ l eJ a e l cambio relativo del sector ;j dé la región
0 zona i, en el período de tiempo transcurrido desde el momento O al 1.
Su valor puede ser positivo o negativo: si es positivo indica que el peso
del sector en la región ha aumentado y si es negativo, ha disminuido.
- En cambio, Z(a. . - a .) E. . representa la variación del empleo
J
debido a los cambios en la competitividad relativa de la región i en rela-
ción a las restantes. Su valor será positivo si el sector j en la región
1 ha crecido, en ese período de tiempo, a un ritirio mayor que la tasa co-
rrespondiente al mismo sector en el sistema interregional. Sensu contra-
rio, será negativo.
Por tanto, dadas estas hipótesis, no se trata de otra cosa que de un mode-
lo "shift and share" (33):
Supongamos ahora -en orden a la dinamizacion del modelo- que podemos, esta-
blecer, a partir de la estructura productiva o por aplicación de los méto-
dos demográficos ya estudiados, una matriz C, denominada de "migraciones
de empleo" interregional o interzonal, como
G =
g
gÍ
n i
g
8in
nn
(35)
donde e expresa la proporción del empleo que, previamente, se había
&ij
localizado en el período anterior en la zona j y que en el actual se en-
cuentra en la zona i; lógicamente g , elementos de la diagonal principal,
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son los cambios positivos o negativos, o tasas netas de cambio de empleo
en cada región durante ese período de tiempo transcurrido.
Por consiguiente, los nuevos empleos productivos en el momento 1, lógica-
mente, serán
E
E
E
E
P i
i
2
P l
P 1
n
21 22
ei,--- gij-"- gin
n i nn
(36)
lo que, de otro modo, será
(37)
Si, én vez de datos de empleo, manejásemos-'dates de la producción básica o
de la demanda externa X, la expresión podría escribirse
[Xj = [G] [Xo] (38)
Y si tenemos en cuenta la ecuación fundamental de un modelo input-output,
Yf = (I - A) \ (39)
siendo Y el output total en el momento 1, \ la demanda final en ese
mismo momento y A la matriz de coeficientes técnicos; podremos escribir,
Y, = (I - A)"1 X, = (I - A)" 1 GX (40)
y, después de n períodos de tiempo, tendremos que
Yn = (I - A)"1 = (I - A )
= (I - A) ' GGG... GX, (41)
i
i
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esto es,
Y = (I - A ) " 1 Gn X (42)
n o
Expresión, esta última, que indica que el output total en el momento n
es una función de nivel de producción básica en el momento inicial o y
de la matriz de transición G en le paso n (34).
Si G no es constante a lo largo del tiempo (de o a n), pero lo es entre
o y 1 e igual a G , entre 1 y 2 es igual a G , y así sucesivamente; obten-
dremos que
Y = (I - A)" 1 Gn G""1 ... G1 X (43)
n o
Si los cambios se efectúan simplemente en la estructura técnica de la
producción y se conoce la nueva matriz de coeficientes técnicos A , escri-
n
biremos que
Y = (I - A )" l Gn X (44)
n n o
Y, suponiendo cambios simultáneos en la estructur.a productiva y en la
localizacion de la fuerza de trabajo, tendremos que
y = (I - A )~ * G G . . . G X (45)
n n n n- i i o
Finalmente, solo nos resta evaluar la distribución de la población resi-
dente y en el empleo en el momento n; que, análogamente a las expresiones
(24) y (37), serán
P = H(I - SH)"1 E P (46)
n n
E P = Gn E P (47)
n o
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que, sustituyéndola en la expresión (46), nos permite escribir
P = (H(I - SH)"1 Gn E P (48)
n o
El empleo en servicios en el momento n será igual a
E b -= (I - SH) l SHGn E P (49)
n o
E = (I - SH)"1 Gn E P
n o
En definitiva, a lo largo de la exposición anterior, hay un concepto no
tratado y que convendría enfatizar; el cambio tecnológico y estructural.
Este tema -cabe subrayarlo- está recibiendo una atención creciente en
la literatura profesional, como ha quedado de manifiesto en la conferencia
sobre cambio tecnológico y estructural, celebrada bajo el patrocinio de
la Universidad de Umea (Suecia), en junio de 1980 (35). No obstante, por
razones de espacio, no vamos a tratarlo ahora: su estudio merecería capí-
tulo aparte.
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LEWIS, G., "Human Migration", en THE OPEN UNIVERTISY, Regional Analysis and Develop-
ment. The Hiero Approach-3, 1974. .
, _ . —
(7) VANHOVE, N., KLAASSEN, C.H., Regional Policy. A European Approach. Saxon House. Hert-
mead, 1980, pp. 363-368.
(8) Los datos en los que se basa el análisis son relativos al año 1969. Los países emigran-
tes, .considerados relevantes, son Grecia, Italia, Portugal, España, Yugoslavia, Tur-
quía, Argelia, Marruecos y Túnez, tos países inmigrantes son Austria, Francia, Alemania
Occidental, Suiza, Bélgica, Holanda y Suecia. Aparte de otras conclusiones de interés,
el estudio considera de la mayor importancia explicativa los factores "push" y "pulí",
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esto es, el factor de la presión de la población activa en origen y de los puestos t
de. trabajo disponibles en destino, respectivamente. •.
(9) SANCHO, A., ALBERTOS, P-, "El nivel de educación cono factor de producción en un modelo ?
nacional». I SIUPOSIUH NACIONAL SOBRE MODELADO Y SUULACIOK EH LA INDUSTRIA Y SERVICIOS \
PÚBLICOS. Sevilla, 7-0, Mayo, 1980, p. 352. ' I
i
(10) GARCÍA FERRER, A., op. cit., pp. 123-ss. El modelo ha sido estimado para las 50 provin- }
cías españolas para el período 1960-70. También en GARCÍA FERRER, "Interactions between j
internal migration, ercployraent growth, and regional incone differences in Spain". ^JOUR- í
NAL 0F DEVELOPMENT ECOíKiüICS. n° 7. 1980, pp. 211-229. Para una transformación de este •
modelo econométrico en un modelo de dinámica de sistemas, consúltese GARCÍA FERRER, ¡
A., MARTÍNEZ VICENTE, S., "Un modelo de simulación dinámica sobre las migraciones in- ';
ternas en España". X CONCRESO EUROPEO DE SOCIOLOGÍA Y DESARROLLO RURAL. Córdoba, 1980, 1
pp. 7-ss. MOCHON, F.1, op. cit., desarrolla un modeio en el que las ecuaciones inmigra- i
torias y emigratorias son, respectivamente, ¡
J
siendo variables exógenas M. tasa salarial en la región j, T. tasa de natalidad en
la región j y P. población total en la capital de la provincia i y variable endógena
V. o valor añadido de la producción en la región j.
Por otra parte, SANTILLANA, I., Determinantes económicos de las migraciones internas:
España 1.960-1973. Universidad Autónoma de Madrid, 1980 (mimeografiado), formula un
modelo migratorio y lo aplica a los flujos Migratorios (ruurbanos) existentes entre
las provincias españolas. "El criterio general que guía la formulación del modele es
que el emigrante es racional y que emigra por razones económicas. Su objetivo es la
maximización de los beneficios netos en el ciclo vital". Las variables explicativas
tenidas en cuenta son: la distancia entre provincias, los ingresos en las provincias
de origen y destino, volúeen de migrantes en las provincias potenciales de destino,
el tamaño del mercado de trabajo medido por el número de personas activas excluyendo
los sectores agricultura -y pesca (esta variable expresa la posibilidad de encontrar
empleo), volumen de población urbana'en cada provincia, la tasa provincial de desempleo
y el nivel provincial de educación medida como el número total de individuos con al
menos ocho años de educación. '
La especificación del modelo se ha hecho en la forma de un modelo uniecuacional, esti-
mado por el procedimiento habitual de regresión lineal múltiple. Los resultados empíri-
eos confirman la idea de que los. migrantes son una inversión en capital humano. Los
costes y los beneficios económicos dominan el comportamiento de los flujos migratorios
interprovinciales españoles y, consiguientemente, los migrantes tratan de maxinizar
en su ciclo de actividad los beneficios netos esperados. Se confirmaron también las
hipótesis de que la "presencia de amigos y familiares en las provincias de destino
es un factor importante en la elección del área de destino y en la decisión de migrar",
"los flujos migratorios interprovinciales disminuyen al aumentar la distancia entre
provincias", "los flujos migratorios se dirigen de provincias con ingresos per capita
relativamente bajos a provincias con ingresos per capita relativamente elevados", "el
comportamiento migratorio de los hombres y mujeres es similar», "los flujos migratorios
se dirigen hacia los grandes mercados de trabajo", y, por último, "los flujos interprc-
vinciales van de provincias con bajo nivel educativo a provincias cor altos niveles".
Se recomienda además una serie de políticas basadas en la consideración de la inpor-
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tancia que juegan los incentivos econónicos y los costes en la decisión de migrar y
en l¿ elección del lugar de destino. ,
La verificación del modelo se hace con datos del Censo de Población de España 1.970
y de: Anuario Estadístico de España,. 1.971 y 1.973, por lo que convendría analizar
 ;
los comportamientos migratorios en los años posteriores a la crisis económica, porque j
parece razonable, sospechar que variables cor.o el desempleo urbano, inflación urbana, 1
capacidades diferentes campo-ciudad de resistencia a la crisis, etc., en economías i
como la gallega, juegan un papel relevante. [
Existen todavía otros interesantes estudios, como el de SALVATORE, D., "ü simultaneóos í
equations model of internal migration with dynanic policy sinulations and forecasting. ¿
Italy, 1.952-1.976". JOURNAL OF DEFELOPKENT ECONOHICS, 7, 1980, pp. 231-246, donde •
se examina la importancia relativa de las nás significativas variables socioeconómicas
en las migraciones del sur ai norte de Italia, analizando -quizá la parte de mayor
interés del artículo- las implicaciones de carácter prospectivo para el desarrollo
del Kezzogiorno, JOSEPH, G-, "A markov analysis of age/sex differences in inter-regio-
 ;
nal eigration in Great Britain". REGIONAL STUDIES, vol. 10, 1976, pp. 39-52. BRACKEN, j
I.J., "Estimation and cluster analysis of net migration age profiles for urban áreas j
in England and Wales, REGIONAL STUDIES, vol. 10, 1976, pp. 53-69. GLICKKAM, N.J., HA- '
RREtl WCHONE, W., "Intercity Higration and Employment growth ,in the Japanese urb2n eco- |
nomy11. REGIONAL STUDIES, vol. 11, 1977, pp. 165-181. HACKINNON, R.D., SKARKE, A.H., i
"Exploratory analyses of interregional migration tables: an austrian example", REGIONAL ',
STUDIES, vol. 11, 1977, pp. 99-111. CROSS, J.G., "A stochastic learning model of migra- *
tiort"- JQURNftL OF DEVELOPHEHT ECONOHICS, 5, 1978, pp. 195-202. BLOHQUIST, A.G., "Urban
Job creation and unemployment in LDCS. Todaro vs. Harris and Todaro", JOURMAL OF DEVE- t
L0PME8ÍT ECONOHICS, 5, 1978, pp. 3-18. HUNDLAK, Y.," STRAUSS, J-, "Occupational i,igratio~n |
out cf agriculture in Japan", JOURNAL OF DEVELOPHEMT ECONOHICS, 5, 1978, pp. 55-71.
AZEBEDO, R.E., O'CONNELL; G.E., "Higration, unemployment dispersión and the Phillips
curve", REGIONAL SCIENCE AND URBAN ECONOHICS, 10,^1980, pp. 287-296, PACK, J.R., "De- . ¡
terminants of migration to central cities", JOURNAL OF REGIONAL SCIENCE, vol. 13, n»2, !
1976, pp. 2Í.9-259. \
i
(11) TODARO, H.P., "Urban Job Expansión, Induced Higration and Rising Unemployment11- JOURNAL j
OF DEVELQPMENT ECONOHICS, vol. 3, 1976. Vid. un resumen del misino en GARCÍA FERRER, j
A., op. cit-, pp. 90-ss. Todaro, al estudiar las migraciones ruurbanas, desarrolla í
la siguiente función migratoria de acuerdo con su modelo básico: j
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donde n es la tasa migratoria rural-urbana, definida como la proporción de trabajo
agrícola que emigra a una zona urbana durante un período de tiempo dado t; Pt es la
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probabilidad que tiene un emigrante de encontrar un empleo urbano y que depende de
una tasa neta de crecimiento de las oportunidades de empleo en el sector urbano gt
y del ufc o tasa de de^eppleo urbano en el período t-1; WD , WD son los valores des-
contados de los flujos de rentas urbana y rural, que sUe calculan por las ecuaciones
WDU y WD r , en las que W u , Wr son los salarios anuales esperados en el sector urbano
y rural, respecti varíente, siendo t un horizonte temporal e i la tasa de descuento;
Z t representa a otros factores que probablemente influyen en la decisión de emigrar
(distancia, tamaño de la población urbana, etc.) y g, es un término de error.
La conclusión más celebrada de este modelo es que presenta, por primera vez, una visión
realista de las consecuencias de la emigración rural en los países en desarrollo: tasas
crecientes de desempleo urbano. En consecuencia, Todaro afirma que el problema del
desempleo no tiene una solución urbana y defiende formas de desarrollo rural como la
única alternativa posible al paro creciente.
(12) GARCÍA FERRER, A., MARTÍNEZ VICFNTE, S-, op. cit., p. 6. Otro aspecto de interés es
que "la reorientación de las migraciones (tratando de mantener a los emigrantes dentro
de sus propios línites regionales) parece bastante aconsejable. Esto no solamente redu-
ciría los costes migratorios considerablemente, sino que igualmente aliviaría tanto
el desempleo como el déficit de viviendas en aquellas áreas excesivamente pobladas.
Sin embargo, para que esta reorientación de los flujos migratorios fuera posible se
haría absolutamente necesaria una política de localízación industrial que promoviese
la localización de nuevas industrias en áreas suburbanas en vez de en las ciudades
centrales", GARCÍA FERRER, A., Migraciones internas..., p. 163.
(13) KLAASSEN, L.H., PAELINCK, J.H.P., WAGENAAR, S., Spatial systems. Saxon House. Southamp-
ton, 1979, pp. 29-38.
(14) Obviamente, hay varias formas de especificar la función de distancia ( C Í ; ) : I a función
potencial ( c . ) = a O i C ¡ : ~ a , la función lineal (cij) = a 0 - a c — y la función e.
Son funciones que expresan la influencia negativa de la distancia, pero la función
e elegida tiene las ventajas de las otras dos y, además, alcanza valores finitos para
cii o y se aproxima asintóticatnente a cero para valores crecientes de la distancia.
Vid. KLAASSEN, L.H., PAELINCK, J.H.P., WAGENAAR, S., op. cit.,'p. 32.
(15) BANCO DE BILBAO, Informe Económico 1978, Servicio de Estudios del B. de Bilbao. Bilbao,
1979, p. 141.
(16) Véase GARHENDIA, J.A., La emigración española en la encrucijada. Marco general de la
emigración de retorno. Ed. Centro de Investigaciones Sociológicas. Madrid, 1981, p.332.
(17) Aunque el estudio está hecho pensando en los datos NHS y del Censo del Reino Unido,
puede ser útil para nosotros por lo sugerente, Vid. VANDERKAMP, J. "Migration flows,
their determinants and the effects of return migration", JQÜRNflL OF POLITICAL ECONOMY,
LXX, 1972, pp. 1012-31. BELL, D.N.F., KIRWAN, F.X., "Return migration in a Scottish
Context", REGIONAL STUDIES, vol. 13, nS 1, 1979, pp. 101-111.
(18) Ibid.
(19) Vid. LÍANOS, T.P., "The migration process and time lags". JOURNAL Of REGIONAL SCIEMCE,
vol. 12 n? 3, 1972, pp. 425-4-33. GREEMKOOD, H.J., "Lagged response in the decisión
to nigrate", JOURNAL OF REGIONAL SCIENCE, vol. 10, n° 3, 1970. GREENWOOD, H.J., "Lagged
response in the decisión to migrate: a reply"- JOURNAt OF REGIONAL SCIENCE, vol. 12,
n9 2, 1972.
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(20) LÍANOS, T.P., op. c < t., efectúa -un test de la ecuación para el caso de la migración-
de Grecia a Alemania Federal, Australia, Canadá y Estados Unidos entre 1959 y 1966,
con resultados satisfactorios, para el caso en que X t sea las diferencias salariales v
por hora. C o n v e n d r í a , tal vez, generalizar el modelo a o t o s variables económicas rele-
vantes que influyen sobre la decisión de enigrar. e incluir "lags" adicionales que pue- ;
den existir en el proceso migratorio. !
r(21) KABOGUNJE, A.K., "Systems Approach to a Theory of Rural-Urban Higration", GEOGRAPHICAL
ANALYSIS, 2, 1970, fp. 1-18. !
(22) Se utiliza el terrino "sistema", cuando -s» supone que la influencia externa es rcuy -!
pequeña o prácticamente despreciable. Y el turmi no "subsistema", cuando existe una !
interrelación entre un conjunto de elementos que fornian una unidad identificable a '.
pesar de la influencia exterior que pueda sufrir. l
(23) MABOGUNJE, A.K., op. cit. . j
i
( 2 4 ) E l d e s a r r o l l o ' de e s t a l í n e a de i n v e s t i g a c i ó n nos l l e v a r í a a l e s t u d i o d e l c o n c e p t o de :
e n t r o p í a en l o s m o d e l o s de g r a v e d a d y de f L u j o s i n t e r r e g i o n a l e s , e t c . que no vamos i
a t r a t a r a q u í . V é a s e W R S O N , A . G . , E n t r o p y i n u r b a n and r e g i o n a l m o d e i l i n g . P i ó n L t d . {
London, 1970. }
i
(25) Por razones de espacio y oportunidad -en nuestro modelo GAMO I no se estudia el subido- !
délo de transportel y de nodo muy superficial el de uso de suelo urbano: véase el capí . \
12 - no vamos a tratar este importante aspecto de todo sistema urbano regional. Existe, í
no obstante, en la actualidad, una amplia bibliografía al respecto. Véase, en relación 1
a los modelos de transporte, como botón de muestra, QUftNDT, R.E., The demand for tra- !
vel: theory and measurement. Lexington. Hass, 1978. STOPHEH, P., HEYBURGH, A., Travel j
demand modeling. Lexington. Mass, 1975. WILSON, A.G., Urban and regional models..., 5
pp. 127-169. OPPENKtlM, N., op. cit., pp. 111-169. Y en lo que concierne a los modelos \
de uso del suelo, puede consultarse PAPAGEORGIOV, G.J., Mathematical Land Use Theory.
Lexington Book. Loncfon, 1976.
(26) El modelo GAMO I, que exponemos en el cap. 12, no es un modelo "in strictu sensu", por
lo que a las actividades sectoriales compete, multirregional. No obstante, como quiera {
que el objeto de este capítulo es de naturaleza teórica, no parece ocioso que, en aras f
de una mayor generalidad analítica, expongamos la versión multirregional del modelo. ¡
i
(27) ISARD, W., Métodos..., p. 324.
(28) OPPENHEIM, N., op. cit., pp. 82-ss.
(29) Un enfoque alternativo al que aquí se sigue -en el sentido de una mayor adecuación
al fenómeno urbano-oetropolitano del "commutting" y a los mercados de trabajo urba-
nos- puede encontrarse en KLAASSEN, L.H., PAELINCK, J.H.P." HAGENAAR, S., op. cit.,
pp. 136-151.
(30) Habitualmente, los Ketodos utilizados se basan en los modelos de gravedad. Vid. OPPEN-
HEIM, N., op. cit., pp. 111-169.
(31) Ibid., pp. 95-ss.
(32) El interés de este epígrafe es doble: uno, por lógicas razones teóricas y, dos, por
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el propio carácter -de simulación dinámica- del modelo que se propone en el cap.12
(33) Una exposición pormenorizada de esta técnica y de sus deficiencias, puede verse en
RICHARDSON, H.W., Regional and urban econorcics. Penguin Books. New York, 1978, pp.
202-206. Y en el trabajo del mismo autor, "El estado de la economía regional: un artí-
culo de síntesis". REVISTA DE ESTUDIOS REGIONALES, n° 3, Enero-Junio, 1979, pp. 172-
175. Existe, por lo demás, una amplia bibliografía sobre este tema, que no vamos a
reseñar aquí, pues se puede encontrar en los trabajos ya citados.
(3*t) Utilizamos el término "matriz de transición1' en el mismo sentido que se utiliza en
la teoría de las cadenas de Markov. Véase el Apéndice B de la 2¿ parte de esta tesis.
(35) Véanse las ponencias presentadas en dicha Conferencia y recogidas en la revista REGIO-
NAL SCIENCE AND URBAN ECQHOWICS, vol. 11, n9 3, Agosto, 1981; especialmente los artícu-
los de CARABANI, P.; ANDERSSON, A.E. y JOHANSSOW, B.
I
t
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CAPITULO VI.-INTRODUCCIÓN AL ESTUDIO DE UN PROCESO DE COMARCALIZACION
1. ACTUALIDAD DE LA TEMÁTICA REGIONAL Y COMARCAL
Desde un punto de vista general, podemos afirmar que la actualidad de
la temática regional y comarcal dimana de la problemática subyacente por
la que atraviesa la reorganización jurídico-política del Estado.
La uniformización administrativa decimonónica, la evolución socioeconó-
mica (progreso técnico, mayor demanda de servicios, migraciones interio-
res, et.), y la notoria preferencia social hacia la configuración polí-
tica de la comarca y la nacionalidad o región han puesto de manifiesto
la inadecuación de las demarcaciones territoriales actuales.
Las demarcaciones territoriales actuales, en curso de modificación, nun-
ca han respondido a las exigencias naturales de nuestra tierra y son,
como se ha dicho tantas veces, de corte napoleónico.
Es obligado reconocer que la configuración territorial del antiguo régi-
men, cristalización de nuestro Derecho histórico local, fue esencialmen-
te comarcal, tanto a nivel municipal, por el predominio de las ciudades
sobre las villas y lugares -configurándose aquéllas como verdaderos "mu-
nicipios-comarca"-, como la existencia expresa de un nivel comarcal de
carácter general -los Partidos-, junto a la subsistencia de diversas
formas particulares de asociacionismo de tipo comarcal. El constitucio-
nalismo uniformista destruyó aquella configuración territorial comarcal,
pero se trató mas bien de una destrucción jurídica -al -negar existencia
a las fórmulas comarcales precedentes-, nunca de una destrucción real
y efectiva, por cuanto que aquella configuración tradicional subsistió
en forma latente, cono un "hecho histórico y natural", hasta nuestros
días, como se han encargado de demostrar, García de Enterría (1). Martín
Mateo (2), Jordana de Pozas (3) y otros. La ccmarca se nos presenta así,
como lo que Braudel llama una "estructura... un fenómeno de larga dura-
ción... una realidad que el tiempo tarda enormemente en desgastar"
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Además, la larga duración de los hechos estructurales "vincula el pasa-
do con el presente" (5).
Por tanto, el tema comarcal, contemplado hoy a la luz de la doctrina ad-
ministrativa que ha elaborado una teoría general de la comarca (6), pone
de manifiesto, de alguna manera, el "retorno" a los principios fundamen-
tales de lo que la Institución fue en el Antiguo Régimen.
El centralismo ineficiente, la reciente complejidad que van adquiriendo
los servicios públicos, los modernos medios de comunicación que facili-
tan los movimientos de población y la crisis en que se mueven los peque-
ños municipios j juntamente con los aspectos señalados más arriba', han
puesto sobre el tapete de la actualidad'ía conveniencia de una configu-
ración territorial de tipo comarcal y regional.
En definitiva, el peso de los hechos históricos y los profundos cambios
de la faz económica y social de nuestro país, en el que una cosa es la
vida real de las distintas comunidades locales y otra el marco jurídico
que pretende- organizarías ^aunque, para no ser injustos, es preciso
afirmar que aquél está sufriendo profundos cambios cargados de gran
significación de futuro (7)- patentizan la necesidad de la puesta en
práctica de las entidades territoriales nuevas que se adapten a las
realidades sociales y económicas que deben regular-
2. DISTINTOS CONCEPTOS DE REGIÓN Y COMARCA
Será conveniente antes de abordar el proceso de comarcalización, deter-
se en los diferentes conceptos de región y comarca, dentro de la más
extensa acepción de espacio.
Desde un primer momento, debe señalarse que, tratándose de conceptos
espaciales, la región y la comarca deben poseer un contenido operativo ¡
1
y funcional y, en consecuencia, su definición y delimitación dependen ,;
de los objetivos de todo tipo que se persigan.
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El marco espacial máximo que utilizamos en el. modelo, objeto de esta
tesis, es la región para la planificación del desarrollo económico.
Por consiguiente, las comarcas son partes constitutivas de ese espacio
más amplio que es la región. Y es obvio que la planificación regional,
su implementación y control, requiere de esas unidades de decisión in-
termedias entre la región y el municipio. La condición general a la
que deben responder es que dichas comarcas sean económica y socialmente
relegantes a los requerimientos señalados.
Partamos, por tanto, del concepto de espacio; aunque no nos parece opor-
tuno entrar ahora en una evaluación exhaustiva -por innecesaria- de
los planteamientos de la escuela germana (Von Thünen, Webcr, Losen,
Predohl, Palandcr, etc.) de economía espacial, tratados, por lo demás,
en otro? lugares (8) "in extenso" y en España por Hortalá (9), quien
en su "Nota Preliminar" a la obra de Walter Isard, Métodos de Análisis
Regional, realizó un importante esfuerzo de clarificación acerca de
la evolución que, en el ámbito de la Ciencia Económica, han experimenta-
do los diferentes tratamientos del espacio. /
Pues bien, el concepto de espacio resulta fundamental para comprender
la génesis y transformación que el concepto de región ha incorporado
como argumento central de la Economía Espacial. El' problema resulta
controvertido por cuanto se trata, en definitiva, de establecer las
hipótesis necesarias para sustentar, por una parte, una teoría del equi-
librio general en el espacio y, por otra, formulaciones mínimamente
realistas que permitan describir en profundidad, o al menos de una mane-
ra operativa, toda la complejidad que presenta la fenomenología regio-
nal.
Es Perroux (10), en opinión de Lasuén (11), quien con su concepto de
espacio ha permitido superar la visión rígida (y poco operativa) de
tipo euclidiano de la escuela germana. Así, Perroux propuso que el con-
cepto tridimensional de espacio, fuera sustituido en economía por una
clase de espacio abstracto, topológico; es decir, el espacio económico
como el conjunto de relaciones que definen un objeto. Dada la posibili-
dad de existencia de nuches sistemas de relaciones o.ue definen un obje-
f\
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to. Dada la posibilidad de existencia de muchos sistemas de relaciones I
que definen un objeto, para un objeto determinado hay muchos espacios |
topológicos diferentes e innumerables conjuntos de relaciones distintas j
o muchos conjuntos espaciales. ' ' i
Este mismo autor distingue tres tipos de espacio: el espacio económico I
como conjunto homogéneo, como campo de fuerzas y como contenido del ¡
plan (12) (13). Estos tres tipos de espacios se vinculan al territorio '
' i-
a través de los espacios geográficos. ;
i
La incorporación del espacio a las formulaciones teóricas procedentes
del intercambio, va a permitir a Ohlin (14) observar que los fenómenos
económicos presentan ciertas uniformidades geográficas ("regiones") í
y que, como consecuencia, existen diferencias interregionales en la ;
dotación de factores productivos y de precios entre los bienes. Como r
afirma Hortalá (15), Ohlin "intenta demostrar que la teoría del comercio \
t
internacional es solamente una parte de una teoría general de la locali- |
<
zación. . . sin embargo, lo más relevante que queda de su estudio es la !.
i
definición del concepto de región como área dentro de la cual existe j
Í
plena movilidad de factores productivos". ¡
Más tarde Losch (16), en su Teoría Económica Espacial, plantea de modo
más realista el concepto-de región, engranándolo con la estructura del
mercado. Sostiene que las regiones son espacios de mercado rodeados
por fronteras económicas.
Por otra parte, sin que pretendamos ahora rastrear la génesis de la
Economía Espacial, nos interesa, no obstante, reseñar que el concepto
de región aparece inicialmente como una necesidad lógica derivada del
intento de relacionar la Teoría de la Localizacióh cbn la Teoría del
Intercambio. Y, aunque la región nace inicialmente en el contexto de
la Hicroeconomia Espacial, es en el Macroeconomía Espacial donde cobra
entidad propia como soporte conceptual, adaptándose a las necesidades
analíticas Üe este enfoque. Es, pues, en este campo de la Macroeconcr.iía,
a través inicialmente de la Teoría de la Renta y el instrumental de
la estática comparativa y la dinámica económica, donde el concepto de
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región va a derivar hacia formulaciones fundamentalmente operativas
y susceptibles de incorporar contenidos empíricos. Naturalmente esta
adaptación no deja de plantear problemas, al'considerar de forma implí-
cita la región como una unidad nacional concebida a menor escala. Ade-
más, es obvio que las diferencias entre Nación y Región no se limitan
a aspectos meramente de carácter cuantitativo. Pero no vamos a insistir [ if
en estos aspectos. ¡ I
:l
2.1. EL CONCEPTO DE REGIÓN (17) [
Está claro que el paso al concepto de región no es sencillo (18), por
cuanto este concepto, a pesar de su naturaleza tan intuitiva y "sensi-
ble" para los habitantes de una "región" determinada, ha sido de difícil
aprehensión por parte de la Teoría como puso de relieve Kantarowich
(19). Y ello es así porque en la región confluye un múltiple y complejo
conglomerado de relaciones de diverso carácter.
r
Meyer (20) ha señalado la importancia de disponer de definiciones opera-
tivas y consistentes del concepto de reglón. Trías Fargas (21) afirma
que el concepto de región hay que considerarlo de modo flexible y coin-
cidiendo ccn Isard "será definido en términos del problema cuya solución
se busca". También Richardson (22) comparte la misma opinión cuando
dice que "no existe una definición única (de la región) y que la más
adecuada varía según la naturaleza de cada estudio"- Por tanto, cabe
concluir que el concepto de región no es absoluto, sino relativo, y
relativo a la finalidad que se persigue. -
Volviendo a los tres conceptos de espacio abstracto de Perroux, ya defi- ¡fl
nidos anteriormente y en correspondencia con ellos, se pueden considerar
tres tipos de regiones económicas tal y como lo hacen el propio Perroux
(23), BoudeviUe (24), Richardson (25) y otros. Aunque debemos subrayar
que espacio y región no son termines sinónimos. La región requiere la
contigüidad física de los diversos elementos que la conformen.
Boudeville (26) ha explicitado una tipología clásica y consagrada de
los tres tipos de región ya tópicos: la región homogénea, la región
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í
polarizada o nodal y la región-programa o región-plan (27). Por ser [
suficientemente conocidas, vamos simplemente a limitarnos a definirlas :
t
de modo sucinto. '
i
i
p o r
 región homogénea se entiende aquella región que está formada por
una serie de entidades locacionales que poseen características semejanr •
tes con respecto a una o varias variables económicas tomadas como punto t
de referencia (28), respetando aquellas entidades el principio de conti-
güidad geográfica. Mas debemos observar, con Richardson, que "áreas
que pueden ser homogéneas desde un punto de vista pueden ser heterogé-
neas desde otro" (29).
La región polarizada se basa en la determinación de las relaciones exis- ]
tentes entre polos económicos en función de los flujos que los relacio-
nan. Supone, además del criterio común de contigüidad, dos factores: |
el de jerarquía y el de interrelación. En cierto modo, es una generali- ;
zación de las áreas de mercado de Christaller-Losch.
La región-programa o región-plan es de carácter teleológico y son áreas í
a efectos de coherencia administrativa, formadas por decisión del orga-
nismo planificador.
Existen, sin embargo, otras formas de abordar el problema, menos conoci- ,
i
das. Así, Friedman (30) clasifica las regiones en sistemas económicos
que se superponen unos a otros a diferentes niveles (mundial, grupos
de naciones, naciones, regiones y subregiones) y, ligados entre sí, ;
formando una malla que ocupa toda la superficie terrestre. El concepto
que subyace a este tipo de región es el de región urbana (31) y se esta-
f:
blece a partir de las relaciones funcionales urbanas y jerárquicas, j;
que se producen entre los distintos asentamientos de población que gra- j
vitan sobre un área metropolitana principal. La región constituye la
escala adecuada del "urban field11 (o campo urbano) que debe constituir ¡
en el futuro una nueva escala de vida urbana, algo así como la ciudad- . |¡.
región de Dickinson (32). ; j,
I $
Según Friedman, el "urban field" constituye la nueva unidad ecológica T-<(•
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de la sociedad post-industrial y puede definirse coir.o "una fusión de
espacios metropolitanos y de periferias no metropolitanas centrados
sobre áreas-núcleo (Área Metropolitana) de al menos 300.000 habitantes |
y que se extienden hacia fuera de los núcleos por una distancia equiva-
lente a dos horas en coche conduciendo por autopistas modernas: es de-
cir, unos 150 Kms. con la tecnología actual. Esto representa no sólo '•
el límite geográfico máximo para el viaja casa-trabajo, sino también \]
el límite de uso intensivo para vacaciones y fines de semana -por carre- :
tera- del territorio periférico" (33). . í ¡\
f >
* -I
El concepto de Área Metropolitana puede definirse como el continuo urba-
no de un núcleo central (ciudad física, estrictamente hablando), carac-
terizado por cierto nivel de diversificación productiva, interrelación
de actividades, dominación, especialización funcional y comunidad de
intereses (34). 0 bien, como dice Lasuén (35), "un área metropolitana
es un mercado de trabajo diversificado en un entorno geográfico conti-
nuo". Además, podría añadirse, que es un ámbito espacial apropiado de
la planificación urbana y regional. t
Por otra parte, Dziewonsky (36) distingue tres tipos de regiones -utili-
zadas en la URSS- que son: las regiones como instrumentos de investiga- (
ción, regiones objetivas (como objetivo y resultado de la acción) y
regiones organizativas de planeamiento o con capacidad para ser instru- ;
mehtos de acción. . í
• »-
Otros intentos de clasificación hacen referencia al desarrollo económi- ;
!
co. Nos referimos a las regiones atrasadas, deprimidas y en expansión, \
definidas por Lombardini (37) ¡; o a las regiones prósperas, en declive, f
en vías de desarrollo y subdesarrolladas de Klaassen que son utilizadas ;
por Saenz de Buruaga, en su libro "Ordenación del territorio" (38). ]
Posteriormente, este mismo autor (39) plantea una sugerente tipología ;
regional basada en la consideración de la preponderancia que los facto- ,
res de dependencia, interdependencia o autosuficiencia respecto al exte- í
rior tienen en la estructura productiva de las distintas regiones espa- (
ñolas. Apoyándose en el objetivo de que "España en su conjunto, al igual |
que otros países europeos, debe aspirar a minimizar los factores de ~ i
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dependencia e incrementar los de interdependencia y autosuficiencia, \
cuidando particularmente por lo que se refiere al último factor, no í
perder de vista la eficiencia y capacidad de competencia del sistema", ;
efectué la siguiente clasificación de las regiones españolas: 1. Áreas ;
a reestructurar: con urgentes problemas de reconversión industrial, j
severos síntomas de congestión, altos niveles de paro, segmentación >
laboral, etc. Estar, son el triángulo Aviles-Gijón-Oviedo, área metropo- <
litana Barcelona, eje Bilbao-San Sebastián y Madrid; 2. Zonas equilibra- '•
das: los inputs de dependencia de estas zonas quedan equilibradas por . [
la autosuficiencia y capacidad de competencia de sus recursos agroali- \
mentarios, además de atraer inversiones industriales de las áreas metro- I
i
politanas congestionadas. Su reestructuración no es agobiante desde •
¡
el punto de vista de la reconversión, aunque si desde el ángulo de la j
dimensión de las unidades de producción. Este es el caso del País Valen- í
ciano, Baleares, Murcia, Rioja, Navarra, Aragón, Lérida, Tarragona. ¡
Otro grupo territorial potencialmente equilibrado es el triángulo Bur- t
gos-Valladolid-León, a condición de que se supere el despoblamiento • ¡
de sus comarcas con mayor productividad agraria y menor magnetismo ma- |
i
drileño; 3. Regiones en desarrollo, con demografía suficiente, potencial i
de crecimiento claro, así como instrumentos en marcha de expansión in- :
dustrial (Andalucía, Galicia). Ambas regiones tienen márgenes de autosu- í
ficiencia en cuanto a los inputs agroalimentarios y a cierto tipo de '
materias primas (Andalucía) o energía (Galicia) (40), por lo que pueden ¡
i
equilibrar su dependencia respecto a la tecnología "apropiada" que nece-
sitan importar y adaptar; 4. Regiones aisladas: Extremadura, Canarias, !
Salamanca y Zamora; 5. Áreas poco pobladas: Soria y Teruel (41). ;
í
Por último -valga como observación- no podemos dejar de señalar la im-
portancia que, desde el punto de vista geográfico, -en tantos aspectos
afín al económico- tiene el concepto de región, que no vamos a tratar
en estas páginas por razones de espacio (42).
2,2. EL CONCEPTO DE COMARCA
El término comarca, desde cierto punto de vista, puede considerarse
análogo al de región: lo que se atribuye al concepto región, puede at>-i-
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buirse, asimismo, mutatis mutandis, al concepto comarca. En cualquier
caso, conviene que veamos sus particularidades, su ámbito y perfil;
en definitiva, su propia naturaleza. Y en la medida que nuestro modelo
de planificación es un modelo comarcalizado, referido al ámbito territo-
rial de Galicia, trataremos de matizar el término, sobre todo, a la
luz de la literatura elaborada en nuestro país.
.En su sentido etimológico, según el Diccionario de la Real Academia
Española de la Lengua -19 edición, Madrid, 1970- "comarca" es, combinan-
do las dos acepciones que del término se da, "una división del territo-
rio que comprende varias poblaciones que se encuentran cerca unas de
otras". Como vemos es una definición, cuando menos, imprecisa, simple
y con carácter estático; sin embargo, pone de manifiesto dos caracteres
esenciales de la comarca, cuales son, el de constituir un espacio terri-
torial y el de comprender varias poblaciones que se encuentran cercanas.
Esta podría ser, pues, una primera aproximación.
Desde un punto de vista geográfico, la comarca es, en primer lugar, j|r¡
en palabras de Casas Torres (43), "un territorio, un espacio, un marco
físico de determinadas dimensiones, constituido por su relieve... sus
suelos, vegetación, aguas..., sometido a un clima... la comarca es un
espacio poblado, organizado por un grupo humano, con .arreglo a las téc- j
nicas que posee, impulsado, regido por uno o varios núcleos centra- I
les..."; es decir, la comarca en el sentido geográfico estricto enfatiza ' !
los aspectos naturales, físicos y la relativa homogeneidad entre ellos. !
* ir
Así, Revenga Carbonell (44) la define como un "territorio en que la ; ;.
geología, el relieve, el clima, la vegetación, la fauna y el aspecto
 f I
s * •
humano aparecen idénticos o muy semejantes" o para Vilá Valentí (45) ¡
"como una limitada parcela del plano de contacto entre litosfera y at- •
 f
mósfera, hidrosfera y biosfera..-"- \
Sin embargo, hay que afirmar que, para estos mismos geógrafos y otros, ;
una cabal visión de la comarca "no sólo debe atender a la constitución j
de su territorio, enmarcándola dentro de sus fronteras naturales y des- j
cribiendo en ella una cierta homogeneidad física, sino que también hay ¡
que tener en cuenta su evolución histórica, su demografía, la importan-
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cia relativa de los núcleos de población enclavados en la misma, su \
capitalidad o cabecera de comarca y las influencias recíprocas que se }
establecen entre ésta y aquellas11 (46). ¡
De todos modos, en un sentido económico, el criterio geográfico no es'
suficiente, aún partiendo de él como soporte físico y natural. Habría l
que añadir otros aspectos como una "red'de funciones o relaciones",
i
unas "actividades o flujos" entre los diversos componentes del espacio ¡
1
comarcal. Relaciones de carácter socioeconómico que existen entre las ¡ • ¡i
diversas partes. Flujos que se desarrollan a través del transporte y
otros medios. Actividades que se imponen por intereses complementarios
y comunes. Funciones, en suma, de toda índole que unas partes prestan
a otras: ciudad-campo, industria, comercio, agricultura, servicios,
etc.
Tanto la región como la comarca, si bien ésta como espacio inferior
al de aquella, no son más que "unidades territoriales que reúnen activi-
dades económicas complementarias y perfectamente ligadas, que gravitan
alrededor de centros urbanos dcnde se localizan importantes funciones
económicas, en particular las funciones de decisión... además, estos
centros desempeñan casi siempre un papel muy importante desde el punto
de vista intelectual y cultural... unidades territoriales cuyos límites
[
corresponden a los de las zonas de influencia de su o sus aglomeraciones jf
principales" (47). • ífj
U
Podríamos, por tanto, definir la comarca, bajo el prisma económico, ! •;*
como el espacio territorial delimitado por la zona de influencia de ||,
una aglomeración urbana en la que, como centro del área, se producen ¡]
las decisiones fundamentales para la vida ordinaria de aquel espacio. ¡I
Ahora bien, en aras de una mayor matización, debemos definir el concepto i
de zona de influencia o "hinterland11 (48), área de dependencia, de ser- ¡:
vicio o de mercado, como aquélla que se refiere al área de gravitación ,
r
hacia un núcleo urbano o lugar central de un nivel jerárquico dado y [
para un cierto tipo de funciones que corresponden a su nivel dentro I
del sistema de ciudades, a sus actividades umbrales y típicas, y, en
general, a la organización funcional de la estructura urbana sobre el
territorio.
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Así, pues, podemos concretar las diferencias entre "hintcrland" y comar- f
ca en lo siguiente (49): a) el "hinterland" es un espacio económico; [
la comarca puede ser un área espacial físico, económico, social, que |
se dirige hacia el campo de la administración; b) el "hinterland11 es ¡i
un espacio funcional, la comarca es un espacio real o instrumental; \\
c) pueden distinguirse dos áreas espaciales: las áreas homogéneas, por ¡¡
la constitución de sus componentes; y las áreas complementarias de los ¡¡
componentes entre sí. El "hinterland11 es por definición un área comple- '
mentaría, la comarca puede ser homogénea o complementaria; d) el "hin- !¡
terland" es eminentemente dinámico, su estructura y delimitación varía fj
11
constantemente con la evolución de los procesos funcionales de la es- }|
tructura urbana territorial. La comarca es relativamente estática, al
menos durante el ciclo mínimo de su operatividad; aunque puede ser ajus-
tada, siempre ofrece una cierta inercia.
Como conclusión de estas observaciones, puede decirse que, en todo caso, t
f
a cada actividad u objetivo corresponderá un hinterland y comarca varia- i*
i
ble. La unidad operativa para el planeamiento, programación, instrumen- i
"tacion o prestación de servicios en el -proceso de desarrollo urbano [
puede ser una comarca funcional o área-funcional, determinada a partir
de los correspondientes hinterlands definidos por las actividades y •
funciones que hayan de planearse. . !;
A lo hasta aquí dicho, sería conveniente añadir, a fin de ceñir de modo j
más pleno la realidad de la comarca, sus rasgos sociológicos y ecológi- [
* •
eos, siguiendo los estudios realizados por Berry (50). Esto es, aquellos í,
rasgos que le confieren el carácter de "cuasi-grupo", con tendencia |,
a constituirse en "grupo social", a medida que las relaciones sociales ¡i
de los individuos que viven en el espacio geoeconómico se fueran incre- :
mentando por medio de la participación en la solución de intereses comu-
nes. Vendría a ser algo así como lo que Tonnies llama "asociación de
vida pública" o "comunidad de vida conjunta" (51).
Por otra parte, dada la variedad de nuestra geografía (52), habría que
distinguir distintos modos de adaptación de la población a los distintos
medios ambientes en que vive y desarrolla su actividad. Como regla gene- ~'" ¡
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ral, en materia de asentamientos y de adaptación de la poblnción en ¡
un medio ecológico dado, se puede decir que vendrán determinados por \
el grado de accesibilidad, tanto a los centros de trabajo como al núcleo \
en donde se concentran los compiojos servicios que requiere la e]evación j
del nivel de vida. f
Esquemáticamente, digamos que, en las zonas eminentemente agrarias,
de población dispersa, se produce una mayor aproximación entre el lugar
de residencia y el de trabajo, a la vez que se caracteriza por v.n rela-
tivo alejamiento de.l núcleo comarcal como centro soci-:-l y de prestación
de servicios.
Por el contrario, en las zonas industriales, la población puede residir
en núcleos que, ofreciendo condiciones favorables para la prestación
de servicios, están más o menos alejados, pero accesibles al centro
productivo. En este punto, hay que tener en cuenta que la gran indas-
tria, que mueve importantes contingentes de personal, se encuentra cada
vez con mayor libertad al elegir su emplazamiento, siempre que se pueda
contar con fáciles medios de comunicación.
En definitiva, de las diversas configuraciones de los asentamientos
de población, que constituyen una realidad ecológica determinada, depen-
derá la forma jurídico-administrativa que habrán de adoptar las entida- j
I i
des comarcales que se constituyan en los espacios territoriales. t !ü
No obstante, no debe perderse de vista que toda comarcalización, en
tanto en cuanto es una división territorial, representa un acto de poder
e incorpora, en consecuencia, un proyecto político. Esto es, toda comar-
calización opera con el espacio y éste es un producto social, objeto
de apropiación y lugar donde se despliegan las diversas y contradicto-
rias estrategias de las clases sociales.
Por consiguiente, el espacio no puede ser aprehendido haciendo abstrac-
ción de los sistemas económicos e ideológicos que le han configurado
y le configuran constantemente. Dicho en otras palabras, de manera su-
cinta, toda división territorial puede ser utilizada bien para dominar
i
295 -
bajo un poder centralista, o bien para administrar con una voluntad
de servicio al conjunto de la población.
Por último, no parece OCÍOGO que nos detengamos siquiera unas páginas
en los diferentes conceptos de comarca existentes en la doctrina admi-
nistrativa española. Resultaría de interés analizar el tema comarcal
a la luz de la legislación en proyecto, pero dado su estado de elabora-
ción, no nos ha sido posible llevar a cabo tal tarea.
Se puede decir, en primer término, que encontramos tantos conceptos
de comarca como autores se han acercado al tema, y ninguno de ellos
alcanza una aceptación universal. Así, tenemos el concepto de municipio-
comarca, el de municipio compuesto, la comarca en su sentido propio,
etc.
El municipio-comarca se entiende como la solución al problema de la
inviabilidad de los pequeños municipios y, tratando de su desaparición,
con la finalidad de integrarlos en un huevo municipio fuerte y predomi-
nante, de fines totales con relación a la totalidad de los integrados.
Esto es lo que Martín Mateo (53) denomina "solución eliminadora", o
la "fórmula integrista" de Diez González (54), que "consistiría en remo-
delar el actual mapa municipal para redactar otro más viable de munici-
pios de ámbito comarcal". Sería la primera parte del proceso comarcali-
zador. A nuestro modo de ver, creemos que tal municipio-comarca no es
una comarca en sentido estricto, sino un municipio, sin más, caracteri-
zado porque su término municipal viene a coincidir con lo que se ha
llamado en otro lugar comarca natural.
Para otros autores, la comarca no es más que la constitución de un muni-
cipio de carácter compuesto, integrado por la totalidad de los compren-
didos en una comarca natural, caracterizado por la subsistencia de todos
los precedentes en régimen de igualdad, que ho desaparecen, a diferencia
de lo que ocurre en el municipio-comarca. Esta es la fórmula propuesta
por Jordana de Pozas y por el Seminario de Tarragona sobre comarcaliza-
ción (55), que, a su juicio, "puede presentarse como un modelo para
nuestra propia reforma local" o por De la Vallina (56) al decir que
- 296 -
í
f
"como toda asociación, esta figura aplicada al orden local, supone la ;
unión de varias entidades para conseguir fines comunes y encuentran \
su razón de ser en esas limitaciones que las estructuras locales en j
la actualidad presentan". i
i
Para Diez González (57) el municipio compuesto constituiría la segunda |
fase del proceso comarcalizador o fase pr-evia a la tercera y última
de dicho proceso que estaría constituida por lo que él llama la "gran
comarca". De todos modos, cabe indicar que, la mera unión a los fines
indicados, continuando éstos siendo "fines Íntermunicipales" simplemente !
y sin aparecer ni una entidad nueva ni una nueva estructura territorial, i
niega al municipio compuesto el carácter de verdadera comarca. '•
i
Se puede advertir ya, cómo las diversas concepciones de la comarca men- !
cionadas no consiguen desprenderse del municipio tanto en la vertiente f
del municipio-comarca como en la del municipio compuesto. Ambas concep- ¡
j
ciones no son más que retoques de la figura municipal, readaptándola,
aceptando así "como postulado de plena validez y actualidad, que la r
división básica primaria es la del municipio y que en el orden político \
i
o administrativo, de ella, y solamente de ella, deben partir todas las |
demás" (58).
Esta base municipal creemos que impide, sin embargo, la percepción clara
de ' la comarca como fórmula "sui.géneris" y, en cierto sentido, indepen-
diente y distinta de los municipios que la integra. Independiente, aun-
que íntimamente ligado a ellos, la comarca, "prima facie", se nos apare- |
ce como una realidad intermunicipal, pero no es solo eso. La comarca J i
no es ni los municipios solos, ni la cabecera sola, ni ambas cosas a i
í .¡
la vez. i
í
!
La comarca es, en definitiva, esa realidad que ha configurado a los ; •.
mismos municipios que la componen integrándolos en una realidad distinta * \
a ellos mismos en un •proceso permanente de integración y selección, ¡ ^
en constante evolución como consecuencia de la dinamicidad constante I
de sus elementos primarios: economía, demografía, redes interiores, j
 :¡
relaciones sociales.de sus grupos primarios, medio físico, subsuelo, -• f.
cultivos, movimientos migratorios, etc. ¡;
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En tercer lugar, se perfila en algunos autores el concepto de comarca
en sentido propio, que añadiría a la idea de municipio compuesto la
de demarcación simultánea del ejercicio de competencias estatales y •
provinciales, con lo que el espacio territorial configurado por el muni-
cipio compuesto vendría a ser, además, lo que se podría llamar "subpro-
vincia" o espacio "infra-provincial" al mismo tiempo que, naturalmente, ;
¡
"supra-municipal", al venir a coincidir en el mismo competencias "sub- !
provinciales" con otras "inter-municipales". Esta es la opinión de Mo- I
rell Ocaña (59) y la conclusión del XI Seminario de Investigación del [
I.E.A.L. sobre "la comarca en la reestructuración del territorio" (60),
entre otros. j
i
En cualquier caso, esta definición configura a la comarca sólo a medias, '
en tanto en cuanto no se reconoce que existen competencias propiamente
comarcales, con órganos "ad hoc" para ejercerlas, que son las que, en
realidad, conformarían la entidad comarcal propiamente dicha.
En otras palabras, la comarca, en ese sentido, -sólo .será un espacio
de prestación de servicios intermunicipales -sin ninguna novedad, por j
tanto, en orden a las funciones y competencias- o de orden estatal o i '
provincial; pero unos y otros, en todo caso, sólo por desconcentración ¡
o por delegación, pero sin llegar a resolver el problema fundamental l
que es el de que la comarca sea el titular de aquellas competencias ¡ !!
de tipo comarcal. * :
!i
Para finalizar, veamos brevemente la naturaleza jurídica de la comarca. \ •
Las comarcas pueden ser meras divisiones territoriales o, por el contra- i ¡
i i
rio, entidades territoriales. En el primer caso, a la comarca se le
 : I
atribuye la naturaleza jurídica de constituir divisiones del territorio
a los efectos de puntuación de determinadas obras y servicios, sin que
aparezca en ningún caso ningún ente territorial con personalidad jurídi-
ca. En este sentido, se pronuncia Guaita (61) para quien "no puede,
no debe pensarse, en comarcas personificadas, en nuevas entidades terri-
toriales..., tales agrupaciones no tienen el carácter de entidades te-
rritoriales, sino el de personas institucionales o no territoriales".
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En el segundo caso, se admite la posibilidad de la comarco corno verdade-
ra y nueva entidad territorial. Jordana de Pozas (62), al distinguir
las tres clases de comarcas por él previstas, dice que "en el caso de
la metrópolis, su comarca urbana o áreas metropolitanas podría tener
el carácter de entidad territorial", admisión limitada al principio
a las metrópolis para, después, terminar aceptándola para los otros
dos tipos de comarca, urbana y rural. Junto a estas dos vertientes de
la naturaleza jurídica de la comarca, existen criterios eclécticos.
Es el caso del XI Seminario de Estudios del I.E.A.L., que en la conclu-
sión III-l acepta la posibilidad de existencia de comarcas como divisio-
nes territoriales junto a comarcas como verdaderas entidades territo-
riales.
En síntesis, se podría terminar afirmando que, correlativamente a los
distintos conceptos de comarca, hay que reconocerles distinta naturaleza
jurídica y los tipos impropios de comarca, como el municipio compuesto,
son meras divisiones territoriales y que la comarca "strictu sensu"
es una verdadera entidad territorial.
3. UN ENFOQUE SISTEMICO DEL CONCEPTO DE REGIÓN
Los conceptos de región -anteriormente tratados-, a pesar de su evidente
utilidad y validez, no son en rigor adecuados a nuestro_propósito: tra-
tamos, por un lado, de buscar un concepto más comprehensivo e integrador
yt por otro, susceptible de adaptarse de manera operativa a nuestros
instrumentos analíticos. Pues bien, en coherencia con la metodología
de dinámica de sistemas adoptada a lo largo de este trabajo, concebire-
mos la región como un sistema espacial abierto, dialécticamente desequi-
librado y constituido por unidades locacionales contiguas que forman
subsistemas interdependientes.
La región (63), en tanto sistema abierto, establece relaciones de entra-
da y salida con el entorno (extrarregional e intrarregional) o conjunto
de factores funcionales y espaciales que ejercen una acción sobre la
región o que están sometidos a su influencia.
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.El entorno extrarregional comprende todos los espacios que limitan a í
la región. Por consiguiente, su diseño comporta un problema -frecuente- ¡
mente nada fácil de resolver- de delimitación o separación del sistema i'.
de su entorno. ;
i
El entorno intrarr-egional está compuesto por otros sistemas o subsiste- ! !
mas, que se extienden sobre el mismo espacio regional y con capacidad t
de modificación de la organización espacial. f
Obviamente, la intensidad de las relaciones con el entorno son diferen- i
tes según los niveles de desarrollo económico y la naturaleza institu- '
cional de cada país. Así, si las relaciones intrarregionales son débi- i
les, pero las -interregionales son fuertes, podríamos, en general, afir- ';
mar que estaños en presencia de regiones periféricas de países desarro- ;
i
liados muy centralizados o en el caso de regiones "modernas" de países !
en vías de desarrollo. Por el contrario, relaciones intrarregionales i
 H
fuertes y extrarregionales débiles serían propias de regiones en sitúa- ' ¡ «
ciones proteccionistas o en países autogestionarios y federales. Final- í
mente, fuertes o intensas relaciones en los dos sentidos serían propias \ ,
de países fuertemente descentralizados y económicamente avanzados. ' "•
i í|
í •
Por lo demás, tales relaciones son de carácter dialéctico, en constante j
oposición, aún en el caso de que la relación en un sentido sea más pode- I
rosa que en otro. Sucede que un sistema o región sufre fuertes presiones j
del entorno, limitándose a reaccionar frente a ellas (sistema endotrópi- !
>
co), mientras que otro sistema o región posee su propia dinámica interna
y transforma su propio entorno (sistema exotrópico). Esto es, tanto
en uno como en otro caso, se e'stablece una relación dialéctica desequi- ^ ¡
librada o desigual, cuya dualidad asimétrica se basa en el dominio del <
centro del sistema sobre su periferia. I
A su vez, toda relación dialéctica implica la oposición del principio
de unidad y su contrario, el principio de la diversidad. Dicha oposi-
ción puede presentarse bajo diferentes formas: la homogeneidad, la pola-
rización y la anisotropía. Abordaremos a continuación los dos primeros
aspectos y dejaremos para más adelante el tercero (64).
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Por otra parte, 3a renión-sistema está constituida por la interdeperiden- j
cia de una serie de subsistemas o relacione- de interacción y retroali- \
mentación, lo que determina que el comportamiento de la región, global- í
mente considerada, sea menos dependiente de las propiedades de cada !
subsistema y más dependiente de la red de relaciones existentes entre i
los subsistemas (65). - y
<
Existen, por consiguiente, una serie de bucles de retroalimentación ;
positiva y negativa entre los diferentes subsistemas, que explican CÓMO •
los primeros modifican el estado del sistema y los segundos, respectiva- :
mente, tienden a mantener su estabilidad, creando unos y otros jerar- \
quías funcionales y espaciales. Naturalmente, el resultado dependerá í
de cual de los dos bucles sea el dominante. i
\'
Pero, en definitiva, lo que venimos haciendo en los últimos párrafos \
no es sino tratando de establecer un mínimo cuadro axiomático, basado ¡
en la teoría de sistemas, que nos permita analizar el complejo marco »
de las contradicciones espaciales. Conviene ahora, por tanto, que veamos '
los diferentes conceptos de región a la luz de esa metodología. I
3.1. EL CONCEPTO DE REGIÓN HOMOGÉNEA
Aunque el concepto de región homogénea ha perdido gran parte de su vir-
tualidad y de su interés operativo, pues los espacios se especializan
y se combinan siguiendo las leyes de la complementariedad, no debe ser
abandonado en la medida en que facilita la comprensión de los fenómenos
regionales. No en vano las regiones funcionales y anisotrópicas surgen
a partir de las regiones homogéneas, que es, en síntesis, uno de los
múltiples fenómenos que están ocurriendo especialmente en todos los
países subdesarrollados o en desarrollo. Lo quef en nuestra opinión,
no escapa a la dualidad clásica espacio local dominado - espacio inter-
nacional dominante.
Pues bien, a pesar de la relatividad de la noción de homogeneidad (66),
la región homogénea puede ser definida como un sistema eudotrópico,
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en el que las interpelaciones se cfecMan sobre todo en el sentido en-
torno-región. El entorno activo que influye sobre la región es mucho
más vasto que el entorno pasivo, que sufre la acción del sistema regio-
nal. Esta disimetría está en función del estado do desarrollo del siste-
ma y es, desde luego, mucho mayor en los países en desarrollo que en
los desarrollados.
Por otra parte, en las regiones homogéneas pueden observarse algunas
características sistémicas peculiares. En primer lugar, una región homo-
génea se mantiene normalmente en equilibrio estacionario y conforme •
se ve sometida a equilibrios dinámicos, propios de interrelaciones de
-flujos materiales e informativos, surgen procesos jerárquicos y disimé-
tricos que erosionan, primero, y destruyen, después, los rasgos propios
de la homogeneidad. En segundo lugar, -y como consecuencia de la carac-
terística anterior- la capacidad de adaptación de la región homogénea
es muy débil: ante cualquier perturbación del entorno la homogeneidad
puede verse vulnerada. Así, pues', la región homogénea, particularmente
aquellas de origen natural, es extraordinariamente frágil frente a las
perturbaciones del entorno.
En tercer lugar, los bucles de autorregulación o retroalimentación de
la región homogénea son normalmente negativos. Los bucles positivos,
que permitirían transformar el sistema, son infrecuentes. Y cuando,
llegado el momento, estos últimos entran en acción, su velocidad es
tal que provocan la disgregación con relativa inmediatez de la homoge-
neidad del sistema, dada la lentitud de reacción de los bucles negati-
vos.
Finalmente, la región homogénea puede descomponerse en subsistemas.
Subsistemas que, según los casos, pueden ser ellos mismos homogéneos
o no. En -el primer caso, los subsistemas tienden a constituir agregados
relativamente independientes; aunque existen determinadas relaciones
fijas que crean una red de interacciones estáticas que no modifican
el estado del subsistema. Estos subsistemas se relacionan en serie o
en paralelo, pero la ausencia de jerarquía entre ellos impide toda inte-
rrelación más compleja. En el segundo caso las relaciones son más ínten-
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sas, lo que produce cierta jerarquizaron entre Ion subsistemas y puede
comenzarse a advertir es. surgimiento de algunos bucles de interacción. i
I
i
3
-
2
- LA REGIÓN POLARIZADA ¡
i
Entendemos a la región polarizada como un sistema constituido por una !
serie de polos o núcleos rectores, que forman una red, alrededor de j :
los cuales gravitan los campos de atracción. :
i
i
Así definida, es fácil comprender que la región polarizada esté fuerte-
mente ligada a su entorno intrarregional e interregional, de manera '•
que, a diferencia de lo que sucede en el caso de las regiones homogé-
neas, el 'entorno pasivo que sufre la acción del sistema regional es-
tán vasto como el entorno activo y los intercambios r.e realizan sobre
todo en el sentido región-entorno. La región polarizada es, pues, un ¡
sistema exótropo de flujos disimétricos," creadores de disparidades je-
rárquicas funcionales y espaciales, que constituyen la causa inmediata ¡
i
principal de la oposición entre el centro y la periferia-regional.
Las relaciones con el entorno son de autorregulación positivas, del .¡
i
tipo de la "casualidad acumulativa" myrdaliana (67), lo que provoca
procesos de concentración continuos en espacios reducidos que se oponen
a espacios progresivamente desertizados. En este sentido, la región I '
urbana constituye la fase última de evolución de una región polarizada. ¡ •.
Sin embargo, es preciso decir que, a la luz de experiencias recientes, ! [
las contradicciones derivadas de las hiperconcentraciones se multiplican : j
:
 Iy los bucles de retroalimentación negativos no tardan- en aparecer. De , J
ahí que, superado un cierto umbral, se comiencen a aplicar políticas • í
desconcentradoras hacia las ciudades medias, etc. Además, los bucles • , ;
de autorregulación funcional y de autorregulación espacial no disponen . i
de las mismas velocidades de reacción; para los primeros suelen ser
rápidas, mientras que para los segundos el retraso temporal de reacción
es de largo plazo.
Por su parte, la región polarizada puede también descomponerse en sub- i
sistemas. Pero, inversamente a lo que sucede en la región homogénea
estos subsistemas no son independientes y, además, son de carácter di-
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verso, homogéneos, polarizados o anisotrópicoa. Las relaciones erare
les subsistemas no
 s e efectúan en serie ni en prralelo, sino por inte-
racción y retroolimentación que crean, en definitiva, un sistema comple-
jo integral y jerarquizado. Como consecuencia de la red múltiple e in-
tegrada de flujos, la región polarizada está permanentemente en equili-
brio dinámico inestable, lo que le dota de una gran capacidad de adapta-
ción y de persistencia en el tiempo.
En concreto, el comportamiento sistémico de una región polarizada podría
esquematizarse del modo siguiente:
ASPECTOS
NO ESPACIALES
ASPECTOS
ESPACIALES
DESDE EL
PUNTO DE
VISTA AC
TIVIDAD
PRODUCn
VA
ESTRUCTURA:Industrial,agrí
cola,organizativa,de pobla
ción,etc. ¡
i
i
y
DESDE
PUNTO
VISTA
LOS IN
VIDUOS
GRUPOS
EL
DE
DE
DI
Y
¡PROCESO:Relaciones vertica
¡les y horizontales entre -
empresas y otras organiza-
ciones : flujos de bienes, -
servicios,empleados,infor-
mación. .,
ESTRUCTURA-.Aglomeración de
actividades.Flujos de bie-
nes y servicios.Distribu—
ción .'y uso del suelo...
o
PROCESO-.Difusión espacial:
flujos de bienes,servicios\
informacion.de población..]
PROCESO:Toma de decisiones,
interacción social.difusión
de innovaciones...
T
ESTRUCTURA-.Trabajo, ocio, —
normas sociales,status,es—
tructura de clases,relacio-
nes de producción...
PROCESO¡Movimiento espa-
cial, migraciones,"commu—
ting", compras", transporte
ir
•AL
ESTRUCTURA:Localización y -
distancia de la población -
respecto al puesto de traba
jo,residencia y servicios;-
concentración,dispersión...
., A
en donde:
> principal dirección de influencia dentro del mismo nivel
-> feedback dentro del mismo nivel.
:r> influencia y feedback.
^ principal dirección de influencia entre dos niveles.
z.$ feedback entre dos niveles
^influencia externa
::>feedback entre si sistema-región y su entorno.
FIGUP.A: DIAGRAMA Di'- UNA REGION-SlSTEMA
FUENTE: KUKLINSKI (68)
i
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4. CONCEPTO Y NECESIDAD DEL PROCESO DE COMARCAI.TZACTON
El proceso de comarcslización es un requisito previo esencial para el
análisis de los- .fenómenos económicos regionales. Pero ce trata de un
problema, como dice Richardson (59), "harto complicado, lleno de ambi-.
güedades". A la complejidad y ambigüedad de este problema, le prestare-
mos la debida atención en los próximos capítulos. Limitémonos aquí a
subrayar que el principal problema que se presenta a la comarcalizaciór:
es el conceptual de definición y clasificación. Pero como señala Hall
(70) "en la práctica presenta muchas dificultades conceptuales la deli-
mitación regional, siendo las necesidades concretas de planificación
y análisis las que resuelven el problema en cada caso específico".
Desde un punto de vista formal, el proceso de comarca]ización puede ,
asimilarse a un problema de regionalización. Se trata de descomponer ¡
un espacio económico determinado en sus diferentes comarcas, de acuerdo [
con unos criterios y fines determinados. í
En general, puede decirse que "comarcalizar" constituye un concepto
idéntico al de "regionalizar" y su función es la de definir y delimitar
unidades singulares (comarcas) corno subespacios dentro de espacios mayo-
res. Es inmediato que de esta definición se deriva que las operaciones L*
de agrupar, conectar y programar constituyen caracteres inherentes a j í
la comarcalización. En este sentido, "regionalizar (comarcalizar) es ¡ \
I !•
el proceso por el cual las unidades espaciales o áreas son definidas j <
y agrupadas" (71). Más concretamente, Alampiev (72) define la regionali- [I
zación económica como "sinónimo de división de un país, para propósitos ,
de planificación, en ciertas partes". • [
Por otra parte, y refiriéndonos a nuestro país, la necesidad de la co- *,
marcalización viene justificada por una serie de causas fácilmente iden- r¡
tificables. La primera, y más inmediata causa de la creación de comar- _!'
qas, reside en la crisis en que se encuentran los pequeños municipios y
por su pérdida de funcionalidad, pero también en las concentraciones .^
urbanas y áreas metropolitanas, por la complejidad de elementos comunes
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que deben ser manejados a nivel territorial. En los pequeños municipios, ¡
la crisis económica y demográfica quo sufren, hace que se vean i;;,pop.ibi- !
litados de seguir soportando incluso la prestación de servicios mínimos.
i
Además, la creciente complejidad que van adquiriendo los servicios pú- !
blicos municipales, la necesidad de planes coordinados -y no contradic- [
torios- ntermunicipios, las políticas de localización de actividades" í
o inversiones, de comunicaciones e infraestructura son motivos más que j
suficientes como para proceder a una comarcalización del territorio. j
f
No obstante, si bien no ofrece dudas que la comarcalización es conve- i
niente y aun necesaria, lo que no resulta ya unánime es el criterio ¡
de si debe procederse a comarcalizar todo el territorio, o, por el con-
trario, solamente determinadas zonas del mismo.
Existen, en esta materia, diversos puntos de vista (73): f
a) Comarcalización por zonas determinadas, precisamente aquellas ¡
en que abundan los pequeños municipios, o que se encuentran en tan pre- [
caria situación económica que los municipios aislados no sirven para !
resolver los problemas primarios de su población. Se aduce, como justi-
ficación, que habrá muchas zonas en que los individuos no acepten, cuan-
do menos, de buen grado, la comarcalización. Lo cual nos parece, cuando
menos, dudoso.
b) Comarcalización de todo el territorio, aunque en forma distinta [
de unas áreas a otras. Es decir, habrá que comarcalizar* de una manera [^
en las zonas económicamente atrasadas, y de otra en las zonas superpo- !
bladas, próximas a las áreas urbanas o áreas metropolitanas.
c) Comarcalización basada en criterios eclécticos, la cual propugna .
que la comarcalización debe considerarse conveniente a nivel de todo ;f
el territorio y necesaria en ciertas áreas. Así, hay quien pretende '
que la comarcalización se lleve a cabo en relación con el desarrollo ,
sectorial, basándola en el establecimiento, por ejemplo, de un plan ['
de urbanismo; o, en fin, quien considera que habría que compatibilizar . ;|
la fórmula comarcalizadora con otras de tipo asociativo o integracionis-
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ta (fusiones, incorporaciones, etc.) sin encasillamientos predetermi-
nados .
De cualquier manera, digamos, por último, que habría que añadir que
todos los aspectos señalados más que provocar de modo originario la
creación de comarcas, lo que hacen es hacer patente la conveniencia
de las mismas -que siempre han existido desde un punto de vista geográ-
fico y, en realidad, socio-económico- y la necesidad de configurarlas
jurídica y políticamente.
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CAPITULO VII.-FUNDAMENTOS TEÓRICOS DE U¡¡ PhOf'ESO DE COMARCAÍJZACirjN
1. LA_COMARCA KiJ LA PLANIFICACIÓN VRBA_NA__Y_RUGTQNAL
t
í
En la actualidad, ec de aceptación general que la planificación urb?.na '
i
y regional debe hacerse sobre la base de la subdivisión del territorio ;
sobre el cual aquella ha de actuar. En algunos países, como Inglaterra, ;
ha alcanzado incluso rango de ley (1). La institucionalización óc.l esca- ¡
lón supra-local se convierte en una necesidad para la planificación, ;
bien con carácter más o menos voiuntario (c^so del "comprenñori" en f
t
Italia), bien con carácter uniforme ("country" en el Reino Unido) (2). ;
i,
La planificación regional o espacial actúa sobre la estructura de las !
I
entidades locacionales agregadas en comarcas o sübregiones. El problema '
surge cuando se plantea si las regiones proporcionan diferentes niveles
de planificación o si diferentes niveles .de planificación requieren i
diferentes tipos de regiones. La discusión de este problema se orienta ¡
i
mas bien hacia el segundo enfoque (3), aunque no de manera inequívoca. |
!
|i
Como tampoco resulta inequívoca y con unidad de criterio, si la subdivi- j
sión del territorio debe hacerse siguiendo el punto de vista de la homo- ¡
geneidad o el de la funcionalidad. La literatura existente resulta con- •
tradictoria al tratar esta cuestión. Así, Richardon (4) afirma que "tal <
como se considera normalmente, la región funcional es La unidad óptima
i
de planificación". Hall (5) señala, en un mismo libro, que "a efectos ¡
t
de la planificación económica, puede afirmarse que lá región homogénea
i
es, sin duda, el punto de partida" y, más adelante, que "desde ur. punto !
de vista administrativa, puede decirse que las regiones para una plani- !
ficación económica, deberían disponer de un alte grado de ncdr.lidad". ¡
Por su parte, Glasson (6) considera que "en la mayoría de los casos [
habrá conflicto entre los des criterios y será necesario un compromiso". '
!
A su vez, Hilhorst (V) dice que, aceptadas ciertas hipótesis, "ei con-
cepto de región homogénea resulta ser un instrumento importante a muchos í
efectos y, entre ellos, para la r1 uiificación regional".
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Sin embarco, nc debemos olvidar quo la aplicación "tout court" del prin-
cipio de homogeneidad incide en el tipo de medidas de planificación
regional. Así, partir de la hono^.encidad de cada región es tanto como
fomentar al máximo la especia]ización, considerando que por.esta vía
se puede lograr un óptimo económico desde el punto de vista espacial.
Subyacente a esta consideración se encuentra la teoría de muchos econo-
mistas anglosajones, seguidores del pensamiento neoclásico, que estiman
que por la movilidad de los factores de producción se obtienen los máxi-
mos rendimientos si cada región se especializa en aquella actividad
para la que se encuentra mejor dotada. Pero esta orientación parte,
según se ha demostrado, de unos principios no verificados. Además de
no existir una perfecta movilidad de los factores de producción, es
necesario tener- en cuenta que precisamente la política económica centra-
lizada y sectorial -prototipo de la existente en España en los últimos
lustros- provoca una especialización espacial y, consiguientemente,
una creciente polarización.
La planificación regional debe pretender la transformación económica
de cada región y ésta no puede consistir exclusivamente en mejorar y
modernizar el tipo de actividades básicas de la misma, sino crear otras
nuevas, con las que se obtenga, conjuntamente con las primeras, ur.a
utilización óptima de los recursos. La alternativa radica más bien en
un compromiso entre la especialización a ultranza y la plena autonomía
económica, dependiendo en concreto de las posibilidades de cada espacio
económico; pues, en definitiva, para obtener les máximos rendimientos
es preciso, siempre que sea posible, que cada región comprenda activida-
des económicas heterogéneas, complementarias entre sí, que permitan
una organización óptima (8).
A nuestro modo de ver, creemos que efectivamente hay que combinar ambos
criterios, aunque dando prioridad a las relaciones funcionales, pues
"si no se toman en consideración las decisiones del plan pueden resultar
ineficaces" (9).
En cualquier caso, es preciso adoptar una actitud experimental hacia
estos problemas relativos a la planificación, más que una posición dog-
1I
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i
mática, que por otra parte no se hallaría respaldada por el suficiente '
desarrollo teóricu, informático, simulativo, de conocimiento y control
de los medios do implement'->ción. La flexibilidad sf.rá, por tanto, const» ¡
cuencia de esa actitud experimental hacia la planificación del desarro-
llo económico, de su forma diferencial de producirse sobre territorios
heterogéneos, o de sus variaciones par., distintos grados de desarrollo.
Además, hay que advertir que, ninguna división regional o comarcal será
satisfactoria para todos los problemas, ni permanecerá constante a lo
largo del tiempo.
Una posible alternativa -incorporable a la que aquí defendemos- es ls [
i
integración de la planificación regional con la planificación de las j
ciudades, en un enfoque que no ignora las relaciones entre los centros í
i,
urbanos y la región. Que es, por lo demás, la línea futura -que parece j
más prometedora- para el desarrollo de la Teoría Económica Regional
(10). Esta alternativa permite centrar los estudios en los centros de I
desarrollo económico, localizados sobre el espacio y mantener la flexi- \
t
bilidad que permite y exige la dinámica de la jerarquía de ciudades.
I
En efecto, el proceso de desarrollo económico de un país, se halla es-
trictamente relacionado con la evolución de su sistema de ciudades.
Se ha demostrado empíricamente que el grado de urbanización de cada
i
país varía directamente con el grado de división del trabajo y, por
tanto, con el nivel de desarrollo económico (11). A cada estadio de
desarrollo económico le corresponde un sistema de ciudades y al revés.
Esto es lo que hace Friedman (12), cuando establece una morfología del ;
sistema de ciudades que corresponde a las diferentes fases del desarro-
llo.
*
No obstante, para análisis más específicos convendrá utilizar una serie
de conceptos que nos permitan identificar las aglomeraciones urbanas
más importantes de un país, que, normalmente, son los centros donde
se generan y difunden las innovaciones culturales y tecnológicas (13).
Así, dentro del orden jerárquico de las funciones económicas y sociales
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que realizan los asentamientos de población .de un país, se distinguen
habitualmente dos conceptos económicos de región: a) la región-ciudad
y b) la región de interdependencia o interland (14). La primera se puede
definir como el área de mayor interacción en las actividades de produc-
ción y de compras y ventas que se realizan en una gran ciudad. En ella
se originan la mayor parte de los viajes diarios de empleo-residencia
y constituyen la expansión orgánica en el sentido económico y cultural
de la ciudad. Es lo que normalmente se denomina Área Metropolitana.
La segunda, vista corno zona de interdependencia, puede concretarse como
el área de comercio al por mayor de la gran ciudad. En ella se producen
relaciones menos intensas que en la región-ciudad. Constituye el espa-
cio, donde inciden los servicios más especializados y desde el cual
los agricultores envían sus productos a los mercados centrales. Es el
"área de servicio urbano" (15).
Ambos conceptos, región-ciudad y región de interdependencia, pueden
englobarse en uno común: el de región urbana, que representaría un sis-
tema de varias áreas metropolitanas relacionadas en el territorio entre
sí, y con sus áreas urbanas y rurales dependientes. Tal concepto pusde
integrarse en un modelo dual, del tipo centro-periferia, en el que pue-
den distinguirse "regiones centro" y regiones potenciales para el desa-
rrollo, pero retrasadas y dependientes de las anteriores, o "regiones
periferia". Cada vez más se va hacia conceptos espaciales como unidades
de información que se configuran en torno a los núcleos de población
e interacción. En este sentido, Berry (16) plantea que el espacio se
halla ordenado según una estructura de: a) una polarización entre regio-
nes-centro y regiones-periferia y un sistema de Áreas Metropolitanas
de ámbito nacional; b) una jerarquía urbana dentro de cada región metro-
politana y c) campos o centros de influencia de cada centro urbano sobre
su hinterland. *
Es necesario tener en cuenta que el planeamiento no es una planificación
real, si no se relaciona a programas de acción y administraciones ade-
cuadas para su gestión e instrumentación. De modo que, debe garantizar-
se, como señala Alampiev, la "combinación o unidad de las entidades
administrativas y económicas" (17).
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Por otra parte, la planificación regional puede ser considerada a dos
niveles (18):
- Planificación a nivel nacional/regional. Es el nivel al que se
asigna la inversión pública nacional y se orienta el nivel regional
para inducir positiva o negativamente la inversión privada.
- Planificación a nivel regional/local. Es el nivel correspondiente
a la escala regional o comarcal. Implica una coordinación y dirección
adecuada al nivel de la región, para este nivel de. planificación, la
unidad espacial adecuada para la planificación podría ser la que hemos
definido más arriba.
Desde el punto de vista del tamaño de las regiones, los dos tipos seña-
lados de planificación necesitarían regiones de diferente tamaño (19).
La planificación regional viene normalmente generada por dos situaciones
socioeconómicas: a) la necesidad de desagregación regional de los planes
nacionales» como importantes instrumentos para el logro de la eficiencia
de la planificación global; b) la necesidad de agregación regional de
los planes locales en orden a resolver problemas que no pueden ser re-
sueltos a nivel local,
Stevens y Brackett (20) señalan dos razones que justifican este tipo
de planificación: Un3, la similaridad de problemas de varias entidades
locales pueden planificarse en un único plan, administrado y financiado
por un grupo de esas entidades contiguas. Cuando menos se consigue un
beneficio mínimo, que es evitar la duplicidad de esfuerzos. Otra, pueden
alcanzarse economías de aglomeración y de escala.
En general, puede afirmarse que, para el* caso a), debe dividirse el
país en un número reducido de grandes regiones y, para el caso b),
se necesita un número mayor dt; pequeñas regiones o comarcas.
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• EL PROBLEMA _DE_LA ASIGNACIÓN: FTNAMDAPES Y CHITKRIOS DE UNA COMARCA-
LIZACION.
En términos generales, puede afirmarse que el problema cíe la asignación
está relacionado con el proceso mediante el cual se incluye cada una
de las unidades locacionales, que forman el conjunto complejo a comarca-
lizar, en una clase especifica de comarca. A tal efecto, seguiremos
un criterio general que se ha demostrado con.o el más adecuado, que,
concisamente, es "para qué contenidos habrán de servir los continentes
a establecer'" (21). En otras palabras, para qué finalidades, con qué
competencias y criterios se debe hacer una división comarcal del terri-
torio.
2.a. FINALIDADES DE UNA COMARCALIZACION
Básicamente, las divisiones territoriales suelen servir para las si-
guientes finalidades (22): a) Como ámbito de planificación o conocimien-
to de una realidad espacial determinada; b) Como ámbito de administra-
ción, en el sentido de que a cada "división territorial le corresponde
un organismo territorial administrativo, y c) Como 'ámbito territorial
de alguna parte del aparato del Estado que dispone de autonomía para
decidir sobre un conjunto de competencias definidas por la ley, pero
solamente dentro de aquel ámbito territorial estricto.
En realidad, la cuestión clave reside en las competencias y funciones
de los diferentes escalones del poder. Toda reorganización político-
administrativa no presupone decisiones concretas en uno u otro sentido,
sino que tan solo establece los canales necesarios para que éstas sean
tomadas. La posibilidad de incidir sobre los problemas reales, per parte
de un organismo político-administrativo, depende de si dispone de facul-
tades, competencias y recursos para resolver las causas y efectos de
tales problemas.
Es obvio que, la distribución de competencias de un escalón respecto
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al total de competencias públicas y respecto a todas las actividades
sociales, así como sus recursor,, indica el grado de poder politice y
de autonomía de dicho escalón. Las formas do control, de participación
o de información de ]a población; indican el grado de democratización
de aquel escalón. Las posibilidades de transformación del aparato de
Estado o de la sociedad a partir de un escalón político determinado
depende, tanto del poder político de que disponga, como del grado de
democratización, como de las decisiones que adopte.
Por tanto, se puede afirmar que:
a) Una. división territorial, a un nivel dado, ha de partir de la
explicación de qué funciones debe cumplir y qué objetivos o criterios
políticos ha de satisfacer.
b) Una división territorial dispone de una serie de finalidades admi-
nistrativas y, por consiguiente, sirve para administrar las decisiones
de un organismo político, o bien, por otra parte, puede tratarse de
un escalón político del aparato del Estado. Ambas funciones pueden exi-
gir divisiones diferentes: o bien puede hab"er una división territorial
diferente para cada tipo de función o competencia, o bien, en cada uni-
dad territorial se ejercen todas las competencias del escalón político
que le pertenece.
c) Una división territorial está relacionada con la reforma política-
administrativa que se efectúe y, por tanto, ha de píantear todos los
elementos básicos condicionantes: relaciones entre los diferentes esca-
lones políticos, las competencias, los recursos y medios financieros.
d) Una división territorial incide sobre los problemas sociales,
económicos y, sobre todo, territoriales, que tienen causas derivadas
tanto de la organización político-administrativa del aparato del Estado,
como del funcionamiento del sistema económico y social.
e) Una división territorial ha de ajustarse a un territorio realmente
existe. Es decir, que posea unas características determinadas, de pobla-
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ción y actividad económica, de relociones socialts y dn accesibilidad
y, además, una trayectoria de historia comunitaria o tradición de vidn
en común con una dimensión actuaj y futura.
En suma, toda división territorial ha de contener las facultades que
le permitan modificar la propia realidad del territorio, al concentrar,
disminuir o aurr.entar el poder de decisión en determinadas partes de
dicho territorio {23). Esto nos lleva al problema de qué decisiones
deben tornarse y por quiénes.
Así, pues, será útil introducir aquí la noción de rango de una decisión,
que tiene dos aspectos importantes: uno, temporal y. otro, espacial.
£1 aspecto temporal se refiere a que cuanto mayor sea la duración dé-
la decisión, mayor será el rango. El aspecto espacial -el máb importan-
te- concierne al territorio sobre el que la decisión influye.
Supongamos que la curva de la figura 1 .representa la distribución de
frecuencias de las decisiones que se adoptan, que el número de dichas
decisiones desciende con el rango espacial de los diferentes niveles
de gobierno y que cada nivel de gobierno dispone de facultades para
tomar decisiones de un rango inferior o igual a su propio nivel.
HUMERO
DE
DECISIUNES
TRANSO ESPACIAL
FIGURA 1. DISTRIBUCIÓN PE FRECUENCIAS DE LAS DECISIONES
FUENTE : KLAASSEN Y PAEL1NCK (24)
Siendo n el rango de nivel nacional, r el correspondiente al regional
y 1 al local.
Los poderes de decisión locales, regionales y a nivel nacional son,
respectivamente, las áro?<y Oll'O1, lrr'l' y rnn'r'. El poder de decisión
debe estar en función de Iss competencias que ese nivel poseí* y de su
tamaño; es decir, una distribución del poder de decisión requiere tama-
ños aceptables de rangos (¿reas) locales y regionales, de modo que se
eviten municipios excesivamente pequeños y comarcas y/o regiones dema-
siado grandes. Además, la coordinación entre los niveles debe ser bila-
teral: los niveles bajos deben estar informados de las decisiones de
los niveles superiores, pues estas decisiones son macro-restricciones
para los primeros; mientras que, los niveles superiores deben estar
informados de las decisiones de los niveles inferiores, ya que estas
últimas actúan como micro-restricciones de aquéllos. Asimismo, la coor-
dinación entre las instancias de un mismo nivel es fundamental, sobre
todo cuando se trata de la planificación espacial, 1 Q que permite evitar
duplicidades y conflictos.
Ni que decir tiene que el nivel intermedio es de capital importancia
en relación con la planificación urbano-regional y en la integración
de la planificación económico-social y física. Las razones son obvias,
si se .tiene en cuenta que es el nivel sobreseí que recae la transforma-
ción, en locales y regionales, de los objetivos nacionales, aparte de
la responsabilidad de sus propios planes y la transmisión de información
a los niveles superiores.
Por otra parte, el problema de los fines que se pretendan alcanzar con
la instancia comarcal, el "para que" de la comarca, es un tema polémico
que va unido íntimamente al propio concepto de comarca que se sustente
y a las mismas causas que para la existencia de la misma se esgriman.
Para unos, los fines de la comarca son exclusivamente "fines intermuni-
cipales" (25), de modo que la función esencial que se le atribuye a
la comarca es de mera solución de los problemas de los pequeños muni-
cipios y, por tanto, refiriendo las posibles competencias comarcales
a sólo las municipales propiamente dichas pero que no pueden ser desa-
rrolladas por los municipios preexistentes.
Para otros, la fórmula comarcal constituiría el receptáculo de la des-
centralización nstatal y provincia], viniendo a actuar competencias
propias de aquellas esferas y "sin quitar r^ ¿da de lo que efectivamente
hoy tienen los municipios" (26), con lo que la comarca se configuraría
como una "sub-provineja".
Para un tercer grupo, la comarca puede ser, al n^ ismo tiempo, área de
prestación de servicios -por tanto, lor procedentes del Estado y dr-
ía provincia- y de solución de necesidades comunes de todos Jos núcleos
incluidos en aquella área -competencias Ínterin jnicipal es-, con lo que
se afirma un sistema mixto entre las dos posturas anteriores (27).
Para otros, finalmente, desde puntos de vista más generales, la comarca
ha de constituir "un nuevo marco idóneo para la planificacióii y progra-
mación provincial de obras y servicios de interés local" y "la base
de una administración periférica de carácter delegado" (28).
En síntesis, los fines que pueden atribuirse a la comarca son, cuando
menos, de tres clases, correlativas a las tres vertientes que es posible
s
considerar en la configuración comarcal: intermunicipal, descentral i"za--
dora y comarcal en sentido estricto.
Desde el punto de vista de la planificación urbana y regional, de su
implementacion y control, la comarcalización puede garantizar los si-
guientes objetivos (2S):
a) Uso eficiente en la asignación espacial de los recursos.
b) Una forma efectiva de generar crecimiento económico.
*
Las razones que justifican que dicha planificación puede ser más efi-
ciente si se aplica a las entidades comarcales, pueden sintetizarse
en:
a) La similitud de problemas en varios municipios localizados conti-
guamente, permite que éstos puedan ser conjuntamente planeados, adminis-
trados o financiados para evitar duplicación de esfuerzos.
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b) Puede exi stj r un despilfarro de iecursos si varios municipios
poseen planes y programas independientes y ventajas locacionsdes seme-
jantes, ya que pueJen cer competitivos en la captación de actividades
económicas y posiblemente ninguno- podrá recibir empleo suficiente p?.ra
generar un crecimiento sostenido y la posibilidad de un desarrollo in-
dustrial integrado puede perderse al no conseguir las economías de aglor
meración suficientes.
c) Por las economías de escala de los proyectos públicos, cuando
se realizan para unidades espaciales más amplias que los municipios.
d) Las áreas homogéneas pueden plantear problemas que necesiten una
solución conjunta.
e) Un área económico-funcional puede ser una comarca-impacto relevan-
te en la que se "capturan" beneficios primarios y secundarios de inver-
siones públicas y/o privadas (30).
f) Una unidad funcional puede ser también el ámbito de influencia
de un • determinado servicio o equipamiento publico (v.g. abastecimiento
de agua).
Y, finalmente g). Un objetivo importante de la comarcalización es
servir de guía para la localización de servicios públicos puntuales
(p.e.: hospitales, aeropuertos...). El problema típico es servir tanta
población como sea posible, sujeto a limitaciones presupuestarias, y
en tanto en cuanto las comarcas nodales ofrecen una conexión funcional,
la eficacia de la inversión puede ser maximizada (31).
2.b. COMPETENCIAS Y CRITERIOS DE COMARCALIZACION
En general, el criterio fundamental para detectar los ámbitos comarcales
de los servicios -del cual pueden partir todos los demás- es un cri-
terio de eficacia; esto es, un criterio que garantice el mínimo coste
posible por unidad servida (32).
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uomo se sabe, ia conocida teoría de los umbrales mínimos postual que
cada actividad tiene unoc límites por debajo de los cuales se hace in-
viable y otros por encima de los cuales es difícilmente manejable. Estos
límites aparecen porque las curvas de demanda y oferta no son continuas.
Existen discontinuidades o saltos y detectarlos ayuda a delimitar los
niveles administrativos adecuados para asegurar la máxima eficacia.
No se debe olvidar, además, que la complejidad de interrelaciones de
una economía moderna hace normalmente difícil que estos criterios de
eficacia puedan delimitarse con facilidad. Asimismo, desde un punto
de vista social y político, un criterio a satisfacer es el relativo
a que toda facultad pública que pueda ser gestionada y decidida con
eficacia en un escalón inferior, no se traspase a un escalón superior
de la administración.
En tercer lugar, es preciso minimizar el número de escalones o niveles
administrativos, porque es obvio que un exceso hace poco operativa la
administración pública: le resta plexibilidad, la encarece y aumenta
la burocracia. En otras palabras, la hace poco idónea para adaptarse
al dinamismo de toda sociedad desarrollada.
En cuarto lugar» el criterio para la delimitación de*núcleos o capitali-
dades es necesariamente complejo, pues ha de tener en cuenta los hechos
físicos, económicos, históricos, sociales, los resultados del estudio
de los gastos de los diferentes servicios públicos por persona y, prin-
cipalmente, la voluntad de los residentes (33).
Por último, los criterios anteriores son, como hemos dicho de carácter
general, explicitables en otros muchos de carácter particular (34),
teniendo en cuenta las diversas competencias y escalones de la adminis-
tración, así como la diversidad de la problemática existente en un te-
rritorio determinado (Áreas Metropolitanas, Áreas Urbanas, Zonas Rura-
les, etc.) (35).
Tampoco en el terreno de los criterios existe coincidencia entre los
diversos autores, como ha sucedido en el problema de los fines.
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Tal divergencia de criterios podemos clasificarlos en dos grandes gru-
pos. Uno, relativo a criterios simplistas o singulares. Otro, que son
los criterios complejos.
En resu'ien, se puede decir que los criterios singulares o funcionales
simples son todos aquellos que sirven de base para la delimitación co-
marcal a un sólo fin o con vistas a la realización de una sola función.
Entre ellos cabe citar: el medio físico o natural, que lógicamente se
corresponde con la delimitación de las comarcas naturales; el origen
histórico; el criterio funcional, así, por ejemplo, Hacienda tiene su
delimitación, Justicia otra, etc., en razón a un sólo fin, función o
servicios.
Como es lógico, ninguno de tales criterios sirve, por sí solo, para
llevar a cabo una delimitación comarcal que no sea sino para el fin
concreto que se proponga, pero nunca para una delimitación territorial
comarcal. Ni tampoco debe servirnos, en rigor, la mera suma o yuxtaposi-
ción de diversos criterios para tal delimitación.
s
La complejidad de la temática comarcal debe inducirnos a plantear la
necesidad de abandonar los criterios singulares o simplistas, para bus-
car otros criterios más objetivos y complejos, en correspondencia con
la naturaleza compleja de la delimitación comarcal. Entre estos crite-
rios podemos reseñar el criterio de homogeneidad compleja, entre otros
defendido por Martín Mateo (36) y Banesto (37) para delimitar comarcas
comerciales por sus "rasgos básicos comunes" de "similitud en hábitos
de consumo", etc. Tales criterios son de comarcalízación, pero creemos
que sólo de aproximación al tema.
El criterio de polarización, que hace referencia más a la cabecera de
la comarca que a ésta rr,ism£L, trata de delimitar el espacio a que extien-
de su influenciaa una población central. Tal es el criterio de Casas
Torres (38), Temames (39), Saenz de Euruaga (40) y, en general, los
partidarios de la teoría del "central place".
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Y, por último, se podría distinguir un criterio mixto, basado en la
combinación de una estructura socio-económica homogénea y con trazo3
complementarios y un municipio central que polarice la vid;< comarcal.
Además, es necesario decir que también surgirá la polémica a la hora
de distinguir el número de niveles o escalones de la administración,
de qué tipo, etc. Es obvio que cualquier división territorial posee
un gran contenido político e ideológico yr por consiguiente, los dife-
rentes enfoques darán una importancia diferente a cada criterio. En
general, podríamos distinguir loe diferentes criterios de orden políti-
co y de orden técnico.
De acuerdo, con los criterios mencionados y teniendo en cuenta los fines
de la comarcalización, podríamos pasar, muy brevemente, a la explicación
de las diferentes competencias para los diversos escalones.
No se trata aquí, por su prolijidad, de hacer una lista de esas compe-
tencias (41), sino de distinguir simplemente los grandes grupos en que
pueden ser divididos.. Estos son: el "hombre", que hacen referencia a
la enseñanza, sanidad, cultura, servicios sociales, trabajo, consumo,
etc.; el territorio, que incluiría la ordenación territorial, el urba-
nismo, medio ambiente... la infraestructura, formada per carreteras,
ferrocarriles, agua, energía, transportes... La actividad productiva,
es decir, los tres sectores primario, secundario y terciario. Finalmen-
te, las competencias relativas a las fuerzas armadas, orden público,
justicia, relaciones exteriores, etc. •
3. EL PROBLEMA DE ESCALA: JERARQUÍAS Y TAMAÑOS
En el proceso de comarcalización, como dice Haggett (42) refiriéndose
a la regionalización, "un dilema básico consiste en que las generaliza-
ciones efectuadas a un nivel no son necesariamente válidas a otro dis-
tinto, y que las conclusiones que derivamos en una escala pueden ser
inválidas en otra". Cada cambio de escala traerá consigo la presentación
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de un nuevo problema y no hay bases para pi-osmnir que las relaciones
o asociaciones existentes a una escala sean válida en otra.
En efecto, los problemas de encala afectan a dos aspectos principalmen-
te: a) la escala del criterio de jerarquía en la selección de centros
nodales y b) Ja escala en la dimensión de las regiones o comarcas resul-
tantes, y en los problemas que presentan el que las unidades singulares
sean de distinto tamaño (43).
La cuestión referida a los criterios de nodalidad, dentro del problema
general de jerarquía, constituye un problema de la teoría del central
place, aunque presente ciertas limitaciones importantes. El segundo
problema se nos presenta de hecho como no solucionable, ya que el tamaño
de las unidades singulares (en nuestro caso, municipios) poseen dimen-
siones distintas. Este aspecto puede paliarse, mediante los standares
funcionales basados en las distancias máximas a servicios públicos,
para que las comarcas resultantes posean la adecuada compacidad. En
algunos casos, las comarcas pueden ser demasiado grandes para ser pla-
neadas y administradas eficazmente y, viceversa, no deben ser demasiado
pequeñas para no soportar un esfuerzo eficiente de administración y
planeamiento (44); cuestiones a tener muy presentes a la hora de efec-
tuar una delimitación definitiva.
En consecuencia, los métodos que se utilicen en la delimitación deben
complementarse con criterios concretos sobre el ámbito^ de ]os servicios
públicos, de manera que nos sirva de garantía para la selección de la
escala adecuada de la dimensipn de la comarca.
En lo que concierne al primer problema, los principios de comarcaliza-
ción deben atenerse a cómo está organizado el territorio; esto es, deben
partir de la estructura y jerarquía urbana, que son los instrumentos
conceptuales relevantes que nos permiten entender la estructura de asen-
tamientos. El espacio geográfico se configura en función de agrupaciones
de asentamientos urbanos, jerárquicamente estructurados y funcionalmente
organizados en torno a les de rango superior y vinculados a través de
relaciones específicas de oferta, y demanda de bienes y servicios (45).
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Además, la estructura de asentamiento, la organización urbana, no eólo
es el resultado histórico.de un determinado proceso, sino que interviene
activamente como agente a través del cual se inducen los movimientos
acumulativos y se transmiten los efectos de difusión de las innovacio-
nes. 0 lo que es lo mismo, la propia estructura urbana es un elemento
dinámico del crecimiento económico.
Se ha demostrado que las formas específicas que toman las distribuciones
rango-tamaño aparecen asociadas al proceso de desarrollo. "El grado
de regularidad rango-tamaño de la distribución de ciudades de un país
(medido por una escala nacional relativa) varía positivamente con su
renta per capita" (46). Los desarrollos teóricos del tipo "rank-size-
rule" han intentado establecer correlaciones precisas entre los esquemas
de jerarquía urbana y el grado de desarrollo económico (47). Las hipóte-
sis de Zipf y Singer (48) proveen una base de partida, a pesar de las
críticas de que han sido objeto (49) y las objecciones subsistentes
respecto a su validez en el contexto de sociedades que no hayan alcanza-
do determinados niveles de desarrollo o la indeterminación respecto
a la estabilidad en la jerarquía interna del sistema urbano.
Aunque las discrepancias entre las.formulaciones teóricas y la realidad
obliga a reformular continuamente los modelos con. objeto de obtener
hipótesis operativas, las distintas construcciones conceptuales permiten
considerar el territorio como una estructura jerárquicamente organizada
en la que la malla urbana configura funcionalmente dicho territorio
y vertebra los procesos regionales.
En este sentido, la Teoría del "Central Place" ha desarrollado diversas
explicaciones acerca de la configuración jerárquica de los núcleos urba-
nos en base a su especialización funcional, sus áreas de mercado y sus
redes de transporte. Como dice Berry (50), la Teoría del lugar Central
constituye una "teoría educativa para explicar la localización, tamaño,
naturaleza y dimensión de los "cluster" de actividad, y por ÍSO es la
base teórica de la geografía del comercio y servicios"-
Las bases teóricas del central-place pueden sintetizarse en las si-
guientes (51):
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a) La función principal de la ciudad en ser un lugar central que
produce bienes y servicios para ur; área de mercado, localizándose en
el centro del área que produzca rr.jyor beneficio. Existe un umbra] de
demanda de un bien por debajo del cual no es rentable que se produzca
su oferta. Se necesita, por tanto, un mínimo de población para que exis-
ta la oferta de cada bien y servicio.
b) A mayor centralidad, más entidades dependiendo del centro y ma-
yor orden.
c) Los lugares de orden alto ofrecen una gran variedad de bienes
y servicios. El tamaño de la población (y de su área de mercado) depende
del tipo de bien o servicio que ofrece.
Cada centro de orden superior ofrece los bienes y servicios que también
se encuentran en los de orden inferior. Los lugares de orden bajo ofre-
cen sólo bienes de primera necesidad.
e) Existe un "cluster" de lugares centrales de diversos órdenes que
se ordena según una regla numérica.
f) Las jerarquías de lugares centrales pueden organizarse de acuerdo
a tres principios: el .principio de mercado, el principio de transporte
y el principio de los centros administrativos.
«
La teoría del central-place o "centro-urbano" ha proporcionado la base
teórica para la delimitación de áreas de influencia de los núcleos urba-
nos y de regiones nodales, en base a las interrelaciones existentes
en la prestación de servicios (52).
De todos modos, debemos señalar que las jerarquías determinadas a partir
de esta teoría poseen tres tipos de limitaciones: a) únicamente tienen
en cuenta las relaciones directas entre, en nuestro caso, municipios,
cuando es evidente que las cadenas de distribución de bienes siguen
un árbol jerárquico de relaciones indirectas; b) exige la delimitación
apriorística de los nodos y de las jerarquías, normalmente a partir
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del tamño de la población, a los cuales afectan los núcleos de rango
inferior y c) las jerarquías son absolutas y se definen por el tamaño
de población y por el número de funciones (bienes y servicios localiza-
dos y distintos) en cada núcleo y no son relativas a las interrelaciones
de cada sistema en concreto.
Como veremos en su momento (53), dichas limitaciones, en tanto en cuanto
pueda utilizarse tal teoría como fundamento para la- delimitación de
regiones, pueden ser superadas utilizando el concepto de distancia fun-
cional .
Por otra parte, parece que existen relacionas más o menos estrechas
entre la teoría del lugar central y la regla rango-tamaño, aunque es
una cuestión no exenta de cierta controversia y polémica (54). Como
es bien sabido, el tamaño de una ciudad en términos de población depende
de ]a extensión y volumen del área que le es tributaria p.n materia de
servicios y éstos solo pueden ser producidos a partir de un determinado
tamaño de población, pues en otro caso no serían rentables. Las grandes
ciudades se localizan en el centro de mínima distancia agregada respecto
a su área tributaria. Así, pues, los servicios se deben localizar en
un lugar central que posea la prop-iedad de que sus distancias respecto
a su área tributaria sean mínimas; de modo que, la jerarquía de los
asentamientos urbanos proviene, por un lado, del tamaño de la población
y, por otro, del grado de accesibilidad de los servicios que presta.
Teóricamente, el resultado del análisis permite distinguir aquellos
niveles de municipios, según su población, que se ajustan mejor o peor
al equilibrio hipotético de las jerarquías de población, permitiendo
distinguir aquéllos que deberían poseer más o menos población que la
actual, para optimizar el equilibrio jerárquico (54).
Como resultado, pueden establecerse estrategias para obtener la eficien-
cia máxima, de acuerdo con este equilibrio. La aplicación de la regla
rango-tamaño en España se ha realizado a nivel nacional (5b), adaptándo-
se bastante bien a la jerarquía urbana de España y también a nivel re-
gional, observándose algunas particularidades (56).
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Por último, conviene aerial-i- mío i -.„
" senaioi que, las comarcalizaeiones realizadas en
España adolecen, c-n general, de un efecto grave: no tienen en cuenta
que la unidad comarcal no tiene sentido operativo si no se analizan
los niveles de la jerarquía urbana para los que está definida. Equipa-
rar, ya sea a efectos analíticos o de estrategia regional, comarcas
de muy distintos niveles, es vn error importante que debe ser evitado.
Debe quedar claro que para cada objetivo y para cada nivel las delimita-
.ciones comarcales varían.
4
- gk_Z^JL L E M A PE LA IDENTIF^C^IOJ^CLASIFICACION -TIPOLÓGICA DE LAS
COMARCAS.
Analizados en los des epígrafes anteriores el problema de la asignación
y el de escala, nos resta ahora el problema de la identificación tipoló-
gica de comarcas.
En general, cabe decir que la clasificación tipológica puede basarse
en diferentes características, como el nivel de desarrollo, la dinámica
de la población, el grado de especialización o diversificación, el nivel
de desarrollo urbanístico, etc. Las bases tipológicas pueden ser de
naturaleza diversa, pero, en definitiva, dependen del propósito u obje-
tivo de la investigación.
La problemática que presenta el problema de la identificación de comar-
cas puede observarse en el gráfico adjunto, basado en los diferentes
criterios utilizados (57).
Comarcas
j; i i
Comarcas de Comarcas de Comarcas "totales"
características características (estructura por -
singulares. múltiples. componentes).
* í ]. *
Clases espacíalos. Comarca Comarca for Jerarquía por com
nodal. mal o uni— ponentes (parro—
forme. quia,municipio...)
Existen tres categorías amplias de comarcas r.-^ ún los criterios q.io
se empleen para delimitarlas, si bien en la practica tanto las comarcas
caracterizadas por un f.olo rasgo como les conarcas "totales" son mucho
menos corrientes que las pertenecientes o la categoría intermedia. Las
comarcas caracterizadas por varios rasgos son las que definimos a conti-
nuación .
Pues bien, entendemos por comarca homogénea, aquella que consiste en.
una agrupación de unidades municipales contiguas que presentan caracte-
rísticas comunes respecto a alguna o algunas variables o atributos de
las mismas. El supuesto que subyace a "este concepto es que la similitud
de valores o intensidad de los atributos, responde a la existencia de
influencias o fenómenos comunes, que permite tratar como un sistema
único a un grupo de municipios. Formalmente, podremos tratar dicha defi-
nición, como un problema de análisis de la varianza, de modo que la rela-
ción o cociente r^.tre la varianza externa entre municipios y la varianza
interna o Íntermunicipios sea máxima.
Tal tipo de comarca se utiliza, en general, psra identificar la variedad
de problemas existentes en áreas o conjuntos de municipios, que., por
tratarse de un ámbito de influencia común del desarrollo económico y
demográfico, constituye un espacio significativo sobre el que aplicar,
pongamos por caso, el planeamiento físico-espacial. Las comarcas homogé-
neas también se ]as conoce por la denominación de comarcas uniformes
o formales.
Las comarcas funcionales son un conjunto de municipios (contiguos o
no) que poseen más interacción o conexión unas con otras que con los
restantes. Las variables son interacciones o flujos y las unidades loca-
cionales tienden a ser funcionalmente complementarias. Estas comarcas
sirven para identificar ligazones y nexos entre municipios. Las interde-
pendencias pueden ser explotadas para delimitar estrategias de ordena-
ción territorial. Las comarcas nodales son un caso especial de las co-
marcas funcionales, que poseen un punto focal al introducir la noción
de orden, jerarquías y dominancia. Por tanto, en él caso de las comarcas
nodales, la agrupación de las unidades municipales se basa en dos tipos
JJJ —
de interacciones: entre 3a totalidad de municipios y la de los munici-
pios con respecto al nodo o cer.tro.
Los objetivos que cumplen la comarca nodal son parecidos a los de la
comarca funcional, pero con una ventaja adiciona] y es que, determinado
el nodo principal, se dispone de una guía rr.ás adecuada para las decisio-
nes de ordenación territorial.
Las comarcas-plan o comarcas-programa son aquellas que se constituyen
como segmentos limitados del espacio, también por agrupación de munici-
pios, que dotan de coherencia y unidad a las decisiones de planifica-
ción.
Este tipo de comarcas son delimitadas para un propósito ad hoc de la
administración, de manera que un objetivo de su designación es maxirnizar
el grado de identificación entre las necesidades de la administración
y las regiones homogéneas y/o nodales.
De cualquier modo, es preciso tener en cuenta que no existe un tipo
singular de comarca que satisfaga todos los requisitos de planificación,
implementación y control. Una exigencia fundamental es la de que la
unidad espacial que agrupa las unidades menores (municipios) permita
tratar como endógenas a las variables relevantes del fenómeno que se
estudia, y para el cual se instrumenta la comarcalización.
•
Por otra parte, puede afirmarse que toda tipología comarcal forma parte
de otra más general, que es la tipología de los asentamientos do pobla-
ción y áreas espaciales. Como norma, y como forma operativa, cualquier
tipología comarcal debe partir de dos tipologías específicas: a) tipolo-
gía de las unidades municipales; b) tipología de las áreas comarcales,
es decir, varios municipios geográficamente contiguos con característi-
cas similares en sus problemas económicos, sociales y urbanos.
Como es obvio, el objetivo de ambas tipologías es facilitarnos la formu-
lación de programas y estrategias de actuación. Asimismo, toda clasifi-
cación tipológica se debe a unos objetivos y criterios. Los objetivos
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de las tipologías anteriores podrían definir^ en dos sintióos: a) u.ra ¡
detenriinar la fuiv.ión que realiza cada usimicipio dentro del conjunto j
espacial analizado (OG) y b) para establecer las prioridades de actúa- \
ción, de manera que se pueda co-.sep.u? r en el fut.jro una distribución '
eficiente de las. funciones que tk-bt r a i z a r cadu municipio o unidad :
menor y la comarca, dentro del. sistema de interpelaciones que se generan
en el conjunto regional y extrar^egiond. ' '
Ni que decir tiene que dichos objetivos deben estar orientados coheren-
i
temente dentro de la estrategia de crecimiento y panificación que se j
establezca. Los criterios de tipificación utilizabas pueden basarse
en diversas características de naturaleza varia, como el nivel de desa- ¡
rrollo económico, social y urbanístico, la dinámica de la población, ¡
el nivel de integración espacial, el grado de especialización de las :
actividades industriales, etc. Un ejemplo de esta tipología puede ser ¡
la de los países industrializados de la OCDE, que clasifica las regiones •
en subdesarrolladas, no desarrolladas, en declive o a reconvertir, me- !
tropo]itanas y- regiones-frontera (59). I
1
La clasificación tipológica de las comarcas también puede hacerse por ?
otros criterios (60). Así. puede utilizarse el criterio geográfico, \
que permite hablar, por ejemplo, de comarcas interiores y comarcas eos- ¡
teras. 0 bien, opear por un criterio que tenga en cuenta el predominio *
de una actividad económica. Desde este punto de vista puede hablarse [
de comarcas rurales o agrícolas, industriales, pesqueras, mineras, tu- [
rísticas, etc., bien entendido que tales actividades no suelen ser ex-
clusivas ni excluyentes, sino mas bien están complementadas por otras,
 ;
i"
de tal forma, que muchas veces en la práctica puede resultar difícil j
la calificación correcta y apropiada de ciertas áreas comarcales.
I
No obstante, tai calificación no tiene un excesivo interés, como no ¡
sea el de adjetivar el sustantivo comarca poniendo de relieve la activi- j
dad económica principal que se desarrolle en los distintos núcleos de ¡
población que conprende. En el caso de una clara comarca rural (61), j
podríamos efectuar una clasificación operativa al objeto de la planifi- .<
cación regional, atendiendo a los diferentes sistemas de producción
y a las diversas formas de habitat. i
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Así, distinftuiríar.os cuatro tipos diferentes de comarcas: comarcas de
cultivo extensivo y población dispersa, conrear; de cultivo intensivo
y población concentrada, comarcas ganau^ro-forrajeras y población dis-
persa y comarcas de cultivo extensivo y población mixta. Es obvio que,
en general, el caso de Galicia corresponde al de comarcas ganadero-í'o-
rrajeras y de población dispersa.
Por último, desde un punto de vista administrativo, pueden clasificarse
las comarcas por la existencia o no de un núcleo predominante, o bien
por Ja naturaleza jurídica qun se asigne a aquella.
En efecto, Jord&na de Pozas (62) distingue "las variedades de comarc3
rural, comarca urbana y área metropolitana", cuya distinción "resulta
de la existencia o no de una ciudad dentro de su ámbito y del volumen
que teriga. Su estructura variará, también, según la mayor igualdad o
desigualdad entre los municipios integrantes de la comarca". Tal distin-
ción, si observamos, se corresponde con los diferentes conceptos de
comarca.
Así, la existencia de un núcleo predominante corresponde al concepto
de muñícipic—comarca, mientras que el municipio-compuesto correspondería
a la comarca rural, en la que por faltar un núcleo predominante todos
los comprendidos en su áreas habrían de estar en régimen de igualdad.
La ciudad predominante a partir de determinado volumen, cantidad y cali-
dad de predcininio, convierte la comarca urbana en "gran comarca" o área
metropolitana. Pero, en muchos casos, la distinción entre comarca urbana
y comarca rural no es neta. Por eso, suele señalarse un tipo de comarca
de carácter mixto "ruurbana" o "rurbana", en la que la característica
principal es la complementariedad campo-ciudad.
5. ESTUDIO DS LAS DIVERSAS EXPERIENCIAS EXTRANJERAS
En este epígrafe haremos una apretada síntesis de las diversas experien-
cias y concepciones del concepto de regior.alización en diferentes paí-
ses, con objeto de extraer algunas enseñanzas p:.ra el nuestro (63).
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5.a. EL CASO DE l.OS EE.UU.
Consideremos, en primer lugar, el caso de EE.UU. Antes de nada, puede
decirse que el concepto norteamericano de región es funcional y operati-
vo. Se distinguen, fundamentalmente, tres tipos de regiones: la región '
de dominación metropolitana, la región económica homogénea y las regio-
nes derivadas del censo (64). '
El primer tipo, la región de dominación metropolitana, es la realmente i
operativa, por cuanto es el espacio donde pueden confluir los esfuerzos
de la planificación urbana y regional. Además, de representar el espacio <
que, tal vez, más ha estimulado la integración del estudio de los pro- ¡
blemas urbanos con la investigación empírica del análisis regional. ¡
Cono ya se ha señalado en otro-lugar, puede definirse como el espacio i
donde una ciudad ejerce una influencia dominante. Posteriormente a este I
concepto de región de predominio metropolitano, basado en la heteroge- í
neidad demográfica, económica y funcional, surge la'idea *de región homo- t
génea, utilizando para su delimitación variables agrícolas y demográfi- *
cas (65) sobre las que se aplica un análisis factorial. El resultado, ¡
recogido por Isard (66) en base al segundo trabajo ya citado de Haggod, f
es la regionalización homogénea en términos de un xndi.ee compuesto agri- (
cultura-población de los estados de EE.UU. [
t
r
Con métodos distintos el análisis factorial, pero basándose también j
en criterios de homogeneidad y utilizando datos agrícolas, Bogue y Beale. ¡
(67) definieron unas "áreas económicamente homogéneas",• que tienen uti- j
lidad para el análisis regional y el planeamiento urbano. Dichas áreas !
coinciden bastante con las conocidas SMSA o Áreas Metropolitanas Esta- |
dísticas Standard. La agrupación de varias de aquellas áreas económicas i
homogéneas forman "subregicnes económicas", que, si a su vez se agregan, .
constituyen las llamadas "regiones económicas" de los EE.UU. [
En tercer lugar, las. regiones derivadas del censo, que están basadas
en los datos censales del Bureai: of the Census, desglosan los EE.UU j
en nueve grandes regiones. Esta delimitación suele ser la más utili- ¡
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zada en estudios económicos re^ionaíos cono ] UÜ del prestigioso equi-
po de Per^off, Uunn, etc. (6P.).
En síntesis, de la delimitación regional norteamericana podemos extraer
las siguientes Conclusiones: 1) Corno regla general el factor histórico,
a diferencia du Europa, no tiene peso alguno; 2) El objetivo de la deli-
mitación regional no os crear regiones que puoden llegar a ser entidades
de derecho público, sino simplemente unidades utilizables con fines
analíticos y explicativos y 3) La "metropolización" de la población
de EE.UU hace jugar a las SMSA un papel decisivo en el sistema federal
norte&iüsricano.
Las SMS A o Standard Metropolitan Etatistical Áreas son agrupaciones
de condados contiguos que contienen por lo menos una ciudad de 50.000
habitantes, o "ciudades gemelas" con una población combinada de, al
menos, 50.000 personas; o bien si dichos condados están económica y
socialmente integrados en la metrópoli.
5.b. El, CASO DE LA URSS
Las características tíestacables del concepto regional en la URSS pueden
resumirse en las siguientes: 1) Autosuficiencia de las unidades territo-
riales a nivel regional; 2) Especializacion de las mismas, dentro de
una división territorial del trabajo a nivel de todo el Estado; 3) Coor-
dinación de la regionalización con la planificación central y 4) Inte-
gración de la planificación territorial con la sectorial.
Estas cuatro características tienen un mayor o menor peso, según cual
sea el marco político y el énfasis que se penga en un aspecto u otro
del proceso de planificación; es decir, durante la época de la planifi-
cación "vertical" de Stalin, pongamos por caso, la expansión de los
•sectores iba en detrimento de la autosuficiencia de las unidades terri-
toriales (69) .
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Se puede decir que la planificación territo, if,.! y sectorial represen!
la síntesis de todas las demás característica.-, señaladas y, además,
es una condición para el desarrollo "armónien" do la economía.
Por otra parte, la URSS jugó un papel pionero on Ja planificación regio-
nal y en la ordenación del territorio (70). Así en el primer plan quin-
quenal (1926-29 - 1932-33), cada plan regional iba precedido de 3 os
siguientes capítulos: 1) la división en regiones económicas; 2) tareas
y especialización de las regiones; 3) relaciones interregionales; 4)
ritmo de desarrollo y peso específico de las regiones.
El Plan establecía, fundamentalmente, cuatro regiones: las regiones
industriales, las regiones agrícolas, las regiones mixtas (agrarío-in-
dustriales e industriales-agrícolas) y las regiones forertales.
Entre las organizaciones territoriales podían distinguirse: el "rajón"
o unidad administrativa y económica de base municipal, de 25.000-30.000
habitantes de población, con presupuesto propio, así como la facultad
de construir fábricas, escuelas y hospitales; el "okrung" o unidad pro-
vincial, de 500-600.000 habitantes. Inicialmente, se prebendía la inter-
comunicación por ferrocarril de las capitales de los "okrung" para ase-
gurar la dirección planificada de la economía local. Y el "oblast",
que reuniría a los "okrung", organizados según índices económicos, cons-
tituyendo un conglomerado industrial en el que se desarrollarían prin-
cipalmente los sectores industriales. •
Sin embargo, durante el período estalinista el centralismo sectorial
primó sobre el desarrollo regional. Fue con la reforma de 1.957, cuando
la ordenación territorial volvió a ocupar un luga relativamente impor-
tante. Se vuelve a las "grandes regiones económicas" ya preconizadas
por Lenin, con amplias funciones sobre los problemas de la producción
y legalización de las unidades productivas, planificación y coordinación
de las decisiones locales, y como unidad básica de investigación para
los estudios sobre el espacio económico.
Dichas regiones forman también la base de la elaboración de los planes
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prospectivos de desarrollo ec-onórí.ico. Sin embargo, m.-'-.s allá de las de-
claraciones triunfalistas-y del principio pro:>ran,'.t;j co del "desarrollo
armónico", pueden apreciarse fuertes desequilibrios re^ ioi'-ol^ -i en el
espacio económico soviético.
De todos modos, existan elementos de gr^n interés en la planificación-
soviética, en algunos períodos muy determinados, que no podemos desdeñar
y que compendiamos en: 1) consideración de la región-con sus rasgos
históricos, culturales y políticos; 2) regionalizacion del plan nacional
y coordinación con los planes regionales; 3) integt ~.eión de la planifi-
cación sectorial con la planificación física y territorial, con horizon-
tes temporales s corto, medio y largo plazo; A) planteamiento de comple-
jos regionales de producción, con finalidades de selección y localiza-
ción de industrias y partiendo del análisis de los procesos técnicos
de transformación de materias primas y ciclos de transformación; 5)
unidad de las estructuras administrativas y regionales, base del proceso
de regionalizacion de la URSS (71). y otros países del Este europeo (72).
5.c. EL CASO DE LA CEE
El concepto üe región corresponde a una noción metropolitana de la mis-
ma, en tanto en cuanto la describe como una unidad territorial que reúne
actividades complementarias y fuertemente ligadas, que gravitan alrede-
*
dor de centros urbanos, donde se localizan importantes funciones econó^
micas, en particular las funciones de decisión.
La CEE considera tres tipos de regiones (73): a) las regiones-base,
que son las utilizadas a nivel nacional por cada país miembro para la
aplicación de sus respectivas políticas regionales; b) las grandes re-
giones socio-económicas, formadas, en general, por agrupación de las
regiones-base. Este tipo de regiones son las más comparables con las
regiones de la URSS y norteamericanas; c) zonas específicas, que son
aquellas que corresponden a algún rasgo predominante (zonas agrícolas,
mineras, etc.).
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La insuficiencia principal, que padecen las delimitaciones regionales
de la CEE es la falta do criterios definidor,. Posteriormente, a partir
de la toma de conciencia de la importancia de las disparidades regiona-
les, se vuelve de nuevo sobre estos problemas olvidados durante un pa-
réntesis de aproximadamente diez años.
En estos nuevos estudios (74), la Comisión "ad hoc" de- la CEE se contra
en "el análisis de las circunscripciones pobres, que Son la mayor parte
de las veces zonas esencialmente agrícolas. Estas zonas o regiones nece-
sitan una política agrícola específica. Por consiguiente, los problemas,
regionales y agrícolas se encuentran en un punto de convergencia".
Distingue, por ejemplo, para el caso de Francia, diversos tipos de re-
giones: las regiones en que dominan las pequeñas explotaciones, las
regiones en que dominan las explotaciones medias, y regiones en que
dominan las grandes explotaciones, identificando en cada una de ellas
diferentes gradaciones: si la situación es o no desfavorecida, o si
están en vías de despoblamiento o no, etc.
Como conclusión, interesa resaltar aquí el interés que tiene para nues-
tro país la delimitación de regionés-base y de grandes regiones a escala
europea, para ver las posibilidades que nos defiendan de las posibles
consecuencias de nuestra futura integración a Europa (75).
5.d. ALGUNAS ENSEÑANZAS
En esquema, podemos señalar los siguientes puntos -de indudable inte-
rés- para nuestro proceso de regionalización y comarcalización:
1) La región de dominación metropolitana norteamericana, que permite
la coordinación del análisis regional con la problemática urbana y que
se corresponde cada vez más con las necesidades de nuestro creciente
proceso de urbanización. Es la llamada en España "región vertebrada"
(76)- esto es, la región que partiendo de una metrópoli o metrópolis
- 341
dominantes contorna toda una jerarquía fjuiua de ciudad^ ^ I M O S , po-
tenciadas dentro de una red urt-ut,- que integra, netíiante la infraestruc-
tura de comunicaciones, todo el reacio regional, incluyendo r.\ espacio
rural o el destinado para el ocio o preservación de la naturaleza.
i
i
2) La consideración de Jos aspectos históricos, culturales y polít i- i
eos en el proceso de renionalización.
¡
i
3) La regionalización del plan nacional y consistencia de los dife-
rentes planes regionales. Y !
4) La integración de la planificación sectorial con la planificación
física o territorial. í
i
Por último, del análisis de las experiencias de reforma regional en Í
el Peino Unido, Italia y Francia (77) podemos extraer los siguientes !
i
puntos:
 (
í
r
1) Existencia en los tres casos de un escalón "regional", aunque |.
con competencias, poder político y grado de-autonomía diferentes. i
2) Institucionalizacion de un escalón supra-local, bien con carácter ;
más o menos voluntario (caso del "comprensor!" en Italia), bien con
i
carácter uniforme ("country" en el Reino Unido).
i
i
3) Tratamiento particularizado de los fenómenos metropolitanos. ¡
i
4) Posibilidad de cambiar los límites municipales, como consecuencia ;
de la reorganización de la administración local.
t
5) Administración local con más recursos (entre el 20 y el 30% de ¡
todo el sector público) y con más competencias que las atribuidas en ¡
el caso español, y '
6) El caso, por ejemplo, del "comprensorí" italiano, con funciones ^ i
en la planificación urbana y regional, se define generalmente con carác-
- 3/¡2 -
ter no homogéneo -quu comprende zonr-s agrícolas, industriales, turísti-
cas, etc.- para evitar el desarrollo de una? áreas en detrimento d-j
otras. Se parlo del principio de que cach 'Vor.-.prensori" o conarca com-
prenda actividades económicas heterogéneas, complementarias entre sí,
que permitan una organización óptima (78).
6. ESTUDIO DE LAS DIVISIONES REGIONALES Y COMARCALES El!-ESPAÑA
Debido a la gran abundancia de las diferentes divisiones regionales
y comarcales existentes sobre España, trataremos de sintetizar al máxi-
mo la exposición de este epígrafe, valiéndonos para ello de los corres-
pondientes cuadros-resumen, que nos permitan, al mismo tiempo, disponer
de una visión conjunta de aquéllas a] objeto de posibles comparaciones.
A tal fin, se expondrán las propuestas de regionalización y comarce.l-.za-
ción realizadas a título individual por economistas, geógrafos y soció-
logos o por instituciones o entidades de diversa naturaleza.
En las divisiones regionales (79) pueden observarse distintos criterios
que responden a diversas concepciones de región como: 1) unidad natural,
con criterios físicos, geográficos y humanos; 2) históricos y convencio-
nales, en los que se integran aspectos físicos, con histórico-cultura-
les; 3) histérico-geográficos, enfatizando ios aspectos culturales y
sociales a través del tiempo; 4) administrativos (80), en función de
los fines de las diversas entidades de la administración; 5) económicos,
incluyendo una gran variedad de criterios socio-económicos, relativos
a riqueza, grado de desarrollo, etc.; 6) sociales, partiendo de crite-
rios de homogeneidad en aspectos normativos y de comportamiento, desa-
rrollo y bienestar social; 7) agrícolas, obviamente centradas en la
producción agraria; 8) comerciales, basados en aspectos funcionóles
o interpelación de bienes y servicios; y 9) criterios de gravitación
o dispersión entre los asentamientos, basados en el concepto de -campo
urbano- de Friedmann, para la delimitación de Áreas Metropolitanas (81).
En lo que concierne a las calificaciones comarcales existen, asimismo,
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numerosas divisiones en España. Sin eibarv.o, la mayoría de ellas tienen
un uso restringido a un solo organismo estatal. La Sección de Sociología
Urbana y Rural del I.E.A.I.. (82) realizó una recopilación de las distin-
tas divisiones comarcales en uso por organismos, públicos del país, que
aquí recogemos y a la que añadiremos las realizadas con posterioridad.
Análogamente a lo que sucede en las divisiones regionales, los criterios
de comarcalización son múltiples y diversos. Sin ánimo de exhaustividad,
pueden distinguirse los siguientes criterios:
1) Área infraprovincial caracterizada por una estructura socio-econó-
mica homogénea y/o complementaria.
2) Área cuya expansión socio-económica está supeditada fundamental-
mente a un factor natural básico.
3) Consideración de la división del país en Áreas de Mercado (reali-
zada por el Atlas Comercial de España), cuyos rasgos básicos comunes
son los lazos de intensa relación entre sus núcleos, cierta homogeneidad
económica, afinidad en las formas de vida y asentamiento de población
y similitud en los hábitos y niveles de consumo.
4) Por zonas socio-culturales homogéneas, identificables por la seme-
janza en sus rasgos históricos', culturales, de instrucción, vivienda,
sanidad, equipamiento, etc. •
Para la elección de las cabeceras de comarca, los criterios predominan-
tes pueden compendiarse en:
1) Municipios que de forma natural tengan un elev-ado ritmo de desa-
rrollo económico-social, por ser paso o nudo de importantes vías dé
comunicación y por las funciones que desempeñen en relación con su con-
torno.
En los casos en que tal evidencia no se presente, se seleccionan entre
los núcleos de la provincia aquéllos que reúnan jas mejores posibilida-
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des de contribuir al desarrollo cconómicc-socia] , teniendo en cuenta:
población superior a la de ] os restantes de la zona» ser centro de inmi-
gración, ser centro de vías de comunicación, Tugar de ferias y merca-
dos, disponer de establecimientos banenrios, compañías de seguros, cen-
tros de enseñanza y esparcimiento.
2) Municipios que, en función de su riqueza agrícola y del grado
de atracción que ejerza sobre otros próximos, originarían que los agri-
cultores acudieran al centro para utilizar diversos servicios; es de-
cir, núcleos polarizadores.
3) Calificación de núcleos de expansión si responden a: si se encuen-
tran equilibradamente distribuidos dentro de la zona; si concurren en
ellos circunstancias análogas a las indicadas para los núcleos de expan-
sión y que dispongan de una población superior a la de los núcleos no
seleccionados.
Como conclusiones de las diferentes experiencias de regionalización
y comarcalización podemos derivar las siguientes:
s
a) Práctica unanimidad, por no decir unanimidad, en la valoración
(del conjunto de las propuestas de regionalización) de Galicia como
región netamente diferenciada. Solamente Cataluña alcanza tal amplitud
de coincidencias en las valoraciones de los diferentes investigadores
que se han acercado al tema.
•
b) De las comarcalizaciones realizadas al nivel de todas las provin-
cias de España, puede observarse que:
- La media provincial de cabeceras de comarca está entre 7 y 12.
- Bajo el concepto "cabecera de comarca" se engloban realidades muy
distintas que, en lo demográfico, pueden ir desde ciudades de 60.000
habitantes hasta pueblos de 1.500, casi en extinción. Se entiende que
lá cabecera de comarca debe ser el núcleo donde se concentran los servi-
cios culturales, administrativos, comerciales y de ocio. Núcleo sobre
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el que reposa la concentración d<-J \v^r de residencia de U mayor ;:
de la población de la comarca. Í.Ü cabecera <lt: comarca es el punto donde
concurren la constelación de centros que 3a rodea y es allí donde la
población de la comarca pur/f;e encontrar cierto nivel en la oferta de
servicios.
Sin embargo, como ya se admitió en el XI Seminario du Investigación
del I.E.A.L., hay excepciones a aquella regla general. Este es el caso'
de Galicia, en la que "la extraordinaria diseminación de algunos munici-
pios permite tener localizados en centros distintos las diversas activi-
dades o servicios comunes a la población comarcal" (83).
Existen grandes diferencias comarcales en lo referente a:
1) La extensión de las comarcas en Km , que es, e'n cierto modo, para-
lela a la extensión de la provincia y a la extensión de los términos
municipales, así como -cosa más curiosa- a la relación entre latifundio
y minifundio en cuanto a extensión de las explotaciones agrícolas.
2) Grandes diferencias en el volumen de población, tanto en la cabe-
cera de comarca, como de la propia comarca-; Muchas comarcas de algunas
zonas del país no tienen un volumen en la cabecera que pueda acumular
los servicios mínimos.
3) La evolución demográfica es también muy diferente. Las comarcas
con más baja densidad de población siguen perdiendo población, y aque-
llas con alta densidad siguen ganando población.
4) Los niveles de desarrollo en cuanto a la renta per cápita, están
en una proporción de 1 a 6 o superior.
5) De efectuarse una municipalización comarcal, aparecerían en España
entre 850 y 550 municipios, lo que racionalizaría extraordinariamente
la vida local de nuestro país.
A" continuación exponemos los cuadros-resumen de las regionalizaciones
y comarcalizaciones recopiladas. En razón de la naturaleza de nuestro
estudio, nos limitaremos únicamente a exponer las comarcalizaciones
referentes al territorio de Galicia y sus respectivas cabeceras de co-
marca.
CUADRO-RESUMEN DE LAS DISTINTAS DELIMITACIONES REGIONALES OE ESPAÑA
OBRA-AUTOR
"Las m_l gruñóles interiores espado
l¿¿". X. Barbecho.
"Regiones naturales de España". J.
0 an t i n
"-';;r,c¿ del Pl;n-li.Ttcional de Urb?-
n i sino 1 ¿ Ó V . Direc.Gr.il. Urbanismo.
H2. Vivienda
"Ant-jpodeíacgraf ía español;. Regio
nes y r¿zL2. Del Hoyo, L.
"PriTír Censo Agrario cié España 0-
1962-63. I.N.t. H9 Agricultura y
Organización Sindical
"Geografía regional de España". M.
"La distribución espacial de la —
renta espafola". J.Alcaide.
TIPO DE DELIMITACIÓN REGIONAL-,
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X
X
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X
X
O
1
CC
y>
31.
X
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X
SO
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•
SO
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iL
CRITERIOS
DE
DELIMITACIÓN
Cuencas hidrográficas
Geológico, morfológico, cli-
mático y biológico
Demográficas, antropológicas,
etnográficas
Histórico-geográficos
Económicos' Igual que Plaza
Prieto
DATOS ESTADÍSTICOS-
UTILIZADOS
</>
UJ
s:
o
cc -=•
Cu
UJ Vi
O UJ
O¡ UJ
14
17
16
li
H
16
15
DELIMITACIÓN
DE LA REGIÓN DE
GALICIA
Galicia
Región galaica, que
comprende Galicia y
norte de Portugal.
Galicia
Galicia
Galicia
Galicia: cuatro pro
vincias <nás las co-
marcas occidentales
de Oviedo, -León y -
Zamora
Galicia
'Algunos aspectos de los desequili
brios regionales españoles en 1967
J. Casas, A. Higueras, H. Hiralbés
"Encuesta de equipamiento y nivel
cultural de la familia11. I.N.E.
"L' esp:i•- ¿ regional dans le develop
pement ecünomique d<? l'.Espagne". -
J. Isbert
"Regiones económicas españolas11. -
J. Plaza Prieto
"Tipos ae estructuras de rentas en
1J península y su dinámica en el -
decenio 1955-64". R. Perpiña
"Perfiles económicos de las regio-
nes españolas". J.L. Sampedro
¡
X
X
X
X
X
X
X
•
•
Socio-económicos, físicos, -
históricos de homogeneidad y
nodales
\
Agrupación-de provincias se-
gún renta por habitante. Pro
vincias limítrofes
Homogeneidad estructuras eco-
nómicas. También criterio» no
dales, en base renta per capi
ta
Homogeneidad estructuras eco-
nómicas.
Agrario industrial y urbano
Zonas de dispersión, crite—
ríos demográficos y de circu
lación
Superficie y Kms. de carretera. Pobla—
ción, densidad, variación población ac-
tiva. Renta per capita por persona acti
va, consumo superficie cultivada, seca-
no, regadío, superficie no cultivada, -
población agrícola activa, desempleo —
agrícola, renta agrícola. Población ac-
tiva industrial, desempleo industrial,
renta industrial. Población activa en -
servicios, desempleo en servicios, ren-
ta por persona activa en servicios. ín-
dice de desarrollo.
Porcentaje población activa sobre total
densidad de población, renta por habí—
tante, indicador del tráfico por carre-
tera
Porcentaje población activa sobre total
densidad población, renta por habitan—
te, índice de homogeneidad regional.
Porcentaje superficie total de España,
de población, del P.I.N., densidad, —
pts. por cabeza, superficies y distan-
cias entre sí de los municipios mayo—
res de 19.000 habitantes. Tipos de es-
tructura espacial, económica de España
Ingreso por habitante minería, sectores
agrarios, servicios de hostelería y po-
blación activa industrial
11
12
K
13
11
13
Galicia
Galicia
Noroeste: A Coruja,
Lugo, Ourense y Pon
tevedra
Galicia
Dasicora gallega: A
Ccrufia-Vigo.
Aerocora: Lugo y Ou
rense
Galicia
'Plan C.C.B.' . Caritas Española.
"Regiones Económicas Espa^olss".
J.González
"Estructuras regionales homogéneas
y desjrroiio económico". J.Hártala
FAQ. Instituto de Estudios Agro-So
cíales
Atlas Comercial de España-Consejo
Superior de Cámaras de Comercia,-
Industria y Navegación
X
•
X
X
X X
X
Zonas sociales homogéneas:cos
tumbres.cultivos.vida comer—
cial,hábitos sociales,etc.Ac-
tividades sociológicas y eco-
nómicas
Unidad estadística la provin-
cia.Niveles de renta.Orogra—
fía.Nodalidad.
*,
riomogeneidad:formación cultu-
ral .bienestar social,desarro-
llo económico
Comprar al por mayor transpor
te utilizado,atracción,ferias
y mercadas.Agrupación áreas -
comerciales
Demográfico:poolación de hecho, exten-
sión, densidad,nüentidades singulares,
habitantes por entidad singular,índice
dp poblamiento,estructura de zona s e —
gún cuantía de la población
Superficie,población,densidad p o b l a —
ción,renta por habitante,índice de de-
sarrollo,potencial polar.Estructura —
producción.Tasas demográficas.Movimien
tos migratorios.
Porcentaje analfabetos,grado de forna-
ción social.de bienestar social(renta
por habitante).Grado de desarrollo eco
nómico(producción industrial per cápi-
ta)
Extensión,población hecho,número de ma
trimonios,nenacidos vivos,población ac
tiva.Agricultura,superficie cultivada,
improductiva,valor total de los produc
tos.Valor producción industrial.Ingre-
sos del Estado.Gastos en artículos no
alimenticios.Recaudación impuestos lu-
jo. N3 automóviles, ftímot ocíele tas. índice
capacidad de compra.IJSde bancos.de ca-
jas de «horro,teléfonoslicencias c o —
tercíales.Recaudación impuestos espec-
táculos,valor de los efectos comercia-
les
17
10
9
11
Galicia
Galicia:cu3tro pro-
vincias ñas partido
judicial de C¿stro-
pol."Provine:a cen-
tro": Pontevedra."Po
lo regional":Vigo
Galicia
Galicia
Zpna Galicia:U F e —
rrol,A Coruña.San--
tiago,Pontevedra,Vi
go.Üurunse y Lugo
"Esquema de división económica de
España".Gabinete Técnico C.E.S.N.
"Ensayo sobre la regionalizacion
de la inversión pública. J.L.Chati
cho
"Regiones Económicas.Intento de -
división de;>de el punto cié vista
de la economía agraria".J.de Feno
llera
"IV Asamblea General.Desarrollo Re
gional' Agrario".Berindnd3J Sindical
fi.icicnal de Labradores y Ganaderos
"Informe Sociológico sobre la si—
tuación actual de Liparia,1970".Fun
dación FQESSA
"Dictamen de Acción Regional'Mber-
plan
"Campe,urbe y espacio del ocio".
H. ü.wlria
X
X
X
X
X
1 •
X
\
t
X
Coordinación criterios de ho
mogeneidad,polarización y —
los geográficos e históricos
Históricos y aspectos socio-
económicos
Criterios económicos:integra
ción de zonas de alto predo-
minio industrial y urbano --
con otras de carácter rural
Elección de capitales'"millo
natias"que tienen o pueden -
llegar a tener en el año 80
un millón de habitantes
Porcentaje de población activa sobre to
tal,densidad de población y la renta —
por habitante
Porcentaje de la agricultura en la pro-
ducción final agraria,producto final —
agrícola por hectárea cultivada,produc-
ción agraria por persona activa en la -
agricultura,cociente entre la potencia
por Ha. cultivada en cada provincia y -
la media nacional, y el índice de la —
evolución de la producción final agrá—
ría
i
Porcentaje de la población activa agra-
ria en el total
Datos relativos a servicios de las - -
áreas comerciales de Banesto
13
U
11
16
20
10
8
Noroeste:Coruña,Lu-
go,Ourense y Ponte-
vedra
Galicia
Noroeste:Coruña,'.u-
go.Ourense,Ponteve-
dra, Oviedo y León-
Noroeste:Coruña,Lu-
go,Ourense y Ponte-
vedra
Galicia costera:Co-
ruña,Pontevedra,
üalicia interior:Lu
go y Cúrense
Galicia
Galicia-Corufla
"Estructura Económica de España".
R. Tamames
"Manual de1 Estructura Social de Es
paña". Anando de Miguel
Las regiones funcionales de J.Ru-.
ssines y N, Pascual
Las regiones de A. Aznar
Las regiones del IV Plan de Desa-
rrollo
Las grandes regiones y las áreas
metropolitanas de Martínez Cortí
Ra
Las zonas económicas del I Plan -
de Desarrollo.Ponencia de Locali-
zación Geográfica
X
X
X
X
X
X
X *
Tres criterios:hístórico,je-
rarquía de áreas comerciales
y homogeneidad económica
Criterio similar al de Perpi
ñá
Criterio de funcionalidad
Nodalidad
Áreas gravitacionales;siste-
mas territoriales básicos,es
tructurantes,inducidos y de
equilibrio
Heterogeneidad.Criterio de -
Sampedro
Homogeneidad
Ver Perpiñá
Flujos telefónicos
Veintiocho variables de infraestructu-
ra
Renta per capita,índice de crecimiento
demográfico
No se explica
10
11
10
10
17
10
13
Galicia
Oasicora GallegaiCg
rufia y Pontevedra.
Aerocora gallega:Lu
go y Ourense
Galicia
Galicia,con centro
en A Coruña
A Coruña-Vigo:Siste
ma territorial e s —
tructurante.
Lugo,Ourense:Siste-
ma territorial de -
equilibrio.
Galicia:Región Pro-
grana
jalicia:gran región.
Jontetfedra-Vigo,A -
^oruña-0 Ferrol;Areas
Metropolitanas
jalicia
"Del federalismo al regionalismo:
La evolución de los federalismos
contemporáneos". J.M.Cordero Torres
•'Vasconis y su destlno:I ,La regio-
nalización de España". J.M.Aiaola.
"Sjgiones agrícolas de la penínsu-
la ibérica". J.Gascón
"Observaciones sobre un nuevo mapa
de densidad en España".J.Gavira
"Proyecto de desarrollo de la r e —
gión mediterránea.España".Ministe-
rio de Agricultura
"Comportamiento y actitudes de las
economías dométicas hacia el aho—
rro y el consumo" C.E.C.A. y DATA.
X
•
X
X
Criterio mixto,basado en Fac-
tores históricos,geográficos,
culturales,demográficos,socia
les,urbanos,económicos,etc.No
se indica si el criterio es -
de carácter homogéneo o nodal
Históricos.'
Agrarios,con designación de
zonas de altitud ,y estepas.
Densidades por partidos judi-
ciales y poblaciones de más -
de 10.000 habitantes.
Conjunción cié la distribución
litográfica de Hernández P a —
checo.las regiones agrícolas
de Gascón y la estructura es-
pacial de la población de Per
piñá.
Estudio de estratificación so
ciológica de las familias que
cuentan con libreta de a h o —
rros.
No se explica 15
7
12
1!
8
Galicía(capital),
Santiago:A Coruña-
Ferrol con Viveiro
Vigo-Pontevedra,Lu
go y Ourense con -
Villafranca y algo
de Sanabria.
Galicia dividida -
en dos:Región occi
dental o atlántica,
Pontevedra,Ourense
y todo Portugal; -
Septentrional can-
tábrica, Coruja con
Oviedo,Vizcaya,San
tander y Guipúzcoa.
Galicia costera de
máxima densidad,r.c
larada del interior
Dfp ser ¿M,e una -
zona de máxiaa des
población.
Galicia:toda.
Galicia:toda.
"Encuesta de presupuestos fanilia-
res". I.N.E.
"Geografía de España y Portugal".
LAUTENSACH, K.
"I Censo de la Población de Esparta
en 19Í.0". I.N.E.
X Estudio de los presupuestos
de las familias.
Es una división clintático-geo
gráfica.
Criterios geográficos y cli-
máticos.Uniformidad de áreas
según sean de tipo marítimo
o montañosos.similitud de —
grandes cultivos.
12
19
12
Galicia:toda.
Norte de Galicia:-
periferia húmeda.
En Id periferia oc
cidental de la Es-
paña seca están —
las regiones de Ga
licia del SO y la
Galicia del SE,con
Ourose y 11 rgando
hasta el lago de -
Sanabria.
'egión N;rte:Lugo,
Poruña,Pontevedra,
Guipó .'coa, Vizcaya.
Sant3nde" y Ovicdn
íegióf Lnsa:Ouren-
se.Zanora,Salaman-
ca y Avil*.
"Encuesta de presupuestos familia-
res11. I.N.E.
"Geografía de España y Portugal".
LAUTENSACH, H.
"I Censo de la Población de España
en 19Í.0". I.N.E.
X Estudio de los presupuestos
de las Familias.
Es una división climático-geo
gráfica.
Criterios geográficos y cli-
máticos.Uniformidad de áreas
según sean de tipo marítimo
0 montañosos,similitud de —
grandes cultivos.
12
19
12
Galicia:toda.
Norte de Galicia:-
periferia húmeda.
En la periferia oc
cidental de la Es-
paña seca están —
ias regiones de Ga
licia del SO y la
Gal ici3 del SE, cc>n
Ourense y llrgando
basta el lago de -
Sanaría.
Región Nortetlugo,
Co"uña,Pontevedra,
Guipó.-coi, Vizcaya.
Santande" y Qvirjr,
íegict! Lusa:Ouren-
se.Z^nor.i.Sr.lamjn-
ca y Avila.
CUAORO-RESUHEN DE LAS DISTINTAS COHARCALIZACIONES DE GALICIA
OBRA - AUTOR
"Las provincias y sus comar-
cas".M.Gobernación.
"Las comarcas educativas". M2.
de Educación y Ciencia.
"Zonas específicas de planea-
tnierito educativo". H2 Educa—
ción y Ciencia (año 1975).
"División Territorial de la -
Cercanía telefónica".Cía, Tele
fónica Nacional de España.
"Codificación a efectos agra-
rios de Regiones,Provincia y
Comarca". M9 Agricultura.
Les Comarcas del Servicio de -
Extensión Agraria. Hí. Oí AQM¡
cultura.
TIPO DE
COMARCALIZACION
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X
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CA CRITERIOSCOMARCALIZACION
Área infraprovincial socioeco
nómicanente homogénea comple-
Selección de núcleos y zonas
de influencia.Redes de trans-
portes estolares.Autosuficien
cia E.G.B. Distancias,accesi-
bilidad.
Centros de atracción ("sec-
tor").Áreas y subáreas comer
cialts del Atlas...("Distri-
tos").Centros urbanos("Zonas
Metropolitanas").
Selección polo de influencia
y de servicios hacia ese po-
lo.estructuras de producción
análogas.
Seleccionar centros polariía
dores.CrlterLs <4i homogeruí
dad física.
DATOS ESTADÍSTICOS.
UTILIZADOS
Nivel de renta,empleo,tasa de natali—
dad,distribución de la propiedad,etc.
índices demográficos por edades.
"Sector":tráfico tele fónico."Distri-
tos11: índices comerciales."Zonas metro
politanas":localidades con más de - -
300.000 habitantes.
índices de utilización del suelo,de im
plantación ganadera,etc.del Censo Agrá
rio de.1962.
Nfi de empresas agrícolas familiares en
ln catiteen»,Foriai d« explotación,ti
pos de cultivos.relíeve,climas,etc.
rjü DE CABECERAS DE COHARCA
DE
CADA PROVINCIA
A CORUÑA
12
7
K
6
14
20
LUGO
12
13
10
6
11
18
CÚRENSE
10
8
10
6
9
15
PONTEVEDRA
7
i.
9
10
16
TOTAL
41
32
í.3
18
U
69
\
Las Comarcas del Servicio Na-
cional de Concentración Parce
laria y Ordenación Rural (l).
"Las Delegaciones Comarcales
de-Ios Consejos Económicos Co
aarcales Sindicales".Delega—
ción Nacional de Sindicatos.
Las comarcas sanitarias de la
Dirección General de Sanidad.
Las comarcas de las Diputado
nes.
i_3s comarcas de Ordenación de
la Arquitectura Rural.
"Las cabeceras de comarca y nú
cieos de expansión de Planes -
Provinciales".Presidencia de -
Gobierno.
"La selección de núcleos de po
biación" cabezas de comarca pa
ra el bienio 1972-73. J.H.Ca-
sas Torres.
"Las. zonas sociales homogéneas
y los Tipos Socioeconómicos —
del Plan CCB".Caritas Española
"Comarcas Geográficas de Espa-
ña". Instituto Geográfico y Ca-
tastral.
X
X
X
X
X
X
X
X
Homogeneidad desde un punto
de vista socioeconómico.
Extensión superficial,necesi
dades técnicas,facilidades -
de comunicación intermunici-
pal.
Selección de núcleos:por su
elevado ritmo de evolución -
socioeconómica.Establecimien
tos comerciales.
Selección de núcleos cabeza
de comarca y núcleos de ex-
pansión.Funcionalidad y noda
lidad.
Homogeneidad en cultivos,ac-
tividades, vida comercial,eos'
tumbres,hábitos sociales.
Superficie municipal,población,crecí—
miento población,renta per capita.datos
técnicos sobre construcción,viviendas,
urbanismo.
Población,inmigración,establecimientos
industriales,comercíales,etc.
Encuesta:datos de áreas de compra,servi
cios .desplazamientos,etc.
Datos sobre cultivos,tipos de actividad
predominante.Datos sobre equipamientos,
movimientos migratorios,etc.Encuesta.
9
16
14
13
13
11
12
i*
10
¡i
11
11
n
10
11
13
3
K
U
11
11
-
8
9
10
1
17
2
10
13
7
8
10
8
3
15
te
48
-
39
11
56
"Comarcalizacion Agraria de Es
paña". H5 de Agricultura.
"Comarcas Españolas".AISS.
Aproximación a una división co
narcal de Galicia.Miralbes Se-
dera,R.t et al..
Galicia.A Nosa.Terra,Escola -
Aberta.
Xeografía de Galicia. Pérez Al
berti.
Xeografía descriptiva de Gali-
cia, Barrio, H., et al.
Guía de Galicia.Otero Pedrayo
X
X
X
X
X
X
X
Homogeneidad en sus caracte-
rísticas naturales,económicas
y sociales.
Criterios funcionales.
Región económicaranálisis de
influencias económico-mercan
tiles.
Criterios geográficos.
Criterios geográficos.
Criterios geográficos.Regio-
nes y comarcas naturales.
Suelo,clima,relieve.cultivos,población,
renta,vías de comunicación,nivel de ins
trucción,etc.
Densidad de población,habitat,utiliza-
ción del suelo,transportes por carrete
ra de corto recorrido... Se ha utiliza
do una encuesta,el Catastro de Rústica
y la fotografía aérea.
Empleo,servicios.dinamismo demográfico,
etc: Se utiliza el índice de Reilly.
Hay cuatro tipos de comarcas:comarcas
costeras,de transición,centrales y —
orientales.
Los tipos de comarcas sontSierras y Va-
lUi da 1 Nordeitt y EsU huta «1 Cau—
reí,Mesetas lucenses,Tierra de Chanta—
da,Región Cantábrica,Tierra de Ortiguei
ra,Región del Alto Cambre y del Alto --
Olla,As Marinas,Países al Norte del Tam
bre,A Amahía y 0 Val do Ulla.País de De
za,Térras entre o Ulla e o Lérez,Terra
de Cotobade.Rexión das Rías Baixas.etc.
Altitud,grado de influencia atlántica,
la roca básica predominante y su morfo
logía... la proporción entre la ciudad
y la aldea,la intensidad del trabajo -
humano,etc.
3
8
-
5
5
-
3
11
-
9
-
15
33
46
9:Regio
nes ma
yores.
M:Be-
gionei
menores
2f.
71
Geografía de Galicia.Fraguas y
Fraguas, A.
Comarcas Naturales. Relieve,clima,vegetación,agrupación hu-
mana, formas de vida,etc.
71
FUENTE: Elaboración propia a partir de las fuentes citadas.
(l) Téngase en cuenta que las comarcas del IRYDA no se forman a priori con arreglo a un criterio determinado, sino por petición de los municipios interesados en algún
servicio que el organismo pueda prestar. Tienen, pues, carácter temporal y no permanente.
NUMERO DE CABECERAS DE COMARCA EN CADA PROVINCIA
A CORUÑA
G.
A Coruña x
0 Ferrol x
Be tan z os x
A Estrada
Santiago de Compostela x
Carballo * x
Ortigueira x
As Pontes de G.R x
Monfero x
Arzua x
Negreira x
Santa Uxia x
Corcubión x
Cée
Helide
Huros
Noia
Ordes
Padrón , ,,.....,,
Pontedeuiné
Viro i a m o
Curtis-Teixeiro
Cambre
Poboa do Caramiñal
Santa Comba
Baio
Cede ira
M.E.C. M.E.C.(l) T. H.A.. S. S.A. O.R. A.I.S.S D E.A. P.A. Arq. S.G. P.G. C.T. CCB. FflEC.
X
X
X
X
X
X
X
X
X .
X
X .
' X
X
X
X
X
X
X
X
X
X
X
X,
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
x2
X2
x!
X
X
X
X
X
X
X
X
X
xl
X3
X?
X2
xl
X
X
x3
X
X
X
X
13
15
13
2
14
15
.11
4
1
11
8
9
10
7
9
7
10
10
9
7
1
2
1
1
3
1
1
A Estrada, aunque es incluida por algunos organismos en la comarcalizacián de A Coruña, pertenece a la provincia de Pontevedra.
1, 2, 3: Son índices que indican pertenencia a un misino núcleo.
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G. H.E.C. H.E.C.(l) T. M.A. S. -S.A. O.R. A.I.S.S. D. E.A. P.A. Arq. S.G. P.G. C.T. CCB FREC
Viveiro x
Ribadeo. x
Villalba x
Lugo x
Sarria x
Monforte de Lemos x
Hondo ñe do x
Chantada x
Quiroga x
Becerrea x
He ira x
Fonsagrada
F r i o 1 -.
Monterroso
Cervo
Palas de Rei
Taboada ,.
Pastoriza
Foz
Castroverde
Guítiriz
Navia de Suarna'.
Folgoso do Caurel
13
14
15
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
#
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
15
13
16
u
13
9
14
2
12
1
3
2
2
2
1
3
1
1
1
1
PONTEVEDRA
6 . H .E .C- H . E . C . ( l ) T, M.A. S . S . A . O.R. A . I . S . S . D. E . A . P . A . A r q . S . G . P . G . C . T . CCB FREC:
Ponte Caldelas
Lalln '. x
Pontevedra x
Cambados
Vigo x
Ponteareas (0 Condado).... x
Marín
A Estrada x
Caldas de Reís
Redondel a
A Cañiza
Tui x
Vilagarcla x
Porrino
Silleda
A Guardia
Cangas de Hornazo
0 Rosal
Foreare i
Sanxenxo * *
Vila de Cruces
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
3
12
13
7
12
13
2
12
5
8
9
11
10
2
1
i.
3
1
2
1
1
FUENTES: Elaboración propia a partir de las fuentes ya citadas.
»
SIGNIFICACIÓN DE LAS ABREVIATURAS: &.: Hinisterifl de la Gobernación; H.E.C: Hinisterio de Educación y Ciencia; M.E.C.(l): Ministerio de Educación
y Ciencia. Año 1975; T.: Compañía Telefónica Nacional de España; H.A.: Hinisterio de Agricultura; S.: Sindi-
catos; S.A.: Dirección General de Sanidad; O.R.: Ordenación Rural; 0-: Diputaciones; E.A.: Extensión Agraria;
P.A.: Pérez Blanco Alberti; Arq.: Arquitectura; S.G.: Souto González; P.G.: Presidencia de Gobierno; C.T.:
Casas Torres; CCB: Plan C.C.B; FREC: Frecuencia o número de veces de coincidencia de las diferentes comarca-
lizaciones.
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5. Los diferentes niveles de la jerarquía o escalones pueden definir-
se como los ámbitos territoriales máximos y mínimos de cada "paquete"
de competencias, y vendrán determinados por los objetivos de la planifi-
cación y la realidad territorial y humana objeto de análisis. La hipóte-
sis de los umbrales mínimos habrá de ser considerada y aplicada. Habrá,
asimismo, que estudiar los ámbitos territoriales de cada servicio: sani-
dad (88), enseñanza (89), transporte público y privado (90), etc. Del
cuidadoso y detenido examen de todas estas cuestiones podrá elucidarse,
con rigor y conocimiento de causa, el necesario debate público sobre
las diferentes propuestas concernientes al número de escalones.
Como se sabe, dichas propuestas pueden reducirse a tres, según se plan-
teen uno, dos o tres escalones infrar^egionales. Probablemente, por
la experiencia y los conocimientos de que disponemos hasta el momento,
podemos deducir, cuando menos, la puesta en cuestión de la organización
provincial, como premisa fundamental de una reorganización administrati-
va. Por lo demás, nuestra experiencia es coincidente con la de otros
países de nuestra área, con los que hemos de formar parte en el futuro
en el marco de la Comunidad Económica Europea. Este es el caso del "com-
presori" italiano o del "country" inglés. En cualquier caso, en esta
materia, como punto de partida se debe escapar de todo tipo de aprioris-
mos, máxime si se tiene en cuenta la complejidad y variedad de los fenó-
menos territoriales.
5.a. Para delimitar el primer escalón habrá que partir de los crite-
rios siguientes: tamaño máximo de población de las áreas metropolitanas
en función de su óptimo planeamiento y administración; tamaño mínimo
de población de los núcleos de las comarcas rurales, con la condición
de que satisfaga la oferta de determinados servicios y el sostenimiento
de una base fiscal, administrativa y técnica adecuada-. Las superficies
y distancias desde los límites de las demarcaciones al centro o núcleo
habrán de ser calculadas en Kms. y tiempos, por transporte público o
privado, teniendo en cuenta la realidad territorial y física, los ámbi-
tos territoriales y de población de cada competencia; la historia, pro-
blemática específica, tradición de los municipios; y. en última instan-
cia, la voluntad de la población afectada.
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5.b. Para delimitar el segundo escalón, se precisa tener en cuenta
los criterios siguientes: un criterio de eficacia, dé minimiEación de
costos burocráticos y de ámbito adecuado para la implementación de la
planificación económica y de infraestructura: lo que conlleva la forma-
ción de un número reducido de amplias comarcas que eviten la atomización
(esto es lo que corresponde a las comarcas como espacios óptimos de
administración de los servicios); la valoración de la importancia de
los corredores que se han formado o se forman en longitud mayor o menor
y con más o menos anchura y densidad sobre las principales carreteras
(91); la posesión, como mínimo, de un centro urbano de dimensiones míni-
mas que posibilite la localización de establecimientos comerciales y
de servicios, y con una actividad social de cierta entidad; que repre-
sente un ámbito significativo para las interrelaciones "casa-trabajo-
compras-ocio11 -
5.c. Determinación de la capitalidad o capitalidades con un criterio
amplio y flexible, ateniéndose, en todo caso, a l a "conciencia de la
comarca o "bisbarra", a los requisitos anteriores y a la estructura
de sus asentamientos.
s
6. El concepto de comarca correlativo a las hipótesis anteriores
es aquel que hemos definido como el espacio territorial de "vida en
común" delimitado por la zona de influencia de una aglomeración urbana
(con sus diferentes gradaciones) en la que, como centro del área, se
producen las decisiones fundamentales para la vida ordinaria de aquel
espacio. Tal concepto permite incorporar, a los diferentes niveles,
los rasgos más o menos homogéneos de dichas áreas con sus aspectos hete-
rogéneos o de actividades complementarias entre sí; de modo que se forma
un sistema de comarcas, que partiendo de una metrópoli o metrópolis
dominantes conforme toda una j erarquía fluida de c iudades menores (o
villas), potenciadas dentro de una red urbana que integra, mediante
la infraestructura de comunicaciones, todo el espacio regional, inclu-
yendo el espacio rural (lugares, aldeas) destinado al desarrollo agríco-
la, la preservación de la naturaleza o el disfrute del ocio.
6.a. Tratamiento específico siguiendo el criterio de homogeneidad
- 365 -
de problemáticas: el fenómeno urbano-metropolitano, las zonas rurales
y/o las zonas deprimidas, y las zonas "intermedias".
6.a.l. Por lo que compete al hecho urbano-metropolitano, definido
como el continuo urbano o de edificación continua donde se efectúan
un conjunto de interrelaciones de base diaria o periódica, en especial,,
"casa-trabajo" y "casa-compras y servicios" supera (estamos pensando,
sobre todo, en las Áreas Metropolitanas Coruña-Ferrol, Vigo-Pontevedra)
el ámbito local en las primeras y el comarcal en las segundas, debido
a la creciente red de comunicaciones y transporte entre los diferentes
puntos. El estudio en términos precisos de los ámbitos "casa-trabajo"
.y "casa-compras y servicios" se presenta como perentorio para delimitar
los tamaños de población y superficie máximos y mínimos de los primeros
escalones urbanos, necesarios para una adecuada comarcalizacion; junta-
mente con el análisis de la especificidad de cada interrelación núcleo-
interland, muy distintas entre las diferentes entidades urbanas o no
de Galicia, pues, como dice Beiras, "no resulta nada fácil establecer
predicciones ni leyes de comportamiento homogéneas" (92).
_s
6.a.2. Las zonas rurales y/o las zonas deprimidas, caracterizadas
por una gran dispersión y baja densidad de su población y de sus núcleos
(93), fricciones espaciales y dificultades de accesibilidad, dimensiones
de población que dificultan la oferta de ciertos servicios, implican
una configuración particular y diferenciada de la comarcalizacion.
6.a.3. La consideración de las zonas intermedias es fundamental en
el caso de Galicia, debido a la peculiar estructura de su habitat y
a las características geográficas y socioculturales del medio (94).
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de las que aquí nos limítanos a hacer una síntesis.
(64) STUART CHAPÍN, T.t Urban Lund Use Planning. University of Illinos Press. Urbana,
1965. Versión española en Oikos-Tan. Barcelona, 1977. Vid. también IBERPLAN, op.
cit., pp. 130-228 y NOURSE, H.D., Economía Regional. Ed. Oikos-Tan. Barcelona, 1969,
pp. 164-ss. •
(65) HAGOOD, H.J., "An examination of the use of factor analysis in the problem of subre-
gional delineation». RURAL SOCIOLOGY, vol. 6, sept. 1941. HAGOOD, M.J., "Statistical
Hethods for delineation of regions applied to data on agriculture and population".
SOCIAL FQRCES, vol. 21, March, 1963.
(66) ISARD, W.t Métodos de Análisis Regional, Ed. Ariel, Barcelona, 1971, p. 307.
(67) BOGUE, D.J., BEAIE, C.L., Econonúc Áreas of the U.S., New York, 1961. BOGUE, D.J.,
"An Outiline of the Complete System of Económica Áreas", THE AMERICAN JOURNAL OF
SOCIOLOGY, Chicago University, 1959.
(68) PERLOFF, H.S., DUNN, E.S. (JR), LÁMPARO, E.E., HUTH, R.E., Regions, Resources and
Economic Growth. For Resources for the Future. The Johns Hopkins Press, Baltimóre,
1960.
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(69) CHAMBRE, H-, L'aménagement du territoire en URSS, Nouton and Co., La Haye, 195S.
(70) WRONSKI, H., "La localisation des forces productive-s en URSS". REVUE D'ECOUOWIE POLI-
TIQUE, Janvier-Fébrier, 1964. Véase también SAUSHKIN, J.G., "Problems of thc economic
regionalization of the Soviet Union". GEQGRAPHIft POLOHICA, n2 8, 1965, pp. 53-63.
(71) KANSKIY, N.N., KHOREV, B.S., "Problems of Economic Regionalization at the Present
Stage", SOVIET GEOGRAPHY, Review and Translation, November, 1976, pp. 637-646.
(72) DAKROSZ, J., "Determinants of Regional División-Cultural. Divisions and their Rela-
tion with Administrative and Economic División (Unification and Differentiation
Trends)". TEHTH EUROPEA» CONGRESS FOR RURAL SOCIOLOGY, Córdoba, España, 1979.
(73) CEE, Docuntents de la Conférence sur les économies regionales, vol. II, Bruxelles,
1963. Annexe A: Essai de delimitation regionale de la CEE. Annexe 9: Documentation
Statistique.
(74) RAINELLI, P., L'analyse regionale des structures socio-économiques agricoles. Par-
tie 1: Rapport-Informatíons internes sur 1'agriculture. CEE, n2 139. Janvier 1975,
p. 225. Véase también COBISSIOH DES COMMUNAUTES EURQPEENNES. Situation et evolution
structurelle et socio-écononiique des régions agricoles de la Communanté. I. Repport,
II. Annexes methodologiques et données statistiques par grandes régions. III. Données
statistiques par circonscription. CEE, Bruxelles, n^ 53-54, Octubre, 1978.
(75) Desde los mismos países de la CEE se viene prestando una creciente atención a estos
aspectos. Véase VANHOVE, N., KLAASSEN, L-H-, Regional Plicy. A European Approach.
Saxon House. Westiiead,, 1980. HOLLÉ, W., Regional disparity and economic development
in the European Conununity. Saxon House. Westmead; 1980.
(76) IBERPLAN, op. cit.
(77) Véanse los artículos de CLUSA, J,, "Notas sobre la Administración local en el Reino
Unido"; ALEHANY, J., "La reforma regional en Francia" y BORJA, J., ZUMIN, L., "Admi-
nistración local en Italia", en CEUHT BUTLLETI, n$ 4, Maig, 1978.
(78) MARTÍNEZ CORTINA, R., Regionalización de la Economía Española. Confederación Española
de Cajas de Ahorro. Madrid, 1975, donde se hace un tratamiento relativamente exhaus-
tivo de las políticas regionales de Francia, Gran Bretaña e Italia.
(79) AMAT ESCANDELL, A., GAVIRIA, M.( ET AL., op. cit., pp. 105-183. Véase también OYA,
J.J., "Los factores estructurantes del espacio geográfico regional: una aproximación
al caso español". AGRICULTURA Y SOCIEDAD, nS 2, Enero-Marzo, 1977, pp. 11-48.
(80) Así, el MINISTERIO OE JUSTICIA, por Ley Orgánica del Poder Judicial de 15 de septiem-
bre de 1870 establece la Audiencia Territorial de La Coruña (La Coruña, Lugo, Orense
y Pontevedra). MINISTERIO DE HACIENDA, por Orden de 31 de julio de 1964 crea el Jura-
do Tributario Territorial de La Coruña (La Coruña, León, Lugo, Orense, Oviedo, Ponte-
vedra y Zamora). MINISTERIO DE DEFENSA, por Decreto de 5 de abril de 1940 y 11 de
febrero de 1960 la Octava Región Militar (La Coruña, Lugo, Orense y Pontevedra).
MINISTERIO DE EDUCACIÓN Y CIENCIA, por la Ley de Ordenación Universitaria de 29 de
julio de 1943 conforma el Distrito de Santiago (La Coruña, Lugo, Orense y Pontevedra),
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MINISTERIO DEL INTERIOR, por Orden de 26 de septiembre de 1959 establece la Jefatura
Superior de Policía de La Coruña (La Coruña, Lugo, Orense y Pontevedra). MINISTERIO
OE AGRICULTURA, por Orden de 8 de junio de 1972 establece la región administrativa
de Galicia, con sus cuatro provincias. MINISTERIO DE OBRAS PUBLICAS Y URBANISMO,
por Orden de 15 de enero de 1969 establece las Jefaturas Regionales de Carreteras
de Oviedo (Oviedo, León y Galicia). MINISTERIO DE COMERCIO Y TURISMO, por Decreto
de 29 de diciembre de 1967 establece las Delegaciones Regionales del Ministerio de
Comercio en Vigo (Galicia). MINISTERIO DE SANIDAD Y SEGURIDAD SOCIAL, divide el te-
rritorio en Regiones Hospitalarias, siendo una de ellas la de Santiago de Cornpostela
(La Coruña, Lugo, Orense y Pontevedra). MINISTERIO DE TRANSPORTES Y COMUNICACIONES,
por Orden del 25 de marzo de 1971 crea la Jefatura Regional de Transportes Terrestres,
de La Coruña (Galicia, Oviedo y León). MINISTERIO DE CULTURA, -para una más eficaz
conservación y restauración del Patrimonio Artístico Nacional, divide el país en
zonas de ámbito supraprovincial: una de ellas es la Zona-VIII (La Coruña, Lugo, Pon-
tevedra, Orense y Zamora). MINISTERIO DE. PLANIFICACIÓN DEL DESARROLLO, por Decre-
to 2,916/1973, de 16 de noviembre, fijó las Demarcaciones Territoriales de la Admi-
nistración Perife'rica de este Ministerio; la Demarcación Una se formaba con las pro-
vincias de Galicia. La anterior Organización Sindical Española, por Orden de 5 de
febrero de 1971, organizaba Consejos Económicos Sindicales; uno de ellos era el de
Galicia. Como conclusión, puede observarse como la consideración de Galicia como
unidad administrativa diferenciada es predominante.
(81) A continuación, ofrecemos las fuentes de donde se ha deducido el cuadro-resumen de
las distintas delimitaciones regionales de España. Son tan abundantes que alguien
ha dicho, no sin ironía, que debiera abrirse un verdadero Negociado de Delimitaciones
Regionales. BARBANCHO, A., Las migraciones interiores españolas, Instituto de Desa-
rrollo Económico (Escuela Nacional de Administración Pública). Madrid, 1967; DANTIN
CERECEDA, J., Regiones Naturales de España, C.S.I.C., Instituto Nacional "Jaun Sebas-
tián Elcáno", Madrid, 1942; DEL HOYO SAINZ, L-, Antropodemografia Española. Regiones
y Razas, Real Sociedad Geográfica, 1942; MINISTERIO DE LA VIVIENDA, Avance del Plan
Nacional de Urbanismo. Dirección GeneraJ de Urbanismo, 1964; INE, MINISTERIO DE AGRI-
CULTURA Y ORGANIZACIÓN SINDICAL, Primer Censo Agrario de España, 1962-63; DE TERAN,
M., SOLÉ SABARIS, L., ET AL., Geografía Regional de España, Ed. Ariel, Barcelona,
1968. ALCAIDE INCHAUSTI, "La Distribución espacial de la renta española", INFORMA-
CIÓN COMERCIAL ESPAÑOLA, n° 425, Marzo, 1968. CASAS TORRES, J.M., HIGUERAS ARNAL.A.,
MIRALBES BEDERA, M.R., Algunos aspectos de los desequilibrios regionales españoles
en 1967, Instituto Geográfico Catastral, Madrid, 1969. CASA£ TORRES, J.M., España.
Atlas e índices de sus términos municipales, Confederación Española de Cajas de Aho-
rro. Madrid, 1965. I.N.E., Encuesta de equipamiento y nivel cultural de la famili-a,
I.N.E. Madrid, 1968. ISBERT SORIANO, J., "L'espace regional .dans le developpement
economique de l'Espagne", en L'Espagne a l'heure du developpement, Presses Universi-
taires de France. Paris, 1968. PLAZA PRIETO, J., Regiones Económicas españolas,
I.N.I., Madrid, 1964. PERRINA GRAU, R., "Tipos de estructuras de renta en la penínsu-
la y su dinámica en el decenio 1955-1964». BOLETÍN DE ESTUDIOS ECONÓMICOS, Septiem-
bre-Octubre 1967. SAMPEDRO, J.L., Perfiles económicos de las regiones españolas,
Sociedad de Estudios y Publicaciones, Madrid, 1964. CARITAS ESPAÑOLA, Plan C.C.B.,
Euroame'rica, Madrid, 1965. GONZÁLEZ PAZ, , Regiones Económicas Españolas, I.N.I.,
Madrid, 1964. HOR1ALA ARAU, J.t "Estructuras regionales homogéneas y desarrollo eco-
nómico", MONEDA Y CREPITO, n* 82, Sep., .1962, pp. 89-114. F.A.D.. INSTITUTO DE ESTU-
DIOS AGROSOCIALES, Regiones agrarias de España, Madrid, 1964. CONSEJO SUPERIOR DE
CÁMARAS DE COMERCIO, INDUSTRIA Y NAVEGACIÓN DE ESPAÑA, Atlas Comercial de España,
Consejo Superior de Cañaras, Madrid, 1963. GABINETE TÉCNICO DEL CONSEJO ECONÓMICO
SINDICAL NACIONAL, Esquema de división económica de España. Madrid, 1966. CHANCHO
- 3 7 3 -
NEVÉ, J.L., "Ensayo sobre la regionalización de la inversión pública", trabajo in-
cluido en la obra El desarrollo regional en las naciones y en los grandes espacios
económicos. Consejo Económico Sindical Nacional. Madrid, 1968. OE FENOLLERA DURAÑ7
"Regiones económicas. Intento de división desde el punto de vista de la economía
agraria". DE ECONOMÍA, n? 105. Abril-Junio, 1969. HERMANDAD SINDICAL NACIONAL DE
LABRADORES Y GANADEROS, IV Asamblea General. Desarrollo Regional Agrario. Madrid,
1964. FUNDACIÓN FOESSA: Informe sociológico sobre la situación social de España,
j9_70. Euroatnérica. Madrid, 1970. Estudio realizado por encargo de la Comisaria del
Plan de Desarrollo. GAVIRIA, M., Campo, urbe y espacio del ocio, Siglo XXI, Madrid,
1971. TAKAMES, R., Estructura económica de España. Tres volúmenes. Volumen tercero,
Guadiana. Madrid, 1964, pp. 396-400. DE MIGUEL, A., Manual de estructura social de
España, T e Cnos. Madrid, 1974. RUSSINES, J., PASCUAL, N., "La distancia funcional
como instrumento para la delimitación de regiones; una aplicación al caso españoJ".
REVISTA ESPAÑOLA DE ECONOMÍA, n° 2, Mayo-Agosto, 1974, pp. 111-136. AZNAR, A., "In-
fraestructura y regionalización de las provincias españolas: una aplicación del aná-
lisis factorial". REVISTA ESPAÑOLA DE ECONOMÍA, n° 2, Hayo-Agosto 1974, pp. 137-166.
MARTÍNEZ CORTINA, R., Regionalización de la economía española. Confederación Española
de Cajas de Ahorro. Madrid, 1975. CORDERO TORRES, K., Del federalismo al regionalis-
mo: la evolución de los federalismos contemporáneos. Discurso de ingreso en la Real
Academia de Ciencias Morales y Políticas, 14 de Abril de 4970, cit. por Iberplan,
op. cit., p. 233. Vid. también COPLACO, Estudio del Área Metropolitana de Madrid.
Madrid, 1973; y ROYO VILLANOVA, C , Aragón. Espacio económico y división comarcal.
Caja de Ahorros de la Inmaculada. Zaragoza, 1978, donde se ofrecen una serie de re-
gionalizaciones que hemos recogido. AZAOLA, J.M., Vasconia y su destino: I. La regio-
nalización de España. Revista de Occidente. Madrid, 1972. GASCÓN, J., "Regiones agrí-
colas de la península ibérica'1, en Ojeada general de la agricultura española. Conf.
en VIII Curso Internacional de expansión comercial. Barcelona, 1914, citado por PER-
PIÑA Y GRAU, R., "La problemática de delimitación espacial o regional". BOLETÍN DE
ESTUDIOS ECONÓMICOS, vol. 26, n2 83, 1971, pp. 6-75-729. 6AVIRA, J., "Observaciones
sobre un nuevo mapa de densidad de España", en LAS CIENCIAS, V, n$ 1. Madrid, 1940.
MINISTERIO DE AGRICULTURA. Proyecto de desarrollo de la región mediterránea. España.
Instituto de Estudios Agrosociales. Madrid, 1959. C.E.C.A. y DATA, Comportamiento
y actitudes de las economías domésticas hacia el ahorro y el consuno. Madrid, 1968.
I.N.E., Encuesta de presupuestos familiares. Madrid, 1969, p. 31. LAUTENSACH, H.,
Geografía de España y Portugal. Barcelona, 1967.
(82) MINISTERIO DE LA GOBERNACIÓN. SECRETARIA GENERAL TÉCNICA, Las [wovincias y sus comar-
cas (Estudio sobre delimitación comarcal en las provincias españolas). Madrid, 1965.
MINISTERIO DE EDUCACIÓN Y CIENCIA, Las comarcas educativas. Madrid (sin fecha). MI-
NISTERIO DE EDUCACIÓN Y CIENCIA, Zonas específicas de planeamiento educativo. Madrid,
1975. COMPAÑÍA TELEFÓNICA NACIONAL DE ESPAÑA, División Territorial de la Compañía
Telefónica. Madrid (sin fecha). MINISTERIO OE AGRICULTURA, Codificación a efectos
agrarios de Regiones, Provincias y Comarcas. Madrid, 1972. MINISTERIO DE AGRICULTURA.
SERVICIO DE EXTENSIÓN AGRARIA. Las comarcas españolas. Madrid (sin fecha). DELEGACIÓN
NACIONAL DE SINDICATOS, Las Delegaciones Comarcales»de los Consejos Económicos Comar-
cales Sindicales. Madrid (sin fecha). DIRECCIÓN GENERAL DE SANIDAD, Comarcas Sanita-
rias. Madrid (sin fecha). COLEGIO OFICIAL DE ARQUITECTOS DE MADRID, Plan de Ordena-
ción de la Arquitectura Rural. Madrid, 1961. CASAS TORRES, J.M., La selección de
núcleos de población "cabezas de comarca" para el bienio 1972-73. GEOGRAPHIA, n9
2. 1973, pp. 79-105. CARITAS ESPAÑOLA, Plan C.C.B., Euroame'rica. Madrid, 1965. INSTI-
TUTO GEOGRÁFICO Y CATASTRAL, Mapa de las comarcas geográficas de España. Hadrid,
1961. REVENGA CARBONELL, A., Comarcas Geográficas de España. Public, del Instituto
Geográfico y Catastral. Madrid, 1960. MINISTERIO DE AGRICULTURA, Cowarcalización
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Agraria de España. Documento de Trabajo n° 8. Madrid, 1978. AISS, Comarcas Españolas,
Servicio Nacional de Consejos Económico-Sociales. Madrid, 1977. Vid. también AMftT
ESCANDELL, A., GAVIRIA, R., ET AL., op. cit. ROYO. VILLANOVA, C , op. cit. MIRALBES
BEOERA, R., ET AL., Aproximación a una división comarcal de Galicia. Publicación
del Opto, de Geografía de la Universidad de Santiago, 1980. SOUTO GONZÁLEZ, X.H.,
"A rexionalizacion de Galicia", en ESCOLA ABERTA, Galicia. A nosa térra. Santiago,
1980, pp. 150-181. PÉREZ ALBERTI, A., Xeografía de Galicia. Ed. Santillana. Madrid,
1979, pp. 90-111. BARRIO, M., ET AL., Xeografía descriptiva de Galicia. Edicións
do Rueiro. A Coruña, 1979, pp. 122-203. OTERO PEDRAYO, R., Guía de Galicia, Ed. Gala-
xia, 5t edición, Vigo, 1980, pp. 95-ss. FRAGAS Y FRAGUAS, A., Geografía de Galicia.
Ed. Moret, La Coruña, 1953, pp. 234-304.
(83) AMAT ESCANDELL, , GAVIRIA, M., ET AL., op. cit., p. 355-
(84) Esta es la experiencia de los expertos catalanes en estos temas, cuya tradición en
el estudio de los problenas de su territorio se remonta, cuando menos en un pasado
próximo, a los años 30. Vid. CASASSAS I SIMO, LL., Barcelona i l'espai cátala, Curial
Edicións Catalanes, Barcelona, 1977, pp. 96-ss. También CASASSAS I SIMO, LL, ET AL.,
op. cit* Esta experiencia es coincidente con la del Reino Unido, en donde se forman
las llamadas "Comisiones de Consulta o Encuesta1'; normalmente constituidas por perso-
nas que proceden del ca»po académico y administrativo, aunque también del político,
económico o sindical. Si algún m'iembro de la Comisión no está de acuerdo con las
conclusiones de la mayoría de la Comisión, tiene derecho a un "Memorándum of Dissent"
(memorándum de disentimiento) que se hace público adjunto al informe del conjunto
de la Comisión. Vid. CROSS, C.A., op.,cit., pp. 27-35.
(85) Citado por SERRANO, J., ROS, E-, "Hipótesis d'ordenació territorial de la regió cata-
lana", en COL-LOQUI SOBRE LA DIVISIO TERRITORIAL -DE CATALUNYA. Fundació Jaume Bofill,
febrer, 1979.
(86) GENERALITAT DE CATALUNYA, op. cit., p. 51.
(87) "Servitud" es el término enpleado, por la histórica Ponencia encabezada por Pau Víla,
para designar las funciones y competencias de una estructuración comarcal. Véase
GENERALITAT DE CATALUNYA, op. cit., p. 51.
(88) ACARIN, N., ET AL., L'ordenació del territori i la Sanitat, Cftl-legi Oficial de Het-
ges de Barcelona. Barcelona, 1979. Véase del mismo autor y equipo, El Servéis de
Salut i l'ordenació del territori a Catalunya, Col-legi Oficial de Metges de Barcelo-
na. Barcelona, 1979. Para otros servicios como enseñanza de-B.U.P., Servicios de
dentista, compra de tractores, de automóviles, etc., consúltese el estudio de LLUCH,
E., RIERA, P., ET AL., Estudi de delimitació de les áreas funcionáis de Catalunya,
Equip de l'Institut Universitari d'Estudis Territorials (U.A.B.). Barcelona, 1979.
Este último trabajo ha sido publicado por la Fundació Jaume Bofill, en COL-LOQÜI
SOBRE LA DIVISIO TERRITORIAL DE CATALUNYA. Barcelona, 1979. Este mismo equipo tiene
en avanzado estado de elaboración un estudio más amplio sobre la comarcalización
de Catalunya. Vid. también sobre comarcalización sanitaria MACGLASHAN, N.D. (ED.),
Medical Geography. Ed. Methuen. London, 1972.
(89) HAGGETT, P., CLIFF, .A., FREY, A., op. cit., pp. 477-ss. HAGGETT, P., GUNA KARDENA,
K.A., "Determination of population threshold for settlement funtions by the Reed-
Huench method". THE PRQFESSIONAL GEOGRAPHER, vol. XVI, n? 4, 1964. Véase a RIERA,
p.. Arees d'influencia deis servéis educatius a la regió de Girona. Publicado d'In-
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forraació Economice. Banca Catalana. Barcelona, 1974. Del mismo autor, "Un metode per esta-
blir llindars minims d'aparició d'una variable aplicat a les arées d1ensenyament
de la regió de Girona», DOCUHENTS D'ANALISI TERRITORIAL, U.A.B., Barcelona, 1975,
BAS, J.M., CAPELLADES, J.t "Aproximació al tema de la descentralit2ació de la políti-
ca educativa", CONGRES DE CULTURA CATALAHA. Ambit VIII: L'ordenació del territori.
Barcelona, 1976.
(90) SUBSECRETARÍA DE PLANIFICACIÓN. PRESIDENCIA DEL GOBIERNO, Incidencia del transporte
en el desarrollo regional. Madrid, 1977, pp. 495-543. Este estudio, dirigido por
Luis Marco, comprueba, utilizando un modelo econométrico de gravedad, que el tráfico
intracomarcal en Galicia representa entre el 80 y el 95 por 100 del tráfico total
de cada una de las 47 comarcas en que se dividió para tal objeto el territorio ga-
llego.
(91) GABINETE TÉCNICO MUNICIPAL DEL C.P. DE MADRID DEL P.C.E., Cambiar Madrid. Ed. Ayuso,
Madrid, 1979, pp. 49-53.
-(92) "Basta repasar los núcleos... para comprender la diferencia que existe entre los
estilos de gravitación en su entorno de Pontevedra, A Estrada, Ortigueira y Fonsagra-
da, pongamos por caso. El tejido de la vida socioeconómica en las comarcas gallegas
es tanto o más complejo en sus formas dinámicas que el del propio habitat, y no re-
sulta nada fácil establecer predicciones ni leyes de comportamiento homogéneas. El
examen de documentos como el Atlas Comercial o los Anuarios de Mercado, revelan hasta
qué punto esta diversidad es cierta, e inextricable si no recurrimos a los estudios
disponibles de geografía humana.
La peculiaridad y su interna diversidad de manifestaciones alcanza incluso a las
grandes ciudades... La dispar extensión superficial de las demarcaciones administra-
tivas de ciudades tenidas por comparables en dimensión. La extrema desemejanza entre
la estructura del habitat de dos ciudades tantas veces sometidas a comparaciones
recíprocas dando por parangonable su entidad urbana, como son A Coruña y Vigo...
Algo semejante resulta de comparar Ferrol y Santiago, o Lugo y Pontevedra". BEIRAS,
J.H., Estructura y problemas de la población gallega. Servicio de Estudios del Banco
del Noroeste, La Coruña, 1970, pp. 49-50.
(93) "Las sorpresas comienzan, por ejemplo, cuando se comprueba que en el partido de Vi-
llalba -esto es, en plena Terra Cha- el 89,6% de la población habita entidades sin
núcleo, entidades que ascienden al 99,7% del total en las zr>nas costeras de elevada
densidad, la dispersión existe muy acusada, pero formada por multitud de entidades
que, por pequeñas que sean, en su mayoría alcanzan a formar un núcleo elemental.
En las zonas interiores más despobladas la dispersión persiste, agravada esta vez
por la escasa densidad, con entidades muy distanciadas y sin que formen núcleo: ahí
es donde plantea problemas graves. En otras palabras: el problema lo plantea la esca-
sa densidad más bien que la dispersión del habitat"- BEIRAS, J.M., op. cit., pp.
46-48.
(94) "Aparte dos criterios oficiáis... o certo é que, en canto as formas de vida, non
resulta doado trazar lindes precisos antre medio rural e medio urbán en Galicia.
Pode aventurarse que unha entídade de poboación galega de poucos milleiros de habi-
tantes ten, nalgúns aspeitos socioeconómicos, un grado superior de caráiter urbán
do que poida ter unha entidad castela ou aragonesa de dimensión semellante -e as
funcións que desempeñan as nosas vilas é unha mostra valedeira niste senso.. Pola
contra, as formas de vida rural enguedéllanse coas urbáns nos arrabaldos das nosas
cidades, e mesmo no interior dalgunhas délas, sin erara solución de continuidade.
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En calquer caso, o medio rura l o,alego amostra caraiteres moi peculiares que impiden
que, ao anal ízalo, poidan aprícársel le os • rae sinos raseiros que aos doutra<> la t i tudes
españolas. A imaxe convencional española do medio rural non val en ausoluto pra o
noso país. N i so ten moito que ver a estrutura do hab i ta t " . BE IRAS, X.H., 0 atraso
económico de Ga l ic ia . Ed. Galaxia, Vigo, pp. 72-73.
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CAPITULO VIII.-MÉTODOS DE DELIMITACIÓN DE REGIONES HOMOGÉNEAS
1. INTRODUCCIÓN
Tratamos en este capítulo de estudiar diferentes técnicas de delimita-
ción o demarcación de regiones. Utilizaremos el término región o comarca
indistintamente.
Como ya se ha señalado con anterioridad, la delimitación de regiones
es una importante fase preliminar del proceso de planificación. Como
afirman Friedmann y Alonso (1) "esta es una cuestión crucial que a veces
hace decir a los planificadores que el fracaso en la formulación de una
adecuada política regional reside en la dificultad de definir un conjun-
to objetivo de regiones". Esta dificultad resulta en ocasiones muy difí-
cil de superar; pero, por ser un "requisito previo esencial en el análi-
sis de los fenómenos económicos regionales" (2), es necesario que haga-
mos un esfuerzo en el sentido de disponer de los elementos teóricos que
nos permitan salvar tal dificultad'en las mejores condiciones posibles.
A tal objeto se dedicarán las páginas que siguen.
El tratamiento del tema de la regionalizacion tuvo una evolución progre-
siva. Según Leszczycki (3), la historia de los problemas de la regiona-
lizacion comienza en la segunda mitad del siglo XVIII. Las primeras in-
vestigaciones sobre regionalizacion fueron realizadas por el geólogo
francés Guettard (1764) y continuadas por D'Holloy (1808). La historia
de la regionalizacion geográfica está estrechamente relacionada con la
evolución de la geografía como ciencia. La regionalizacion geográfica
comenzó con la diferenciación de los paisajes naturales y las regiones
físico-geográficas. Con el transcurso del tiempo, el hombre y sus acti-
vidades económicas fueron introducidas en la delimitación de las regio-
nes naturales. La última etapa de la evolución dividió la regionaliza-
ción en dos vertientes: la regionalizacion económica y la regionaliza-
cion natural. Aquí se estudia únicamente la primera. La exposición de
-7
- 378 -
las diferentes técnicas se hará en un orden creciente de complejidad,
que se corresponde aproximadamente con tres períodos de tiempo distin-
tos (4): desde la mitad de los años veinte hasta la mitad de los cin-
cuenta (punto de vista tradicional); desde la mitad de los años cincuen-
ta hasta la mitad de la década de los sesenta (punto de vista de transi-
ción o pretaxomónico) y el punto de vista taxomónico desde aquella fecha
hasta la actualidad. El desarrollo de las diferentes técnicas acompañó
a la provisión de más y mejores datos estadísticos y al- interés crecien-
te por los problemas espaciales, que posibilitaron la aplicación, en
el análisis regional, de métodos estadísticos ya utilizados con anterio-
ridad en diversos campos.
2. MÉTODO CARTOGRÁFICO
La delimitación de regiones se b,asa concretamente en criterios históri-
cos, lingüísticos, geográficos y físicos, más que económicos y sociales
(aunque también se incorporan). Así, por ejemplo, Lucas Mallada (5),
basándose en criterios geográfico-físicos, fue el primero en nuestro
país que inició un proyecto de reg-ionalización de España. Posteriormen-
te, Dantin Cereceda (6) realizó una división del país en regiones natu-
rales, definiendo a éstas por el relieve, el clima, la vegetación, la
fauna, el hombre y la historia, y considerando el primero de esos ele-
mentos como principio rector. Otro intento de delimitación fue el de
Lautensach (7) quien, basándose en criterios climáticos, dividió la
península en dos regiones: la Iberia húmeda y la Iberia seca.
En general, según Harris (8), pueden distinguirse varios métodos de
delimitación de regiones homogéneas, coincidiendo todos ellos en el
análisis cartográfico. Así, los métodos cartográficos comparativos tra-
tan de parangonar, por medio de una mapificación, distintos tipos de
producción u otras características económicas entre diversas áreas (9).
Las técnicas de mapificación fueron desarrollándose con el paso del
tiempo y complementándose con la utilización de datos estadísticos.
- 379 -
Una muestra significativa es la de Rao (10). en un estudio sobre las
regiones económicas de California. Esta técnica utiliza solamente un
pequeño número de variables y las regiones homogéneas vienen determina-
das por los valores semejantes en las variables de las entidades loca-
cionales contiguas. Estas áreas han sido habitualmente definidas por
medio de porcentajes de personas ocupadas o empleadas en la agricultura,
en la industria o en los servicios. La delimitación se efectúa por ins-
pección visual y por la superposición de los planos grafiados, en donde
se muestran los valores de las variables en cada una de las unidades
espaciales. Y aquellas unidades que presentan mayor homogeneidad, res-
pecto a esos valores, se definen como regiones homogéneas o uniformes.
Hay que decir, además, que esta técnica puede utilizarse simultáneamente
para todas las variables o estableciendo una jerarquía entre ellas en
la que cada una sea excluyente'de las demás. Evidentemente, este proce-
dimiento implica un importante grado de subjetividad, tanto en la selec-
ción de las variables como en el,proceso de agrupación de las unidades
locacionales; aunque su simplicidad representa una importante ventaja,
sobre todo cuando queremos realizar una primera aproximación al grado
de similaridad de una serie de áreas.
Por otra parte, los instrumentos fundamentales de ,1a regionalización
homogénea son la comparación visual de áreas empleadas por Whittlesey
(11) y las fotografías aéreas, que han sido especialmente útiles en
el análisis de las actividades económicas estrechamente asociadas con
recursos físico-naturales y que abarcan amplios espacios.
Finalmente, permítasenos observar que, a pesar de los inconvenientes
señalados, esta técnica ha sido objeto de múltiples aplicaciones: Nice
en Italia (12), Bogue en EE.UU (13), Plaza Prieto en España (14) y
otros (15).
3. ANÁLISIS DE LA VARIANZA
La variación total en un conjunto de observaciones puede ser medida
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por su varianza, es decir, por la suma de cuadrados de las desviaciones
a la media aritmética. En determinadas circunstancias, la varianza puede
ser separada en dos componentes asociados con fuentes específicas de
variación. Normalmente, se distingue la variación dentro de las unidades
y la variación entre las unidades y se obtiene la proporción de la va-
rianza o proporción F.
Zobler (16) usó el análisis de la varianza para decidir si, en términos
de la población industrial, el estado de Virginia del Este podría ser
agrupado en uno de los tres estados-regiones: Mid-Atlantic, South-Atlan-
tic o East South Central. Este mismo autor argumentó que, cuando las
regiones son construidas con unidades pequeñas, nos encontramos con
las dos fuentes de variación más arriba mencionadas: "Within-region
variation" y "between-region variation". Si las dos varianzas son igua-
les, el valor de F es la unidad y si es mayor que uno es porque la va-
riación interregional es mayor que la variación intrarregional, dado
que F se define como el cociente entre la variación interregional y
la intrarregional.
Por otra parte, Haggett (17) dice que las regiones uniformes u homogé-
neas pueden ser definidas como el- producto del ajuste de los límites
regionales para los que el cociente entre la "between-region variation"
y la "within-region variation" es máximo. A su vez, Paelinck y Nijkamp
(1976) (18) afirman que un buen indicador de la homogeneidad regional
es también la desviación estándar -definida, como es bien sabido, por
\ / * íx - xl 2 -
o \|J=1 (donde XÍ es el valor del elemento en j y x es la
" V j
media)- o el coeficiente de variación, que es independiente de la unidad
de medida e igual a o /*".
4. ANÁLISIS DE LAS CORRELACIONES
A fin de ilustrar este enfoque, que representa el primer paso de las
técnicas multivariantes que veremos más tarde, haremos una breve refe-
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rencia a los trabajos de Haggod (19) y Hagood y Price (20).
El problema estudiado fue el de dividir los EE.UU en grupos de estados
contiguos, de tal manera que cada grupo fuese lo más homogéneo posible
con respecto a 104 iteras tomados del Censo de Población y Agricultura
del año 1940. Dichos ítems fueron divididos en dos grandes grupos, agri-
cultura y población, que, a su vez, subdividieron en subgrupos. Esas
variables fueron utilizadas para diseñar los perfiles "agricultura-po-
blación" de cada estado.
El procedimiento seguido fue el siguiente: primero, se estandarizaron
las variables; y en segundo lugar, se calcularon los coeficientes de
correlación de Pearson «ntre los perfiles de estados adyacentes. Los
coeficientes resultantes variaron desde valores muy altos entre estados
parecidos (Alabama y Georgia, por ejemplo, tuvieron un coeficiente de
+ 0,92) hasta valores muy bajos entre estados no semejantes (por ejem-
plo, Ohio y Kentucky tenían un coeficiente de + 0,01) (21).
5. ANÁLISIS DE ASOCIACIÓN
Uno de los problemas más simples que uno se encuentra en el agrupamien-
to de unidades espaciales es aquel en que una serie de características
pueden estar presentes (l) o no (0). El punto de partida es una matriz
de datos binarios, en la que las filas son unidades locacionales y las
columnas las características. Obviamente, el problema estará resuelto
desde el momento en que podamos asignar las unidades locacionales con
similares (1,0) características a las mismas regiones y viceversa.
Esta técnica proviene de- la Botánica y fueron Willians y Lambert (22)
los primeros que la aplicaron, al estudio de las regiones ecológicas,
sobre la base de la presencia o ausencia de m especies de plantas en
n lugares. El procedimiento consistió en medir el grado de asociación
entre todos los pares de especies; esto es, entre todos los pares de
columnas de la matriz de dates, usando la usual X2,
^=•7
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,
 k
 (O. - E . ) 2
i=l E.
donde 0 i y EjL se refieren a las frecuencias observadas y esperadas,
respectivamente, del elemento i en una tabla de contingencia k x k.
Los valores de X 2 entre todos los pares de especies son registrados
en una matriz m x m y las filas son sumadas. La fila, e.n la que la suma
sea mayor (max Z x 2 ) , indicará las especies de plantas que son más efi-
cientes en la división de los lugares en dos clases, porque las especies
que poseen un alto grado de asociación/disociación con otras especies
pueden tomarse como un indicador. Así, pues, el análisis de asociación,
al aislar un indicador de especies, nos proporciona la base para una
clasificación regional inicial (23).
Naturalmente, el análisis de asociación es útil en el proceso por el
que la totalidad de las unidades espaciales forman el punto de partida
desde el que procede el esquema de división o partición elegido (24).
6. MÉTODOS BASADOS EN LA TEORÍA DE CONJUNTOS
Un camino poco explorado todavía lo constituye la vinculación entre
la regionalización y la teoría de conjuntos. Se nos, ocurre que podría
tener un amplio campo de aplicación, porque la regionalización es un
proceso de clasificación y, como afirma Haggett (25), Vías reglas lógi-
cas por las que la clasificación procede pueden ser ilustradas por la
teoría de conjuntos". Además, debe tenerse en cuenta que la teoría de
conjuntos aporta un lenguaje formal riguroso, que permite examinar los
posibles errores lógicos en que se puede incurrir en el proceso de cla-
sificación o regionalización. Por otra parte, adviértase que en la cla-
sificación locacional, el mapa es, de hecho, un tipo especial de diagra-
ma de Venn -instrumento de dicha teoría- lo que lógicamente presenta
evidentes ventajas.
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Una sencilla ilustración de este método fue realizada por Golledge y
Amadeo (26), quienes partieron de tres tipos de producción (trigo, maiz
y vegetales) en ocho áreas diferentes. La clasificación en regiones
homogéneas fue realizada bajo el criterio de si era alta o baja la pro-
ducción en cada una de ellas para cada uno de los productos. Las opera-
ciones realizadas fueron simplemente la unión e intersección de les
diferentes conjuntos.
Posteriormente, Rodoman (27) y Siebert (28) consideran que las regiones
pueden ser interpretadas como conjuntos de puntos y la regionalización
como conjuntos de puntos disjuntos. El problema se -resuelve por medio
de la intersección y unión de conjuntos y hallando los conjuntos comple-
mentarios, habida cuenta de los diferentes puntos y sus propiedades.
Pero es más recientemente cuando se efectúan aportaciones más elaboradas
y formalizadas, desarrolladas "in extenso" en los trabajos de Pierna-
rowski (29) y Paelinck (30).
Sea A un conjunto de elementos a¿,
A = {a¿ •/ i = 1.....I} . (1)
donde a^ es un elemento de A
ai e A (2)
El conjunto de todos los elementos de A, que no pertenecen al conjunto
B, será
A-B = {ai / a¿ e A, ai^ B} (3)
El subconjunto B puede ser obtenido de A sobre la base de un "axioma
de extensión" de la teoría de conjuntos, de manera que ciertos elementos
de A pueden serlo de B. Tal separación de los elementos de A requiere
el establecimiento de un determinado criterio, que nos permita asignar
algunos elementos de similares características a B. Si la función i/{a^)
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representa dicho criterio, el subconjunto B puede ser caracterizado
por la condición,
(4)
expresión que indica que cada elemento a¿ de A, que satisfaga el criterio
i(<ai), es asignado a B. La función ^ ( a ^ es un conjunto de propiedades,
•que mapifica o asigna a los elementos a¿ e A una y una so.la imagen i|í(ai)
e B. Todos los elementos de A, que no satisfagan ^(aj.), forman un subcon
junto C, que es complementario de B.
El "axioma de extensión", que justifica el procedimiento anterior, es
válido únicamente si se cumplen las siguientes condiciones:
3 i»(a±) >B U C = A Vi (5)
3 *(ai) • >B fl C = 0 ¥i (6)
La aplicación de dicho axioma, en el caso de la regionalización, requie-
re todavía el cumplimiento de la condición de "conectividad" p que
nos permite unir los diferentes puntos.
3 1»(a. ) > B p C -Vi . (7)
•A. \+
Obviamente, el criterio <<a¿) puede ser tanto cuantitativo como cualita-
tivo.
Dados los conceptos anteriores, el proceso de regionalización sigue
las siguientes fases:
1. Utilización de una medida de distancia. La distancia media entre
las unidades r y r' -siendo r, r1 = 1.....R- es drri , que se supone
conocida.
2. La distancia máxima es la de la unidad 1 a la R. Así,
d1R = max drr- (8)
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3. Se eligen las unidades 1 y R como punto de partida para el agrupa-
miento. Cada unidad r -cuya distancia respecto a 1 es menor que con
respecto a R-• es asignada a un subconjunto B, de lo contrario se asigna
a C; de acuerdo con los siguientes criterios de distancia,
r
 e B < >r E Aí5(d1R «drR) (9)
r E C « > r E Aí2(d1R >drR) • (10)
4. Definición de una medida de distancia entre las unidades dentro
de un mismo grupo o "cluster", llamada "compacidad". Esta "compacidad"
puede ser considerada como una distancia media entre las unidades rc del
"cluster" C. Esta distancia será designada por Dc.
5. Definición de una medida de distancia "intercluster", que puede
ser considerada como la distancia media entre los distintos "clusters".
Será designada por D^
 ( .
6. El primer "cluster" que se obtenga será aquel formado por las
2
dos primeras unidades cuya distancia Dc entre ellas sea mínima.
2
7. La unidad con Dcc, mínima, con respecto al primer "cluster" ya
formado, podrá incluirse en él.
8. Determinación de un criterio adicional de "demarcación" para la
inclusión de nuevas unidades, que puede ser aDí-, donde a sea una constan
te fijada a priori. Si la distancia entre el "cluster" original y otra
unidad excede dicho criterio, dicho "cluster" no podrá ser ampliado
con tal unidad. Esta unidad podría ser tomada, en ese caso, como núcleo
de un segundo "cluster" y así, sucesivamente, hasta que el conjunto
universal A se haya agotado. Tal criterio de "demarcación" depende de
la función (a¿) y también de (9) y (10).
10. Para la obtención de regiones homogéneas, es preciso que los
elementos a¿(i = 1.....I) satisfagan las condiciones
a¿ e B < »ai e A íl (xi » x) (11)
a¿
 E C «—va i e A íl (x¿ < x) (12)
-y
- 386 -
donde x indica un nivel crítico de alguna variable y x¿ representa el va
:-lor de una cierta variable en un punto a- e A.
11. Para la delimitación de regiones, se trata de separar del conjun-
to A los elementos que tengan entre sí un relativamente alto grado de
-interdependencia. Así, el primer subconjunto puede denominarse
E^ = {a± / i = l,...,k; k •< 1}
-Un nuevo elemento a,- será añadido a R^, cuando el número de flujos entre
'
aj y Ri » N aí Ri * e x c e d a a l número de flujos entre aj y el conjunto de -
elementos restantes, N a .£ ; donde ".i-^  es el conjunto complementario de -
Rl con respecto a A. Repitiendo tal procedimiento para cada elemento
de A, puede ser creada una región polarizada B, que satisfaga la con-
dición
A fi
Adviértase, en definitiva, que el procedimiento de régionalización des-
crito no conduce necesariamente a resultados únicos, y a que en todo
caso dependen de las condiciones externas adoptadas. Este es el caso,
por ejemplo, del valor de a en 8 que afecta a los resultados finales.
Además, solo se considera la intensidad de un único flujo, cuando otros
flujos son también posibles.
*
Finalmente, debemos señalar que un desarrollo interesante de este método
-que no se tratará aquí por razones de espacio- puede encontrarse en
la teoría de los "conjuntos borrosos", que puede ser considerada como
una generalización de la teoría clásica de conjuntos. En el caso de
los "conjuntos borrosos", la transición de la completa pertenencia a
la no pertenencia de un individuo a un grupo o región es gradual y no
abrupta (31). Es fácil, por tanto, percatarse de que esta propiedad
sería muy útil en el proceso de régionalización, pues, como es sabido,
las fronteras entre dos regiones no siempre son netas: existen zonas
difusas y "tierras de nadie"-
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7. MÉTODO DE LA "COLECCIÓN DE PUNTOS"
Esta técnica parte de una batería de índices atribuidos a una serie
de puntos o unidades locacionales. A continuación, se procede a la nor-
malización de dichos índices y se calculan sus coeficientes de correla-
ción y las varianzas. Posteriormente, se establece una llamada "función
de ordenación" u orden de prioridad de los índices, de mayor o menor
importancia. Esa "función de ordenación" produce los llamados coeficien-
tes de localización, que son utilizados para la agrupación de las unida-
des territoriales.
La ilustración geométrica de estos coeficientes se realiza por medio
de círculos concéntricos cuyos radios son: a) el valor más bajo del
coeficiente tiene de radio 0; b) los demás valores tienen el radio co-
rrespondiente a su tamaño. Por tanto, distintas distancias radiales
forman una serie de concentraciones de puntos que muestran un máximo
de similaridad en los. valores de la "función de ordenación".
Una aplicación de esta técnica ha sido hecha para el caso de Austra-
lia (32), que fue dividida en 9 regiones. Se partía de seis índices:
densidad de población, porcentaje de población urbana, número de emplea-
dos en la industria y la minería por mil habitantes, número de empleados
en los servicios por mil habitantes, valor de la producción agrícola
por Km? y la longitud de las vías de ferrocarriles p'or 100 km2. El tra-
tamiento de estos índices ha sido el ya indicado y el agrupamiento de
los puntos puede ser más o menos riguroso, según el grado de similaridad
elegido.
Una ventaja de este método es que la utilización de los círculos concén-
tricos permite visualizar las distintas regionalizaciones posibles.
Por lo demás, es bastante parecido al análisis de correlación y de la
varianza.
8. CLASIFICACIÓN Y REGIONALIZACION: LAS TÉCNICAS DE ANÁLISIS MULTIVA-
RIANTE
En términos generales, es preciso decir que el problema taxonómico con-
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site en reordenar los objetivos dentro de un sistema de clases basándose
en alguna valoración de los mismos. La finalidad de los procedimientos
de clasificación es la de proporcionar un agrupamiento válido en función
de un criterio previamente especificado por el investigador (33).
Grigg (34) considera que la regionalización es un proceso similar al
de clasificación. Si los objetos son unidades espaciales, la clasifica-
ción produce "tipos regionales". Y si la ordenación se hace teniendo
en cuenta el principio de contigüidad de las áreas, entonces el resulta-
do es una regionalización. Por consiguiente, de acuerdo con este princi-
pio, el proceso de regionalización puede ser reducido a un problema
taxonómico.
Así, pues, un problema taxonómico, desde el punto de vista de la delimi-
tación de regiones, puede ser concebido como aquél consistente en cómo
agregar subáreas para formar regiones.
Dicha agregación puede ser representada, en un sentido formal, por un
conjunto E (35). Y E puede definirse como una función:
E = f(S, R, A, F,)
donde S es un conjunto finito de unidades espaciales exclusivas o, lo
que es lo mismo, que no se solapan; R es un conjunto de criterios; A
es un proceso de agregación y F es un conjunto de diferentes agregacio-
nes entre las que hay que elegir.
La taxonomía simétrica y cuantitativa nos permite medir la afinidad
o similaridad entre diferentes unidades u objetos y su ulterior clasifi-
cación. El resultado es la formación de ciertos grupos o "clusters".
Como han estudiado Sokal y Sneath (36) y la escuela francesa de "analyse
de donnés" de Benzecri (37).
Por otra parte, los principios operativos de una clasificación sistemá-
tica son los siguientes (38):
1. Una clasificación es una función del objetivo perseguido.
- 389 -
2. Una clasificación está basada en características de diferente natu-
raleza.
3. Una clasificación es siempre relativa; es decir, es una función de
la información disponible, de las hipótesis de partida y de los pro-
cedimientos utilizados.
4. Una clasificación se basa en las características de los objetos cla-
sificados.
5. Una clasificación es exhaustiva, si no se omite ningún item.
6. Una clasificación es exclusiva, si los objetos o subconjuntos no
se solapan.
7. Los principios de clasificación se mantienen iguales en todas las
fases del análisis. Esto implica que las características de la cla-
sificación son fijadas desde el principio, aunque lógicamente -como
veremos más adelante- a diferentes niveles del proceso de clasifica-
ción la utilización de un criterio u otro puede generar regionaliza-
ciones diferentes.
8. El principio de división o diferenciación elegido debe ser adecuado
al objetivo perseguido, lo que resulta de algún modo arbitrario,
aunque está justificado por el principio 1 (clasificación orientada
a un objetivo). En general, las características de reagrupamiento
de los grandes grupos deben ser más importantes que las utilizadas
para los pequeños grupos. .
9. Las características cualitativas deben ser introducidas en el análi-
sis, utilizando, por ejemplo, una escala ordinal.
10. La utilización de un principio de división o "clasificador" produce
una jerarquía de clases."La consistencia lógica de la jerarquía ven-
drá garantizada por el cumplimiento de los principios cinco, seis,
siete, ocho y nueve.
Cualquier análisis taxonómico comprende tres fases bien diferenciadas:
a) Sistematización o-estudio científico de las clases, de la diversidad
de objetos y de todas las relaciones entre ellos. Es la llamada eta-
pa o fase de ordenación; b) Clasificación u ordenación de objeto dentro
de los grupos, basándose a tal efecto en sus relaciones, es decir, en
sus asociaciones por contigüidad; y c) La.fase, propiamente taxonómica,
que implica el estudio teórico de la clasificación, e incluye las ba-
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ses, los principios y los procedimientos o sistemas de agrupamiento.
Por lo tanto, el problema se reduce a un "análisis de grupos" ("cluster
analysis"), cuyo objeto, en palabras de Anderberg (39), "es la formación
de grupos de objetos de tal forma que los. elementos pertenecientes a
un grupo tengan un alto grado de asociación natural entre ellos mismos,
con la condición de que los grupos constituidos sean relativamente dis-
tintos unos de otros"-
Además, conviene decir que el número de formas en que podemos agrupar
n objetos en m grupos es extraordinariamente elevado incluso para peque-
ños valores de n y m. Es evidente que no nos interesan todas las formas
en que podemos agrupar los objetos, sino solo aquellas que nos permitan
reproducir más fácilmente la estructura existente entre ellos..Sin em-
bargo, el número de combinaciones posibles es relativamente grande y,
por esa misma razón, nos veremos obligados a recurrir a algunas -
técnicas de análisis multivariante.
Por otra parte, tal vez resulta útil poner de relieve que los procedi-
mientos que, a continuación, se detallan deben encuadrarse -para su
adecuada comprensión- en un marco de referencia más global: el de la
teoría general de los sistemas.
Como hemos visto en el Capítulo III, puede ser definido, como un "conjun-
to, de objetos y de atributos y de interdependencias entre los objetos
y los atributos" (40). De este modo, puede apreciarse fácilmente que
la matriz de información es_pacial y los algoritmos factoriales al uso
pueden adecuarse, sin excesiva distorsión, a los diferentes aspectos
incluidos en dicho concepto de sistema. Y, además, si los algoritmos
utilizados "permiten reducir variables que describen las dimensiones
básicas o que reflejan los rasgos estructurales de la situación que
se estudia" (41), entonces el sistema puede ser operativamente descom-
puesto en sus diferentes estructuras o subsistemas.
Una matriz de información espacial es un conjunto de objetos o áreas
de observación definidas por una serie de características o variables.
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La elección de las características puede tomar diversas formas, dando
lugar a matrices de tipos diferentes: matrices de datos brutos, matrices
de datos relativos (porcentajes y/o índices-diversos), matrices de pre-
sencia-ausencia y matrices mixtas. Dicha elección es un paso delicado
en el proceso de regionalización: debemos elegir cuidadosamente entre
el conjunto de la información, los datos que nos permitan alcanzar el
objetivo deseado.
Los geógrafos, hasta hace poco, empleaban un método esencialmente carto-
gráfico -como hemos visto más arriba en el epígrafe 2- para establecer
regiones o zonas homogéneas, de manera que establecían en un conjunto
E subconjuntos E]_, E2, E n, tales que las características a, b, c,...
n varían menos en el interior de Ei que cuando pasamos de E^ a cualquier
otro subconjunto Ei.
En este terreno la geografía tradicional no tiene más posibilidades
que confeccionar y comparar entre sí un gran número de mapas y describir
sucesivamente una infinidad de modalidades de asogiación en el especio,
eligiendo las que parezcan más idóneas: al fin y al cabo, es un trabajo
de "percepción visual del investigador" (42).
Pero, actualmente, estamos en condiciones de afirmar que, tanto al nivel
de la descripción objetiva de los hechos como de la asociación entre
ellos, la comparación visual de los mapas, aunque se haga correctamente,
no nos ofrece un medio seguro para determinar las correlaciones entre
los fenómenos distribuidos espacialmente. Y en consecuencia, como dicen
Racine y Reymond, "antes de llegar a la comparación de los mapas es
preciso poner en evidencia dichas correlaciones y las tipografías de
las estructuras" (43).
8.1. ANÁLISIS FACTORIAL Y DE COMPONENTES PRINCIPALES
Pues bien, precisamente para "poner en evidencia dichas correlaciones
y las tipografías de las estructuras" vamos a valemos de dos importan-
tes técnicas estadísticas: el análisis factorial y el análisis de compo-
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nentes principales.
En efecto, hay que llevar a cabo un trabajo previo de comparación y
diferenciación de los fenómenos geográfico-económicos. Este trabajo
puede hacerse siguiendo dos caminos: uno, deductivo y, otro, inductivo.
Aquí seguiremos el camino inductivo, el que Berry (44) llama "método
inductivo cuantitativo"; esto es, aquél que, partiendo de la realidad
que se impone al observador, abstrae las articulaciones estructurales
y se eleva posteriormente al nivel de la generalización tipológica.
Ahora bien, una vez obtenidos los atributos o características de las
unidades de análisis o entidades locacionales hay que hacerlos compara-
bles. Esto se puede hacer, como es universalmente aceptado, estandari-
zando las variables. Por eso, la matriz original de,datos será transfor-
mada en una matriz estandarizada Z (n x m ) , que, a su vez, ce transforma
en una matriz de correlación R (m x m).
Como es sabido, la estandarización o transformación en Z es inmediata:
los valores x originales son sustituidos por una nueva serie de valores
Z, tales que Z = x-m , donde m representa la media de la serie yo la
a
desviación típica de la di;
mente de x a z y viceversa.
stribución. Conociendo m ya pasamos directa-
Debe tenerse en cuenta, además, que de lo que se trata aquí es de anali-
zar no tanto la dependencia de una o algunas variables respecto de las
demás (regresión), sino las interdependencias existentes entre todas
ellas, con el objeto de señalar criterios acerca del comportamiento
de las mismas así como en relación a las características de las unidades
espaciales o individuos sobre los que se han hecho "las observaciones.
Es a esta cuestión justamente que responde el análisis factorial, que
ahora consideramos en su acepción más amplia (tanto el análisis facto-
rial propiamente dicho como el análisis de componentes).
En términos generales, el análisis factorial nos permite la transforma-
ción de unas variables en otras nuevas llamadas factores. Tal transfor-
mación' se realiza de modo que las nuevas variables obtenidas sean orto-
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gonales y un pequeño número de ellas dé cuenta de la mayor parte de
la variabilidad de las. variables originales. Conviene añadir que es
importante retener estas dos propiedades fundamentales, pues en ellas
se basan las múltiples aplicaciones que del modelo factorial se han
hecho dentro y fuera de la Economía. Al transformar las variables, se
logra, en primer lugar, dejar al descubierto la estructura y las in-
terrelaciones entre las mismas y, en segundo lugar, sintetizar toda
la información en dos o tres dimensiones básicas que nos permiten un
manejo más simple y eficaz de dicha información contenida en las va-
riables. "Síntesis y ortogonalidad que resultan de gran utilidad cuan-
do nos encontramos, como es habitual, con un gran número de variables,
en donde resulta difícil percatarse de la estructura de las mismas"
(45). Es por esta razón por la que la técnica del análisis factorial
se ha convertido en un instrumento central en la gran mayoría de los
estudios geográficos y regionales de los últimos años.
En síntesis, las etapas del análisis factorial pueden concretarse en
las siguientes:
1. Matriz de información espacial original de n observa-
ciones y m atribu-tos espaciales.
2. Matriz de información espacial estandarizada.
3. Matriz de correlaciones, de dimensiones m x m, de
los atributos espaciales.
4. Matriz factorial de los m atributos espaciales y p
componentes.
5. Matriz factorial simplificada (rotación varimax, p.e.)
de m atributos y p componentes.
6. Matriz de información espacial reducida: valores, de
los factores sobre las observaciones. De dimensiones:
n observaciones y p componentes.
Fig. 1. ETAPAS DEL ANÁLISIS FACTORIAL
Fuente: RACINE y REYMOND (46).
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A continuación, construiríamos una tabla con los resultados de los fac-
tores y prepararíamos un "árbol de ligazones" ("linkage tree") (47),
agrupando sucesivamente los pares homogéneos o subconjuntos de áreas
contiguas en conjuntos y subconjuntos mayores según el valor de los
factores. Existen algoritmos que -como veremos en el próximo apartado-
realizan esta operación. Por último, tomaríamos la decisión de cómo
y dónde deben cortarse los árboles para formar regiones.
El modelo estadístico que se ha esquematizado se adecúa con relativa
precisión al problema de la regionalización. Sea una gran área dividida
en n áreas más pequeñas, que son las unidades de observación o entes
locacionales. Para cada una de estas áreas, se recogen m variables o
•características. Pues bien, la regionalización consiste en agrupar las
n áreas en un pequeño número de regiones, de tal modo que sean lo más
homogéneas posibles. Este es, en concreto, un paso especial del problema
taxonómico general, que resuelve el análisis factorial: dadas n observa-
ciones y los valores de m variables para cada- observación, se pueden
agrupar las observaciones de manera que la uniformidad interna de los
grupos (regiones) resultantes sea máxima. Esto es lo que Berry (48)
llama hallar "regiones uniformes multi-factoriales".
De otra parte, la etapa 4 señalada en la figura 1, que representa el
análisis factorial de la matriz de correlaciones, proporciona dos resul-
tados :
- los factores de carga, que son los coeficientes de correlación
entre cada variable y un factor dado.
- y las comunal idades, que son las proporciones del total de la va-
rianza de cada variable explicada por todos los factores. La relación
entre las comunalidades y los factores de carga viene dada por la ex-
presión
hJ = Z a J P = aj« + "" + a2jp
donde h es el valor de la comunalidad, a-; es el coeficiente de correla-
Jp
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ción del factor p en la variable j ("factor loading':) y p es el número
de factores considerados relevantes.
Los factores son las variables teóricas o rasgos comunes que explican
el comportamiento similar de un grupo de variables. Desde el punto de
vista estadístico, un factor dado puede substituir el comportamiento
de un grupo de variables y, de esa manera, resumir la información de
la matriz original de datos, eliminando así las variables redundantes.
En vez de utilizar la m características iniciales podremos utilizar
los p factores o dimensiones, con la particularidad adicional de que
la tónica nos asegura la mínima pérdida de información de la varianza
original.
En la etapa 5 ya es posible identificar qué variables están asociadas
con cada factor separadamente. La rotación de los factores proporciona
ese resultado, porque las variables asociadas a un factor dado están
altamente correlacionadas ("factor loading" alfo) a ese mismo factor
y presentan bajos coeficientes de correlación con. otros factores. Como
afirman Bennet y Bowers (49) "el proceso de identificación puede ser
mejorado si. los ejes son representados de modo que los grupos de varia-
bles con características comunes puedan percibirse"; en otras palabras.
operando un cambio en el sistema de referencia, aunque manteniendo las
propiedades estadísticas de las variables y las hipótesis del modelo.
Por lo tanto, el objetivo fundamental de la rotación jes ajustar al máxi-
mo cada factor o componente a los diversos grupos de variables eliminan-
do todo posible efecto perturbador procedente de otras variables no
pertenecientes a los grupos de variables. En concreto, este problema
se resuelve comúnmente aplicando el método "varimax", "que permite hacer
mayores las ponderaciones más elevadas y más pequeñas a las más reduci-
das" (40); es decir, maximizando la varianza de las ponderaciones de
cada factor. Además, los programas de análisis factorial usuales propor-
cionan, en esta etapa, el porcentaje de la varianza total explicada
por cada factor, de modo que los diferentes niveles .de importancia
o participación de cada factor en la explicación total puede ser de-
terminada.
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La interpretación del fenómeno real explicado por cada factor depende
del investigador. Su deducción proviene de las variables asociadas a
cada factor, aunque la interpretación introduce obviamente algún tipo
de arbitrariedad y dificultad. Evidentemente, como, de manera expresiva,
afirma Spencer (51) "el nacimiento es mucho más fácil que ponerle e]
nombre al nacido" o, como dice Isard (52), "la mayor dificultad reside
en la interpretación de los resultados del análisis de factores, incluso
cuando la estructura analítica indica claramente el numero de factores
relevantes".
Ciertamente, el análisis estadístico aporta los elementos que le son
propios, pero, desde luego, no puede sustituir al razonamiento económi-
co. De todos modos, efectuada la rotación, varios aspectos de interés
pueden señalarse a efectos de una correcta lectura de la representación
gráfica que se haga, lo que redundará en una buena ayuda para la poste-
rior interpretación.
Cuando dos puntos-variables están más o menos cercanos significará que
esas variables están más o menos correlacionadas cuanto mayor sea su
lejanía respecto al origen. Si tenemos en cuenta que la abscisa de una
punto-variable sobre un eje de factores es el coeficiente de correlación
de esta variable con el factor correspondiente, podemos saber que los
puntos situados en el gráfico centrado en el origen no están correlacio-
nados con los factores. De manera análoga, cuando dos puntos-individuos
están próximos indicará que los individuos tienen una conducta similar
respecto a las variables analizadas. Asimismo, la proximidad entre
un punto-variable y un punto-individuo sugerirá que ésta variable tie-
ne probablemente un valor elevado para este individuo.
Finalmente, podríamos hacer una síntesis completa de las diferentes
fases del análisis factorial en la figura 2.
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FIGURA 2 : FASES DEL ANÁLISIS FACTORIAL
FUENTE : GODDARD Y KIR9Y (53)
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8.2. ANÁLISIS DE CORRESPONDENCIAS
Otro de los métodos multivariantes, adecuados al problema planteado
por el proceso de regionalizaciórí, es el análisis factorial de corres-
pondencias. En general, puede afirmarse que este método es muy parecido
al análisis de componentes principales: es un algoritmo de reducción
o simplificación de datos y es un medio de investigación de relaciones
estructurales; aunque conceptualmente reúne una serie de elementos es-
pecíficos, que son los que vamos a exponer a continuación.
En efecto, el análisis factorial de correspondencias es utilizado para
resumir y describir matrices de contingencias, es decir, matrices que
comprenden valores numéricos enteros positivos, que expresan caracterís-
ticas cuantitativas y/o cualitativas. En otras palabras, una matriz
de contingencias representa las correpondencias aleatorias entre dos
conjuntos (54).
Veamos: Sean dos particiones I y J de un conjunto de observaciones
(m x n). A cada par (i,j) c(m x n) le corresponde un número; esto es,
por ejemplo, e¿ unidades espaciales y j variables, de manera que
e-el
(1)
En la intersección de la línea e^ y de la columna j se encuentra el
número absoluto x¿< , que es el parámetro representativo de la caracte-
rística j en i en el momento t del tiempo (Véase la figura 3).
—.^ Variables
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FIGURA 3: MATRIZ DE DATOS BRUTOS
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Benzécri (55), en lugar de utilizar la matriz de datos brutos anterior,
solo tiene en cuenta el carácter probabilístico de la información de-
que dispone. Así, si
x1.
se puede definir
(i , j Jemxn
t .
t
(2)
(3)
como una estimación que corresponde a la probabilidad de asociación
geográfica de (i,j).
Además, también se puede definir
t t , t
p =
 z x /x (4)
t t , t
, = i x /x =
J
 íen J
• t
x .
J (5)
y l a s p robab i l i dades c o n d i c i o n a l e s de a soc iac ión del par ( i . j )
t t
(6)
Siendo, evidentemente,
Z
jem
t
hi
t
pi
= 1 i
. t
íen p.
ien jem J
(7)
Entonces, podemos construir una matriz de contingencias como la del
diagrama adjunto (Figura 4 ) .
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FIGURA 4: MATRIZ DE CONTINGENCIAS
FUENTE : GUIGOU (57)
que expresa la probabilidad de aparición -del par (i,j) en el conjunto
(I,J). Normalmente, se llama P(t) al perfil de distribución de las pro-
babilidades.
El análisis de correspondencias va a permitir describir la estructura
interna de dicha matriz de contingencias o de cualquier matriz de ele-
mentos positivos y explicar la proximidad existente entre las líneas
y entre las columnas, habida cuenta de las diferencias de peso de esas
filas y columnas.
El análisis de correspondencias, en relación al de componentes principa-
les, pone de manifiesto lo siguiente:
- la proximidad entre las líneas y las columnas en un subespacio
factorial puede ser comparada a la proximidad de los puntos-variables
y de los puntos-observaciones del enálisis de componentes.
- la proximidad línea-columna es una proximidad de forma, pues los
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cálculos son efectuados sobre las probabilidades condicionales y no
sobre los números absolutos que se desprenden de los datos iniciales.
En el análisis de componentes principales, se trataba de una proximidad
de intensidad que permitía cuantificar la asociación entre los puntos-
observaciones y los puntos-variables.
- finalmente, en el análisis de correspondencias se tiene en cuenta
el peso o importancia relativa de las variables, lo que no sucede en
el análisis de componentes.
Además, el análisis de correspondencias, en vez de utilizar la distancia
euclidiana entre dos puntos, utiliza la distancia x2 entre dos distribu-
ciones.
Consideremos el espacio de las variables Rm , en el que representamos
una nube de n puntos-observaciones íe^. . .e^.. .en> . Estos puntos no tie-
nen por coordenadas a x^- o p ^ , sino las probabilidades condicionales
Pij/Pif' siendo p\ el vector cuyos {m} componentes son" Pij/p¿.
Observemos que los n puntos p^ están todos situados en un hiperplano,
pues sus coordenadas verifican la -relación
= 1 -Vi e I{i/l...n} (8)
t t
La distancia euclidiana entre e y e seria
d 2 t i i
t t
P- P- .
*1 * l '
(9)
es decir, se la otorga a los j elementos del perfil de e y de e. , el —
mismo peso.
Ese es uno de los inconvenientes del análisis clásico de componentes
principales, que calcula una distancia euclidiana sobre los datos brutos
o reducidos. Sin embargo, el análisis de correspondencias utiliza un
•y
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tipo de distancia, ponderada por la importancia de los j elementos que
componene los vectores p ^ y pVfc , que tienen el mérito de reducir las
disparidades entre los efectos de las diferentes observaciones j.
Así, pues, la expresión
i'j
pi
(10)
define la distancia entre dos puntos e^ y e^( en' un espacio de m dimen-
siones o, más exactamente, define la distancia x2 entre dos conjuntos
de frecuencias. Esta medida de distancia respeta el "principio de equi-
valencia .distribucional" ( ), es decir, si dos filas o puntos-observa-
ción tienen la misma distribución y las agrupamos en una sola puede
demostrarse que tanto la distancia entre filas como la distancia entre
columnas permanecen inalteradas. Esto hace que los resultados solo sean
dependientes de la arbitrariedad en la elección de las variables. Si
no se quiere considerar la ponderación de todos los, elementos de la
distribución de frecuencias, basta con admitir como coordenadas de los
puntos de la nube, las cantidades
t
Mt p i j ' (11)
estando el punto j ponderado por la masa |i : = p^ y el punto i por la ma-
sa pt = p. . El hecho de considerar las probabilidades condicionales
ha permitido una primera ponderación de las pji" con relación a la dis-
tribución de los íil y una segunda ponderación respecto a los íj ).
Así, pues, el análisis de correspondencias puede operar tanto en el
espacio de las observaciones como en el de los atributos. Además, la
ponderación de los puntos e| por su masa relativa en función de las
probabilidades de distribución de las e¿ y de las j tiene la propiedad
de convertir la distancia x2 en una distancia euclidiana y, por consi-
guiente, el análisis de correspondencias entra en el esquema del análi-
sis de componentes principales.
La ecuación (10) puede escribirse así
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Z
jem
t
Vi (12)
Por otra parte, habiendo definido las coordenadas de los puntos de tal
manera que el cálculo de la distancia x2 s e convierta de hecho en una
distancia euclidiana entre dos distribuciones, queda sólo proyectar
estos puntos sobre dos ejes D^ y D | de vectores unitarios u-^ y u 2 de
forma que la suma de los cuadrados de las distancias de los puntos
e^ a los ejes sea mínima.
t t t
Sea la figura adjunta la que muestre los puntos e.' y é., y el eje D
el análisis de componentes principales trata de
v , t ,2
Maximizar .L (B.B..)ien i i' (13)
que es equivalente a
Minimizar
ien
y el análisis de correspondencias busca
Minimizar
ien
t
 (At\2
. (di)
(14)
(15)
Así, pues, queda claro que el análisis de correspondencias incluye el
cálculo del momento de incercia de los puntos-observaciones y de los
puntos-variables; dé tal modo que la posición de cada uno de los puntos
con relación al conjunto del sistema I x J viene definido por el momento
de inercia de cada uno de ellos.
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Si buscásemos el primar eje factorial D , entonces tendríamos que mini-
mizar la expresión
.t t ,f
._. - íp. d.
ti-j . 1 1L
 len
(16)
siendo D un eje de inercia de los puntos-observaciones. D pasará por -
el centro de gravedad G porque en ese punto la inercia es mínima (Véase
la figura 6).
FIGURA 5: REPRESENTACIÓN EN EL ESPACIO R3 DE Dj
FUENTE : GUIGON (58) -
Y si I_ es el momento <Se inercia de la nube de puntos e. con relación a
G
 t *
G, es decir, si I representa el momento de inercia del sistema I x
G
J en el instante t, tenemos
n
íen
,t,2
ien
Si todos los puntos e. están sobre el eje D , entonces d = 0, lo que -
• -, -
 Tt * * Ttimplica que I_, = 0 y I-, = I_-
U l is ÍJi.
El porcentaje de inercia explicada por D^^ es:
% inercia explicada =
de donde
"DI s= 1 , si la nube de puntos está sobre D
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G
v> 1 es el porcentaje de inercia explicada por D .
1
Por otra parte, se demuestra que I es el valor propio X del primer
eje factorial D definido por el vector u de componentes {u ...u....u }
que es el vector propio de la matriz de covarianzas de las variables.
Kl primer eje factorial estará asociado al mayor valor propio, que es
rl que explicará mejor la forma de la distribución de la nube de puntos-
observaciones e. .
i
Por tanto, cuando el valor propio es débil, puede decirse que existe"
independencia con relación al primer eje entre variables y observacio-
nes. Por el contrario, cuando el valor propio para un factor es igual
o próximo a 1 significa que existe una dependencia total de los puntos
respecto a ese primer eje factorial.
A continuación, podríamos extraer nuevos ejes .'factoriales, calculando
en orden decreciente los valores propios de la. matriz de variarzas y
covarianzas de las variables. Dichos ejes factoriales son independientes
entre sí y, por consiguiente, ortogonales. Esos ejes son los que nos
permiten representar los puntos-observaciones y los puntos-variables
simultáneamente.
Así, pues, a partir de este momento podemos hacer una serie de deduccio-
nes que convierten al Rnálisis de correspondencias en un procedimiento
útil en el proceso de regionalización, en la medida en que nos permite
analizar el grado de dependencia existente entre una serie de unidades
espaciales {i} y sus características o atributos {j} , así como su repre-
sentación gráfica. La ordenación de los puntos-observaciones y de los
puntos-variables alrededor de los ejes factoriales dan cuenta de la
estructura del sistema espacial.
En definitiva:
- la proximidad de los puntos-observaciones permite definir subcon-
juntos homogéneos o regiones homogéneas.
- la abscisa de l<-s puntos-observaciones es característica de la
posición de los puntos. Si un punto e. o unidad espacial está muy aleja-
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do del punto-origen o centro de gravedad, indica que, en ese punto,
las variables, representadas por el eje factorial sobre el que se pro-
yectó aquel punto, tienen fuertes valores. Al contrario, si el punto-
observación es cercano al punto-origen sus valores en aquellas variables
son débiles.
Como conclusión, puede decirse que el análisis de correspondencias pre-
senta varias ventajas significativas sobre el análisis de componentes:
1. No se efectúan hipótesis sobre los datos originales. La matriz de
datos se transforma en una matriz de contingencias; 2. El análisis puede
hacerse tanto sobre datos cuantitativos como cualitativos (matrices
de presencia-ausencia, 1-0); 3. Pone de manifiesto las relaciones espa-
ciales de forma, es decir, las relaciones de posición de los elementos
en el sistema espacial y no las relaciones de intensidad; 4. El método
ofrece una buena capacidad de descripción al tener en cuenta la pondera-
ción (ji. ) de las observaciones y, finalmente, 5. El análisis factorial
de correspondencias es poco sensible a lá partición elegida sobre los
conjuntos I y J, pues responde al principio de equivalencia distribucio-
nal. Esta propiedad es muy importante, porque, como ya se ha señalado,
la elección de las unidades locacionales o espaciales es un problema
relevante del proceso de regionalización.
8.3. MÉTODOS DE AGRUPAMIENTO 0 "CLUSTER ANALYSIS11
•
Ya se ha dicho más arriba que la regionalización se interesa por la
agrupación o formación de grupos a partir de unidades locacionales ele-
mentales. En este epígrafe nos dedicaremos fundamentalmente a analizar
este problema y los diferentes procedimientos para su resolución.
»
El "Cluster Analysis" es una de las técnicas que forma parte de la común
denominación de "análisis multivariante" (en la terminología inglesa)
y del análisis de datos (en la escuela francesa de Benzécri).
El punto de partida es una matriz de similitudes o distancias entre
las entidades locacionales. Estas medidas de distancia son las que nos
permiten agrupar las entidades, de forma tal que las pertenecientes
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a un grupo sean las más parecidas entre sí y las pertenecientes a grupos
distintos sean, en lo posible, las más diferentes. Dentro de los proce-
dimientos que cumplen tal finalidad, los métodos jerárquicos son los
más utilizados sobre todo cuando no se tiene un conocimiento apríorísti-
co del número de grupos a formar.
Los métodos jerárquicos (59) pueden seguir dos caminos: a) divisivos
o clasificación "desde arriba" y b) aglomerativos o clasificación "desde
abajo". Los primeros son los que Sockal y Sneath (60) llaman clasifica-
ciones monotéticas, que se realizan por sucesivas divisiones, conside-
rando los n elementos de partida como un único grupo. Obviamente, el
tipo de clasificación que se obtiene está muy influido por el criterio
empleado en la división.
Los métodos aglomerativos, también denominados poletéticos, parten de
n elementos y van fusionándose entre ellos hasta obtener un único grupo.
Produce una clasificación más realista que el anterior procedimiento
y es un método inductivo que procede examinando las regularidades y
similitudes existentes entre los n elementps.
Como puede observarse en la figura 7, los métodos aglomerativos proceden
de abajo a arriba y los divisivos, al revés, de arriba a abajo.
n elementos
FIGURA 6: ENDOGRAMA AGLOMERATIVO DE UN ANÁLISIS "CLUSTER"
Los métodos aglomerativos operan uniendo grupos cuya distancia es míni-
ma, mientras que los divisivos separan grupos cuya distancia es máxima,
Los métodos aglomerativos son los más utilizados en las ciencias socia-
les, siendo Berry (61) -geógrafo de la Universidad de Chicago- el prime-
ro en emplearlos.
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No obstante, Spence y Taylor (G?), en un renombrado artículo sobre "mé-
todos cuantitativos en taxonomía regional", dicen que los métodos divi-
sivos también producen regional izaciones útiles y dividen el procedi-
miento divisivo en jerárquico y no jerárquico, aunque reconocen que
estos procedimientos tienen un uso más limitado en la taxonomía regional
que los aglomerativos.
Veamos ahora los diferentes tipos de algoritmos utilizados normalmente
en un proceso de agrupamiento.
a) Algoritmo secuencial automático y global•
Este algoritmo se basa en una noción tan cara a la geografía regional
como es la de proximidad o de "vecino más próximo". Así, a partir del
momento en que el análisis factorial ha descompuesto la matriz de infor-
mación espacial en un cierto número de componentes independientes entre
sí -que forman un racimo de ejes ortogonales en el espacio multidimen-
sional- es posible medir las relaciones' de proximidad entre cada una
de las observaciones, teniendo en cuenta su posición con relación a
los diversos ejes. Con esta finalidad, ^podremos utilizar el teorema
de Pitágoras -perfectamente aplicable debido a que el espacio viene
dado por dimensiones que son ortoganles- para medir las distancias res-
pectivas.
Además, teniendo en cuenta que la distancia es una medida de similari-
dad, es esencial que los ejes estén medidos en Ja misma escala, lo que
también se habfa garantizado previa estandarización de las variables.
Si no se hubiese realizado el análisis factorial sobre la matriz origi-
nal, es posible que la distancia entre dos entes locacionales esté su-
pervalorada por aquel fenómeno que sea medido por más de una variable.
Y, finalmente, si a pesar de todo, queremos valorar una variable más
que otra, por considerarlo conveniente, podemos aplicar una medida de
"distancia euclidiana ponderada".
Así, pues, satisfechas las condiciones de ortogonalidad y estandariza-
ción, " podremos comenzar a agrupar las observaciones más cercanas entre
sí. En este sentido, uno de los algoritmos más comunmente utilizados
es el de Ward (63) -también llamado algoritmo de "agrupamiento por eta-
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pas" o "stepwise grouping"-, que han aplicado en múltiples ocasionen
Berry (64) y King (65).
El procedimiento es como sigue:
- Se establece una matriz de distancia D , existente entre cada par
de observaciones.
- Se identifica la menor distancia y se agrupan las dos observacio-
nes correspondientes.
- Sustitución, en la matriz de distancias, del vector fila y columna
de esas dos observaciones por una sola fila y una sola columna que con-
tienen la distancia del centroide del nuevo grupo de dos miembros a
•todas las demás observaciones.
- Repetición del proceso hasta que, finalmente,-queda un solo grupo
que contiene todas las observaciones, lo que contrasta evidentemente
con la primera etapa en la que había tantos grupos como observaciones.
Es el conjunto de estas secuencias lo que representa el "árbol factorial
de cadenas de reagrupamiento" (66) o "linkage tree", que define los
subsistemas en que se divide el sistema esp"acial sometido a un análisis
factorial y representado por el peso obtenido por cada uno de los ele-
mentos en cada factor.
En el límite, a menos que dos o varias observaciones tengan rigurosamen-
te las mismas posiciones en el sistema de ejes, este árbol de relaciones
tiene evidentemente tantas ramas como observaciones o (n-1) observacio-
nes si consideramos que la primera etapa asocia obligatoriamente un
primer par.
Berry y King reconocen que, desgraciadamente, no existe una solución
analítica que permita decidir cuántos grupos deben ser identificados,
aunque podamos determinar en qué etapa una nueva reducción del número
de grupos aumenta de manera mínima la suma de los cuadrados de las dis-
tancias en el interior de un grupo, puesto que es justamente sobre este
cálculo que se fundamenta, en cada etapa, la elección de los grupos
que deben ser reunidos. Berry aconseja que esta decisión o elección
se haga intuitivamente, teniendo en cuenta la naturaleza del problema
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estudiado. Racine y Reymond hacen una propuesta, que consiste en esta-
blecer el coste en el momento de la entrada en el sistema de la última
observación; es decir, en el momento en que la interacción, en vez de
crear un grupo, solo completa el sistema añadiendo la última observación
residual.
Por otra parte, el algoritmo de Ward nos advierte que, conforme se tie-
nen menos regiones, hay una mayor pérdida de información, y las unidades
que las forman son menos homogéneas entre sí. Por esta razón, suele
elegirse aquella regionalización que corresponde, al paso previo a aquél
en que tiene lugar un fuerte incremento en la distancia dentro de las •
regiones. Stafford (67), en un estudio sobre la regionalización espacial
del Valle del Misissipi, dice que "se ha elegido el punto en el que
había trece grupos separados porque así lo ha sugerido el análisis de
conexiones... y también porque detrás de ese punto la varianza dentro
de los grupos aumento considerablemente"-
b) Algoritmo secuencial estratigráfico y ponderado (68)
Dando el mismo peso a cada uno de los factores, el algoritmo secuencial
y automático utiliza los pesos de éstos debido a que se sitúan sobre
los ejes ortogonales (e independientes) en el espacio multidimensional,
lo que permite el recurso a la distancia euclidiana.
Por el contrario, el algoritmo estratigráfico y ponderado tiene la ven-
taja de no necesitar "a priori" la ortogonalidad ije los factores y puede
ser utilizado para clasificar los resultados de una rotación "oblicua"
de los mismos.
La primera etapa consiste en distribuir las entidades en tres grupos
según su valor sobre el primer factor, escogiendo un cierto umbral esta-
dístico (normalmente valores próximos o superiores a 1, valores iguales
o inferiores a -1 y valores intermedios). Las entidades que no tienen
una especificidad significativa sobre el factor 1, es decir, aquellas
que tienen un valor comprendido entre 1 y -1, necesitan un segundo fac-
tor de diferenciación, el factor II. Las entidades que obtienen sobre
este factor valores superiores o inferiores a 1 ó -1, serán agrupadas
-y
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en función de esta especificidad. Para 3as entidades que r.o tienen espe-
cificidad (positiva o negativa) ni sobre el factor I, ni sobre el factor
II, haremos intervenir el factor III; a continuación, para las restan-
tes, el factor IV y así sucesivamente. De este modo, descubrimos que
algunas entidades no tienen auténtica especificidad, al menos al nivel
elegido (valores vecinos o superiores a 1 ó -] ): se situarán, pues,-
en los grupos caracterizados por la especificidad en la que obtienen
un mayor valor.
Puede hacerse, sin embargo, una cuarta etapa de análisis, cuando descu-
brimos que una entidad situada en un grupo en función de un valor supe-
rior a 1, tenga un valor mayor todavía sobre un factor utilizado en
el estadio siguiente del análisis secuencial y estratigráfico. En este
caso, podremos situarla en el grupo calificado por las especificidades
de este otro factor, si los valores obtenidos por los otros miembros
de este grupo sobre el factor precedente no contradicen la especificidad
de la entidad sustituida. En caso contrario, la entidad formará un grupo
aislado.
En definitiva, los resultados variarán de acuerdo con el algoritmo ele-
gido. Por lo tanto, es necesario comprobar la validez de los agrupamien-
tos obtenidos, de la que dependerá finalmente la •optimización de la
regionalización.
c) Algoritmo de "análisis de relaciones elementales".
__ _
Este algoritmo ha sido propuesto por Mcquitty (69) y es generalmente
conocido por la denominación inglesa de "linkage analysis11- Se basa
en la obtención de los "linkage" o asociación estadística máxima entre
las variables de una matriz. Dicho de otro modo, un "linkage" correspon-
de al mayor índice de asociación estatística (r) que una variable posee
con otras.
Sea, por ejemplo, r. el índice de asociación entre dos variables, de
i J
manera que i obtiene su r mayor con j y j con i. Tal par de variables,
que está ligado por relaciones de reciprocidad en la matriz de correla-
ciones, forma obviamente parte de un mismo grupo. Hay, per tanto, en
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la matriz tantos grupos corno pares recíprocos.
Por otra parte, una vez que todas las variables -que forman pares recí-
procos- han sido asignadas al grupo representado por el par del que
ellas son miembros recíprocos, queda todavía por distribuir en estos
grupos las variables residuales.
En efecto, si llamamos i a las variables que han sido ya asignadas
a un grupo y i a aquellas que no mantienen relaciones de alta recipro-
cidad én la jerarquía de correlaciones, existe, necesariamente en la
matriz para cada i un i con el cual la correlación es máxima. Y, en
consecuencia, tal hecho nos permitiría completar la cadena de relaciones
que estructura la matriz y que representaría la segunda etapa del análi-
sis, lo que permite descubrir la estructura típica de un conjunto de
individuos caracterizados por su comportamiento sobre una batería de
variables.
Este algoritmo se diferencia de las técnicas factoriales en que, en
lugar de buscar las principales dimensiones o factores, busca la "es-
tructura típica" de los individuos. Esta "estructura típica" se descubre
agrupando los elementos alrededor de diferentes prototipos a los cuales
están ligados de modo exclusivo por un coeficiente de correspondencia
típico, que asegura que cada miembro de un grupo se parece más al proto-
tipo del grupo a que pertenece que al prototipo de cualquier otro grupo.
Finalmente, permítasenos hacer una referencia somera a algunos trabajos
que, en mayor o menor medida, siguen los pasos de los algoritmos ante-
riores, aunque con ciertas modificaciones.
Haggod (70), en un estudio pionero en el año 1941, propuso un "agrupa-
miento de grupos", bajo la restricción típica de contigüidad. Esta pro-
puesta dio origen a otra técnica llamada de "agrupamiento nuclear",
que consiste en definir "núcleos" o "cores" y colocar las demás unidades
con referencia a ellos. Esta técnica -es obvio- adolece de la limita-
ción de cierta subjetividad al tener que identificar dichos "cores".
Posteriormente, Taylor (71) propuso un algoritmo al que le llamó "loca-
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tion-based nodal clustering" (localización basada en agrupamientos noda-
les), en el que incluye la localización como una variable individual
más (lo que' no se tiene en cuenta en las técnicas anteriores), para
encontrar series de nodos típicos alrededor de los cuales puedan ser
agrupadas otras unidades. La "tipieidad" es medida en términos de un
valor R definido por el número de unidades existentes dentro de una
distancia de "similitud", dadas las unidades analizadas. Las unidades
son clasificadas en términos de estos valores R. Las unidades semejantes
se asignan después de un nodo de acuerdo con una función objetivo y
el grupo resultante es excluido temporalmente del estudio y el procedi-
miento se repite de nuevo, de modo que se evita la subjetividad de la
definición previa de los "cores".
Antes de terminar este apartado quizá resulte de interés señalar una
crítica al algoritmo de Berry planteada por Lewinski (72). Este autor
afirmar que dicho algoritmo es impreciso y no asegura ser el mejor.
Propone el método llamado "Wroclaw taxonomy" o "Wroclaw dendrite", que
sigue los pasos siguientes: 1) agrupa los puntos individuales vecinos;
2) busca los puntos o áreas características de un conjunto dado de pun-
tos individuales; 3) divide el conjunto en partes; y 4) conecta los
puntos del conjunto por un principio de ordenación. El método es ejem-
plificado por un estudio de tipificación de las ciudades polacas.
Por último, Pocock y Wishart ("73) plantearon un método, denominado del
"espacio denso", que consiste en buscar esferas densas, que señalan
la presencia de una importante región uniforme y después derivan regio-
nes diferentes entre las esferas que se intersecan.
8.4. ALGUNAS RESTRICCIONES DEL ANÁLISIS MULTIVARIANTE
Las diferentes técnicas del análisis multivariante nos permiten descu-
brir estructuras latentes o subyacentes. Pero su aplicación está someti-
da a una serie de restricciones: unas de tipo matemático y otras de-
rivadas del análisis regional. En cualquier caso, debemos afirmar que,
a pesar de su potencialidad, hay que ser prudentes en su utiliza-
ción.
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En este sentido, antes de seguir adelante, quisiéramos hacer un breve
comentario acerca de una crítica relativamente habitual a estos métodos
y es, en síntesis, la de que carecen de poder explicativo.
En efecto, el terreno de la explicación no es el del simple razonamiento
algebraico, sino el de la lógica o construcción de modelos teóricos.
Ahora bien, la crítica que sacamos a colación responde a la confusión
creada en relación a la capacidad de las técnicas muítivariantes, que
ha alcanzado cierto eco: cuando tratadistas del análisis multivariante
como Rummel (74), quien apoyándose en el concepto de causa de Hume (un
objeto, seguido por otro y donde todos los objetos similares al primero
son seguidos por objetos similares al segundo), creen que si los facto-
res crecen o decrecen al mismo tiempo que las variables, hay concdmitan-
cía y entonces los factores pueden ser considerados como causas y, por
consiguiente, como explicación e, incluso, con valor de predicción.
Y, claro está, una teoría es algo más que una regularidad contrastada
empíricamente y algo más también que una predicción con no importa qué
supuestos.
Pues bien, en el fondo lo que se está debatiendo es el papel de la de-
ducción y la inducción en la metodología científica. Es obvio que la
teoría no se obtiene por una simple manipulación técnica de los datos,
por muy sofisticada que esta técnica sea. De todos modos, esta discu-
sión, útil a todas luces -que,, por razones de espacio, no vamos a desa-
rrollar-, ocupa el meollo central de las controversias metodológicas
de la Teoría Económica sostenidas en las páginas 'de la prestigiosa re-
vista "American Economic Review" e introducidas en España por el profe-
sor Quintas (75).
En nuestra opinión, digamos que no puede atribuírsele al modelo facto-
rial un carácter explicativo de los fenómenos económicos, pero sí una
capacidad descriptiva de la que se deriva su utilidad. El análisis mate-
mático responde al cómo se presentan, en este caso, las estructuras
espaciales, lo que supone una ayuda no desdeñable para el analista re-
gional en su esfuerzo por aproximarse al por qué de esas mismas es-
tructuras.
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a) Restricciones matemáticas.
En la matriz original de datos se recomienda evitar la mezcla de varia-
bles cuantitativas y cualitativas. Si, a pesar de todo, se hace, es
conveniente aplicar el análisis de correspondencias, que permite anali-
zar conjuntamente ambos tipos de variables. Si se efectúa un análisis
de componentes principales hay siempre una pérdida de información.
Sucede también que las variables vienen normalmente medidas en dimensio-
nes diferentes. En ese caso, el primer paso será estandarizarlas, para
evitar errores de tratamiento de los datos.
Por otra parte, el esquema general del análisis factorial consiste en
resolver la ecuación matricial
RV =X V
donde R es la matriz de correlación. Esta matriz contiene los coeficien-
tes de correlación de Pearson, no tienen sentido si las variables no
siguen una distribución normal; cosa, como se sabe, más que improbable
en el análisis espacial (76). Para resolver este problema, dos son las
alternativas posibles: hacer que las distribuciones sean normales o
bien efectuar los cálculos a partir de otra matriz de correlación. Exis-
ten diferentes procedimientos para alcanzar ambos objetivos, pero -por
escapar a nuestro objeto de análisis- no vamos a tratarlos ahora.
Existen diferentes modelos de análisis multivariante, cada uno con sus
ventajas e inconvenientes. El análisis de factores comunes de Thurstone
es el menos útil para el análisis regional y está cargado de subjetivi-
dad;, pues si existe una solución, se demuestra que puede existir una
infinidad. El análisis de componentes principales es el más provechoso.
Es más sencillo que el anterior y la solución existe siempre y es única.
Otro método es el de la regresión múltiple que ofrece muchas ventajas,
pero tiene un gran inconveniente y es que la variable dependiente tiene
que estar perfectamente definida (lo que raramente sucede); ya que re-
sulta difícil, en el análisis regional, encontrar indicadores únicos
que condensen o sinteticen la información de una región.
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El análisis de correspondencias de Benzécri es el menos restrictivo
y quizá sea el que nos permita más juego: primero, no necesita la hipó-
tesis de normalidad; y, segundo, no distingue las variables de las ob-
servaciones y es posible establecer una factorización en los dos espa-
n P
cios vectoriales R y R .
b) Restricciones derivadas del análisis regional.
Dos son los principales condicionamientos: la autocorrelación temporal
y la autocorrelación espacial.
La autocorrelación temporal viene provocada porque los valores de las
variables en un instante dado no son ^ independientes de los valores de
las mismas en momentos anteriores. Evidentemente, esta dependencia varía
según el intervalo de tiempo considerado y la naturaleza del problema.
Pero hay que tener en cuenta que los modelos multivariantes son estáti-
cos -lo que representa una limitación importante- y, en consecuencia,
la comparación de diferentes análisis multivariantes hechos en distintos
momentos sería analíticamente muy interesante, pues permitiría poner
al descubierto la evolución de las "estructuras" a lo largo del tiempo.
Probablemente, una forma de paliar tal insuficiencia podría basarse
en la combinación de los procesos de Markov y los modelos multivarian-
tes, con lo que éstos se verían dotados del aspecto dinámico del que
carecen (77).
Por otra parte, como ya se ha dicho en repetidas ocasiones, el principio
de contigüidad espacial es una constante de nuestro análisis. En térmi-
nos estadísticos, este principio implica que un fenómeno económico re-
gional presenta una correlación con el mismo fenómeno observado en un
espacio vecino (78). La densidad de población- de- una zona suburbana
depende de las densidades de las zonas urbanas y rurales adyacentes
o, dicho de otro modo, los fenómenos espaciales cambian con la distancia
al "centro", pero con una "inercia" que representa la autocorrelación
espacia!.
Ahora bien, hay una diferencia esencial entre la autocorrelación tempo-
ral y la espacial: aquella implica una única dirección (cronológica)
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de influencia (una cierta variable en el momento t está determinada
por la misma variable en el instante t-l), mientras que ésta implica
diferentes direcciones espaciales (un cierto fenómeno regional está
determinado por el misno fenómeno en regiones adyacentes, mientras que
este fenómeno en cada una de estas regiones está también determinado
por el mismo fenómeno en la región central). Hay. por tanto, un alto
grado de interdependencia en el análisis de la correlación espacial,
razón por la cual no se pueden aplicar directa y mecánicamente los índi-
ces típicos de correlación. Por consiguiente, la existencia de autoco-
rrelación espacial plantea problemas de índole metodológico.
Además, la autocorrelación espacial depende de la dimensión de las uni-
dades locacionales de las que se recogen los datos y de la accesibilidad
entre ellas. No es lo mismo que aquellas unidades sean pequeñas o de
grandes dimensiones. Quizá, él grado de autocorrelación espacial sea
mayor en las primeras que en las segundas. También sucede que el grado
de accesibilidad o "conectividad" tiene su influencia, porque, obviamen-
te, la autocorrelación es más fuerte entre ciudades localizadas en una
llanura que si están entre montañas (79).
8. APLICACIONES RELEVANTES
A continuación, vamos a revisar, con cierto detalle, algunas de las
aplicaciones de mayor interés con objeto de ilustrar lo dicho hasta
aquí y, a la vez, como ejercicio preparatorio para una posterior aplica-
ción al caso de Galicia. Distinguiremos las aplicaciones extranjeras
de las españolas.
9.1. APLICACIONES EXTRANJERAS
La primera vez que se lleva a cabo una labor sistemática y de síntesis
de estos problemas -es en el año 1968, en un ifcrme de la Comisión de
Métodos de Regionalización Económica de la Unión Internacional de Geo-
grafía, que, por encargo de una anterior reunión celebrada en Jablonne
(Polonia) en el año 1963 y bajo la dirección de Berry, culmina un traba-
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jo de investigación sobre lo que había dado en llamarse "regionalización
numérica" (80).
La aplicación pionera de estas técnicas es la de Kendall en el año 1939,
que aplica el método de componentes principales para la obtención de
regiones agrícolas uniformes en Inglaterra y Gales. Este mismo autor
justifica la aplicación de la técnica, importada de la Sicología, di-
ciendo que "la determinación del coeficiente de productividad (agrícola)
es formalmente equivalente a la determinación de lo que Hotelling llama
componentes principales... hay equivalencia formal entre hallar la pro-
ductividad y un factor de inteligencia" (81).
Dos anos más tarde, Haggood (82) realiza una nueva aplicación, esta
vez a los 88 condados de Ohio. El análisis factorial se presenta como
método apropiado para sintetizar datos sobre características que han
de ser homogéneas en las subregiones delineadas. Para que los condados
de una subregión sean contiguos, se emplea la latitud y la longitud
como dos de las características a tener en cuenta. Se calculan los pri-
meros "factor loadings", de cinco series de medidas en aquellos 88 con-
dados, de una matriz de sus intercorrelaciones. Se formula un índice
compuesto de la subregionalizacion y los condados agrupados, según su
magnitud en este índice, se distribuyen en subregiones contiguas.
Pero la introducción sistemática de dicha metodología en el análisis
espacial, en general, y en la geografía regional, en particular, es
debida a Berry- Su primera aplicación fue en su tesis doctoral (83),
en el año 1958. .Posteriormente, este mismo autor (84) hace una regiona-
lización de los EE.UU., partiendo de las nueve divisiones censales de
aquel país, tratadas como unidades de observación, y de cinco variables.
Estas variables son diferentes categorías de servicios -número de esta-
blecimientos comerciales por 1.000 habitantes, talleres de reparación
de automóviles, talleres para otras reparaciones, establecimientos re-
creativos y de diversión, y hoteles- y el estudio proporciona las simi-
laridades y diferencias entre servicios en las diferentes divisiones
censales. Los subconjuntos formados por agrupación de unidades censales
son regiones homogéneas, en las que los usos de los servicios introduci-
dos en el análisis son relativamente uniformes.
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En la interesante y sugerente revista GEOGRAPHIA POLONICA encontra-
mos buenos ejemplos de lo que estamos hablando. En ella se recogen las
aplicaciones del enfoque multifactorial a la división subregional de
los condados de Chenango, Delaware y Otsego (85) y a la regionalización
homogénea de los condados de Pennsylvania (86).
En el primer caso, los autores reconocen la conveniencia de este tipo
de análisis para identificar áreas-problema dentro de una región, que
los índices globales regionales no desvelan. También resulta de utilidad
para analizar la diversidad y variedad de los distintos tipos de áreas
o sub-áreas. Los datos de partida son 44 variables que se atribuyen
a 66 unidades básicas (Divisiones civiles menores). Las variables están
separadas en seis grupos: población» vivienda, empleo, ocupación, indus-
tria y agricultura. Los factores identificados fueron cinco: índice
urbano alto, índice agrícola alto, índice urbano medio, índice urbano
bajo e índice agrícola bajo, entre las conclusiones del estudio destaca
una de interés -no por obvia, menos importante- que consiste en que,
aparte de la importancia que la regionalización tiene'para implementar
estrategias de desarrollo, la familiaridad y el conocimiento directo
que los analistas deben tener de la región a estudio es decisiva, cuando
no insoslayable.
En el segundo caso, Stevens y Brackett adjuntan a la regionalización
homogénea, una regionalización nodal y de polos de crecimiento con el
propósito de la planificación del desarrollo económico. Sugieren varias
razones por las que la regionalización es necesaria: una, la regionali-
zación homogénea puede evitar competencias onerosas y duplicaciones
de esfuerzos al tratar conjuntamente similares problemas existentes
en varios condados de un mismo estado o estados contiguos, de tal manera
que permite incrementar la eficiencia de programas planificados, admi-
nistrados y financiados por varios condados conjuntamente y, dos, ofrece
la posibilidad de una mejor asignación o distribución espacial de las
actividades económicas.
En lo que concierne al criterio óptimo de homogeneidad regional es de
difícil determinación. El criterio único de la homogeneidad política
maximizaría la probabilidad de que los planes fuesen adoptados e imple-
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mentados. Sin embargo, la homogeneidad de la estructura industrial,
del nivel de renta per cápita o de] nivel de desempleo podría ser más
recomendable 'desde el punto de vista económico. 0, incluso, desde el
ángulo social, se debiera tener presente el nivel educativo, las prefe-
rencias religiosas o el origen histórico del país.
Afortunadamente, existe con frecuencia una 'fuerte intercorrelación entre
muchas de esas variables políticas, económicas y sociales. Esto signifi-
ca que la regionalizacion homogénea sería producto del uso conjunto
de diferentes criterios. Nc obstante, el problema de la elección de
criterios debe ser cuidadosamente considerado. En cualquier caso, la
identificación del criterio crítico dependerá también del éxito de los
planes y progranas que ya han sido experimentados en regiones de simila-
res características.
Por otra parte, resulta de interés la evaluación ponderada de los dife-
rentes tipos de regionalización, sea ésta homogénea, nodal o de polos
de crecimiento con el objetivo de la planificación.
Mas, a los efectos de lo que en este apartado nos interesa, se plantean
dos niveles en el proceso de regionalización homogénea: un nivel intui-
tivo, basado en el conocimiento visual de la zona a regionalizar y en
los mapas disponibles,, y un nivel técnico, que incluye la aplicación
sistemática y computarizada de los métodos multivariantes.
A la hora de seleccionar las variables se guían -nos referimos a los
autores, cuya regionalización analizamos ahora- por un amplio criterio
de homogeneidad, con arreglo a lo ya señalado más arriba y de acuerdo
con los datos disponibles. Eligieron 36 variables para los 67 condados
de Pennsylvania. Las características de estas variables son de muy di-
verso signo: población, densidad de población y población potencial;
nivel de instrucción reflejado en porcentaje de adultos con más de 4
años de enseñanza superior; porcentaje de población no blanca; porcenta-
jes de distribución del voto político; porcentajes de población fieles
a diferentes religiones; gasto público per cápita; ingreso agrario per
cápita; valor añadido industrial por habitante; desempleo; empleo de
diferentes sectores; migración y grado dé urbanización. Aislaron 10
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factores, que fueron caracterizados a partir de la observación de los
diferentes posos de las variables en ellos. En este punto, el de la
caracterización de los factores, la intuición debe jugar su papel. Ade-
más, -observan los autores- debe evitarse la creación de un gran número
de regiones.
Otra interesante aplicación es la de Spence (87): es una regionalizacion
uniforme muítifactorial de los condados británicos, sobre la base de
la información del empleo, que es sometida a un análisis de componentes
para buscar la oferta de empleo de cada condado (agrupamiento no conti-
guo) y regiones de ofertas de empleo similares (agrupamiento contiguo).
La regionalizacion uniforme del empleo fue hecha como un prerrequisito
para un proyecto de crecimiento económico regional, así como para averi-
guar los cambios en el empleo regional. La información utilizada consis-
tió en 152 variables de empleo para cada uno de los condados de Inglate-
rra, Escocia y Gales. Los factores extraídos fueron 8: producción de
alimentos, nuevas industrias, industrias básicas absoletas, finanzas
y transportes, servicios, industria ligera, industrias pesqueras y manu-
facturas "mixtas". Este tipo de regionalizacion es efectuado como parte
de un programa de regionalizacion más amplio de Gran Bretaña. Se sugie-
re, además, que se deben analizar los cambios sufridos por las regiones
uniformes obtenidas para comprobar hipótesis sobre las modificaciones
de las estructuras regionales de empleo.
Otra importante regionalizacion del empleo o mano de obra es la realiza-
da por Stafford (88) para el Valle del Misissipi. Las técnicas utiliza-
das son similares a las de los ejemplos anteriores, pero las conclusio-
nes diferentes: el sistema espacial rural-urbano describe mejor los
fenómenos económicos observados que la noción de regionalizacion econó-
mica uniforme y contigua. *
Más recientemente, en la revista GEOGRAPHIA POLONICA, volvemos a encon-
trar dos nuevos estudios sobre la temática que nos ocupa.
En el primer caso (89) se hace una regionalizacion demográfica de Polo-
nia y una delimitación de regiones naturales a partir de la clasifica-
ción del suelo. El procedimiento seguido, tanto en uno como en otro
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caso, fue el habitual: componentes principales de Hotelling, modo H,
rotación ortogonal varima y mapificacióu de los componentes. Las varia-
bles asignadas a cada uno de los 396 "poviats" -o unidades locacionales
observadas- fueron 26 características de población: densidad de la po-
blación y porcentaje de población urbana; casamientos, nacimientos y
muertes por 1.000 habitantes; tasa de mortalidad infantil; migraciones;
porcentaje de mujeres; estructura de edades por porcentajes en tres
cohortes (de 0-18, 18-59 y 60 y más); tamaño de las familias; estructura
ocupacional, nivel de instrucción y condiciones de habitabilidad (número
de personas por habitación.
En el segundo caso (90), los datos de partida fueron cuatro áreas repre-
sentativas de las condiciones físicas del mapa de Uganda y dentro de
cada una de ellas fue elegida un área representativa de 10 Kms. x 10
Kms., siendo cada una, a su vez, dividida en 25 cuadrados de 4 Km .,
a los que se le asignaron una serie de variables físicas relativas al
número de afluentes de los ríos, altitudes del terreno, etc.
De mayor consideración resultan, sin embargo, dos trabajos aparecidos
en la revista JOURNAL OF REGIONAL SCIENCEf El primero (91), relativo
a una regionalización de Israel, es novedoso en lo que concierne al
aspecto técnico. Introduce una modificación en el procedimiento tradi-
cional. Esta modificación, llamada "biplot", es definida como "un ins-
trumento gráfico que representa una matriz de datos por medio de vecto-
res trazados desde un origen común... unos vectores representan a las
filas o "efectos-fila" y otros vectores a las columnas o "efectos-colum-
na" ". Los vectores son trazados de tal modo que cada elemento de la
matriz está representado por el producto interior de ^  sus efectos-fila
y sus efectos-columna, tiene la ventaja de su fácil visualización, por-
que el producto interior de dos vectores es la longitud de la proyección
de un vector sobre todo, multiplicada por la longitud del otro vector.
Además, ofrece una representación resumida y una gran facilidad para
hacer comparaciones separadas entre filas y columnas, lo que es una
importante ayuda para distinguir los rasgos más señeros de los datos.
El segundo trabajo (92) es una clasificación de los condados de Nebras-
ka. Plantea que un enfoque óptimo de identificación de un sistema de
' - 423 -
regiones, debe incorporar el modelo de análisis discriminante. Kilo
es debido a que una regionalización no representativa puede acarrear
una mala asignación de los recursos públicos y privados.
Antes de pasar a los ejemplos españoles, veamos siquiera brevemente
otros usos -distintos a los de regionalización- de esta metodología
en el análisis regional (93).
Uno de ellos es la utilidad de los métodos nru]tivariantes -análisis
factorial y componentes principales, especialmente- par construir indi-
cadores económicos regionales (94). Se han aplicado en la detección
de áreas• deprimidas o en reseción económica (95), en la determinación
de índices de salud (96) y de ruralidad, etc. (97); así como en la eva-
luación de la influencia de las infraestructuras en el desarrollo regio-
nal (98) o en la especificación de las diferencias existentes en el
espacio socio-económico (99), lo que tiene interés para Galicia, pues
permite analizar la penetración del modo de vida urbano en las áreas
rurales o viceversa* Estadísticamente, este fenómeno se refleja en los
cambios dé la estructura ocupacional de la población rural tratados
en términos de la creciente proporción de empleos no agrícolas. La causa
más importante de este hecho es la demanda de empleo de las industrias
de las ciudades que juegan un papel polarizador respecto a esas áreas
rurales circundantes. Además, si extraemos un factor de nivel de creci-
miento económico, nos permite situar la posición de un área dentro del
continuum urbano-rural y establecer en términos«relativamente precisos
la dualidad campo—ciudad.
Por otra parte, los estudios de morfología urbana también se han visto
impulsados por estas técnicas, al facilitar la segregación de las dife-
rentes zonas de una ciudad (100), el análisis de su estructura sociopro-
fesional (101), la caracterización de un sistema de lugares centrales
(102) y el estudio de las correlaciones -mediante el análisis de corre-
lación canónica- existentes entre la estructura urbana y la actividad
terciaria (103). También han sido objeto de aplicación -en particular,
el "cluster analysis" (104) y el análisis "Q" (105)- a la clasificación
de ciudades o al estudio de modelos de iocalización n-dimensionales
(106). Y el análisis discriminante ha sido aplicado en la identificación
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de las variables que afectan a la loca]ilación industrial (107).
Otras interesantes aplicaciones son las relativas hl estudio de la inci-
dencia de un centro de crecimiento en sus áreas vecinas; esto es, en
qué medida la contigüidad geográfica se ve afectada por la proximidad
de un foco de crecimiento.
En este sentido, Gilbert (108), efectuando un análisis factorial sobre
una matriz de 103 municipios por 21 variables socioeconómicas, estudia
los efectos "spread" derivados de la mejora de los servicios sociales
y de la infraestructura en un centro de crecimiento y deduce que su
influencia no va más allá de una cierta área limitada. El autor concluye
de su estudio que, sin. importantes modificaciones en las estrategias
de industrialización intensivas en capital, los centros de crecimiento
raramente alcanzan su función de generadores de efectos "spread" y de
estímulo del desarrollo regional.
Ranner (109), utilizando el método de correlación canónica sobre 5 va-
riables económicas medidas en 82 regiones" y sus subregiones adyacentes,
analiza las relaciones entre las regiones y sus alrededores o contornos,
concluyendo que el grado de asociación entre ellas (regiones y contor-
nos) disminuye con el crecimiento de la distancia.
Finalmente, el análisis factorial -tanto el de componentes principales
como el de correspondencias- y el de correlación canónica han tenido
*
interesantes aplicaciones en el estudio de la evolución temporal de
las estructuras económicas regionales y de sus potencialidades de desa-
rrollo (110).
9.2. APLICACIONES ESPAÑOLAS
La primera aplicación -que conozcamos- del análisis factorial a la re-
gional izac ion en España es debida a E.U.H. , por encargo de COPLACO
(111), en el año 1971, donde, utilizando la mayor parte de la informa-
ción municipal disponible, no se llegó a resultados satisfactorios,
ya que aun determinando un número alto de factores, éstos explicaban
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sólo una pequeña parte de la varianza total.
Posteriormente, Aznar (112) (113) hizo una aplicación de la técnica
de regionalización homogénea y nodal a las provincias españolas. Aquí
nos referiremos solamente a la primera. Este autor considera que deberá
hacerse "atendiendo a tres stocks, stocks-recursos, stock-actividades
y stock-infraestructura, y a sus diferentes efectos externos" y, añade"
más adelante, que "la regionalización puede hacerse tomando los tres
stocks o prestando atención sólo a algunos de ellos"- Los recursos,
por su relativa fijación física, dejan un estrecho marco para su ordena-
ción. Y la ordenación e la actividad no es tarea fácil, dada la existen-
cia de una economía de mercado. Por lo tanto -y por tratarse de una
regionalización en función de la planificación regional- se elige el
stock-infraestructura por ofrecer mayores posibilidades de ordenación
del territorio, al ser la oferta de infraestructura un arma estratégica
en manos del poder público.
Pero, previamente a la política de ordenación de infraestructura, es
necesario conocer la situación de cada provincia y su tipología; es
decir, interesa conocer las provincias equipadas con determinados servi-
cios infraestructurales y aquéllas que son similares atendiendo a las
infraestructuras de que disponen. Ese es el objeto de la regionalización
homogénea, que parte de 25 variables de infraestructura de carácter
social; agrupadas en rúbricas tales como activos inventariados de las
diputaciones y presupuestos municipales; educación, transportes y comu-
nicaciones; sanidad; comercio y hostelería; instituciones financieras;
vivienda y otros (como prensa periódica, instalaciones deportivas y.
recaudación del impuesto de espectáculos).
Por otra parte, se aplica el modelo de componentes principales a la
matriz de correlaciones y se obtienen los vectores y raices caracterís-
ticas de la misma; se realiza, además, una rotación varimax. Con sólo
5 componentes e.xplica el 91% de la varianza de las variables originales.
Tales componentes son denominados: componente "infraestructural pola-
rizado", "básico y disperso", "infraestructural turístico", "infraes-
tructural físico" y "tráfico ferroviario;1'..
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Por medio de un algoritmo de reagrupamiento de. las observaciones (pro- '
vincias) -en este caso fue aplicado el algoritmo de Wardt según los j
i
valores que toman los diferentes componentes en cada una de las observa- j
ciones- se llegó a una regionalización homogénea. I
Otro trabajo de interés es el realizado por Cabrer (114) para el caso i
el País Valencia (115), en el que toma como unidad territorial básica i
la comarca, frente a las limitaciones inherentes al partido judicial i
y al municipio. Las variables utilizadas son 58 -que, posteriormente,
son reducidas a 30 después de eliminar aquellas que eran erráticas o ' ,
no aportaban nueva' información- y fueron ponderadas por el número de
habitantes de cada comarca. Esas 30 variables son ordenadas en varios
grupos: variables demográficas, de educación, agrícolas, industriales,
servicios, sector público, transporte y^comunicación, consumo energéti-
co, instituciones y actividad financiera, transmisiones patrimoniales
y renta per-cápita y espectáculos.
Debido a las dificultades de tratamiento de diversos aspectos de la
realidad comarcal a través de técnicas unidimensionales, el autor se
ve obligado, a echar mano de los métodos multidimensionales, cuya carac-
térisca básica es la posibilidad de hacer uso de gran cantidad de datos
heterogéneos, continuos o discontinuos y susceptibles de ser tratados
por medio del ordenador-
Las técnicas utilizadas han sido: a) componentes principales, de modo
"R", para simplificar el problema a través de su descripción con un
pequeño número de nuevas variables o componentes; b) el análisis de
las unidades territoriales básicas -las comarcas- se ha hecho por el
análisis de componentes en modo "Q", el análisis "cluster" y el análisis
discriminante, aplicados sucesivamente a partir de la simplificación
de la matriz original realizada por el análisis-de.componentes en modo
"R" -
Mediante el análisis en modo "R", se obtuvieron cuatro componentes:
1) "intensidad económica", al que se atribuye un papel de indicador
alternativo del de la renta per cápita; 2) "ruralidad"; 3") "grado de
desindustrializacion"; y 4) "nivel demográfico". Los cuatro componentes
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referidos acumulan el 83% de la varianza total y sirven de base para
la agrupación de las comarcas en deprimidas, turísticas, altamente po-
bladas, industriales, horto-frutícolas y artesanales.
Se comprueba que la aglomeración de las comarcas según su homogeneidad
socio-económica, mediante el análisis "Q", ofrece una escasa significa-
ción de los resultados. Esa es la razón por la que, ulteriormente, se
aplica el análisis "cluster", y el análisis discriminantes. Este último
corrobora la fiabilidad de los grupos obtenidos por medio del "cluster".
Por último, vamos a hacer un comentario sobre otro estudio, en línea
con los anteriores, pero que por sus características tiene un carácter
más elaborado y consistente. Nos referimos al Estudio de la Diputación
Foral de Navarra "Navarra 2.000" (116). La zonificación alcanzada es
producto del análisis estadístico y no-estadístico. El análisis estadís-
tico -por componentes principales- es compaginado con 4 criterios: cri-
terios administrativos, físicos ' (geomorfológicos, bioclimáticos, etc.)»
funcionales y de accesibilidad.
El punto de partida es una muestra de 83 municipios navarros (superiores
en población a 1.000 habitantes) y" de 48 variables. La metodología sigue
una línea de menor a mayor complejidad. Se inicia con un análisis de
correlaciones entre pares de variables, reteniendo las más relevantes
y prescindiendo de las inmediatas. Se seleccionan una serie de variables
-28 en total- que comprenden la población y su crecimiento, licencias
comerciales por 1.000 habitantes, tractores por superficie explotada,
camiones por 1.000 habitantes, etc. El análisis factorial fue realizado
a través de múltiples pruebas, a partir de diferentes muestras de obser-
vaciones y con cuatro grupos de variables de diferente naturaleza: va-
riables socio-económicas, de carácter físico-geográfico, físico-agrarias
y de equipamiento.
Finalmente, se extrajeron 4 componentes: un componente A de carácter
"dimensional o de nivel de capacidad potencial para la dotación de. ser-
vicios comerciales y urbanos"; un componente B de carácter "climático",
otro conponente C de "aptitud agrario-climatológica" y un componente
D interpretado como "el nivel actual de dotación de servicios comercia-
les y urbanos.
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Los valores que los 4 componentes adoptan en cada municipio se ordenan
enun "ranking", que es empleado posteriormente en la zonificación.
A continuación, se efectúa una primera aproximación a una zonificación
homogénea, tomando como base e] anterior análisis de componentes y rea-
lizando, además, un análisis factorial "rotado"- A tal efecto, se tomó
la muestra más amplia (83 municipios y 32 variables) con la idea de
no limitar la información de partida. La interpretación de los factores
resultó de gran interés y resumió al máximo la información que se pudo
extraer de los datos disponibles.
Los dos factores hallados fueron: el primero, de "equipamiento y servi-
cios terciarios", que permitió detectar los municipios mejor dotados,
observar las notables diferencias existentes en equipamiento, y poner
de manifiesto la precaria situación de los municipios que circundan
los principios núcleos urbanos; y el segundo, denominado "forestal-dise-
minado y agrícola-concentrado", permitió hacerse una idea bastante clara
de los diferentes modos de vida en el espacio no-industrializado. La
rotación de los factores relegó al componente "dimensional" a un plano
inferior y destacó los dos anteriormente señalados. Por último, ambos
factores se mapificaron a fin de obtener una imagen visual de la zonifi-
cación.
Después de esta primera aproximación -realizada de modo visional- se
pasó a la zonificación definitiva, no sin antes valorar cuidadosamente
los siguientes criterios:
- administrativos: estudio de los municipios, entidades de población,
partidos judiciales, etc.
- físicos, con el objeto de una zonificación geográfica de Navarra.
- funcionales, para una detección adecuada de las principales inter-
dependencias, la localización de las actividades comerciales o de servi-
cios, la identificación de los núcleos principales, la delimitación
de las"áreas de mercado de cada uno de ellos y la definición de zonas
(agrupaciones de municipios) dependientes de un mismo foco.
La respuesta a los puntos anteriores exigió la explotación de una en-
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cuesta sobre el tipo de actividad comercial o de servicios existentes
en cada municipio, lo que corroboró la tesis de Berry (177) acerca de
la geografía de las actividades comerciales v de servicios.
- y de accesibilidad, lo que obligó a tomar en consideración la pro-
ximidad geográfica y el principio de contigüidad que ejercen una gran
influencia sobre las transacciones de carácter socio-económico. Lógica-
mente, también se tuvo en cuenta la variable distancia, las infraestruc-
turas naturales (orografía) y el sistema de transportes.
La última fase de la zonificación consistió en establecer una ordenación
relativa de las observaciones; ordenación que, en definitiva, no va
a hacer sino sintetizar las similitudes o diferencias que presentan
las unidades observadas.
Una vez establecida la zonificación, se señaló para cada zona concreta
la ordenación relativa, consecuencia de otro análisis factorial, que
los municipios presentan. Se retuvieron tres factores y las disparidades
municipales se midieron por una suma ponderada de los mismos. Come pon-
deraciones correctoras se tomaron las raices cuadradas de los autovalo-
res correspondientes a cada factor en juego.
Del análisis de los valores en cada zona, se destacaron las posibles
cabeceras y los grados de complementariedad. Los tres factores retenidos
fueron: 1) servicios comerciales y otros servicios de apoyo; 2) ámbito
urbano, siendo su antítesis el ámbito rural; y 3) falta de potencialidad
económica o carencia de recursos para el desarrollo.versus potencialidad
económica. Por le tanto, un alto valor positivo para un municipio signi-
fica un cierto grado de desarrollo de los servicios comerciales dentro
de un ámbito urbano con potencialidad económica suficiente.
En fin, permítasenos rematar este epígrafe siquiera haciendo mención
a otras interesantes aplicaciones del análisis factorial, del análisis
"cluster" y del análisis canónico relativas a la diferenciación del
espacio agrícola (118), a la clasificación de las explotaciones ganade-
ras (119), a la ocupación del territorio (120), y al estudio de la dis-
tribución espacial de los agrupamientos colectivos (121); así como a
la determinación de un índice de depresión agronómica (122) y de indica-
dores de bienestar (123).
¿/
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CAPITULO IX.-MÉTODOS DE DELIMITACIÓN Vi?, REGIONES FUNCIONALES
1. INTRODUCCIÓN
Una región funcional es el campo de fuerzas de una ciudad principal,
de donde emanan y en donde convergen una serie de flujos de diversa
naturaleza. Dicho de otro modo, este concepto de región puede ser consi-
derado como la zona de.influencia de una ciudad o como un conjunto de
núcleos urbanos que cumplen diferentes funciones. La ciudad responde
a funciones de carácter económico, comercial, cultural, administrativo,
etc.; es un centro de intercambio de productos y de capitales, concentra
servicios y actividades comerciales y, en fin, es un buen difusor de
innovaciones. Así, pues, la ciudad es un centro privilegiado de la re-
gión, porque ofrece un conjunto relevante de factores productivos para
la producción regional. Y, como es bien sabido, la condición necesaria
y suficiente para que se dé una región funcional es que en un espacio
ddo exista una intensidad interna de relaciones entre los centros
mayor que" la existente con centros externos a la región, indicando de
este modo que se trata de un sistema de funcionamiento unitario.
Los trabajos clásicos, relativos al estudio de este tipo de regiones,
son los de Dickinson (1) con su.famoso libro "Ciudad, Región y Regiona-
lismo", Smailes (2) con su artículo tan citado "The Analysis and delimi-
tation of urban fields" y, fundamentalmente, Christaller (3), para el
que el espacio regional es una red urbana en la que cada centro tiene
unas funciones independientes y jerarquizadas. Cada aglomeración es
solidaria de su zona de influencia y depende del centro o ciudad de
rango superior-
Por tanto, la ciudad no debe considerarse como un fenómeno independiente
respecto al ámbito territorial en el que se inserta. Entre un núcleo
urbano y una cierta extensión del territorio se establecen múltiples
relaciones, que se superponen y combinan y conjuntamente constituyen
la denominada "área de influencia urbana" (4). Según señala Labesse
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(5), un área de influencia viene delimitada por el lugar geométrico
de puntos en el que la acción preponderante de una ciudad se pierde
para dar paso a la de otras ciudades o centros vecinos.
Son múltiples los procedimientos utilizados.para determinar las relacio-
nes funcionales entre las ciudades y sus áreas tributarias o áreas de
influencia. El análisis de sus fuentes de abastecimiento o de su fuerza
laboral, los flujos del comercio al por menor y mayorista, los servicios
financieros, la difusión de la prensa o de la radio, de los medios cul-
turales, sanitarios o educativos, son algunos de los procedimientos
que veremos a continuación.
En términos generales, la metodología de determinación de áreas de in-
fluencia sigue normalmente tres fases: una primera, en la que se anali-
zan los canales de relación entre la ciudad y la zona de influencia,
una segunda dedicada al análisis de cada uno de los tipos de relación
socioeconómica y una tercera de síntesis y jerarquización del área res-
pecto a otras.
2. MÉTODOS BASADOS EN EL ANÁLISIS DE LOS MEDIOS DE COMUNICACIÓN
Los medios de comunicación utilizados para relacionar una ciudad y su
área de influencia son múltiples y en la medida en que sean más abundan-
tes y rápidos la influencia de ciudad será más intensa y extensa. Pode-
mos distinguir varios tipos de medios de comunicación: los medios de
transporte, las comunicaciones telefónicas y la prensa periódica. En
este caso, no se estudian directamente las relaciones económicas especí-
ficas, sino los desplazamientos o comunicaciones que engendran.
En relación a los medios de transporte la investigación se plantea en
términos distintos, según se trate de medios individuales de transporte
o bien de medios colectivos. En el caso de los primeros es muy importan-
te conocer el punto de origen y de destino de los vehículos. En los
segundos, para determinar la intensidad relativa del tráfico de viaje-
-s
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ros, se evaluará primero mediante distintos procedimientos (hojas de
ruta, billetes expedidos, encuestas, etc., el número de viajeros que
en un período dado utilizan en cada pueblo los autobuses o ferrocarriles
para trasladarse -a la ciudad. La intensidad se medirá sencillamente
por la fórmula: número de viajeros x 100 / población municipal.
De este método se han realizado múltiples aplicaciones. Destaca el tra-
bajo de Green (6) en Gran Bretaña, cue hizo una delimitación de hinter-
lands urbanos. Godlund (7) hizo otro tanto en Suecia. En España, Gonzá-
lez Dorado (8) determinó el área de influencia urbana de Sevilla, Bielza
de Ory (9) la de Calatayud y Coplaco (10) utilizó este método para la
determinación de las comarcas funcionales de la subregión de Madrid.
También González Paz (11) realizó una aplicación similar para el caso
de Madrid y Lluch (12) para la delimitación de las áreas funcionales
de Cataluña. En estos estudios, se consideran, entre otras medidas de
interacción, los viajes al trabajo y viajes-compra y las líneas de auto-
buses y frecuencias de uso. La información se condensa en una matriz
de origen-destino.
En cualquier caso, debe advertirse que la utilidad de la frecuencia
semanal de autobuses como medida de interacción, aunque importante,
es limitada, debido a la existencia de otros medios de transporte, como
el ferrocarril y el transporte privado.
Por otra parte, las relaciones ciudad-área de influencia o ciudad-ciudad
no siempre se materializan a través del transporte, sino que se pueden
efectuar en muchas ocasiones mediante llamadas telefónicas. La intensi-
dad de tales relaciones entre dos núcleos x e y puede ser medida por
la fórmula: número de llamadas mutuas entre x(e y / número de abonados
en X por el número de abonados en Y. También puede definirse la intensi-
dad de relaciones entre dos núcleos o tasa de frecuencias por el porcen-
taje de llamadas mutuas sobre el total de llamadas. Una ciudad X, próxi-
ma a Y y Z, será incluida en la zona de atracción de la ciudad con la
que sus relaciones telefónicas sean más numerosas. La mayor o menor
intensidad de comunicaciones expresa los diferentes grados de dependen-
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cia y jerarquía entre los diferentes núcleos. Así, por ejemplo, se pue-
den distinguir varios umbrales jerarquizados de intensidad: área de
dependencia total o zona de influencia directa (tasa de frecuencias
superior al 40%), centros secundarios o zonas de estrecha solidaridad
(para tasas oscilantes entre el 25% y el40%), zonas de transición (tasas
entre el 12% y el 24%) y zonas marginales de débil atracción (tasas
entre 6% y el 12%).
Christaller, en su obra ya citada, fue uno de los primeros en la utili-
zación del índice de llamadas telefónicas. En aquel momento este crite-
rio provocó críticas y motivó que Christaller utilizara posteriormente
el comercio al por menor como medida de centralidad.
La utilización de este índice -llamadas telefónicas- ha tenido múltiples
aplicaciones. Entre otras, podemos señalar la de Schwab (13), que anali-
zó la estructura urbana de la región francesa de la Alsacia, o la de
Bachelard (14) que delimitó las zonas de influencia de las ciudades
y la trama urbana de la región centro de Francia.
A pesar de las críticas recibidas (15), en nuestra opinión, la variable
"flujo telefónico" es un buen indicador de las conexiones entre unidades
territoriales y permite superar las limitaciones de algunos criterios
parciales al sintetizar múltiples transacciones comerciales, personales
y de diverso tipo, existentes en un espacio económico. Este índice vol-
verá a ser tratado de nuevo más tarde, con técnicas estadísticas más
potentes y sofisticadas, en el epígrafe 13.
Finalmente, la utilización del área de ventas y distribución de la pren-
sa periódica es otra de las medidas clásicas, aunque su utilidad es
relativa. Para ello las ciudades deben estar suficientemente separadas
unas de otras, el país no debe estar dominado por los diarios nacionales
y los periódicos locales deben gozar de un prestigio medio. Este método
se utilizó por primera vez en EE.UU en 1929 para delimitar el área co-
mercial de una ciudad y Haughton (16) hizo uso de este mismo índice
para determinar las regiones funcionales de Irlanda, porque "los perió-
- 442 -
dicos locales son de interés para detectar el área en la que una ciudad
actúe como centro". Una aplicación semejante fue rea]izada por Ferrer
y Precedo (17) para el caso del País Vasco.
3. MÉTODOS BASADOS EN EL TRABAJO DE CAMPO Y EN ENCUESTAS
Los modelos apriorísticos en que se basan la mayoría de los métodos
hípotético-deductivos para la delimitación de regiones funcionales,
deben ser completados normalmente por procedimientos "inducidos" de
la propia realidad, previa observación directa y por medio de las tradi-
cionales encuestas.
Los métodos inductivos, si son exhaustivos, suelen ser extraordinaria-
mente laboriosos y por ello sometidos a errores. Conviene, por tanto,
seleccionar aquella información que nos permita de un modo representati-
vo delimitar la región funcional. La selección se basa tanto en el tipo
de transacción como en las personas que intervienen en el mercado. Con
relación al primer aspecto es suficiente con encuestar al comercio espe-
cializado, ya que existe una correlación muy elevada que nos permite
prescindir del comercio de uso común y minorista. Respecto a la cliente-
la, resulta conveniente realizar la encuesta en el domicilio del clien-
te, acudiendo a un muestreo representativo.
Este método consiste en utilizar encuestas a los municipios para deter-
minar sus dotaciones comerciales y los centros donde compran o venden
bienes y servicios. Según su periodicidad de compra y utilización, los
bienes y servicios pueden ser agrupados por rangos, que definen el orden
de cada unidad espacial. Además, se atribuye a cada categoría de compra-
dores un número de puntos determinado según la frecuencia o periodicidad
de compra. El método permite una presentación cartográfica en cuatro
tipos de mapas diferentes: 1. Un mapa de síntesis en el que se pueden
reproducir las zonas de atracción general; 2. Otro mapa de las zonas
de atracción para los bienes y servicios comunes (zapatos, confección,
etc.); 3. Un mapa de los bienes y servicios de carácter especializado
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(muebles, televisión, eutomóviles, trajes a la medida, etc.) y 4. Un
mapa para los bienes y servicios más escasos (ferias de exposiciones,
servicios hospitalarios especializados, etc.).
Un ejemplo de este tipo de metodología lo encontramos en Philbrick (18)
(quien establece unos principios de focalidad, interconexión y jerarquía
para la determinación de la organización funcional de las áreas) y.
de manera más sistematizada, en Piatier (19).
En España, los estudios de este tipo arrancan con la Generalitat de
Cataluña que, bajo la dirección del famoso geógrafo catalán Pau Vila
y con una intuición realmente genial (si tenemos en cuenta que Reilly
publica su "The Law of retail gravitation" en 1931, y Christaller no
publica el "Die Zentralen Orte in Süddentschland" hasta fines de 1933),
dirigió en aquel mismo año 1931 un cuestionario muy sencillo a todos
los Ayuntamientos de Catalunya, preguntándoles tres cosas: 1. ¿A qué
comarca piensa que pertenece su pueblo?, 2. ¿A qué lugar va principal-
mente a comprar?; y 3. ¿Va también a algún otro lugar a comprar? (20).
Estas preguntas indican que las relaciones de mercado eran consideradas
como las más importantes en la organización del espacio. Posteriormente
el profesor Casas Torres y colaboradores (21) dieron un gran impulso
al estudio de los mercados periódicos en Aragón, País Vasco, Galicia
y otros. Más reciente en el tiempo y de ámbito nacional, es el levanta-
miento del Atlas Comercial de España (22) y las aplicaciones de Estéba-
nez (23) y Poyol (24) a las provincias de Cuenca y. Almería, y la de
Miralbes (25) a la comarcalización geográfica de Galicia, o la realizada
por E.I.U.E.T. para delimitar las áreas funcionales de Catalunya (26),
que por la abundancia de información de la que parte y por minuciosidad
de su análisis, sienta un buen precedente para el estudio serio y con-
cienzudo de estos temas. Los métodos empleados son normalmente la en-
cuesta directa o el envío de cuestionarios por correo.
Una posible crítica de este método es que únicamente tiene en cuenta
las interacciones en una sola dirección, lo que -como veremos más tarde-
podrá evitarse con los métodos basados en la teoría de grafos y en el
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enfoque de la distancia funcional. Obviamente, una limitación de este
método radica en la mayor o menor representatívídsd de la encuesta.
Como vemos, hay múltiples procedimientos clásicos o tradicionales para
la regionalización funcional. Aparte de los ya citados, se han utilizado
las transacciones financieras y bancarias de-una ciudad, que son emplea-
das por Labasse (27) para determinar Xa influencia urbana de la ciudad
de Lyon en Francia. En otras ocasiones se ha utilizado el origen de
los estudiantes de una institución educativa, como la Universidad u
otras (28); los impuestos locales (29) o, incluso, el área de clientela
médica o la procedencia de los enfermos registrados en los hospitales
y clínicas (30).
En conclusión, en la delimitación de las esferas de influencia de las
ciudades están presentes todos estos factores y se hace necesario encon-
trar un factor común. Una manera de resolver ese problema es hallar
las isócronas, puesto que las relaciones existentes dependerán en gran
medida de los transportes. Sin embargo, debemos advertir que este méto-
do, dados' los modernos medios de transporte que han aumentado las posi-
bilidades de desplazamientos diarios, se ha hecho más complejo y quizá
menos significativo.
Cada uno de los criterios utilizados hasta ahora da un resultado dife-
rente: los límites no coinciden y surge, en consecuencia, el problema
de hallar un límite único. Green (31) propuse un método que evitaba
ese problema. Hizo una aplicación a la fijación de límites entre las
dos ciudades principales del litoral oriental de EE.UU (Nueva York y
Boston), cartografiando por separado siete indicadores de transporte,
comunicaciones, agricultura, diversiones, fabricación y actividades
financieras. Las curvas trazadas o límites no coincidieron y Green sin-
tetizó los resultados en un límite promedio entre dichas curvas. De
manera análoga se hace 'en una reciente división territorial de Catalun-
ya (32).
Sin embargo, Hagget (33) afirma que "la superposición conserva el gran
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valor de la simplicidad y exige poco más que la necesaria localización
de los límites sobre un mapa..., pero persiste ur. elemento de incerti-
dumbre acerca del valor del método como indicador de límites". Es com-
prensible, pues, que la investigación geográfica se haya movido durante
los dos- últimos decenios hacia el desarrollo de métodos más fiables
de identificación de regiones: son los basados, fundamentalmente, en
procedimientos taxonómicos.
4. MÉTODOS BASADOS EN EL ANÁLISIS DE LA ESTRUCTURA URBANA !
i
Estos métodos se. han aplicado fundamentalmente en Francia, para el aná-
i
lisis de su estructura urbana. Su objetóles "poner en evidencia los
centros provinciales que ejercen, en beneficio de una influencia regio-
nal o supra-regional, un papel de verdadera dirección de la vida econó-
mica y social" (34).
Todas las ciudades francesas fueron clasificadas, con relación a los
trece criterios siguientes:
1. Importancia del sector terciario, medida por su volumen total y
en relación al conjunto de la población activa.
2. Número de comercios al por mayor.
3. Existencia de comercios especializados.
4. Infraestructura bancaria.
5. Sedes sociales de grandes empresas.
6. Existencia de servicios administrativos con una zona de influencia
superior a la provincia
7. Existencia de profesiones especializadas.
8. Establecimientos de enseñanza superior.
9. Infraestructura sanitaria.
10. Infraestructura cultural, artística y deportiva.
11. Número de asalariados que trabajan fuera de la ciudad en estableci-
mientos* cuya sede social se encuentre en esa misma ciudad.
12. Carácter atractivo de cada ciudad medido por tres indicadores: coma-
y- 446 -
nicaciones telefónicas, tráfico de viajaros por ferrocarril y migra-
ciones internas de población.
13. Volumen de población comprendida en el interior de la zona de in-
fluencia.
A cada uno de los trece criterios se le ha dado un baremo de pondera-
ción, que va de 0 a 4 puntos. La suma de Lodos los valores permite dotar
a cada ciudad de un índice general, que puede lógicamente variar entre
0 y 52 puntos y que sirve para la clasificación final de las diferentes
ciudades. En el primer nivel de la clasificación se reagrupan las ciuda-
des que tienen un índice superior a 41 puntos; en el segundo las que
totalizan entre^ 40 y 31 puntos y en el tercero, cuarto y quinto nivel
las que disponen de índices entre 30 y 20f 24 y 18 y 20 y 12, respecti-
vamente .
A pesar del carácter sintetizador de múltiples criterios, este método
ha recibido ciertas críticas. Así, el valor de los coeficientes de pon-
deración de los diferentes criterios presentan un alto grado de arbitra-
riedad, en la medida en que no se sigue un criterio mínimamente objetivo
para la atribución de un valor de 0 a 4.
El análisis no retiene más que ciertos comercios al por mayor y especia-
lizados, cuando se sabe" que la atracción de una ciudad no está solo
en función de la presencia de tal o cual comercio, sino de la importan-
cia y dinamismo de los mismos. Por otra parte, este método pierde tam-
bién gran parte de su capacidad de síntesis al ignorar datos fundamenta-
les inherentes a toda contabilidad urbana, que permite cuantificar y
precisar la naturaleza y la importancia de los flujos existentes entre
las familias, las empresas y la administración. No se tienen en cuenta,
por tanto, datos tan importantes como los ingresos p'ercibidos por las
familias, los gastos en alimentación, vivienda, vestido, transporte,
etc. y el ahorro; ni los, impuestos pagados por las familias y las empre-
sas a las administraciones locales y exteriores, ni los gastos en la
ciudad de estas últimas; ni, finalmente, las principales compras y ven-
tas de la ciudad al exterior-
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Otro método, complementario del descrito, es aquel que se basa en el
análisis de lo?? centros de decisión (35). Partiendo de una estadística
que informe sobre las empresas con múltiples plantas, puede definirse
el poder de decisión de una ciudad por el número de asalariadost en
otras ciudades y núcleos, que controlan las sedes sociales existentes
en ella. Inversamente, el grado de dependencia de un núcleo puede ser
definido por el número de asalariados empleados en las sucursales (cuyas
sedes sociales se encuentran en el exterior) situadas en ese mismo nú-
cleo. La diferencia entre el poder de decisión y el grado de dependencia
permite obtener el poder de decisión neto.
Los resultados obtenidos a través de este método han sido deficientes.
Las razones de ello se han creído encontrar en que la localización de
las sedes sociales de las empresas no expresan suficientemente la impor-
tancia económica de una ciudad, la sobreestimación de las ciudades de
provincias en las que se ubican las sedes sociales de las empresas me-
dianas y pequeñas y, por último, el tratamiento indiferenciado dado
a actividades económicas heterogéneas que tienen distinta influencia
sobre el poder de decisión.
5. MÉTODO DE LOS "POLÍGONOS DE THIESSEN" (36)
El primero en utilizar este método fue Bogue (37), quien trazó los lími-
tes de 67 centros metropolitanos de EE,UU. El procedimiento seguido
tiene las siguientes fases: 1) se trazan las líneas de unión de un cen-
tro dado con cada centro adyace'nte; 2) se divide en dos partes iguales
a cada una de estas líneas entre centros a fin de obtener su punto me-
dio; 3) desde el punto medio de la línea se traza una línea limítrofe
en ángulo recto con la línea original entre centros para obtener una
serie de polígonos; 4) las áreas territoriales situadas a caballo de
los límites se incluyen • dentro de la que corresponde al centro donde
se halla la mayor parte de la superficie del área territorial, determi-
nándose de esta manera su hinterland de influencia urbana.
La validez del método descansa sobre dos supuestos. El primero es que
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el área situada dentro de los límites del polígono se encuentra más
cerca del centro (que aquellos encierran) que de cualquier otro. Esta
es, por lo demás, una sencilla propiedad geométrica del polígono de
Thiesen. El segundo supuesto es que una metrópoli domina toda el área
situada geométricamente más cerca de ella. Esta afirmación es muy discu-
tible y fue utilizada por Bogue como hipótesis de trabajo, a falta de
otros criterios.
En la práctica, el trazado de dichos polígonos implica cierta impreci-
sión en la selección de las diagonales que han de utilizarse al dibujar
los límites alrededor de un centro dado.
Kopec (38) ha prepuesto una posible variante del método, en el que se
trazan arcos de círculos del mismo radio desde puntos adyacentes y se
localiza el lado de un polígono trazando una línea a través de los pun-
tos de intersección situados sobre los arcos. El argumento en favor
de este método es que elimina la necesidad de.trazar diagonales y reduce
el riesgo de error que acarrea el uso de diagonales erróneas.
6. MÉTODOS BASADOS EN LOS MODELOS VECTORIALES GRAVITATORIOS
Estos métodos (39) utilizan también -como en el caso anterior- abundan-
temente la representación geométrica, pues trata de obtener baricentros
y resultantes como expresión de las localizaciones y.fuerzas-síntesis
del sistema regional en su conjunto. El pionero de estos estudios fue
Reilly (40), quien propuso una ley de gravitación de las ventas al por
menor, que establece que una ciudad atrae un cliente de- su comarca en
proporción directa a su tamaño (población) y en proporción inversa a]
cuadrado de la distancia que separa el cliente1 del centro de la ciudad.
Las fronteras que separan las áreas de mercado de dos ciudades i y j,
que compiten en la obtención de clientes de una determinada comarca,
se definen como el lugar geométrico de los puntos para el que
? 2
p./d = p./d
1 xí J xj
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donde d y d son las distancias de las ciudades i y j, desde cual-
1
 j
quier punto x situado en la línea divisoria; "P, . P. sus poblaciones
r j
respectivas. Corno se puede observar esta fórmula se deriva de manera
inmediata del modelo general de gravitación, que argumenta que dos ciu-
dades abastecen a una ciudad pequeña en proporción directa a su pobla-
ción y en proporción inversa del cuadrado de la distancia entre ellas.
r p.
x. ,2i d
x.
i
estableciendo que I = I . (41)
Por otra parte, Converse reformuló de nuevo el modelo para determinar
el punto de reparto de dos ciudades A y B, siendo db la distancia de
ese punto de reparto a B. En ese punto de reparto -o "frontera invisi-
ble", como también se le ha llamador las ventas se "igualan: V/^  es igual
a Vg. Por lo tanto, podemos escribir que,
que es la denominada fórmula de Reilly-Converse, donde a es la distancia
entre A y B, P es la población de A y P. es la población de B.
a D
Las fórmulas anteriores, ante las críticas recibidas, han experimentado
posteriormente varias modificaciones hasta adoptar la expresión, más
general, siguiente
d n
donde el exponente n .-que afecta a las distancias- puede oscilar de
acuerdo con la actividad comercial de que se trata y a ,B -que afectan
a las poblaciones- varían según el carácter funcional de la ciudad.
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Más tarde, Piatier (42) introdujo todavía una serie de modificaciones
a la fórmula anterior en función de la investigación sobre poblaciones
en las que se verifique que P /p 20 y según que los productos comercia-
a b
lizados sean alimenticios o no. Advirtiendo, además, de acuerdo con
las investigaciones de Tagliacarre, que "ninguna fórmula será suficiente
para determinar por sí misma los límites de las áreas comerciales".
Y teniendo en cuenta, por tanto, fenómenos de persistencia histórica
y de concentración de puntos comerciales en determinados centros, el
fuerte peso de la orografía, la influencia de la actividad administrati-
va; el costo, la frecuencia, la velocidad y la comodidad de los trans-
portes; la baja elasticidad del consumo como consecuencia de la rigidez
de los ingresos, etc.
Ahora bien, el problema estriba en cómo medir las distancias de separa-
ción y cómo estimar el poder de atracción de un centro. Reilly medía
las distancias longitudinalmente, mientras que otros lo han hecho tempo-
ralmente o en costes de transporte. La atracción de un centro puede
estimarse grosso modo por el volumen de población absoluta, por el núme-
ro de establecimientos comerciales o de licencias comerciales, etc.
En general, se puede decir que los modelos de análisis gravitatorios
y de delimitación de hinterlands son de dos tipos. Unos, que se basan
en métodos de análisis hipotéticos a partir de concepciones teóricas
y, otros, simplemente de carácter empírico. Los primeros, siguen normal-
mente la ley de Reilly, partiendo -insistimos- de cfue el área de in-
fluencia de una ciudad sobre el espacio que la rodea decrece con la
distancia y crece con la importancia de la ciudad; es decir, con su
extensión y sobre todo con su población. 0 también puede utilizarse
el sencillo método de la distancia media hipotética a través del "análi-
sis del vecino más próximo". Los segundos (43). preferidos por la mayo-
ría de los autores, siguen dos caminos: a) el método empírico indirecto
o detección de la gravitación mediante indicadores de flujos interurba-
nos. Este método, como es obvio, exige la existencia de datos estadísti-
cos fiables; b) el método empírico directo, que ha de realizarse median-
te encuesta de campo (44).
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Con relación a las aplicaciones aparte de las realizadas en Francia
por Piatier (45), Giraud (46) y Juillard (^7), cabe destacar la de Ste-
vens y Brakett (48) -ya mencionada en el capítulo anterior- en la regio-
nalización de los condados de Pennsilvania, quienes utilizaron también
el modelo de gravitación para delimitar áreas de mercado, basándose
en la distribución de la prensa periódica y en el conocimiento directo
de la zona. En cada condado se determinó si la distribución dominante
de un periódico es de ese mismo condado o de otro. Si no lo es, lo más
probable es que ese condado no sea nodal y el problema inicial puede
ser, por lo tanto, simplificado. El nodo que publica el periódico domi-
nante en el condado estudiado es probablemente el nodo del que el conda-
do es tributario. Sin embargo, habrá que ser prudentes para evitar con-
fusiones. Porque si el ratio entre el punto de mayor distribución y
el punto que le sigue en distribución fuerte es pequeño, la diferencia
puede ser debida únicamente relativa a la calidad de los periódicos
y no a otros factores. Supuesta, en ese caso, una equiparación de la
calidad periodística podría modificarse .el punto dominante. Por consi-
guiente -concluyen los autores- es preciso combinar dicha metodología
con un criterio subjetivo, basado en un conocimiento serio y directo
de la zona a estudio; así como, la extensión de la base de datos a otros
tipos de flujos. Asimismo, Berry y Lamb (49), utilizando la distribución
de periódicos en EE.UU y. basándose en un modelo de gravedad, midieron
las esferas de influencia de las ciudades para delinear regiones de
planificación.
*
Gioja (50) amplía este método -en una aplicación a las regiones de la
Argentina- mediante la utilización del aparato técnico de la estátitca
gráfica, que es una parte de la física matemática que se ocupa del equi-
librio de fuerzas. Parte del supuesto de que todos los indicadores so-
cioeconómicos pueden ser tratados, a nivel regional, en términos gravi-
tatorios. Para ello calcula los baricentros del producto interior bruto,
de los establecimientos industriales, del personal ocupado, etc. Obteni-
dos los baricentros, podemos referir a los mismos otros centros como
casos de mayor o menor excentricidad. Dichos baricentros, cuando se
trata de representaciones demográficas o económicas, se logran estimati-
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varnente dada la irregular distribución (concentración o dispersión)
de esos factores en cada región.
En nuestro país, ha sido Tamames (51) quien realizó un estudio sobre
los centros de gravedad de la economía española y que definió comoMlos
lugares de un espacio donde se equi1ibran todas las fuerzas económicas
del mismo". Dichos centros vienen dados por sus coordenadas geográficas,
en función de su latitud y longitud por expresiones sumatorias que no
son sino las medias aritméticas ponderadas de la situación de cada uno
de los puntos estudiados, ponderados por sus respectivas variables.
A estos efectos, distingue tres centros de gravedad en función de dicha
variable: así, el económico, para la variable renta; el demográfico,
para la variable población, y, finalmente, el financiero, si se conside-
ran como variable los depósitos bancarios. Tales centros de gravedad
cambian con el tiempo y pueden ser determinados para distintos momentos.
También Campos Nordman (52) realiza una delimitación económica de la
región polarizada de Madrid, siguiendo criterios similares. Estudia
los efectos propulsores, o fuerzas centrífugas, más que los efectos
de atracción. Y define una zona o región polarizada como "el lugar geo-
métrico de los puntos del espacio que mantienen con el polo la mayoría
de sus relaciones económicas de forma que éste juega un papel propulsor
y ejerce unos flujos económicos centrífugos en vez de centrípetos o
de atracción". La determinación de la frontera invisible viene dada
por la coincidencia en la igualación de flujos o por.el establecimiento
y yuxtaposición de flujos cuya dependencia es mayor y menor, respectiva-
mente, a cada lado de dicha frontera en relación con otro polo. Para
la realización de los cálculos, utiliza diferentes indicadores: el volu-
men de tonelajes de mercancías transportados desde Madrid a las distin-
tas provincias, los flujos telefónicos e indicadores de carácter socio-
lógico como la difusión de diarios de Madrid en las provincias españolas
y la procedencia de los alumnos de Enseñanza Superior que estudian en
Madrid.
Coplaco (53), realizó para el Área Metropolitana de Madrid un estudio
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de sus hinterlands, utilizando medidas de gravitación interrnunicipal
de tipo Reilly y mediante encuesta.
Por último, debemos señalar que, aunque útiles, estos métodos son exce-
sivamente rígidos y simplistas, si son aplicados al análisis espacial
directamente y sin más condicionamientos. Además, aún bajo su formula-
ción más general la ley de Reilly presenta claras limitaciones, ya que
supone un espacio isotrópico y homogéneo, que rara vez se da en la rea-
lidad. Por otro lado, sólo es válida para la comparación de la atracción
de dos ciudades en relación con un punto intermedio y solo considera
una función, la comercial.
Sin embargo, como reconoce Dericke (54), puede suministrar una primera
imagen sobre el poder de atracción de una ciudad y, con la flexibilidad
y precaución debida al caso, su aplicación puede resultar de interés
a efectos de planificación, pues permite fijar puntos estratégicos y
críticos para una política de centros de crecimiento, así como indagar
sobre posibles desequilibrios regionales expresados en los diferentes
pesos de los vectores representativos de diversos índices económicos.
Conviene indicar, además, que su utilización debe ir unida al método
de encuestas. Por otra parte, hay que tener en cuenta que estos métodos
están ligados a una concepción estática que dá la máxima trascendencia
a la distancia y al transporte-input, frente a las tendencias modernas
que superan tal concepción y consideran que la distancia y los costes
de transporte-base de la teoría -base de la teoría <¿e la localización-
tienen cada vez un menor peso como factor decisorio, como se encargó
de demostrar Luttrell (55), al referirse a las industrias "foot-loose"
o libres de emplazamiento.
7- MÉTODO CENTROGRAFICO
El fundamento de este método, aplicado por Kosmachev (56) a la regiona-
lización de Siberia, consiste en hallar los "centros medios" de poten-
cial económico y sus pesos respectivos. Estos "centros medios" se calcu-
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lan por fórmulas similares a las utilizadas para la obtención de los
centros de gravedad en mecánica. Y, consiguientemente, son muy parecidas
a las del método explicado en el punto anterior.
Estas fórmulas -que no vamos a especificar ahora- son las mismas que-
las utilizadas por Isard (57). Los "centros" son los indicadores y re-
presentantes de la distribución espacial del fenómeno económico. Los
cambios en los "centros" siguen la sencilla tesis de Mendeleyev de que
"el cambio del centro de población de un país sugiere la dirección y
sentido de otras muchas fuerzas de ese país".
El análisis del potencial de población nos permite distinguir los nodos
que pueden ser usados pra delimitar regiones económicas. Los límites
o fronteras de esas regiones pasan por puntos poco desarrollados y esca-
samente poblados que muestran bajos valores en los mapas de potencial
de población.
La distancia media que separa cada residente de un país de su centro
demográfico podría ser usada para derivar ío que podríamos llamar el
"radio dinámico" de una economía espacial. Una comparación de esos ra-
dios, en varios momentos del tiempo, mostraría si el sistema económico
está en expansión o en contracción y si la tendencia a la dispersión
de la población predomina sobre la tendencia a la concentración. Esta
técnica nos permitiría probar, además, si el desarrollo de las fuerzas
*
productivas en una región está asociado con un creciente flujo de pobla-
ción de la periferia hacia el centro.
En nuestra opinión, esta técnica nos parece excesivamente mecánica,
pero utilizada convenientemente puede ser útil^, sobre todo si va acompa-
ñada de otros procedimientos y de otros datos de partida para poder
hacer comparaciones. Recordemos que la complejidad del proceso de regio-
nalización exige la combinación de diferentes técnicas, así como de
diversos indicadores que nos permitan profundizar al máximo en el objeto
de estudio.
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8
- MÉTODOS BASADOS EN LA TEOKIA DE GRAFOS
El punto de partida de este método es la magnitud de las asociaciones
directas e indirectas (58) entre pares de puntos. Esta magnitud puede
ser medida por un índice, que se puede relacionar con algunos conceptos
de la teoría de los grupos. El método fue aplicado por primera vez en
el estado de Washington (59), tomando como base las llamadas telefónicas
entre las diferentes ciudades (60).
El esquema conceptual es muy sencillo. Las ciudades son núcleos de acti-
vidades especializadas sque están funcionalmente asociadas y espacial-
mente concentradas. Cada actividad tiene su propio conjunto de asocia-
ciones fuera de la ciudad. Una región nodal es definida por medio de
los contactos externos entre unidades espaciales. Cada unidad es agrupa-
da con otra con la que tenga una relación asociativa dominante. El con-
junto de lugares que mantienen relaciones dominantes con un centro
-normalmente de mayor tamaño- forma una región nodal de aquel centro.
El concepto "dominante" es esencial porque determina una jerarquía de
centros, por. transitividad, formando una red que va desde el lugar más
bajo de la jerarquía, donde se encuentran los bienes y servicios más
simples, hasta la jerarquía máxima, donde se encuentran los bienes y
servicios más especializados que necesitan una región como área de mer-
cado.
Considerando el sistema regional como constituido #or un cojunto de
puntos y líneas -donde estas últimas representan asociaciones entre
lugares- pueden ser empleados algunos teoremas de la teoría de grafos
para analizar las relaciones funcionales entre las ciudades de un área
determinada y, por consiguiente, para delimitar las regiones funciona-
les. El supuesto implícito en este análisis es que tanto el sistema
de ciudades como los flujos entre ellas deben ser relevantes, con objeto
de describir adecuadamente, en sus implicaciones de naturaleza económi-
ca, el sistema de relaciones interurbanas; esto es, las relaciones que
el proceso urbano posee con el proceso económico.
Si establecemos una matriz de flujos telefónicos, representativa de
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las relaciones interurbanas, donde cada elemento x¿ representa el núme-
ro de llamadas telefónicas (en un período -dado de tiempo) desde una
ciudad "i" a una ciudad " j " t podemos definir cuatro propiedades a fin
de establecer el centro dominante para los "flujos directos".
a) Una ciudad es "independiente", si su flujo dominante se dirige
a una ciudad menor- Una ciudad "mayor" es definida como aquella que
recibe el mayor número de llamadas telefónicas, que se obtienen por
suma de cada columna de la matriz. Por tanto, una ciudad "independiente"
es definida como aquella que emite un número más elevado de llamadas
hacia una ciudad menor en jerarquía.
b) Una ciudad "subordinada" es la que emite un mayor número de lla-
madas telefónicas hacia una ciudad de orden jerárquico superior.
c) Propiedad transitiva: si una ciudad "a" es subordinada a otra
"b" y "b" es subordinada a otra "c", entonces "a" es subordinada a "c". ;
Esta propiedad es importante, pues los sistemas urbanos contienen una !
jerarquía en la que los bienes y servicios son ofrecidos a su área de \
mercado, según diferentes umbrales. ¡
d) Una ciudad no puede estar subordinada a ninguna de sus subordina-
das . El "flujo mayor" desde cada ciudad subordinada se llama "flujo
nodal". Comparando los flujos mayores de cada ciudad, podemos obtener
la estructura funcional y nodal de una región.
Como aquí nos interesan tanto las relaciones directas como las indirec-
tas, el método también nos provee una forma de calcularlas.
Si YÍ = XJ /1 XJ es un elemento de la matriz de flujos "Y", se puede
j J j
demostrar que un elemento de la matriz "B", b , siendo
B = Y + Y 2 + Y 3 + .. + Y n
representa el total de flujos directos e indirectos de "i" a " j " exis-
tentes en el sistema. La estructura nodal de la matriz "B" puede deri-
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varse de la misma manera que la descrita para los "flujos directos".
Por tanto, la matriz "B" deponde.de la longitud del grafo (número de
expansiones) y del número de puntos especificados en la matriz (o número
de posibles ligazones indirectas). Esto implica dos decisiones críticas,
que son el número de puntos o unidades locacionales y el número de ex-
pansiones que se consideran, puesto que la jerarquía y la diferencia
de niveles en ella va a depender de estas decisiones. Obviamente, según
cuáles sean éstas, así será el resultado obtenido.
En fin, ciertamente, hay que decir que este procedimiento es útil para
identificar la fuerza relativa de los vínculos regionales. Pero pueden
producir determinados defectos en el análisis, si solo se aprecian los
flujos dominantes y no los completos. Además, deben tenerse en cuenta
las limitaciones inherentes a la utilización de una única clase de flu-
jos. En este sentido, para paliar tal limitación, Holmes y Haggett (61)
sugirieron la necesidad de proveerse de información suplementaria, y
propusieron un método para separar los flujos "significantes" de los
"insignificantes", que no tiene mayor interés* exponer aquí.
Por último, este método -a pesar de sus inconvenientes- ha tenido múlti-
ples aplicaciones en diferentes lugares. Así, Boudeville (62) y Rouget
(63), lo han aplicado en Francia. En Cuba (64), el Departamento de Pla-
nificación regional lo aplicó a dos tipos de variables: el transporte
de mercancías y las llamadas telefónicas. Slater (65)»realizó una regio-
nalización jerárquica de las prefecturas japonesas, usando los flujos
migratorios inter-prefecturas. Davies y Robinson (66) determinaron la
estructura nodal de la región de Solent, analizando los desplazamientos
de compras. Otro país en el que este método ha tenido una amplia aplica-
ción ha sido en Brasil (67), para determinar las zonas de influencia
de las ciudades del estado de San Paulo.
9.' MÉTODO DE LOS "POLOS DE CRECIMIENTO"
La regionalización basada en los polos de crecimiento se fundamenta
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en la identificación previa de esos polos, lo que requiere una investi-
gación de la estructura del espacio socio-económico y de sus ciudades
dominantes y sus áreas de influencia a diversos niveles o escalones
de interdependencia (regional, subrogional, zonal y subzonal y local).
En general, el propósito analítico esencial reside en resaltar el grado
de dependencia entre las ciudades, la distribución de las actividades
económico-sociales entre esos centros y su crecimiento potencial, la
forma de competitividad espacial entre ellos y, en consecuencia, los
efectos probables que la estructura actual de distribución de centros
ejerce sobre el desarrollo económico y.social.
Stevens y Brackett (68) definieron este tipo de regionalización como
un caso especial de región nodal, y se basaría en el crecimiento real
y potencial demostrado por ciudades particulares a las que se asociarían
otras áreas contiguas para formar regiones de planeamiento sobre las
ue incidirían los efectos de difusión ("spillover") del polo de creci-
miento. La diferencia existente entre la regionalización nodal y la
de polos se basa en la característica del nodo o polo. La región nodal
agrupa las áreas más fuertemente ligadas al nodo más cercano, mientras
que la sgundo -la de polos- reconoce tanto la fuerza de las ligazones
como el crecimiento económico potencial del nodo.
En lo que concierne a las unidades de medida a considerar, los autores
no se plantean con claridad si el crecimiento potencial es una medida
mejor que el crecimiento pasado o que otras variables que podrían des-
*
cribir condiciones previas de crecimiento.
Las técnicas normalmente utilizadas son de programación lineal, de mane-
ra que permiten relacionar de una manera óptima las "fuentes" de creci-
miento a las unidades territoriales más débiles y deprimidas. El crite-
rio de optimalidad (y el objetivo de la regionalización) consistió en
conectar las unidades locacionales con crecimiento con las unidades
deprimidas, de modo que se maximice la homogeneidad interna de las re-
giones resultantes. En su aplicación a los condados de Pennsylvania,
se definieron las unidades de crecimiento como aquéllas que tienen valo-
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res positivos para las desviaciones standar de la variable crecimiento
de población.
La primera cuestión a plantear a este procedimiento es si el criterio
de optimalidad elegido es el mejor a efectos del objetivo de planifica-
ción buscado. Porque otras alternativas posibles pueden ser preferibles.
Los autores se plantean este problema, pero -en nuestra opinión- no
lo resuelven. En cualquier caso, creemos que el problema principal no
está ahí. No es cuestión de procedimiento: reside en la falta de una
teoría consistente que respalde a la técnica. Los propios autores lo
reconocen "la aplicación no puede ser considerada exitosa. Algunas defi-
ciencias pueden ser fácilmente corregidas. Otras, no. Existen problemas
de orden metodológico y conceptual que "deben ser resueltos previamente
al establecimiento definitivo de la técnica1'- Por esa misma razón, tal
vez, las técnicas de identificación de polos, a pesar de la importancia
que en la teoría del desarrollo regional se da a éstos, han sido poco
desarrolladas (69); además, han sufrido el influjo negativo causado
por la confusión y controversia que el concepto original de "polo" de
Perroux (.70) levantó en la literatura económica posterior (71).
Si obviamos ahora el problema teórico anterior, pues ya ha sido tratado
en otro lugar (72), podemos pasar al "mudus operandi" del método.
Así, pues, el profesor Lasuén (73) plantea -basándose en su concepción
de que "...en vez de hablar de un polo de desarrolle es preciso partir
de la noción de un sistema integrado y jerarquizado de polos, de dife-
rentes tamaños y características..."- que se deben definir las regiones
"zonas de influencia de Áreas Metropolitanas (equiparadas a polos regio-
nales, secundarios y cuaternarios)... y a las Áreas Metropolitanas como
mercados de trabajo diversificado en un entorno geográfico continuo...
para que un centro urbano sea nodo de desarrollo económico ha de ser
posible establecer en él cualquier tipo de empresa, o al menos un eleva-
do porcentaje de los diversos sectores de la actividad económica...;
es decir, si es un foco generador de desarrollo dentro del sistema".
Por lo tanto, para la delimitación de los polos tienen que utilizarse
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las características internas de los asentamientos, "en función de las
economías externas en el territorio... como campo homogéneo de interac-
ción o como un entorno geográfico en el que existe cierto nivel de in-
terdependencia de las actividades económicas y sociales. Operacionalmen-
te esto supone definir los criterios que miden las interacciones...".
El criterio básico utilizado para determinar si un municipio pertenece
'o no al Área Metropolitana se basó en la proporción del- empleo no agrí-
cola y en el grado de interacción de la subárea en el ámbito global.
Los criterios de delimitación propuestos -para la inclusión de los muni-
cipios en un Área Metropolitana- fueron:
- que la población activa no agrícola sea superior al 66 por ciento
de la población activa del municipio.
- que más del 15 por ciento de los trabajadores que vivan en el muni-
cipio trabajen en la ciudad principal y que el 25 por ciento o más de
los trabajadores que trabajan en el municipio vivan en la ciudad princi-
pal.
- que el municipio pertenezca a un anillo, alrededor de la ciudad
principal, en el que la densidad geográfica supere un cierto nivel en
relación al anillo interior.
- y, finalmente, que el municipio tenga una densidad de población
2
100 h a b i t a n t e s por km . y sea
misma densidad de pob lac ión ( 7 4 ) .
de i    contiguo a otro que también tenga esa
10. MÉTODO DE LAS "ÁREAS DE DISPERSIÓN"
Este método sigue un razonamiento opuesto al anterior de polos de creci-
miento. Consiste, fundamentalmente, en detectar, sobre el mapa y el
espacio económico real, las "zonas de dispersión" en lugar de las de
atracción; es decir, las áreas que -en forma comparable al efecto de
las divisorias hidrográficas sobre la dirección de las aguas- rechazan
a un lado y a otro' la actividad económica hacia opuestos centros de
atracción.
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Este procedimiento, original de J.L. Sampedro, es un buen instrumento
para averiguar los vacíos o soluciones de continuidad apreciables dentro
del espacio económico. Y señala, corno indicadores o síntomas de las
fronteras de delimitación, que "allí donde aparezcan más escasas las
vías de comunicación, allí donde la densidad demográfica se enrarezca,
allí donde cualquier otro síntoma muestra una debilitación de la activi-
dad económica tendremos, evidentemente, una invisible "frontera" entre
los centros de atracción detectados a uno y otro lado de la misma" (75).
Una aplicación del mismo se encuentra en la delimitación de regiones
económicas españolas. Los criterios utilizados fueron de dos tipos:
el demográfico y el de circulación. El criterio circulatorio consideró
la intensidad de tráfico por ferrocarril y por carretera. El criterio
demográfico se utilizó para comparar la población de hecho del censo
de 1960 con la de 1950 en cada uno de los municipios peninsulares, cla-
sificándose todos ellos en tres grupos, según que dicha población haya
disminuido durante el decenio, haya aumentado menos que el promedio
nacional o haya aumentado más que dicho promedio. Este'último criterio
permitió determinar, lo que en el estudio citado se denominan, los "de-
siertos demográficos" españoles.
Con análogo criterio, González Paz (76) determinó la región urbana de
Madrid en función de las áreas de repulsión demográfica, observando
los mínimos de crecimiento o el máximo decrecimiento de población duran-
te un período de tiempo, en cada partido judicial.
Por último, Martínez Cortina (77) realizó una nueva regionalización
de la economía española, utilizando el indicador demográfico, pero sus-
tituyendo el indicador de circulación por un indicador de la renta,
por considerarlo más representativo del conjunto de la actividad econó-
mica de cada municipio. El procedimiento es similar al del profesor
Sampedro: después de regionalizar según cada uno de los índices, se
efectúa una comparación de las dos regionalizaciones para comprobar
las semejanzas y discrepancias obtenidas. Las discrepancias son las
ciudades que ofrecen dudas acerca de la región a la que deben ser asig-
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nadas, lo que exige criterios correctores que permitan la obtención
de regiones operativas y no simples agrupaciones teóricas. Estos crite-
rios correctores se fundamentan en la consideración de aspectos históri-
co-institucionales de índole diversa, con lo que se pretende evitar
rupturas no plenamente justificadas desde un punto de vista extraeconó-
mico.
11. MÉTODOS DE DETERMINACIÓN DE CENTRALIDADES
De estas técnicas -aunque no excesivamente útiles- hacemos un breve
análisis, porque de alguna manera nos permiten determinar centralidades,
con cierto margen de error, y asignar unidades a una o a otra región
vecina.
Como es bien sabido, en un análisis de regresión, los residuos miden
la diferencia existente entre el Valor estimado y el valor real observa-
de. Para una actividad "y" y una población "x", los residuos positivos
indicarán un sobre-equipamiento relativo en aquella actividad, mientras
que los residuos negativos testimoniarán lo contrario. Mediante este
tipo de análisis podemos examinar el comportamiento de las diferentes
unidades locacionales, según el valor de sus residuos respectivos. La
concentración espacial de los valores positivos o negativos mostrará
la falta de homogeneidad del área en cuestión en términos de la variable
dependiente. Por lo tanto, podremos utilizar los mapas de los residuos
de regresión en dos sentidos: uno, para determinar la localización dé
grandes valores residuales relativamente aislados y, otro, para compro-
bar si hay una concentración de grandes valores de la misma clase.
Así, por ejemplo, Racine (78) aplicó este método para determinar las
centralidades comerciales de la región de Montreal y comprobó cómo exis-
ten en el seno del sistema urbano dos niveles de actividades completa-
mente diferentes. Aquellas correspondientes a las zonas centrales de
importancia regional o nacional y otras zonas que juegan un papel secun-
dario. Entre ambos niveles, existe un umbral que permite separar las
unidades y, por consiguiente, establecer los límites.
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Renard (79), realiza un análisis de los residuos de regresión de la
actividad agrícola (porcentaje de agricultores) sobre la dimensión de
los municipios (población total) y delimita el municipio central de
la región y sus límites. La hipótesis de' trabajo de la que parte es
que existe una fuerte correlación entre la función agrícola y el débil
poblamiento de sus municipios. Los municipios, con valores de los resi-
duos negativos, están en su mayoría situados en la periferia de la re-
gión, mientras que la mayoría de los municipios centrales presentan
residuos positivos.
Como es obvio, las variables que se retengan deben ser adecuadas a la
naturaleza del. problema estudiado, porque de lo contrario el análisis
puede conducirnos a verdaderas desfiguraciones de la realidad.
Por otra parte, otra técnica utilizada para la determinación de centra-
lidades es la aplicada por Ferrer y Precedo (80) a las ciudades del
País Vasco, que se puede expresar por la fórmula siguiente
) . 100
n.P;
donde C es el índice de centralidad, n¿ es el número de establecimientos
en cada intervalo (el sector de actividad considerado se ha dividido
en i intervalos según el tamaño) existentes en la ciudad de que se tra-
te; Pi es la ponderación dada a "cada intervalo y nj es el número de
establecimientos de cada intervalo existente en la región. La corrección
o ponderación de la fórmula anterior por el porcentaje de población
de la ciudad, sobre la que se mide la centralidad, respecto al total
de población de la región, da origen a otro de los índices de centrali-
dad más utilizados actualmente (81).
11. MÉTODO DE LOS "ÍNDICES DE EFICIENCIA ESPACIAL"
Perpiñá -(82) -partiendo del principio nodal o dasicórico que implica
que sin una zona con actividades secundarias y terciarias y de decisiva
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mayor densidad que los espacios que la circundan no puede haber una
estructura complementaria entre una gran ciudad o zona nuclear con va-
rias ciudades y sus espacios directamente en relación- determinó las
dasicoras españolas y aerocoras respectivas.
A tal objeto, utilizó una serie de coeficientes y un índice de eficien-
cia espacial. Los primeros son: el índice de densidad de población (He),
la densidad humana de producto interior bruto (Rh), la densidad de pro-
ducto interior bruto por espacio (Re^producto por hectárea), la relación
espacio/hombre Eh=hectáreas por habitante) y densidad de producto por
transporte (Ret=renta o producto neto del servicio de transporte por
2
espacio en Km . ) • A partir de la aplicación de estos índices, se conclu-
ye que no todo el territorio español e§, susceptible de regionalizarse
económicamente.
Pero el índice más sensible ha sido el índice de eficiencia espacial
lee » que viene dado por la división del índice Re (densidad espacial
de riqueza) por el índice E_ o relación hombres/espacio:
K i E E
"e E " h H
dividiendo ambos índices, obtenemos la expresión
* R.H PIN . Pobl.
ee "? ?
E . 100 Extensión^ . 100
dividida por 100 para hacerla más manejable.
Este índice responde al principio de la magnitud de mercado de Smith
como determinante de una elevada actividad económica. Magnitud en cuan-
to a densidad de población que incita a una mayor diversidad de pro-
ducción, a la que habrá que añadir un nivel de mercado en relación con
el nivel de renta capaz de un consumo más variado y de mayor calidad.
12. MÉTODOS BASADOS EN EL ÁMBITO ESPACIAL DE LOS SERVICIOS
Estas técnicas son complementarias de otras y se basan en el ámbito
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espacil de los servicios o equipamientos públicos y en las posibles
políticas urbanísticas a implementar. A partir de unos ciertos estánda-
res absolutos (unidades físicas por población servida) o estándares
funcionales (distancia máxima de la población a cada servicio) es posi-
ble identificar a priori distintos tipos de comarcas si se fija el nodo
principal (identificable por otros métodos). De idéntica forma cada
política urbanística (y la implantación de equipamientos constituye
un caso particular) determina un ámbito en el que su influencia es más
directamente significativa. Así, pueden delimitarse tantas comarcas
como servicios o equipamientos de ámbito supramunicipal existan o polí-
ticas urbanísticas puedan aplicarse (83).
Por otra parte, si se siguen los requerimientos de los "schema direc-
teur" de la legislación francesa o los "structure plan" británicos (84),
esos mismos requerimientos fijan las condiciones de delimitación del
territorio que planifican. Esos requerimientos -se pueden concretar -
-para solo señalar los más importantes- en: fijación de grandes ejes
de desarrollo, localización de la malla urbana y jerarquización de la
población; determinación y localización dé los grandes usos del suelo
y agrupamiento comunitario; alineamiento de las grandes directrices
del transporte y las infraestructuras.
Como resultado, las unidades subregionales correspondientes deben pre-
sentar las características siguientes: a) ocupar el territorio actual
de uso periódico semanal; b) anticipar el territorio ^ de uso diario futu-
ro; c) incluir el espacio en el que se originan y al que se destinan
la gran mayoría de los viajes "internos", que no son de paso ni naciona-
les; d) ocupar el ámbito geográfico que ofrezca actividades complementa-
rias a la malla urbana y e) ofrecer suficiente territorio de reserva
para un desahogado crecimiento futuro.
Para la delimitación concreta de las subregiones, bajo estos objetivos
de planeamiento, se ha de considerar a la subregión como aquella unidad
espacial contigua a la ciudad-central y accesible desde ésta, que permi-
te anticipar los futuros acontecimientos sobre las necesidades de suelo
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residencial, industria], equipamiento de infraestructuras, etc. del
Área Metropolitana en un horizonte de 15 a 30 años. Por tanto, dicha
delimitación debe efectuarse a partir de indicadores de interacción
y de estructura física del territorio de modo que permitan observar
con un margen de seguridad las necesidades espaciales de la futura Área
Metropolitana. Para ello, pueden seguirse, fundamentalmente, dos cami-
nos :
1-- El espacio geográfico continuo formado por las isócronas de 60
minutos -caso de Madrid, por ejemplo--en el tráfico por carretera desde
la ciudad-central, garantizando la accesibilidad y la interacción.
2.- El Área Metropolitana, prevista para el horizonte temporal de
15 a 30 años señalado anteriormente, de acuerdo con los criterios con-
vencionales establecidos internacionalmente y las proyecciones de pobla-
ción estimadas para cada unidad locacional.
En el primer caso, el método que se sigue habitualmente para establecer
las isócronas es bastante simple y se basa en considerar los tiempos
promedios de recorrido por carretera según su categoría y congestión
de las distintas vías de acceso que irradian de la ciudad central. Pue-
den distinguirse dos tipos de isócronas, las correspondientes a un día
normal de tráfico y las de un día congestionado. También pueden estimar-
se las isócronas de un cuarto de hora, media hora, tres cuartos de hora,
donde, cada una de ellas, en cierto modo, puede servir para establecer
los distintos niveles de intensidad en las necesidades del planeamiento
de la subregión, que queda definida por la isócrona de 60 minutos. Ade-
más, en algunas relaciones, especialmente si afectan a capas sociales
de bajos ingresos, pasan también en los desplazamientos consideraciones
no sólo de tiempo, sino de precio de desplazamiento. Por ello, junto
con el mapa de isócronas de los distintos ejes de comunicación (autopis-
tas, carreteras, vías férreas...) puede tener interés un mapa de isopre-
cios (isodópanas) esgún los distintos medios de transporte.
En el segundo caso, dadas las dificultades existentes para la aplicación
-y
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práctica de una teoría general, de crecimiento urbano (85) , debe buscarse
una estructura operativa adecuada. En este sentido, un método puede
ser el de que para cada nivel de análisis ce defina una hipótesis sobre
el crecimiento de la magnitud total de población y otra hipótesis sobre
la estructura de su distribución espacial. Esto permite, por un lado,
relacionar la dinámica de la población en cada unidad espacial de análi-
sis con la dinámica de las unidades espaciales superiores (la región
con la nación, la subregión con la nación y la región y el municipio
urbano con la subregión y la región) y, por otro lado, que las variables
de cada hipótesis se puedan cuantificar distintamente según el grado
de desagregación espacial de la información obtenida para cada una de
ellas (86).
Por tanto, se establece una primera hipótesis de dimensión sobre la
dinámica de la magnitud total de población para cada uno de los niveles
de desagregación espacial y una segunda hipótesis de asentamiento sobre
la dinámica del asentamiento y distribución espacial de la población
de cada nivel.
Para la primera hipótesis, se considera al crecimiento de la población
de un área como subsistema de crecimiento de la población de la nación,
siguiendo un modelo de crecimiento alométrico (87).
Para la segunda hipótesis, se considera la ley de Colin Clark (88) sobre
la distribución de las densidades de población en un área metropolitana
*
o urbana, que establece que las densidades de asentamiento de la pobla-
ción en los puntos de un área demográfica son inversamente proporciona-
les a su distancia del centro de gravedad de la misma, según ejes y
subejes de crecimiento que se configuran a lo largo de sus principales
vías de comunicación (accesibilidad). *
En nuestro país, estos métodos han sido aplicados al caso del Área Me-
tropolitana de Madrid.
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13. MÉTODOS MULTIVARIANTLiS
Como se sabe, una de las bases de la filosofía de la ciencia es la acep-
tación del axioma de clasificación: hay grupos de objetos (en este caso,
fenómenos económicos), que pueden ser tratados como una única unidad
con el propósito de efectuar generalizaciones válidas sobre su comporta-
miento.
Existen dos razones básicas que justifican el.proceso de clasificación.
Una, de la reducción del elevado número de individuos a un pequeño núme-
ro de grupos, que facilite la descripción y análisis de aquellos. Otra,
que comprende la definición de las diferentes clases de fenómenos.
Es evidente que son posibles múltiples y diferentes clasificaciones,
según el objetivo que se persiga en el estudio. El objeto de los proce-
dimientos de clasificación es el de proporcionar un agrupamiento válido
para la actividad científica. Por tanto, se deben determinar con el
necesario rigor los criterios de clasificación y", posteriormente, los
objetos medidos deben ser clasificados en grupos o clases.
Los procedimientos que se pueden emplear son muy numerosos y diversos.
El criterio de elección debe guiarse, fundamentalmente, por la naturale-
za de los objetos estudiados, por su medida y por los fines de la clasi-
ficación.
*
En síntesis, el proceso de clasificación plantea tres problemas métodos-
lógicos fundamentales. Primero, la elección de las variables, que es
responsabilidad del analista regional y que, básicamente, depende del
nivel de sus conocimientos. Segundo, la determinación de una distancia
taxonómica: una de las más utilizadas es la distancia euclidiana, pero
si las variables no siguen una distribución normal es preferible utili-
zar la distancia generalizada de Mehalabis u otras; y, tercero, definir
un procedimiento de agrupación (89).
Estos son, en suma, los problemas que vamos a tratar en las páginas
que siguen.
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En donde primero se utilizó el nnálisis factorial fue en la rcgionaliza-
ción homogéivea. La utilización de tal metodología en la regionalización
funcional fue posterior y en raras ocasiones. La razón posiblemente
resida en qv.e la regionalización funcional -como es bien sabido-, hay
que definirla generalmente en términos de flujos y el método del análi-
sis factorial no parece el más adecuado para operar con ellos.
•Uno de los primeros estudios es el de Russett (90), que -aplica el análi-
sis factorial a una matriz que contiene medidas estandarizadas de flu-
jos y obtiene las regiones funcionales a través del "factor loading"
resultante. Los datos de flujos utilizados fueron flujos internacionales
de mercancías. Este método, si bien no parte de una jerarquía de inte-
rrelaciones preestablecida, considera, no obstante, únicamente las rela-
ciones directas entre entidades.
La aplicación más relevante fue la de Berry (91). Dadas "n" entidades
locacionales y "in" tipos de flujos entre ellas, podemos construir una
2
matriz de orden (n - n) x m. El procedimiento consiste1 simplemente en
reemplazar áreas u observaciones por pares o diadas de observaciones
entre los que se desplazan los flujos y utilizar como características
los tipos de flujos (92). Aplicado- el análisis factorial a una matriz
tal, se obtienen regiones funcionales, aunque no nodales. Aunque Berry
en su artículo no lo detalle, parece que la dificultad del método reside
en la aplicación de la distancia euclidiana entre "pares de pares de
áreas" y en la construcción del "linkage tree".
Posteriormente Davies (93) aplicó el método a una matriz de viajes casa-
trabajo, logrando superar algunos inconvenientes planteados por la apli-
cación del método factorial a una matriz de flujos.
Otro caso es el de la determinación de las estructuras funcionales del
centro de Londres, realizado por medio del estudio de los flujos de
taxis (94). Las estructuras funcionales se obtuvieron como producto
de la aplicación del- análisis factorial a una matriz de coeficientes
de correlación obtenida a partir de una matriz de flujos origen-destino.
• /
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Las cinco regiones funcionales obtenidas reflejan los diferentes niveles
de interacción que presentan las entidades locacionales con similares
orígenes o destinos respecto al sistema total.
Por otra parte, Ronald Ng. (95) definió, utilizando también el análisis
factorial, regiones funcionales por medio de flujos migratorios. Y Da*
vies (96) realizó un análisis del modo Q para analizar los flujos entre
-108 unidades locacionales y 40 centros comerciales en el Sur de Gales;
así como un análisis factorial de una matriz de flujos interurbanos
de 15 mercancías entre 17 puntos urbanos (97),
Los ejemplos anteriores, en principio, no requieren una noción a priori
de la forma de las relaciones entre las unidades locacionales. Un aspec-
to negativo de este método es que únicamente tiene en cuenta ]os flujos
directos, pero no los indirectos. También podría ser criticado en el
sentido de que no está claro que permita ir más allá de la regionaliza-
ción funcional y sea capaz de determinar regiones nodales.
Conocemos dos intentos en ese sentido. El de Aznar (98), que intenta
hallar las regiones nodales españolas. Y el de García i Lleó (99), para
hacer lo mismo en el caso de Cataluña.
En el primer caso, no se emplean los flujos como información básica,
sino los componentes deducidos de un análisis de componentes principa-
les. Para llegar a una regionalización nodal se seleccionan, primero,
las provincias-centro (en este caso, las unidades básicas son las pro^-
vincias) y, después, se agrupan las restantes alrededor de aquéllas,
según se viesen afectadas por los servicios de uno u otro centro. La
selección de las provincias-centro se hace atendiendo a las observacio-
nes de dos de los componentes hallados, considerándose como tales a
aquellas provincias con observaciones positivas en uno o en los dos
componentes. Para la agrupación de provincias, lógicamente se tiene
en cuenta la restricción de contigüidad, porque es lógico pensar que
los efectos externos que genera una provincia afectan más a las que
son contiguas a la misma que otras más alejadas. El criterio seguido
nos parece más discutible, ya que previa la utilización de los valores
de los componentes, habría que avaluar si estos realmente representan
una amplia gama de variables que permitan, 'por su naturaleza, afirmar
si aquella provincia es <o no un nodo. Un intento similar, ¡jara determi-
nar los "centros de crecimiento" y los "centros estabilizados", fue
llevado a cabo por Zagozdzon en Polonia (100).
En el segundo caso, se i-ealizan dos análisis de correspondencias sobre
dos matrices, que contienen dos tipos de relaciones entre comarcas.
Uno, el tiempo en coche por carretera, para examinar el grado de accesi-
bilidad diferencial. Y otro, el flujo población-empleo.. El inconveniente
principal -que los mismos autores reconocen- es la falta de información
fiable sobre los datos requeridos; por eso, los resultados obtenidos
carecen de una calibración rigurosa.
Sin embargo, los trabajes más arriba mencionados adolecen de un defecto
importante: la utilización de rotaciones de carácter ortogonal, que
producen factores no correlacionados 6 independientes, y, por tanto,
impiden la obtención de una regionalización jerárquicamente estructural.
Se necesita, en consecuencia, un método que permita conseguir dos cosas:
una, factores correlacionados y, dos, la delimitación de regiones de
diferentes órdenes o niveles jerárquicos. Este método es el relativo
a una rotación oblicua de los factores, aplicado recientemente por Na-
der (101) en la regionalización nodal de la provincia canadiense de
Saskatchewan.
14. MÉTODOS BASADOS EN EL CONCEPTO DE DISTANCIA FUNCIONAL
Como hemos subrayado en el epígrafe anterior, en el proceso de regiona-
lización, un problema fundamental a resolver es la definición de una
distancia taxonómica. En efecto, las interacciones entre los diferentes
puntos se miden a través de un índice derivado del concepto de distancia
funcional. Existen -que sepamos- dos maneras de medir la distancia fun-
cional: el análisis de la matriz de tiempo medio de primer paso de una
cadena de Markov regular (102) y el método de Keane (103).
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El concepto de distancia funcional se deduce d¿ la posibilidad teórica
de representación cartográfica en un espacio unidimensional de n propie-
dades o características de cada una de las unidades que componen el
sistema. Es posible calcular una medida de la distancia que separa cual-
quier par de puntos, de modo que del efecto total de las propiedades
de cada área se deduzca su propensión a interaccionarse con las demás
entidades. Un conjunto de interacciones de un sistema de entidades loca-
cionales puede representarse por medio de un grafo, cuyos vértices se^n
las entidades y los arcos direccionales que unen dichos vértices sean
la dirección e intensidad de las interacciones.
Brown y Horton (104) señalan que una medida de distancia funcional debe
tener en cuenta las siguientes propiedades de un grafo:
a) las conexiones entre los vértices o nodos son tanto directas como
indirectas.
b) las conexiones internodales no son ^generalmente ni simétricas
ni reflexivas.
c) dichas conexiones están caracterizadas por un orden o jerarquía,
que es expresión de la asimetría, por lo que existe una importancia
relativa de un nodo respecto a otro.
Esto mismo implica que una medida de distancia funcional debe proporcio-
nar la identificación de tal jerarquía; pero de manera que no se requie-
ran supuestos apriorísticos del rango o importancia de cada nodo respec-
to a los demás. Y dado que dicha medida se utiliza como variable depen-
diente para determinar las características sobre la interacción de las
áreas, la distancia funcional únicamente deb*ería basarse en los fenóme-
nos de interacción y no en cualquier otro tipo de variables.
Por otra parte -como ya se ha dicho- una región nodal está formada por
un grupo de lugares que tiene más conexión entre sí de la que tienen
con otra- región y puede definirse por un nodo que ejerce un papel domi-
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nante, por lo que puede establecerse la noción de orden o jerarquía.
Un conjunto de regiones nodales constituye. una región funcional, que
sería una gran región centrada en una metrópoli, nacional o regional,
con una serie de dependencias que siguen una jerarquía determinada.
Pues bien, el problema de la definición y delimitación de regiones debe
reunir las siguientes características (105):
1. Deberá identificar las jerarquías, las regiones nodales y funcio-
nales como entidades relacionadas.
2. Deberá tener en cuenta tanto las relacionen o conexiones directas
como las indirectas entre una unidad locacional y otra.
3. No deberán hacerse supuestos a priori respecto a la jerarquía
de los lugares; esto es, la jerarquía debe producirse endógenamente,
a partir de los propios datos que estemos analizando.
4. No se partirá de la hipótesis de simetría y reflexividad. Puede
existir tal hipótesis excepcionalmente, pero la regla general es la
asimetría y la transitividad.
5. Deberán utilizarse medidas estandarizadas, de tal forma que puedan
hacerse en el mismo ámbito del sistema comparaciones entre pares de
lugares.
•
6. No deberá restringirse la clasificación de una entidad locacional
en una única región nodal o funcional.
En definitiva, se trata de analizar una colección o conjunto de núcleos
en interacción, de todos los niveles jerárquicos, que forman subsistemas
dentro del sistema total de núcleos urbanos. En el caso de flujos direc-
tos, una simple visualización de la matriz puede ofrecernos inmediata-
mente resultados bastante interesantes. La suma de las columnas de los
flujos recibidos nos indicará una jerarquía aproximada de los núcleos.
En las filas, puede observarse la dirección del flujo más importante,
determinándose de este modo el flujo dominante.
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Pero, como debemos considerar tanto los flujos directos como indirectos,
sean simétricos o no, y en general las 6 características citadas, el
método más apropiado es el aiv'disis de la matriz de "tiempo medio de
primer paso" (MFPT = "Mean First Passage Times") de una cadena de Mdrkov
para el cálculo de la distancio funcional y. el cálculo del vector de
equilibrio para la identificación de la jerarquía.
La premisa fundamental del método es que se trata de un proceso estocás-
tico Markoviano, en el que el estado del sistema en un momento del tiem-
po t+1 (interacciones entre nodos) depende totalmente del estado del
sistema en el momento t, dados todos los demás estados anteriores (106).
Una cadena de Markov finita es un modelo matemático -cuya exposición
formalizada efectuamos en el Apéndice Bjr que describe un cierto tipo
de procesos que van moviéndose en un número de pasos o transiciones
de un conjunto finito de estados. Cuando el proceso se encuentra en
un estado cualquiera i, existe una probabilidad P.. de que en el si-
guiente paso esté en j. La matriz P = (P. . ), cuyos términos expresan
dicha probabilidad, es la denominada matriz-de probabilidades de transi-
ción, que tiene las propiedades de que sus términos son siempre positi-
vos o nulos y la suma de los elementos de una fila es igual a la unidad.
La matriz MFPT de una cadena de Markov regular, además de definir analí-
ticamente a dicha cadena de Markov con el mínimo posible de información,
es una medida válida de distancia funcional entre pares de entidades
locacionales y. además, cumple con las 6 características anteriormente
señaladas.
Las probabilidades de transición indican la probabilidad de que determi-
nado nodo se intéraccione con todos los restantes y un elemento f. . ,
de la matriz MFPT representa, en términos de regionalización, el número
medio de pasos que se necesitan para que un ítem situado en un nodo
"i" alcance otro " j " , considerando tanto las ligazones directas como
las indirectas. Es decir, se trataría del número medio de interacciones
que serían necesarias a un elemento situado en un nodo para que alcance
otro, teniendo en cuenta que existen relaciones directas e indirectas
entre los nodos.
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En el contexto del problema de la regionalización, la matriz de "tiempo
medio de primer paso", no tiene un signif j.caüo en términos del inundo
real, pero constituye una medida abstracta o Índice de distancia funcio-
nal entre dos nodos.
Una vez obtenida la matriz de "tiempo medio de primer paso", se pueden
determinar las regiones funcionales analizando los elementos de dicha
matriz; pero debido a las grandes dimensiones de las matrices con que
normalmente se trabaja es preciso emplear algún algoritmo de agrupación
multivariante, que nos permita agrupar valores semejantes. Los valores
relativamente semejantes en alguna columna " j " indican que el nodo " j "
pertenece a la misma estructura funcional que los elementos con valores
semejantes. La utilización de dicho algoritmo -que, como veremos en
su momento, hay muchos y de diverso tipo- no tolo permite obtener unida-
des regionales, sino que dichas agrupaciones sean óptimas.
Se puede decir que en un sistema fuertemente conexo, los valores de
cualquier columna j de la matriz de MFPT son relativamente similares;
es decir, MFPT.¡ - ~ MFPT , característica ésta que indica esencialmente
J — kj
la existencia de una única región funcional. Debido también a esta pro-
piedad, calculando la media aritmética de cada columna como valor repre-
sentativo de la mísma, se obtiene una jerarquía u" orden relativo de
cada entidad locacional con respecto a las demás entidades. Si el siste-
ma es medianamente o poco conexo (caso de Galicia), la estructura de
la matriz de MFPT es diferentes: solamente para algunos orígenes i se
verifica que los valores a lo largo de cualquier columna j son pareci-
dos, mientras que para los demás orígenes los valores son de distinta
magnitud. Se considera, entonces, que los primeros orígenes constituyen
una agrupación funcional, en tanto que los últimos quedan fuera de esta
región.
En lo que concierne a la determinación de los nodos hay que partir de
los valores de los elementos de la matriz MFPT, que son indicativos
de la jerarquía entre núcleos. A menor valor (menor número de pasos
para interaccionar los elementos situados en los nodos) mayor jerarquía
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del núcleo. A partir de la propiedad por la que los resultados de la
matriz están en función de todo el sistema (y, por tanto, se trata de
valore:-, relativos) otra forma de definir los nodos es aplicando de nuevo
las cadenas de Markov a las submatriccs que representan cada una de
las regiones funcionales ya definidas, y entonces se considera a és-
tas como un sistema único, identificando más fácilmente la jerarquía
de nodos. Complementariamente a estos criterios, podría calcularse
la distribución de equilibrio (varianza de .los valores de las colum-
nas) que constituye la probabilidad inedia de que un elemento cual-
quiera situado en cualquier nodo, vaya a cada uno de los nodos res-
tantes, y, a su vez, un indicador de la jerarquía absoluta.
Si los valores de los elementos columna son Z. . (que representan la
interacción entre los puntos i y j y el ^  rango de i respecto a j) y
Z. . .$1-1.0 significa que el punto i puede pertenecer a la región que
tiene por nodo el punto j, siempre y cuando el rango de i sea menor
que el rango de j. Aunque el valor -1 es arbitrario, asegura la apli-
cación de un criterio similar para la delimitación de cada región no-
dal j (107).
En síntesis, el proceso analítico de la regionalización funcional y
nodal puede representarse por medio del diagrama de la Figura 1.
Por' último, obsérvese que este método es bastante comparable al de la
teoría de grafos. Aunque cabe destacar dos ventajas importantes a su
favor: primera, permite recoger tres aspectos priraprdiales del aná-
lisis espacial, que son la interacción entre diferentes lugares, su
asimetría y transitividad; segunda, ofrece una jerarquización de los
diferentes puntos de una región funcional o nodal; aunque padece de
los mismos defectos: solamente permite utilizar una única medida de
interacción y existen problemas en el tratamiento de' los flujos indi-
rectos (109).
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Matriz de flujo
zzrz
Distancia funcional.
Análisis'de 1^ cadena
de Markov.
Matriz I-'.FPT
Regionalización funcional.
Agrupación multivariante con
i = observaciones; j = variables
Una región funcional
(MFPTij ~ MFPTkj; pa
ra todo i, k.
Dos o más regione
nales (MFPTij 7
para algunos i,k.
funci£
Tratar cada región
funcional separada
mente.
Tratar todas las
regiones funcio-
nales simultanea
mente.
Partición de la matriz de
flujos y computar por se-
parado la MFPT, una matriz
para cada región funcional.
Análisis jerárquico
por agrupamiento —
multivariante con -
i = variables y j =
observaciones.
Proceso alternativos del
análisis jerárquico (1) -
Clasificación en base a -
la media de MFPT para ca-
da j (2) Clasificación en
base al vector de equili-
brio de la cadena de Mar-
kov.
Análisis jerárquico.
Agrupamiento mu]tiva
riante con i = varia
bJ.es; j = observacio
nes.
Análisis de la regió nodal:
(1) Estandarizar MFPT para
cada j.
(2) Asignar i a una región
nodal j, si el rango i<ran
go j y Zij < -1.0.
Análisis de la región nodal:
(1) Estandarizar MFPT para -
cada j.
(2) Asignar i a una región -
nodal j, si el rango i < ran
go j y Zij < -1.0.
FIGURA 1. DIAGRAMA DEL PROCESO DE REGIONALIZACION FUNCIONAL Y NQDAI,
FUENTE : BROWN Y HOLMES (108)~
~^ ~ /
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Las aplicaciones de ente método -en la delimitación de regiones funcio-
nales y nodalr.-Ej- se han llevado a cabo por Rrown y Holmes (110), par-
tiendo de los dato:; de desplazamientos al lugar de trabajo en 107 cen-
tros urbanos de Derbychire, Nottinghamshiré y V/ost Riding de Yorkshire;
por Faissol y Oliveira (111), en Brasil, utilizando flujos de emigración
y los flujos de viajeros por avión entre 10 metrópolis brasileñas; y
en España, se ha aplicado en dos ocasiones. Una, por Clusa y Racionero
por encargo de Coplaco (112), para la delimitación de las comarcas fun-
cionales de la subregión de Madrid, utilizando flujos de llamadas tele-
fónicas y, otra, por Russines y Pascual (113), que utilizaron los mismos
datos que en el caso anterior, pero esta vez para la obtención de las
regiones funcionales de España, considerando como unidad básica la pro-
vincia. --•
14.2. MÉTODO DE KEANE
En fechas recientes, Keane (114) propuso un método -que este mismo autor
aplicó a la - regionalización de British Columbia utilizando los flujos
de llamadas telefónicas- para medir la distancia funcional.
Consideremos un cojunto de "n" áreas o entidades locacionales con sus
interacciones mutuas, que podemos expresar en una matriz (T) de orden
n x n; donde t¿j representa el volumen de interacciones desde el área
i a la j, siendo t ü igual a cero por hipótesis. •
La matriz T podemos transformarla en otra F de las distancias funciona-
les, por medio de las siguientes ecuaciones
_
 = 1 _ _ J i i _ ; i.J = 1.2-..n . (1)
1 J
 TZ1 ÍJ
F.. = 0 (2)
n
Estas transformaciones indican, en primer lugar, que la distancia de
un área i a esa misma área i es nula y, en segundo lugar, que si el
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volumen de interacciones t]f- un área i i\ otra j, t.., efi menor que e]
volumen de interacciones de i a K, t entonces la distancia funcional
del área i a la j, F , es mayor que la distancia de i a k, F . Propie-
dades que serán útiles en los procedimientos de agregación usados para
la obtención de los "cluster" regionales.
El algoritmo empleado para agregar las áreas en regiones nodales es
el denominado "p-median-problem", que puede ser definido como sigue:
Consideremos un grafo G, con un conjunto de vórtices V y un conjunto
de relaciones directas B, tal que cada relación» b. B, une dos vértices.
A cada relación, b. , se asocia una ponderación w. . Si VT es un subcon-
i i P
junto de p vértices, V e V, entonces el conjunto de relaciones que co-
necta los vértices, V. , V . $ V , siendo.-los vértices en V representa—
dos por B ..
Pues bien, el "p-median problem*' se trata de encontrar el conjunto de
p vértices, V , de tal modo que se minimicep
[min(W. para cada b. B .)] (3)
¿ i i j
V.e V
J P
o, en otras palabras, tenemos que elegir p vértices y asignar cada vér-
tice no elegido a un vértice ya elegido. Un coste en el que se incurre
es en la asignación de un vértice no elegido, igual a la ponderación
W. de la relación que une dos vértices. La solución "p-median" es el
conjunto de p vértices que minimiza la suma de costes de asignación.
En realidad, el "p-median problem11 forma parte de una problemática más
amplia, que es la relativa a la asignación de localización (115).
Han sido propuestos varios métodos para resolver este_problema. En gene-
ral, son soluciones de tipo heurístico y garantizan solamente resultados
cercanos al óptimo.
El "p-median problem" puede ser representado por una matriz cuadrada
(D) donde el elemento en la fila i y en la columna j, d , es el coste -
de asignar el vértice i al vértice j. Un conjunto cualquiera de p vérti-
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ees, V,. está representado por las correspondientes p columnas de (D).
Dado que cada vértice V. debe ser asignado -a uno de los p vértices,
Vi £ Vp' Vi °;4 a s i S n a c í o al V. E v que minimiza el coste de asignación.
Dado que esos costes se encuentran en las filas i de la matriz (D) y
en las columnas correspondientes a los vértices en V , entonces V. es
P x
asignado a V. e V que tiene elmenor d... Si V también representa el
J P ]j p
número de vértices en V , entonces el coste de asignación para V. ,
m. , es
m? = min (d..) (4)
1J
Si N es el número total de vértices, entonces el coste total de asigna-
ción, M, para V es
n n
N = E m? = I [min (d. .)1 ; (5)
De este modo, el "p-median problem" se reduce a hallar las p columnas
de D que minimiza M .
A efectos del problema de la regionalizaciÓn, la matriz D es sustituida
por la matriz F de distancias funcionales. Entonces, el problema se
plantea en términos de la elección de p centros, V. e V , y asignar
los restantes (N-p) centros a uno de los ya elegidos. Cada V. e V es
asignado al V. c V que minimice la distancia funcional. Por lo tanto,
el algoritmo permite especificar el número de centros, es decir, el
conjunto V , y luego derivar las regiones nodales en base a las distan-
cias funcionales.
El problema que ahora se plantea es cómo identificar la agregación ópti-
ma. Es necesario, por consiguiente, definir qué se entiende por agrega-
ción óptima.
Supongamos que definimos un conjunto de medidas, R, donde r es un ele-
mento de R y representa una medida del criterio i, siendo i = 1,2.
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Keane distingue entre agregaciones "eficientes" e "ineficientes". Un,?
agregación "eficiente" puede definirlo del siguiente modo: sea R un
conjunto de medidas para una agregación particular F F e F, y r es -
un elemento típico de R , entonces' si no existe otra agregación posible
tal que cada elemento sea igual o mayor, con al menos uno mayor que
el correspondiente elemento de R , entonces la agregación F puede defi-
nirse como eficiente. Por el contrario, si otra agregación F , producto-
de un conjunto de medidas R tal que todos los r > r,. (i=l,2) y al me-
p pi di
nos un r n-
> r
r f i> entonces F es ineficiente. Obviamente, para encontrar
la agregación óptima podemos excluir ya las agregaciones definidas como
ineficientes. En consecuencia, la agregación óptima podrá definirse
como aquella que permite que cada criterio sea satisfecho tan ajustada-
mente como sea posible.
Como es bien sabido, el objetivo general de la construcción de un siste-
ma de regiones es generar unidades que posean un máximo de separación
entre ellas. Es decir, como ya se ha señalado en otras ocasiones, el
objetivo deseado es obtener un conjunto de regiones, de modo que los
miembros de una misma región sean lo más similares posible (entendiendo
la similitud entre áreas en una región nodal como aquellas que están
dominadas por un mismo nodo) y los miembros de distintas regiones lo
más disimilares o diferentes posible. El grado de disimilitud puede
medirse en términos de la distancia total Mp. Como es obvio, el grado
de desimilitud máximo se alcanza 'cuando cada área es su propia región.
Entonces, M = 0 . Inversamente, la regionalización es menos disímil
P
cuando todas las áreas se combinan en una sola región: M tiene un valor
máximo.
Definamos un índice de nodalidad, a , donde a . es el valor de a corres-
pondiente a la agregación típica i, en el cqnjunto de todas las agrega-
ciones posibles F. a. se define como
M .
a. = 1 - rr; Í— (6)
i max(M .)
donde maxfM ) es el valor máximo que M puede alcanzar para un valor
pi P
de N. Para un valor de N, max(M .) se obtiene cuando el número de regio-
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nes es la unidad. El índice de nodalidad tiene la propiedad a.= 0, cuan-
do todas las áreas están agrupadas en uno. única región; y a . = 1, cuando
cada región comprende una sola área.
Desde el punto de vista de la planificación regional es preferible dis-
poner de un sistema simple y sencillo de regiones. Y cuanto más reducido
en número, mejor (116). Por esta razón, es conveniente que veamos un
'método que nos pcrrr.ita llegar a tal conclusión.
Definamos un índice B de agregación. Del mismo modo que anteriormente,
expresemos por B. el valor de 6 que corresponde a la agregación típica,
i, en el conjunto de todas las agregaciones posibles 3. 3. viene definida
(N-l)
siendo A. el tamaño medio de la región (que podríamos medir por el núme-
ro medio de áreas por cada región) en- la agregación i. Podemos usar
la media aritmética
A = N
i
K •
donde K es el número de regiones.
B. tiene la propiedad de que 0< B. < 1, siendo B . = ¿ cuando todas las-
áreas son una única región: éste sería el sistema de regiones más sim-
ple. B.= 0, cuando cada área es una región separada.
i
Finalmente, para elegir la agregación óptima, se definen convenientemen-
te dos ratios r y r , de modo que el máximo valor sea 1 y el mínimo
0. El máximo valor corresponde a la agregación óptima y el mínimo a
la peor. Estas características permiten hacer diferentes agregaciones,
evaluables por una distancia D, definida por
D =
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Evidentemente, la agregación óptima es aquélla que tiene el valor míni-
mo de D.
Es obvio que la elección de un criterio óptimo de agregación es arbitra-
ria y que otras muchas son posibles. En cualquier caso, la mayor o menor
bondad del criterio elegido está en función del objetivo perseguido
en la regionalización.
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CAPITULO X.-UN INTENTO DK SINTÁIS DK1. Phf.'CKGO ni', REGIONAL]ZACTOH
El objeto de este capítulo será el de tratar algunas cuestiones qui-
nos permitan sintetizar el largo proceso de regionalizución. Por consi-
guiente, pretendemos establecer un marco conceptual y analítico, que
nos permita más adelante df.finir adecuadamente un modelo de regionaliza-
ción de Galicia.
1. LA REGIÓN AHISOTROPICA
El término "anisotrópico" (1) se atribuye a aquella región cuyos espa-
cios están fuertemente estructurados, pero cuya organización no es ni
homogénea ni polarizada, sino que se ordenan siguiendo uno o más ejes
espaciales privilegiados. Tal ordenación se efectúa sobre la base de
una adecuación o correlación fuerte entre la estructura espacial y Ja
estructura funcional de la región; estructura funcional que se atribuye
tanto a las actividades sociales y económicas como físicas. Así, los
ríos, los sistemas de transporte, etc. pueden representar frecuentemente
bases sólidas para el desarrollo de regiones anisotrópicas.
De otra parte, de acuerdo con la consideración sistémica que hemos hecho
de' otros conceptos de región (.2), asimilaremos la región anisotrópica
a un sistema abierto y dependiente de su entorno, con el que mantiene
numerosas e intensas relaciones. El entorno pasivo, tjue sufre la acción
del sistema regional, es mucho menos vasto que el entorno activo, que
actúa sobre la región. La formación y desarrollo de la anisotropía son
producto de fuerzas económicas exógenas de cierto carácter colonial,
dependientes de centros de decisión externos a la región. Las relaciones
o intercambios, a la inversa de la región polarizada, se hacen sobre
todo en el sentido entorno-región; aunque, la endotropía de la región
anisotrópica es menos • fuerte que la de la región homogénea (la región
anisotrópica puede enviar hacia su entorno población, capitales y mer-
cancías poco elaboradas).
La región anisotrópica está estructurada per un eje mayor o dominante,
- 492 -
por el que circulan importantes flujos que- ] e permiten alcanzar un equi-
librio dinámico. Estos flujos, asimétricos, son los que están en el
origen de las desigualdades funcionales, que se traducen en la formación
de jerarquías y de fuertes disparidades .espaciales. En las regiones
anisotrópicas, la oposición espacio central-espacio periférico es máxi-
ma. Las relaciones o flujos, como en la región polarizada, son los pro-
pios de un sistema autor-regulado con bucles positivos, que refuerzan
constantemente las estructuras funcionales y espaciales.
La región anisotróp^ca puede ser descompuesta en subsistemas polariza-
dos, cuya especificidad es la de estar unidos a través de un eje estruc-
turante; de manera que entre el eje y los subsistemas se desarrollan
bucles de retroalimentacion positivas: el eje es inducido por el desa-
rrollo de los polos, y, éstos a su vez, son una producción, parcialmente
al menos, de aquél. Además, los bucles o interrelaciones vienen dados
en serie a lo largo del eje. Los restantes subsistemas espaciales, exte-
riores al eje, mantienen relativamente pocas relaciones entre ellos
y están condenados a convertirse en espacios residuales y marginales,
en vías de abandono, replegados sobre sí mismos y "colonizados" por
fuerzas exógenas. La única vía de integración espacial posible de estos
subsistemas marginales es a través de los ejes estructurantes, por rela-
ciones en serie y paralelo. Los bucles en interacción y retroalimenta-
cion están reservados a los subsistemas no marginados, que mantienen
actividades importantes.
En síntesis, la región anisotrópica es un sistema con sus propias le-
yes, perfectamente diferenciables de aquellas pertenecientes a la región
homogénea y funcional. De la misma manera que en la región funcional
su estructura es irreversible -salvo si suceden acontecimientos radica-
les- debido a que los bucles de retroalimentacion son positivos y acumu-
lativos; pero su unidad o cohesión regional y su integración espacial,
es menos fuerte que en aquélla porque sus bucles entre los subsistemas
se establecen en serie ó en paralelo.
Finalmente, en la medida que una región anisotrópica puede ser contem-
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piada corno una red que se organiza a lo largo de un eje estructurante,
no es difícil j niar.lnar que los modelos de grafos y polígrafos puedan
adaptarse adecuadamente a nuestro concepto. Debe advertirse, además,
que, como en los casos de la región homogénea y polarizada, la formación
de esta región es un proceso de difusión (3)' por vecindad y jerarquía,
ordenado por la presencia do un eje o línea dominante.
Por lo tanto, una región anisotrópica puede ser representada por un
grafo y por su "matriz incidente" correspondiente, donde cada polo es
un nudo del grafo y las relaciones entre los diferentes nudos son arcos.
Entre los diferentes nudos pueden definirse diferentes distancias, que
expresan las 'longitudes más cortas entre dos nudos. En consecuencia,
para cada grafo es posible establecer uní matriz de distancias.
Por otra parte, en toda red anisotrópica o polar existen nudos centrales
y periféricos, que nos permiten caracterizar la estructura espacial
de la región. Para la medición del carácter central o periférico de
un nudo pueden utilizarse diversos índices, que tienen en cuenta el
grado de accesibilidad de los puntos de la red (4) y son definidos por
la suma de los arcos que entran o salen de un nodo (es decir, la suma
de las líneas -filas o columnas- de la matriz); así como también existen
índices de conectividad o número mínimo de arcos que es preciso sustraer
a un grafo para que se vuelva no conexo.
Además, la forma de un grafo puede medirse por su* diámetro o número
de arcos existentes entre los nudos más alejados, lo que permite cuanti-
ficar la dispersión de los pun-tos centrales de un espacio regional (5).
2. LA "GENERAL FÍELO THEORY" DE BERRY
Hasta ahora, las regiones se han clasificado fundamentalmente en tres
grupos: las regiones homogéneas, las regiones funcionales y las regiones
anisotropicas, cada una con características bien definidas. El intento -
de Berry (6) se centra en la integración de los dos conceptos de regio-
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nes (homocríneas y funcionales), derivado a partir de la "observación
de que el uso de idénticos procedimientos de taxonomía numérica pueden
conducir a una regionalización óptima". El resultado, utilizando ios
conceptos del análisis de sistemas (7), sr*rá el desarrollo de una "gene-
ral ficld theory of spatial behavior".
La "General field theory" imp]ica un sistema espacial que comprende
las unidades locacionales, las características de esas unidades (propias
de la regionalización homogénea) y las interacciones entre ellas (o
flujos de la regionalización funcional y nodal). Dadas "n" unidades
locacionales, "a" características e "y" interacciones se pueden definir
cuatro matrices:
a) "Matriz de atributos", que describe el estado del sistema. Cada
unidad está caracterizada por una combinación determinada de atributos
o características. Es una matriz de orden (n x a) . que puede producir
una regionalización homogénea.
b) "Matriz de estructura", de orden (n x s), donde "s" es el número
de factores que se han considerado significativos al aplicar un análisis
factorial a la "matriz de atributos". Se le denomina "matriz de estruc-
tura", porque los factores revelan la estructura subyacente a la "matriz
de atributos" o matriz original de datos.
c) "Matriz de interacción", que representa el conjunto de conexiones
existentes entre las diferentes unidades locacionales. Como podemos
formar (n - n) posibles pares de lugares o unidades ("diadas") por
cada tipo de interacción, obtenemos una "matriz de interacción" de orden
o
(n - n) x y, donda y es el número de interacciones.
d) "Matriz de comportamiento", que se obtiene a partir de la "matriz
de interacción" después de aplicarle un análisis factorial. La "matriz
de comportamiento" expresa los tipos de interacciones básicos (comple-
mentaridad u otros) que dan razón del funcionamiento de la organización
funcional. Es una matriz de orden (n - n) x b, donde "b" es el número
de factores considerados relevantes.
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La "matriz de v.z truc tura11 y la "matriz de comportamiento" pueden ser
estudiadas a lo largo del tienpo, de maru.ra di'ri'áiriica. De la comparación
de sus respectivos valores, podemos deducir los posibles cambios sufri-
dos por la estructura espacial.
El problema es cóiv.o comparar ambas matrices. Para ello, Berry establece
los siguientes teoremas:
1.a. El comportamiento espacial diádico es una función de la manera
en que las estructuras espaciales caracterizan a los lugares.
b. Los cambios en el comportamiento espacial son resultado de los
cambios en el carácter de los lugares•
2.a. Las características de cualquier lugar dependen de sus relacio-
nes con otros lugares.
b. Los cambios en las interacciones espaciales dan lugar a cambios
en el carácter de los lugares.
s
La "General Field Tbeory" establece que existe una compleja interdepen-
dencia entre la estructura y el comportamiento espacial; es decir, entre
la "matriz de estructura" y la "matriz de comportamiento". Así, el teo-
rema 1.a indica que la regionalización funcional es de alguna manera
dependiente de las características de los lugares expresadas en la re-
gionalización formal o uniforme. De modo similar, el teorema l.b. mues-
tra que los cambios en la conectividad funcional son atribuidos a los
cambios en las características de los lugares.
Este tipo de interrelaciones recuerda los principios de Philbrick (8) ,
relativos a la organización funcional de las áreas espaciales, que están
interconexionadas según dos tipos de relaciones. En un caso, son rela-
ciones debidas a. la relativa homogeneidad entre ellas y, en otro caso,
son consecuencia de las relaciones funcionales.
Un cambio en el grado de similitud o de conectividad entre lugares tiene
efectos recíprocos. Existe reciprocidad de re]aciones entre la "matriz
de estructura" y la "matriz de cornpor-¡,y:niento", 3 o que indica una rela-
ción isomórfica entre la "estructura" y su "comportamiento". Por eso
mismo, Berry, en otro de sus trabajos (9), propone el análisis do corre-
lación canónica como un instrumento mót.pmático adecuado para formalizar
su "field theory". Esta técnica rnuliivariante crea pares de factores
en las dos matrices, de modo que dichos factores están máximamente co-
rrelacionados. Sucesivos conjuntos de'factores reproducen sus principa-
les dimensiones, sus características e interacciones. Cada par de vecto-
res mide la correlación máxima entre el grado de similitud y de conecti-
vidad; o lo que es lo mismo, la máxima correlación entre la regionaliza-
ción homogénea y funcional.
Si al resultado de la correlación canónica le aplicamos un algoritmo
de agrupamiento, sin la restricción de contigüidad, podemos identificar
"general fields". Si dicha restricción se mantiene, obtenemos una sínte-
sis de la regionalización uniforme y funcional: las llamadas "regiones
generales".
Las "regiones generales" relacionan diferentes niveles de homogeneidad
con diferentes niveles de la jerarquía urbana, lo que resulta de mucha
utilidad en la planificación regional.
Una de las aplicaciones más señeras del concepto y método fue realizada
por e propio Berry (10), con la finalidad de analizar la estructura
espacial de la economía de la India, partiendo de una amplia serie de
datos para más de 300 distritos, de aquel país y de 63 tipos de movimien-
tos de mercancías entre 36 áreas.
A partir de dos matrices de información básica, teniendo en cuenta las
hipótesis de la "field theory" y aplicando el análisis de correlación
canónica, estudia la estructura y el comportamiento de la economía india
deduciendo que, dentro de las cuatro regiones metropolitanas indentifi-
cadas, existen flujos entre la accesibilidad potencial y la estructura
de la economía moderna del país.
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Más recientemente, Clark (11) analizó las asociaciones entre IFJS estruc-
turas funcional y for¡:tal de Gales. Lo- dotos consistieron en los valores
obsérvanos en 5 actividades y 8 flujos para un conjunto de 72 ¿reas,
que le permitieron verificar los postulados gentiles de la "field theo-
ry"-
Por lo demás, otro intento de síntesis, de las regiones uniformes y
funcionales, lo encontramos en Stevens y Brackett (12). Estos autores
afirman que el objeto de la regionalización es el logro del "mejor"
conjunto de regiones para el desarrollo de la planificación regional.
Y ese conjunto de regiones, debe tener en cuenta de manera combinada
los aspectos de homogeneidad, nodalidad, potencial de crecimiento y
capacidad. Los autores desarrollan una técnica de ordenador, en la que
dan diferentes ponderaciones a los diversos aspectos que forman parte
de la regionalización-síntesis.
Por último, resulta conveniente destacar que el concepto de "regiones
generales", así como la "general field theory", reposa sobre la hipóte-
sis general de que una región es una estructura. En otras palabras,
es un conjunto de relaciones entre sus componentes. Estas estructuras
reflejan el "estado del sistema" (tal y como se define en la Teoría
General de los Sistemas, según se ha visto en el cap. III) y están orga-
nizadas jerárquicamente, según ciertas regularidades espaciales. Por
otra parte, dichas "regiones generales", en tanto en cuanto son siste-
mas, constituidos por estructuras organizadas y complejas, están someti-
das a fenómenos de autorregulación o retroalimentación. Tales fenómenos
son los que permiten la existencia y reproducción de aquellas regiones
o sistemas; es decir, su estabilidad y desarrollo. Por el contrario,
si los mecanismos de autorregulación no funcionan, convierten a las
regiones en sistemas inestables, a través óel segundo principio de la
termodinámica o entropía, que implica la degradación o desorden (pérdida
de organización o energía del sistema) (13).
Así, pues, una región ofrecerá un mínimo de estabilidad y desarrollo,
si es capaz de retener sus recursos naturales, su fuerza de trabajo,
las inversiones en capital, la información (cr.t---ndidn como progreso
científico y técnico), etc. que pueden ser consideradas como diferentes
formas de energía. Estas formas do eneren';! son interdependientes: toda
modificación cuantitativa o cualitativa en una de ellas tiene consecuen-
cias inmediatas o diferidas (histéresi?;) sobre las otras. Por tanto,
desde este punto de visto, el análisis de los intercambios de energía
resulta fundamental para la comprensión de 'la estructura y la evolución
de ]as regiones. Así, si una región está lo suficientemente carrada,
de modo que no se ve alcanzada por la difusión de innovaciones y la
formación de capital es débil, ce puede asegurar que su entropía es
fuerte y que, por consiguiente, se degrada o permanece estancada. En
síntesis, una región puede ser considerada como el estado de un sistema,
identificable por una estructura determinada y cuya energía puede ser
medida (14).
3
* SUBJETIVIDAD VS. OBJETIVIDAD DEL PROCESO DE REG1ONALIZACION
La controversia sobre la subjetividad u objetividad del proceso de re-
gional i zac ion viene de antiguo. Así, Inger (15) afirma que "es un su-
puesto común que las operaciones que implican números son más rigurosas
y objetivas que aquellas que implican palabras"- Por su parte, Sokal
y Sneath (16) observan .que "la objetividad de la metodología científica
es un concepto relativo". Y relativo en dos sentidos: uno, derivado
de la propia metodología y, otro, de las clasificaciones o regionaliza-
ciones obtenidas.
Resumidamente, lo" que aquí se discute es que se efectúan un conjunto
de decisiones relativas a la elección de los procedimientos de clasifi-
cación y definición de los diferentes grupos. Y dichas decisiones deben
tomarse sobre la base de una serie de ideas preconcebidas o hipótesis
de trabajo, generales a todo el quehacer científico (17). Pues bien,
el problema consiste en cuál es la naturaleza de dichas decisiones:
en qué se concreta, lo que se podría llamar, el "carácter subjetivo
de los métodos objetivos" (18).
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La adopción de decisiones en el proco so de regionali v.ncA ón gravita ew
torno a los simientes puntos, que ;-,- derivan de las etapas ÍÍL-1 análisis
que hemos seguido (19): a) matriz de datos inicie!, donde -rep<;timos-
las filas expresan las unidades 3ocacionaJ.es y las columnas las caracte-
rísticas o variables; b) normalización o estandarización de dicha matriz
de datos; c) cálculo de la matriz do correlaciones; d) aplicación de
un análisis factorial a la matriz de correlaciones y obtención de una
tabla de diferentes factores, con sus correspondientes varianzas expli-
cadas; f) medida de la distancia entre las diferentes unidades, habida
cuenta del valor en cada una de ellas de cada uno de los factores; g)
construcción de un "linkage tree'1 o árbol de ligazones y h) "corte"
a un determinado nivel del árbol de ligazones.
En las etapas a. d, g y h, hay una serie" de decisiones externas hechas
por el analista regional y, por consiguiente, susceptibles de subjetivi-
dad (20).
En la etapa a, hay que decir qué unidades vamos a observar y a qué nivel
de agregación, y cuáles son sus características relevantes. La adopción
de esta decisión comporta otros problemas: ¿cómo dividir un área en
sus diferentes unidades? ¿cuál de las infinitas divisiones posibles
se elige? Y si la división ya nos viene dada ¿son las unidades dadas,
las adecuadas para nuestro objeto de estudio? ¿Qué efectos tendrá sobre
los resultados que se derivan de las técnicas aplicadas? ¿Cumplen las
variables las hipótesis básicas de los modelos estadísticos utilizados?-
El análisis cuidadoso de estos problemas es de suma importancia, pues
como ha mostrado Steinnes (21) diferentes agregaciones de unidades loca-
cionales (gerrymandergin) conducen a resultados diamentralmente opues-
tos, aún utilizando el mismo modelo.
En la etapa d, se debe decidir sobre el número de factores o componentes
que se retienen, qué características agrupan los factores y cuál es
la significación de cada factor -frecuentemente tarea nada fácil de
resolver-, decisiones todas ellas exteriores al procedimiento matemático
y que dependen exclusivamente del investigador-
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En la etapa £, la construcción ck-l árbol do ligazones puede hacerni
por medio de diferentes algoritmos de agrupación alternativos, cada
uno de los cuair:, produce distintos resultados. Así, Fischcr (22) dernus-
tró, utilizando cinco algoritmos de agregación diferentes a 18 distritos
de Portugal, la fuerte influencia del tipo de medida sobre el árbol
de ligazones obtenido. Por consiguiente, habrá que seleccionar el que
se crea más apropiado al problema objrto de estudio y al objetivo que
se perdiga.
En la etapa h, hay, que tomar una decisión entre dos extremos, que son
el de tener tantas regiones como unidades y tener todas las unidades
en una única región. El "corte" del árbol de ligazones a uno u otro
nivel significa que podemos tener un número u otro de regiones, con
mayor o menor yado de similitud en cada una de ellas. Además, dicho
•'corte" describe una jerarquía regional. Pues bien, Amedeo (23) plantea
que si TD > 0 es la distancia o desviación total entre observaciones,
I el número de observaciones y N aquella regionalización en la que cada
observación es su propia región, podemos representar TD por medio de
una expresión hiperbólica de la forma siguiente:
FIGURA 1
siendo
TD (I) =y^- - C2
estando definida en el intervalo
1 < I < N
varias rc-r.-ion,-.; j zar-i one:::,
 r.f. trat.p. r> compróte!- J.a valioez dife". nci al
de cada uno di. el las. }'.n Giros tt.r'¡iinos. nos interesa pür.^ r de las di-
versas estructuras tipológica---., producto u<-;- ios al£ori1r¡ios de c3 :JL;Í f icn-
ción aplicados a una tipología óptica. Pero r.'K-ede que el núr.ero <ie
posibles ¿¿.relaciones ('-cgionalizaciones) es norríi.-ili.'r':ntf= elevado y,
en consecuencia, la elección óptica se convierte entonces en un delicado
problema. Veamos (25):
Supongamos que el número de un i dudes espaciales en nucst.ro sistern-j re-
gional sea n y que en el proceso de regional i záción dichas unidad* s
forman K regiones. Si tales unidades no pueden ser subdivididas y cada
región está formada por una o más unidades, entonces 1 <; k < n. Luego,
resulta evidente que, dorias las n unidades que pueden ser agrupadas
en k regiones, existen múltiples formas posibles de agregación A; depen-
diendo A, obvJ amenté, de las restricciones de contigüidad locacional
que pueden rer impuestas a las diferentes formas de agregación.
Definamos a la matriz n x n por A , que tiene por elementos S. ., siendo -
S.. = 1 si las. unidades i y j pueden ser agrupadas para formar una región
Y S. . = O en caso contrario. Existen dos casos extremos de A :
1. S. . = 1 , i / j , S . . = 0 , donde no existe ninguna restricción
y, por tanto, cada unidad puede ser agrupada con cualquier otra. Sería
el caso de una clasificación tipológica.
2. S.. = 1 , j = i-1 , i+1 , S. . = 0 , que contempla la situación
de maximización de las restricciones. Sería una agrupación en el que
las unidades formasen una cadena y cada una de ellas únicamente se agru-
pa con su vecina físicamente contigua,
Por tanto, el valor A será máximo en el caso 1 y mínimo en el caso 2.
Claro está, son factibles formas intermedias entre el caso 1 y 2, que
producirán valores de A también intermedios.
Consideremos ahora el primer caso. Si R. expresa el número de unidades
que forman la región i, donde
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Entoncer,, el núwero totel do formos diferentes, a, en que las n unidade;
pueden ser agrupadas de muñera que R =f , R -f , . . . ,R =f , es
a ,- a(f ,f ) = ÍLL
donde g_ es el número de regiones que comprenden j unidades en el análi-
sis. Luego, A - £ a, donde la suma es superior a K particiones de n,
para todo n, a{l,1, ...,1) = 1 y a(n) = 1.
Sea el segundo caso, entonces
a -
Se demuestra que el valor de A puede ser obtenido también a partir de
A _ n (n-1)! n-1
.*, (k-1)! (n-k)!
de, manera que las n unidades forman una cadena con (n-1) conexiones,
según los presupuestos del caso 2. Naturalmente, para sistemas regiona-
les más integrados las conexiones serán mayores y," por tanto, si hay
R—1
B pares itj para los que S. .= 1; entonces A-í 2
Por otra parte, existen dos puntos extremos: uno, cuando todas las uni-
dades están agrupadas en una única región (a(l), k=l) y, otro, cuando
cada unidad constituye una región (a(n), k=n).
Por tanto, cualquiera que sea la forma que A tome, los valores de A
crecen explosivamente cuando n aumente.
Así, pues, si representamos el número de agregaciones o regionalizacio-
nes posibles A, a partir de .n unidades locacionales, agrupadas en k
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regioiv-s, con y sin i-'-aricción de contigüidad, obtenerlos el
gráfico (Ki^ur-a 2) :
Número de unidades locacionales
FIGURA 2.
Ahora bien, el problema que se plantea es- el de seleccionar, de entre
esas múltiples agregaciones alternativas, la "mejor11, la agrupación
óptima.
Cliff y Haggett (26) proponen una medida de eficiencia, W , como guía
de elección entre la multitud de agregaciones posibles y que cumple
con dos condiciones: a) que la agregación regional sea sencilla, esto
es, una alternativa con pocas regiones es mejor qu£ con muchas; y b)
que las regiones contengan un mínimo de homogeneidad Íntrarregional.
Sindo W el índice de eficiencia, podemos escribir.
m
W = a + B
m m m
a —
m
n-1
es una medida de la sencillez de la agrupación regional formada o índice
de agregación {condición a); donde H es el tamaño medio de la región
o número i r i d i o de uní f-c.'\-:r, r-or ca-.l-i r«-pjón o :.'¡<rer>ación; l ó ^ i í-jme
G-- moverá en un in t f : f v;~] o
0 ' a
siendo a =1 , cuando k- 1, es dtf.ir, cuando todas las unidades están
agí up¿ídas ':-!i unía único región, que es la agrupación regional más senci-
lla; y a ~-0 rn-.acio K-n (onda unidad es una repión).
6m es una rri'jdid
b) definídü por
de información o un,?, medida de la variancia ('condición
= 1 - — (SSrq)
siendo
k nr n
SSm = i i l (X - x i r
r=l j=l i=l
la suma del cuadrado de las desviaciones a la medida dentro de las re—
k '
eiones i y donde ^ n -n ; x. . es el valor de la variable X. en la uni-
r £ x r ijr
dad j de la región r; entonces la media de las X. en la región será
X. .
X. =
ir
y rnax (SS ) es el valor máximo que SS puede alcanzar para un valor
dado de n, que evidentemente ocurre cuando K=l
Obsérvese que
0 « 6
de modo que, 6 =1, si K=n, es decir, cuando cada región está integrada
por una única unidad; y B =0, si K-l, o lo que es lo mismo, cuando todas
las unidades están en una única región.
Por tanto, la forma aditiva d<:.la ecuación W =a t fi . pu^dc ser utiliz-';-
1T1 m
da para escribir la abscisa y 3¿J ordenad* de un p.r.jfo, que exprese todo:.;
los posibles pares de valores de a y 3 que dr.r. un valor determinado
de W, para sucesivas rectas pr.raleln-, que forman una serie de triángulos
equiláteros. Tale:; rectas no son sino lineas de indiferencia de eleccio-
nes posibles. Así, pues,
O ^ W < '2
m
y podernos dibujar
0 . 2 b 0 . 5 0 . 7 5 1.0
FIGURA 3: LINEAS DE INDIFERENCIA DE POSIBLES ELECCIONES
FUENTE : CLIFF, A.D., ET AL. (27)
En fin, dado un sistema.de n unidades que pueden ser agrupadas en regio-
nes, la agregación óptima, de entre el conjunto de posibles alternati-
vas, es, en los términos de la ecuación W , aquélla para la cual se
obtiene el mayor valor de W. Decimos agregación óptima en el sentido
en que representa el mejor compromiso del "trade-off" entre el deseo
de obtener una estructura o agregación regional sencilla y el deseo
de retener el mayor grado de homogeneidad Íntrarregional posible. Cuanto
más cerca de 2 esté el valor de W , "mejor" será -nuestra agregación
regional.
Pues bien, supongamos ahora que los grupos ya están constituidos y que-
remos ha'cer una asignación óptima de algunas unidades locacionales.
Existen diferentes procedimientos para lograr dicho objetivo. Podemos
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pp 1 iCÍ;I- diferentes toüt d<- signi J"i -..óción estadística, Ules co-o Iu
chi-cuadrado o el análisis de la vr-.ri;:nzu. 0 bien recurrir al <.UVHÍRÍS
discriminante, cuya fornalización V,L <-f>ctÚ3 i-n el Apéndice A.
Comencemos, pues, por el análisis discriminante que ha sido utilizado
más ampliamente. Corno dice Harvey (r.:8), la principal función de c-üte
concepto es la de proporcionar un conjunto de re^lnr. cuantitativas que
.nos permitan asignar objetos a una serie de clases ya preri^ ter¡;;in«j.r3as.
Spence y Taylor (29) p]anti:>nn la cuestión de r^ odo más formal "dada una
clasificación (regionalización) de ítems (regiones) medidas sobre un?
serie de atributos (voriubles), una función discriminante lineal consis-
te en una combinación lineal de vari.ables ove producen una discrimina-
ción óptima de iteras en una clasificación". Estas funciones lineales
son ii.útuamente ortogonales y nos permiten asignar tal o cual individuo
a tal o cual grupo, con una probabilidad de error mínima.
En términos de clasificación podemos escribir,
P ÍH / X ^ . i = l,2,...,N y >l,l,...g
es decir, la probabilidad de la hipótesis j (que el individuo i perte-
nezca al grupo j) , dados los atributos espaciales del individuo i. Hay
tantas hipótesis posibles como grupos g para cada uno de los individuos.
F.l método consiste en elegir la hipótesis más probable.
*
Supongamos (30) que tenemos los grupos A y B de observaciones.
A
Estos grupos reúnen un cierto número de observaciones caracterizadas
por unas ciertas variables o atributos espaciales. Si trazamos dos cír-
culos desde el centro del grupo A y desde el centro del grupo B observa-
mos que alguno:, elementos son- con.ur.r-s a los dos grupos o conjuntos.
EJ papel de la funció/i discriminante r-s precioanónte asignar los elemen-
to:; de ese subconjunto intersección a uno u a otro de los conjuntos,
con el requisito de maximización de la Heterogeneidad entre los dos
grupos y de rninimicción de la posibilidad de error en la atribución
(31); lo que viene a ser un clásico problema de análi-.io de la varianza.
Osseti, en un estudio sobre la clasificación de las regiones italianas
(citado en el artículo de Fpence y Tí.ylor), aplica iteraciones discrimi-
nantes a diferentes grupos ya constituidos en los que los diferentes
miembros estaban caracterizados cuan ti i.^tivamente por t;l peso de los
factores o componentes, obtenidos por la descomposición de la matriz
de correlación-. En e^te caso, el primer componente principal £ue el
grado de desarrollo económico y social. K3? procedimiento tiene por obje-
to transformar, por medio de iteraciones discriminantes, una clasifica-
ción T en otra clasificación T óptima.
Si partimos de la matriz T , con n elementos que forman n grupos dife-
rentes (n < n) , a la que vamos a aplicar él procedimiento discriminan-
g
te, siendo X, . el i elemento del grupo h. Y suponemos que queremos in-
corporar un nuevo elemento que no pertenece a ninguno de los grupos
definidos. Entonces la matriz posee ahora n+1 elementos, y un nuevo
grupo X que está constituido por un solo elemento. Este nuevo elemento
Ídentificable por las coordenadas (X_ ,) debe pertenecer necesariamen-
te, por hipótesis, a alguno de los n grupos ya definidos. La asignación
a uno de esos grupos es lo que va a hacer el procedimiento discriminan-
te (P.D.).
P
-
M X O , n + l ' = Xh,n +l
Si después de aplicar el P.D. a T , la clasificación- T^ y la resultante
T son idénticos, quiere decir que los elementos de la matriz T están
organizados de la misma manera que los de T ; esto es,
T Q = T1 si T0(h,i) = y h . i )
donde h=l a n e i-1 a n; de los contrario habría habido una reordena-
ciüü de lo dir;tr ibu-if'n do la:: •jnj
siderados.
en cadn uno t>. los grupas con-
L'.: clasificación cV-tima se lo¿'.r-'J cunndo se De.7,a a una estructura esta-
ble, es decir, cuando dos iteraciónos sucesivas dan • ;! mismo resultado.
Por otra i^rte, se puede demostrar que podemos evaluar la diferencia
-entre la deificación inicial, y la final, o entre dos. el asifi caciones
cualquiera raed inri te una relación F; y R, exp^sados por
O Variabilidad total
siendo 0 < R < 1
R =
Var1'
 abj üdad i
Variabilidad intragrupos
siendo 0 < R
Si R es pequeña, la .variabilidad o dispersión en el seno de los grupos
es débil y las diferencias entre los grupos debe ser elevada. Por tanto,
nos interesa que el valor de R sea bajo, porque así obtenemos una cla-
sificación mejor- Por el contrario, débiles valores de R indican que
nuestra clasificación es mediocre.
Por tanto, lo que obtenernos lógicamente no es una clasificación óptima,
sino la mejor posible. En definitiva, es el geógrafo o el economista
el que debe decidir, en función de criterios geográfico-económicos,
cual de las clasificaciones obtenidas es más representativa del problema
analizado. El papel del análisis estadístico es reducir el margen de
inseguridad de la clasificación, lo que ya no es poco.
En fin, en la formación de regiones también han sido utilizados como
test de significación la chi-cuadrado y el análisis de la varianza (32).
La chi-cuadrado es un instrumento menos eficiente que el análisis de
la varianza.
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La chi-r.:uadrado
 ;;c utilizó fJrincin.^ l;'..--nt'- CT> la rerionulizoción horrio-p-
nea y permite iomp-..-ar do:-: di'ítr jhucioiv-,
 f la obt unida y la er,¡j'..r n.c?^ .
AHÍ , por rj<;ir;.lot podeno:-: fütr^^sr la distribución do la fuorzo laboral
ohí-crvyía en lar. difin-cntua r-;;j '..¡-,r-:j analizadas 7 la distribución de
la fuerzo laboral enmu si ectuvi ese lioiv^ -y-üearno-nte distr ¿buida entre
las di íeren tes regiones. Es un i.cwt global de asociación, p-^ ro no nos
permite medir la variación interna dentro do cada región. Por otra pa*--
te, no ofrect: nin;:;in,-. ? ndi ración sobre la rcgionali^ución óptima.
Por el contrario, el análisis de le. varjnn^a permite medir y separar
las dos fuentes posibles de variación y ofrece un ratio F(F de Suenecor)
o medida de asociación entre las variacioúers dentro de la región y entre
las región er--.. La comparación de valores F para una serie de regional i za-
ciones permite escoger la que ofrece una máxima diferencia interregional
y una mínima diferencia intrarregional.
En definitiva, la bondad o no de una regionalización habrá que definirla
en términos de una función objetivo. Porque una regionalización no se
plantea en abstracto: hay tantas regionalizaciones posibles como objeti-
vos nos hayamos señalado. Por consiguiente, una regionalización será
óptima, más o menos óptima, en la medida que satisfaga dicha función
objetivo (33).
5. EL PRINCIPIO DE CONTIGÜIDAD
Bajo la denominación que encabeza este epígrafe, se encierran las carac-
terísticas básicas de los datos espaciales, que afectan posteriormente
a la aplicación de las técnicas estadísticas (34). Dichas característi-
cas son:
1. Los datos no son independientes ni espacil ni temporalmente: exis-
te autocorrelación espacial y temporal (35). En efecto, esta es una
de las notas fundamentales que da razón de ser a la teoría geográfica.
Las variables observadas en una unidad locacional no son independientes
- í'lí -
de J.q« o b s e r v a s r-u ?.i.¡3 vecinas, es dec i r , hay una reJación "I.IMI!:O\ i.a-
nu" en t re las ohserv^ioi .c - (Vf.) y, m conüL-cu^nnia, 1- pr o::.; inidad f í s i -
ca juega un pr.-pel capi ;•.,-.. i .
2. Los dator no CCT1 ¡'r.icos, sino que depc-ntí-- r¡ de la se lección previa
de ]?s unidades locaciorvilc:-; de base que se han adoptado.
3. Los datos están sujetos a la variabi lii.iad de escala y
Por consiguiente, los métodos multivariantos -componentes principales,
"cluster analysis", etc.- aplica-íoF-, directamente a una matriz de datos
dan como resultado una clasificación homogénea o tipos hom péneos de
unidades locacionales, pero no necesari.ajjienL'j regiones homogéneas (37).
Para que esto suceda, dos o más unidades locaciona.t es formarán un "clus -
ter", si y silo si, además de ser similares, son contiguas. En otras
palabras, el proceso de regionalización es un proceso de clasificación,
con la restricción de contigüidad. Obviamente, los dendogranias o "linka-
ge tree" formados, en une y otro caso, Eer.'n completamente diferentes.
En un caso,, en palabras de Grigg (38), se forman "tipos regionales"
y en otro "regiones" propiamente dichas.
Normalmente, los grupos homogéneos (regiones homogéneas) formadas por
unidades contiguas serán, en términos de análisis de la variancia, sub-
Óptimas; esto es, lo que se pierde en similaridad, se gana en contigüi-
dad : lo que resulta especialmente relevante en los ostudios espaciales,
donde las variables locacionales son primordiales. Por consiguiente,
en general puede afirmarse que, en términos del valor de la variancia,
los "tipos regionales" son más "eficientes" que las regiones (39). Así,
si representamos gráficamente la distancia o variancia intragrupo -co-
mo porcentaje de la distancia total o variancia total- en el eje de
ordenadas y el número de unidades espaciales n en el de abscisas, en
e] caso de agregación con contigüidad o no, pedemos obtener las siguien-
tes curvas.
refiriéndose la de trazo continuo a ]a agrupación con contigüidad (re-
giones) y la do trazo discontinuo a la agrupación sin contigüidad ("ti-
pos regionales").
Así, pues, Ja medida de la variancia indica solamente el grado de homo-
geneidad de dos o más unidades espaciales; pero, dada la importancia
de la contigüidad, su estudio es necesario, pues no £e olvide que, en
su momento, hemos definido las regiones, y a las unidades que las compo-
nen , corno sistemas espaciales abiertos y, por tanto, correlacionados.
Por tanto, para- tener en cuenta este fenómeno, Geary (40) propuso el
coeficiente
CG = V
. , ,,2donde, V =
n-1
variancia de la variable observada
en el conjunto de unidades espaciales, siendo n el número de unidades
espaciales, x. el valor de la variable en cada unidad espacial y x la
1
 '2
media de los valores de la variable; V es la variancia de la variable
medida en las unidades espaciales contiguas, siendo
''i
donde, t K. es el número de parejas de unidades contiguas
i
Cl cneficií-ntc de G-ary indi';*, par:> INW r<;;_,i.ón, eL popel de ]a con*i-
Í?,ÜJ.L1:ÍÜ :-.cLrc la hccí.ü;/:ri'. id;id. Si 1& •'•ci.vi-ia implica honioge.i'.ídnd, CG
es L.'.-inor (jue l-?7 (si «.Tirio V l:i desviación típico del conjunto de unidít-
do;: estudiado). Sí re; os superior' a ]+2V, cl efecto de contigüidad ?o,
al contrario, un.fVictor do di.:.p'iridL¡d.
Pooteriurucnte, Paeliiv;:: y Iü jí:;^ (41) generalizaron cl estudio de
3a restricción de contir>iri d.-;d, partiendo de la definición de un coefi-
ciente de currel&ción espacial.
Si K es rjJ. cr^Lr, ri'1 cor tigüidad (definido coir.o c] número de anillos
adyacente:; a la unidad locacional referida) , K-] ,2, . . . , el coeficiente
de correlación (de contigüidad) espacial de orden Kt C , viene definido
por la expresión
j. 'ír (x -x., )L
. X r íkr
r-1 3 =1
C = 21 R
K
 í(x
r=l r
donde x es un valor1 conocido de una variable determinada en la unidad
locacional r (r~!.. . . . ,R) . El subíndice i, (i, =1, .....I, ) corresponde
kr kr kr kr
a cada unidad i , que tienen un orden de contigüidad K respecto a la
unidad locacional r. Por lo tanto, el número total de conexiones K para
la región r es igual a I , mientras que I está definida por el número
Kr iS-
total de conexiones de orden K dentro del sistema global o conjunto
de todas las unidades, es decir
R
h - * hr (2)
r=l
Por otro lado, x es la media de la variable en todas las unidades loca-
cionales; o lo que es lo mismo,
 t
R
X = t Xr/R (3)
r=l
El primer factor de la ecuación de C , F ,
t J - r íkr
r=l i =1,
F = J1£L_ÍH: (4)
2IK
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puede considerarse coi-m la variancin de lo. contigüidad, que midn el
cuadrado oe la:: diferencia; do la variable referida entre una unidad
de referencia y lar, unidades adyaetntes, medidas sobre el total de las
des iocacionales del sistema espacial.1 £:-:•• retirado de las diferen-
cias es dividido por I o in':noro total de conexiones di orden K, y por
2 para as--;rurt>r que la ausencia de correlación espacial de orden K im-
plique Cy = l,
El segundo factor dé la ecuación C , F ,
F2 R
representa la inversa de la varieneia de la variable observada en el
conjunto del sistema espacial. Se utiliza R-l y no R, a fin de obtener
una sstimación insesgada de la variancia.
Por otra parte, se demuestra (42) que
R 2 R _ K / \ / <,
lXr \ í =1 ' V ' {xikr-x)
F = - ^ = -
X = 1
 "^ ^ -. x2 (6)
D D T
V
donde el segundo término- de la ecuación es el coeficiente de correlación
de orden K de la variable regional elegida en relación a la misma varia-
ble en las unidades contiguas. En el caso de Ínexisteocia de correlación
espacial, ese coeficiente de correlación será nulo. Entonces F será
R 2 2 ' R , _ ,2
F = J^l = J£í± (7)
rl R R
Sustituyendo (7) en (1), podemos obtener la expresión del coeficiente.
de contigüidad C,, en el caso de ausencia de correlación espacial,
K
R ' .2
I *XrT"X^
R , ,2
z (V x )
l
si suponemos que R es suficientemente grande, que-es lo que, normalmen-
te, sucede, en los estudios regionales.
En síntesis, C., puede ser- utilizado COTO un tüüt cK- presencia de eícc'.o'-,
de contigüidad entre uniíUideü locación-!.!'.':, ady-"~-< ntes. Si C .=-1, podidos
afirmar que no ho.y correlación ei-pacía! v, consi p,u ion temen te, ton.poco
efectos de contigüidad; si C < 1 h.-iv un efecto de continuidad positivo
y si C > 1, tal efecto seri n^ e-it.i vo; ec decir, un valor alto de una
cierta variable en una localidad determinada va acompañada también por
un valor positivamente alto (C "1) o negativamente alto (C >1) en las lo
calid cides vecinas.
Finalmente, di^r^os que existen varios procedimientos para resolver
el problema de clasificación con contigüidad. Uno de- ellos es asignar
a cada unidad locacional, aparte de los valores correspondientes de
las variables observadas, un par de coordenadas, con lo que se formar i.-1
una matriz de similitud y contigüidad.
Las etapas del procedimiento podrían resumirse en (43):
1. Cálcu!o de la matriz de similitud, mediante una medida de distan-
cia.
s
2. Modificación de la matriz anterior, colocando un signo negativo
delante de los elementos que expresan la similitud entre unidades loca-
cionales no contiguas.
3. Averiguar la menor entrada no negativa (p.e. d. . ) y sustitución
de las entradas a la unidad i por la media ponderada de los valores
de similitud de las restantes unidades y el centroide del "cluster"
que ahora contiene i y j. Se puede utilizar la fórmula siguiente,
.2 Wt(cJ_ 2 _WtUl_
 rt2 _ Wt(i) x Wt(j) 2
ca " Wt(c) ' ia + WT(c) ' °ja WT(c)^ ' ij
doñee c - centroide del grupo que contiene i y j.
a = alguna otra unidad.
d?. - cuadrado del coeficiente de distancia entre i y j.
WT(j) - ponderación daaa a la unidad j.
WT(c) = ponderación dada al centroide c.
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Como los clusters van creciendo en número de elementos o unidades, sus
centroides vienen ponderados por la suma de las ponderaciones de sus
miembros.
4. Actualización de la matriz de similitud anterior, debido a la
eliminación de las entradas a j y por la, modificación de los signos
de los coeficientes o elementos de distancia, originados por la amalga-
mación de i y j en la fase precedente.
5. Las etapas 3. 4. son repetidas (n-1) veces, siendo n el número
total de unidades locacionales. En esta etapa todas las unidades han
sido ya asignadas a sus grupos respectivos.
En suma, el procedimiento va agrupando, a cada paso de las n-1 iteracio-
nes, aquellas unidades locacionales que son simultáneamente contiguas
y más similares.
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APÉNDICE A: DE VARIOS MÉTODOS DE ANÁLISIS MULTIVARIANTES
1- INTRODUCCIÓN
En este apéndice (1) vamos a exponer sucintamente varios métodos: el
de componentes principales, el "cluster analysis", el análisis discrimi-
nante y el de correlación canónica (2), que son cuatro de las técnicas
más importantes de lo que, en términos generales, se denomina en la
terminología anglosajona "Multivariate Analysis" y en la francesa "Ana-
lyse des données" o "Analyse Multidimensionel" (3).
El método de componentes principales parte de una matriz de datos o
conjunto suficientemente elevado de variables atribuíble a otro conjunto
de individuos y observaciones. El objeto de esta técnica está fundamen-
talmente basado en a) la necesidad de eliminar la posible información
redundante contenida en las variables; b) la transformación del conjunto
de variables iniciales en otro conjunto de variables o componentes,
que tienen la propiedad de ser ortogonales o independientes entre sí;
y c) la simplificación del análisis, seleccionando un número reducido
de componentes que retengan una gran parte de la información de las
variables originales. En resumen, se trata de sintetizar, sistematizar
e interpretar la gran masa de información que nos proporciona la matriz
de datos original.
•
Por su parte, el "cluster analysis" o análisis de grupos trata de formar
grupos de individuos, de tal modo que cada individuo de un grupo sea
más parecido a los individuos de su grupo que a los individuos de otros
grupos. El problema se plantea en los siguientes términos: dado un con-
junto de variables observadas sobre una serie de individuos, se trata
de agrupar a éstos según sean los valores correspondientes de las varia-
bles.
El análisis discriminante tiene por finalidad clasificar a los indivi-
duos en un número ya dado de grupos, de modo que podamos establecer
-y
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la relevancia estadística de las hipótesis proporcionadas por el análi-
sis de grupos, determinar las fuentes principales de diferenciación
entre los grupos y elaborar algún sistema mediante el cual los indivi-
duos no identificados o previamente no considerados puedan ser clasifi-
cados con una probabilidad de error tan pequeño como sea posible.
Finalmente, el método de correlación canónica o análisis canónico parte
de dos conjuntos de variables y consiste en maximizar la correlación
entre las dos variables combinaciones lineales de los dos conjuntos.
2. ANÁLISIS DE COMPONENTES PRINCIPALES
2.1. FÜNDAMENTACION TEÓRICA
Como se ha señalado más arriba, el objeto del análisis de componentes
principales (4) consiste en transformar un.número de variables, normal-
mente elevado, en otro número de nuevas variables, llamadas componentes
principales, que se expresan como una función lineal de aquéllas y las
representan en forma resumida. Aquella transformación debe hacerse de
manera que las nuevas variables obtenidas sean ortogonales y un pequeño
número de ellas absorba la máxima proporción posible de la varianza
de las variables originales (5).'
La fundamentacion teórica del método puede hacerse desde diferentes
enfoques. Aquí seguiremos básicamente el de Aznar (6) -cuyo tratamiento
es el mismo que el de Malinvaud (7)- sobre la relación entre componentes
y regresión ortogonal: cuanto más próximo esté un punto de la recta,
mayor será su proyección y sus coordenadas serán más .o menos explicadas
por la misma. Si aplicamos esta idea a todos los puntos ("nube de pun-i
tos"), obtendremos la máxima información posible de las abscisas y orde-
nadas de los diversos puntos, es decir, de la varianza de las variables
consideradas.
El punto de partida de nuestro análisis es una matriz de datos X con
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tantas filas o individuos, it como unidades locacionales observadas
y tantas columnas, nf como variables o atributos (8).
Sea, pues, nuestra matriz original ÍX. *] , cuya matriz de varianzas y
covarianzas es
«•11
<Tn2 * * * <5"nn
(1)
Las nuevas variables o componentes P son funciones lineales de las
n variables, de modo que
(2)
P = d, X- + ... + d X
n ln 1 nn n
lo que matricialmente será
P = D'X (3)
siendo D la matriz de vectores característicos de la matriz 2. de varian-
zas y covarianzas de las variables originales.
•
Pero la matriz de covarianzas de estas nuevas variables será (9)
Var (P) = D'SD (4)
que por ser ortogonales implicará que la matriz sea diagonal; esto es,
D = A = (5)
ydonde >
tes P^,
- 523 -
' " " ^ n S O n *as v a ri a n z a si respectivamente, de los componen-
...tp que s o n ai m i s m o tiempo las raices características
de la matriz
Sabemos, por otra parte, que una matriz que diagonalizada a otra, pre-
multiplicando a ésta por su traspuesta y .postmultiplicandola por ella
misma, es la matriz formada por sus vectores característicos, es decir,
la matriz D. Y como los vectores característicos de una matriz simétrica
£ son ortogonales, tendremos
D1 = D~ o bien D'D = I (6)
Postmultiplicando los dos miembros de Ta expresión (5) por D1 tendremos
que
(7)
De esta manera llegamos al sistema que define' los vectores y raices
características. Para que tenga solución, el determinante característico
tendrá que ser igual a cero; o sea,
<Sln
6"nl
= 0 (8)
Al mismo resultado llegan Anderson (10), Cooley y Lohnes (11), pero
con otro enfoque. Veamos: consideran un componente P =d!X y maximizan
su varianza, que es
= E(d' (9)
con la condición de que d' d =1. Por tanto, se trata de encontrar un
vector d. que reúna esas condiciones. Así, si maximizamos
0 = (10)
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derivamos respecto a d , obtenemos el mismo resultado que en (8).y
Porque,
(11)
donde >» es un multiplicador de Lagrange.
Entonces, un vector d que maximice d'2d debe igualar a cera la expre
sión (11); luego
á1 = 0 (12)
of de otro modo,
r-M =0 (13)
La última expresión anterior (13) es un polinomio en >• de gradó n y
tiene ^ >A^,>-^..-Í-A racies y los correspondientes vectores. La varian-
za de cada componente es igual a una raiz característica. Luego, para
obtener el primero, elegiremos la mayor raíz y así, sucesivamente, de
mayor a menor- Lo que significa que al elegir la mayor raíz, considera-
mos la cantidad máxima posible de la varianza de las variables, que
constituye, como se ha dicho al principio, uno de los objetivos del
análisis.
Además, se puede afirmar que la suma de las raices es igual a la suma
de las varianzas de las variables o traza de la matriz (8). Esto es,
<ru +«'22 •••••«•„„->! +*z+--\ .
Por consiguiente, seleccionaremos aquellos componentes que nos provean
del máximo de información; es decir, en palabras de Lefébre (12) escoge-
remos aquellos componentes que "absorban" o "den cuenta" de un porcenta-
je elevado de la varianza o variabilidad original, de modo que
1 _ Porcentaje de la varianza total explicado por el primer
Traza5. ~ componente.
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Asi, pues, nos quedaremos con los componentes que nos expliquen ei por-
centaje deseado, a partir del cual la explicación, por ser despreciable,
carece ya de importancia. La práctica normal, que ofrece resultados
satisfactorios en este tipo de problemas, es elegir aquellos componentes
con raíces características mayores que uno: se considera que las raíces
menores de uno proveen componentes poco significativos.
Por último, podríamos -no vamos a hacerlo- expresar los componentes
en función de las variables o viceversa. Bástenos con afirmar que los
cuadrados de los coeficientes que corresponden a los componentes en
la explicación de las variables indican la importancia relativa de cada
componente en la explicación de cada variable. Cuanto mayor sea la pro-
yección de una variable sobre un componente mayor será el coeficiente
respectivo y, consiguientemente, las variables con comportamiento análo-
go tendrán proyecciones igualmente análogos y los coeficientes corres-
pondientes serán también análogos.
2.2. REPRESENTACIÓN, ROTACIÓN E INTERPRETACIpN DE LOS COMPONENTES
Con objeto de interpretar los componentes, podemos referir tanto las
variables como los individuos a la nueva base creada por la obtención
de los componentes, consiguiendo representar simultáneamente tanto a
los individuos como a las variables (13).
•
La representación gráfica (14) de las variables se realiza en los dis-
tintos planos formados por los componentes, utilizando como coordenadas
los coeficientes de correlación de las variables con- los componentes.
Asimismo, se tratará de hallar las coordenadas de los individuos respec-
to de los componentes elegidos. El propio análisis de componentes permi-
te hacerlo, ya que relaciona las variables con los componentes que ca-
racterizan a los individuos. Así, podemos representar en el mismo gráfi-
co los individuos y las variables para facilitar la interpretación de
los resultados.
Por otra parte, dado que uno de los objetivos de nuestro análisis es
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hallar variables relativamente más unidas entre sí que con las restan-
tes , esto es, variables que participan ele similares características,
"el proceso de identificación puede ser mejorado si los ejes son dibuja-
dos de modo que los grupos de variables con características comunes
puedan percibirse mejor que en los ejes en su posición original" (15).
En otras palabras, cambiando el sistema de referencia aunque manteniendo
las propiedades estadísticas de las variables y las hipótesis del mode-
lo.
La mejora del proceso de identificación se plantea porque, como frecuen-
temente sucede, existen interrelaciones estrechas que no se manifiestan
más que parcialmente, debido al efecto perturbador introducido por la
consideración de todas las proyecciones de las variables. Digamos,
transcribiendo a Aznar, que "este es el fin primordial de la rotación:
ajustar lo más posible cada componente a los grupos de variables elimi-
nando todo posible efecto perturbador procedente de otras variables
no pertenecientes a los grupos" (16). En concreto, este problema se
resuelve normalmente aplicando el critero "varimax", "que hace mayores
las ponderaciones más elevadas y más pequeñas a las más reducidas..".. (17).
Es decir, maximizando la varianza de las ponderaciones de los componen-
tes . Este criterio, además de su validez teórica reconocida (18), es
especialmente apto para cálculos realizados por ordenador.
Nos queda, finalmente, el problema capital de la interpretación de los
resultados y dar significación adecuada a los componentes retenidos.
Este problema no es fácil, como afirma Lefébre "las interpretaciones
varían mucho con los problemas estudiados. No se puede dar ninguna regla
general..- sólo elementos de interpretación" (19). El análisis estadís-
tico aporta los elementos que le son propios1, pero no puede sustituir,
como es el caso, al razonamiento económico.
Hecha ya la rotación, varios aspectos de interés pueden señalarse a
efectos de una correcta lectura e interpretación de la representación
gráfica (20). Cuando dos puntos-variables estén más o menos cercanos
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significará que esas variables estarán más o menos correlacionadas cuan-
to mayor sea su lejanía respecto al origen. Y si recordamos que la abs-
cisa de un punto-variable sobre un eje de componentes es el coeficiente
de correlación de esta variable con el componente correspondiente, sa-
bremos que los puntos situados alrededor del centro del gráfico centrado
en el origen no están correlados con los componentes. De manera análoga,
cuando dos puntos-individuos están más o menos próximos significará
que los individuos tienen una conducta similar respecto a las variables
analizadas. Asimismo, la proximidad entre un punto-variable y un puntó-
individuo indicará que esta variable tiene probablemente un valor eleva-
do para este individuo (21).
3. ANÁLISIS "CLUSTER" 0 ANÁLISIS DE CONGLOMERADOS (22)
3.1. FUNDAMENTACION TEÓRICA
Según Escudero (23), se denomina análisis "cluster" al conjunto de méto-
dos y técnicas que describen y localizan agrupaciones"- Tales agrupacio-
nes o "cluster" pueden definirse como "grupos de elementos "contiguos"
de una población estadística" (24). En otras palabras, los individuos
que constituyen un grupo se parecen más a los individuos de su mismo
grupo que a los que están fuera de él.
•
Por tanto, la cuestión será, dado un conjunto de variables observadas
sobre una serie de individuos, agrupar a éstos según sean los valores
correspondientes de las variables. Para resolver este problema se pueden
seguir dos caminos: uno, similar al seguido anteriormente para el análi-
sis de componentes, que es el llamado análisis de componentes "modo
Q" (25); otro, que es el que aquí expondremos, que es, repetimos, el
análisis "cluster".
Desde un punto de vista formal siendo x = x ,x ,...»x ,...,x^ un conjun-
to de elementos, el problema consiste en encontrar un conjunto de subre-
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giones w, ,w ,.. . ,w ,. . . ,w tal que cada elemento x.£ x debe agruparse
± £. X C J
en una y sólo en una región w., V.C C. Así, pues,
w <j w. v ... uw = x
1 ¿ C
w. n w = 0 para i | k
1 K
siendo el criterio normal de agrupación utilizado en el análisis "clus-
ter", el de minimizar la desviación interna de los elementos de un mismo
grupo y maximizar la distancia entre los diversos grupos, de modo que
existen un máximo de homogeneidad o similitud entre los elementos de
un mismo grupo (26).
El procedimiento para medir dicha similitud o, sensu contrario, diver-
gencia entre dos elementos es medir la distancia entre ambos. Se trata-
rá, entonces, de definir una adecuada función de distancia entre todos
los pares de elementos. Si la distancia seleccionada es buena, podrá
afirmarse que la distancia entre los elementos de un mismo "clúster11
es menor que la distancia entre elementos de "clúster" distintos.
Los requisitos que debe cumplir una adecuada medida de distancia o di-
vergenca. entre dos elementos j y g con F características son (27):
'1. La divergencia será positiva para dos elementos distintos
D 2 (j.g/1,2 F) > 0 *
2. La divergencia de un elemento consigo mismo es nula
D 2 (j,j/1.2,...F) = 0
3. La divergencia entre g y j no debe estar afectada por la denomina-
ción de los elementos •
D 2 (J,g/1,2 F) = D2 (g,j/l,2,...,F)
4. La divergencia debe ser aditiva para características independien-
tes
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2 F
D (j
f=l
5. La divergencia no debe decrecer al añadir más características
D 2 (j,g/l,2,...,F) £ D 2 (j(g/l,2,...,F,F+l)
6. La divergencia debe ser invariante a'rotaciones y transformacio-
nes (28).
7. La divergencia debe tener en cuenta la interdependencia de las
características en el "cluster" en que se han agrupado los elementos.
8. La medida de la divergencia debe ser sensible a la diferente pon-
deración a introducir en la cuantificación de la divergencia de cada
característica, de acuerdo con su mayor o menor importancia en la dis-
criminación de los elementos.
En suma, dispuesto un conjunto de "n" objetos a analizar, sobre el cual
disponemos de F variables, el método de análisis "cluster", mediante
la utilización de una medida de distancia, tratará de formar una matriz
de similitud de orden (n x n ) , simétrica, cuyos elementos de la diagonal
principal son ceros (en virtud del requisito 2) y donde se nos reflejará
la, semejanza o distancia entre dichos objetos analizados.
3.2. MEDIDAS DE DISTANCIA Y MÉTODOS JERÁRQUICOS
A partir de dicha matriz de similitud, procedemos a agrupar a los dife-
rentes objetos. Dentro de los procedimientos que cumplen tal finalidad,
los métodos jerárquicos son los más utilizados,- sobre todo cuando no
se tiene un conocimiento apriorístico del número de grupos a formar
(29)
Los métodos jerárquicos proceden estableciendo una ordenación entre
los posibles grupos en función del grado de homogeneidad de los mismos
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y dan lugar a un árbol de relación entre los elementos (los llamados
"linkage tree") o endograma.
Los métodos jerárquicos se dividen en: aglomerativos y divisivos (30).
Los aglomerativos, que van de abajo arriba ("botton-up", realizan suce-
sivas fusiones considerando los "n" elementos de partida como "n" grupos
y realizando las fusiones sobre tales grupos hasta llegar a un único
grupo. Los divisivos, que van de arriba abajo ("top-down"), realizan
sucesivas divisiones considerando los "n" elementos dé partida como
un único grupo y se efectúan sucesivas divisiones hasta llegar a "n"
grupos.
Los métodos aglomerativos operan uniendo grupos cuya distancia es míni-
ma, mientras que los divisivos separan grupos cuya distancia es máxima.
En las ciencias sociales, los más utilizados son los métodos jerárquicos
aglomerativos.
La operativa general de los métodos jerárquicos es muy simple. Se parte,
como ya se ha dicho, de tantos grupos como elementos. A continuación
se selecciona una medida de similitud o estrategia y se agrupan los
dos elementos o grupos con mayor similitud y así se continúa hasta que
se • forme un grupo con todos los elementos o se alcanza el número
prefijado de grupos a obtener o bien se detecta a través de un test
de significación que hay razones estadísticas para no" continuar agrupan-
do cluster, ya que los más similares ya no son homogéneos.
Por otra parte, existen multitud de medidas de similitud, cada una con
sus ventajas e inconvenientes. Así, podemos distinguir las siguientes
distancias entre los elementos "g) y " j " (31):
1. Distancia euclídea
que tiene la ventaja de ser muy fácil y rápida de obtener, pero el in-
y• - 5 3 1 -
conveniente de no satisfacer los anteriores requisitos 6 y 7.
2. Distancia euclídea normalizada
que no satisface el requisito 7.
3. Distancia de Mahalanobis
D2. = (X -X.)' . S"1 . (X -X.)
gJ g J g J
que cumple todos los requisitos anteriores para la bondad de una medida
de sitancia y donde X y X. son los vectores de las características
de los elementos g y j, y S es inversa de la matriz de varianzas y
covarianzas de todas las características. En el- caso de independencia
de las características, la formación del endograma, con esta medida
de distancia, es la misma que si se utiliza la distancia euclidiana
normalizada. Sin embargo, si no lo son, es conveniente utilizar la dis-
tancia de Mahalanobis.
Basadas en la distancia euclídea, existen una serie de técnicas de aná-
lisis "cluster" jerárquico que son conceptualmente análogas, aunque
difieren en la ponderación del tamaño de cada grupo, en la consideración
de las desviaciones de los promedios, o de las medianas de cada uno,
etc. Así, para cada técnica que se expone a continuación, supondremos
que un grupo "p" se une a otro "K", formando un grupo "q"- Cada formula-
ción nos dará la distancia del nuevo grupo "q" a otro cualquiera "j"
(32).
1. Técnica de la distancia mínima ("Single linkage clustering")
o
d . = min. (d . ; d. .)
q.J • P.J k.j
cuya estrategia se basa en unir los dos elementos más similares, estando
cada uno en cada grupo.
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2. Técnica de la distancia máxima ("Complete linkage clustering")
2
d . = max. (d . : d )
°.>J P»J k,j
que une los elementos más dispares o más alejados.
3. Técnica de la distancia entre centros ("centroid")
a + d d
Q,J np + nR jp np + nR jk (np+nk)¿ pk
siendo n y n el núemro de elementos de los grupos p y k.
p K
4. Técnica de la distancia mediana ("median")
A2 l (A2 A2 \ 1 ¿
qJ 2 j p jk' d ,4 p,k
5. Técnica de la distancia promedio simple ("weighted Aritmetic Ave
rage")
• + d, .)
j kj
6. Técnica de la distancia promedio del grupo ("Group Average")
A2 "p ,2 "k
 H2
q
'
J np + \ P>J np + nk tJ
2
que, a diferencia de la técnica anterior, pondera las distancias d . y
P • Pi J
d . con sus respectivos tamaños de los grupos n y IL .
k, j p K
7- Técnica de Ward (33)
Este método parte de la idea de que los grupos deben formarse a través
de la minimizacion de la distancia de cada individuo al centroide del
grupo. En otras palabras, la varianza de la distancia debe ser minimiza-
da. Esta varianza, en la terminología de Ward, es el "error sum of
squares - ESS":
ESS = £ (Dw)2/n
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donde D es la distancia entre el individuo "i" y el centroide del grupo
"x", suponiendo que "i" es un miembro del grupo "x" y "n" es el número
de miembros del grupo "x". La fórmula anterior puede escribirse así:
n
 9 o
ESS = I i - (¿i ) /n
i l X X
donde "i " es el valor de la variable x en "i".
Jv
Por otra parte, se puede escribir que
E S Sq,j = ~^C7 (np + "jÍAESS pj
 + (nk + n.)AESS K. - n.AESS
M. J
siendo A ESS el incremento en la suma de cuadrados del. error por la unión
de dos grupos.
En resumen, debe advertirse que no todas las distancias tienen el mismo
grado de interés y aplicación. Las estrategias de las distancias prome-
dio ponderado y no ponderado son de gran aplicación ya que, aparte de
que comparativamente necesitan menos tiempp de CPV en el ordenador,
no son tan sensibles a la existencia de elementos espúreos.
Finalmente, nos resta hacer una breve consideración del problema relati-
vo al número de grupos a formar- En general, es evidente que a medida
que va disminuyendo el número de grupos obtenido a través de los diver-
sos niveles del endograma
 ( se va incrementando la- suma total de las
desviaciones euclideas de los elementos respecto a los promedios de
sus propios grupos. Si al formarse un nuevo grupo, el incremento en
la distancia total es muy fuerte, se puede considerar" que esos grupos
no son homogéneos y que, por tanto, pertenecen a colectivos distin-
tos. En cambio, si el incremento en la distancia es pequeño, en prin-
cipio se puede admitir la "hipótesis nula" de que ambos grupos per-
tenecen al mismo colectivo y que, por tanto, la nueva agrupación es
correcta (34).
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4. ANÁLISIS DISCRIMINANTE
4.1. OBJETO DEL ANÁLISIS
En palabras de Kendall y Buckland (35), "dado un conjunto de observacio-
nes muéstrales multivariantes, sabiendo con certeza que proceden de
dos o más poblaciones, el problema es establecer una regla que distribu-
ya nuevos individuos a la población correcta de origen con probabilidad
mínima de clasificación errónea. Este problema y diversas elaboraciones
del mismo dan lugar al análisis discriminante".
Pues bien, el análisis discriminante (36) parte de un conjunto G de
individuos, cuyo cardinal es N, y de una partición en G constituida
por una familia de subconjuntos jG p X que verifica
K = 1
• ' G r O Gs = 0 r 4 s
Llamamos a al cardinal de G para k = l,2,.*.,p por lo que
K = 1
Los individuos están definidos por "n" variables aleatorias ^ \z^ »
i = l,...,n] . El vector C caracteriza al individuo "q", C q = (Z ,
Z ,...,Z ), siendo Z. el valor que toma la variable "i" en el indi-
2q nq íq
viduo "q".
En suma, "Z, . . " es el valor de la variable Z en el individuo j del
kij i
subgrupo K y "n " es el número de individuos del subgrupo K.
K
A partir de esas variables "Z. " podemos definir, respectivamente, la
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media de "Z±" en el subgrupo K, la media total y la covarianza entre
las variables "Z " y "7 ".
i J s *
1 nk
Z. . = -^- S Zki nk A
D
¿
 ki
i p nk
Cov(Z ,
 Z ) = -i- £ £ (7 . . - Z. ) Z, . - Z )
1 s N
 K=l j=l klJ 1 ksj S
o bien
, k
i , zs) = _ ^ £ (zkij- zki) (zksj- zks)
"k n k •
+ I — — (Z, .- Z.) (Z, - Z )
rj- n ki i ks s
donde el primer sumando es la covarianza dentro de cada grupo y el se-
gundo sumando es la covarianza entre* grupos.
Expresado en forma matricial
(V) = (E)
 + (El
siendo
(V } la matriz de covarianzas entre variables
(B) " " " " dentro de cada grupo
(E) " " " " entre grupos.
El objeto específico del análisis discriminante es clasificar a los
individuos en un número dado de grupos, p, con la condición de que la
distancia dentro de cada grupo sea mínima y la distancia entre los gru-
pos sea máxima.
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4 . 2 . FUNDAMENTO TEÓRICO
Se t r a t a , entonces, de de f in i r una medida de dis tancia entre grupos,
de modo que nos permita d i f e renc ia r los . Utilizaremos l a d i s t anc ia de
Mahalanobis. Sean los grupos G y G , que están representados por (37)
± s
V =
r
'kl
k2
'kn
V =
s
si
Js2
sn
La distancia de Mahalanobis entre ellos es
d2(r,s) = (V -V )' D X (V -V )
r s r s
Siendo D la matriz de varianzas y covarianzas de los vectores de n com-
ponentes, que caracterizan a los N individuos de la población (38)..
Por otra parte, la distancia de Mahalanobis entre "p" grupos será
P
d 2=
K=l
Siendo
z
z. - z
kn n
distribuyéndose Y como una X , mediante lo cual se puede hacer un con-
traste de hipótesis.
Vamos ahora a buscar una función discriminante que nos permita asignar
un individuo cualquiera c* a uno de los grupos ya formados.
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Sea
la función de densidad de la variable aleatoria c como perteneciente
a Gr y
~- (c - V s)' D -(c* - V
la función de densidad de ~<? como perteneciente a G .
Si fuese preferible que ~<? se incluyera en G a que lo hiciera en G , ten
r s
dríamos que
P_(c)
> 1
P
s
o lo que es lo mismo,
L P (c) - L P (?) > 0
n r n s
Por tanto:
--±-{t- v r ) ' [ D ] 1 & - \ ) + - ^ C ? - v s ) t s
que, expresada de otro modo, es
D^v - 4 - v' [D] " 1 V 1 - Je [D] "1 v - - |- V* [D] "1 "v 1 > o
Si al primer sumando de la desigualdad le llamamos W y al segundo W ,
la función discriminatoria que buscamos será
u = w - w
rs r s
En definitiva, si Urf, es > 0 para c, indicará que 7? es preferible in-
cluirlo en G que en G y, si es < 0, será al revés,
r s
y- 538 -
5. ANÁLISIS DE CORRELACIONES CANÓNICAS
Esta técnica multivariante puede ser entendida como una generalización
de la regresión lineal múltiple, .pues su objeto es, dados dos grupos
de variables, tratar de hallar las combinaciones lineales de ambos gru-
pos que maximicen la correlación entre las dos nuevas variables creadas
a partir de tales combinaciones lineales. En síntesis, es como si se
tratase de hallar la regresión de un grupo de variables sobre otro (39).
Al primer grupo de variables se les llama variables-criterio y al segun-
do variables-predictor. Así, sean los dos conjuntos de variables.
(X1'X2 V y (xP+llXP+2 W
siendo p < q.
Se trata, ahora, de formar unas nuevas variables
( íi^ 2 v y Vi'W w
.y
combinaciones . lineales de las originales, tales que las correlaciones
entre los p pares sean máximas. Además, deben cumplir las siguientes
restricciones:
a. La media debe ser 0 y la varianza 1.
E(£¿) = 0 , E<Hj) = 0
(i = 1,2....,p) , (j = p+l.p+2,...,p+q)
Var(£.) = 1 , Var (rj ) = 1
b. Las covarianzas y, en consecuencia, las correlaciones entre pares
de variables de un mismo conjunto son cero,
cov(£. £j) = 0
•y
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cov(0. \.) = 0 siendo i 4 j
c. Solo hay p correlaciones 4 0\ las demás serán = 0. Las variables
nuevas deben garantizar que las correlaciones entre estos p pares sean
máximas. Estas correlaciones son las llamadas correlaciones canónicas
y las nuevas variables se llaman variables canónicas.
La mayor correlación canónica obtenida indica el grado de interrelación
de los dos conjuntos de variables y hasta qué punto pueden hacerse pre-
dicciones de un conjunto a partir de otro.
Veamos la formalización matemática que el método implica:
Sean X y X los dos grupos de variables ya explicitados, con sus
correspondientes distribuciones normales N(0,2 ) y N(0,5 ) (40). Busca
(1) (2)
mos ahora la combinación lineal de x y x que haga máxima la corre-
lación entre ambas.
Para ello, maximizamos la expresión
flI(D V ( D
£ _ cov(U , V
V (var U ( 1 ). var V ( 1 ))
siendo
. = B> x ( 2 )
donde A y B son vectores de producciones
Luego se tratará de maximizar,
A'£ 12B
A O
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sujeto a la restricción:
(2)
Por los multiplicadores de Lagrange,
Derivamos la función L respecto a A, B, A y llegamos al sistema
= o
Y para que puedan obtenerse soluciones distintas de la trivial (0,0,
...,0), tendrá que
= 0
En definitiva, se obtienen las raices dé la ecuación anterior y corno
cada una de ellas es la correlación canónica, y como se trata de maximi-
zarla, elegiremos la mayor que indicará el mayor o menor grado de rela-
ción entre los dos conjuntos de variables.
Por último, se podría volver a recorrer el camino anterior, con la hipó-
tesis de que las nuevas variables canónicas »sean independientes de las
anteriores. El resultado correspondería a las sucesivas raices.
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APÉNDICE A: NOTAS Y REFEREHCIAS BIBLIOGRÁFICAS
U ) Se trata de fundamentar, con el rigor estadístico pertinente, las afirmaciones que,
con referencia a estas técnicas, se hacen a lo largo de los capítulos precedentes.
Ademas, justo es dar la consideración debida a unos métodos de especial relevancia
en la esfera de la economía regional (como prueba la. multitud de interesantes aplica-
ciones) e insuficientemente tratados en la nayoría de los manuales de Econometría.,
salvo raras excepciones como el DHRYMES, P.J., Econometrics. Harper International
Ed. London, 1970. THEIL, H., Principies of Econometrics. Hiley. New York, 1971.
Y, a partir de la 33 edición, JOHNSTON, J., Métodos de Econometría. Ed. Vicens Vives,
1975, pp. 343-362, lo que muestra el creciente interés por estos métodos en el ex-
tranjero, así como en el nuestro, donde, en los últimos años, se han realizado varias
tesis y se han celebrado varios cursos monográficos sobre estos temas.
(2) Los tres primeros métodos serán utilizados en el cap. XI dedicado a la regionaliza-
cion de Galicia. El método de correlación canónica no nos ha sido posible aplicarlo
-a pesar de que enriquecería indudablemente nuestro análisis de la estructura espa-
cial gallega- por falta de datos para construir una segunda matriz dé flujos o de
"comportamiento"; aunque, desde el punto de vista instruaental en el campo del análi-
sis regional, se trata con cierto detalle en el capítulo X.
(3) Existe una amplia bibliografía sobre el tema, que recógenos con relativa exhaustivi-
dad. Así, pueden consultarse, KENDALL, H., Huí ti varíate flnalysis. Charles Griffin
Co. London, 1968. HARHAN, H.H., Hodern Factor Analysis. University of Chicago Press,
1967. BENNETT; S., BOWERS, D.t An Introduction to Multivariate Techniques for social
and Behavioural Sciences. Hacmillan Press. London, 1976-. ANDERSON, T.W. An Introduc-
tíon to Hultivariate Statistical Analysis. John Wiley and Sons, Inc. London, 1958.
COOLEY-, W.W., LOHNES, P.R., Hultivariate Data Analysis. London, 1971. DHRYMES, P.J.,
op. cit.. KSHIRSAGAR, A.H., Hultivariate Analysis. Marcel Dekker. New York. GIRI,
N.C., Hultivariate Statistical Inference. Academic Press. London, 1977. LAWLEY,
D.N., HAXWELL, A.E., Factor Analysis as a Statistical Hethod. Butterworth and Co.,
1971. MARRIOTT; J., The Interpretation of «ultiple observations. Academic Press.
London, 1974. MORRISON, . D.F., Multivariate Statistical Hethods. Hacgraw Hill Book
Co. New York, 1976. JOHNSTON, J.,-op. cit. KING, L.J., Statistical ftnalysis in Geo-
graphy. Englewood Cliffs. Prentice Hall, 1969. JOHNSTON, R.J., Hultivariate Statisti-
cal Analysis Geography. Longman. London, 1978. AZNAR GRASA, A., El Análisis Factorial
en Econometría. Una aplicación a las provincias españolas. Tesis Doctoral. Facultad
de CC.EE. y EE. Universidad Complutense. Madrid, 1974. LEBART, L., FENELON, J.P.,
Statistique et Informatique Apliquées. Dunod. París, 1975. LEFEBRE, J-, Introduction
aux Analyses Statistiques Multidimensionnelles. Hasson. París, 1975. CAILLEZ, J.,
PAGES, J.P., Instroduction a l'Analyses des données. Saach. París, 1976. BENZECRI,
J.P., L'Analyse des Données. I. La Taxinomie. Dunod. París, 1976. JUDEZ, L., Hethodes
d'Analyse Factoriel, I.A.M. Hontpellier, 1977. BERTIER, P., BOUROUCHE. J.M., Analyse
des données multidimensionnelles. PUF- París, 1975. GUIGÓU, J.L., Hethodes multidi-
mensionnelles. Analyse des données et choix a criteres múltiples. Dunod. París,
1977. CABRER BORRAS, B., Una aproximación a la economía del País Valencia mediante
técnicas de análisis mujtivariante. Tesis Doctoral. Facultad de CC.EE. y EE. Valen-
cia 1978. ROMERO VILLAFRAUCA, R., Métodos de Análisis Hultivariante. Escuela de
Ingenieros Agrónomos. Valencia, 1979, reeditados para el cursillo sobre el mismo
tema celebrado en la Facultad de CC.EE. y EE. de la Universidad de Santiago de Com-
postela, junio, 1980. ARNAIZ, G., Introducción a la Estadística Teórica. Lex Nova,
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1978, pp. 782-800. MARTIN REYES, G., "Algunos métodos multívariantes y sus aplicacio-
nes en economía". Cuadernos de Ciencias Económicas y Empresariales. Facultad de
CC.EE. y EE. Universidad de Málaga. Abril, 1978, pp. 139-157.
14) El método de componentes principales tiene su origen, a principios de siglo, en
los trabajos de Pearson y en los desarrollos posteriores de Hotelling. PEARSON,
K., "On lines.and planes of closest fit to systems of points in space". PHIL.HAG.,
G., 1901, pp. 559-572. HOTELLING, H.f "Analysis of a complex of statistical variables
into principal components", J.EDUC.PSYCH., 24, 1933, pp. 417-441; véase también
del mismo autor, "Simplified calculation of principal components", PSYCHOMETRIKA,
1, 1936, pp. 27-35.
(5) Tales propiedades de los componentes -ortogonalídad y capacidad de síntesis- son
fundamentalmente las que dotan al método de utilidad en economía y, en general,
en las ciencias sociales.
(6) AZNAR GRASA, A., op. cit., pp. 15-ss.
(7) Véase HALINVAUD, E., Métodos Estadísticos de la Sconometría. Ariel. Barcelona, 1967.
(8) Normalmente las unidades de medida de las variables son diferentes, entonces se
precisa homogeneizarlas. Para ello se utilizan variables tipificadas o estandarizadas
-de uso frecuente en el trabajo estadístico- que tienen la propiedad de que sus
medias aritméticas son siempre cero y sus desviaciones típicas iguales a la unidad.
La tipificación de las variables tiene también importancia debido a que la matriz
de varianzas y covaríanzas de las variables, si éstas están tipificadas, es una
matriz de correlaciones. Además, la estandarización y normalización de las variables
impide que las diferentes magnitudes de las mismas deformen la representación, o
que, el análisis se falsee por las variables qíie tienen fuertes desviaciones. Se
obtiene así lo que Lébart y Fenélon llaman "Análisis de Componentes principales
normalizado". Por lo tanto, si x ,x ...,X son las n variables originales, llamamos
a Z variable tipificada de X , si entre ellas existe la relación:
n n
2n=—1
n
siendo X , S la media y la desviación típica, respectivamente, de X . Véase LEBART,
1., FENELON, J.P., op. cit.; y ALCAIDE INCHAUSTI, A., Estadística Aplicada a las
Ciencias Sociales. Editorial Pirámide. Madrid, 1975.
(9) AZHAR GRASA, A., op. cit., pp. 29-ss.
(10) ANDERSON, F.W., op. cit., pp. 273-ss.
(11) COOIEY, M.W., LOHNES, P.R., op. cit., pp. 99-ss. ,
(12) LEFE8RE, J., op. cit.
(13) Para un tratamiento pormenorizado de este problema, véase JUDEZ, L., op. cit., pp.
23-32. BENNETT, S., BOWERS; D., op. cit., pp. 36-ss.
(14) EVERIT, B., Graphical Techniques for Kultivariate Data. Heinemann Educational Books.
London, 1978, pp. 8-ss.
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(15) BENNETT, S., BOWERS, D., op. cit., p. 27.
(16) AZNAR GRASA, A.( op. cit., pp. 54-ss.
(17) LEFEBRE, J., op. cit., HARMAN, H., op. cit., p. 301.
(18) LEBART, L., FENELON, J.P., op. cit.
(19) LEFEBRE, J., op. cit.
(20) CAILLEZ, F., PAGES, J.P., op. cit.
(21) LEBART, L., FENELON, J.P., op. cit.
(22) Existe también una amplia bibliografía que se ocupa del tratamiento de esta técnica.
Véase, entre otros, EVERIT, B-, Cluster Analysis. Heinemann Éducational Books. Lon-
don, 1974. SNEATH, P.H.A., SOKAL, R.R., Nutnerical Taxonomy.. W.H. Freeman. San Fran-
cisco, 1973. ANDERBERG, M.R., Cluster Analysis for applications. Academic Press,
New Yor, 1973. FISHER, W.D., Clustering and aggregation in economics. The Journal
Hopkings Press, 1969. HARTIGAN, J.A., Clustering Algorithms, J. Wiley, 1975. ESCUDE-
RO, L.F., Reconocimiento de Patrones. Paraninfo Ed., Madrid, 1977. ROMERO VILLAFRAN-
CA, R., op. cit., MAXWELL, A.E., Hultivariate Analysis in Behavioural Research.
Ed. Chapman and Hall. London, 1977. HUGUES, H., BOUVEYRON, C , GRIFFON, B., Segmenta-
ción y Tipología. Ed. Saltes. Madrid, 1978. Como denominación en castellano de esta
técnica utilizamos "análisis de conglomerados11, por parecemos la nás clara, siguien-
do la traducción de "Cluster analysis" realizada en KENDALL, M.G., BUCKLAND, W.R.,
Diccionario de Estadística. Ed. Pirámide. Madrid, 1980, p. 18. También podría denomi-
narse "análisis de grupos", "análisis de similitudes", o "reconocimiento de patro-
nes", nombre éste dado por ESCUDERO, L.F., op. cit,,
(23) ESCUDERO, L.F., op. cit., p. 405.
(24) EVERITT, B., op. cit., p. 43.
(25) CABRER BORRAS, B., op. cit., pp. 226-ss. JUDEZ, I., op. cit., p. 26, que en vez
de estudiar las relaciones entre las variables (modo "R"), estudia las relaciones
entre los individuos (modo "Q"). Consiste, como siempre, en utilizar una técnica
que, con la mínima pérdida de información de las variable» originales, nos reduzca
los ejes de referencia con los cuales se va a proceder a agrupar los individuos.
Esto se logra de manera muy simple: cambiando las filas por las columnas en la matriz
original de datos. Si introducimos la dimensión temporal en los modos anteriores,
todavía podrían señalarse cuatro modos diferentes más: modo ."0", "P", "S" y "T".
Consúltese RUMMEL, R.J., Applied Factor Analysis. Northwertern University Press.
Evanston, 1970.
*
(26) Para un amplio tratamiento de este punto, consúltese ESCUDERO, L.F., op. cit., pp.
407-ss.
(27) ESCUDERO, L.F., op. cit., pp. 412-413.
(28) Para ello hay que estandarizar las variables, tal y COBO se ha expuesto en la nota
(8). Para lograr la invarianza respecto a las rotaciones, se debe rotar el eje de
coordenadas según los autovectores de la matriz de varianzas y covarianzas.
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(29) VINCENS OTERO, J., "Medidas de distancia en el Análisis Cluster". DEP. DE ECONOMETRIA
DE LA EMPRESA. Universidad Autónoma de Madrid, 1978 (niñeo).
(30) ESCUOERO, L.F., op. cit., pp. 424-ss.
(31) Vid. ESCUDERO, L.F., op. cit., pp. 414-ss. Hay más tipos de distancia como la bina-
ria, la de Tonimoto, la discreta, etc., pero las que reseñamos son las principales.
Para la distancia de Mahalanobis, véase ESCUOERO, L.F., op. cit., pp. 575-596.
(32) Estas técnicas de análisis deben reunir las características de combinatoriedad y
compatibilidad. Además, se debe tener en cuenta que los valores de las característi-
cas están normalizados y, por tanto, son invariantes a los cambios de escala de
las mismas. Véase SNEATH, P.H.A., SOKAL, R.R., op. cit., pp. 201-240. ESCUDERO,
L.F., op. cit,, pp. 482-538.
(33) WARD, J.H., "Hierarchical grouping to optimise an objetive function". JOURNAL AMERI-
CAN STATISTICAL ASSOCIATION, 58, 1963, pp. 236-244.
(34) Para un tratamiento más amplio, véase ESCUDERO, L.F., op. cit., pp. 538-ss.
(35) KENDALL, M.G., BUCKLAND, H.R., op. cit., p. 18.
(36) Como en el caso de las técnicas anteriores, existe un profuso material bibliográfico.
Puede consultarse: KENDALL, M., op. cit., pp. 144-170. 3ENNETT, S., BOWERS, 0-,
op. cit., pp. 95-117. ANDERSON, T.W., op. cit., pp. 126-153. COOLEY, W.W., JOHNES,
P.R., op. cit., pp. 243-261. DYRYMES, op. cit. KRHIRSAGAR, op. cit., pp. 187-243.
JOHNSTON, J., op. cit., pp. 355-361. AZNAR GRASA, A., op. cit., pp. 113-116. VICENS
OTERO, J., GONZALEZ-HABA, Análisis Discriminante. Facultad de CC.EE. y EE. Universi-
dad Complutense de Madrid, 1979 (mimeo). BERTIER^ P., BOUROUCHE, J.M., op. cit.,
cap. X. MARRIOTT, J.( op. cit., pp. 32-43. CABRER BORRAS, B., op. cit., pp. 26*8-
277. ROMERO VILLAFRANCA, R., op. cit. MARTIN REYES, op. cit., pp. 149-153. ESCUDERO,
L.F., op. cit., pp. 221-ss. JOHNSTON, R.J., op. cit., cap. 8. KING, L.J., op. cit.,
pp. 204-212. KING, L.J., "Discriminant Analysís: A Review of Recent Theoretical
Contribution and Applications11, ECONOHIC GEOGRAPHY, vol. 46, n2 2 (Suplemento),
pp. 367-378. RACINE, J.B., LEMAY, G-, "L'analyse discriminatoire des correspondances
typologiques dans l'espace geographique". L'ESPACE GEOGRAPHIQUE, n$ 3, 1972, pp.
145-166. GIRI, N.C., op. cit., pp. 240-280.
(37) Aquí seguimos el enfoque expuesto por CABRER BORRAS, B., op. cit., pp. 268-ss. Otros
enfoques pueden verse en ANDERSON, T.W., op. cit., cap. 6. KENDALL, M.G., op. cit.,
pp. 144-ss. JOHNSTON, J., op. cit., pp. 355-ss, donde se plantea' el problema de
cómo encontrar una regla de clasificación que minimice los costes esperados de una
clasificación errónea. El mismo planteamiento se sigue en MARTIN REYES, G., op.
cit., pp. 149-152.
*
(38) El análisis discriminante parte de dos hipótesis: l) los vectores de n-componentes
que caracterizan a los N-individuos de la población siguen una ley normal n-dimensio-
nal cuya matriz de varianzas y covarianzas es (0), que verifica que (D} — ( B ) ; 2)
fn1
 = _ L 5 [O I v, según demuestra Wilks, la variable L = sigue
X=i
 rr 1 >
una distribución Beta y la hipótesis de igualdad de las matrices \lük\ , K=l pj
consiste en admitir que el valor concreto que toma L2 cae dentro del intervalo de
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confianza que se utilice para la distribución Beta, Véase CABRER BORRAS, B., op.
cit., p. 274.
(39) Pueden consultarse múltiples fuentes: KENDALL, M., op. cit., pp. 68-ss. ANDERSON,
T.W., op. cit., pp. 288-305. COOLEY, W.W., LOHNES, P.R., op. cit., cap. 6. DHRYKES,
P.J., op. cit. KSHIRSAGA.R. op. cit., pp. 247-285. JOHNSTON, R.J., op. cit., cap.
6. ROMERO VILLAFRAKCA, R., op. cit. MARTIN REYES, 6., op. cit., pp. 154-ss. ARNAIZ;
G.( op. cit., pp. 795-800.
(40) Seguimos el enfoque que recoge AZNAR GRASA, A., op. cit., pp. 108-ss. Para un trata-
miento adaptado al proceso de regionalización, a partir de la "teoría de campos",
vid. ILPES, Ensayos sobre planificación regional del desarrollo. Siglo XXI. Editores.
México, 1976,
 PP. 137-140.
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APÉNDICE B: ANÁLISIS DE LAS CADENAS DE MARKOV
1. FUNDAMENTACION TEÓRICA
En general, según Kendall, puede definirse un proceso de Markov como
"un proceso estocástico tal que la distribución de probabilidad condi-
cional de un estado en un instante futuro, dado el estado presente,
no se ve afectada por un conocimiento adicional de la historia pasada
del sistema" (1).
En otras palabras, se dice que un proceso estocástico de parámetro dis-
creto |_x(t), t = 0,1,2,...} o un proceso estocástico'de parámetro conti-
nuo [x(t), t>Oj es un proceso de Markov si, para un conjunto cualquiera
de n instantes, t < t <... <t en el conjunto índice del proceso, la
distribución condicional de x(t ) para valores dados de x(t_),...,x(t ,)
n , 1 n—1
depende sólo de x(t ); es decir, si
(1)
Por lo tanto, un proceso de Markov viene definido por un conjunto de
estados y se dice que un número real x es un valor posible o estado
de un proceso estocástico íx(t), t£T] si existe un instante t en T tal
que la probabilidad p[x-h < X(t) < x+hj es positiva, para todo h > 0. Se
llama espacio de estados de un proceso estocástico al conjunto de sus
valores posibles. Dicho espacio será discreto si consta de un número
finito o numéricamente infinito de estados. En caso contrario, se llama-
rá continuo. Un proceso de Markov cuyo espacio de estados es discreto
se denominará Cadena de Markov (2).
Las Cadenas de Markov pueden clasificarse, según el cuadro 1 adjunto,
del siguiente modo:
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Cadenas.con
una clase
Cadenas de transí
ción con todos —
los estados comu-
nicantes
" T
H
1
Todas las
11
p n<
1
co
filas de N son
superregulares no negativas
0
Cadenas
nulas
L = 0
M. . = CO
li
p n _^> o
Grado
ergódico 0
Cadenas
de
Markov
Cadenas con
muchas clases
Cadenas
Recurrentes
H.. =
n
SPn
= 1
_ ©
Únicamente una-medida < es
superregular no negativa
if k
Cadenas
Ergódicas
Cadenas
Ergódicas
no cícli-
cas
Cadenas
Ergódicas
cíclicas
A >0
1
Grado ergódico r 1
vLVí = 00
Grado ergódico
M. . C oo, para todo r
BÍ.M k o», " " r
M: r< oo, •• •• r
CUADRO 1 : CLASIFICACIÓN DE LAS CADENAS DE MARKOV
FUENTE : KEMENY (3)
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Aquí estudiaremos las cadenas de Markov ergódicas. Más concretamente,
un tipo especial de ellas, las llamadas Cadenas de Markov finitas y
regulares.
Una cadena de Markov viene caracterizada por una función de probabilida-
des de transición y por su correspondiente matriz de probabilidades
de transición P, cuyos términos indican la probabilidad p. . de que el
.proceso pase de un estado cualquiera i a otro j. Veamos (4):
Las probabilidades de transición de una cadena de Markovfx \ con espacio
de estados 0,1,2,... y parámetros de tiempo discreto m y n tales que
o <Ln < n , se pueden representar en forma matricial del siguiente modo,
P(m,n) =
Po0 ( m' n ) Pol ( m' n )
P10(mtn) P n(m 1n)
P.fm.n) P (m,n) P .(m.n)... P (m,n)...
Ju JA J¿ JK
(2)
cuyos elementos cumplen dos condiciones,
P (m,n) ^. O para todos j,k
P.. (m.n) = 1 para todo j
K
(3)
Es decir, los elementos de la matriz P(m,n) tienen que ser no negativos
y la suma de los elementos de cada fila igual a 1.
Tales probabilidades de transición satisfacen una relación fundamental,
que es la llamada ecuación de Chapman-Kolmogorov. Esto es, para instan-
tes cualesquiera n>u>m^-o y los estados j y K, podemos escribir
p., 1.
estado i
(4)
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de modo que, a partir de dicha ecuación, podemos deducir varias relacio-
nes recurrentes.
Sea fX i una cadena de Markov con una matriz de probabilidades de tran-
sición ^P(m,n)j , en virtud de la ecuación (4), se deduce que
P(m,n) = P(m,n-1) P(n-l,n)
= P(m,n-2) P(n-2,n-l)- P(n-l.n)
(5)
= P(m,m+1) ... P(n-l,n)
Luego, para expresar P(m,n), siendo n^m, es suficiente con saber
,2),..., P(n-l,n) (6)
Si consideramos las probabilidades de estados no condicionales para
n=0,1,2,..., tendremos que
P0(n)
P(n) =
P.(n)
y se puede deducir inmediatamente que
P(n) = P(O,n) P(0) • ( )
A partir de las expresiones (5) y (9). se deduce, para el caso de cade-
nas homogéneas (5), que
luego
además
P(n) = Pn
P(n) = PÍO) Pn
P(n) = P.P...P
(10)
(11)
(12)
-y
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En síntesis, conocida la matriz de probabilidades de transición de un
paso . y el vector de probabilidades inicial en el instante 0, se halla
de inmediato la probabilidad de una cadena de Markov homogénea. Y se
dice que una cadena de Markov ÍX \ es finita con K estados si el número
de valores posibles de las variables aleatorias JX i es finito e igual
a K. Por consiguiente, las probabilidades de transición P., son distin-
tas de cero para un número finito de valores de j y k y la matriz de
probabilidades de transición P es una matriz K x K (6).
2. TEOREMAS DE HARKOV
Las cadenas de Markov finitas y regulares gozan de dos importantes teo-
remas (7): -v
- Teorema I: Si P es la matriz de transición de una cadena de Markov
regular, entonces
a. Lim. Pn = A • (13)
n -f* oo
Siendo A la denominada matriz límite.
•b. La matriz A tiene todas las filas iguales al vector de probabili-
dad límite o de equilibrio <,= (a^ag,... ,an>.
«
c. Los elementos de < son todos positivos.
- Teorema II: Si P es la matriz de transición de una cadena de Markov
regular y A y <. garantizan el teorema I, entonces el vector < es el
único vector de probabilidad tal que
En síntesis, lo que se afirma con la matriz A es que las sucesivas po-
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tencias de P : P , P , P ... convergen hacia un estado modio límite
A y el vector <. mantiene al sistema en equilibrio. El elemento a. de
A expresa la probabilidad de llegar al estado X. después de un gran
número de pasos desde p(0).
Por otra parte, a partir de los teoremas anteriores, puede definirse
una matriz Z, llamada matriz fundamental, tal que
Z = [i - (P-A)]"1 (15)
donde I es la matriz identidad. La matriz Z tiene varias propiedades
en común con la matriz de transición P, pero sus elementos no son nece-
sariamente no negativos. La matriz Z describe cómo el sistema se aproxi-
ma al equilibrio desde una distribución inicial dada. Una importante
cualidad de Z es que puede ser utilizada para proporcionar una medida
del tiempo medio de paso de un estado a otro. La distribución de esta
variable aleatoria es llamada "first passage time distribution" y el
valor esperado recibe el nombre de "mean first passage time".
La matriz dé "mean first passage time" (MFPT) o M, no simétrica, es
aquella cuyos elementos m. .= M. f F .1 expresan el número medio de pasos
para ir de X. a X. por primera vez.
Se' demuestra que
H = (I-Z + EZ d g) D . (16)
donde I es la matriz identidad, Z es la matriz fundamental ya definida,
E es la matriz con todos los elementos 1, Z. es una matriz con todos
los elementos 0, excepto los de la diagonal principal y D es la matriz
diagonal con todos los elementos D.. = 1/a .
Una medida útil es también la proporcionada por la varianza de M
"Í2
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r 2
siendo M f la matriz de segundos momentos del numero de pasos reque-L j
ridos para alcanzar X. . La matriz satisface la ecuación, corolario de
ü
la expresión (16),
W = M(2Z, D-I) + 2(ZM-E(ZM)dg) (17)
dg
donde (ZM), resulta del producto de la matriz fundamental por la ma-
triz de MFPT con todos sus elementos nulos, excepto los de la diagonal
principal. Los elementos de la matriz M.lf. son los cuadrados de los
primeros momentos de la matriz M. El producto de M .se puede expresar
también por M
sq
Entonces,
Var. ff .1 = V = W - M (18)
i L Jj scl
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APENDICE B: NOTAS Y REFCKCNCIAS BIBLIOGRÁFICAS
(1) KENDALL, M.G., BUKLANO, W.R., op. cit., p. 287. Véase también en la misma obra
p. 29, los diferentes tipos de Cadenas de Markov.
(2) Para un tratamiento "in extenso" de las Cadenas de Markov, vid. PARZEN, E., Procesos
Estocásticos. Ed. Paraninfo. Madrid, 1972, pp. 221-319. HILLIER, F.S., LIEBERMAN,
G.J., Introduction to Operations Research. Holden-Day. Inc., 1967, cap. 13: Dynamic
Probabilistic Systems. Vol. I. Markov Chains and theír applications. HOWARD, R.A.,
Markov Modelo. Vol. II: Serai-Markov and Decisión Processes. John Wiley and Sous.
Inc., 1971. IOSIFESCü, M., Finite Harkov Processes and Their Applications. Johan
Wiky Sous, 1980. CULLHANN, G., Initiation aux Chaines de Harkov. Méthodes et Applica-
tions. Hasson. París, 1975, KREWERAS, G., Graphes, Chaínes de Markov et Cuelgues
Applications Economigues. Dalloz Mathématique. París, 1972. ARNAIZ, G-, Introducción
a la Estadística Teórica. Lex Nova. Madrid, 1978. COLLINS, L., An Introduction to
Harkov Chain Analysis. CATMOG 1., University of East Anglia, 1975, con un tratamiento
adaptado al análisis regional. KEMENY, J.G., SNELL, J.L., Finite Harkov Chains.
Van Nostrand Co. New Jersey. Princeton, 1967. KEMENY, J. G., SNELL, J.C., KNAPP,
A.W., Denumerable Markov Chains. Springer-Verlag. New York,'1976, de enfoque eminen-
temente matemático: véase sobre todo el capítulo 4.
(3) KEMENY, J.G., ET AL., op. cit.,
222-223, p. 263, pp. 300-ss.
(5)
p. VIII. Véase también PARZEN, E., op. cit., pp.
Puede consultarse entre otros, PARZEN, E., op. cit., pp. 227-228. HILLIER, F.S.,
LIEBERMAN, G.J., op. cit., pp. 404-ss. Una matriz de transición puede representarse
por un grafo, en el que las puntas son los estados y las probabilidades de transición
son los arcos, vid. especialmente CULLMANN, G., 6"p. cit., pp. 20-ss. KREWERAS, .G.,
op. cit., pp. 57-ss.
La expresión (10) es fácilmente deducible. Así, P(0,n) = P(n-l.n) P(n-2,n-l)...
P(l,2) P(0,l) = P(1).P(1).-.P{1) = p". en «1 caso de las cadenas homogéneas o de
probabilidades de transición estacionarias, que son aquellas en que P (m,n) sólo
depende de la diferencia n-m. P expresa todas las interacciones directas del sistema.
P¿ = P.P = 1.1. n donde P iJ
 K=l
estados i
P .Pik* kj expresa el valor de todas
las relaciones indirectas para los  y j cualesquiera, con una longitud
de secuencia del grafo igual a 2 (que es el número de arcos de la secuencia o número
de pasos de la transición); luego P2 representa todas las relaciones indirectas
posibles del sistema con una longitud de secuencia igual a 2 . P , P ,...P represen
tan las interrelaciones indirectas del sistema con longitudes.de secuencia 3.4....n
respectivamente.
(6) ün ejemplo ilustrativo y clarificador de lo que acabamos de decir puede ser el si-
guiente. Supongamos que entre 1970 y 1980 las probabilidades de desplazamiento entre
Vigo, los alrededores y el entorno rural venga descrito por la matriz
Vigo
Alrededores
Entorno rural
Vígo
0.6
0.2
0.4
Alrededores
0.3
0.5
0.1
Entorno rural
0.1
0.3
0.5
donde las localizaciones (Vigo, alrededores, entorno rural) son los "estados" del
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modelo y cada elemento representa el valor de la probabilidad de moverse de un estado
a
 otro probabilidades de transición, en un intervalo de tiempo discreto (10 arios).
Así, por ejemplo, estamos suponiendo, arbitrariamente claro está, que, entre esas
dos fechas, de toda la población que estaba residiendo en Vigo en 1970, el 60% sigue
viviendo en la misma ciudad, el 30% 'se movió hacia los alrededores y el resto, el
10%, se fue de Vigo al entorno rural. A su vez, en ese mismo período, de la población
que estaba residiendo en los alrededores en 1970, el 20% residía en Vigo en 1980
y del total de la población residente en el entorno rural en 1970 el 40% residía
en 1980 en Vigo. Evidentemente, resulta obvio afirmar que se está haciendo el supues-
to de que la población es constante.
Por otra parte, si suponemos, también arbitrariamente, que la población total en
1970 en los tres estados es de 400.000 habitantes, distribuidos en los tres estados
de 50% en Vigo, 30% en los alrededores y 20% en el entorno rural, podemos expresar
el estado inicial P(0) del sistema por un vector de probabilidades.
p(0) = (P,(°) P2(°) P3(0)J = (0.5 0.3 0.2) que representa el estado del sistema
en 1970. Sucesivamente, p(l) será el estado del sistema en 1980 y p(2) el estado
del sistema en 1990.
Si la matriz de probabilidades de transición es P-, entonces
P(D = p(O).P
En nuestro ejemplo,
(0.5 0.3 0.2) x
de donde se obtiene, sin más que hacer la multiplicación,
p(l) = (0.44 0.32 0.24)
que expresa que, en 1980, de las 400.000 el 44% residirá en Vigo (en 1970 vivía
el 50%), 32% seguirá en los alrededores y el 24% residirá en el entorno rural. Si,
además, suponemos que las probabilidades de transición del período 1970-80 permanecen
constantes en el siguiente período 1980-90 al igual que la población, entonces pode-
nos determinar la distribución de la población en 1990, p{2), sin más que realizar
la operación
p(2) = p(l).P
(0.6 0.3 0.l\0.2 0.5 0.3J = (0.42 0.31 0.26)p.4 0.1 0.5/
y, así sucesivamente, p(n) = p(n-l).P ó p(n) - p(O).p . Véase COLLINS, L , op. cit.,
donse se reseñan multitud de aplicaciones.
(7) KEMENY, J.G., SfíELL, J.L., op. cit., pp. 69-98. lOSIFESCU, H., op. cit., pp. 122-
135, donde se demuestran rigurosamente ambos teoremas y las igualdades que les si-
guen.
'¿y
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CAPITULO XI.-LA REGIONALIZACIÓN DE GALICIA
1, INTRODUCCIÓN
El objeto del presente capítulo es la delimitación de un conjunto de
regiones de Galicia, aptas para un proceso de planificación regional.
Como ya se ha señalado en el capítulo VIII, la regionalización de un
territorio es una fase previa de la planificación del mismo- Por eso
se aborda ahora, antes de proceder a la exposición del modelo de plani-
ficación, que se efectúa en el capítulo siguiente.
Las fases de investigación son las siguí-entes: en primer lugar, se han
delimitado las pequeñas comarcas funcionales y sus nodos correspondien-
tes; en segundo lugar, se demarcaron las grandes regiones funcionales
de planificación mediante la agregación de otras de inferior jerarquía.
A continuación, se han determinado ias regiones homogéneas y se- han
obtenido unos índices de depresión, bienestar y ruralismo* Estos índices
resultan de gran interés para la detección de puntos de atención priori-
taria y base de apoyo para la ejecución de una política descentralizado-
ra. Finalmente, a la luz de los resultados alcanzados, se exponen una
serie de proposiciones interpretativas del proceso de regionalización
de .Galicia.
Los procedimientos seguidos han sido el modelo probabilístico de las
cadenas de Markov para el caso de las comarcas funcionales y los métodos
multivariantes de componentes .principales y el "cluster analysis" para
la obtención de las regiones homogéneas. Dichos instrumentos han sido
complementados con el análisis de las comarcalizaciones de Galicia ya
realizadas ( 1 ) y estudios parciales existentes, una' consulta-encuesta
a lo que hemos denominado "testigos privilegiados" (funcionarios de
la Administración, Secretarios de Ayuntamiento, etc.) y un extenso tra-
bajo de campo y entrevistas "in situ" en los lugares Úe más dudosa deli-
mitación. *
C/t>
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2. ESTRUCTURA FUNCIONAL DE GALICIA
2.1. OBSERVACIÓN DE LA MATRIZ ORIGINAL DE LOS FLUJOS TELEFÓNICOS
A los efectos de la planificación del desarrollo económico, el ámbito
espacial apropiado —que dota a aquélla de la unidad y coherencia preci-
sas a la hora de la adopción de decisiones— es el correspondiente al
concepto de región funcional, variable en su escala según el objetivo
de análisis que se persiga.
Como es bien sabido, dicho concepto de región viene definido por la
agregación de unidades locacionales contiguas, que se encuentran relati-
vamente más interrelacionadas entre si que con el resto. Y si estas
regiones —al introducir las nociones de orden, jerarquía y dominancia—
se focalizan en torno a un centro, se denominan regiones nodales o pola-
rizadas. Estas pueden considerarse como un caso particular de las prime-
ras , de manera que un grupo de regiones nodales forman una región fun-
cional., siempre y cuando las relaciones interregionales o intercomarca-
les sean suficientemente significativas y en dirección de un gran núcleo
rector- En definitiva, la región funcional es un amplio ámbito espacial,
centrado en una ciudad importante, con una serie de dependencias si-
guiendo la jerarquía urbana hacia abajo.
Una primera cuestión, de obligado examen, en un proceso de regionaliza—
ción es que nada garantiza que las consideraciones realizadas a un de-
terminado nivel de análisis sean necesariamente válidas a otro nivel.
Cada cambio de escala conlleva la presentación de un nuevo problema
y no hay bases razonables que nos permitan presumir que las relaciones
o asociaciones existentes a una escala sean válidas en otra ( 2 ).
Los problemas de escala afectan a dos aspectos principalmente: a) escala
del criterio de jerarquía en la selección de centros nodales; b) escala
en la dimensión de las regiones o comarcas resultantes, y en los proble-
mas que- plantean las unidades locacionales singulares de distinto ta-
maño -
La teoría del 3 \¿¿¿ar central ( 3 ) ha proporcionado tradi cionalmente
la base teórica para responder al primer problema señalado, en base
a las interrelrtcJc:ies existentes en la prest • ion <3e servicios; aunque
presienta cic-rt;is 1 i mí tñci ones impcfrlantes. Esquematicanicnlc , tal es ] imi-
puoclen re^ íjnii rse del ciguicnte modo:
-Onicfimonte tienen en cuenta las relaciones direcias entre las uni-
dades locacionales (en nuestro caso, municipios), cuando es evidente
que las cadenas de distribución de bienes siguen un árbol jerárquico
de relaciones indirectas.
—Exige la delimitación apriorística de los centros nodales y de
las jerarquías, a partir, g- neralmente, del tamaño de población, a los
cuales se asocian los núcleos de rango inferior.
—Las jcrí-.rquá5S definidas son absolutas (tamaño de población y/o
número de funciones) en cada núcleo y no son relativas a las interrela—
clones internas del sistema*
Por tanto, hemos tratado de evitar las 1 imitaciones mencionadas. A tal
fin, se ha procediólo a la aplicación del método de las cadenas de Karkov
y de la distancia funcional que cumple con una serie de requisitos
( 4 ) que, si las variables utilizadas son suficientemente representati-
vas de la conectividad regional, nos permite superar las deficiencias
de la metodología clásica.
La segunda cuestión de escala es la relativa al tamño de la región y
a la compacidad de las unidades locacionales singulares. En otras pala—
bras, las regiones no deben ser demasiado grandes como para no poder
ser planeadas y administradas de modo coherente y unitario, ni excesiva-
mente pequeñas como para no soportar una asignación espacial eficiente
de los recursos. Así, pues, desde este útlimo punto de vista, la regio-
nal izacion que aquí se efectúe debiera complementarse con un analisis
exhaustivo de los estándares funcionales brisados en las distancias nraxi—
mas o rcqunrimjentos espaciales de c?tía uno de los servicios públicos.
Fs evidente qsje un estudio cabal de dichos requerimientos i^pl icaria
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un análisis pormenorizado de los umbrales mínimos de satisfacción de
los diversos servicios (sanidad, educación, urbanismo, etc.}, lo que
excede, por razones obvias de capacidad y espacio, la labor inherente
a un investigador individual. Como paliativo de tal insuficiencia, se
han tenido en cuenta las diferentes comarcalizaciones existentes —ya
mencionadas más arriba— de diversos organismos de la Administración
Pública.
Por otra parte, los conceptos de región funcional y nodal están carac-
terizados por la existencia de núcleos de actividades especializadas,
que se hallan funcionalmente asociadas y especialmente concentradas.
Cada actividad tiene su propio conjunto de vinculaciones fuera del nodo
y, para tener en cuenta las diférentes relaciones externas, el concepto
genérico de relaciones interurbanas tendría que ser necesariamente muí—
"tídimensional: lo que se resuelve mediante una variable "proxy11 de ca-
rácter igualmente muí ti dimensional. _:
El indicador utilizado ha sido el tráfico telefónico _{ 5 ) existente
entre 267 puntos de la geografía de Galicia ( 6 ), durante el mes de
octubre de 1975 que, por diversas razones, la Compañía Telefónica Nacio-
nal de España (C.T.N^E.) considera el más representativo de la media
del año ( 7 ) •
1.a matriz original de datos de orden (267 x 267) recoge las medidas
de interacción entre cada par de puntos (x. . ), expresadas en una uni-
dad de intensidad de tráfico, llamada ERLANG ( 8 )-
El tratamiento a que se ha sometido la información inicial y el pro-
cedimiento posteriormente seguido para la obtención de las comarcas
o regiones funcionales y nodales, se esquematiza en la figura 1.
Un primer examen visual de la matriz original de datos nos ha permitido
comprobar la práctica inexistencia de interrelaciones, es decir de lla-
madas telefónicas, e.ntre 41 de esos puntos, por lo que se ha creído
oportuno reducir la matriz original a unas dimensiones menores de orden
(226 x 226) ( 9 ) „ Como más tarde se puede comprobar, la existencia
FIGURA 1
DIAGRAMA DEL PROCEDIMIENTO D£ REGJONALIZACION FUNCIONAL DE GALICIA
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Cuadro I
J£RARQUÍ¿J\C10N HUNICIPAL POR LOS FIUJGS DIRECTOS
Vigo
Coruña
Ferrol
Santiago
Pontevedra
Ourense
Lugo
Vilagarcía
Porrino
0 Burgo
Viveiro
A Estrada
As Pontes de G.R
Ribadeo
Santa Uxía de R
Redondel a
0 Barco
Pont ede une
Cánido
Bueu
Lalín
0 Gove
Carblliño
Verín
Betanzos
Ribadavia .
Padrón '.
Sarria
MonFortc...
Hoia
Cee
C*rballo
Foz
Silleda....
Pont careas
Heira.
A Poboa
Cambados
Sada
Vilanova de A
Viana do Bolo
Baiuca.
nilatba
Becerrea....
fui
Cangas...
Chantada
Kugardos -..
Bttrela
Aguí fio.
A Guardia
Brea
Hoaña.
Muros.....
A Pontenova .
136177.6
130018."/
62980.3
35891.7
357 ¿9.2
31030.2
23333.9
15118.6
1434&.6
9452.0
9091-9
8925.2
8646.0
8432-2
8331.0
7944,6
6983.6
6917-3
6774.3
6662.1
6625-8
6358.2
6197.3
6096.9
5919.8
5759.1
5329.3
5253.3
4295.3
4216.8
4170.2
3489.B
3372.3
3328.4
3268.9
3238.6
3169.4
3124.4
3086.6
3054.5
2907.4
2894-4
2888.6
2858.5
2824*.8
2777.0
2737.3
2717.9
2559.4
2487-6
2410.7
2353-2
230] .3
2174.9
Pontei.esures 2149.8
A Rúa 2123.5
Nigran •-. . 2069.5
Porto de Sta.Cruz 2021.2
Maniños 2017.8
Helide 1995.8
Caldas de Reis -.. 1991.5
Boiro 1981.2
S.Cosme 1980.0
Oleiros 1933.4
Sanxenxo 1916.9
Xinzo de Lioiia 1356.3
Carral 1732.6
Cariño * 1655. *t
Perillo 1624.6
Cedeira.. 1596.9
Vila de Cruces. r,<T.., 1548,7
Mondoneda.... 1538.5
Ortigueira. 1534.7
Ares 1506.7
0 Bolo 1506.0
Halpica 1499.6
Vilarino de Conso 1443.7
Arzua.... 1432.5
Baiona 1342.2
Atios 1323.2
Rábade 1317.0
Marín.... 1297.9
A Cañiza 1291.4
Miño 1251.7
A Golada 1248.0
Curtis '-. 1246.1
Negreira ,.... 1231.6
Ferreira (Val) 1096.3
A Gudiña 1077.3
Palmeira, 1052.4
Vilanova 995.9
Dewesa 972.4
Poboa de Trives 962.5
Fis térra 946.4
Rianxo. 946.1
Allariz.- 896.1
Guitiriz,. 894.2
Fene.,... 858.8
Illa de Arousa 849.8
Ponte Caldelas 848.1
Celanova 843.7
Brea 826.2
As íieves 822.3
Cuntís 817.6
Sodeiro.. 800.0
Santa Ccnba.... , 791.9
Moiterroso... 779.9
Cato ira 777.3
a de Suarna....... 773.4
I
Huxía 769.8
Paso de Irixoa... 761.7
«aceda 751.0
Kondariz,........ 713.G
leixei ro 713.4
Rodrigas 686.6
Viniianzo 686.4
Serra de O u t e s — 649.5
Carrio 641.9
Albarellos 634.7
Vilar 595.4
Salvaterra do M.. 594.5
Ponteceso 588.7
Ouiroga 588.2
Tonino 583.7
Bande 579.0
Camarinas 569.6
Ponte do Porto... 561.2
Vila e Porto do.. 5Í.B.8
Oza dos Ríos 540.7
Baio Grande 532.5
Poboa de S.Xulian £31.6
Ferreira 517.8
Laza 512.8
Pontevea... 489.5
Castro Caldelas.. 488.5
Laracha 481.9
Fonsagrada....... 462.2
Poboa de Parga... 443.7
Esparrapeda 435.3
Feira do Monte... ¿17.5
S.Saturniño 411.6
Pol 409.3
RiÓs 400.0
Barral 398.1
Goián 386.(3
Castro 381.4
Escairón 378.5
Palas 375.5
Sobrádelo 372.2
Camota 369.8
Leiro Grande- . . . . 363.7
Laxe 346.9
Foiaento 343.5
S.Marcos 339.1
P o r t o n a r í n . . . . . . . . 334.5
Forcarei 325.9
Maside 324.9
Baloucos.. 3?4.5
Ponte de Mera.... 307.6
Abadín 306.5
Cea 306.3
Gándara. 290.4
As Neves..... 290.1
firbo 268.0
Tarrio •... 287-2
Peares.... - 281.0
Barbantes 280.6
Come-Porta 274.2
Caión . 271.4
Bcrabibre 271.4
Santa Lucía » 269.6
Xove 264.4
Porto do Barqueiro 25A -7
Berea 253.2
Barrantes , 250-7
Baanionde 249.7
Soago * ., , 248.7
F onde vi la . 248.2
Fon te-Oí az 236.4
Cortegada . , 235.1
Cesuras * 230.1
Iglesario . . 225.7
S. fin ton i o/. 220.9
Covelo . 219.1
Friol 217.3
Campo da Feira , 215.2
Espasante 214.5
Esgos 207.6
Poboa de Brollón 205.3
S. Roque 203.3
Forxa 202.6
Pedreiro 201.5
Castre do Val , 200.0
Caldelas 198.9
Pedrafita 198.5
Castroverde 196,4
Kon te derramo 195.6
Vila da Iglesia 195,6
S.Ciprián 193.1
Cercedo 191,1
Soutelo... 186,9
Carretera (Guntín) 186,5
Hosteiro 177.4
Vilar de Barrio.... 176,8
Felgosas 173.1
Seara 172.3
Coristanco 162.8
Picota 161.1
* Vega 161,0
Hosteiro 159,6
Trabada... 153.6
Sandiáns 147,6
Lanosa , 14 7.3
Viaño Pequeño 140.1
Pastoriza . I 37 _8
BriÓn 137.2
Cualedro . 131.3
Avd.do Hatstro 130.5
Pontepedra.. 130.0
Castro de Rei 123.0
Bertan iráns 122.9
Gomeán 120.6
Larouco. .. 119.2
tlaxó 11B.3
Samos . 117.7
Ribeira 116.5
Fcntearcada ." 116.3
Cimbra 112.8
Pacios .' í 11.6
Triacastela 107.1
0 Pindó 106.5
Seiito..,, 105.1
Campo 100.3
S.Vicente 95.2
Pedrouzo 94.6
Fustanes. 92.1
S. Amaro .- 87.8
Cruz do Incio 87.7
Xunqu'eira de Espad-añedo 84.9
Kuras 82.4
A Merca..- 82.1
Vilardevós 80.7
Toen 67.1
-Chandrexa. 67.0
Cadabo 65.2
A Iglesia .....* .... 63.8
A Lagoa 63.0
Trasniras 61.3
Chan.... 57.5
A Iglesia 57.2
Bobo ras 56.3
Outonouro 55.0
Oumbrla •. 49.6
Xubío 48.5
Calvos... 48.5
Sionlla de Abaixo 47.7
Paderne 44.2
Pont e-Ir i xo.. 44.2
Parada do Sil 40.6
Vilaraarín 33.5
Castro 28.4
Baaaonde 12.7
FUENTE: Elaboración propia a partir de la Batrií original de flujos telefónicos
de bajos valores o de valores nulos entre una parte considerable de
la matriz de original de flujos (el 15% de los puntos de partida) es
un primer indicador de la baja conectividad e integración de la estruc-
tura urbana gallera-
Ademas, profundizando un poco más en el análisis, una inspección somera
de los flujos directos de la matriz original ofrece ya resultados bas-
tante interesantes. La suma de los elementos de las columnas CS, - P - - )
indica una primera jerarquización aproximada de los diferentes núcleos
j ( 10 ). En las filas puede observarse la dirección de los flujos más
importantes, determinando la dominancia de un núcleo sobre otro —
( 11 ). La única excepción sería la del núcleo principal» que al no tener
ninguno encima de sí mismo, tiene una mayor cantidad de flujos en direc-
ción al segundo núcleo de la jerarquía.
Si observamos e1 Cuadro 1 podemos advertir, ya de entrada, los fuertes
desniveles existentes en esta primera jerarquización de los diferentes
puntos. Vigo (136-177,6) y A Coruña (130.018,7) destacan sobre todos
los demás, con unos valores en erlangs más de dos veces superiores a
sus inmediatos seguidores en la jerarquía, Ferrol (63.562,2) y Santiago
(62-980,3). A continuación, pero a un nivel inferior, se encuentran
las ciudades de Pontevedra (35.891,7) , Ourense {35.739(2) y Lugo
(31.030,2), seguidas de Vilagarcía (23.333,9), Porrino (15.118,6) y
0 Burgo (municipio de Culleredo) (14.348,6). Estos primeros resultados
—exceptuando Lugo y Ourense, cuyos valores muestran su condición de
capitales provinciales- nos indican una clara línea de fuertes relacio-
nes funcionales Nort—Sur, siguiendo —lo que, por otra parte, cabría
esperar- el principal eje de crecimiento económico de Galicia. Si seguí—
mos analizando los restantes valores, vemos como la afirmación anterior
se ve todavía -si cabe- más enfatizada: As Pontes, Santa Uxía de Ribei-
ra, Redondela, Pontedeume, Cánido (Vigo), Bueu, O Grove, Betanzos, Pa-
drón , Kola, Cee, Carballo, etc. ofrecen unos índices relativamente ele-
vados. Dichos núcleos vienen entremezclados con puntos como Viveiro,
A Estrada, Ribadeo, O Barco, Lalín, 0 Carballiño, Verín, Ribadavia,
Sarria, Monforte, etc. que, aún no hallándose geográficamente en el
eje citado, vienen a manifestarnos su condición de capitalidades comar-
cales. Seguidamente, podernos comprobar- cómo a partir óc un valor aproxi-
mado de 1.000 los diferentes puntos -una gran mayoría respecto al total-
carecen de una funcionalidad digna de tenerse, en cuenta ( 12 ) .
2.2. ANÁLISIS DE LAS INTERACCIONES DEL SISTEMA. URBANO GALLEGO: LA MA-
TRIZ MFPT
Obtenida esa primera imagen del sistema urbano gallego, podemos analizar
aún otros aspectos. En efecto, hasta ahora solamente hemos considerado
los flujos directos, pero puede suceder -de hecho sucede frecuentemente-
que los flujos indirectos tengan tanta importancia como los directos.
Por lo tanto, hemos computado la matriz "main first passage times"
(MFPT) ( 13 ) que recoge .ambos tipos <3e flujos y que mide Da distancia
funcional o propensión a interaccionar entre los diferentes puntos o
municipios considerados, es decir, un elemento de la matriz MFPT (m..) -
expresa el número medio de pasos o interacciones- que serían necesarias
a un elemento situado en un punto i que alcance otro j
 f teniendo en
cuenta tanto las relaciones directas como las indirectas,
Oíaservada con cierto detenimiento la matriz MFPT (debido a la imposibi-
lidad de transcripción de dicha matriz, dadas sus dimensiones, hemos
seleccionado varias matrices de los puntos más significativos que se
muestran en los cuadros 2, 4, 6 y 8), podemos advertir la disparidad
de valores de la mayoría de las columnas. La conclusión provisional
que podemos extraer es la de que el sistema espacial-urbano de Galicia
en su conjunto adolece de una fuerte desconectividad o falta de integra-
ción: lo que viene a confirmar las consideraciones que, en ese sentido,
fueron ya realizadas anteriormente al efectuar una inspección de la
matriz original de intensidades telefónicas. Por el contrario, un siste-
ma conexo o de alta accesibilidad presentaría valores relativamente
similares, lo que no sucede en el caso analizado C 14 ).
Sin embargo, puede también advertirse cierto grado de similitud entre
una minoría de elementos de dicha matriz MFPT(es decir, MFPT Z MFPT, . K
lo que posiblemente nos está delatando la presencia de núcleos relativa-
mente más relacionados entre sí.
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» por ejemplo, el Cuadro 2 nos muestra que Coru5as Santiago y Ferrol»
respectivamente» son las ciudades que rigen la actividad del sistema
urbano ejemplificado por los núcleos elegidos» debido a que sus menores
valores expresan «na mayor capacidad de Interacción. En un segundo nivel
Jerárquico, se encuentran A Estrada, Pontedeume( Lalín, Setanzos y Pa-
drón. Finalmente, de entre los núcleos estudiados» aparecen Negrsira
como el núcleo peor intercomunicado o, dicho de otro modo» aquel que
necesita mayor número medio de "pasos" para alcanzar los restantes nü~
cleos-
Además * podemos contemplar cómo Carballo está a una distancia de A Coru-
ña de 3,3» Betanzos de 3,5, Coreubior» a 3,7 y O Ferrol a 3,8, situándose
los restantes núcleos a distancias mayores; distancias que .pueden ser
Consideradas como el potencial de atracción de A Coruna en relación
a dichos núcleos urbanos* Obsérvese» en este sentido, como O Ferrol
está más atraída por A Coruña que Santiago, como indican los valores
de 3,8 y 6,1, respectivamente,. El Cuadro 3, de flujos origen» destino
de transportes por carretera, permite contrastar también lo que estamos
diciendo- .
El Cuadro 4» revela el gran peso de Lugo capital sobre el conjunto pro-
vincial» seguido en orden de importancia Jerárquica por Viveiro» Ribadeo
y Monforte. Uo resultan extraños los altos valores de Becerrea (26,0)
y Fonsagraáa (26,2), qu© expresan sin duda el aislamiento de estos dos
núcleos serranos de las montañas orientales luguesas* Resulta evidente
también la fuerte atracción de Lugo sobre Villalba (13,7)» pues forman
la conocida comarca natural de A Terra Cha» seguida de Mondoñedo (16,6),
Vivetro (18,7) y. Ribadeo (21,5) - Si comparamos los valores de estos
ultimas núcleos con los correspondientes a Honforte (22,5) y Chantada
(25,6)* puede deducirse un mayor influjo de la capital en dirección
norte o noreste que en dirección sur. Por otra parte, de la columna
correspondiente a Viveiro, puede inferirse una mayor interacción relati-
va entre los principales núcleos de la Kariña Utguesa: póngase atención
 r
por ejemplo, en los valores de Ribadeo (88,1) y Mondoñedo C83.O5- Estas
apreciaciones &<m% por lo demás* bastante coincidentes con las que se
derivan de los flujos de transportes obtenidos por Encuesta del M.G.F.U.
CVéase el Cuadro 5j.
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El Cuadro © subraya -lo que por otra parte es bien conocido- la fuerte
dominancia de Cúrense sobre los restantes núcleos d© la provincia» se*
gulda de O Carbalitñoj Xlnzo ele Liraia» Rioadavla, Vorxn y, a un nivel
relativamente inferior en la jerarquía de interrelaciones» O Barco,
Cabe citar asimismo como nüeleos, que, con relación a Ourense, tienen
distancias pequeñas y, por consiguiente* un buen nivel de interacción»
O Carfcalliño (4,0) * RIbadavia (St9> y Xinsó de Limia C7r2). Ko resulta
extraño el carácter de núcleo aislado atrlbuible a Ban&e* que se corres-
ponde con la regresión demográfica y económica que, a pesar de ser cabe-
za de partido Judicial, padece. Al igual que en el caso de Lugo» los
flujos de transporte también confirman plenamente las consideraciones
que venimos haciendo (Véase el Cuadro 7).
El Cuadra 8 (Véase también el Cuadro 4) evidencia la importancia de
Vlgo y Pontevedra» ciudades constitutivas de un Área Metropolitana en
expansión, seguidas de Vilagarela. En relación a la ciudad de Vigo»
puede advertirse el fuerte poder de atracción de ésta obra Hedontiela
<l,7>t Ponteareas (2tS)» Tui (3,3) y A Cañiza (3,4), expresando esta
última un límite o frontera» vía carretera de Ourense, de las interrels—
diarias de Vigo con su entorno de influencia C t S ) -
Conviene añadir también que» con objeto de evitar posibles malinterpre—
t^ciones derivadas del-carácter de valores medios de los elementos de
la matriz MFPT, se han computado también las matrices, de varlanzas y
desviaciones típicas de primer paso, confirmando de modo expresivo la
anterior afirmación de falta de la siguiente colectividad y accesibili-
dad del sistema regional gallego- Razón por la cual no creemos que sea
necesario detenerse en mayores comentarios»
por Sitimo» permítasenos señalar Que la utilización ¿le esta metodología
para la determinación de las distancias funcionales entre pases de luga-
res presenta ciertos problemas de definición* tanto en el caso de la
distancia COKÍG de su magnitud» y de transformación adecuada de los datos
s fin de"que sus resultados puedan ser considerados totalmente satisfac-
torios. Es probable que Incluso deban hacerse transformaciones diferen-
tes para subsistemas integrados y a pequeñas distancias* en eontraposi-
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ción a otros subsistemas de distancias mayores entre sí y menos integra-
dos» Es posible todavía que se planteen problemas en la elección de
lugares» de forma que una sobreestimación dTel número de núcleos en un
área determinada no pese inmoderadamente en el sistema global. En cual-
quier caso, la investigación de tales problemas excede del ámbito de
análisis en el que ahora estamos interesados (la obtención ée las regio-
nes de planificación de Galicia y su jerarquizado»)
 f por lo que no
creemos que resulte pertinente su estudio.
2.3. OBTENCIÓN DE tAS REGIONES. FUHCIOS1ALES.: UN ANÁLISIS CUISTEB
iBiora bien, las anteriores conclusiones deben tratarse con carácter
provisional. Para una elucidación definitiva debemos previamente reela-
borar de nuevo nuestra información; esto es» resolver el problema de
asi^iación o clasificación
 f que comporta la inclusión de cada una de
las unidades locacionales en un grupo o en otro dé valores semejantes*
A tal efecto, se ha -sometido la matriz MFPT a un análisis "eluster"
o de agrupamien'to de las unidades con valores semejantes» lo que nos
permitirá obtener las comarcas funcionales- Porque, como ya se ha dicho»
los valores relativamente semejantes en alguna columna n j M indican Que
el. nodo »j** pertenece a la misma estructura funcional que los elementos
,con similares valores. El algoritmo aplicado ha sido el de Ward —
K *8 )» <5e carácter jerárquico aglomerativo (17 )» que permite iminimizar
|la distancia funcional entre los núcleos de mayor interrelacidn y maxi-
í la distancia entre núcleos poco relacionados. Des^ués de una serie
pasos, dado el carácter iterativo del proceso de. agrupamientot se
obtuvieron los grupos de municipios que reOnen la propiedad de una
mayor propensión a inter accionar se entre sí o, lo que es lo mismo, que
poseen una distancia funcional menor.
Cuadro 9 presenta los resultados obtenidos de la aplicación de aquel
cediiaiento* donde se puede - observar el porcentaje «de error producido
cada agrupamiento de municipios» asi como el paso en que se obtuvo
«ada sm<3 de ellos. Obviamente» dicho error será mínimo (igual a cero)
rtn la primera agrupación y máximo en la última. Entonces, el problema
Cuadra 9
Errores Go»pwtados en el análisis tte agradará ertt©
Error
Porcentaje
de error
acumulado
Error
Porcentaje
<íe error Paso Error
Porcentaje
de error
0,92
1.37
1.62
5
6
7
8
9
10
11
12
13
14
15
16
17
18 t
19
20 :
21 :
22
23
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25
26
27
28
29
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31
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40
4 t
42
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44
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4?
48
«•9
50
2.73
3.11
3.22
3.46
4,99
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1Í.4S
il.64
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13.76
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17.40
17.44
17.50
17.61
18.07
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23.§£
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0.02
0,02
0,03
0,04
0,05
0.EÍ6
o.os
0.05
0.09
0.10
0.12
0.12
0.12
0,12
0.13
0,14
0.44
0.15
0.17
0.27
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0.22
0¿23
0.23
0.24
0.25
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0.26
0.26
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0.30
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0.31
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0,48
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0.33
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0.54
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0.55
0.55
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0.60
0.80
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0.69.
0.69
fl.71
0.72
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81.87
82.17
82.34
83.09
84.32
S4.82
85.99
&8.S1
86.88
87.38
87.64
89.31
96.87
97.63
98-65
98.99
iaa.17
100.20
101.72
102.72
103.97
164.56
105.13
106.70
IOS-85
110.17
ni.2*.
112.09
£13.68
U6.30
usas
Í20.1D
Í20.5Ó
1.26
1.20
1.26
1.31
1.31
1.32
1.32
1*32
1.32
1.33
.33
.34
.36
.40
47
1,48
1,49
1.49
1.50
t.52
í.53
1.56
1.57
1.57
1.58
1.58
1.62
1.75
1.77
1.78
1.79
1.81
1.8!
84
.88
.89
.90
1*97
1.9S
1.99
2,03
2.06
2.10
2.H
£.17
2.IS
151
152
153
154
155
156
157
158
159
160 -
161
1&2
163
164
165
156
167
163
169
170
171
172
173
174
175
i
127.35 !129*50 !
130.S& ;
132.24
138.52
144,2©
144,59
154 ,S7
IS5.3&
Í57.S9
1S8.58
158,82
163.49
165.12
Í67.92
, 168.86
166.31 .
16S.77
17Í.44
172.10
172,73
173.28
177*16
183.73
189.60
2.3G
2.34
2.37
2.39
2.51 !
2.61 i
2.61 ]
2,80
2.81
2.86
2,fi7
2,87
2.96
¡ 2,39
| 3.03
| 3.05
; 3.05
| 3.07
| 3.10
| 3.11
[ 3.12
[ 3.13
¡ 3.20
1 3.32
1 3.43
1
! '
176 .
177
178 l
179°
180
l&i !
182 i
183
184
185
186
187
188
1S9
190
191
192
193.
, 194
195
£96
197
Í9S
i 199
200
193.73
195.?§
187.14
200.27
205.49
210-78
212. m -
218.16
228.90
232.54
233.78
236.52 :
238.61
247.11 •
256.76
266.09
269-11
272.4S
274.87
302.12
310.96
334.78
351,43
383.01 *
373.87
3.50 ¡
- 3,S4 1
3.$7
3.72
3.61
3.84
3.91 •
4,14
4.21
4.23
4.28
4.32
4.47
4.64
4.81
4.87
4.93
4.97
5.46
5.&2
6.05
6*36
6.57
6,78
í
1
201
aoa
203
204
205
206
207
208
209
210
211
" 212
213
2i4
215
216
2 i ?
218
219
220
221
¡ 222
223
224
• !
375.7? j
4H.70 I
Wl.99
434.67
45K82
457.96
461.76
472.54
494.85
524.92
533.70
594.94
617.SI
622.43
631.87
695.43
768.44
779.33
637.22
: 878.51
i 1287.40
1775.07
3921.53
5529.3?
1
8,80
7.SO
7.81
7.86
8.17
S.2B
S.35
8.55
S.95
9.49
9.65
10.74
11.17
11,26
11.43
12.60
13.90
14.Ü
15.14
15.89
23.28
32,12
70,92
100.00
-
Eiab^ración propia a par t i r de los resaltados obtenidos aX aplicar
el análisis de a^rupaaíertto a las columnas de lá «atriz'HFPT,
consistirá en elegir 3La agrupación óptima entre los N-l y los N-ÍH-2)
posibles, exceptuando ios casos límites. Teniendo en cuenta que los
errores miden la varianzá media total existente dentro de cada agrupa^
cíen, la solución óptima se alcanzará» cu el momento en que se minimice
la varianza intragrupo y se maximíce 1© variansa intergrupos; de modo
que» la elección de la agrupación óptima será aquella que corresponda
al paso previo en que se produzca un brusco incremento del error* Evi-
dentemente , este cambia brusco indicará que la ultima comarcalización
cana-titúlela lo ha sido ezrtre municipios con valores muy similares entre
s£- •
En nuestro caso, el primer salto significativo ocurre en el momento
de la formación de 31 grupos. Asi pues, la elección óptima será aquella
que comprenda 32 comarcas fune lonales
 f porque es en ese estadio donde
los diferentes subsistemas subregionales se hallan más integrados inter-
K3men.te. Nos parece importante subrayar que todos los grupos formados
basta el 32 ofrecen «nos incrementos cié error bastante pequeños y seme-
jantes» lo que indica que están relativamente bien interrelac lobados
entre sí ot en otraa palabras, su conectividad es mas bien alta* téngase
en cuenta que después de 194 pasos el porcentaje de error acumulado
es todavía de 4-97, saltando en el paso siguiente a 5.46; es decir*
m» produce una. ruptura en la continuidad funcional.
átiora bien* el problema de la comarcalissaciói* o agrupación óptima no
tan problema abstracto: depende ele los objetivos a los que ha de ser-
aquélla- Recuérdese lo que se dijo en el capítulo VII, los continen-
tes (delimitaciones territoriales) deben adecuarse a los contenidos
feompetencias públicas). En consecuencia* el problema consistirá en
dtastermin&r las agregaciones jerárquicamente significativas» de acuerdo
con los objetivos económico-sociales de planificación requeridos, tfl3na
división del espacio debe partir úe la función a realizar: identificados
Ips requerimientos territoriales de la función, el análisis territorial
d&ebe determinar las agrupaciones más significativas que cumplan aquellos
requerimientos" i 18 ).
, el problema consiste en qué punto (número ele pasos y por-
centaje de error del agrupamiento) establecer el "corte" en nuestras
sucesivas comarcali&aciones o regionalilaciones, de manera que éstas
mantengan un mínimo de interacción interna y sirvan de base territorial
para un modelo de planificación regional de Galicia.
Por consiguiente, la regionalisacion definitiva elegida -8 regiones-
no es única. Como el propio procedimiento estadístico seguido se ha
encargado de mostrar, otras comarcalisaciones son también posibles.
En definitiva, la comarcal ilación Créanse los mapas del Anexo} o, mejor
dicho, regionalissación (agregación dé comarcas) que, posteriormente»
servirá de base para nuestro modelo multinivel, se ha adoptado -sin
animo de prejuzgar el necesario debate sobre los niveles o escalones
territoriales de la adflíímstración autónoma gallega» pero si para impul-
sarlo y ofrecer los elementos técnicos pertinentes— por las siguientes
rabones básicas { 19 );
a. Son ámbitos espaciales relevantes de la estructura urbano-rural,
que cumplen con loa objetivos propios de lo que conceptualmente se en-
tiende por grandes regiones de planificación (partiendo del principio
ele que no existe un tipo singular de regionalización que satisfaga todos
lo» tf-equisitos de planificación, impleiaentación y control).
. fr«. La regionalización seleccionada responde a una hipótesis explíci-
ta ó* nuestro trabajo, cual es la de que todos sus elementos constituti-
vo» <«nanicipios y comarcas) mantienen un umbral mínimo de interrelación
interna (conexión económico—funcional) y de complementariedad* Tal elec-
ción permite tratar como un sistema integrado el conjunto regional a
los efectos del objetivo fundamental perseguido: la planificación regia-
nal desscentralizada. En otras palabras» nuestro modelo de regionaliza-
ción offece un «tarco idd'neo para la ejecución de las políticas propias
de una planificación regional adecuada; la política de asignación espa-
cial o localisación de lee actividades productivas o de servicio* la
política demográfica relativa al control de lo© procesos migratorias;
la |Ktí.£ti<:a <3e infraestructuras y comunicaciones; la política de invér-
siones públicas . y de nuevos conjunto© urbanos; la política social y
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de empleo, «te* Si bien es necesario advertir que una mayor precisión
en el análisis nos hubiese oblig&do a estudiar otros flujcs -en particu-
lar los flujos de autobuses- pero razonas relativas a la falta de modios
nos han impedido la realización de tal tarea,
c. La determinación de una red jerarquizada de nodos en eada región
permite la localisación racional de ios servicios- públicos puntuales
{hospitales, centros de enseñanza,*,.) (20}*
&.. Existe por lo demás, una razón adicional,* de carácter operativo,
que debemos mencionar: el nivel de desagregación que_ comporta la racio-
nalización elegida permite «n nivel de ^acuracidad" aceptable de la
iriforiitación utilizada en el tnodelo de simulación tratado en el capítu-
lo XII de esta tesis.
e. Finalmente» hay dos regiones -Ser-ras Orientáis y. Serras Surorien-
tais- que no ofrecen» pov su fuerte personalidad de áreas naturales
y «le tiomogeneidaci interna» las características propias de lo que se
entiende por áreas funcionales* Las únicas interacciones existentes
en estas regiones son las derivadas de Xa celebración de los mercados
ganaderos periódicos < 21 ) * Mas, si se han adoptado como regiones de
planificación es precisamente por su naturaleza de zonas especiales»
asi seno por representar ámbitos espaciales aptos para la ejecución
de políticas propias de una economía de montaría: el desarrollo de lineas
de producción cárnica bovina (terneros de engorde) y ovina a partir
de X A . extensa base territorial de SSÜS pastos» la utilización racional
de loa recursos relativos a la nieve y al agua, de resistencia al incre-
mento de la desertización demográfica y de fijación, de la población,
de defensa de la montaña como refugio ecológico y naturalista» etc.
( 2 2 } , Razones de suficiente peso y trascendencia social y económica,
como para ser objeto de UXISL planificación y gestión integral prospectiva
y a la largo plazo*
Evidentemente, la delimitación de ambas regiones carecería de sentido
si H«*rt*tros criterios de partida fueran netamente urbanos en contraposi-
ción al campo y a la montaña» considerándolos en este caso como zonas
marginales o residuales. Pero» os obvio, por tanto, que nuestros crite-
rios han sido otros y van en Xa línea de lo que constata Gaviria cuando
afirma "la economía general del país está orientada siempre a unas solu-
ciones de llanura, e ignora totalmente las soluciones de montaña,.*
La planificación territorial se ha concebido hasta la fecha fínicamente
a nivel de planificación urbana o de núcleos urbanos... Las «nicas es-
trategias que se han planteado a nivel nacional no han sido estrategias
de ordenación del territorio» sino estrategias de desarrollo económico
conforme a los Planes de Desarrollo para evitar vacíos en el interior
del país... Así, la ordenación del territorio ha sido para la montaña
en España» la organización del éxodo" (23 3*
Por último, los resultados obtenidos son los que se exponen en el Ane-*
•xo C de este mismo capítulo, donde se efectúa un listado de las comarcas
funcionales resultantes del análisis de agrupamiento en el paso 194
y se expone la estructura territorial interna de cada región de planifi—
carcíÓn-". Por tanto, al-cansando este resultado, herios llega-—
gado al primer objetivo que nos habíamos planteado; *la obtención de
las comarcas funcionales de Galicia,
2.4. ANÁLISIS DEL EiNDQgRAMA DS LIGAZONES? LAS GRANDES REGIONES DE GALX-
• C Í A
Por otra parte» construido el endograma de ligazones (Figura 2>( puede
observarse gráficamente cómo se establecen las sucesivas* interrelaciones
comarcales*
En primer lugar, salta a la vista la disociación de los nücleos lueensses
y. prénsanos entre sí v con respecto a los restantes núcleos costeros,
Sé trata de la conocida dualidad costa-interior del sistema regional
gallego. El propio endograiaa muestra c6mo dicha estructura dual es más
ftiferte* en el sentido de la carencia de interrelaciones, con el litoral
cootero, en el caso de la región lucense que en la or-ensana- ta recién
da Ourense se integra en el Área Metropolitana de Vigo-Pontevedra des-
pu*s de 21? pasos y con un porcentaje de error de agrupamiento de 13,90,
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pero la región d® Lugo no se integra con el resto del sistema regional
hasta eX paso 226 (el último) y cuando el error de atrapamiento es del
100 por 100- Esto quiere decir qxie el subsistema urbano-rural ció Lugo
-desde el punto de vista del tráfico telefónico y siempre según los
datos utilizados- el subsistema más aislado, excéntrico e incomunicado
del sistema regional globaljsente considerado. ( 2A ).
En segando lugar, es notable la independencia de las Áreas Metropolita-
nas de Poruña-Ferrol y Vigo-Pontevedra* La interrelaci6n entre ambas
áreas se da a un nivel muy elevado de pasos ( 222) y con un fuerte por-
centaje de error de agrupamiento '£32,12}, lo que claramente indica la
disimilitud existente en sus niveles de interacción.
En tercer lugar, una mayor concreción del análisis nos permite hacer
las siguientes puntualizaciones:
-El punto de mayor contacto entre los subsistemas de Gurense y Lugo
es Chantada. Este núcleo urbano» aunque administrativamente pertenece
a la provincia de Lugo» por sus interrelaciones económico—sociales y
comerciales, cae bajo el área de influencia de la región de Otáron-
se < 25). .
-Monforte está dotada de una personalidad comarcal acusada y s6Xo
se' une con Lugo en el paso 205 -y con tín porcentaje de error del agrupa-
mieáto de 8.17 < 26)-
-El gran aislamiento de las comarcas orientales de las regiones
de lugo y Ourense; es el caso de O Barco y Becerrea.
-La comarealización creciente de la Marina Luguesa. Aunque debemos
precisar que la funcionalidad de esta región es incipiente* Digamos
que las interacciones se establecen todavía no cíe manera totalmente
integrada; por un lado; Viveirot Xove, Burela (Cervo) y» por otro lado»
Ribaadeo, Faz, Mondoñedo. Las localiaaeiones industriales incrementarán
sin duda su© interrelaciones. $élo se unen con el resto del espacio
ecoti6mico al que pertenecen a partir del paso 201 y con un error de
atrapamiento de 6-SO.
SS2
En síntesis» las características anteriormente ^ mencionadas son propias
de la incapacidad <5el sistema urbano interior *do Galicia para integrar
su territorio. Asociadas a la debilidad de las relaciones interurbanas
existentes (que nos permiten hablar de una red urbana fraccionada y
atomizada}» encontramos la falta de núcleos intermedios que eviten la
hegemonía absoluta de Ourense sobre el conjunto provincial, la ausencia
de interpelación entre Í-UEO y Cúrense yr la ruptura entre los niveles
superiores <5eX sistema urbano y los ñüeleos inferiores a 2,000 habitan-
tes de población (como veremos más tarde)«
2.5. BETBBMXKACIOK DE M>3 CENTROS NODALES: LA COp^UTACIOH SEL VECTOR
DE EQUILIBRIO
Finalwente, quedan todavía por* localizar los núcleos centrallzadores
de coffiunicaexones ele las regiones nodales. Para ello, se ha computado
la ma-fcriz límite o vector de equilibrio ( 27 ) , que expresa, en condicio-
nes de "et céteris paritíus"» la probabilidad de que el sistema permanez-
ca ers equilibrio después de «n número elevado de pasos, tanto más nume-
rosos -cuanto mayor* sea el desequilibrio #el sistema, contados desde
la matriz, de transicsion inicial { 28 ).
Dicha atfftriz limite {Cuadro 10} nos permite someter cte nuevo a examen
los nodo» que hahfemos obtenido por observación directa de la matriz
de (la-too reducida- De tal manera que» ahora, los nodos son producto
no sólo de las interacciones directas como en aquella ocasión, sino
también, de la© indirectas. I»a jerarquía obtenida puede ser considerada
como uní» jerarquía rinal, al representar la matriz; limite el estado
de equilibrio vigerrte del sistema-
Al ser los valores del vector de equilibrio*, las probabilidades de al-
canzar un punto o estado determinado después de que haya tenido lugar
un gran núnero de pasos, podemos determinar los nodos o puntos que cen-
tral i z*sL un mayor* porcentaj e de comunicaciones y as i obtener lo que
{¡HDdrJtatoo*: denominar* %m índice de nodalidad o centralidad. Naturalmente,
dicho índice no expresa otra cosa que la posición espacial relativa
de un rrócleo respecto al sistema globalmente considerado.
índices, de nífd-i*i3)ií o central.iW-
v i g £ J T 7 > 0.6026» P p
A Corito.'..I~-- oltíSl» t¡l9rfin......... O.OÍÍ?^ F*ftair8o^*.... O.ttCW t * » » . .
¿sa tUro-**-"»- S.059?5 Cariño.. . 9.00205 Allaiiz 0.00072 Ponte do Porte.
(I Fe r ro l . . . C.G67&3 Becti r e í . , . .» . . 0.00WI Cspai-rapa*).... C. C0C4 9 Serse . . . 0.03026
Ourense... 0 ^ 4 6 ? Sanxcttfce Q.00M2 S s t e l o . . . . . . . . . 0-CGC26 F o « n t o , . . , - . . . 0,0005?
L u g o . . . . . . . . . . . . 6.O423S Mclide.. O.Q0H09 C a n ; * . - . , . . . . . 0.O0ÍÍ12 Cai fa . . . . 0.00039
Pontevedra...*.. 0.04112 Groes 0.G0ZJ6 Carr*t.(Gunt.Sii} e.000Í9 &er t a i i r£ i s . . . . 0.CG013
ViíagarcSa. . . . . . O.0Z7Vt Hosña.. . - 6.00272 s a « u e o * . ~ . . . . 0,20041 C*ri$ta«o. . . . . 0.00017
Por r ino . . . . . . -* - 0.01704 Brea . . . . . 0.00234 Poísea de Parga. 0,00043 Ca6tP#(S5b«raO 0.00036
Calleredo * 0*01336 Calda» de k G.G821S Pedreiro O.OOO23 Castro Galdelse 0.W.O49
O Barco . . .* 0.Q12S2 Batuca 0.00289 <J Barqueire.. . . 0.00036 Barra»(Cestr«.) O.OOO^ ft
Ribaáeoll.. O.GiiOO Bolro
 + . 0.C022S B«bll i« C.00028 A» 8«vca. . . . .* . 0-00033
Viveira . O.O10S7 Ares.. - - . . 0.G0216 Pente^ea S,S3Í>Í9 Hosteiro . . . C.O0Ü20
ft Estrada 0.01074 ft G u a r d é . . . . . . 0.S0254 B r e a * . . . . , . . . . . O.GQ072 «ila da Iglesia O.OQ020
Rs Pontes - .A. . . 0.01021 C a r r a l . . . . . . . . . 0.00254 Puboa de B . , . . . &.0QS21 B a r f . , « -^ 0.0001'*
Rífeeíra . . . . . . . O.GlOH VÜa de Cr«Ges, 0.00165 Banác S.00Q53 p.&era. . . . . * , . . D.00041
0.&0S39 Cartís 0.00165 S c d e i r o - , . . . . . . 0.60079 Cgr-rio O.QGQ57
0-00827 Baiaoa. O.O0lS<* liavia de Suarna S.Í1G082 Ponteado 0-000S8
C a n 5 d o 0,00810 A Solada O.0S1Z5 Sobrádelo O.GS048 P o r t o « r í n . . . ~ 0.00030
0 6ro«é 0.00768 KlílQ 0.00126 Fondevíla. 0.G0023 X O V E . . , . . - . . - , . 0.00042
Cañgas 0.00751 Oleires*. . - — . O.00188 Oía dos Ríos. . . S.00047 RíheíraCOutes). 0.00013
l a l Í E l . . . . _ 0,06745 A Devesa . . . - . , . Q.00157 Sslvaterra do M 0.00070 Honterroao... . . C3.OOQ73
B c t a e z ü " . . . * . . a-00870 I l l a de Arenas. 0.00105 Santa Comba,... 0.0(1083 Carnofea... . . . . . Q.GQG50
0 CarhaUMo-... 0-00658 Harín , . . . . S.00J5O Viaño Psqasno.. 0.0Q015 Cast ror t rdo. . . . 0.00017
O.0O6S& As R e v é s . . . . . . . 0.00113 Ur«-I»of t* . - . . 0.00029 C e a . . . . . . . . . . . . O.Q0034
6.005S& P e r i l l o . . . . . . . . 0.00170 Irabatía .% . - S.00024 le í ra Grande... 0.0DQ49
0.0OS50 Sábado 0.0QH5 A r b o - . , . . . . . . . . 0.60033 fiftUo- 0*000W
Q.00545 f í e t ep ra . . . O.OO130 PedrafíEa< 0.00028 Poíite Calíelas. 0-0008S
O.S053O ft ZañU*** 0.00U6 A. Veiga 0.09019 Barbantes 0.00030
0.005J2 Vilarlno de C O.B017B VUar de Barrio 0.OO018 Cógelo . . . . . 0.0002?
• o i » , . . . . . . . . . . . 0.00480 « á l p i c a . . , . . . * . O.OS155 Para Irixoa 0.O00S7 Cesuras 0.00021
Cart»*llo - . S.004M1 Ferraira{VaH). 0.001Í5 Espasante . . . . . . 0,60029 f e r r e i r a . . . . . . . 0.00057
r A t . . ^ . . . &.00501 ft Guái»a , . . . . f í 0.00106 T a r r i d o . . . . . . . 8.0OO2S S.Gipr íán . . . . . . 0.00023
A « 4 a . . . , * . . . . . - 0.002*9 OrUgos i ra . . . . , 0.Q019S Serra de 0«tcs. 0,00081 C a t o i r a . . . . . . . . 5.00030
Cacados. . . . - « • • 6.00374 Xinzo da í-áala. 0.00178 Os Peares . . ÍJ.00037 P a l a s . . . . . . . . . . S.0OO37
A Pobús tío C..*, O.O0S76 Vílanona 4e L . Q.0eií7 gándara. 0.00034 0 P U d a . , . . , . . - O.<500l6
T»ÍL.» 0.0032^ F e n e , . . . . . , . . , . S.0OIO1 S o i - . . . . . . . . . . . 0.03045 F r í a l . . . . . . . . . . 0.00019
S a l a . . . . . . * . . . . . O.O&313 ftrzáa.... - 0.00154 Vi»ían20.. . . .*. Í3.OOO7S Porxa.. . a.0OQ27
««tardos.. , . Q.QO373 faUei ra , * 0.0Q129 t a x e . . , . . . . . * - * 0.00036 t a r o a c o . - . . ^ . . S.00018
RÍMHS . . . . . . O.00377 At ios . . . . . . 0,00177 Poboa de S.X... 0.00050 S.fintanio.. .- .- 0.00028
ViMia do Bolo.*. 0.00331 Sfigreira. . . ,* . . 0.00132 »ac«da... . 0.00064 Cor te jada . . . . . . O.QG028
SHl*d¿. - - , . . - . 0.00367 Poboa de IHwes 0.00104 Bart-antes. . . . , . &.OO0ZB C a l d e l a s . . . . . . . 8.08024
C W , * „ . . , . 0.003Í7 B a i a . . . . . . . . . . . 0.00054 Pas tor iza .* , . , . &.GGQ16 TCÍKCÍPO..>. .<> 0.00066
Villfclba 0.00322 Fensagrada 8-9ÜÜ45 Castro de í le i . , O.OO0Í3 kbaáín ,*- 0.0D035
ftw».... 0.00321 gair&ga.. . . 0-00063 S.Saturni&B.... fl.OSGSO C u n t í * . . . . . . . . . 0.00032
B u r t l s . . . . . . . . . . S.0035S Po«tevea. O.O0S&2 Felgosas . . .* . . . 0.00024 Fonte-DEaz,.... Q.00023
H u i r á . . . . . . . . . . . 0.00355 Canpc da Feira. 0.000?l Parte do Son.*. 0.000S6 Av^tís Keesero.. 0.00015
de S . . . . 0.00324 !*í*fít*derrsmí),-. 0.00020 Celaftowa......, 0.00085 S.Hareos ,. 9.00330
.* 0.003J2 Scago. . . . . . . . . . 0.00025 Vilar O.0G&72 Hesteiro*. . - . . . O.O0Í1IJ
. . . . 6.OP37S S-Roquí . . . . . . . . B.U002Z Feira do Rante. 0.00041 flaside. . , > , . . . . 0.0GG3?
«í*B<iva dft A.. , O,U336n Paa^Qívde....... 0.00023 t r i e n . . 0.00015 Tosiño O.O00E6
Cet fc i ra . . . . . . . . . O.002Í3 Uracha. * Q-OSa^ a Sía . t t tc ía . . . . . . 0.0Q03Q Seara G.Q0S21
I*«H4 Sli.Cruz.. 0.8D20& Car.eriiSaa.. 0.003G2 « u x J a . . . . . . . . . . O.QOO^ S I g l e s a r i o . . . . . . 0.00031
i*n i l l o s . . . . . . . . . 6*00273 C u i t i f l z , . - . . . - O.OOOaB Saff-cs * . . 0.CC311 Cerdeda.. . . .^.* 0.6QOÍÍ
0,00202 Taboaáa..^.*-.. 0.00042 F c r x a . . . . . . . . . . 0.00015 ft lagos 0.00006
0.002^3 Saras 0.00010 ftandafi*.* 0.00083
i . . . . . . . C-OQO35
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En el Cuadro 10» puede verse como los primeros lugares de la jerarquía
los ocupan los nodos Vigo (0*15332) y Corufla (0*15313)", con valores
prácticamente iguales. Este hecho conforma, el sistema urbano gallego
como un sistema de estructura bicéntrica dominante. Sus fuertes centra-
lidades relativas son fácilmente explicables, si se tiene en cuenta
que en Galicia coexisten dialécticamente dos subsistemas urbanos: uno,
pujante, dinámico» relativamente Jerarquizado e integrado; y otro, en
regresión, desconectado y sometido a fuertes presiones exógenas, Por>
lo demás
 t ésta es una razón fundamental por la que Corona y Viga tienen
unos Índices de centralidad proporcionalmente superiores a otras áreas
metropolitanas de similar tamaño demográfico ( 29 ) .
4, continuación, pero a un nivel de accesibilidad o de propensión a inte—
raccionar que no llega a la mitad de los anteriores* se encuentran en
Santiago (O.04467) y Ferrol (O.O6753), seguidas a un nivel inferior
por Gurense (G.O4467), Lugo {CKG4238, Pontevedra (0*04112) y, más abajo,
Vilagarcxa (G.O27S4K
A un nivel ya muy inferior» se encuentran Porrino (O.01704), Gulleredo
(O-O1336)» p Barco (0*01202)» Ribadeo (Ó.OliOG), Viveiro (0.01.087),
A Estrada (0,01074), As Pontes de García Rodríguez (0,01021) y Santa'
üxla de Hibexra (0,01014), acoitipafladas de cerca de Redondela (0.00930),
Pontedeume <0-00827>* Cánido (Vigo) (0.O081O), 0 Grové (0-00768), etc.
Bn definitiva, podemos concluir corroborando lo anteriormente afirmado
acerca de la inverteferación de la estructura territorial gallega por
falta de unos núcleos intermedios de enlace ( 30 >, a excepción del sub-^ -
sistema Korte-Sur <|ue podría convertir &. Santiago de Compostela en un
centro-puente de las dos Áreas Metropolitanas y en n&cleo rector de
importantes actividades funcionales de rango regional *.
Ahora bien, convendrá, que antes de finalizar esta reflexión —en aras
de una mayor claridad en el análisis- establezcamos una jerarquía áe
dichos núcleos dentro de la región ej& su conjunto. A tal objeto, se
ha procedido a ordenar la numerosa lista de unidades locacionales, fi—
7 niveles jerárquicos: en el primer nivel, se encontrarían las
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capitales de Xas . Áreas Metropolitanas de Galicia (A Cortina y Vigo);
en el segundor las capitales de provincia y ciudades importantes y,
en los restan-tes» los demás puntos* . capita-les comarcales o "vilas'1 y
unidades dependientes de ellas*
El procedimiento seguido na sido el cálculo de la media aritmética y
la desviación típica de la distrifoucidn de valores formada con el índice
de nodalidad de todos los puntos
 t excepto los que && encuentran en el
primer- y segundo nivel de la Jerarquía (las 7 ciudades gallegas) (véase
el Cuadro 11). X*a razón de esta exclusión se debe al elevado índice
de nodalidad cíe ese nivel, que sesgarla los valores de los estadísticos
uti 1 izados de manera que nos impediría una clara dif*er*enc iacion de la
jerarquía (31>
 r
Los niveles jerárquicos obtenidos pueden verse en el Cuadro 12 y su
expresión gráfica en la Figura 3, donde la estructura funcional del
sistema regional gallego viene definido por el numero de núcleos de
cada, nivel y por su centr-alidad acumulada
I*as cifVas -del mencionado cuadro son tan claras que nos eximen ole un
comentario detallado. De cualquier modo» de una simple ojeada al mismo,
puede advertirse, en el primer nivels el fuerte carácter bipolar —ya
señalado más arriba- del sistema regional gallego, capitaneado por las
dos grandes ciudades gallegas (Vigo y A Coruña}, que vertebran sendas
Áreas Metropolitanas* Solamente ellas dos, concentran casi la tercera
parte del total de la centrelidad <3O.68%). Su peso en el conjunto re-
gional es, por tanto, manifiesto.
Aunque parezca evidente, a modo de corolario, cabe señalar la. ausencia
de una metrópoli que desempeñe incontestablemente el papel de capital
regional* De ah£ que, mi equilibrio de central i dad en los dos extremos
del eje Norte*-Sur y su falta de competencia económico-espacial» permitan
que ambas ciudades posean sus respectivas áreas de influencia indepen-
dientes entre si» y sus funcionalidades sean en ambos casos de ámbito
regional (32).
En este sentido* parece sensatxs señalar la importancia que» en orden
CUADRO i I
FUSCI0KALE3
KJVELCS CHITEMOS UMBRALES DE fttO&AUDAO
II»
III
IV,
V.
vx.
US6>ft> 83&
836>K> Slfi
516>£> 196
«< 196
FUENTE: Elaboración propia a partir del Cuadro 10t siendo x*=»196 y s=32Q,
Adviértase que, por las razones anteriormente mencionadas* se han excluíde
las siete ciudades aias importantes de Galicia.
CtfADBO 12
ESTRUCTURA FUNCIONAL DEL SISTEHA RE&IQNAt DE GALICIA
fJIVELES
KUHER6
DE
NÚCLEOS(*)
2
5
4
6
12
43
1&5
SUHA 9E LA
CEHTRALÍDAD
-
30,645 *
26.495
7-036
6.235
7.505
13.165
8.791
% POR
SIVELES
30.68
26,49
7.05
8.24
7:52
13.18
8.80
%
ftCUHULAOÜ
TASftHOS
OE LOS
NÚCLEOS
I
II.
III.
VI.
VII
10Q.GQ 100.000
69.29.- 3Q.0OQ<P<lQ.00O
42.79 10.0DB<P<30.QOO
35.74 5.0Q5<P<10.SOO
«29.50 , 3.000<P< 5*ñOQ
21.28 1.00&<P< 3,000
8,SO * P< Í.OGO
FUERTE; Elaboración propia* a partir del Cuadro 10 y BAHESTQ* firmarlo 4el Horcado Espafioí
(Años 1978 y 1979; para datos referidos a 1975).
(*) La razón de que no coincida el número ele núcleos de este Cuadro 12 COTÍ los del Cuadro
13, es debido sencillamente a que nuestros datos -los flujos telefónicos- no cubren la
totalidad del territorio gallego*
FIGURA 3s ESTRUCTURA FUNCIONAL DEL SISTEKft REGIONAL BE GftLICIft (*)
í*í Ei la Hnea continué, el prj»fer escalé de la jerai-quCd esta focado por ¥Igc y Cor
la linea discontinua, se encentran agregadas Us siete grsndes ciudades gallegas
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a superar la actual bipolaridad de la estructura urbana regional» tiene
la región «le Santiago y la comarca de Arousa como integradoras de las
regiones Noarte y 5ur en un sistema, regional único con. Tuertes interrola-
cíones* La interconexión de la gran región de Santiago con Xa región
de Vigo-Pon^evedra-Vilagíarcía es clara- ííuch» más clara que la interco-
nexión de Santiago con la región de Coruña-Ferroí. Ahora; • bíeii,-
—e insistimos— tales conclusiones deben ser consideradas a título funda-
mentalmente provisional» Las variables de análisis utilizados pueden
dejar —deje^n— fuera, importantes cuestiones de índole socioeconómica
y territorial, Un Juicio definitivo sobre este particular -amén del
necesario ostudio de otros importantes flujos sociales
 3 económicos,
CQinejrcialesa cul-feur-ales, etc. . „-— exige el concurso de un amplio equipo
de especialistas ers las isas diferentes materias*
En un segurado nivel, se ñauan las restantes ciudades gallegas» que
acumulan ui® ceirtE-alidad bastante parecida» aunque inferior, a las dos
mayores, y sse caracterizan por- ser centros de grandes áreas de mercado
y de prestación de servicios especializados * Sus poblaciones respectivas
están -en «n intercalo de 30.000 a 100*000 habitantes.
A continuacilón
 f siguiemlo con nuestra comparación entre el tamaño demo-
gráfico de .los nucíaos y su indica de ceixtralidad, estamos en condicio-
nes de efectuar las siguientes afirmaciones:
a. Vila^ setrcía, a pesar de disponer de una población en su núcleo
urbano de-6»96O habitantes, dada su situación &n un área de población
dispersa pero de aita densidad {33 ), ofrece un elevado índice de cen-
traXidad (2^49) • Ciertamente» este es un rasgo evidente de la especifi-
cidad de loe asentamientos; de población en Galicia: la coexistencia
—en nuestras zonas costeras— de la dispersión del habitat con altas
densidades de población» «me conllevan el surgimiento de las
fe* Exceptuando las siete ciudades de mayor rango, los núcleos.que
superan "un nivel de cenfcralid&d -$ > x+2&- son aquellos con un tamaño
poblacional que supera los 5.O0O habitantes (Vilagarcía, Betanzos, RI~
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beira y Monforte) o» en caso de no alcanzar dicha cifra* son núcleos
industriales (Porriños As Pontes, Re&ondela) lo que viene a indicarnos
el carácter potenciados de la funcionalidad urbana de las implantaciones
industriales; o bien„ finalmente, potentes núcleos cabeceras comarca!es
y feriales {A Estrada, Viveiro» O Barco, Ribadeo)«, Bn el caso de O Bar-
co» sus características industriales, han hecho crecer también sxx rango
funcional.
o* Los núcleos de rango inmediatamente inferior* —x+2s>K>X4-s— son,
en general, aquellos comprendidos entre 3 y 5*000 habitantes- Este es
el caso de Pon tedeum©
 9 Lal in, Gangas, Carfo&Xl í fío, Ribadavia» Xin&o y
Sarria. Dio obstante, hay excepciones como Padrón, Chantada y Marín,
Acaso la explicación de este fenómeno s^e encuentre en que" una buena
localizacion comunícacional (Padrón) y' la característica de cabecera
de un importante mercado ferial (Chantada), dotan a dichos núcleos de
una funciana.lidacl superior a ia que les correspondería por su población.
En cambio, la proximidad a un centro de rango superior dominante (Marín
respecto a Pontevedra) drena al nücleo en cuestión posibilidades f\3ncio—
nales. - "
Ú* Los núcleos de l.ÓOO a "3-OOO habitantes tienen un nivel de cen-
tralizad superior a la media del sistema.* aunque se observan fuertes
irregularidades funcionales - Así, Fis térra * Ortigueira * Camarinas, Pon-
teces©, Corme y Muxia -tienen uh nivel funcional inferior a la media,
atin cuando sus poblaciones sean superiores a los 1.GG0 habitantes. La
ra^Ón explicativa cte este heeho tal ves estribe en que dichos núcleos
son centros de comarcas depresivas- Otros núcleos, en cambio, como Baio-
naf se ven afectados por rabones similares al caso de Marín; es decir,
los efectos "bactwash" de Vigo le impiden desarrollar la funcionalidad
correspondiente a BU tamaño* Sensu contrarioa sucede que núcleos como
Cariño, Aguiño
 s Becerrea, A Pontenova, Meira» Villalba y Si 1leda„ a
pesar de no sobrepasar ninguno de ellos &1 umbral de los 1.000 habitan-
tes
 t su funcional idad es superior y corresponde a la de los núcleos
comprendidos en el intervalo de l.OCO a 3.QQG habitantes. Las razones
sin duda en el carácter de que tales núcleos sean pujantes een-»
pesqueros, en el primer caeo; o, como les acontece a los restantes
cabeceras <$e mercados^feria.
: s. Los numerosos núcleos inferiores a i-QOO habitantes» salvo las
i| excepciones ya mefuclanadasf ofrecen; un nivel de centralizad inferior
; a la media del sistema.
i
I r, Finalmente, permítasenos observar que probablemente -una afirma-
í ctón concluiente eligirla un estudio monográfico- un nücleo en Galicia»
de xxa umbral de -tasiaño entre 2.0OO y 3,000 habitantes» puede ser consi-
i derado urbano.
resusen» no pue^e hablarse todavía en Galicia á& un sistema urbano
único por falta de un nivel mínimo de interdependencia. V la red urbana
gallega carece todavía de la integración y Jerarquisación necesarias
para servir && vehículo eficiente en la asignación espacial de recursos.
Ahora bien, en el caso tiipotético de que fuesen corregidas las deficien-
cias inherentes al papel succionador de los dos polos principales <Coru-
fía y Vigo}» -resuelta el problema de la fuerte inestabilidad de los pe—
querías núcleos <ié base y potenciadas las estructuras de las ciudades
medias» estamos seg&tros ele que iniciaríamos un camino esperanzaáor de
superación de los actuales desequilibrios co^ta-iiiterior y caiüpo-ciudad.
Evidentemente, tales objetivos exigen la aplicación de políticas de
equilibrio y el ejercicio de *ina planificación descentralizada a largo
pla^o *
3, ANÁLISIS BE 1AS H€MO6E|3EXDADE5 Vg* HETEaQGENEIDAPES PEL ESPACIO
ffOMXCO PE
3.1. MATHIZ ORIGINAL DE DATOS
Un sistema re^ioí^il viene definido por xsna serie de características
asignables a un con junto de iinidades* Un primer problema analítico apa-
rece a la hora de ¿realizar una selección adecuada <ie las variables defi-
nitorias de dicho sistema.
En efecto, sabido es que los sistemas regionales ¡son ext rao rdinar i gánente
complejos y un gí^an numero de propiedades de diversa naturaleza son
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necesarias para una comprensión cabal de su problemática. Por lo tanto,
hemos partido de una batería sufieieirfcí?rr.eirte amplia de variables que,
en un principio, nos han parecido relevantes del £©noraena a estudiar»
en sus diversas vertientes (34). . . .
Las variables elegidas» para cada uno de los 312 municipios de Galicia
{35 ), y que han sido clasificadas según * su pertenencia a los grandes
perfiles de una región, han sido las siguientes<36):
1. POBLACIÓN (37) -
1. Población de derecho £3S) -
2. índice da crecimiento de la población en el período 1365-1975
(39).
3. Densidad de habitantes .i "-.
4. Densidad de población del municipio, deducida previamente la
población del mayor núcleos.
5. Porcentaje ñet la población del mayor núcleo respecto de la pobla-
ción total del municipio.
6. Número de entidades de población por kms.
7. Promedio- de habitantes por entidad de población.
8. Promedio de habitantes de cada entidad de población deducida
previamente la población del mayor núcleo*
9* índice de urbanización- ("40} .
10* Porcentaje de población hasta los 14 anos de edad (4lK
11. Porcentaje de población entre los 15 y 64 años de edad.
12. Porcentaje de población de 65 y más años de edad.
13. Tasa de residencia*{4£)*
14. Tasa de actividad.(43)-
* •
IX.OCUPACIÓN
15- Tasa áe paro*(44)
16» Porcentaje de activos en la agricultura- (45)
17* Porcentaje de activos en la industria,
18* Porcentaje deactivos en la construcción,
19, Porcentaje de íictivosen los servicios.
I I I . SITUACIÓN PÍIGFE8IQHAL
2O. Porcentaje de empleadores (4©)
21- Porcentaje de empresarios,(47)
22. Porcentaje de asalariados.(48)
23. Porcentaje de otros
IV. HIVEI. BE INSTRUCCIÓN
I
j 24, Porcentaje áe analfabetos.(50).
: ^ 25. Porcentaje de población con estudios primarios.
26* Porcentaje de población con estudios medios*
; 27. Porcentaje de población con estudios superiores.
I V. INFRAESTRUCTURA EDUCATIVA . -
í '' ' ' " •
• 28. H2 de puestos escolares estatales de preescolar y S.G.B. por
I l.OOO habitantes.(52)% "
VI. _SABIDAD . •
! *
I
29- N® de médicos por 1.O0O habitantes
I VI1-
30. Altitud media (54)-
VIII. AGRICULTURA
31. M* de parcelas por explotación í*55 ) .
32* Porcentaje de la SAU (Superficie agraria útil) sobre la superfi
cié total .< 56).
33* Porcentaje total de tierras cultivadas.
34» Variación del n& de explotaciones en la década 1962-72.
35. Ne de habitantes por hectárea cultivada.
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ix. THANSPOETES Y cominicAcxonzs
36. NS de camiones por- X.OOO h a b i t a n t e s ( 5 7 ) .
37. N^ cíe t e l é fonos por 1.000 hab i t an t e s*
X- FINANZAS Y CQMEKCIQ
38. íis <3e bancos y ca jas de aíiorro por 1.O0O ^afei tantes .
39 . tí2 de l i c e n c i a s comerciales por l.OOO hab i t an te s*
XX* VIVIENDA
4O. Porcentaje de viviendas agrarias sobre el total de vivien
das
£% - Porcen tsj e de edi fie aciones fie más de dos vxvi endas sobre el
total de viviendas (59}-
XIX>SECTOR PUBLICO
42- Presupuesto municipal por habitan-te,
XXII. OCIO
43- Recaudación del impuesto de espectáculos por habitantes.
xiv (eo)
44. Renta per capxta en miles de pesetas
45. Cuota <ie mercado*
XV. tGCALIZACIGN
46* Distancia a la capital <ie la provincia o a la. ciudad de más
tíe 50.GOO habitantes más cercana
XVI. FUNCIONALIDAD
47. Índice de centra-lidad (62).
Obviamente, el problema inmediato que se nos plantea puede formular-
se en los siguientes términos: ¿cómo abstraer y sistematizar la enor-
me jiiasa de información disponible para el anali'sis de nuestra estruc-
tura regional?»
Normalmente, en economía regional* se na recurrido a distintas técni-
cas de análisis estadístico univ&riante» que naturalmente simplifican
los estudios pero como contrapartida crean ar&uoa problemas de erro-
.fes de medición» signifMcatibllidad, agregación y omisión de variables;
aunque —es preciso decirlo— resultan de una utilidaá innegable; lo que
justificó su aplicación.
Sin embargo» ha resultado conveniente utilizar en orden a una mejor
adecuación del instrumental estadístico al problema planteado» métodos
que nos permitan tratar numerosas variables» discontinuas o continuas»
heterogéneas» etc. Los métodos a los que nos referimos son las denomina™
áas técnicas ñ& análisis isultivariante o análisis de datos (63)» q^e
son los que» en do^initiva, nos capacitan para analizar nuestra matriz
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original de datos de orden (312 x 47 ) * siendo las filas las observacio
nes o municipios y las columnas las variables.
is por tanto,"; en primer lugar» mediante la utilización de los
métodos univariantes y? en segundo lugar, emplearemos*. las técnicas
muítivariantes.
3.£. ASPECTOS DEMOGRÁFICOS: ANÁLISIS UMIDXMEHSIOWALBS HELEVAMTES
I
i Como es habitual en los estudios regionales, convendrá que comencemos
i
¡ —como afirma IsartJ (64 )— por uno de los conjuntos de datos estadísticos
: de mayor utilidad: la evolución temporal y espacial de la población,
Porque debe tenerse bien presente que la exploración de esta última
: variable nos permite aprehender, siquiera sea. en primera instancia»
algunos rasgos básicos del comportamiento socioeconómico de las unidades
| locacionales. *
; 3.2.1. CRECIMIENTO DEMOGRÁFICO MUNICIPAL
|
| Comencemos diciendo que, en general, un centro de crecimiento es
 t en
palabras de Moseley (©5 }, «una ciudad que ha experimentado recientemen-
I te, o- está experimentando actualmente, o está, planeado que experimente
i un rápido crecimiento".
; Así pues, liemos partido de los porcentajes áe crecimiento o decreciinxen-
'. to de la población en el período 1965-75, a fin de establecer una prime-
; ra clasificación de ios municipios gallegos y ds sus diferentes tipos
| de crecimiento- A tal . efecto» heraos fijado las siguientes categorías
de municipios; a/ municipios de crecimiento muy dinámico» qu& son aque-
: líos en donde el crecimiento demográfico ha sido tan fuerte que ha im-
\ pilcado probablemente (66) un efecto difusor o» cuando menos* animador
i
i de las zonas contiguas; b/ municipios cíe creeimíento dinámico, que son
i aquellos
 ( conceptualmente análogos a los anteriores * pero cuyo ritmo
: de crecimiento h& sido relativamente menor* aunque importante; c/ muni-
cipios de crecimiento lento, es cseciry los que han tenido un comporta-
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miento progresivo* pero sin suficiente í\íerssa como para irradiar* sus
efectos al entorno inmediato; ú/ municipios estancados, que son los
que» a pesar ele tener una tasa de crecimiento superior a la media regio-
nal» se ven afectados por síntomas de despoblación que lee impide garan-
tizar la continuidad en sus posibilidades de crecimiento; e/ municipios
regresivos, que son aquellos cuya pérdida, de población es de tal magni-
tud que carecen de fuerzas endógenas para llevarlos a su reactivación
y £f municipios críticos, cuya evolución demográfica es de uri nivel
úm declive tal que un camtoio de signo aparece como dificultoso a corto
plazo* ^
procedimiento estadístico utilisado» para la obtención de la tipifi-
cación anterior, ha sidet el cálculo de la inedia y la desviación típica
de las tasas de ereciisiento demográfico de los 312 municipios de Gali-
cia-
Los intervalos de clasificación '-siendp x¿ la tasa de carecimiento del
municipio» if x la media aritmética y s la desviación típica- se han
establecido del siguiente modo:
x-t-2s>26,X5% ; municipios decrecimiento muy dinámico*
56% ; municipios de crecimiento dinámico,
municipios &e crecimiento lento*
5.OB% : municipios estancados.
> -2G.62% : municipios regresivos,
x—s>X£<2O.62?6 s municipios críticos.
Los resultados obtenidos son los que se muestran en el Apartado,T del
Anexo de este capítulo»
De la simple observación de dicho Cuadro 13 se desprenden algunos aspec-
tos que» para cualquier conocedor de la realidad gallega, son evidentes:
a. Una vez más se pone de manifiesto el contraste entre la Galicia
cíe! interior y la Galicia occidental, a pesar ás ciertas gradaciones
intermedias. La oposición entre la Galicia del litoralr a donde funda-
mentalmente pertenecen la mayoría de los municipios que han ganado po-
blación,, y Xa Galicia oriental» que sufre un proceso prolongado de de-
sertlzac'ión demográfica'»; er* patente. El modelo centro-periferia,
a escala global» ayuda a entender este proceso, parejo a los movimientos
inmigratorios, que viene sufriendo Galicia desde hace ya decenios
b. Existen* sin embargo» focos especialmente dinámicos que es preci-
so resaltar: los pertenecientes al Área Metropolitana de Vigo-Pontevedra
{Vigo, Redondela» Báiona» Poio., • ) y los municipios colindantes con
O Ferrol (Fene, Na^ón...) (68), juntamente con Santiago de Compostela»
También A. Coruña siafre un crecimiento fuerte» al igual que Lugo y Ouren—
se y sus contornos, pero a. un nivel inferior.
c. El nivel de municipios demográficamente estancados —es decir,
aquellos municipios que no han crecido o lo han hecho negativamente
Centre O y —S.Q39£}~ presenta importantes * centros de carácter comarcal
(ííegreira, Sasita. Comba* Eibadeo* O Carferálliño, Xinzo de Limia» A Cañiza,
A Estrada, I^alín*..)» lo que evidencia la^ falta —ya. señalada en otro
lugar— de ciudades medias en Galicia, atractivas demográficamente y
vertebra&orets del terr-itorio. Sucede, pues, que los centros rectores
tradicionales de mercado y de servicios padecen una fuerte crisis de
estancamiento o, lo que es peor» una regresión creciente {con una dismi-
nución de lat población del 5-O3 al 2G*62?&} como es el caso de los muni-
cipios de Araüa» He 1 i de, Ordes, Ortigueira, Chantada» Consagrada, Guiti-
riz,, Mondofiedo» Ifillalba^, Bande» Celanova, Kibadavia, etc. El comporta-
miento demográfico de estos municipios -*en total 100- es el predominante
de la estructura urbana gallega.
d. Del total *3e los municipios gallegos (312), 201 han perdido po-
blación en la década 1965—75, manteniéndose la tendencia» cuando no
agravándose» de décadas anteriores. 13o obstante, existen entre estos
ültiiños una zona que llamamos '"critica" (55 municipios) cuya regresión
es absoluta y dontíle el desierto demográfico es ya una realidad manifies-
ta (son los municipios que Han perdido más del 20*62% de su población
en 1O años>. por tanto, no es ninguna exageración afirmar, que existen
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amplias ssonas de Galicia cuyas fierras han sido dejadas **& monte" y
sus pueblos y aldeas han sitio vaciadas de su© antiguos moradores.
En síntesis, los seis niveles establecidos nos delimitan otras
grandes áreas de similar* comportamiento demográfico* Ahora bien, ese
crecimiento o decrecimiento no ha afectado del mismo modo a todos los
municipios.
Convendrá, en consecuencia, examinar cómo ha crecido o decrecido cada
uno de ellos y cuáles son los .principales centros de crecimiento de
la red urbana gallega. En este sentido» y partiendo de cada una de las
•8 garandes regiones funcionales en que hemos dividido a Galicia, se ha
procedido.a un análisis-de regresión lineal tomando como variable inde—
pendiente (x) el volumen de población o tamaño de cada municipio y como
variable dependiente (y) el porcentaje de incremento _ o disminución
de la población en el periodo mencionado 1965:—75. S e obtuvieron, las
correspondientes rectas de regresión y .se clasificaron los centros
de acuerdo con el valor obtenido del error estándar de estimación de
y sobre x. De este modo» la clasificación resulta mas interesante y
cualificada que la del Cuadro 13» por cuanto no solo se tiene en cuenta
su crecimiento o decrecimiento demográfico, sino también la relación
con su tamaño poblacional y las características propias de la región
correspondiente, Además, tales características nos permitirán determinar
los centros que están desempeñando su papel con arreglo a su población*
cuáles no y cuáles, aún, pueden estar desempeñando un nuevo protagonismo
demográfico,
niveles utilizados han sido:
- % A demográfico > Byx_ : municipios de crecimiento dinámico.
~- Y< % demográfico <. ^ S v „ : municipios de crecimiento lento,
y »x
- %& demográfico < Y
 : municipios estancados progresivos (con evolu-
ción positiva),
- %üdemográfico <? : municipios estancados regresivos (con evolu
cxón negativa)-
A.
- ¥< %j&demográfico< -~S „ : municipios regresivos.< -S» « : municipios en estado critico
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Los tres primeros tipos de municipios po^oen evidentemente una evolución
positiva, mientras que los tres últimos la -tienen negativa. La clasifi-
cación de los inunicipios» por* regiones, puede verse en el Aparlado F
del Anexo de este mismo capitulo.
Pasemos ahora, siquiera sea brevemente, a comentar los resultados obte-
nidos .
La región <le Coruña—Ferrol (S_- „ — 15*23} presenta en los municipios
contiguos o cercanos a los puntos nodales del Área Metropolitana de
A Coruña y Ferrol, un crecimiento demográfico extraordinariamente diná-
mico; CulXeredo (21.87%), Fene (37.&B%} y, el más significativo de to-
dos, N^róra (51,395£), Son núcleos de descentralización de las ciudades
centrales de Coruña (Culleredoj y Ferrol (Marón y Fene} y su evolución
nos está indicando que todo el eje del Área se está, moviendo a tenor
de los impulsos de Goruña y Ferrol: se está constituyendo un anillo
periurbano de tipo suburbano» al que se* incorporan ui*a serie de antiguos
núcleos rurales en .forma ds barrios—dormitorio, núcleos industriales
o simplemente zonas de desconcentración (Arteixo, Gleiros, Mugardos,
Sada, As Pontee de García Rodriguen...)» con un componente demográfico
en crecimiento ©i bien a ritmo lento tal ves; debido a los efectos "back-
ttfash" de los núcleos centrales. Pertenecen a éste último grupo centros
comarcales de relativa importancia ícomo Betansos* Carballo, Cee, Corou-
bi6n..,}. Ixos restantes nücleos —la gran mayoría, de 35 de los 53 exis-
tentes- unen a su carácter generalmente rural su situación de estanca-
miento o de fuerte regresión (cuando no, crítica)*
La región de Vigo-Pontevedra (sy,x^ ^•e?"7) ofrece una imagen francamente
positiva; de los 5Q municipiosf 42 tienen tasas de crecimiento positivo.
De ellos 23 -fundamentalmente costeros (Baiona, Bueu, Cambados, Vilagar-
<2í&, Cangas» ISigrán» Eedondela, Viga, Vilanova, a Qrove.*.)- tienen
un crecimiento relativamente muy dinámico» otros «en general * interiores
(Campo Lameiro, Fornelos» Porrino» Morana, Tui» Ponteareas, Tomiño.».}-
experimentan %¿n crecimiento ¡nás lento. Además los municipios regresivos
lo son con -tasas más bien modestas. Sin lugar a dudas, Vi^o-Í'ontfevedra
es la región con una evolución deíaoKráfica más satisfactoria» la que,
598
Los tres primeros tipos ele municipios posean evidentemente una evolución
positiva, mientras que los tres últimos la tienen negativa* La clasifi-
cación de los municipios, por* regiones, puede verse en el Apartado F
del Anexo de este misino capitulo.
Pasemos ahora, siquiera sea brevemente, a comentar -los resultados obte-
nidos .
La región de Coruña-Ferrol (&„
 x - 15.23) presenta en los municipios
contiguos o cercanos a los puntos nodales del Área. Metropolitana de
A Goruña y Ferrol, un crecimiento demográfico extraordinariamente dina—
-mico: Culleredo (21.87%), Fene (37.68%) y, el más significativo de to-
dos, Narón (51.39%). Son núcleos de descentralización de las ciudades
centrales de Goruña {Culleredo} y Ferrol (Narón y Fene) y su evolución
nos está, indicando Que todo el eje del Área se está, moviendo a tenor
de los impulsos de Ccruña y Ferrolz se está, constituyendo un anillo
perturb-ario de tipo suburbano, al que se- incorporan una serie de antiguos
núcleos rurales en forma de barrios—dormitorioa núcleos intustriales
o simplemente zonas de desconcentración (Arteixo, Oleiros» Mugardosfl
Sada, As Pon-tes de Sarcia Rodrigues ), con un componente demográfico
en crecimiento si bien a ritmo lento tal vez. debido a los efectos "back-
wash11 de los nüeleos centrales. Pertenecen a este último grupo centros
comarcales de relativa importancia (como Betanzos, CarbalXo, Cee, Corcu-
bión,*.}. Los restantes núcleos —la gran mayoría, $e 35 de los 53 exis-
tentes- unen a su carácter generalmente rural su situación de estanca-
miento o de fuerte regresión (cii&ndo no? crítica)*
La regi6n de Vigo-Pontevedra (S y_ x^ 9.77) ofrece una imagen francamente
positiva: de los 5O municipios» 42 tienen tasas de crecimiento positivo.
Be ellos 23 -fundamentalmente costeros ÍBaiona.» Bueu, Cambados, ViXagar-
cía, Gangas, fíigrán» Hedondela, Viga, Vllanova. O Grove.*.)- tienen
un crecimiento relativamente muy dinámico, otros —en general, interiores
(C&mpo Lameiro» Fornelos, Porrino, Morana» Tuit Ponfceareast Tomiño...)-
exper i mentar* un crecimiento más lento* Además los municipios regresivos
lo son con tasas má& bien modestas * Sin lugar a dudas» Viga-Pontevedra
es la región con una evolución demográfica más satisfactoria» la que,
por otra parte, no son ajenos* los fuertes lazos funcionales -en continuo
crecimiento- existentes a lo largo del oje que una sus ciudades centra-
lea.
El comportamiento demográfico de la región de Santiago Sy,x ~ 13,09}
se caracteriza por el Tuerte crecimiento de su núcleo capital: Santiago
<29.87SQ; seguido de núcleos cercanos a. esta ciudad que se benefician
de su isercaáo de trabajo (es el caso de Teo, Boqueixon y A Baña), o
con crecimientos i&ás lentos como Ames, Vedra» Bx*ión» Oroso, Padrón,
Silleda.*. ÍS9 5 y de núcleos costeros de pujanza pesquera {especialmen-
te, & Poboa. &o G&ramxñai y Boxro) y con crecimientos menores como Santa
Uxía de Eibei-ra, Rianxo, Muros, Porto do Son...
No obstante, la mayor parte de esta reglón, sobre todo del interiort
sufre un proceso de estancamiento (Rois, A Estrada, Lalln, T*o&ón$ etc.),
cuando no de fuerte regresión (Arsüa, Melxde, Santa Comba3 Vila de Cru—
oes, Ordes-.-3 e, íncXuso, crítico (Val do Dubra, Santiso, O Pino»
A Golada» I^ coisame,
Sin embargo» áonde el proceso de regresión alcansa niveles ñ& extraordi-
naria gravedad es en la región de Lugo (SytX=; 9.6}» donde tínicamente
dos miinicipios (San Vicente de Báfoade -12,06%- y Lugo -10*81-) poseen
un crecimiento dinámico, Los restantes, o bien se mantienen estancados
(Antas <3e Olla, Uocterroso y Monfbrte) o padecen una situación crítica
de clara desertización demográfica {Abadín, Castro de Hei» Xermade *
O Incio» Sarilla, Villalba, Paradela» Pantén» Sober, Palas de Rei» Sabí—
nao, Xermade» Guitlriz*..).
I Por otra parte» la región de Ourense (Sw v « IB.OÍ), a pesar de ser
susceptible de considerarse en una situación mejor que la anterior,
: no escapa al mismo calificativo ya empleado de gravedad demográfica,
¡ Entre sus núcleos dinámicos mas sobresalientes -hablando siempre en
; términos relativos— st; encuentran la propia, capital, Beade» Sandiáns,
¡ A Merca-, Blancos, Vilar de *••« seguidos de B&lt&r» Cástrelo de Miño,
; San Cristóbal áe Cea, Reiriz de Veiga, V?;rínt etc. f con un crecimiento
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y de tovios, Teixeira, C&rb&lXeda» Taboadela» etc.* en un estado
ele estancamiento, iodos los demás municipios son regresivos (Chantada,
Cualedro» Hibadavia» Ptonterrei» CeXanova, O Carballino» BancSe, Xinzo..*)
o padecen una si*tuaci6n cr-ítics acusada (caso.de Boborás, -40.05%; Car-
balleda» -32.50; Kogueira, -35*26; y otros muchos con elevadas pérdidas
de población, en cualquier caso, superiores a -15-01%). Debe destacarse,
.no obstante, el gran poder á& atracción demográfico que está demostrando
Cúrense: en el último sexenio» 197&-1981, incrementó su población en
un 20%, pasando de 8O.O48 a 96-085 habitantes, siendo la primera ciudad
gallega en crecimiento poblacional; superior a A Coruna (12-1%), Santia-
go (11.4%), Vigo (12,»}, Lugo (8.5%), Pontevedra (7.6%) y O Ferrol
• En la línea de regresión demográfica cié las anteriores regiones se en-
I cuentra también la Marina Luguesa CSy.x = S.3), con polo un municipio
I (cervo) con un crecimiento notable (20.86%), siendo los restantes de
I crecimiento lento (Foa y Viveiro)
 t regresivos (Ei.badeo y Vicedo) o cri-
í ticos (Valdouro, Trabada» A Porítenova* Orol, Kondoñedo, etc,) ,
En situaciórv de mucha mayor gravedad ©e encuentra todavía la re
de las Serras Orientáis <Sy,x= 7.86) -sin duda la más aislada» empeore-
ciaa y abandonada de toda Galicia- Que experimenta en todos sus munici»
piO3 -un crecimiento negativo o inertemente negativo y, además, con la
agravante da no poseer ningún núcleo que absorva población y con un
mínimo de crecimiento*
Finalmente, la región de las Serras Surorientais (Sy,x = 14*8), aunque
e E un área de montaña aFeetada por las características negativas propias
de estas zonas (fuerte pérdida de población: Quiroga, Gnandrexa, Larou»
co, Mansane4a( Pet£n, A «esquita..,), dispone» no obstante, de la pre-
sencia de una serie áe núcleos de crecimiento demográfico dinámico gsobre
los que» en principio» podría apoyarse una política de desarrollo. Este
es el caso de O Barco (13.4250, A Eüa CiS.O4^>t A Poboa de Brolldn
(18.38*)
 f A Guaina Ua.82X) y Rubiana {18,53%}» siendo loa dos primeros
núcleoe -0 Barco y A Rúa- los más significativos, pues debe observarse
los términos porcentuales deben referirse a las poblaciones corre**-
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pandíentes: no tienen el mismo valor, por razones obvias1, los incr-sEt&n-
tOB porcentuales anteriores en un municipio de 9.000 habitantes (caso
ú& 0 Barco) qu& en otro de 2.800 (caso de A Guaina).
En cualquier caso, para e l conjunto de l a s regiones de Gal ic ia , cíe l a
simple observación de l a c las i f icac ión municipal es tablecida -Cuadro
14- puede concluirse que otros factores t a l e s como e-X CEiráctor ds centro
de mercado periódico o de cabecera comarcal tampoco han podido generar
efecto dinámico alguno en sus núcleos respectivos» sino que, más bien
al con t ra r io , se han v i s to sometidos e l los mismos a procesos de estanca-
miento, cuando.no de c l a r a regresión demográfica.
Por üX-fcimb» todavía r e s t a por di lucidar una cuestión: en qué medida
el tamaño poblacional de los municipios, l a densidad, l a dispersión
{o número de entidades de población por Km2.} y o t ras importantes va r i a -
b l e s , han afectado a l crecimiento demográfico.. A t a l efecto» se lian
calculado los correspondientes coeficientes de correlación —para l&s
8 regiones <ie planif icación ya delimitadas— que se muestran en e l Cua-
dro
Cuadro 15
Coeficientes de correlación entre el índice áe crecimierítíJ demogrüfico >* otras variables
I .
I I .
I l t ,
XV*
V.
VI*
VIII,
ftegioaes
Cerusa-Ferrol
¥Iso~Penteve<Jra
Santiago
tugo
©tírense
tfariffa lugaesa
Serras Orientáis
Serras Surorientais
PoblaciSn
municipal
0.2602
0.43&0
0.0322
0.393Í
0.3680
0,653?
0-6C196
Población
Bayor núcleo
0,1834
0*2565
0.0351
0,2982
0.3350
Q.03^2
. 0.6272
Densidad
0.25SS
0.5658
0,0326
0,4858
0.2200
0*023$
0.1325
0.5513
Distancia ,
-O.Í920
-O.53b7 - '
0*0320
-0.3454
-0.3770
O.H&I
-O.59SB
-.O2¿i30
FUENTE: Elaboración propia
I»os resultados obtenidos —excepto en los casos de la Jíarlua Luguesa
(G.,6537) y las Serras Surorient&is (O.8096)— muestran que, en general»
no hay evidencia de que- exista una relación estrecha entre ambas varia-
bles* Esta BB, por otra parte, la ra^ón básaca por la que no ha sido
posible obtener anteriormente unas rectas de regresión representativas
(con un R relativamente sltotTO), A la misma conclusión &e llega al ob-
servar la correlación existente entre el crecimiento .demográfico y la
pob lación del mayor nücleo de 1 municIpio {ícenos en la regi ón de las
Serras Surortentáis —0.6272-}. Otras variables como la densidad de po-
blación (excepto en la región &e* Vigo-Pontevedra, que alcanza un valor
de 0.5658 y en las Serras Surorientais un Ü.55135 , y la ?distancia-•*.—
en Kms. dtel ínunicipio a la capital de la provincia (salvo en la región
de Vigo—Pontevedra, —0.5387* y Serras Orientáis, —O-5988) tampoco man-
tienen, considerando todos los-municipios de cada región conjuntamente,
unos coeficientes de correlación significativos y regulares, que contra-
digan lo antedicho. Ahora bien, esta afirmación debe ser. matizada; que el
coeficiente de correlación sea bajó par-a toda la 'distribución no quiere
decir que siga siéndolo para algunas de .sus partes - Así» sucede que *
salvo excepciones, coinciden las zonas de menor densidad demográfica
con aquéllas de mayor despoblación y las de í&ayor densidad con las áreas
que han. sufrido mayores incrementos <7l), Luego, lo,que esté ocurriendo
es que la irregularidad del comportamiento de los municipios intermedios
entre" los dos extremos —altas y bajas densidades— no permite obtener
un coeficiente de correlación significativo (72). En lo que concierne
a la distancia, debe precisarse que allí donde existen núcleos relativa-
mente poderosos distantes de la capital de la provincia, los valores
que adopta el coeficiente de correlación son más reducidos. Por consi-
guiente, los valores de los coeficientes de correlación obtenidos» con-
siderados los municipios conjuntamente» nos permiten seguir reafirmándo-
nos en la proposición anterior de inconsistencia de las relaciones entre
las variables mencionadas. Pero insistimos, por su importancia» en la
matización anterior —"considerados todos los municipios conjuntamente"-
pues, si se tuviesen en cuenta diferentes tamaños municipales, diferen-
tes niveles de densidad de población, etc., los resultados serian subs-
tancialmente diferentes
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En definitiva, pardee oportuno seguir indagando sobre las posSbles cau-
sas de los procesos de concentración demográfica, pues parece Cjue tanto
implantaciones industriales como la projimidad de un centro urbano»
©n urt papel primordial
Pues bien, veamos las correlaciones existentes entre el crecimiento
demográfico, por regiones, y una serie de variablesf que se nmestran
en el Cuadro 16. has valores del mencionado Cuadro, nos indican inmedia-
tamente' que la actividad industrial y üe servicios, el Índice de urbani-
zación utilizado (a pesar de sus limitaciones), generan de manera clara
procesos de crecimiento poblacionial - Obviamente, como cabría esperar
altas tasas de crecimiento demográfico * correlacionan bastante bien
con la intensidad de uso de la tierra cultivada„ Por el contrario» el
crecimiento demográfico se mueve en sentido inverso con las tasas de
actividad y con el porcentaje de activos agrícolas. Finalmente, parece
claro t^ ue el crecimiento demográfico incorpora un rejuvenecimiento de
la población, ponen, de manifiesto las altas correlaciones positiva©
con Xa variable "porcentaje de población hasta los 14 atlas de' edad1*
y» sensu contrario, las altas correlaciones negativas•con el "porcentaje
de población de edad superior" a los 65 años"* De las restantes varia-
bles, aunque .con la excepción de alguna región y con las reservas perti-
nentes, puede decirse que el crecimiento demográfico opera allí
donde los hinterlands poblaciones de los núcleos poseen un mayor peso:
véase, por ejemplo» la columna correspondiente de los valores de la
variable "densidad de población del municipio, deducida previamente
la población del mayor núcleo**»
Cuadro t§
índice de
Regiones
KCsrufla-Ferrol
H.Vi^o-PonUvedra
III* Santiago
IV.lugo
V-Ourense
VJ.ftaríñs Luguesa
VlKSerras Or!s-.*ai$
correlación del
índice
de
u^bani.
0.&42
o.sss
0,879
0.752
6.371
0.É6S
-0-9X2
C.706
Edad
14anos
0,673
0.471
0.328
O.S79
0.116
0.784
Q.027
crecimiento demográfico
Edad
65
-0.686
«P.57I
-0.609
-0.743
-0.323
-B. 713
-0.123
Tasa
de
activ.
-0-173
-0.282
-0.883
-0,583
-0,045
-0.685
-0365
0,178
%
agrie.
-G.6S2
-0.454
-0.649
-0.630
-O.ISS
-0.626
-0*7U
-G.48S
COR otras
" X '
indust .
0,629
0.505
0.5Í7
a.est
9.639
variables (*}
%
S.429
0.529
&,739
0,309
0.735
0*^65
Hab.
Ha.
cultí.
0.622
0.621
0.938
0.758
0,59S
0*7^7
0,633
*
Densidad
yor ñúcl.
0.578
0.61?
-0.185
-0.350
0.240
0.6b0
0.510
0.6Ó7
Elaboración propia,
í*l Se ccnsideran todos las. *-»rfa
3-2.2- RELACIÓN EÍZTBE GEfffBALlEDAD ¥
V&iaos a anaüzar ahora la© posibles relaciones del índice de centráis dad
o nodaltdad —calculado en el epígrafe 2*5* de este mismo capítulo* con
otras variables-
Para ello* hemos obtenido los coeficientes de correlación áe aquel Indi-
ce de cenital i dad con las siguientes variables: población municipal
ele derecho, población del mayor núcleo, densidad ele poblacións distancia
en kms» del municipio a la capital tie la provincia o a una ciudad mayor
g
de 5O.OOO ti abitantes, el número de entidades de población por km « (o
índice de dispersión), etc.
Los resultados, por regiones, han sido los que se muestran en el Cua-
dro 17,
En general» puede decirse que» a partir de cierto tamaño, existe una
relación estrecha entre el Índice de centralidad y el tamaño municipal*
y Ticéversa; aunque —conviene decirlo- la correlación no es exacta ni
mecánica; ocurre <jue no siempre un núcleo tiene la nodalidad que le
correspondería por- su temario. El mismo tipo de relación cabe atribuirlo
respecto al porcentaje de empleo en la industria -aunque no de modo
tan claro como con respecto al del sector servicios-, al Índice de urba-
nización y «t Xa densidad de población. La distancia a la capital de
la provincia vuelve a Jugar otra ves un papel negativo en relación a
la centralidad, salvo en aquellos casos en que exista algún centro de
cierta importancia distante de la capital (Marina Loguesa* Santiago»
Serras Saroríentais).
La densidad del entorno al nücleo principal del municipio desempeña
un papel importante en la generación de cenfcralidad» especialmente en
las regiones de Coruñs-FerrO {O-634}, Vigo-Porttevedra (0.823) y la Mari-
na tAJíguesa Co.658). La dispersión produce -considerando todos los muni-
cipios de cada 3re&ión~ tan efecto negativo en algunos casos y» en otros,
despreciable» sobre la centralidad. En cambio, el promedio de habitantes
por entidad afecta favorablemente al índica de centralidad en todas
las regiones.
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De otra parte, -también -puedo advertirse cómo entro al Índice* de centra-
lizad y el crecimiento demográfico no existe una relación clara de vali-
de» general para toda Galicia: lo que indica que muchos lugares centra-
les ele antaño están sometidos hogaño a proceso© de pérdida de población
-caso de Ourense y Serras Orientáis- y en otros casos -Coruna-Ferrol
y Santiago- I00 núcleos centrales no atraen con fuerza a la población
y solo en las regiones de Vigo-Pontevedra, Lugo, Serras Surorientais
y, en menor medida, en la Marina Luguesa los núcleos centrales son rela-
tivamente dinámicos en términos demográficos- &o obstante» debemos vol-
ver a" insistir en la anterior llamada de atención? las correlaciones
hubieran sido muy otras» si nuestro análisis se detallara por tamaños
poblacionales» niveles de densidad, etc. Es por ello <jue las cifras
comentadas ocultan la. gran heterogeneidad de comportamiento de los muni-
cipios gallegos y restan gran parte de la signifieatividad a nuestro
análisis. Solo un análisis ponderado, por* tramos, de las variables estu-
diadas puede conducrános a la significatividad deseada, como, inmediata-
mente j tendremos ocasión tie comprobar al examinar el comportamiento
de los municipios de mayor centralidad-
Fxnalmente» hemos concretado nuestro análisis a los núcleos con xxn indi-?
ce de centraiidad superior a la media, esto es, con xm C>3Í » 196* Los
resultados obtenidos de sus correlaciones con otras variables son Xos
del Cuadro 18, Fue&e advertirse claramente cómo el Índice de centralidaá
está fuertemente correlacionado con el tamaño poblacional (0.955) y
la densidad de población (O.81O). Seguidamente, experimenta correlacio-
nes relativamente elevadas con el promedio de habitantes por entidad
de población (0.698), con la "densidad de población del municipio dedu-
cida, previamentet la población del mayor nOcleo" o densidad del hinter—
land (0.6S2, con el índice de urbanización (O.6O8) y# lógicamente» con
el número de habitante© por Ha, cultivada (0*686). Por otro lado» vuelve
a confirmarse, también para este tipo de núcleos, t& idea de la falta
de correlación clara, entre el índice de crecimiento demográfico y el
índice de centralidad (G*382), Muy probablemente la ra&ón estribe en
la pérdida de población de muchas cabeceras comarcales del interior
de €falicias que provoca un descenso general de la correlación* También
puede advertirse el efecto negativo que sobre el mencionado índice
6O7
la dispersión de la población (número de entidades de población por
Km2.» -~Q,G4G); aunque -cabe decirlo- dichd efecto no es muy fuerte,
lo t^ ue nos Induce a pon^ar que en algunos casos (Rías Bajas * por ejem-
plo» y el seno de A Cor-uña) no es ningún obstáculo para la funcionalidad
urbana,
En definitiva, cosió cabría esperar, los % de empleo industrial y dé
servicios Influyen positivamente sobre el Índice de centralidsd (0.504
y O.4S6, respectivaraervte). Y» por último, la distancia a la capital
de la provincia, el empleo agrícola, la tasa de actividad y el envejeci-
miento de Is población y la dispersión están» en uno u otro grado» nega-
"fcávanante-correlacionadas con el índice de centralidad*
Cuadro Í8
Coeficientes de correlación dal índice de centralizad con
otras importantes variables {*) »
-% Crecimiento
-Densidad de población
-Bensiííaá población mayor nácleo
•* Población «ayor nácleo respecto
al to ta l
-HS entidades por Kra .^
-Froseáio de habitantes per entidad
-Premedio de habitantes población -
núcleo
de urbanizaciési
14 alíos
0.382 -Edad §5 años
0*810 - lasa de actividad
0.682
0.469
-0.040
ÍI.S98
0.493
-% Empleo
-Si EppOteo industrial
~% Empleo servicios
-Habitantes por Ha. cultivada
-Distancia a capital
-Población de derecho
0.808 1
G.Í58
0.281
0.110
0.40Q
0.504
0.486
0.349
S.S55
Ftí£STEt Elaboraciár» propia
(*) Se consideran dnitainente íes municipios con C>x * 189
.3.2.3. JERARQUÍA 0E DISTRIBUCIÓN DE LOS ASEfrSTAWIEMTÜS
3.2,3,1, JEHARGUXA DEMOGRÁFICA, SEGUK'EL MODELO "CITV-SIZE" DE BBRRY
En efecto, como se sabe por el modelo "rank-si^e" <3e Zipf. y la teoría
de la distribución jerárquica de los asentamientos de Berry, las rela-
ciones entre la población (tamaño) y la red urbana son de capital in^par—
táñela.* Un supuesto fundamental del buen funcionamiento de una estructu-
ra urbana es que posea una jerarquía equilibrada; su existencia garantid
za la integración del espacio y su inexistencia, la desintegración del
mismo. Por lo tanto, vamos a examinar la estructura funcional de cada
una de las regiones en que hemos dividido a Galicia para ver en qué
medida cumplen aquel requisito» y hasta qué punto poseen una estructura
espacial interna capaz de organizar un-* espacio funcional* El criterio
de análisis seguido es que, en principio, cada región debe estar dotada.,
al menos, de un centro capa^ de generar un mínimo nivel de funciones
centrales, si no quiere verse arrastrada por otra que posea un centro
de superior rango y privada, finalmente, de la funcionalidad espacial
necesaria. . •
Así pues» se ha procedido a la aplicación Sel modelo "citar—sise" de
Berry (74).
La fuente utilizada» todavía inédita, ha sido la Explotación del Padrón
Municipal de 1975S realisacta por el XUE* Los niveles demográficos fija-
dos- Han sido los siete siguientes;
is nivel - P > 100*000
£S nivel 3O.OOO < P < 100.000
3S nivel 10.000 < P < 30*000
42 i^ ivel 5-OOO < P < 10,000 '
5e nivel 3.000 < P < 5-OOO
6* nivel , 1,000 < P < 3*G0G
?s nivel P <. 1
Siendo» naturalmente, P la población municipal. El paso siguiente fue
agrupar cada uno de los municipios en aquellos intervalos de cla¿>e o
niveles, que nos permiten posteriormente extraer generalilaciones sobre
el comportamiento de- la estructura demográfica.
SGD
Gráficamente * la estructura Jerárquica viene representada en un eje
tíe coordenadas* expresando en la abscisa XQB tamaños y en la ordenada
los porcentajes acumulados de población para cada uno de las municipios.
Los resultados- -obtenidos -fruto de un laborioso trabajo- han sido los
que se muestran en el Cuadro 19 y en la Figura 4 , que pasamos a anali-
zar a continuaciórt.
La región títe A Coruña—Ferrol presenta una estructura jerárquica defi-
ciente y de primacía.- Se observa un peso excesivo de los municipios
comprendidos entre 5.Q0G y 1G.OQG habitantes, la carencia de los que
se encuentran entre 3O. OOO y 1OO. 000 habitantes {solamente O Ferrol}
y la fuerte inestabilidad de los munidos de base, de donde se puede
deducir el gran efecto polarizador del primer nivel de la jerarquía
(A Coruña)» Puede concluirse» por tanto» que es preciso potenciar aque-
llos municipios comprendidos entre 1O.OOO y 3O.OOQ habitantes (caso
de Arteixo, Betanzos, Culleredo, Laracha, Qleiros.,,) o elevar a algunos
hasta el nivel Jerárquico superior (Car-bailo y Narón)
 5 con el objetivo
de crear una. jerarquía más equilibrada y, asimismo, frenar la primacía
del Área Metropolitana de A Coruña.
La región de Viga—Pontevedra ofrece un nivel de urbanización superior
a la anterior» siendo el poder de dominación á& Viga relativamente supe-
rior que el de A Corañai adviértase, por ejemplo* a pesar de su peso
similar en el conjunto (31.1536 de A Coruña» 32*O?56 de Vigo), la raenor
importancia del segundo escalón jerárquico {13 - &% en el primer caso
y S.43& en el segundo) y, del mismo modo que en la región anterior,
el fuerte iiapaeto desequí librador de los municipios inferiores. Por
•
consiguiente, parece pertinente estimular a aquellos municipios en mejo-
res condiciones para superar aquella deficiencia: este es el caso clara-
mente de» por orden de volumen poblacional, Vilagarcía, Redondela» Cart-
gas y Marín, Existen, también* otros municipios que» desde una óptica
es preciso seguir con atención: Moafia, Porrino» Mas,
que se han beneficiado en los últimos años de los efectos
de Vigo (véase sus incrementos poblacionales registrados en
el Censo de Población del 1—XXI-19SX}- Uo sucede lo mismo con Pontea-
reas, que ha perdido población en el ultimo sexenio (3*B5S}f lo que debe
ser estudiado por los efectos negativos que ocasiona sobre la comarca
de O Condado.
Ctiadro 19
Pa>blaci6» ptunleipsl por tatuases. Año 1975
Niveles
P > 100.
30.000 <
10,000<
5,000 <
3.000 <
Í.00G <
000
p <
p <
p <
p <
p <
p <
103.000
30.S0O
ÍO.GGG
5.000
3.000
. 1.000
T0TAL
Wiueles
P > 1G0.0GQ
30.000 <,
10.000 <
5.000 <
3.0QG <
1.000 <
P <
P <
P <
P <
P <
P <
100.000
30.GQG
10.000
5.000
3.S00
1.000
TGTAl
Niveles
P > 100.
30,000 <
10.000 <
S.000 <
3.00Q <
1-000 <
000
P <
P <
P <
P <
. P <
P <
100.000
. 30.000
10.000
5.000
t 3.000
: i.ooo
IQTfit
Región
Voluracr?
de
población
aO7-2&9
89.212
137.136
187.077
24.818
19.835
0
665.3^7
do Corulla-Ferrol
por niveles acumulado
31,15
13,4
20*6
23,1
3,73
3,05
0
100,00
100,00
68,85
55,47
34985
• 8,75
3,05
0
Región de Santiago
Volumen
de
población.
0
84.138
168,000
154,619
41*726
10.767
0
459.250
%
por niveles Í
0
18,32
36,58
33,66
S»08 *
2,36
0
100,00
Regían Qyrerise
Volumen
de
población
0
80,048
10.119
90.573
103.937
70.SS7
0
355.554
%
por niveles i
0
22,51
2,85
25,47
13,94
0
100,00
%
icunuiado
100,00
100,00
8X.SS
45,10
11,44
2,36
0
%
ictütrnlatÍG
100,00
77»4t
74,64
49,17
19,94
' 0
. Rccáón
de
23O.6U
60.535
. 245.578
132.370
41.732
8.256 "
648
719.722
de ¥igo-í3Cfiíttvedra
por rtível&s aeusulatío
32,0?
8.42
34 t15
18,41
5 t80
1*15
0,09
100,00
Üegión de
Volumen
."de"
población
0
68.163
4S,24S
S2-S24
45,811
11.723.
0
256.S67
%
por reivs
0
26,54
lS t78
32*28
17TS3
4,57
S
100*00
, Región -líariña
Volumen
de
población
0
0
13.215
31.553
31.386
4.596
0
SO*750
%
ICO,SO *
67,93
59,51
25,36
6,95
1 , lv>
0,09
Lago
%
1 6 5 E CU IB ti ± 3<Í0
100,00
100,00
73,45
54,SS
22,40
4,57
0
Lyguesa
%
por niveles acumulado
0
0
16,37
39*07
38tS7
5,69
0
100,00
100T00
100,00
100,00
83,83
44,56
5,69
0
•
Cuadro 1§ (
Población municipal por ta«:a«os* 1975
p
30
10
5
3
I
*
luyeles
> 1QO.ÜOG
.000< P < 100
.000< 9 < 30
.000< J>.< IG
.QOO
. D O O
.030
.000 <j> < 5.000
.000< ? < 3
í* < 1
TOTAt
.mo
«000
Re§ián
Volumen
de
fttblftcain
0
0
S
Í4.5S5
16^440
13.210
4 4 4
44*679
Serrss Orientáis
%
por niveles i
0
ñ
0
32,9?
37,17
29,8©
0,99
100,00
%
100
100
100
100
67
29
0
3atb
,00
,00
,00
, 0 0
, 03
,86
Valumsn
de
población
0
0
0
25.475
17.§63
17.622
0
61.060
%
p¿>** niveles
G
0
0
41,72
29,42
26 ,£©
G
100,00
Tentéis
V
ra
acantilado
100,00
100,QO
100,00
100,00
58 28
26,86
0
Población cunicipal por tamaños
Galicia Í975
| Ríceles
t
i f* > 100-000
I 30.900 < P ¿
i 10,090 < P <
I 5.000 < í> <
1 3.000 < P <
I 1,000 < P <
I
100
30
10
5
3
1
1
1 TOTAL
fooo
.000
.000
.000
.QOO
.090
Volumen
de
población
437.880
382.096
639.390
• 737.846
323.427
161.084
1.084
2.682.807
%
** per niveles
16,00
14,00
24,00
28,00
12,00
0,00
0,04
100,00
%
acumulada
100,00
84,04
70,04
46,04
IS.Ü4
0,04
FIGBR* ir : CSTSUCTPflA DEKOGftAFICA De LAS REGIOÍIES GftLIEttAS
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En la Región de Santiago puede destacarse* en general, su carácter je-
rárquico relativamente desequilibrado, teniendo en euersta la precariedad
de su primer nivel y la carencia de dos de sus niveles* Puede decirse,
lógicamente» que las políticas demográficas a enrayar deben incidir»
por un lado, en un mayor estiradlo del primer nivel existente (Santiago)
a Tin de fomentar niveles superiores de economías externas y de aglome-
ración y
 f por otro lado, capacitar importantes núcleos comarcales (&
Estrada, Ribeira* Ordes...) (75) para que puedan desempeñar su papel
ecor56mico rector y de - prestación de servicios. No obstante, en general,
el objetivo último al que debe subordinarse la política económica de
esta región es la de satisfacer, a medio y largo plazo, las metas rela-
cionadas con su función de integración de un territorio "estirado11 por
la presión de los dos grandes polos funcionales del Norte <A Coruña)
y del Sur (Vigo)-
Be la región de Lugo puede afirmarse que los municipios de 3.000 a 5*000
habitantes poseen una excesiva preponderancia; en cambio» los incluidos
en el intervalo de 1O.OOO a 30.000 habitantes,se' encuentran poblaoional-
.mente infraóotados. En consecuencia» el descenso de-aquéllos debe favo-
recer a éstos (Monforte, Sarria* Villalba) y evitar, de este modo» su
tendencia al estancamiento y/o a la regresión, que está perjudicando
gravemente su funcionalidad comarcal» Lo que» en cualquier caso, no
debe contradecir las políticas-de concentración en el municipio capital
de la región, ya que, sobre todo» no puede olvidarse su "rol" de perife-
ria en el sistema interregional y» consiguientementea la necesidad de
fortalecer su papel en la región para evitar su drenaje por centros
de superior rango.
lo que concierne a la región de Ourense, su situación es particular-
mente grave» La- práctica inexistencia de municipios de segundo orden
-excepto» y a duras penas (10*119 habitantes)
 t Xinso de Llmla- y la
primacía del primer nivel -Ourense- sobre el conjunto regional es tal
que fractura la jerarquía espacial en un eslabón estratégico para el
buen funcionamiento de la región- El entramado urbano está, por lo de-
más , sxeesivaiaente .atomIzado como puede comprobarse viendo los trñ^o**
de 1.000 a 3.000» <3e 3.0OO a 5.OOO y <3e S.OOG a 1O.OOO habitantes
©14
-juntos, suman el disparatado porcentaje <3el 74.64- incapacito! a la
región para Xa organización - de sus espacios comarcales- Obviamente,
el panorama de esta región no puede modificarse en un ssentide positivo
si no se actúa, alentándolos» sobre los municipios má¡s aptos (XJ.nao
de Limia, Verin» O Garballiño y Eíbadavxa* los' cítale» han aumentado»
en algunos casos fuertemente, o mantenido su población en el último
sexenio),
ka región áo A Marina Luguesa está sufriendo un proceso (parcial) de
transición de lo rural a lo urbano: la preeminencia del cohorte de 5.G0G
a 1O.OOO debe dar "paso al inmediatamente superior: este es el caso de
Cervo, Foz
 ( Ribadeo y Mondoñedo y que deben ganar población; aunque,
los dos últimos municipios padecen una difícil situación de estancamien-
to demográfico* En cualquier caso, la-efonstituciórt definitiva de esta
región pasa por el fortalecimiento, cuando menos (acaso también Riba-
deo), de Viveiro como núcleo organizador.
ka estructura jerárquica de las regiones de l£s Serras Orientáis y Suro-"
rientaís es la típica de los espacios no jerarquizados y disfunciünales
—territorics „ homogéneos-, despojados de la capacidad de generación de
núcleos de rango medio y superior; si bien las Serras Surordentais están
en mejores condiciones para la organización de sus comarcas, por la
presencia de O Barco (8.331 habitantes y X3.42& de crecimiento demográ-
fico en el decenio 1965-75 y que -se refuerza en el periodo 1975-81),
A Poboa de Trives (5*962 habitantes y 18*38% de crecimiento demográfico
en «i mismo decenio) y A Rúa {5.872 habitantes y 1S.S4& de crecimiento
demográfico), aunque debemos decir que éstos dos últimos eexperiníentaron
pérdidas de población en el quinquenio 1975^-81 * Por el contrario, las
Serras Orientáis -como ya se ha dicho más arriba- exigen un tratamiento
especial, que ponga en rendimiento sus riquezas naturales y aproveche
los recursos diferenciales de una economía de montaña ( 76)
 9 en aras
Sel equilibrio Interno territorial y ecológico de Galicia- Dicho trata-
miento especial» acompañado de las pertinentes políticas» es tanto más
necesario cuanto que esta región no posee ni -tan siquiera un núcleo
dinámico: "todos los municipios están sometidos a decrecimientos eíemográ~
muy Intensos (Becerrea, -El.26%; Foasagrada* -15.39; Fedrafita*
GIS
-19.S5; O Fol&oso» —35.93, porcentajes que» dados los bajos
poblscionales de estos municipios, son tanto más significativos &i cubo
de la extraordinaria gravedad de BU problemática) y quü, a la luz de
los datos del ultimo Cen?3O de 1-I1X-19S1, &e ciguen manteniendo.
Por otra parte, hemos procedido a elaborar la estructura jerárquica
—con los mismos niveles del análisis anterior— de los mayores núcleos
de población de cada municipio, Los resultados numéricos, que pueden
verse en el Cuadro 2O y las correspondientes representaciones gráficas
en la Figura 5
 9 nos permiten destacar» con mayor Tuerza y plasticidad
todavía, los problemas ya detectados -que presentan una mayor gravedad *
contemplados de este modo- al examinar la jerarquisación üo la población
municipal. Nos cabe la oportunidad, por Jante, de efectuar algunas ttiati—
saciones:
-En primer lugar, si se observan al trasluz las figuras 4 y 5 ,
puede comprobarse -especialmente en • las regiones ño A ConaRa-Ferrol,
Vigo-Pontevedra» Lugo y Ourense- que los porcentajes acumulados de po-
blación por parte de los mayores inicíeos son superiores, a loa correspon-
dientes porcentajes acumulados por los municipios hasta, aproximadamen-
te» el nivel" de 5-OOO a 1G-O0Ü habitantes inclusive; mientras que, a
partir de ese punto, sucede justamente lo' contrario. Esto nos indica
-de manera expresiva- *el importante peso que los pequeños núcleos tfe
población tienen en la estructura demográfica de aquellas regiones*
En las restantes -A Marina kiiE^esa, Serras Orientáis y Serras Surorien-
tais- Xo que acabamos de decir cobra todavía una mayor importancia.
región de A Coruña-Ferrol ofrece una situación clarísima de
supremacía por parte de sus dos núcleos principales (A Corulla y 0 Fe-
rrol), que acumulan solamente ellos dos el 78.4% de. la población y coa
el agravante de carecer de núcleos entre los XO.OOD y 3O.O0O habitantes
vertebradores de los ámbitos comarcales* La debilidad de la red de nú-
cleos comprendidos entre 5-00O y 1O.O0Q habitantes, es ahora más acusa-
da; la población municipal acumulaba el 28.1% del la población total,
mientras que la población acumulada por los núcleos del mismo n;tveX
apenas supera el 2% del total de la población (sólo Betanzos -núcleo-
Cuadro 20
Población del mayor nácleo por traeos tíe volusen ée población. Año 1975
Niveles
Reglen Coruña-Ferrol
Población % %'
' acumulado
Reglan
ación X
P > 100
30.000*
10.OSO *
5.OQ0 *
3.OQQ <
1,000 -
,000
; p <
: p <
C P <
í. p <
p <
100.000
30.000
10.000
5.000
3.0G0
1.000
TOTAL
180,180
79.083
0
7.433
23.434
25.287
15.271
54,43
23, 9i
0
2,25
7t09
7,65
' 4,91
100,00
45,81
45,81
21,60
19,65
12,56
4,91
121.197
0
35.833
12.751
20.374
15.713
13-320
54,30
0
17,85
5,71
9,13
7,04
5,97
330.694 100,00 223.184 100,00
1GOTGQ
45T7Q
45*70
2?, 85
22,14
13,01
5,97
Niveles
P > 100.
30.000 <
10.000 <
5.000 <
3.000 <
1.000 <
R
P > ÍOQ.
30.000 <
10.000 <
6.000 <,
3.000 <
1-000 <
000
p <
p <
p <
p <
p <
p <
OGO
P <
P <
P <
P <
P <
P <
-
100.000
30,000
10.000
5.000
3-000
1.000
TOTftL
s
IOO.CÍQO
30.000
10.000
5.000
3.00Q
1.000
TOTAL
Región Santiago
Población
G .
59.544
€
5.32G
10.963
19.154
11.88?
Í06.90S
%
0
55,70
0
4,98
10,25
17,95
.11.12
t00,00
%
acumulado
100,09
100,00
44,30
44,30
39,32
'29,07
11,12
Regi6tí Gurense
Población
—
0
62.579
0
0
10.802
8.563
35.022
Í16.96S
%
0
53,50
0
0
9,23
7t32
29,95
100,00
%
Acumulado
100,00
100,00
46,50
4§*50
45,50
37,27
29,95
Región
Población
0
57.18S
13.195
0
3.859
10.748
11,353
95.344
Región }
Población
0
0
- o
0
S.15S
7.705
4.067
19.930
0
59,
1 3 ,
0
4 ,
tu
tu
100
 (
*
40,
36,
20,
100,
Lugo
%
36
70
00
16
78
00
93
66
4 i
00
acumulado
100,00
100,00
40,64
26,94
26,94
22,94
ÍU78
it$sa
%
Acumulado
100,00
100,00
100*00
100,00.
100,00
96,0?
20,41
Población del
Cyadro 20
núcleo por tpam&s de voluaan de población, JJfto
* -
Niveles
P > 100.000
30.00Q< P <
IO.0Ü0 < P <
5.000 < P <
3,000 < í> <
1*000 < P <
p <
100.GOO
3O.0D0
10.0QO
5. OSO
3.00$
l.DOO
TOTAL *
Población
Q
0
0
0
0
3.252
fe-978
S.230
Serpas
%
0
0
0
0
0
60
 r
100
 T
Orientáis
; %
100,00
100,00
100,08
100,00
100*00
51 100,00
49 60*4-9
Í6R Serras
Población
9
"5
6
¿1
-
.116
.778
.256
.150
0
0
0
0
*3,
27,
29,
100,
Surorienfcais
%
10
31
59
00
x
ActimuladQ
100, CíQ
100,00
100,00
100,00
100,00
23,59
Población del mayor R Ú C I B O por tramos de volutüen de población
- - Galicia 1.975
•
P
30
10
S
3
1
Riveles
> 1SO*000
.000 < P < i
.000 < P <
.000 < P <
.009 < P <
.000 < P <
p <
TOTftt
eo
30
10
5
3
1
.000
.000
.000
.000
,000
-OÜO
Volumen
de
población
301.3S7
258.395
53.02S
25.510
8S.7B5
96.21*6
102.154
923,406
X
por niveles
32,64
27,98
5T?4
2*76
. 3*39
10,fc2
11,07
100.HO
%
acumulado
100,00
67,36
33SS4
30,8S
21,49
• 11,07
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7,439 habitantes» alcanza esta categoría} por lo que- timbón
los núcleos de rango inferior relativamente capacitados (CarbaUo, í^u
gardos, Pontedeume y As Pontes), ciado su excesivo peso relativo actual*
-La región ele Vigo-Pontevedra. pone de manifiesto» — edema* $e
características ya señaladas para Xa región de Coruña-Forrol-^la inexis-
tencia de nücleos de 3O.O00 a 10.000 habitantes y la insuficiencia demo-
gráfica de los de 1O.OQO a 30,000 habituantes (Pontevedra y Marín,
17.85%) y también los de 5.OOO a 10.O0O habitantes (O Grove y Vilagar-
cía, 5-71%),. que impiden la formación de una estructura jerárquica míni-
mamente equilibrada.
-La estructura dé la región de Santiago por núcleos desvela algo
que quedaba oculto bajo las cifras del análisis anterior: la presencia
ostensible como núcleo de Santiago (55.70% de la población total de
los núcleos), la desaparición del nivel de 10.000 a 30,000 habitantes
y el raquitismo del correspondiente á 5.000 a 1G.GQO Habitantes (4.98%:
Santa Uxía de Riberia con 5.320 habitantes), ,1o que nos ratifica en
nuestras anteriores afirmaciones, ai bien dando cierta prioridad a loa
nüeleos tíel -tercer y cuarto nivel.
-Con la estructura nuclear de la región de Lugo vuelve a suceder
algo análogo a lo ocurrido con la región de Santiago: el mucho mayor
peso relativo del núcleo de lugo {53.3650* la fragilidad á&X tercer
nivel y la inexistencia del cuarto* No parece, era cambio, que tengaisíos
que alterar las conclusiones ya señaladas más arriba-
-De la resióh de Ourense podemos seguir afirmando lo mismo que en
los casos ya analisados y solamente el impulso sobre sus núcleos de
mayor idoneidad puede vencer sus fuertes desequilibr-ios (ausencia total
de núcleos entre los 5.000 y 3O.OOO habitantesK
-La jerar<iui£ación*de núcleos de la región de A Marina Luguesa ofre-
ce una mayor claridad que la jerarquía municipal: la falta de núcleos
entre 5*0€>O y 30*000 habitantes hace patente la necesidad de potencia-
ción de estos niveles a fin de desarrollar su incipiente jerarquisación.
« 6Í
estructuras nucleares de las Serras Orientáis y Suroricntais*
no hacen sino reafirmarnos una vez más en lías conclusiones ya obtenidas;
no es posible un relativo equilibrio ecológico y territorial de G&licia
con los desequilibrios de los asentamientos én sus áreas de montaña*
-Observada la jerarquía de la población municipal y de la población
de los mayores núcleos, puede advertirse que, a la altura de 1975, la
población residente en las siete principales ciudades gallegas se con-
centra casi la tercera parte (30%) de la población de Galicia y la po-
blación urbana (según el criterio oficial -inadecuado para el caso ga-
llego, pero utilizado aquí a título meramente indicativo- del X*N~E.
se considera población urbana a aquélla que reside en entidades singula~
res de potolación con más de 1O.O0O habitantes) representa el Z2..B% del
total de la población y el 6G.62?o del total de la "población residente
en los mayores nüclfeos. Por lo demás, la población residente en munici-
pios superiores a 1O-OOO habitantes alcanza la cifra <3e 1.459-366 habi-
tantes» lo que viene a ser el 54,40% de la población total de Galicia.
Por último,, no parece ocioso que veamos cómo Ha evolucionado la. pobla-
ción gallega, en sus diferentes niveles, a lo largo de los últimos vein-
ticinco años. A tal efecto, hemos elaborado el Cuadro El, que» a pesar
de sus defectos, parece más adecuado a la realidad de nuestra economía
que la clasificación oficial del I.K.E,t aún cuando -por las peculiari-
dades de nuestro habitat— la 'zona rural aparezca un tantas "contraída"
en su influencia {7?)•
21
Síveles
Ciudadesíi)
ViUas(2)
2o&a de traosicién{3)
Zona ruraífc)
TOTAL
füt í f íE: Elaboración p
SAíJÉSIO» Anuario del
emprende las s ie te i
habitantes,, excepto es
Año
Jerar-ijuía-
Habitantes
351.
189.
2.604.
HerCv
qrtíVi
.571
.40?
.248
.974
.2Q0
a p
ido I
/ti)
i
%
13.3
i,?
7*3
77.2
100.01
a r t i r
de la población de Galicia
Año 1975
Población municipal Pobl.de,los mayares
Habitantes % Habitantes
819.976 30.0 559.762
K377.230 52.0 7S.53S
48^.MI 17.98 182.952
1.084 G*04 102. i$í*
) 2.682.8G7 100.00 323.^06
ca ViZ* Fwpletacicn del F'adrér* Hanic3
núcleos
%
80-62
8.50
11.07
100,00
;spa3ol (varios añ^s) y BEiltAS, X.H.. op*<»it.*p-2l*
» ciudades gallegas; (2} coapreüde A los de fíá$ de 5»
; (3) da S-.009 a 5.000 habitantes; (4) les restantt^»
•
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El Cuadro 21 ofrece por sí solo la evidencia de las profunásB altera-
ciones sufridas por nuestra demografía y el fuerte proceso urhanlza-
dor experimentado por Galicia en el periodo 1950-1975: las ulete ciu-
dades pasan de un 13.9& en 1950, al 30% en 1975; la población en ciu-
dades y villas en 195O representa el 15.6%, mientras que en 1975 al-
canza el B2.% y el peso del segundo nivel esa muchísimo mayor (de 1.7%
a 52%). Si observamos la población de los mayores núcleos, a pesar de
no disponer sus poblaciones homologas de 195O» podemos apreciar, no
óbs.tante, la fuerte concentración; registrada en el primer nivel (60,62%
,-los núcleos -de más de 3O.OOO habitantes- y en los de más de 100-000
habitantes (A Coruña y Vigo» 32*64%}*' Puede concluirse, * por tanto,
que la urbanización, la litorali^ación y la desrvsraXizacíon de la po-
blación gallega ha sido» en el período examinado, muy intensa (78)»
No obstante, esto no quiere decir que Galicia haya perdido su parác-
ter rural y de habitat disperso. Así, del mencionado cuadro puede de-
ducirse también Que el 31-7436 de la población de las siete ciudades
gallegas vive fuera de su núcleo principal y porcentajes superiores
Cuera de los restantes núcleos de inferior rango-
Eh síntesis» las estructuras, jerárquicas de las regiones gallegas»
y de Galicia en su conjunto» avalan la idea de la necesidad perentoria
de potenciar y desarrollar los niveles intermedios de sus núcleos (en-
tre 5.OOO y 3O.OOG habitantes solo posee el 8*5% de la población total
de los núcleos),, si no quiere" verse arrastrada todavía más en la dinámi-
ca desvertebradora de su territorio a causa de la inexistencia evidente
de ciudades medias con capacidad para a^tosostener la organización fun-
cional de sus respectivos ámbitos espaciales* Naturalmente, tales polí-
ticas implican la ruptura del binomio congestión urbana-de^rtia&clón
regional, característico del modelo desarrollists y de metrópolita-
nisación económica y demográfica» a bajos costes privados, de la dé-
cada do los
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3.3.3.£. JE&ABQUIA INDUSTRIAL Y DE LOS SERVICIOS
Es evidente que en el comportamiento demográfico, en su evolución y
distribución* amén de la estructura agraria —que no vamos K anata&ar
ahora— juegan un p£tpel determinante furídamental los procesos de indus-
Pues bien* el objeto del presente epígrafe será el de examinar la Idea-
lización .de los empleos industriales, primero y la da loa servicios» des-
pués, y la distribución Jerárquica de los tnísmcs,. siguiendo un procedi-
miento análogo al del apartado anterior. Los ocho niveles establecidos
han aido los siguientes;
X» nivel: E > 20-000
£2 nivel: 10,000 < E < 20,000
32 nivel: 5-OGG < E < 1O.O00
,42 nivel: 3.OGO < E < 5.OO0
.. &z nivel; ' X.000 < E < 3.O00-
©s nivel: 50O < " E < X,000
7^ nivel: 25O < E < 50O "^
B^ nivel: 'J! "."" E ^ 25O
Siendo E el voixmien de empleo industrial
restiltatícs ytxtéritxé obtenidos» e^ué^ de un "ax>joeo trsitscnientD as loé datos, se
encuentran en el Cuadro 22 y sus representaciones gráficas correspon-
dientes en la Figura 6 . Su J^rarquigacíán industrial por niveles y
empleos iminicipales puede verse en el Ci'Anexo - La fuente utilizada
ha sido la misma gue la relativa a la jerarquía demoeráfica (XNE, Explo-
tación de;! &&dr&?i Municipal de Habitantes del año 1975» inédita).
La región de Coruña-Ferrol presenta una estructura jerárquica relativa-
mente equiüisrada desde* los niveles inferiores hasta el correspondiente
cié 3.QOO a S-OOD empleos Sttciusive» pero desde ese nivel hacia arriba
el desequilibrio es manifiesto: ausencia total del tercer nivel y fuerte
concentración &e la localisacion industrial en el primero y segundo
Niveles dti
etapleo
industrial
E > 20.000
1G.9GO<E<2G
S.GGCkEílO
3.000<£< 5
Í.0Q(K£< 3
500<E < 1
250<E <.
E <
-000
.000
.000
*OQ0
.000
500
250
VOIÍÍBGB de
empleo
industrial
20.392
14*697
0
8.Q25
7.955
11.551
2*340
1,657
Jerarquía
CUAOSQ 2 2
Industr ia l .
Región Corufls-Ferrol
% Be erapieo
industrial pG
niveles
29,98
21, 58
0
13,12
11,72
17,13
3,69
2,78
acumulado
100,00
70,02
48,44
48.44
35,32
23,W
6f47
2,78
A5o 1375
Volumen de
empleó
industrial
41,660
0
11.318
3.24§
19-695
12.181
2.872
1.908
% De empico
industr ial par
niveles s
44,85
0
12,18
3,50
21,20
13,11
3,09
2,07
d r a
stypiul
100,
5 5 ,
S 5 ,
^ 2 ,
3 9 ,
3S,
a.
OS
15
IB
97
47
27
16
07
TOTAL .431 100,00 92.S81 100,00
Riveles de
eifipleo
industr ial
E >• 20.000
10.BO0<E¿20.0OO
5.080<E<IO.OQO
3,000<E< 5.000
UO0£KE< 3.0Q0
500<E< 1.003
. 2&0<E< 500
E< 250
Volunten de
empleo
Industrial
0
0
. 5.903
0
S.619
5.435
7.394
2.270
Región Santiago
% De empleo
industr ial por
niveles,
0
0
19,87
0
29,36
18,31
• 24,8!
7*65 •
So
acumulado
100*00
100,00
100,00
80,13
80,13
50, ?7
-32,46
7,S5
Volumen de
empleo
.industr ial
0
0
0
4.S3S
2.220
584
250
3.351
Regson Lugo
% Ce empleo
industr ial por
niveies
0
0
0
43,01
1S,75
5,19
2,23
29,82
, %
a&unulado
100,00
100s00
100,00
100,00
56,99
37f24
32,05
29,82
TOTfit 29.721 11.241 ÍOO,00
Oarense
niveles de Vcluaen de % Oe empleo
efspíso industrial por %
industrial BÍW«1«B acumulado
Regién Harina Luguesa
de % De empleo
industrial por %
£ > 20.000
5-OSOcUlO.OOO
3.G0ÍKC4 5.GQG
3.000
i .000
Z5G<£< 500
E <
0
o
7.260
Ú
l.2Zk
2.131
4.188"
5.$58
0
0
35,
0
£
n.
2 ? .
00
n n
yu
00
oa.
100,05
100,00
65,00
65,00
59,00
48.00
t7Tm
1.
506
1.642
1.084
0
n
y
0
t%y
tu
3 8 ,
25»
7&
94
73
S?
100,00
100,00
100,00
100,00
76,
25.
TOTftL 20.301 100,00 100,00
CWPRQ 22 (continuación)
Mivsles sí?
industrial
E> 2G.ÜO0
3,000-í€< 5.000
l.Q0GCE< 3.000
500<£< Í.0G3
250<£ < 59©
£< 259
TOTAL
Reg:
Industrial
D
0
0
0
0
0
492
Jerarquía industrial.
ion S*rr«
industrial
víveles
0
0
0
0
0
0
0
100,00
100,00
Orientáis
por %
acumulado
me,Go
100,09
100,00
300,00
100,00
100,00
130,00
Año 1975
Sernas Surorsent&xs
industrial
0
Ú
0
0
1*033.
0
1,204
1-458
3-&3S
iadu&trial per
niveles
0
0
0
0
27,95
e
32 f5B •
39,45
100,00
100,00
1GG.0O
100,00
ÍO0tOO
100,00
72,04
Jerarquía industrial- Galicia* Añü 1.975
S
10
5
3
1
«íceles ríe
e*plee en
servicios
> 20.000
.©00 < S
,000 < S
.000 < S
-900 < S
5ÍÍO< S
250 < $
S
<
<
<
<
<
10.000
3.000
1.000
500
250
Voluaen de
eapleo en
servicios
% de enpíeo
en siervicios
por niveles
62.054
14.697
17.010
41.857
32.483
20.036
17.97S
27
8
II
7
1»
14
100
73
6?
S6
48
31
1?
8
TOÍAt 230.54 100
FUENTE: Elaboración prepia a partir de IRÉ, Explotación del Padrea Rynicipal 1975{ifiétí!ta5
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nivel {Coruña -29.S3%-~ y Ferrol, -21.58%-, con 2O.392 y 14.637 empleos
industriales, respectivamente), ha supremacía bipolar del Área Metropo-
litana es patente: lo que evidencia la necesidad de descentralización
industrial hacia los puntos de inferior nivel, si se pretende lograr
una estructura espacial sin discontinuidades ni rupturas. En ssto sen-
dito, centros como Cartoallo (1.355), Gee (616), Betanjsos (1*355) y As
Pontes (1-28O) necesitan xm superior rango industrial para poder desem-
peñar con vigor su funcionalidad comarcal.
Otro tanto cabe decir de la región de Viso-Pontevedra, aunque en este
caso el papel polar de Vigo es muy superior (44.8596 y 41.650 eiñpleo©
industriales) y, además, no es compartido con ningún otro núcleo, lo
que debilita fuertemente ios restantes niveles. Las cabeceras comarcales
(Vilagarcía de Arousa y Ponteareas) necesitan robustecer su base indus-
trial/ si no quieren verse absorvidas por centros de' mayor capacidad
(Pontevedra, Redondela o Porrino).
Puede observarse -también la fuerte concentración industrial en torno
a los principales focos industriales de lasados primeras regiones: Cu-
Heredo (1.294 empleos?, Arteixo (948}, Cambre (871) y Oleiros (788)
en el binterland inmediato de h Coruña; Narón (4.882), Fene (4,083),
Keda {1.801) y Mugardos (1.152) alrededor de O Ferrol; en la región
de Vigo-Ponteveara, sucede otro tanto con Redondel* (5,791), Mos (2.638)
 s
Porrino (2.382), KoaHa <2.211)* Cangas (1.946), Marín (1.088) y Vilaboa
(1.136); lo que plantea, por lo demás, el problema acerca del tamaño
urbano y el crecimiento industrial sobre el que hay menos estudios de
los necesarios y c**ya evidencia empírica es diversa (79).
La región de Santiago se caracteriza por una jerarquía industrial raquí-
tica, disfuncional e incompleta: inexistencia de los do* primeros nive-
les y del cuarto, excesivo peso de lo. núcleos «industriales» inferiores
a 1.000 empleos e insuficiente funcionalidad industrial por parte de
sus centros comarcales {A Estrada, Hiberia, Lalín» Orües...). La estruc-
tura industrial de eate región viene a confirmarnos lo ya observado
con su .estructuro demográfica y resulta razonable, por tanto,
las políticas alié recomendadas *
Asimismo, las estructuras regionales de la© restantes regiones no
que contradigan» en lo fundamental* XOB rasgos básicos ya destacados
al analizar sus estructuras ¿tato-gráficas: lo que confirma la relación
existente en-fere los comportamientos deíaográficos e industriales, viéndo-
se aquéllos fuertemente condicionados por éstos, fio obstante» dicha
r-eleción es* naturalmente, más clara, dado el poder concentrador de
la industria» cuando se compara la jerarquía industrial con la jerarquía,
por núcleos que con la Jerarquía por municipios.
Por otra, parte, debemos advertir qttó un análisis jná& pormenorizado»
así como el estudio más matizado de la irvterrelación empleo Industrial
y población, hubiese exigido un detenido examen de la especialisación
y 4iversificación industrial de los distintos núcleos de población,
lo que, dado el volumen global de nuestro trefoajo( nos resulta ahora
prohibitivo- La determinación precisa de las funciones dominantes de
eada ixftcleo, su mayor o menor especializado*!» el mayor o menor grado
•de cti^rersifieación» es primordial para ver en íjué medida, se generan
economías externas y .de aglomeración y9 al propio tiempo» cómo los di-
versos puntos desempeñan su papel y función en la red urbana', Pqrqyef
como ha señalado Moseley» !ila importancia del tamaño urbano en la provi--
sión de las economías externas que la industria necesita pue^e variar
considerablemente de industria a industria" (80).
En relsteión & la estructura jerárquica de los servicios <Vease el Cua~
23 y la ¡figura. 7 ) , pueden hacerse los siguientes comentarios;
la aregión Coruña-Ferrol la concentración ae los servic a os en
el primer nivel (-49%) es muy superior a la concentración del empleo
industrial (20,98%) y de la población municipal (31.1&%) * si foien es
similar* a la concentración de la población de los núcleos principales
(54*49); esto no indica otra cosa que la Xocalización de los servicios
en las capitales de los municipios* En cambio, el peso de los servicios
en el segundo nivel (14&) es prácticamente i&u&i al ^ existente en la
distribución de la población industrial (13-4%) y relativamente similar
al obtenido en el empleo industrial (21.58%) y en la población de ios
núcleos (23,91%). Por consiguiente, puede afirmarse que la so-
*íé íes sftrvieioi.. ftiío 1.975
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CUADRO
Jerarquía de
23 Ccotítinuaei
los servicios.
Región Serras Orientáis
Volumen de
empleo
en se rv ic .
0
0
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0
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0
0
0
0
0
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Jerarquía de los servicios, Galicia- Año 1*975
Hiveles tte
empleo
en servicios
S > 20.000
1G.GDÍKS<20.000
5.0GG*,S<10.GGG
3.000<S< 5.000
l.OCKKSC 3.000
$00<S< 1*000
25CKS < 500
S < 250
TOTAL
Volumen de
empleo
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156.475
51.689
S.367
31.9S5
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3£,0O
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S.OO
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4,0G
100,00
% Acumulado
100,00
64,00
52,00
50*00
43,00
18,00
9,00
4*00
FUENTE: El*boraci6n propia a par t i r del ME. Explotaciín del Padrín Municipal I975( in íd i ta)
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IV. VIII, SítfiftftS
bredotaclén de servicios por parte de los dos primeros* niveles es
dente: el SSfa del total de los servicios de esta reglan proveen al
44.555£ de la población municipal total. Claro que -se nos puade contes-
tar- dichos municipios no sirven 'ünic&mente a sus propios ámbitos: son
importantes áreas comerciales y de servicios. Evidentemente, eso ees
cierto, pero lo que se está cuestionando no es su papel rector» sino
la excesiva preponderar¿sia en la estructura Jerárquica que poseen, en
determinados servicios —que había, efectivamente» Que estudiar-1 y que
provocan que los í*i veles inferiores vean negado su papel funcional (los
tramos a los que nos referimos solo acumulan el 6%, no existiendo» ade-
más, uno de ellos» el fe 5.0GG a 1*OOG empleos en servicios)»
—La región de Vi go—Pontevedra no merece comentario aparte; su com-
portamiento sigue las mismas pautas desequilibradoras de la anterior,
aunque» en este caso, la correlación con el empleo industrial (44.S5%5
es mucho mayos? que en aquél-
—La región de Santiago muestra la desproporción existente en los
tres primeros niveles, a. favor de los servicios, entre éstos {27%} y
los empleos industriales {19,87%}, que aumenta» si se tiene en eue-nta
también el cuarto nivel, a una relación de 44% a 19.87%* Su papel direc-
tor* de provisión €ie servicios puede observarse si comparamos el porcen-
taje de éstos en el primer nivel (i7?£} con el porcentaje relativo a
la población municipal *sn ese mismo nivel (18.32%), aunque su peso no
resulta excesivo en relación al conjunto regional como sucede en las
dos anteriores.
—Las regiones de hugp y ©urense están caracterizadas por la fuerte
dominancia de sus ciudades principales
 3 que proporcionan servicios a
la totalidad de Xas comarcas de inferior rango- La relación entre el
porcentaje de los sservíeios del primer nivel (Lugo* S2%t Cúrense» 49%)
y los correspondientes a sus núcleos del mismo nivel CLUEC-, 59.36%;
Ourense» 53^) es estrecína.
-Las restantes regiones adolecen de centros de servicios de sufi-
ciente rango para la provisión efeiciente de los servicios a sus respec-
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tivas regiones. La Marina Luguesa carece d^ núcleos superiores a 3.
empleos (Viveiro, 2.043| Ribadeo, I.S57 y tffondoñedo» 1.059). así. como
las Serras Surorientais (O Barco, 1.615? A Rila, i.O3^; Viana do Bolo,
484), lo que les impide o dificulta en gran medida la posibilidad <te
integración funcional de sus correspondientes ámbitos t@rritorr5.aies.
Lo mismo cabe atribuir de la situación de las Serras Orientáis, aunque
en este caso el umbral de provisión de los servicios sería inferior.
En cualquier caso, digamos para terminar, que los comentarios anterio-
res no representan otra" cosa que una somera aproximación a este esca-
broso y difícil tema -pendiente todavía del estudio monográfico que
se merece-, y que escapa a cualquier tratamiento generalasador. Parafra-
seando a Moseley, señalemos, no obstante, que, de los estudios realiza-
dos, en diferentes países, parece concluirse que "las marcadas variacio-
nes regionales en la distribución y densidad de la población en la
topografía y patrón de accesibilidad... parecen eliminar cualquier
solución general-.. es la importancia de la nación de Jerarquía lo
que más probablemente destaca.. * de las políticas de centros de cre-
cimiento y de provisión de servicios. Las ideas cié ' tamaños urbanos
óptimos eñ el contexto de la política publica, sea respecto a. la pro-
visión de servicios o de la inversión pública, parecen tener poca va-
lidez * Es necesario prestar mucha más atención a los diversos objetivos
que se pretenden alcanzar con el sistema urbano de la región y a los
costes y beneficios que resultan" de la expansión de determinados cen-
tros del sistema en el contexto de estos objetivos". (81) *
,3.3, METODOLOGÍA Dg DELIMITACIÓN PE COMARCAS HOMOGÉNEAS
una comarca homogénea consiste en una'agregación de unidades locaciona-
les (en este caso» municipios) contiguas, que presentan valores semejan-
tes en las variables utilizadas en el análisis. Esta definición implica
la hipótesis de que entré ias unidades pertenecientes a una misma comar-
ca homogénea existen una serie'de fenómenos comunes de diverso carácter,
que permitirán probablemente un tratamiento unificado desde el punto
de vista de la planificación*.
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Así pues, oí objeto de" nuestro análisis se ju&tifjcí* por las dos? raxpnes
siguientes:
a* Identificación: de la estructura espacial 6o los fenómenos socio-
económicos y su grado de homogeneidad vs. heterogeneidad.
b. Asignación de cada municipio a un áfnbi.tc espacial común del desa-
rrollo económico y demográficot que permita responder conjunta y unita-
riamente a los requerimientos propios de una planificación suprajnunici-
pal <B2).
A tal efecto, se lia seguido el itinerario analítico que se especifica
en el diagrama, adjunto fFigura 8 ) y Que, a grandes rasgos» podemos con-
cretar* en un análisis de correlaciones, en un análisis ñe componentes
principales y, finalmente, se han obtenido dos índices -^ de gran impor-
tancia para la planificación regional de Galicia-: unoa relativo al
crecimiento económico de cada municipio vs. a la depresión económica
(que nos ha permitido establecer un "ranking" del grado de "bienestar"
—! o malestar! — municipal.} y» otro, relativo al grado de urbanización
vs. rur^alidad de los municipios.
3.3.1. ANÁLISIS DE CORHELACIOKES
primer paso del análisis dte componentes principales es la obtención
de una matria de correlaciones de las variables utilisadas.
Pues bien, profundizando un poco ináa en ei análisis del crecimiento
ctemográfico, hemos elabor-ado el Cuadro 24 • De su observación, puede
deducirse la importancia que el índice de urbanización tiene en el cre-
cimiento demográfico» juntamente con las altas densidades de pofolaei6n
de las zonas circundantes a los núcleos -o áreas tributarias de éstos-
que vienen expresadas por la variable "densidad de población» deducida
previamente la población del mayor núcleo". Además, el porcentaje de
empleo industrial y el porcentaje de población menor de 3.4 años da edad
correlacionan positivamente con el crecimiento demográfico: lo que nos
CUADRO
CORRELACIONES D£k CRECIMIENTO DEMOGRÁFICO COM OTRAS VARIABLES
Número *lc
Variables de la muestra
312 3 US 201
Densidad de población, deducida
la población del mayor itácleo
tíxüce de urbanización
Densidad de población
^población menor 14 años
%poblzdén mayor 65 años
% empleo agrícola
% Empleo I n d u s t r i a l •
5£ empleo construcción
% empíeo servicios
% asalariados
Altitud media
/éyiviendas agrarias
Teléfonos por 1000 habitantes
% población mayor núcleo
Número entidades/Km2
Promedio de habitantes por entidad
Promedio de habitantes deducido
porcentaje mayor mScíeo • *
^ población 15 a 84 años
Tasa efe actividad
Numero de habitantes por Ha, cultivada
Distancia 3 la capital
Población de derecho
índice de eentralidad
0.504
0.823
0.289
0.587
S.810
0.5 t i
0.414
0.542
0.616
0.512
0.573
- 0,593
-0.480
- 0.391
0.328
0.293
0.177
0^11
-0.373
-G.274
-0.165
0.403
0.352
0.254
0,439
-0.370
- 0.279
-0,389
0.526
QJ395
0.523
0.450
0.501
- 0.306
-0.523
0.413
0.217
-O.211
-0.386
0.262
G.282
0.091
0.254
0.3G4
0.552
0,862
0.308
0.735
0.731
• 0.020
0.506
0.2Í7
0.414
0.193
0.105
0.245
0.477
-0.428
0.232
0.159
0.39S
0.382
-w»
; Elsborsción propia
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induce a pensar que no es tanto el porcentaje en sí lo' que presiona
al alsa de aquel índice» sino la variación -ctel misino que, obviamente,
genera población infantil* Como cabría esperar -por lo que nos detendre-
mos en mayores comentarios- el proceso de salsrísaeión de la población
activa (0.526} y de la infraestructura tíe las comunicaciones (numero
de teléfonos por 1.000 habitantes (0.450) correlacionan positivamente
y el envejecimiento de la población (-0.610) » la actividad agrícola.
{--0.511), la altitud media (—0.395) y los standars residenciales agra-
rios (—O*523) correlacionan negativamente, con el incremento demográfi-
co. Cabe señalar» asimismo, que Xa presencia de las 7 grandes ciudades
gallegas estimula al alza prácticamente a todos los índices de correla-
ción-
En los municipios que han perdido población en la década (1965-75) (205
municipios)» no se obtienen correlaciones significativas, excepto en
el caso de Xa variable relativa a la población; menor de 14 años» lo
que no indica otra cosa que, lógicamentes las áreas iaenos regresivas
generan» en términos absolutos, volúmenes superiores de población infan-
til. En fin, las restantes variablesr aún con correlaciones reducidas,
no escapan al. comportamiento general observado en los municipios progre-
sivos ; esto es, aquellos municipios qué han perdido menos población
correlacionan positivamente con el Índice de urbanización, en la densi-
dad de. población.-, y, negativamente, con el porcentaje de activos agrí-
colas» con, la altitud media, etc. Se observa» por lo demás* que los
municipios que han ganado población, presentan una densidad en su hin-
terland relativamente elevada (0.403),
Un comentario más detallado merecen» en cambio, los núcleos cuya centra-
lizad es superior a la inedia. Así, puede observarse que su crecimiento
deíaográf ico viene acompañado de una re lativamente fuerte correlac i ón
con la variable «densidad de población, deducido previamente la pobla-
ción del mayor núcleo1* (0-552), lo que confirma, de irtodo más acusado
todavía que en los casos anteriores, la importancia de la densidad de
población del entorno de las ciudades. En efecto» no es tanto la con-
centración urbana {% de población del mayor núcleo él factor de mayor
importancia), con el que correlaciona muy poco (0.193), sino la coinci™
dencia de una relativa dispersión poblacional con un valor alto del pro
ñsedío de habitantes por .entidad deducida previamente la población de
mayor núcleo {0.477}, lo que promueve el crecimiento demográfico, Evi-
dentemente, el porcentaje de empleo industrial (0*506) de los municipios
en los que están ubicados aquellos nüeleos es -también una variable ex-
plicativa importante de su crecimiento demográfico. Las restantes varia-
bles no añaden nada nuevo a lo que ya hemos detectado en los casos ante-
riores, excepto que el índice de eentralidad —en contra de lo que intui— -
•tivameote cabría esperar- no correlaciona significativamente (0.382)
con el crecimiento demográfico; aunque* esta afirmación debe ser matiza-
da: es válida para el conjunto total de los municipios y no lo es para
«na partee áe los mismos. En otras palabras, un coeficiente de correla-
ción de 0*382, basado en uan serie de observaciones, puede considerarse
inequívocamente significativo para una parte de los mismos: muy proba-
blemente para aquellos municipios demográficamente más dinámicos.
Por otra parte, como puede apreciarse en el Cuadro 2B, —para los 312
municipios-, las concentraciones de población vienen seguidas de altas
densidades (0.873) y - por procesos de urbanización creciente (0.588),
así cono de un mayor nivel de "amenidades1* (recaudación del impuesto
de espectáculos, 0-461} y de ingresos (renta per capita, 0,421). Natu-
ralmente* el nivel educativo es superior, así como la dotación de los
servicios -(aunque con déficits, 0.398), y la población es más joven
(población ma^or de 65 anos, -238). Si excluímos las siete grandes ciu-
dades gallegas» las mayores concentraciones se dan alli donde la urbani-
zasen es más acentuada (0.635). Aseveración que se mantiene también
para los municipios que han perdido población (0.680) y para los que
la han ganado (0.663), aunque, en este último caso, la.densidad (0.878),
ias concentraciones en los núcleos principales (0.527) y, en menor medi-
da, las densidades de los hínterlanas de éstos {0.410} cobran una mayor
importancia.
&n lo que concierne a los núcleos con una funcionalidad superior a la
inedia C C>x « 195), puede advertirse que las entidades más pobladas van,
obviamentef de 3.a mano de altas densidades (0.909), de intensos procesos
&& urbanización í0*70S), de una fuerte presión demográfica sobre el
CUADRO 2 5
CORRELACIONES DEL PROMEDIO GE HABITANTES POR ENTIDAD DK POBLACIÓN, CON OTRAS VARIABLES
Número de mumcipíos
de la muestra
281 ííl C > x ~ 196
2* Densidad de población *
3, Densidad de población, deducida la
población det mayor núcleo
4, Porcentaje de población del mayor
núcleo respecto at total
5, índice de urbanización
15. %emp!eo agrfeota
18. % empleo en servicios
•11-% población > 65 años
. 25. población con estudios medios
\ 38, NOmero da teléfonos por 1000 habitantes
| 39.% viviendas agrarias
141. Presupuesto municipal por habitante
42. Recaudación del impuesto de espectáculos
[ 43, Renta per espita
j Promedio de habitantes por entidad deduciendo
¡previamente la población mayor núcleo
íS
 población < 14 años
15 y 64 años
[Tasa de actividad
"activos industria
úmero de habitantes por Ha- cultivada
•istancia
Población de defecho
[índice de centratidad
0.S73
0.457
0.445
O.BSS
O.320
0 . 3 ^
0^38
0.427
0.494
0.338
0.3S7
0.481
0.421
Q.464
0.241
0.421
O.635
-0.323
0.365
- 0.296
0.268
0.3S3
* 0.337
0,257
0.249
0.268
0.222
0.263
0,141
0.680
-0.280
0.216
-O.300
0.069
0.123
-0.136
0.132
0.264
0.185
0.878
0.410
0527
G.863
- 0.295
0.394
- 0.169
0.549
0.499
- 3.300
0.395
0.455
0.414
0.909
0,494
0.529
0.708
-0.342
0.392
- 0.254
0.705
0.554
0.058
-OJO?
0.526
0.915
-0.137
0.672
v 0.098
FUENTE: Elaboración propia
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suelo cultivado (0.915) y de la industrialización (0.526). lío merece»
por supuesto, mayores comentarios el hecho ele qpe el crecimiento eterno-*
gráfico correlacione positivamente cob ©3 volumen de población {0*672}
y con el índice de centralidad {0,698}f así como, negativamente, con
la distancia a las ciudades de más de 50*.000 habitantes (-0,197), eon
la tasa de actividad (-0,107), con el envejecimiento de la población
{-0-254} y con el empleo agrícola {-0.342}.
Las correlaciones de la urbanización {véase Cuadro „ 2S), nos ofrecen
una imagen bastante plástica del mencionado fenómeno, caracterizado,
fundamentalmente» por lo siguiente;
-Se perciben claramente correlaciones existentes entre el índice
de urbanización y los índices de crecimiento demográfico {0.623), de
la densidad tanto del municipio en su conjunto {0.521) como del entorno
a su capital (0.666) y de la población infantil (0.580). Adviértase
por su interés para la política regional, que la urbanización en toda
Galicia -especialmente en los núcleos de mayor centralidad (0.710) <áun-
que todas las clases de municipios se han* comportado de modo bastante
regular)- observa siempre mayores correlaciones con la densidad del
hinterland del núcleo capital {"densidad de población, deducida previa-
mente la población del mayor núcleo") que con el índice relativo a la
concentración pobiacional {"porcentaje de población del mayor núcleo
sobre el total de la población"): esta última afirmación especialmente
cierta en los casos de los municipios que han perdido población y para
aquella muestra de la que se han deducido las siete grandes ciudades
de Galicia- Este fenómeno es lo que ha hecho decir a Beiras que "en
las zonas de mayor densidad y-enorme dispersión del habitat es también
donde se registra el mayor numero y mayores dimensiones de los núcleos
urbanos. Esto es, la concentración en núcleos mayores Cavilares", nvÍ-%
las") se operó precisamente allí donde preexistía* una gran dispersión»
unida & partir de un momento dado a una dinámica de sensible aumento
áe la densidad" ( }.
-Las restantes variables permiten discriminar con bastante claridad
los diferentes tipos de municipios: los municipios que han perdido po~
CÜA0RO 2 S
CORRELACIONES DEL ÍNDICE DE URBANIZACIÓN (8), CON OTRAS VARIABLES
Numero de municipios
Variables
312 305 201 111 = 196
1. índice de crecimiento demográfico
2. Densidad *
3. Densidad de población, deducida la población
de! mayor núcleo
4. % de población del mayor núcleo sobre el
totaí de la población
9, * población < 14 años
11.& población > 65 años
T3. Tasa de actividad
W.% -empleo agrícola
16.% empleo industrial
t8.^ empleo en servicios
21.9É de asalariados
25.5& "población con estudios medios ^.
\ 26.% población con estudios superiores
\ 29. Altitud meüia
3. Número de telefonas
3. Númaro da Ucencias comerciales
í.w de viviendas agrarias
1. Presupuesto munieipa] por habitante
h Recaudación dol impuesto»de espectáculos
3- Renta per cepita
Mümero de habitantes por Ha. cultivada
Distancia a \a capital
de entidades por Km2
de derecho
índice de csr>traiidad
ft-omedlo de habitantes por entidad
Promedio de habitantes por entidad, deduciendo
puramente la población de mayor núcieo
propia.
0.S23
Q37Í
0.666
0.6! 6
0.727
0.668
0.352
0.493
0.670
0.293
0.643
0.598
0.8S2
0.710
0.422
0.580
0^59
0.232
0.643
0.S06
0.629
0.647
Q.4S9
0.430
0,441
0.6S3
0.377
0.67 í
0.500
0.S7S
0.80S
0.290
0,575
- 0.53S
- 0.201
- 0.596
0.475
G\558
0.823
0.334
0.274
0.549
0.311
- 0 . 6 ^
0.363
0.450
0.500
-
0,087
0.364
- Q.05S
-0J30
• 0.481
0.320
0.423
. 0.458
0.215
0.172
0.338
0,233
- 0,400
0.167
0.403
0.303
0.587
0.423
- 0.399
- 0.326
-0.529
0.465
0.578
0.523
0.644
0.458
- 0.385
0.701
0.494
- 0.656
0.555
0.565
0.633
0.529
0,573
-0.617
- 0.248
- Q.853
0.653
0.587
0.557
- 0.430
-0.084
0.625
0.608
0.708
0.765
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blaciSn arrojan correlaciones positivas inferiores con 3.a población
infantil; con el porcentaje de empleo industrial y de los servicios
así como con las dotaciones comerciales y el nivel de -ingresos públicos
y privadost conclusiones negativas» muy inferiores, con el envejecimien-
to de la población (un municipio de mayor centralidad, por el contrariot
son las de población más bjone, -O.617).
El Cuadro '27 nos permite constatar la falta de relación (situaciones
deficitarias o retrasos temporales) existente entre las dotaciones co-
merciales ("liencias comerciales por 1.000 habitantes") y el crecimiento
de la población (0.146). Las relaciones más estrechas de esta variable
se dan con la concentración de la población (0,584, particularmente
en los núcleos de mayor funcionalidad urbana), con la urbanización
{0.494), con los' presupuestos municipales (0.616), con las "amenidades"
y el ocio (0.509) y, lógicamente, con el poder adquisitivo de la pobla-
ción (0.572).
El Cuadro ZB • nos ofrece una imagen bastante gráfica del estado actual
del nivel educativo y cultural básico en Galicia. Efectivamente, puede
constatarse que los mayores porcentajes de población con estudios prima-
rios se registran alli donde la población está más concentrada (porcen-
taje de población del mayor núcleo respecto al total de población muni-
cipal, 0,645), donde existe un nivel satisfactorio de servicios (numero
de teléfonos por 1,000 habitantes -0.725-, número de licencias comercia-
les por 1.000 habitantes -0.605-, recaudación del impuesto de espectácu-
los por habitante -0.637-) y donde los ingresos públicos (presupuesto
municipal por habitante, 0.717), y la renta per capita (0.664) son ele-
vados. Puede también constatarse que las sonas agrarias son las que
en peores condiciones se encuentran (porcentaje de activos agrícolas»
-0.483); por el contrario, las áreas más capitalizadas e industrial isa-
das (porcentaje de asalariados -0.733- y porcentaje de activos en la
industria -0.318-*) son las que ofrecen niveles educativos superiores.
Por ultimo, no es extraño que los valores de los coeficientes de corre-
lación sean más intenso© en Xos municipios más progesivos (111) y en
la serie que incorpora la© siete principales ciudades gallegas (312),
yi menos intensos* allí donde no se consideran aquellas ciudades (305)
y en los municipios regresivos (201).
CtTABSO
CORRELACIONES DE £AS LICENCIAS COMERCiAI.ES (3S) COK OTRAS VARIABLES
Número de Municipios
1. índice de crecimiento población
2. Densidad
3. Densidad cié pobfación deducida fa población dei mayor núcleo
. *• % d& población del mayor núcieo respecto ai total
• 6. Promedio de habitantes por entidad
j8. Índice de urbanización
15.% empleo agrícola
viviendas agrarias
f^uptwsto municipal por habitante
^ecaudaciárt dei impuesto tíe espectáculos por habitante
• Rema per capita
312 305 201
ion propia.
111
O.t46
0.23S
0,189
0.449
0.288
0,377
0.410
0.457
0,531
0.497
0.514
G.095
' 0.259
0.124 •
Q.38G
' 0.343
0.311
-0.354
-0.408
0.503
0.488
0,460
0.036
0.134
0.184
0.288
0.177
0.233
* 0.269
- 0.351
0.423
0.449
0.442
0.088
0.293
0.16t
0.584
0.389
0.494
-0.516
•0.521
0.616
0.509
0.572
CUABRO 28
CORRELACIONES &&Z % BE POBLACIÓN CON ESTUDIOS PRIMARIOS <24> CON OTEAS VARIABLES
Numero tle Municipios ,
4. %úe ia pobiación del mayor núcleo respecto al totaí
26.% de población con estudios superiores
15% de empleo agrícola
T6JS empleo Industrial
tS.% empleo en servicios
tt.% ds asalariados
3S, Número de teléfonos por 1000 habitantes
; 3S. Nlümerode ucencias comerciales por 1000 habitantes
; 41. Presupuesto municipal por habitante
42. Recaudación del impuesto de espeetácufos por habitante
143. Renta per capita
312 305 201
0.362
0.405
0.291
0.214
0.361
0.3S4
0.405
Ó.32S
0.4GQ
0.393
0.204
0.183
-0.173
0.147
. 0.204
0.221
0.195
0.242
0.Í72
0.174
G.096
0.117
-0.104
0.087
0.12S
O.t?5
0,019
0.110
0-071
0.097
0.645
0.663
-0.483
0.313
0.587
0J33
0.725
0.605
. 0.717
0.637
0.338 0.113 0,058 0.884
UEMTE; Elaboración propia.
El Cuadro 29 nos da una idea muy clara de la redistribución espacial
de la renta per capita. En efecto, la renta per cápita se encuentra
allí donde es mayor la densidad de población y el dinamismo demográfico
es más elevado (densidad, 0.509, para los municipios progesivos, 111),
donde se localizan las mayores concentraciones demográficas (0.590)
y la urbanización es más intensa (0.638); asimismo» su correlación es
fuerte con las variables relativas al equipamiento en servicios (número
de teléfonos por 1.000 habitantes» 0,862), número de licencias comercia-
les (0.572), a la recaudación del impuesto" de espectáculos (0*676) y
al nivel educativo (¡porcentaje de población con estudios medios, 0,766
y superiores, 0.580). Por el contrario, la percepción de rentas per
capita elevadas se contradice con el mantenimiento de altos porcentajes
de activos agrícolas (-0.659) y se ve favorecida por la industrializa-
ción (porcentaje de activos en la industria, 0.530). i.as correlaciones
obtenidas en las demás muestras de municipios - 312, 305 y 201 - son
- análogas a las de la última variable analizada -nivel educativo- por
lo que, en nuestra opinión, no merece una nueva duplicación del comenta-
rio .
Finalmente, el proceso de industrialización de Galicia, mecido simple-
mente por el porcentaje de activos en la industria (Cuadro 30 )» eviden-
cia los siguientes resultados:
-La presencia de la industria" arrastra mayores contingentes demográ-
ficos {0.506) -demanda de trabajo- en los núcleos cuya centralidad y
funcionalidad es más elevada (0-504)a conlleva un proceso de urbaniza-
ción (0.553) y wi fuerte descenso, consiguientemente, de la actividad
agrícola (-0.749) y de la población relativa de la tercera edad (-0.522)*
-La actividad industrial es relativamente mayor -en los municipios
que no cuentan con las siete ciudades principales (305)- en los casos
en que existe txn nivel relativamente alto de densidad* tanto en el con*»
j-unto municipal (0.511)* como en el hínterland del náeleo 40,565), y
cuando el municipio esté dotado de unas buenas comunicaciones {numero
de teléfonos por 1,000 habitantes, 0.540). Wo parece, por lo demás,
la mayor o menor -concentración de la población tenga mucho que ver
CUADRO 2 3
CORRELACIONES BE JLA RENTA PER CAFFTA 03} CON OTRAS VARIABLES
Número de municipios
2. Densidad de población
3. Densidad de población, deducida Ja población del mayor núcleo
4. % de población de! mayor núcíeo respecto ai total
5. índice de urbanización
15. %empíeo agrícola ' *'
1& % empleo Industria*
18, % empleo en servicios
S21. % de asalariados
I25" % d e Población con estudios medios
j20» %<|e población con estudios superiores
». húmero de teléfonos por 1000 habitantes
. Wúmero de ucencias comerciales
- % de viviendas agrarias sobre eí total de viviendas
- Recaudación dei innpuesto'de espectáculos
312 305 201 111
: Elaboración prcpte.
0.496
0.521
0.489
Q.€S6
0.634
0.5S7
0.608
0.SS4
0,617
0.528
0,836
0.5Í4
üsm
0.8BI
0,528
0.462
0.317
0,500
- 0.579
0.554
" 0.485
0.555
0.441
0,277 .
0.758
0.460
- 0.635
0.S04
0.189
0.246
0.137
G.303
- G.434
0.471
0,313
0.349
0,339
0.211
0.648
0,442
-0.370
0.379
0.509
0.486
0.S9G
0.638
- 0.659
0.530
0.642
0.815
0.766
0.580
0.862
0.572
- 0.72a
0.678
CUADRO 3 0
OQHKELACIQNES DEL % DE EMPLEO INDUSTRIA!. <I6> CON OTRAS VARIABLES
de Municipios 312 ÍQS 201 m os * im
1. índice de nacimiento de la población
2. Densidad de población
3. Densidad de población, deducida previamente
ía población del mayor núcleo
4. Porcentaje de población de! mayor nüeíeo
respecto ai total
Promedio d& habitantes por entidad
5. Índice de urbanización .
B.% pobíaci6n 14 años
11. % población 85 años
15. % empleo agrie oí a
18. % empleo en servicios
20. <* de empresarios (aurículas)
22. % de otros
25. % de población con estudios medios
26. % de población con estudios superiores
29. Altitud media
38, Número de teléfonos por 1000 Habitantes
39* % viviendas agrarias sobre el total de viviendas
• 1 . ñ-esupuesto municipal por habitante
* . Recaudación cíel impuesto de esp*tt&utos por
*3. Renta per capíta
índice de centraíidad
0.414
O.290
0.515
0.169
0,506
0306
0.394
0.772
0.457
0.535
Q.732
0.638
0.308
0.264
0,467
0.535
0MS2
0.409
G^SSO
0.557
0.391
0.611
0.565
D.0S3
0.47S
0.491
-0370
- 0.770
0.43S
-0J512
0.723
-0.829
0.244
0218
0.540
^0.530
0389
0.314
0554
•
O.18S
0.281
a40í
0.064
O.320
0.274
-0.176
-0.728
O34Q
-0.314
0.872
-0.563
atoo
0,222
0.407
- 0.429
0.323
0,242
0.471
0,389
0.271
0,515
0.150
0.485
0.538
-0,446
- 0.749
0.401
- 0.838
0,712
- 0.623
0-399
G.1S7
- 0.528
0.532
- 0.S2S .
0.360
0.300
0.630
O.SOS
0.256
0.412
0.289
0.226
0.553
0.492
-0,522
- 0,700
0,288
-0.371
0.SQ4
propia.
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con la industrialización (0.093) ni con un niv&i educativo relativamente
alto {% de población con etudios medios, 0.244» y con estudios superio-
res, 0.218); naturalmente estamos hablando-del caso concreto de la in-
dustrialización gallega» y en el momento histórico presente,
-La industria es prácticamente inexistente en los municipios regre-
sivos (201); no obstante, en los municipios en que adquiere un mínimo
de presencia eleva la renta per capita (0.471)» genera una mayor demanda
de servicios {número "de teléfonos por 1.000 habitantes, 0- 407) y de
empleo asalariado (O,672). Al mismo tiempo, eleva fuertemente la demanda
de empleo, disminuye la actividad agrícola {% de empleo agrícola,-0-728;
% de otros, -0-563; % de empresarios, ^ -£.314} y modifica los standars
residenciales {% de viviendas agrarias sobre el total de viviendas,
-0.420).
-Por último, en los municipios datados de núcleos con centralidades
superiores a la media (c > x ~ £.9&)f se observa que la industria incre-
menta la población (en mayor medida de lo que lo hace en los restantes
municipios) y ella misma se ve potenciada por una buena infraestructura
urbana. Es de hacer notar también que la industria condiciona a la cen-
tralizad (0,504) y se ve negativamente afectada por la distancia a los
núcleos de más de 50.000 habitantes. (-0.371).
3,3,2* ANÁLISIS DE COMPONENTES PRINCIPALES ROTADOS -
El método de componentes principales nos permite satisfacer tres objeti-
vos fundamentales de nuestro análisis; a/ eliminar la información retfun-
<Jante contenida en las variables; b/ transformar el conjunto inicial
de variables en otro, llamado de componentes, con la propiedad de ser
independientes entre sí dos a dos; c/ sistematizar el análisis» selec-
cionando un pequeño núcleo de componentess Que sean capaces de reprodu-
cir un elevado porcentaje <3e información o varianza de las variables
originales y új determinar la estructura subyacente ñ& relaciones entre
las variables empleadas, de moáo que a través de las nuevas variables
o componentes principales podamos visualizar los .desequilibrios espacia-
les de la economía gallega y la obtención de sus comarcas homogéneas.
Los análisis de componentes realizados se han hecho a partir de las
combinaciones de los municipios y variables que se muestran, en el Cua-
dro 31, porque, obviamente, los resultados no son los mismos.
31
m VARIABLES
47
35
20
26
20
ANÁLISIS ü£
312 305
• * *
*
COMPONENTES
*
201
•
PRINCIPALES
S .
111 REGIONES
*
•
MUNICIPIOS
C 195
FUEÜTE: Elaboración, propia
La elección de tales matrices de municipios y variables viene justifi-
cada por l'a diferente naturaleza de aquéllos de éstas» y, además -y
esto es fundamental- porque se ha tratado de buscar las muestras más
representativas posibles* de modo que las relaciones entre las direren-
tes variables no se vean afectadas por efectos espúreos. Asi, en primer
lugar, «=e ha partido de una matriz de todos los municipios de Galicia
(312) y 35 variables; descartándose, pues, 12 variables debido av que
**> alcanssáaan un valor aíraimo en la correlación con los factoriales obte-
nidos. A continuación, dado el enorme peso de las 7 principales ciudades
scS» ©i sistema urbano gallego» se ha creído oportuno analizar los resul-
tados de un análisis- de componentes -«Je cuyas ofoservac iones se excluyen
& aquéllas- para despojar a los valores de los factores de su© efectos
perturbadores* Se ha realizado también un factorial con los municipios
de crecimiento demográfico positivo (111) y otro con aquéllos con ereci-
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miento negativo (201), con la "intención de percibir probablemente cout-
j>ortaKiiejitos específicos en cada una de Xas muestras.
Finalmente, hemos proseguido nuestro análisis demográfico -ya iniciado
en el epígrafe anterior- considerando 20 variables de esta naturaleza
en cada una de las 8 regiones y en los municipios que han presentado
un Índice de centralizad superior al medio {c>x *
Pises bien, procedamos ahora a la obtención de aquellos componentes sig-
nificativos, que nos permitan realisar la comarcalisación homogénea
de Galicia.
En primer lugar, hemos efectuado un análisis de componentes principales
(85) aplicado a la matriz original de datos (312 x 47), pudiendo compro-
barse que' 12 de • dichas variables arrojaban unos "loading scores" o fac-
tores de carga no significativos: todos sus valores eran menores de
0.25 (85), Easón por la cual se han descartado y no. se han utilizado
en análisis posteriores. Dichas variables han sido: tasa de paro» por-
centaje de empleadores, tasa de analfabetos, número de puestos escolares
estatales de preescolar y E.G.B. por 1.000 habitantes, número de médicos
por 1.000 habitantes, número <Se parcelas por explotación, porcentaje
de SAU sobre la superficie total, porcentaje total de tierras cultiva-
das-, variación del número de explotaciones en la década 1962-72, numero
de bancos y cajas de ahorro por I.000 habitantes, porcentaje de edifica-
ciones de más de dos viviendas sobre el total de viviendas y la cuota
de mercado.
A continuaci6n» a partir ú& la matriz -de datos reducida (312 x 35;) -
-mucho más manejable- se ha aplicado nuevamente el método de componentes
principales y se obtuvieron una serie de factores, *que explicaban un
alto porcentaje de la variable original* Los resultados obtenidos son
los que se muestran -pa.ra los diversos conjuntos de municipios- en los
cuadros 32, 33» 34 y 35*
í>e la interpretación de dichos factores o componentes hemos podido ex-
traer las siguientes conclusiones:
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-EX primer componente retenido (Véase ejL Cuadro 32 } -considerando
la totalidad áe los municipios de Galicia (312)-» que explica el 44tS%
de la variarla ele las variables originales, exhibe fuertes ponderaciones
factoriales en las variables relativas a la infraestructura comercial
y de servicios, (licencias comerciales, 0.800; número de teléfonos por
1,000 habitantes» 0.74S; camiones por 1.000 habitantes, 0,696); en la
renta per capita (0.669)* en el presupuesto municipal "(0.722) y en la
recaudación del impuesto de espectáculos (0.591). Por otra, parte, dichas
ponderaciones se mantienen igualmente- elevadas en las tasas relativas
a los niveles educativos primarios (0.543), medios {0.618) y superiores
C0.678); en los porcentajes de activos industriales (0.S70) y de servi-
cios (€>-518}« Este primer, componente está* asimismo, negativamente rela-
cionado con el porcentaje de activos agrícolas (-0.381), con el porcen-
taje <3e empresarios (-0.269), con la tasa de residencia (-0-680) y con.
el porcentaje de viviendas agrarias (-0.471), Así-pues, parece razonable
definir a este componente como una dimensión del "crecimiento económico
y de la. dotación de servicios". Los primeros componentes áe los restan-
tes conjuntos de municipios no ofrecen ninguna novedad, salvo en el
caso de los municipios regresivos (201) en el que, aparte de su menor
poder explicativo (31.1%), los !r!scores!t significativos son los del
porcentaje de cultivos en servicios (0.707), los íie la tasa de salariza-
ción (Q.848), de activos en la construcción (0.655) y en la industria
Í0- 541 >. También son significativos, pero negativamente, los "acores11
<3e los activos agrícolas (-0.869), cíe "otros" (-0.913), de la tasa de
actividad (-0.721) y del porcentaje de viviendas agrarias (-0*451);
Estos valores nos indican que también para esta clase á& municipios,
el primer componente está relacionado con el crecimiento económico y
la dotación de servicios*
-El segundo componente, (véase el Cuadro 33), que explica el 10.2%
áe la varian&a original, muestra sus factores de carga positivos tná©
significativos en las variables relativas a la población menor de 14
años (0.840), en el incremento demográfico (0.720}» en el índice de
(0.605), en la tasa de salarisación <O.60S), en la densidad
in-terland de la capital municipal (0,557) y en el empleo industrial
(0.4715, Los factores de carga negativos son todos aquellos relacionados
CUA0R0 32
VALORES DEL PRIMER COMPONENTE PRINCIPAL AO'XVDO. VARIANZA EXPLICABA
N limero de Municipios
de la muestra
312 201
Licencias comercisies
Presupuesto municipal
Teléfonos por 1000 habitantes
Camiones por 1000 habitantes
Tasa de escoiareación superior
Renta per capita
% población del mayor n&cleo
Tasa de escalarízaesón media
Recaudación del impuesto de espectáculos
56 de activos en servicios
Tasa de residencia
Tasa de eseolarfcacíón primaria
% de empresarios
% de viviendas agrarias sobre el total de viviendas
% empleo agrícola
% de otros
Tasa de actividad
® de asalariados
% de activos en la construcción
% de empleo en Ja industria
Densidad de pobtacíón
(ndice de urbanización
de población, deducida previamente faisobiscíón ífet
0,800
0.722
0.748
0.696
0.S78
0.669
0.S56
0.8*8
0.591
0.518
0.680
0.549
0.269
0.471
0.3S1
0.570
0.7S7
0.667
0.720
0.685
0.553
0.864
0.398
0,538
0.569
0.384
-0.820
0.318
- 0.491
- 0.346
0.253
0.282
0.271
0707
- 0.307
- 0.451
- Q.869
-0,913
- 0,721
0,848
0.655
G.S4!
0.2S6
0.805
G.81Ü
0,748
0,701
G.77O
0.889
0.793
0.879
0.825
0.625
-0.728
Q.8ÍÍ
> 0.350
- 0.501
- 0.445
0.530
0,394
Varíanza explicada 44,9 40.9 31.1
U : Elaboración propia.
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VALORES DEL SEGUNDO COMPONENTE PRINCIPAL ROTADO. VARIANZA EXPLICARA
Variables
Humero de Municipios
de la maestra
Población menor de 14 años
% de incremento demográfico
Indica de urbanización
% de asalariados
Densidad de población deduci<Ja previamente
!a población mayor núcleo
% de empleo industrial
% de población de 85 y más a t a é& edad
•^  de empresarios
% de viviendas agirías
% de empleó agrícola
% de otros
Densidad de población
Renta per eapita
Camiones por 100Q habitantes
Presupuestos municipales por habitante
Licencias comerciales por 1000 habitantes
Teléfonos por 1000 habitantes
Tasa da residencia
Altitud media *"
Porcentaje de activos en servidos
312
19.2
0.840
0.720
O.805
0.586
0.557
0.471
•0.855
• 0.716
0.591
0.504
0352
305
0.8G9
0.706
0.529
0.584
0.550
0.450
-0.796
-Q.67S
-0.5O0
- G.492
-0.316
U./OÍS
•
201
10.8
0.468
-0.290
0.809
0776
0.6S4
0.S74
0.&72
-0^41
111
n.*2
0.88?
0.385
0.618
0.830
0.467
0.539
t -0.865
- 0.795
-0.679
- 0.513
-0.580
0,373
0,589
0.288
0.337
-0.779
^0.417
* Varíanza explicada 10.2 10.3 10.8 12.2
: Elaboracibn propia.
con variables de carácter agrario y de envejecimiento de la población;
porcentaje de empresarios {-0.716}, porcentaje de viviendas agrarias
(-0.531), porcentaje de activos agrícolas (-0.504) y porcentaje de po-
blación mayor de 65 años de edad {-O»7165. Por tanto, no parece haber
duda de que este Tactor nos da idea del dinamismo demográfico, del nivel
de urbanización y del peso de la industria en el conjunto de observacio-
nes analizadas.
-EX'tercer componente {véase el Cuadro3¿flrí}, da cuenta del 7.93S de
la varianza original. I*as ponderaciones mayores se encuentran en aque-
llas variables relacionadas con la ocupación y el empleo. Así» este
factor está positivamente relacionado con la tasa de activos en la cons-
trucción, en la industria y en los servicios „ y negativamente relaciona-
do con la tasa de activos agrícolas, con la tasa de- actividad y con
el porcentaje de "otros". En consecuencia» este componente evidencia
la fuerte oposición existente en Galicia entre la industria y la agri-
cultura, y entre la ciudad y el campo; lo que será útil para la agrupa-
ción, por una parte, de los municipios industriales y urbanos, yt por
otra p'arte, de los municipios agrícolas y rurales.
-El cuarto coífiponente (véase el Cuadro 35) (6.4% de la varianza
original) muestra vm carácter mucho más concreto y localizado. Las va-
riables con ponderaciones significativas son la densidad de población
(0.908), el promedio de habitantes por entidad de población (0.863)»
la densidad de población deducida previamente la población del mayor
núcleo {0,589} y el índice de urbanización (0.459). Este componente
representa a la concentración poblacional y al nivel de urbanización.
Por otra parte
 t los componentes principales obtenidos con los restantes
conjuntos de municipios -todos los municipios de Galicia» excluidos
los correspondientes a las siete ciudades principales {305}; los munici-
pios regresivos» que han sufrido pérdidas de población (201) y los que
han experimentado un incremento demográfico positivo (1113- no ofrecen,
en general, resultados divergentes de los alcanzados para la matriz
original (312 x 28),
CUADRO 34
VALORES BEL TERCER COMPONENTE PRINCIPAL KOTAOOl YARIAKZA KXFUCADA
Número de municipios
Variables ée la maetim
312 305 201 1 !
% de otros
Tasa de actividad
% empleo agrícola
% empleo en ía construcción
% de asalariados
fo empleo industria!
% empleo en servicios
Recaudación de ¡impuestos de espectáculos por habitante
% población con estudies superiores
Teléfonos por 1000 habitantes
Licencias comerciales por 1GQ0 habitantes
Densidad de poblacídn
| % viviendas agrarias sobre el tota! de viviendas
tTasa de residencia
fAltitud media
de camiones por tQOO habitantes
% Yarianza explicada
0.S51
0,787
0.720
0.688
0.683
0.529
0.513
-0.841
-0,759
-0.702
0,660
0.816
0.463
0.5G3
-
0.440
flfS-JO
UJ3/O
0.617
0.581
0.520
0.518
- 0.565
- 0.373
-0.S9Í
- 0.79;
- 0.73€
Q.822
0.77C
0.873
0,594
- 0.297
-0.335
0.327
7.9 8.3 10.2 7.6
; Elaboración
"654
f3o obstante* pueden hacerse algunas matizaciones de ínteres. En efecto,
el primer componente registra -en el conjunto de los 305 municipios
y en el correspondiente a los 201- unas ponderaciones factoriales» de
las variables relativas a las dotaciones en servicios (licencias comer-
ciales
 f número de teléfonos por 1.000 habitantes» numero de c&iuiones
por 1.O00 habitantes*..), inferiores a las del caso en que consideran
incluidas las siete ciudades principales (véase el Cuadro 32T-3- Esto
indica» sin duda alguna, la fuerte polarización de los servicios en
aquellas siete ciudadesf que se ve reforjada, además, por un mayor nivel
de la renta per capita y de los presupuestos municipales {86}.
Sis asimismo» observamos los "scores loadings" del primer componente
relativo al conjunto de aquellos municipios de mayor crecimiento deiíio—
Sp?áficas la afirmación anterior -se ve, si cabe, todavía más enfatizada:
el crecimiento económico y las dotaciones en servicios,- que fue la in-
terpretación que hemos hecho de este primer componente» es la clave
del comportamiento de los municipios progresivos, -Ademást las pondera-
ciones relativas a las variables relacionadas con la agricultura y el
isundo rural son también superiores* con signo negativo, a las obtenidas
en los casos anteriores: lo que viene a destacarnos que el proceso de
industrialización y de desrur&lilación de estos 111 municipios es supe-
rior al existente en los restantes* Los componentes siguientes, aunque
con i&enexr capacidad explicativa, no contradicen, sin embargo, las obser-
vaciones ya realizadas.
Por otra parte, nos resta todavía por analiKar los componentes principa-
les del conjunto de municipios de mayor centralizad (C > x = 196). En
caso, se han retenido cinco componentes, que explican» por orden
el 40.7%, 16-35Sr 9.5%, B.1% y eX &*1% de la varianzja de
las variables originales. Las variables utilizadas han sido, fundamen-
talmente» de naturaleza demográfica y de ocupación (Véase el Cuadro 36" K
£! primer componente concentra los indicadores básicos de la estructura
ica*
pueden contemplarse las fuertes ponderaciones que registran la
CUADRO 3 5
VAiORES DEh CUARTO COMPONENTE PR3ÑCIPA& EC TADO. VARIANZA
Variables
Náiaer» de municipios
déla muestra
Densidad de poblaei&n
Promedio de habitantes por entidad de población
Densidad de pobfación, dedacída previamente ía población dé
mayo* núcleo
índice ds urbanización
Recaudación de! impuesto de espectáculos
% de población del mayor rtócleo respecta al totaí de la población
Renta per espita
fcfámera de teléfonos por 1000 habitantes
Médicos por 1000 habitantes
Tasa de escolari;:acÍQn media
Tasa de escolar ízacíórj primaria
% activos en la construepión
Tasa efe actividad
312
8.908
0.B63
0.589
0.459
0.391
0.259
0.252
0.320
305
éJ
O.000
0.796
aooo
0.431
0.000
0.685
. 0-OQO
G.000
20% « 1
43 •
0,914
0.951
0.835
0.659
0,556
0.424
0.2S1
0.326
0.287
0.S44
0.263
% Vttrittnza explicada 7.2 4.3
É!aboraci6n propia.
ese
densidad de población Í.956), la densidad.de población deducida previa-
mente la población del riayor núcleo (.695), el promedio de habitantes
por entidad (,890), el Índice de" urbanización {,61?) y la población
de derecho del -municipio (.817). Este componente es un indicador de
la importancia que, para el mantenimiento y desarrollo de la centralizad
de un núcleo {-818|» tiene el tamaño urbano (.811) y la densidad de
población del mismo (.955); pero no sólo su propia densidad* sino -como
ya henios advertido en otras ocasiones- de la densidad de §u hinterland
(,695), al que provee ñon sus servicios más especializados y del que
se sirve como fuervte y reserva de mano de obra. Por lo demás, del mismo
modo que en el análisis de correlaciones, puede comprobarse contó la
distancia a ,1a capital de la provincia es un factor de local i nación
negativo {-0.273} de la centralidad y, a causa de la concentración demo-
gráfica, la presión de los habitantes sobre el suelo cultivado es muy
alta (0.913).
El segando componente relaciona el crecimiento demográfico (0,776} con
la pirámide por edades de la población y la ocupación de la misma. En
otras palabras, un mayos* dinamismo • demográfico implica el rejuveneci-
miento de la población {porcentaje de menores de 14 años» -949; porcen-
taje de mayores de 65 años
 t -.820)» vn menor peso de la agricultura
en el conjunto de la economía (porcentaje de activos agrícolas, -.465)
y, como contrapartida» unm. mayor importancia de la industria (porcentaje
de empleo industrial, ,582),
El tercer componente no añade nada substancialmente diferente a los
dos anteriores» mientras que el cuarto contrapone la t^sa de actividad
con el porcentaje de activos en la construcción; esto es» el crecimiento
«e este sector industrial provoca la disminución de las altas tasas
3e actividad de la agricultura. £1 quinto componente, en fin, no expresa
otra cosa que la fuerte dispersión de la población (número de entidades
por Km^.t -.874) afecta negativamente, como es lógico, al nivel de den-
sidad del hinterland urbano.
finalmente, se han hecho los correspondientes factoriales de las ocho
i de planificación en que se ha dividido s Galicia (Cuadros del
85?
3 al lOdel apartado 6 de los Anexos) *f pero sus resultados no merecen
un mayor comentario, debido a la analogía que guardan con los, ya reali-
zados .
3.3.3. UNA COMARCALIZACION HOMOGÉNEA DE GALICIA: UN ANÁLISIS "CLUSTER"
De los cuatro componentes principales —obtenidos en el epígrafe ante-
rior" hemos elegido los tres primeros, que nos permitirán realizar una
comarcal!zacion homogénea de Galicia.
La razón por la que ee ha excluido el cuarto componente principal es
«toble: por una parte» no admite una interpretación clara y diferenciada
de los otros tres, ys por otra-parte, su poder explicativo es relativa-
mente bajo (6,4% de la varianza original). Además, existe una razón
adicional: los otros tres componentes concentran un alto porcentaje
de la información original de nuestros Satos {63%}; lo que hace innece-
saria la introducción"de más información» 03*e» po^ lo demás» se presenta
como redundante,
Bn síntesis, los tres componentes principales retenidos han sido los
siguí
-El crecimiento económico y la dotación de servicios.
-El dinamismo demográfico y el nivel de urbanización.
-La oposición campo-ciudad e industria-agricultura.,
bien —una vez seleccionados los tres componentes mencionados— nos
con %m espacio multidimensional (en concreto, tridimensio-
nal), siendo sus dimensiones de carácter ortogonal» en el que pueden
localizarse los municipios de acuerdo con los valores que observan en
los diferentes componentes. Esta es la gran ventaja de la que nos permi-
*s gozar el análisis de componente© principales: en lugar <le partir
<3e las 28 variables iniciales» partimos solamente de estos tres compo-
nentes* qu&9 con una pérdida mínima de información, nos permiten agrupar
las observaciones* Asi puest ea lo sucesivo, nuestra nia-
de datos inicial será de orden (312 x 3).
El método de agrupación utilizado será el denominado» en la literatura
anglosajona, con el nombre de "elu&ter analysis" (87),
El objetivo principal áe este método consiste en obtener agrupaciones
de individuos (municipios) a partir dé una medida de similitud, de mane-
ra que se garantice, por una parte, la homogeneidad de los municipios
que forman cada una de ellas y* por otra parte, la diferenciación entre
los distintos grupos formados. La cuantificación de estos conceptos
se basa .en la definición de una medida <ie distancia entre pases de niuni—
cipios, de tal modo que cuanto menor sea esta distan'cia mayor será la
similitud entre los ÜÍÍSIBOS. " •
Dado que las dimensiones o componentes utilizados son ortogonales, puede
utilizarse una medida d^ distancia euclídea, dada por la expresión:
en donde, á es la distancia existente entre los municipios t y fe ; F..
y F son los valorea que los municipios t y k observan en el componente
F..
i
La matriz (312 x 312), cuyos elementos son las distancias euclideas
normalizadas entre municipios, suele llamársele matriz de similitud
(por ser ése su cometido fundamental).
Existen diferentes procedimientos para la realización del análisis
"cluster". En este caso, se ha elegido el procedimiento jerárquico aglo-
merativo, pues no se tenia un conocimiento apriorfstico -salvo una. idea
aproximada» producto del análisis de Xas comarcalizaciones previas exis-
tentes (8'S) - establecido del número de grupos a formar * Los métodos
jerárquicos proceden estableciendo una jerarquía entre los posibles
grupos» en función del grado de homogeneidad de los laísmos, y dan lugar
a un árbol de relaciones, de tal forma que las sucesivas funciones se
^ealisan, considerando los n elementos de partida como n grupos, asegu-
rando que la distancia intragrtipo ©ea mínima y la distancia intergrupos
sea máxima.
Existen varios algoritmos para la aplicación del procedimiento anterior
-de uso bastante generalizado en las ciencias sociales- que son los
debidos a Berry . (88) y Ward (SO). Pero los resultados que se obtienen
no son, en rigor, regiones homogéneas* sino -lo que Grigá (91) llama
"tipos regionales": es decir, agrupaciones de municipios similares,
pero no necesariamente contiguos (9 2).
Por consiguiente, -y esto es lo que nos parece más novedoso de nuestra
aplicación— para la obtención de regiones homogéneas es necesario eom-
ptlemenisar la matriz de municipios y componentes, con otra matriz que
recoge la restricción de contigüidad espacial- A tal objeto se ha utili-
zado el algoritmo de Gpensh&w (93), que consiste, sencillamente, en
lo siguiente:
-En primer lugar, se forma una matriz -en nuestro .caso- de munici-
pios adyacentes o geográficamente contiguos {"matriz de contigüidades") ,
Bicha matriz puede construirse de dos" formas distintas: asignando a
cada municipio las coordenadas geográficas correspondientes o atribuyen-
do a los íüimicipios (fila y columna de la matriz) contiguos un -X y a
los que no lo" son un O.
-Y» en segundo lugar, se adjunta a la matriz anterior los "scores"
áe los cofiiponerttes en cada municipio.
Gomo resultado se obtienen, para cad N-l (siendo N^312t.,,23 iteracio-
nes, los grupos de municipios que no solo son similares» sino también
contiguos: esto es, comarcas o regiones homogéneas.
Sin. embargo» -por curiosidad analítica- hemos aplicado, en primer iugar,
el algoritmo de Ward (obteniendo "tipos regionales") y, en segundo lu-
gar* el algoritmo de Üpenshaw (y obtuvimos una regionalilación homogénea
de Galicia),
De la comparación de ambos "outputs", se pueáe advertir una mayor "efi-
ciencia" en eX caso áe los "tipos regionales" que en el relativo a las
regiones homogéneas- Por "eficiencia", se entiende» la pérdida de infor-
mación -de v&rianssa- sufrida en cada iteración del proceo de agrupaniien-
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ha Figura 9 -en la que en el eje vertical se ha representado la suma
de los cuadrados de las distancias intragrupos como porcentajes de la
suitta de los cuadrados de todas las distancias de la matriz original
y en el eje horizontal se han expresado las sucesivas agrupaciones o
"clusters" de municipios-, permite distinguir ia diferente "eficiencia"
alcanzada.
FIGtlRñ §
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A la Izquierda de este diagrama se identifican los 312 municipios de
Galicia totalmente separados unos de otros y, lógicamente, la distancia
rupos es cero. De izquierda a derecha» se van formando sucesiva-
Xos diferentes grupos, observándose que, prácticamente, hasta
constitución de ?S grupos no se alcanza.un porcentaje del 10%. Esto
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se explica» porque en los primeros grupos formados los municipios que*
los constituyen son muy perecidos* Pero, también puede constatarse que
la regic-nalizacion produce, a cada paso» una varianza intra—grupo supe-
rior al agrupamierrto de "tipos regionales", hasta identificarse cuando
las agrupaciones son muy pocas, en teoría, tal igualdad se obtiene en
el momento en que se constituye una sola unidad: Galicia como única
región„
La regional!sación elegida es aquella que forma 52 regiones o comarcas
(véase el Anexo H)
 f porque es en ese momento cuando se produce una rup-
tura en la continuidad de la varianza analizada, produciéndose un salto
del 22% al 26%.
En general» se comprueba que la formación de las sucesivas comarcaliza—
ciones homogéneas, obtenidas a partir de ese momento, se convierten
cada vez en menos homogéneas o más heterogéneas en los casos en que
las ligazones intra—grupos incorporan, municipios caracterizados por
su fuerte componente urbano e industrial. Este es el caso de la agrega-
ción de las comarcas de Ortigueira-As Pontee de García Rodríguez—O "Fe-
rrol, o de las comarcas de A Coruña-Curtis. ©tro tanto puede observarse
cuando se agrupan las comarcas de Vlgo-Redondela o en el caso de Ponte-
vedra-Ponte Caldelas.
Asimismo» es interesante observar que -más allá de la formación áe las
52 comarcas homogéneas- las primeras agrupaciones o "clusters" que se
forman son los relativos a la Galicia interior, por xm lado, y a la
Galicia litoral» por otro. En otras palabras» lo que, está poniendo de
manifiesto esta regionalización es la existencia de las dos grandes
"homogeneidades" de Galicia; la Galicia rural y la Galicia urbana.
Es evidente que -a partir de determinado momento- especialmente cuan-
do se unen las regiones de Vigo-Ponteareas-A Cañiza-Ourense * la varian-
za intragr-upo experimenta una fuerte elevación» debido a la incorpo-
ración de varias dimensiones muy distintas: el campo y la ciudad, la
industria y la agricultura, el crecimiento económico y la dotación
<ie servicios, juntamente con el dinamismo demográfico y el mayor nivel
de urbanización»
V-
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3.3.4. ÍNDICES DE DEPRESIOH ECONÓMICA Y DE HÜRALIDAD
Va identificación de las áreas deprimidas de unet región -o,, como acos-
tumbra a llamarlas la literatura anglosajona, "grey áreas11- no es un
problema nuevo ni sencillo. Ho es nuevot porque implica un "quid** clave
de la "cuestión regional" y que ha promovido» por lo mismo» repetidos
intentos de delimitación (94)* Ht sencillo, porque contiene un problema
conceptual, importante, cuál es el de definir con rigor qué es lo que
se entiende por "depresión económica".
En efectof la problemática de las áreas deprimidas no puede comprenderse
.si no es refiriéndolas al contexto global de la "cuestión regional":
por qué unas áreas crecen y se desarreíll&n y por qué otras decrecen
y caen en el "círculo vicioso" de la pobreza y el subdesarrollo- Natu-
ralmente
 t planteadas así las cosas, nos encontramos de inmediato con
el problema de la capacidad explicativa de las teorías del crecimiento
regional, ya analizadas en el Capitulo 11 de esta misma tesis y que,
por lo tanto» no vamos a tratar ahora.
Parece evidente que el probleíaa de la "depresión económica" vs. "bienes-
tar económico11 es complejo y multidimensional (9*5)» Y» normalmente,
en contradicción con dicho presupuesto, es habitual definir el grado
de desarrollo de un área en términos excesivamente simplistas» mediante
la renta per capita que perciben sus habitantes o por otros índices
al uso. Sin embargo» el grado de desarrollo se manifiesta en múltiples
aspectos que van desde la propia distribución de la renta hasta la dis-
ponibilidad y acceso a determinados servicios. Es por esta ra&ón funda-
mentalmente por la que trataremos de obtener un Índice que supere tal
deficierícias de manera que sea* a la vez» comprehensivo de las deferen-
tes variables -demográficast económicas, Bociale's, $e servicios, e t c -
que componen el concepto de crecimiento y/o de desarrollo y síntesis
<3e todas ellas, a fin de que nos sirva de criterio identificados* de
diferentes áreas-problema.
otra parte, el concepto de "rural" vs. "urbano11 tampoco parece ser
un problema completamente resuelto. En nuestro país» la distinción entre
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ambos términos ha provocado múltiples discusiones ~y no solo en el campo
de la economía, sino también en otros~» pero ninguna ha resultado hasta
el momento definitiva (96), En cualquier caso, creemos que, dadas las
características peculiares de la economía gallega, para la percepción
de un área como más o menos urbana y/o como más o menos rural, debe
partirse del análisis del "continuum" urbano-rural como un proceso en
el que se entremezclan diferentes características de ambos fenómenos
sin solución de continuidad, pudiendo únicamente en sus puntos extremos
distinguirse claramente la preeminencia de uno de ellos. En este senti—.
do, un problema básico consiste en establecer las variables definitori&s
de lo "rural": ¿lo lfrural" es lo "no-urbano" o tiene consistencia propia
como para' no tener necesidad de referirnos a aquel concepto? y, vicever-
sa, ¿lo "urbano11 es lo "no-rural" o tiene su propia, entidad especifica?.
En nuestra opinión,, no parece* que el problema haya de establecerse en
el sentido de que la existencia de uno niegue total y absolutamente
la existencia del otro. Mas bien nos inclinamos, por la idea -bajo la
hipótesis de dominio de lo urbano sobre lo rural- de* que la cuestión
radica en analizar en qué medida lo rural persiste i*rente al avance
de lo urbano y examinar sus diferentes gradaciones. Por consiguiente,
la medición de dicho fenómeno solo- puede acometerse i&ediante la valora*-
ción de sus diferentes características (y no solo de las de naturaleza
demográfica, como se ha hecho habltualmente}.
ÍHies bien, tanto uno como otro índice {índice de depresión económica
£ Índice de ruralidad) serán definidos, desde un-punto de vista formal,
de modo análogo: como combinaciones lineales de una serie de variables.
ha combinación lineal de una unidad locacional J de análisis {en muestro
caso» dada la naturaleza de los datos, será el municipio) puede escri-
birse como
C "~
i de otro modo,
Cj
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es el valor estandarizado de la variable i en j y a ! son los coeficien-
tes úe la función "loading scores" o "coeficientes de carga".
El procedimiento utilizado para la. resolución de tal problema ha sido*
el método de componentes prinicpales.
Pero, procedamos por partes:
A. ÍNDICE DE DEPRESIÓN ECONÓMICA
El índice de depresión económica se ha obtenido a partir de las 26 va-
riables siguientes:
Demográficas;
—índice de crecimiento de la población municipal en el periodo
1965-75* y • '
.„ -Densidad de población del municipio.
-Densidad de población ¡del municipio, deducida previamente la pobla-
ción del mayor núcleo.
-Porcentaje á& población del mayor núcleo respecto de la población
total del municipio.
-Promedio de habitantes por entidad de población.
-índice <Je urbanización»
-Porcentaje de población menor de 14 años de edad.
-Porcentaje de población mayor de 65 años de edad.
-Tasa de actividad.
Ocupación:
-Porcentaje de activos en la agricultura.
-Porcentaje de activos en la industria.
-Porcentaje de activos en la construcción.
-Porcentaje íSe activos en los servicios.
Situación profesionalt
—Porcentaje de empresarios.
-porcentaje de asalariados.
-Porcentaje de otros.
Mivel de instrucción:
—Tasa de escolarizacion primaria. -
—Tasa de escolarizaeion media,
—Tasa de escolarización superior*
Transportes y comunicaciones:
—Número üe camiones por 1.000 habitantes,
-húmero dé teléfonos por 1.00G habitantes
Comercio:
-Número de licencias comerciales por 1.000 habitantes.
Sector público:
-Presupuesto municipal por habitante.
Ocio:
-Recaudación del impuesto de espectáculos por habitante.
 >
Economía;
-Renta per capita,
idealización:
-Distancia en Kms» a la capital do la provincia, o a las ciudades ma-
yores de 50.000 habitantes.
Así pues, el índice de depresión económica que se obtenga vendrá defini-
do y medido por un. complejo de variables de distinto carácter: demográ-
ficas, de ocupación y situación profesionalt de nivel educativo y econó-
mico, cíe acceso a los servicios, etc.
Loa componentes principales rotados retenidos han sida los dos primeros
-los restantes, además de ser difícilmente interpretables, dan cuenta
de un porcentaje relativamente pequeño de la variarla-, que explican
conjuntamente el 5&*3% del total de la varíanza original (el primero
explica el 45.6% y el" segundo el 10.7%). En el Cuadro 37* figuran los
"loading scores" cíe cada variable o valor del coseno del ángulo que
forma la estimación lineal de éste con cada componente-
A tenor de los resultados obtenidos, nos parece razonable hacer la si-
guiente interpretación (análoga, por lo demás, a la efectuada en el
epígrafe anterior};*"," \ •,
-El primer componente expresa la potencialidad _económica (renta
per capita, presupuesto municipal...) y de dotación de servicios (licen-
cias comerciales, numero de teléfonos, número de camiones,..), así como
la estructura ocupacionsüL (porcentaje de activos en la industria y en
los servicios) de cada municipio.
-El segundo componente indica el dinaísismo demográfico (incremento
de la población, población menor fie 14 años y mayor de 65,...) y el
de urbanización (índice de urbanización, densidad de población*,).
Una vee logrados ambos componentes* se consideraron los valores que
los municipios presentan en cada uno de ellos, de modo que se obtienen
dos primeras ordenaciones posicionales de aquéllos» pudiendo formarse
a&£ tina primera idea de las heterogeneidades municipales. Pero» como
se trata de obtener un Cínico índice de depresión y debido a la diferente
importancia de cada componente» se ha, efectuado» para caáa municipio,
suma ponderada de esos dos primeros indicadores, tas ponderaciones
idas sor* las habituales en este tipo de estudios: las raíces cuadra-
das de los autovalores correspondientes a cada componente- El autovalor
CITABRO 36
VALORES BE U55 COMl^NENTES miNOPALES R0 í&iX>S. Núcleos C> x * 196
Variables
yariaoza
explicada I
40.7
Componentes
H III
.3 9.5
V
8,1
Índice de crecimiento demográfico
Densidad ée pobiación
Densidad de población, deducida previamente
!a población mayor núcleo
% de pobiacl&n del mayor núcleo respecto a!
totsl de ia población
Número de entidades por Km2.
Promedio de habitantes por entidad
Promedio de habitantes de cada entidad, deducida
ta "población del mayor nácteo
Índice de urbanización
* habitantes < 14 años
% 15-64 años
% habitantes < 65 años
Tasa de actividad . ,"
* empleo agrícola
% empleo industrial
%
 empleo construcción
% empleo servicias
Habitantes por Fia. cultivada
distancia a la capital provincia
Placían de derecho
0.956
0.895
0343
0.890
0.284
0.913
0.273
0.817
0.818
0.776
0.494
0.282
0.775
0,320
0.698
0.817
-
0.5t1
0.58Q
0.949
-0.731
-0.820
-0.46S
0.5S2
0.395
-0,288
-0.736
0.463
0.328
- 0.871
G.342
0,346
0.B43
za explicada
'- Elaboración propia.
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CUADRO 3 7
COEFICIENTES 0 E CAEGA DE LOS DOS PRIMEROS COMPONENTES PRINCIPALES
Variables Pdmer campanéate
Ucencias comerciales
Presupuesto municipal
Humero de teléfonos
Tasa de escolarizacíán media
Tasa de eseotarizaclón superior
Renta per capita
Pofcentale.de! mayor núcleo
Múmero de camiones
Impuesto de espectáculos
% activos industria
% activos m servicios
Población menor ete 14 años
. incremento demográfico
índice de urbanización
% de asalariados
Densidad efe población-previa deducción del
mayor núcleo
Poblseion mayor de 85 años
Porcentaje de empresarios
Distancia a la capital de la provincia
* tófos agrícolas
% otros
Tasa de actividad
0.78G
0.742
0.732
Ü.726
0.724
0,875
0.053
0.64!
0.818
0.570
0-505
0.359
- 0.354
- 0.256
Q3SB
0.358
0.725
0J562
0.S56
0.S79
0.479
0.344
768
explicada 45.6 10.7
: Efaboración propia.
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del primer componente es 12.78* y- el del segundo 2.97 y Xas ponderaciones
serán, entonces, 3,57 y 1.72, respectivamente-
Por lo tanto, a cada fnunlcipio podrá atribuírsele su valor correspon-
diente del índice de depresión, que le otorga una posicién relativa
en el "ranfctng" de depresión económica.
Dadla la'naturaleza de los componentes» puede afirmarse que un alto valor
negativo de dicho índice significará un Tuerte nivel de depresión eeonó-
mica, mientras que un alto valor positivo vendrá a indicarnos que el
municipio en cuestión posee un cierto nivel de potencialidad económica,
de dotación dé servicios, de dinamismo demográfico y de urbanización.
Los municipios se han clasificado por regiones» según se muestra en
el Cuadrol2-sscorrespondiente del Anexo I ; pero, también pueden obser-
varse fácilmente las fuertes desigualdades espaciales existentes a nivel
de toda Galicia, En ese sentido» se han calculado las diferencias intra-
rregionales e- interregionales que vienen expresadas por el intervalo
de recorrido del índice.
Los: resultados obtenidos nos permiten extraer las siguientes conclusio-
nes:
«La existencia de fuertes desigualdades socioeconómicas en Galicia,
qué conforman el comportamiento de nuestra economía como un modelo de
centro-periferia- Los centros o "cores" principales» por orden de mayor
a menor crecimiento económico, son: Corana (11.001), Vigo (10.928)»
Santiago {10.687)* fene (10.019), Ferrol (9.782), Ourense (9-638), Pon-
tevedra (9.354) y Lugo (8.676). Las diferencias intrarregionales -*ir*édi~
óas por el intervalo del mayor al menor índice- son" relativamente fuer-
tes y de similar grado en casi todas las regiones, excepto en la ¿e
Ourense (3.7.213.) que son más pronunciadas (de manera que vuelve a con-
firmarse la fuerte dominancia de esta ciudad sobre su hinterland) y
en la Marina Luguesa que son relativamente más suaves {3.0.16} y en las
Serras Orientáis» cuyas menguadas diferencias (-3,821) no son sino ex-
presión de la cínica ^igualdad" existente «a la precariedad y la indxfe-
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rencia. No obstante, la reglón de Vigo-Pontevedra, a pesar de la
tuá con otras regiones del intervalo de variación, es la que presante
un mejor aspecto desde el punto de vista de su "salud" económica: 8
municipios con Índices negativos y 47.737 habitantes residentes en los
mismos* m5.entras Que la región de A Coruña-Perrol tiene 21 municipios
con índices negativos donde residen 103.716 habitantes-
—Existen regiones dotadas de una pluralidad de focos, bipolares
en algunos casos, mientras que otras se componen de un único foco. Las
regiones de A Coruña-Ferrol, Viga-Pontevedra, A Marina Luguesa <Cervo,
Viveiro) y las Serras Surorientais (O Barco, A Rúa.) son bipolares. Las
regiones í3e Lugo, Ourense y, en mucho menor medida, la de Santiago son
unipolares. Puede deducirse de la observación de los datos que las re-
giones pluripolares o bipolares -acaso, debido a su complementariedad
espacial— crean menos relaciones de dependencia que' las fuertemente
unipolares (Lugo y Ourense) en las que su superioridad económica sobre
sus municipios inmediatos seguidores es"abismal (Lugo* 8.676 y Monforte,
3.365; Ourenses 9.638, Ribadavia, 4.855). .
-Las periferias de los centros, están localizadasr en general, hacia
el interior de cada región y en relación inversa con la distancia geo-
gráfica al centro regional y/o al centro comarcal, además de estar loca-
lizadas en las fronteras de las regiones; obsérvense, por ejemplo, los
valores negativos -fuertes Índices de depresión- de Moeehe, Cerdidor
Manon, Soüío^as.,* respecto a O Ferrol-Fene-Harón.; Aranga, Monfero, Iri-
xoa, Vilarsiaior» Cesuras, Paderne... respecto a Betanzos-A Goruña; Zas,
Cabana, Vimianso, respecto a Cee-Carballa y A Coruña.•
En la región de Vigo» se encuentran en una situación semejante -distan-
cia a los centros y zonas fronterizas o espacios intersticiales- los
municipios de Cerdedo, Govelo, Forearei, A Lama, Cotobade» A Cañiza,
Arbo y Crecente. Otro tanto sucede en.la de Santiago con foques, A Gola-
<3a, Rodeiro, Bozón,-Sobrado* Frades» Tordoia...; en la 'de Lugo, encon-
tramos los casos de A Pobos de Brollón» Sobsr» Bóveda, Polt Savitiao,
ftbadín, Páramo» O Incio*., en la de Cúrense» también en los casos de
Montederratno, Piñor, Avien» Vilardevós» Parada do Sil* Cástrelo do
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Val.«'. y en la Marina Luguesa, con . Muras, Qrol, Barreiros, Trabada»
IMfoz, á Pontenova...
-Pueden apreciarse dos áreas o anillos concéntricos, bien diferen-
ciados » alrededor de los centros de crecimiento; una
 t más cercana al
centro -"upward transitional área"-» delimitada, fundamentalmente, por
su "commuting hinterlaná11 y, otra» más alejada — "ctown-warct transitional
área"-, dominada por los efectos "backwash", pero sin beneficiarse de
los efectos ^spread',1 (97)*
-En el primer anillo encontramos los municipios siguientes; Cullere—
dof Betanzos» Gleiros* Carafore, Sada y Arteixo bajo la zona de-influencia
inmediata de A Coruña; Ferte, Harón, FSeda, Mugardos» Ares, Cabanas y
Pontedeume bajo la de O Ferrol; Coristanco, Malpica» Ponteceso y Laracha
bajo la de Carballo y Fisterra» Corcubión, Muxxa y Dumbría bajo la de
Cée (aunque, en el caso de estas dos últimas» una estimación precisa
de los efectos "spread" hubiese exigido 1.a utilización de la técnica
del "trend surfaee").
-El primer anillo de la región Vino-Pontevedra» que encontramos
con relación a la primera ciudad, es el formado por Porrino, Redontíela,
Moaña, Mos, Cangas, Baipna, Nigrán, Tul, A Guardia, Ponteareas y largo
etcétera, <jue expresa la gran vitalidad económica que Viga inyecta a
la zona Úe su "commuting"}. Bajo la influencia del crecimiento de Ponte-
vedra podemos señalar a Marín, Bueue» Morana, Vilaboa» Poto... y bajo
la de Vilagarcia se localizan los municipios de Cambados, Catoira, Vila-
nova de Arousa» Caldas de Heis.*»
-En relación a Santiago podemos afirmar que su primer añil}o
a Ames, feo* Eois, Val do Bubra, Brión, Boqueixón, Vedra.* * Hoia influye
sobre Porto do Son* Lugo, influye -Cínicamente sobre Rábade* Oursnse favo»
el crecirniento de 'San Ciprián de Viñas y Vilamarín,
restantes municipios cabeceras no exhiben efectos "spread"
fuera de- sí
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En consecuencia» puede afirmarse que los efectos spread hacia los muni-
cipios vecinos aparecen solamente después de haber alcanaado determinado
nivel de potencioxialidad económica. En nuestro caso, la evidencia empí-
rica parece mostrar que este fenómeno -siempre según las características
del Índice que hemos utilizado™ Siurge a partir de un valor de dicho
índice en torno a 6. Aunque -es conveniente decirlo— este umbral mínimo
-comporta en algunos casos ciertas irregularidades, puede servirnos coiao'
cifra indicativa. Los municipios dotados de un índice Inferior no han
ofrecido» en general» muestras de efectos del signo comentado, excepto
el caso de Carballo (4.519), acerca del cual nos analta la duda -no
elucidadle con el Instrumental analítico utilizado Í9S)— de si sus muni-
cipios vecinos se benefician de sus efectos o bien de los <ie la ciudad
de A Coruña,
Por otra parte, al ser este índice de depresión económica vs. de poten-
cialidad económica, expresión de un conjunto complejo de variables,
nos permite superar un escollo tradicional en este tipo de estudios:
la condición de "céteris paribus". Pues se ha constatado que "aunque
el crecimiento más rápido de los grandes centros es una tendencia gene-
ralmente observable, esto no se presta fácilmente al análisis estadísti-
co. ., un análisis de correlaciones entre el tamaño del centro y el cre-
cimiento. • • da resultados en cierto modo decepcionantes... a causa de
que las relaciones descansan en gran medida en condiciones <3e "céteris
paribus" (99)*
Desde nuestro punto de vista, no podemos caracterizar en ningún caso
a nuestros resultados de decepcionantes, pero sí de -Inciertos. Matice-
mos: no son decepcionantes cuando utilizamos el índice de depresión;
son inciertos, cuando tratamos de traducir en términos de población
el índice de depresión, sin duda por la razón ya aludida. En efecto,
la incertidumbre y el comportamiento Irregular ocurre en algunos de
los municipios que se encuentran en la parte inferior (entre 10,000
y £0.000 habitantes) del nivel de 10*000 a 30.000 habitantes de pobla-
ción e incluso en la superior del nivel de 5*000 a X0-000 habitantes.
Hse es el caso de Arteixo (13,009 habitantes y 3,411 de índice á® poten-
cialidad económica). Boira (15,591 habitantes y 5.299 de índice de po-
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tencialidad económica). Muros <10,737h habitantes y 5*164 de potenciali-
dad económica), Baíona (8.842 habitantes y 7.061 de potencialidad econó-
mica), Monforte {19.248 habitantes y 3,365 de -potencialidad) y otros
(100). En definitiva* parece razonable retener la hipótesis provisional
de trabajo -a fin de seguir profundizando en posteriores estudios- de-
que los municipios mayores de £0.000 habitantes producen efectos
"spread*1 en sus municipios circundantes y los comprendidos entre fí. 000
y 20.000 habitantes pueden producirlos, ¿Por qué «nos pueden y otros
no pueden desempeñar tal función?. La respuesta a esta pregunta no puede
ser inmediata y, consiguientemente, habría que, tíe manera inductiva,
estudiar las características relativas a la población, estructura ocupa—
donal, situación en la jerarquía urbana, etc. de cada municipio y de
cada núcleo.
B
* INDIGS DE RUHALXBáP
El índice de ruralidad se ha obtenido a partir de una serie de variables
de las que ge sospecha una relación» tanto positiva como negativa* con
el fenómeno a estudiar. Naturalmente, la utilización de una técnica
estadística poderosa como la de componentes principal es {101} no nos
faculta para convertir la batería de variables utilizadas en una "caja
de Pandora" en la que todo quepa* Por que es evidente que los resultados
que se obtengan dependen tanto de la selección previa de las variables
como de las consideraciones teóricas acerca de la problemática de la
rurali dad.
Pues bien, el índice de ruralidad es el producto del tratamiento de
las siguientes variables:
^geográficas:
-Densidad de población.
-Promedio de habitante© por entidad de población.
"Porcentaje de población del mayor núcleo sobre el total úe pobla-
ción municipal^
«•Densidad de población «Sel municipio» deducida previamente la pobla-
ción del mayor núcleo*
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—índice de urbanización.
-Húmero de habitantes por Ha* cultivada.
«Porcentaje de población menor de 14 años.
-índice de crecimiento de la población municipal en el período
1967-75.
-Porcentaje de población mayor de 65 años.
—Tasa de residencia.
-Tasa de actividad.
Ocupación:
—Porcentaje de activos agrícolas.
—Porcentaje de activos en la industria.
Situación profesional:
—Porcentaje de empresarios.
—Porcentaje de otros.
Comercio:
-Número de licencias comerciales por 1.000 habitantes.
Vivienda:
-Porcentaje de viviendas agrarias sobre el total de viviendas.
Agrarias:
-Número de explotaciones por Km • *
-Porcentaje de ganado bovino de raza Frisona.
Relieve;
^-Altitud meáia dol municipio.
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La utilización de dichos, indicadores viene justificada, fundamentalmen-
te, por las siguientes razanes:
-Las? variables demográficas elegidas lo han sido porque permiten
diferenciar claramente las características de las diversas zonas: desde
la Galicia interior, oriental, suroriental y central» con las denomina-
das inás bajas, se va avanzando progresivamente hacia las densidades *
muy superiores de la Galicia litoral, Al mismo tiempos ei promedio de
habitantes por entidad de población nos permite cantar el grado de rura~
lidad del habitat y de la población," El índice de urbanización -tal
y como lo hemos definido en su momento- matiza la variable anterior
 T
combinándola con el numero de entidades de población por Km . Variables
como el "porcentaje de población del mayor núcleo sobre el total munici-
pal" y la "densidad de población del municipio, deducida previamente
la del mayor núcleo" expresan, respectivamente, el grado de concentra-
ción y ctesconcentración demográfica del municipio*' El número de habitan-
tes por Ha. cultivada nos ofrece la posibilidad de- valonar la diferente
intensidad de ocupación del suelo, que sigue una línea ascendente desde
15G ó 200 habitantes por Km * de la Galicia oriental hasta los 1.000
de las Rías Bajas y el seno de A CoruKa. El porcentaje de población
menor de 14 años, el índice de crecimiento de la población municipal
y el relativo a la población mayor de 65 años son variables que relacio-
nan los procesos migratorios con la pérdida de vitalidad de la población
y su envejecimiento. Como es bien sabido, éstas son características
-pérdida de población y envejecimiento-, sinduda dramáticas» de gran
parte de nuestros municipios rurales. Finalmente, las tasas áe residen-
cia y de actividad ~o cociente entre la población de derecho Que ha
vivido siempre en el municipio y la población total de derecho-* son
dos buenos criterios discriminadores de las aonas rurales y las zonas
urbanas.
-Las variables relativas a la ocupación no necesitan mayores comen-
tarios. Es obvio qtte los porcentajes de activos agrícolas e Industriales
positiva y negativamente relacionadas con el fenómeno rural•
Los porcentajes de empresarios «aquellos que no emplean personal»
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trabajadores por cuenta propia* y- miembros ele cooperativas- y de "otros"
-Que son las. personas que trabajan sin remuneración reglamentaria en
la empresa familiar y otros activos sin clasificar- connotan, de modo
expresivo, las relaciones productivas de la ruralidad de Galicia.
-El número de explotaciones por Ka* . y e.1 porcentaje de ganado bovi-
no de raza Frisona, para el año 1970 al que se atribuyen ambas varia-
bles, nos permiten separar, en general, las zonas costeras demográfica-
mente más densas y urbanizadas de las más dispersas y rurales del inte-
rior.
-ka altitud media del municipio traduce netamente los desniveles
del relieve y su influjo sobre las restantes variables- SI relieve de
Galicia desciende gradualmente en dirección este—oeste y condiciona
preferentemente la estructura del habitat y el hecho rural y urbano.
Por ultimo
 f permítasenos hacer una advertencia importante. Todas las
variables utilizadas vienen referidas a un ámbito territorial municipal,
lo que crea un problema nada desdeñable: la consideración del municipio
como una entidad socioeconómica y demográfica homogénea, cuando es harto
conocida su heterogeneidad interna y su inadecuación a la estructura
territorial de Galicia. Solo descendiendo al nivel de la parroquia,
t ir
como unidad elemental de anáfisis, podríamos obviar tal dificultad;
pero no nos ha sido posible -como ya hemos dicho en otro lugar- por
indisponibilidad de datos. Asimismo» debemos decir que se han excluido,
en una primera fase del análisis, los siete municipios correspondientes
a las siete ciudades más importantes de Galicia, dado su fuerte carácter
urbano. En una segunda fase» no obstante» se han introducido a fin de
percibir también su carácter rural, perfectamente perceptible en muni-
cipios como vigo
 ( Pontevedra, Santiago, etc - y captar, de este modo ¡
sus diferencias.
icado el procedimiento inuitiv&riante, anteriormente mencionado, se
han extraído los dos primeros componentes principales* que expllean,
respectivamente, el 40.9% y el 10.3% de la variansa original.
VCoeficientes de carga de los dos primeros componentes principales
-Licencias comerciales per 1-000 habitantes 0.797
~% Población del mayor nScleo 0.450
-Tasa de residencia -0.620
-% Empresarios - -0-679
~& Viviendas agrarias -0.491
-% Activos agrícolas * -0.346
-% Población menor de 14 años - O.809
-% Incremento demográfico - 0.706
-índice de urbanización . - 0.72S
-Densidad de población» deducida previamente - 0.812
la población del mayor núcleo.
-% Activos en la industria - - 0.487
-% Población mayor de 65 años - -0.796
-% De otros - - -0.371
-Densidad de población - 0.768
-Promedio de habitantes por entidad 0.798
-Húmero de habitantes por Ha. cultivada 0.&33
-Tasa de actividad -0.759 -
-SGisero de explotaciones por Ksz. _ . 0.560
-% De ganado bovino de raza Frisana - 0.786
-ftltitud media del mmicipío -0.644
% Varianza explicada 40.9 10.3
FUERTE: Elaboración propia.
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-Si carácter todavía- fuertemente rural de Galicia, aunque sometida
de modo creciente a la presión y al dominio intenso de lo urbano; lo
que no es ninguna novedad«. ho que sí es una novedad es su cuantificacion
y cualificación. En efecto, la sunta de la población de los municipios
que tienen un índice de rural i dad "mayor que cero -y, por ende, no neta-
mente rurales- arroja un volumen demográfico de 1.559.834 habitantes»
' lo que en términos porcentaules representa el 5S-14%- de la población
total de Galicia. Evidentemente, esa población no es toda ella urbana;
pero lo que queremos significar es que, aún no siéndolo, está sometida
a la fuerte presión del fenómeno urbanos por sus relaciones de dependen-
cia hacia el y por pertenecer a un ámbito espacial —el del municipio
en que residen- en el que su núcleo principal sí lo es. Por otro lado»
comparando dicho porcentaje — 58.14% — con el obtenido por la suma de
la población de las siete grandes ciudades -gallegas y las villas ("vi-
las") - B2% (véase el Cuadro 21} — puede concluirse que una buena parte
de éstas se hallan» como contrapartida» bajo el influjo de lo "rural1*:
al menos un 2A% aproximadamente de stt pobalción- En 'fin, si sumamos
la población del mayor- núcleo de aquellos -municipios de índice superior
a cero, obtenemos la cifra de 7&4.123, es decir{ un 29.223£ del total
de la población gallega es, como mínimo $ sin ningún paliativo, clars-"
ítiente urbana.
-Puede advertirse también que los municipios que observan un valor
positivo en el índice mencionado, es decir, aquéllos que pueden ser
detnorainados urbanos o, si se quiere» urbano-rurales» presentan» prácti-
camente todos» un volumen de población en su mayor núcleo superior a
1.500 habitantes; lo que parece fijar un umbral mínimo de la funcionali-
dad urbana en Galicia (102). Conclusión de iiaportancia, que, por lo
demás, ya se ha podido constatar más arriba» cuando hemos tratado él
índice de centralidad,
"•Haciendo los cálculos pertinentes, puede comprobarse que la región
más urbanizada es Xa correspond lente a á Coruña-Ferroi» con un45.54%
de su población residiendo en núcleos con un índice de ruralidad positi-
vo (103); seguida de Vigo-Pontevedra con un 39.72SS; Santiago, 29.67%;
kugo, 22,30%; 0urenset 21,88%; la Marina Luguesa, 19,84%; la© Serras
Surorientais, 18.351& y las Serras Orientáis 2.10% (104).
— 67'
Finalmente, ur-^-v--.O.asión general se impone: la existencia contradictor
ria áe áo& GaJ-U^isr/ Una Galicia litoral» dotada de una estructura urba-
na dinámica, i -¿A- '•* /amenté jerarquizada e integrada a 3o largo de un
sistema axial. V -oTxa Galicia rural interiorT con enclaves urbanos que
crean fuertes srf cutos "backwash", sin apenas relaciones entre si ni
con el resto del sistema.
DE GALICIA
Tomando como base las 8 regiones de planificación en las que hemos divi-
dido el territorio V-^ Galicia y apoyándonos en la metodología elaborada
a todo lo largo d:".c¿a segunda parte de esta tesis, creemos que estamos
en condiciones áe avanzar una serie de proposiciones o hipótesis de
trabajo básicas constitutivas de lo que -no sin cierta presunción— deno-
minamos modelo (interpretativo) de la regionalización de Galicia. A
partir de las' mencionadas 8 regiones, podemos distinguir entre ellas
tres tipos diferentes —ya definidos en los capítulos precedentes-, según
la característica predominante existente en cada una de ellas:
1. Regiones homogéneas: Serras Orientáis y Serras Surorientais,
2. Regiones funcionales: Santiago, Gurense» Lugo y, en formación,
la Marina Luguesa*
3. Regiones anisotropicas: Coruña-Ferrol (105) y Vigo-Porttevetíra.
Por otra parte, debe advertirse -y desde un punto de vista prospectivo
se nos ocurre insoslayable- que la clasificación anterior no excluye*
la consideración conjunta $e las regiones de Coruña-Ferrol, Santiago
y Vigo-Pontevedra, por su creciente anísotropía espacial y funcional
a lo largo del eje diseñado por la autopista del Atlántico <1G6), Por
consiguiente, en lo sucesivo, no será posible entender el proceso histó-
rico de_ regionali&aci£n de Galicia -y fundamentalmente por esa raáon,
en nuestro modelo úe planificación GAf-iO I (véase el Capítulo XIX) a
tal fenómeno económico espacial se le ha tenido muy en cuenta- sin el
análisis del estado y la evolución no solo de los diferentes subsistemas
polares sino "del sistema anisotropico global extendido linealmente por
Sedo el litoral costero (107).
Así pues, las hipótesis básicas de nuestro modelo son las siguientes:
1. La pauta de comportamiento dominante -tanto desde un punto de
arista funcional como espacial- del proceso de regional ilación de Galicia
es de tapo lineal; 'es decir» el sistema de regionalización se localiza
fundamentalmente a lo largo de un eje (IOS). En otras palabras, la es-
tructura morfológica del sistema de ciudades es la de una concentración
axial en una franja del territorio, lo j£í& conlleva fuertes • enconomlas
de aglomeración y transporte, facilidades en los canales de difusión
de innovaciones a través de un corredor urbanizado; pero, como contra-
partida, causa la marginación y desconexión del resto del espacio geo-
gráfico y económico del interior del país, y la aparición, superado
cierto umbral, de áeseconomxas externas»
EÍI consecuencia, las regiones funcionales o polares, constitutivas de
la región anisotrópica, están unidas a través de dicho eje lineal. Y
como hamos dicho en el epígrafe relativo a la región anisotróplca (Capi-
tulo IX) "entre el eje. y los subsistemas se desarrollan bucles de re-
tro&liment&ción positivas; el eje es inducido por el desarrollo de los
polos» y éstos a su veas son una producción, parcialmente al. menos» de
aquél- Además, los bucles e interpelaciones vienen dados en serie a
lo lar.g.G del eje1*- De manera_ que, un dibujo como el de la Figura ,
puede ser ilustrativo de lo que estamos diciendo en donde se pueden
advertir- las ligazones en serie de los diferentes subsistemas, lo qtte
motiva una unidad e integración espacial menos - fuerte que la que sfe
$a en la región funcional, pero lo suficientemente fuerte como par-a
crear economías externas. Los subsistemas restantes, marginales al eje»
no snairtlenen prácticamente relaciones.
ka formación de esta región anisotrópica es típica de los sistemas lito-
rales-costeros de tipo colonial (109) y de economías dependientes, cuyos
ote decisión son exósenos (110) - fticha. forjación, en nuestro
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FIGURA 1O '
SISTEMA AXIAL DEL CRECIMIENTO DE GALICIA
caso, sufre diferentes etapas: 1) surgimiento de un centro portuario
o clíidLad-puerto; 2) desarrollo de fuerzas económicas polari^adoras»
con el correspondiente crecimiento de las actividades exportadoras y
la creación de actividades <ie ámbito regional; y 3) creación de una
estructura urbana relativamente Jerarquizada linealmente* que potencia
las interpelaciones entere las aglomeraciones sectoriales (polos -nuncio-
nales) y las aglomeraciones geográficas o sistema anisotropico de ciuda-
des, por donde se difunden las innovaciones tecnológicas y culturales
(11!}. Tal estructura urbana, en una fase avanzada de desarrollo» toma
la forma de lo que Friedmann ha llamado 'Hirban í"ield" (112) o continuo
urbajo- El advenimiento de las grandes áreas metropolitanas (Goriíña-
Ferrol y Vigo™Pontevecíra> y. la "Autopi sta del Atlántico*1 que las va
a unir, están creando un continuo urbano» que viene a ser» con la tecno-
logía vigente» un ámbito de unos 200 Kms. de diámetro y con entornos
áe ciudades de más de 300,000 habitantes- Además, a partir de tales
«morales aparecen las economíss de aglom0ración de las ciudades {1133*
En fin, la propia formación y desarrollo áe la región andsotrópica crea
una actividad económico-comercial diversificada y compleja (agrícola™
ganadera, industrial-pesquera, etc.) etcontRafiada áe múltiples Interrela-
cionas tecnológicas y culturales. Y como sabemos por la Teoría General
de los Sistemas, los sistemas más diversificados y complejos son los
de mayor capacidad de adaptación y desarrollo. Por el contrario, las
restantes regiones del interior de Galicia poseen actividades económicas
muy simples, poco diversificadas, y con pocas intérrelaciones entre
ellas, lo que les h,ace- más vulnerables a los efectos perturbadores exte-
riores y con menos capacidad de adaptación.
2. El proceso de regionalizacion de Galicia es dialécticamente dual
y desjerarquizado, Las relaciones entre" la costa (región anisotrópica)
y el interior son. —funcional y espacialmsnte— relaciones de dependencia
y asimétricas.
El conjunto centro-periferia forma un todo, un sistema espacial comple-
to, que mantiene relaciones internas dialécticas y conflictivas. Las
regiones' funcionales dominantes imponen sus condiciones de organización
y de producción al resto. í*a estrategia espacial del gran capital es
la reprodueción-asipliación de los espacios centrales y» por consiguien-
te, la intensificación del proceso de periferización; esto se traduce
en la creciente agudización de la explotación de la periferia por el
centro (114). Los subsistemas espaciales» alejados del eje» mantienen
pocas y débiles interrelaciones, y están condenados a convertirse en
espacios residuales y marginales, en vías áe abandono» replegados sobre
sí mismos y colonizados por fuerzas exógenas (115). De modo que, estos
subsistemas juegan el papel Óe periferia de la región anisotrópica eos-
tera ^centro)- ^ >
Por otra parte, el sistema üe ciudades de Galicia, base de su proceso
de regional i aación, es desequi 1 ibrado» como se pone de roani f i esto en
el estudio de la ley "rank-sise" aplicada a 85 áreas urbanas de Galicia
(3.16} y &n la aplicación del modelo de Berry "city-size1* realizado en
el epígrafe 3*2*3*1 de este mismo capítulo. En general -según se ha
observado en el período estudiado (19SÜ-75)- la creciente concentración
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costera» a lo largo del eje de unión de las' áreas metropolitanas, y
la fuerte disminución poblacional de las zonas interiores, provoca que
la ley "rango-tama ño" no se cumpla (11?)» como sucede normalmente en
economías duales como la gallega.
Los resultados indican* mú&^éBt que un conjunto reducido de ciudades
domina a xtn estrato numeroso de pequeñas ciudades, sin que existan ciu-
dades intermedias, como sucedería en el caso en que la ley "rango-tama-
fío*1 se cumpliese- Las ciudades jerárquicamente en la cúspide -las perte-
necientes al eje de la región anisotrópica- están fuertemente interreia-
cionadas entre sí* jaien-tras ¡que las restantes están débilmente relacio-
nadas. El sistema de ciudades gallego está quebrado por falta de funcio-
nalidad úe las ciudades intermedias. Las capitales regionales {Vigo-
Pontevedra» Santiago y Coruña-Ferrol 5 actúan de corazón de la actividad
económica y cultural, en una. sístole que recoge lo que se produce en
la región ordenando su envío fuera (física, administrativa y financiera-
mente) y una ,íJiástole que recibe las importaciones de otras regiones
y naciones y las distribuye por la región, vía el sistema regional de
ciudades, cuyos rangos sucesivos son de 10CKOOO»-3O.O00, 10,000 y 3.00O
habitantes
 t «|ue a su vez sirven a sus respectivas regiones y comarcas
(118)•
3- El proceso de regionalización de Galicia no es un fenómeno endó-
geno, lo que impide en buena medida el control de la homogeneidad1 espa-
cial di?i desarrollo. Por consiguiente, la regionalizacion de Galicia
no es posible entenderla si no es inserta en el contexto de un sistema
abierto ü& ciudades, en donde, como escribe Racionero (119), "desde
Hueva York hasta una aldea de Galicia» los sis-temas de ciudades se in~
teraccionan entre si, se influyen y actüait como canales de difusión
del proceso de desarrollo económico y cultural1** De ahí que sea preciso
distinguir cuatro escalas —sin cuya consideración no es posible una
concepción prospectiva á&l desarrollo y, desde luego, una planificación
2*egiomsl y acertada- en el sistema jerarquizado de ciudades: mundial,
nacional, regional y comarcal» que articulan, delimitan, sirven y defi-
nen el territorio circundante (12OK
Las regiones homogéneas citadas son el resultado de ia acción de facto-
res o recursos productivos naturales y éte ciertas actividades humanas
muy específicas** Las regiones homogéneas de origen natural (Serras
Orientáis y Serras Surorientais) están constituidas por agregados homo-
géneos adyacentes poco o nada interrelacionados, ctsya homogeneidad viene
determinada por la existencia de un recurso económico natural dominante:
la rcontaña y/o ciertos recursos agrícola-ganaderos (121). Las únicas
relaciones nodulares ~ya que no funcionales, pues sería quizá una deno-
minación excesiva dsda* la implicación jerárquica que el .concepto lleva
consigo— son las debidas a los pequeños y numerosos mercados—feria pe-
riódicos (122), excepción hecha del caso de 0 Barco que está creando
una cierta nodalidad de carácter índusi^ial- Por otra parte," es conve-
niente afirmar que las regiones naturales poseen una gran estabilidad»
gracias a los bucles de autorregulación pasivos que siguen los circuitos
energéticos de su ecosistema (123), pero son también muy vulnerables
ante la acción tecnocrática del hombre.
ha estructura morfológica espacial de estas regiones es la propia de
economías agrícolas poco desarroliadas5 provistas de pequeños núcleos
distributivos de' servicios, que juegan el papel de lugares centrales.
Por el contrario, las -regiones funcionales son producto del paso de
una economía agrícola a una economía industrial en vías- de desarrollo.
Por consiguiente, comienzan a aparecer cambios en la estructura espacial
por los cuales el sistema urbano pasa de estar generado por fuerzas
locacionales de tipo lugar central a estar configurado -aunque de modo
incipiente» por fuerzas locacionales cte tipo" localiz&ción industrial,
caracterizadas por las economías de polarización, ole transporte» etc.
5
- POLÍTICAS
Ete acuerdo con las características del proceso de regionalizacion úe
Galicia -y teniendo como horizonte un escenario de ecodesarrollo <véase
el Capítulo XXI>- podemos señalar, muy sucintamente, las siguientes
''ecoieendac Iones de política urbana y regional:
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1. Conforme a los-hallazgos de la teoría del desarrollo económi-
co £124}j el sistema de ciudades no solo formn la jerarquía de produc-
ción y distribución que postula la teoría Üe los lugares centrales,
sino que constituye también una jerarquía de difusión del progreso tec-
nológico que propaga espacialmente el desarrollo económico* En una pala-
bra, los procesos de desarrollo y la morfología del sistema de ciudades
"están interrelacionados.
Y como quiera que la regionalización de Galicia se realiza -fundamental-
mente- a través de un sistema de ciudades axial o lineal, no permite
el desarrollo homogéneo e integrado del territorio, sino únicamente
de su franja costera. Por tanto, en tales condiciones* parece pertinente
que la morfología espacial a fomentar debe ser un sistema urbano anular,
que incorpore al eje costero ya existente el que podría formarse —por
medio de la planificación urbana y regional adecuadas— con Ourense—Mon-
forte, Chantada, Lugo y la Marina Luguesa. Como dice Racionero (125),
refiriéndose a la estructura espacial anular, "está forma es adecuadísi-
ma para países pequeños o sistemas regionales de unos 300 kms. de diáme-
tro o menores. Se consiguen con ella economías de aglomeración sin con-
gestión. Un rosario de ciudades de-tamaños medianos» fáciles de comuni-
car entre sí, funcionan como «na sola gran urbe cuya población fuese
la suma de los habitantes de tocias. Los equipaialentos de rango superior
de cada ciudad son accesibles para uso común de todas. También resulta
eficiente localizar un nuevo equipamiento en el centro del anillo"-
Por otra parte, a nivel comarcal» los sistemas regulares de estructura
christalleriana continúan siendo eficaces para recoger y distribuir
productos en el territorio. La difusión fie los niveles de vida requiere
núcleos urbanos accesibles a pocos minutos de toda la población aldeana
y rural» i,a cuestión a esta escala comarcal es que el camión y el coche
han hecho innecesarios una serie de núcleos de mercado* recogida y dis-
tribución» que existían cuando los transportes se hacían en caballerías.
Se trata ée reestructurar los sistemas comarcales eliminando lugares
centrales obsoletos y concentrando actuaciones y servicios en núcleos
esparcidos en el territorio, a una hora en coche aproximadamente unos
áe otros <126),
6B
fc*n este sentido, es preciso mantener y - completar la auténtica
de araña" d*í carreteras -que corresponde a la dispersión de la población
gallega y que juegan un auténtico papel ele vs&oa comunicantes .interpa-
rroquiales- paria" que la población de los territorios rurales esté más
cerca del núcleo-capital de la comarca,
2. Corno corolario del punto anterior» y teniendo en cuenta la ruptu-
ra existente en la jerarquía del .sistema de ciudades de Galicia que
dificulta el proceso ele difusión de innovaciones, es necesario potenciar
los grupos de ciudades pequeñas y medianas, complementarias funcional-
mente, cercanas entre sí por modernos medios de -transporte y redes de
carreteras isótopas que permitan obtener economías de aglomeraciónt
propias de las grandes áreas metropolitanas compactas, pero sin su hi-
perconcentraeión. Esta es la idea que preside el "Randstadd" holandés
y que -Iconceptualmente!- lleva aparejada la "gran área de expansión
industrial".
3. Finalmente, habrá que eonsider-ar que el sistema de ciudades es
un sistema abierto., de modo que no se puede modificar el desarro'llo
de las áreas metropolitanas gallegas sino se interviene simultáneamente
sobre el sistema nacional de ciudades; así como, no habrá cambios en
los subsistemas regionales y comarcales del interior sin actuar sobre
el conjunto de la región anisotrópica.
Habrá de tenerse en cuenta» además, las interrelaciones crecientes de
las prolongaciones del eje anisotrópico hacia el sur con Gpórto y hacia
el norte con la fariña Luguesa y el eje cantábrico;, así costo de las
regiones interiores orientales con Ponferrada» Castilla la Vieja y &a~
árid* »
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£fePIT»t£Í XU KOTfeS Y BEFEBEHCIAS BIBLIOCMAFICAS
Cl > '"Use fel Capítulo VIE de.^sfea wisisa tesis, tfoTide heeos hecho una revisión -creaos
exhaustiva- de las cocsarcalizacíones de Galicia realizadas en el pasado.
{?.) HAGGET, P., Locatíonal Atiaiysis in llugae Geogtaphy. E- Aftioltí ttd. Lofidofi» 1965,
p. 283.
Véase el epígrafe 3 del cap. ¥11 de este trabajo.
fia. el .tarafe lfc-1 del cap IX. -
\íj »*i se nos- escapa que la variable llamadas telefónicas elegida puede adolecer- de
ciertas deficiencias en el caso de Bailéis» cosió son las relativas al nivel de
incorporad 6r» del avance tecnológico % al carácter de modernidad del «da sel teléfo-
no {es decir, el grado de acfopciSn y difusión <íe dicha iníioveciSn), etc. Cosío es
bier* s:h£do9 Galicia carece de una buena infraestructura telefónica (Todavía, en
. . palabrt? del Presidente dé la diputación de k Coruña, habrá habitantes en asa pro-
• •'• .is-r-is ci»n el teléfono a 4 kats. de distancia (véase La Voz de Galicia, S-K-1981)
- - /}- • vV"' ''-* A-'íñsecuencja, sucede que una persona en el rural gallego no se siente tan
s ;
 Jr-:
i
:'^''3. en términos relativos» a llaraar por teléfono^ como a desplazarse al merca-
' % - '¿- periódico siás cercano para efectuar las transaciones* económicas propias de una
economía agraria, realizar sus compras y proveerse de ios servicios necesarios-.
Esto plantea la necesidad de analizar otros flujos, qué nos p-ersitsn tina visión
reas plena de la cofspleja estructura de las interacciones espaciales. S Í R embargo,
creeisos que los flujos telefónicos son uno de * los mejores índices singulares ííe
los contactos funcionales, ftderaás, la utilización de otras series de índices conlle-
va el problema de la ponderacién de cada uno de ellos. De todos modos, en otra
\- parte de este capítulo se tienen en ccenta ctras comarealizaeiones para analizar
las diferencias y semejanzas con nuestras conclusiones»
\6) Dichos puntos (centralitas de teléfonos) al ser agrupados» son asignados a sus
correspondientes.
Los datos nos han sido facilitados por *l Jefe 4el Servicio de Estudios
ds ia CT.N.E.j Sr. Huñiz de las Cuevas, al íjue sgradecereos sa cortesía.
UÍÍ ERtANS es la intensidad de tráfico correspondiente a «o velamen de tráfico de
ana hora cursado por un órgano o grupa de árganos» o por un'circuito o grupo de
circuitos, emjíi período de tierapo de una hora. Por «olumen de tráfico efectuado
por un hsz de circuitos o por «n grupo de órganos en un período de tiempo determina-
do, se entiende la suma de los tieopas de ocupación individuales de todos los cir-
cuitos u órqanoa
 en dicho período- ta intensidad cié tráfico es el cociente entre
el voluE^fi de tráfico creado per va haz de circuitos o por un grupo de órganos
y el período dé tiempo durante el cual se ha realisado ía observación.
Adesiás de la falta de interrelaciones aludidas, la reducción de la *»atr5z original
se había fleche necesaria por un -profcle&a áe memoria del ordenador1". Los puntos sx-
cluídos han sido lacios, Baaicoade, Pedrouzo {Q Pino), ft Sioolla de Abaixo, ft Oresa
ISañ iarcos), A. Eirexa (Siíance), Oiaribrita, Oatoisouro, Chan, Craz do Incse» Triacaste-
!a» 8oborást Fontearcada, Toen» G Sol©* Albarellos (Monterrey)» Oimbra* Cadabos
k H i ) Castre {la2a)t ViíaKariñ, Esgos, X«bín, Xunqueira de
Herca, Parada do SU» Patferíie de filiari*, Ürias, Soíito (Asoeiro), Fustán?k £h$tt~
leixa, Cástrele do Val» Lasra, Eiés, Cualeáro, VUardevós, San Aí-íiro,
Traspiras, Calaos de ftandín» 6a»£ant Pertiro de Agaíar y Bóveda ÍViíar de Barrio).
Iodos estos puntos tienen m£$ de 260 ceros en sus filas y columnas, de. modo que
ni llaman ni son llagados práeties^eftte por ningún otre punto. Son parroquias o
lugares pertenecientes a rcunicipios muy aislados de la geografía gallega; pertenecer
casi todos a las comarcas interiores de la provincia de Qurense.
(10) la matriz de probabilidades de transición recoge todas las interacciones directas
4&1 sistema. £s una matriz análoga a lo qtie, en el aétodo de regiotializaciófi basado
en la teoría de grafos, se denomina matriz adyacente y adolece del íüisfae inconve-
niente de la matriz de transición al no recoger las interacciones indirectas. Un
estudio de este tipo puede verse eíi BACHEtARO, P.f "Flux fcéléphoniques et influenee
ifrbaine: Pexemple de la régí&rt da centre". UESFACE 6£QGRAPHÍQÜ£, n$ "£y 1972,
pp. 129-135.
{VI} La suma de los elementos de cada fila { ¿ P . . ) cotístitiuye una nedida de la innuen-
ci3 directa ejercida por la anidad locagional i sobre todas Jas demás de la estruc-
tura espacial. Por otra parte, conviene subrayar que como la sana de las probabili-
dades de transición, a lo largo de las filas, es necesariamente igual a 1, el paso
de ÜÍI estada a otro tiene que tener en cuenta todos los demás estados, to que nos
renite a tfn principio básica de la metodología general de esta tesis: la naturaleza
sisténiíca de los sistemas económicos regionales.
{12} Una comparación» siquiera somera» de estos resultados con los obtenidos del análisis
de los cercados periódicos en Sálicia nos señalaría una estructura jerárquica síffli-
I lar. Véase «IBALBES BEOERA, íí.ií., CASAS TOARES, J>M. "Mercados periódicos de Sali-
d a . Distribución espacial, frecuencia, rango y área de influencia». SEQSRAPHICA»
n9 3, Julio-Septiembre» 1973, pp. 177-205.
{13} El programa utilizado fue el Har&ov I» descripfeo en tíABBLE, D.s T»o coaptiters pro-
grams for the artalysis of simple liarfeoy Cfeaiñ&. Research fíeport, n§ 5. Departsient
of Geography, Sorthwestepíi tfniversity. Illinois, 1964. Agradecemos a Joaquín Clusa,
la gentileza que ha tenida en facilitárnoslo. El procedimiento de la inforsiaciSn
se ha efectuado en el Centro de Cálculo de la universidad de Santiago de Compcstela.
Véase, en este sentido* EtJSSISES, J.* FASCUftt, U*t «la distancia funcional como
instrumento para la delimitación de regiones: ei caso español". REVISTARE EC68 0 $ IA
Vt «9 2T 1973, pp. 113-13S.
Posiblemente un análisis de los flujos oasa-trabajo, de indudable interés y todawía
pendiente de investigación, de esta Área Metropolitana poisrfría esto mise© de mani-
fiesto* » . *
Aunque otros muchos algoritmos o medidas <íe distancia son posibles, hemos elegido
el de Kard por ser uno de los isas condíft&eftte utilizados en este tipa de problemas*
íin análisis más detallado de esta técnica pyede verse en el Apéndice matemático
A. El programa de ordenador utilizado ha sido el H-GROUP. Véase VEtO«AS, O.J.»
fgrtraa Progrataming for the geNavioral Sciences, Holt,!Unehart and ííinston, Se»
Vork, IS67» £1 programa fue pasado en ei Centro de Cálcalo de la Universidad-de
Santiago de Coai?&stela«
De los distintos fültcdos existentes para realizar an análisis "cluster",
M
preferido el jerárquico agloiser-stivB5 pues, ne» hablamos abrigado una Idea preconcebi-
da a príori sobre cuál sería el núcelo exacto nás adecuado cíe eoBisrcs& funcionales.
(18) Víase CUÍ5&, J., «Territorio y ^ilustración Local», en VI REUHIOS PE ESTUDIOS
RESIOflfttES. Valencia» Noviembre, Í9B0. p. 30, Este áutsr sigue el criterio* ya
clásico eíi los estudios de eoiftareslizacián en Cataluña, de la Ponencia para el
estudie de la División Territorial de aquella nacionalidad. El criterio es "a quins
eontingtits havien de servir el ccntínents s establir, i quines relaciotis tarien
de aasítenlr les desarcEcions entre elles i cota sríiavien de Hig-ar aab la fienerali-
" tafe". e£StRALITÍU DE CftTALUtíVA. CGKSEtLEííIA D'ECOÍiOHIA, La SivisíoTerritorial
de Catalunya. Ediciems del 0epartass«fifc Técnic. Barcelona, 1937, p. 51 (El ejemplar
manejado «s una edición facsímil áe 1977 realizada, con ocasión del Congreso de
Cultura Catalana, ,por~la Editorial Selx Barral). Consúltese taíabilo CñSfiSSAS, Lt.»
CLUSA* J., Llorgaaizaclo territorial a Catalunya. Ptiblieacióíis de la Ftindaci6 Jaume
Bofill,
(19} Dicha regíoñalizaciáñ es el producto* no solo del análisis estadístico de los- flujos
telefónicos, sino también de la revisión j o t r a s comarcalizacicnes =ya realizadas
(véase el Cap- Y H ) ée la denominada "encuesta a testigos privilegiados (Véase
el Anexa de este BIÍSEI» capítulo) y de la división de Galicia en áreas comerciales
(Mapa correspondiente del Anexe) (Consúltese CONSEJO SUPERIOR DE U S CAÍÍñRAS DE
COHEftCIB, I M S T R U V SAVEGÍiCXQEi, Atlas Comercial de España, reproducido en C.É.C.A.
Situación actual y perspectivasdel desarrollo de Galicia. Fondo para la Investiga-
cien Económica y Seciaí de la C^E.C.A- Madrid, 1975, 11 Tonto, pp- 270-271).
(£0) Creemos que- nuestra propuesta puede ser una aproximación al tema de la coaarcaiiza-
cLón de -ciertos servicios públices- So obstante," una delimitación comarcal cabal
de tales servicios exige un análisis pormenorizado -que 'aquí no hacensos- de los
estándares, absolutos {tmidades físicas por población servida) y de los estándares
funcionales (distancia máxiata tle la población a cada servicio)» Obsérvese que nues-
tro modelo no trata espeeíficaineftte los niveles subregionales y locales, lo que
implicaría HR examen deterjidij de les re^tteriaiientos propios del planeamiento físicc-
(21) ftjnfeas regiones se caracterizan por Is existencia de nuierosos" Bercados-ferja, <jue
• abastecen ein su say&r*3 «na población inferior a los 8.000 habitantes. Este es
el caso de Baleira, Seira de Jusá, Navia de Suarna» Seaane (Folgoso do Caurel),
Pedrafita, Catballeda, 0 Bolo* A Sáa, PetSn, A H«zquita, etc. Otros nádeos* los
ffienos» abastecsíí poblaciones ejntre S.000 y 18^000 habitantes (Fonsagrada, Quiroga,
Poboa de Trives, Víana do Solo y Becerrea). Víase KIRAtBES, H.R., CASAS, J.H.,
"Hercados periSáicss de Galicia, distribución espacial» frecuencia» range y área
de influencia", SESS^ABUCiU i*^  3t JulÍG-Septieiabre, 1973, pp. 188-1SU lina descrip-
ción geográfica del espacio serrano en Galicia, puede verse en el trabajo de PÉREZ
fttBEñíI» &.t tfAproxÍaaciÓn xeográfíca ás serras galegas", que se encuentra en la
obra ííe DE LIASO CASAOQ, P,, Arquitectura Popular en Salicia» Publicacién do C.O.ft;
G. Santiago de Conpostela, l&Sí» pp* 147-177.
Véase el número
isiírítaña» ds CIUDAD V
dedicado ai tema áe la ordenación del territorio de
9 4 t 1979. Asimismo, pueden coasultarse las ponen-
{22}
Í23) SüVIRIft, K.t Presente y fatoVo del espacio pirenaico, ftlcrado Editor* Zaragoza,
1976. "
cias que sobre el tema se presentaron a la n REtmiOB DE ESTUDIOS RESIONAUS. Valen
cia.
24) Esta afiriaaciori debe ser contrastada con otros flujo?, pues, puede suceder íjue
consecuencia del hecho áe <jye la ooblacián,de lago-este senos servias telefáf
te. Esto últisto puede ec¡r*5>rolíarse fácilüiertte consultando 8AÜESTO, A»uaHo del Merca-
do Español. A R O S 1978-S9?9t en donde figura el nántero de telefones por fótrnicipío.
Hec&o igualmente reconocido por el propio Presidente-de la C.T.K.E. en sus declara-
ciones a tA VOZ OE GALICIA, 9-X-1981, Otros estudios concluyen en otro sentido
diferente al nuestro: las ligazones interurbanas de dependencia sort rsás fuertes
entre Lugo y A Coruña q«e entre Gurense y Viga. fEÍSRER RESALES, R.» PSCCESO, A.,
"El sisteeta de loralización urijarto e, industrial", en V&RiüS, t a £ s p a na de las ft ti t o -
Espasa-Calpe. Hadrid* 1981, Tamo i, po« 299-364. Por cons.iguierstet un Juicio
definitivo comporta una Investigación monográfica raás profunda,
(25) Una encuesta personal IR situ nos coafirroá la mayor dependencia de Chantada respecto
a Oürense que respecto a Lugo. Los -preguntados fueron comerciantes y funcionarios
del Servicio de Extensión Agraria, organismo perteneciente "si H. de Agricultura.
ft la isisüia c&nclifaión llega SGUTG, X.H- et al., Salicia a nosa térra. Escola iVberta.
Santiago, 198G, f*. 176, aplicando el conocido índice de Reilly- Por otra parte,
en el diseño de las Áreas Comerciales de Salicia, Chantada cae bajo el área coiser-
cial de Üurense. Véase el Andexo de este misaio capitulo, donde reproducimos el
isapa para Galicia del Htlas Coffierc.íal de España.
(26) Kotiforte está relativamente más relacionada con tugo que con Oürense- Pero Is dife-
rencia de las influencias respectivas no es considerable. De nuestro trabajo de
casipo y de las entrevistas realizadas en el wficleo urbano y coinarca» hemos podido
averiguar que Henforte bascula en ciertos servicios co'sercial-es hacia Oürense y
todos los eitcuestados coinciden eñ fl«e ana carretera en buen estado qye corcuniease
Ourense con Lugo a trawés de Monfortef inclinarla definitivaí&eíite a ésta en el
ámbito de influencia de aquella ciudad* Como tendremos ocasión de ver mas adelante,
Monferte y- la coaarca que rige están llagadas a ílesespeñar, en ÜR escenario de'
ecodesarrollo, un papel vertebradsr de las regiones interiores de Salicia (tugo,-
Ourense y las comarcas de las montanas orientales). De este modo, Konforte sería
un instrumento patenciador de ana estructura urbana anular (Ferrol-Betanzos-Coruña-
Santiago-Vilagarcía-Pontevedra-Vigo-Qurense-Honforte-tügo-As Pontes-Ferrol), capaz
de generar una dinámica econésicQ-espatiUl integradora de las diferentes regiones
económicas de Salicia.
(2?) k idénticos resultados se puede llegar observando las menores valores de las colum-
nas de la matriz KFPT, pero la prolijidad del procedimiento lo hace desaconsejable.
Cotísáltese el Apeadle* 8, dedicado al análisis de las Cadenas-de Harkov.
(29) Véase TORER, K. PHECEOO, ¿Lt ap. cit., p. 333.
ConclasiÓtt que se corresponde csr» la evolución rango-tsmaño» en las álfeimas décadas
(psríodo 1950-1970)* de las áreas urbanas gallegas^ Véase SARCHEZ CftSAS» C.f
de le evolución de rangas en el diagnóstico previo al planeamiento". CIt
pp. 25-34.
Este ffiisBio procediiriento oa sido aplicado por PRECEDO» A.J«, ta red urbana de Üava-
rra* Caja de Ahorros de fiavarra. Paisplona, 19?S» p* 137, para obtener ana jerarquía
de los rváclees navarros 3 partir de sus centraUdades» obtenidas mediante la aplica-
ciin de la teoría ítel lu^ar central. Véase también para el caso de Galicia, el
trabajo del misfse autor, !1&alicia: red urbana y desarrollo regional", BOU TI & Vi
i*Jff..ftl. SOCIEDAD GEOGRÁFICA. Enero-OicaeRbre,
{Z2)
{33)
(35)
la $ í * m t u d de los xndiees de céntraHdad de Vjgo (ü.15332) y A Coraría (0*15313)
n© nos peftñten concluir sobre cuál de las dos posee una preminencia -si la hubiese-
relativa en la jerarquía urbana de Galicia. Has tarde, en el epígrafe dedicado
ai aíí£Hsis siultiditsensienal, tendremos ocasiájn» analizando la estructura económica
éé cada sna de ellas, de perfilar algo Eiás este aspecto.
Bíeho fenómeno suscita -arta vez más- la pol&tica concentración versus dispersión.
fror tanto, e la laz de los datos analizados jsobre el caso gallego» tal polémica
dejaría ds tener sentido y debiera replantearse de nuevo en «tros térfñnos: supuesto
lífi Habitat disperso, la dicotomía sería alta densidad vs. baja densidad* Corea dice
Beíras, HIa concentración en núcleos mayores ("vilares", "vilas") se operé precisa-
Beíite allí donde preexistía una gran dispersión, anida a partir de un etosieRto dado
a íina dinámica de .sensible aumento de la densidad; y se operó" sin que el surgimiento
d* les núcleos aglomeradas sierraara, ni- despoblara, el habitat espolvoreado en
s«s hinterlands- Todo ello da sucho que pensar en torno a la virtualidad curadora
"concentración11* sobre el que tanto se especula de un tiempo a e&ta
¿fie será que -salvo» por supuesto, casos extremos- el auténtico problema
estriba en invertir la dinámica demográf'%&& de la zona afectada?11-"BEISAS, X.H.t
Estructura y probieaas de la población gallega. Servicio de Estudios del Baneo
del üereeste. La €oruña, 1970, pp. 48-49.
adviértase que ésta es una priaiera decisión subjetiva que» de alguna manera, condi-
ciona el proceso artalítíeo posterior. La elección es una y Snica, entre otras muchas
posibles. La Mayor o menor validez del análisis dependerá, en primer lugar, del
grads de aprehensión de la realiáaá de las yariables seleccionadas, lo qae está
es pro^oreián directa del coíiocimiento previo que áet problema, objeto de estudio,
decq&treiiss poseer. Y, era segundo lagsr, del grado de sigfiificatividad qae «luestreti
tales variables para alcanzar el objetivo propuesto.
Sosos conscientes de las limitaciones inherentes a la utilización del
co»o unidad locacional básica en Galicia. Basten unas palabras de la autoridad-
del excepcional geógrafo que ful Otero Pedrayo cuando afirmaba, de manera magistral
aill por la eítsd de la dicada de los años 20T que "Polo pronto, na Galiza temos
aisha unídade vital antiga, xeográfica, eterna: a parroquia. Pra coííeeeriBos a xeogra-
H a hunán galega é percíso estudar tSdalas parroquias cun Btétode seguro. Temos
a fertitíía de consérvala célula social laferega íntegra nos seus decivisos caraute-
fes.»^ E nos se pode afastar o investigador dista pauta tratada pola natureza e
pola historia* isoha vegada estudadas as parroquias, e doada dispolas en rexiós
naturas". Véase OTERO PEORñVOf K.j Problemas da Xeografía galega - nota enceldas
for»as de polsáacio'n labrega. Seiüinario de Esttides üalegos. A Cruña, 1927, p- 8.
La parroquia iia sido posteriormente objeto de estudio desde diferentes puntos de
vista. fisE, jurídicamente, fue tratada por FARlSfc JAftARDO, J., la parroquia rural
en Saltcia, I.E^fi.L., Hadrid, I975j atitropolégieansetite, p^or L1S0N TOLOSAtlA^ C-,
antropología cultural de SalScia. Siglo XXI Editores» Madrid, 1971, pp. 65-109;
Sociológicamente, CORES TR&SHQtíTE, S-, Sociología Rural., jte Sállela. Ed, Librigal.
ta CorttBa, 1973» pp. 173-201; GeogrSficaGignte, CASAS 10RBES, J.fi. et al., Galicia,
Hapa e judieet de l»?caUzaci§n geográfica de sus parroquias» Publlcacioíies Dep.
fieogrsfía universidad de Santiago áe Cocipostela» 1S7&. Por consiguientet hubiese
sld© deseable» por las razones citadas, la utlliaaciSn de la parroquia; pero la
falta de disponibilidad de datos a ese nivel de desagregación espacial nos irpiden
aefcuaicetíte un análisis de ese tipo. Sabemos 4e la existencia de una base de dates
a nivel parroquia -por parte de! Centro Regional de Extensión Agraria (8* de Agricul-
tura); pero la falta de aíiífarátídad en las varia.bles recogidas y sa carácter parcial
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(por ssf las características recogidas de naturaleza fimdasfefitaíiiieríte agraria}»
impiden «na co^arcslizacián homogénea del tipo- que aquí se pretende (resultante
de la utilización da variables agrarias, industriales y de servicies» poblaeionales»
de empleo* etc.) a afectos de una planificación integral»
(36) Los datos corresponden al año 1375, debido a la falta para cuchas de tas variables
utilizadas,, de ínfarüjacíon en aftas, posteriores. Este Hecho -íjue podría convertir
en obsoletos otras estudios de diferente naturaleza al presente, finalizado a la
altura de 3U982-, no es un cendici enaste grave en nuestro caso, e-apecialaenCe si
se tiene en cuenta la eortacida inercia temporal de los fenómenos sociseconómieos
espaciales, que permanecen relativamente estables durante dilatados períodos de
tiempo. No obstante, allí donde iia sido necesario» se han tenido «n cuenta las
resultadas del ultimo Censo de Población de 1981.
(37) La elección de las variables de población se ha hecho previo*estudio de la estructu-
ra de asentamiento de la población gallega. Véase BEIRAS, X.H., cp.cit, pp, 29-
50. . ' '
(38) Lo qu% nos ofrece una buena inercia del grado de polarización demográfica del muni-
cipio. La fuente de I B que se ha extraído esta variable y -previo el tratamiento
correspondiente- las variables del número 2 al 27 ha sido I.íí.E.» Explotación del
Padrón Municipal de Habitantes de 1975 (inédita), BABESTO, Anuario del Bereads
Poblaciones de derecho y de heehg de los municipiosEspañol (varios afies) e I.N.E.
españoles. Madrid» 1977. Se entiende por población de derecho,.los habitantes resi-
dentes, estén presentes o ausentes.
(39) Para el cálculo de este índice, aparte de las fuentes anteriormente citadas» se
ha partido, lógicamente, de I.M.E., Padrón Hunicipal de Habitantes, 1965»
(W) Oícho índice ha sido elaborado a partir de la ecuación Iy = 2 log P + log T, siendo
Iü el índice de urbanización» P el promedia deshabitantes por entidad de población
y T el níaero de entidades de población por Km*. Véase FUNDACIÓN FOESSft, Estudios
sociológicos sobre la situación social de España, 197Q. Ed. Eyramérica, Madrid,
p. U95.
(^ 1) Definida* lógicamente,- por el cociente Población de 0 a H años x 100 / Población
total de derecho. Él cálcalo se ha hecho de manera análoga para las poblaciones
de 15 a 64 y 65 y tsás anos de edad.
{t*2) La tasa de residencia se define por el cociente población de derecho que ha vivido
sientore etí el tunicipio a 100 / población total de derecho.
í^3) 0efínieta por el cociente activos de 15 J más añas x 100 / poblaeiáíi de deVecho
tie 15 y ni años.
(H) Calculado por el cociente parados x 100 / total de activos, es obvio que dicha
variable -Infice de paro registrado- no expresa claramente la realidad del desempleo
en Galicia. Coso ?s sabido, el concepta de parado -implícito en aquel índice- es
el qtíe corresponde a acuella persona <juef estando en edad ds trabajar* no ejerce
«fía actividad resuneraáa durante «na jomada laboral de 8 horas. En consecuencia,
s& trata básican&nte de un cence^to propio de ana sociedad industrie!, en donde
'Mia el trabajo por cuenta ajena, lo qus evidentemente no se ajusta a las
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características de la éconoiaxa gallega, caracterizada por alias lasas de pare encu-
bierto. £r> cualquier caes, ta! íssdíce no se Ha excluido apriorístiearoemie del análi-
sis par-a ^ue sean las propias cifras, y el procedimiento estadístico seguido» quie-
nes se encarguen de hacerlo. Un tratamiento de este problema del para encubierte»
como uno de los factores básices ganadores del proceso rcsgratorio puede verse en
el capítulo Ib de ests tesis.
(45) Cociente de activos en agricultura x 109 / total cíe activos. De modo análoga, se
has sefinido les índices de actives para los sectores industrial, construcción
y de servicios.
£46) Empleadores x 1QQ ¡ activos totales. P O P empleadores se entiende todo a<?uei patrono»
empresario o profesional que emplea a personal.
(47) Empresarios sin asalariados y trabajadores independientes.x 180 / total activos.
ÍBípresarios- son aquellos que no emplean personal, trabajadores por cuenta propia
y miembros de cooperativas.
(48) Asalariados x IDO / total activos, asalariado es toda aquella persona q«e trabaja
con carácter fije o eventual por cualquier clase de resiíineracióíi-, jornal o comisión.
($9) Los restantes activos (etros) x 103 / total activos. ''Otros11 son las personas que
trabajan sin remuneración reglamentaria en la empresa familiar y otros activos
sin clasificar,
ÍSO) Analfabetos x IQO / población de derecho de 15 y aás años de edad.
(53) Personas con estudios priuaries x 100 / población de derecho de 15 y iBas afíos'de
edad. Se ha hecho tin cálculo análogo para el caso de las personas con estudios
inedias y superiores.
(52) Fuente; Oelega&ián del I.S.E., en el H- DE EDUCACIÓN Y CIENCIA, Alusmos matriculados
en E.6.B. Curso 1975-1976,
(53) COLEGIO DI HEOICOS DE ESPAÑA, JUmario Hedico-Farinacéutice nacional. 1976. Ed* Lectura
y Estadio. Barcelona, 1978.
I.N.E., Reseñas Estadísticas Pfovinciales (Diferentes aS
£55) faenfce: I.S.£*( Cense Agrario de España 1972, a partir del .cual henos obtenido
las variables nSnis. 31 al 35,
La superficie agrícola utilizada o átil Gocpren^e las tierras eñ alternativa &
labradas» las de pastos y praderas permanentes, las de huerta no perenne y ia co-
rrespondiente a ias piantacisuies no forestales. Véase DESCLftüDE 6., ÍOKDÜT* J»f
ta empresa agraria y sa gestión, tú. Hiisdi-Prensa, 23 Edicióií. Madrid, Í9?9» p*269.
OB, cit. (barios años), ta ralswa fuente ñas ha servido para la ponderación
de las variables relativas al número de teléfonos» násrero áe bancos f cajas de
ahorro» nóiaero 4e licencias comereiales» presupuesto municipal, recaudación del
de «rspectSculos» renta ptr capita y cuota de «ercado»
I.«,E-, Censo de la Vivienda.
(59) I.H*E.« Censo de los Edificios»
(60) Obsérvese que el grado de exhaus-tívidad del listado de variable^ es relativo- Así,
cabe serlslar la ausencia de variabíeá de todo punto relevantes cerno el consuno
<íe energía eléctrica ert sus diferentes usos {potencia de er>&r§ía eléctrica indus-
trial instalada^ cañsusio de energía eléctrica industrial» consumo ele energía eléc-
trica factor servicios y consumo de etiergía eléctrica residencial}, el grado de
iBBcanlzaeíán agrícola (numero de tractores, de orugas» motocultores, sierras, etc.)*
cabaRa ganadera municipal, imposiciones en bancos y cajas, rentas de las propiedades
municipales, dotaciones sanitarias, giros postales impuestos, giros postales paga-
dos, correspondencia (cartas, telegramas* paquetes nacidos y distribuidos), mkeero
de licencias industriales, sáraere de instrumentas notariales etc. Las razones
que nos han inducido a su omisión en el análisis san diversas, linas, caso del CORCU-
SIÓ de energía eléctrica* a pesar de las gestiones realizadas para su obtención
en PENOSA: S.A.» nuestros esfuerzos han resultado infructuosos. Otras, las relativas
al tráfico de correspondencia» solo se hallan disponibles a un nivel de de agrega-
ción siipramunicipal donde se hallan ubicadas las oficinas principales de la Adminis-
tración de Cerreos y Telégrafos (Véase los boletines de periodicidad anual publica-
dos por la SyBOIRECClGN GENÉBftL CE U ftDfíIílISTiíACIOlí EC&NGIÍICÍV DE CORREOS V TELEGRA-
FOS,- Tráfico nacional de correspondencia. Hadríd. En fin, las relativas al sector
agrícola, hubiesen exigido un esfuerzo de recopilación estadística, a partir de
los datos acumulados en las Delegaciones Provinciales del Kinisterio de Agricultura,
que excedería el tiempo «*ue tenemos disponible para la ejecución de este trabajo,
lío obstante, elaborado ya • este trabajo heffios coiiQcIdo la existencia de uria estadís-
tica de la cabana ganadera municipal, tipos de explotaciones, etc., que hubiese
sito útil para el análisis espacial de nuestra esetruettira agraria (Véase PÉREZ
IGLESIAS, HA., La reserva ganadera de Salicia: Pasado y presente. Instituto de
Geografía Aplicada. C.S.T.C. Santiago de Compostela, 1979; En cualquier casa, consj.-
derafBos Gue .el elenco de variables manejado nos peralte abstraer «na imagen sufi-
cientemente veraz de la realidad socioeconómica gallega, a los efectos del objetivo
buscado: la obtención de «fía cosareallzaclóñ nosogénsa y el estudia de los desequi~
librios espaciales,
(61) Para aquellos municipios que son más cercanos a las ciudades mayores de 59.000
habitantes que a la capital de la provincia, sa ba considerado la distancia a-aque-
llas ciudades* Dado que en la fuente citada en el texto soto vienen las distancias
de cada municipio a la capital> para las restantes distancias hemos utilizado el
«apa Regional de SaHtáa. CAJA DE AHORROS OE SASTIASD, S9?8 y el Hapa de Sállela,
Edición Sálvora. Santiago, 1981, eligiendo siempre el trayecto más corto. Debelaos
señalar, sin embargo* que, posiblemente» ftiese deseable optar por variables alterna-
tivas a ésta» tales como costes de transporte, tiempos de desplazamiento, etc.;
peí-o la elaboración que implicarían dichos cllculos sobrecargarían en exceso nuestro
trabajo. En nuestro ceso, se ba tenido obviamente eñ cuenta ías distancias a Ferrol»
Santiago y Vjgo de aquellos intmieipios ffiás cercanos a estas ciudades que a fe Coruna
y Pontevedra, tas razones de tal razo'íi son claras: se trata áe analizar el efecto
distancia (y los costes de transporte y demás que i»?>IÍca) sobre los efectos
"spread" de las ciudades relativamente importantes*
IW) Este índice ha sido calculado en el epígrafe 2,5. de este jaisnio capítulo.
(&3) íl&ase. el Apéndice k del Capitulo X» para una exposseién formalizada de estos métodos
estadísticos.
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ISARO, V., Métodos de análisis regional, té. Ariel. Barcelona, 1971» pp. 5«ss.
Véase también CHORtEY, J., HAGfiETT, P,( la geografía>•los modelos socio-económicos.
I.EJLL. Madrid, 1971, pp. 47-85.'
(65) HOSEtEY, N.J., Centras da cr«ci»ientra eñ la planificacián espacial. I.E.A.l. Hadrid*
1977, pp. 35-4ST,
(66) Decimos "probablemente11, porque, naturalmente* aunque el porcentaje de crc
demográfico para los Eunieipios sea el aísso, su significado es distinto segán
el tamaño poblacional qsie poseam Sás adelante* tendremos ocasión de profundizar
en estos aspectos.*
(6?) Un estudio sobre los ce retios de la población de cada municipio en el período 1910-
1955» puede verse en CASAS TG8RES, J.H., nCaeibÍQs en la distribución regional de
la población de Galicia durante nuestro siglo». CONFERENCIA EN BL C.E.S.IJJ. Santia-
go, 1969, Un estudio del filtíiao decenio -también por quinquenios- sobre este tetaa,
y donde se analizan las tendencias »ás recientes, poede verse eti ARIAS VEIRA, P-,
"Crece la población y disminuye la emigración en Galicia"* tft VOZ DE GALICIA,, 4
de Jimio de Í982f suplemento especial. *
(68) Sin embargo» el área urbana de S Ferrol está sufriendo eíi fechas recientes «na
fuerte inflexión en su crecimiento, pues habría que advertir que si salo se conside-
ran área urbana Ferrol* Harón y Fene* se registra sola Uña muy ligera inmigración.
Pero si se amplía con los municipios de Hugartfos y Heda» aparecen ya salidas hacia
el exterior. Lo que por otra parte pone de relieve la profunda crisis económica
que está atravesando la comarca ferrolana»"pues casi ai siquiera consigue retener
el crecimiento natural -nacimientos menos defunciones- de su población11- Véase
ARIAS VE1HA» P., op. eit. •*
(89) Se obstante, en el período 31-XII-Í975, 1-XII-Í981, la tendencia Bencienada no
se mantiene en algunos casos; los aunícipios de Teo» BoqueixÓn, Ames, Brián, Groso»
Sílleda sufren perdidas porcentuales de .población dsl orden de S-9S, 8.3%, 7.4**
6.9%, 10.4%, 11.1%, respectivasente, ios restantes muñicijiios no registran «edifica-
ciones notables en su eomportasíieiítc» salvo Padrón <j«e ha exper i sentado un conside-
rable incremento del 19-3% é« sti población municipal.
Evidentemente, los grados de libertad tan elevados COTÍ los que se ha trabajado,
m taropoco son ajenos a estos resultados» coso se verá a ccntimiaciím.
A la misma conelysión llega Hiralbés -para el período fiG-65-. Véase HIRULBES, H.R.,
"Cotitrastes demográficas de Galicia11, en VARIOS, Homenaje a' D, José Manuel Casas
Torres. Veinticinco aBos de docencia universitaria. Zaragoza, 1972» p. 240
Este hecho se da tanto al ni^el de cada «na de* las regiones -can las excepciones
mencionadas- en tjue se ha dividido a Galicia sonso si se consideran los 312 smnieí-
conjuntamente, cuyo coeficiente de correlación arroja un valor de 0
He §hí yn estudio de interés -qae nú hemos podido aberdar- que consistiría sn anaü-
zap la relacifin existente entre el creciEiiento demográfico y la población municipal
(y la población del say&r nácleo» etc») por taütaftos áíferentes. Podría «erse» entsn-
ees, cuáles sosi los tamaños ^ue arr&jan mayores tasas de crecimiento, ün
 res,jr,en
de- la evidencia del sistema urbana aEierieano» en relacién a este particular, puede
verse en HGSEUY, S.J.» Centros de crecimiento..., pp. 152-1S5,
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(74) El modelo "rank-síze" ya ha sido aplicado g Galicia en des ocasiones» aunqye* desde
uo punto de vista territorial, de isotío lisiiisdo. Véase SÁNCHEZ CASAS, e.t "El ciétodo
de la evolución de rangos en el diagnóstico previo al planestfiiento"* CIÍ>pftO_V TEftftl-*
TORIO, f»S 4, 19S0» pp. 25-34 y DE ESIEBAfJ, A., Las ¿reas metropolitanas-en España:
Un análisis ecolÓgleo. CI.S. Madrid, 1981, pp. 178-181, 202-206. Oe ahí el interés,
por razones de eorapleEientariedad analítica» del' análisis; que aquí realizados,
desde la perspectiva ilcity-size"« Véase BERRV, B.J.l.t H08T0H, f.E», Gecgraphic
perspsctives on tffban systefltg* Prentice Hall- Englewood Cliff. Res* Jersey, 1970,
pp. 70-ss.
(75) ta eiísloeién de la población municipal de ft Estrada en el áltiisa sexenio es particu-
larmente preocupante: ha perdido el B.2% de su poblacién, pasando de 28.318 habitas-
. tes en 1S/5 a 25-719 en 1981. El estudio pormenorizado de las causas de este hecho
RO se debe hacer esperan, dadas las consecuencias que puede tercer so&re su papel
director de la comarca.
(76) Parece oportuno qae nos defiíiasos contra todo fatalismo socioeeonÉisico, Debe comen-
zarse, ceTisecaenteaente» por instrusentar los medios que" pongan panto final a la
regresí5n crónica de estas áreas. Véaser por su interés» las Propuestas de Ley
de Alta fíontaña» admitidas a trámite por la Mesa del Parlamento de Catalunya el
22 de diciembre de 1981» y presentadas por los Grupos Parlamentarios Socialista,
de Convergencia I unió, Centristes 1 Esquerra Republicana. Pueden consultarse er*
la revista CEUHT, nS 49, Í9B2, pp. 7-16.
(77) El l.N.E. clasifica la población española en tres conjuntos distintos, denominados
zana, «rhana, zoaa intermedia y zona rural, que estáis compuestas, rsspectivasente,
<íe entidades singulares de población con más de ÍO.000 habitantes, de 2.001 a 10.000
y con 2.033 habitantes y raenos. Véase una crítica de esta tipología en BEIRAS,
K.H., op. cít., pp. 17-ss. ¥ del aismc autor, 0 atraso ecoaémico de Galicia,, Edito-
rial Galaxia. ¥igo, 1972* pp. 71-73. Y también PAZ AHQHABE, ¥., La marginación
áe Calicia. Siglo XXI Editores. Madrid, X97Q, pp. 24-26 y CORES TfSASMOUTE, B.,
Sociolagía rwral de Salicia. Ed» LibrigáU La Coruña, 1S73, pp. 94-ss. Q«izát en
fin, especialmente para las dos principales regiones del litoral costero, la distin-
ción «fue fticaide recoge del ftnaario Demográfico de las Raciones íínidas de 1972,
resulte de Bayor interés. Es «na clasificación en cuatro grados: población metropo-
litana urbanizada y no arbanizada y la población no Metropolitana urbanizada y
no urbanizada. Ese misao autor añade que "se trata de cuatro categorías de datos
Qae servirían al «ismo tiempo para las aáltiples necesidades de la planificación
re§itmal> de la olaniFieaciSs física y de la planificación ecoaóraica y social".
Véase ALCfiíBE ISCHAÜSII, A., Estadística ftplisada a las Ciencias Sociales. Ed.
?iráfliide. «adrid» 1975» p. 1SS. Las restantes regiones de Galicia, eñ particular
las del interi&r» parecen adaptarse aiejor a dos categorías sisipleBierifce: la urbana
y la rural. £n cualquier caso* éste es un problema qué excede nuestro objeto de
trabajo y» quizá,, también nuestra capacidad al concurrir en él otros míenos factores
que el exelusivaaenfce económico*
Dicha tendencia urbanizadora no salo se Mantiene» sino que se ve reforjada e« los
Sitiaos años» debido, fundamentalmente, al cierre -provocado por la crisis económi-
ca- de la espita de la emígracSófi exterior y a las grandes ciudades espaft&las.
Véase ARIAS VEiSñ;P.» op. cit.
Sa rewisioíi de les estudios sobre este tema que se recoges en MOSEt£Y, R.J,»
cit»4 pp. 144-ss. Este es otro aspecto de interés» cuyo estudio defeiera ser
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(83)
abordado: ¿Cuál es la extensión espacial y a qué tasa disminuyen las economías
de aglomeración a nedida que nos separares i& los centros urbanos?. ¿Qyé tipo de
economías de aglomeración son más valiosas para etda industria? ¿cuál es el patrón
espacial que afecta a la propensión ds las empresas de los centros de crecimiento
a establecer plantas industríales en sus áreas próximas? ¿€6no se verían afectados
los proceses productivos de las diversas empresas e industrias por una política
voluntarssta de descentralización espacial?. Estas y otras preguntas se nos ocurren
insoslayables de cara a ía racíonalizacién de hipotéticas políticas de equilibrio
en la lccaK2aeí6fi industrial.
(80) Ibíd, p* 15?.
{81) Ibld, pp. 123-125.
(82) Üfi aspecto de importancia, que -per obviar razones de espacio y tiempo- no tientos
podido abordar,, es el relativo a la comprobación de en qué medida la estructura
espacial (satriz original de aunicipios y variables) determina el comportamiento
o funcionamiento del sistema regional (matriz de flujos) y viceversa. En otras
palabras» se trataría de analizar cómo correlacionan la coiaarcalízación homogénea
y la cGffisrcalizaciÓn funcional. Berry fue el primero en realizar este tipo de estu-
dios, aplicando la técnica de correlación canónica, que consiste eñ hallar las
correlaciones máximas entre pares de factores extraídos de la siatriz de estructura
y de la íiiñtriz de comportamiento (Véase el capítulo X de esta tesis, en donde se
hace un análisis del .estado de la cuestión).. Dada la carencia de datos de flujos»
no nos ha sido posible efectuar la aplicación a Salicia del análisis de Berry.
t ¿,K.f op. cit.» p. 49. ^
El programa de ordenador utilizado ha sido el habitual en estos casos: DlXOfó» Ví.J.
(£d.), Bíostedical Competer Programa. 8HBP, líniversity of California Press. Berkeley.
tos ftngeles, 1975.
(85) Este es el criterio recoBeiídado por Jollíffe. Véase JOLtlFFE, I.J., «Discarding
variables In a principal component analysis I: Artificial data". ftPPLIEO STATISTIC,
21, 1972» pp, 180-173. Tastbiéñ del mismo autor, «Discarding variables in a principal
component analysis II: Real Data". ftPPHED STftTISTICSt 22, pp. 21-31»
(86) Ahora bien, «na observación T&uy importante se impone: la disponibilidad tan sólo
de datos csunicipaies nos han conducido obligatoriamente a la elaboración de disen-
siones o indicadores igwalsente municipales de los equipamientos sociales; pero
éstos pueden dar -de hecho, tían- señales muy erróneas sobre la localizBciáu de
los mismos y generan resultados que ocultan las fuertes desigualdades existentes,
en muchas ocasiones, a nivel intramunicipal. <¿0ué sucedería si analizárseos la
dispersión, de las mismas variables utilizadas, por distritos urbanos o par parro-
quias en los municipios rurales?. Puest sucedería, sin duda, que las heterogeneida-
des y las zonas intramunicipales desasistidas emergerían con toda sa crudeza. Es
lo que» entre los analistas de las desigualdades, recibe %\ desaforturístío nonbre
de "falacia ecológica11; esto es» la atribución a cada individuo, o a pequeñas comu-
nidades de individuos» de las observaciones correspondientes a agregados más amplios
de los <|U£ forman parte. Véase HQUEBMAN8, S.» "Áreas of urban deprivatioi» in .Great
Srltain: an análisis of Í9?l censas dstat!. SOCIAL m.HPS, ne 6, 397S-
(8?) Víase el Apéndice A del capital© X» donde so ha efectuado an snáUsís de las carac-
terísticas técnicas de este seétede»
{88} Véase el Capítulo VIII»
<le este materia.
se ba realizado una revisión -creeraos- extiaystiva
£89) 8ERSY* B.J.L., RA8BU, O.F., Spatial fenalysis; a readsr in _stat_istScal
Prentice Hall. EngleKood Cl i f f s , 1968, pp. 419-428. .
(90) WftRD, J.H.» H í t ierarcUtal grtniping fco ©ptimise an ebjective function11» «KWftMAt
Sf A.M1CAS smtSTICAl ASSOCIATIOB, nfi S8r 1963, pp. 236-244*
6SIGG, O.S., «Regions, ntodels aad classes», en CííOHLEY» ft.J.t HAG6ETT,
ín 6e&graj>hy. Ed. Kethuen. tondorí, IS67» pp, 46I-5G3,
Hoáels
{92} Esto es -lftipos regionales"- lo que han obtenido ftznar y Cabrer, al agrupar las
provincias españolas, en el primer easo, *y las comarcas del País Valenciano, en
el segunda. Los procedimientos utilizados por awbos autores -algoritsc sle Ward
y algoritmo "centraid11- no permiten la obtención de agrupaciones homogéneas que
respeten- la restriccióií de contigüidad; es decir, regiones homogéneas. Véase AZNAR,
A., llInfraestructura y regioaalización de las provincias españolas: una aplicación
del análisis factorial11. REVISTA ESPAtfQLA DE ECOMttKA» Ario 14, n§ 2» 1973, pp.
137-186. CABRERt &., Una aproniinaciéi* a la econoala dsl 'País Valencia nediante
técnicas de anájlísís multivariante^ Tesis Doctoral. Facultad de Ct.EE- y CC- Univer-
sidad de Valencia, Í&78, pp. 241-267- Tasabién en CAERER, B.s- RIBERA, H.J.T los
desequilibrios espaciales: una coiaarcalizacion del País Valenciano. Ed* Í.E.A.i.
Valencia, 1982, pp. 133-ss.
(93} OPEIJSHftW, S.t «A regionalisatlon progras for large data sets«. COWPU-TER APPLICft-
vol. 1, n6«s. 3-A, 1974, pp. 136-160.
Véase, por- ejemplo, sobre nuestro país KIHISTERIO OE AGRICULTURA, Inventario de
áreas en depresión soeioecTHióatica» Bna'aplieaciós del análisis factorial. DocutaeRto
de trabajo RS IQ. Madrid, 197?, 8IHISTE8I0 DE A0H1WISTRACI0H TERíilTGRIAL, Informe
sobre comarcas úe accio» espacial. Edición Kulticopiada. Madrid, 1979 y L0P£2 GARRI-
DO, C*, "Aproximación á depresión soeio-ecoñóraíca na coiarcalizacion oficial agraria
de Galicia». REVISTA SALEGA BE ESTUDIOS AGRARIOS, R£ 3, 1980* pp. 111-125, Ambos
trabajos-se refieren a ÜÍS ámbito espacial de análisis comarcal. Consúltese también,,
por su valor metodológico, SKITH, D.H.» Htdentáfying the «grey áreas* A multivariate
approach". HE6I0WAL STUDIES, vol. 2» 1966, pp- 183-193.
t)R£, B.» "Subjecti^re and objjectivfi social indicators ín studies of regional social
BEGIOtlftL STUOIES» vol. 14» ÍSS 8* 1980* pp. 503-515,
Véase la nota 77de este mismo capítulo.
ííoseley llega a resaltados sesiejantes al analizar la Bretaña francesa» aplicando
las técnicas de componentes principales» el método "trend surface» y el análisis
de regresión. Véase HOSEtEY, ft.J., "íbe impact of go«th centres in rural regiorts-
1. AR analysis of spataal "patterns" in 8rittanyw. IjEfilOKAl STUOI£St vol* 7, íi?It
1973» pp, S7-75, También re&ulta de interés el estudio de IROMSIOE. R.S.» «ILLIAHS,
A.G., «The spread effect of a' sponteneous growth centre: cominuter expenditare pa-
in the Ediaoíiton Metropolitan R«gUn f Cacada". fiEOIOMAL StUDIES, vol. -14»
En rigor,,
 el análisis hubiese requerido hacerlo sieáiante encuesta o, en, ci
de los casos* si se dispusiera de infsrfsaci^n por parr$í;«Us* tttilirar la técnica
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denominada "tr^nd surface11, que consiste en an modelo del tipo Z..«a(EI »E.)+e..s
de 1., es el valor observado de la variable, Eí. y E. son las coordenadas geográficas
^observación y e,. los residuos. ¥éas£ H^GGElí, ?., €T ftt, tocattoaaí
Uftdon, 1977,1jp. 379-385, -
£99} EFTft» Regional Policy in EFTft: An exainination of thc groHth center idea* Ed, Ollver
asi 4 Boyd. £difihurgfcf 1968, p. 81, citado por R0SEIEV, K,J.» óp. cit., p. 139,
{100} Pontecesures es, en este sentido, un caso excepcional: con una población de hecho
de 2.572 habitantes, arroja tm índice francamente elevado,, S.986, lo que rtas liace
pensar, desde luego» en la importancia que, paFa su potencialidad econósics, tiene
su excelente sityatifin geográfica como, puerto fluvial -unice eí) Baílela- y su ubica-
ción en la misma carretera de A Coruna-\figo*
(101) Una aplicación de esta técnica al caso de la ruralidad de Inglaterra y Gales, puede
verse efi CLQKE, P.J*, flftn irtdex of rurality for England and Nales11. RESIO^AL STUDI£$
«ol. 11, 1^77, pp. 31-46.
(102) El carácter genérico de dicha afirsaciÓR no excluye la existencia de ciertos compor-
tamientos irregulares costo los que se registran en los casos de Arzús» A Estrada,
Ordes y Lalín que, aunque dotados de una población superi&r a i.500 habitantes en
sus núcleos principales, no alcanzan» sin embargo, índices de ruralidad positivos.
Ho parece que la causa de este hecho sea otra que la fisonomía territorial de esos
municipios: sus amplias- superficies geográficas, y los efectos demográficos corres-
pondientes-, difuurirtart ciertamente el carácter urbano de sus núcleos capitales.
(103-) Adviértase que esta afirmación es contradictoria COR la realizada en el epígrafe
3.2,3.1, en el que decíanos que la urbanización de"la región de Vígo-Ponteyedra
era superior a la de ñ Coruña-Ferrol: lo que pone de manifiesto la inadecuación
del concepto de "urbano" -según el criterio del I.8.E., qtie fue el allí seguldo-
y la aayor f'aeuracidadfI y rigor del aquí empleado. En consecuencia, considerawas
que esta segunda afirmación responde COR mayor exactitud a la realidad de la estruc-
tura de los asentamientos de ambas regiones.
(Í94) Una últitua cuestifin que -por imperativos-de espacio y tiempo- nos veisos obligados
a p&stergar para ana etejor ocasión* es aquella relativa a ia relación -nada banal-
existenta entre la ruralidad y la depresián. Una simple ojeada a los cuadros corres-
pondientes donde se reflejan ambos índices» permite, ya de entrada» visualizar las
estrechas cgrrelacien&s entre
105) Adviértase que si situamos Cortina-Ferrol en uña sisma región,* es, fundamentalmente»
porque esa es ia tendencia y en un estudio prospectivo es una caestión que no ss
puede obviar; aunque, evidentemente, en la actualidad tal oñion es discutible.
Véase, en ese sentido, las áreas aietrepglitanas adoptadas en DE ESTEBAN, ft., Las.
Hetropolitanas ea EspafSa: tín análisis Ecológico. C.I.S. Saáríd, 19Si» pp*
donde se separan el área metropolitana de A Conma de la de 0 Ferrol o
en nuestro propio estudia donde se clasifican las diferentes comarcas constitutivas
de las 8 regiones finalmente adoptadas.
Aunque, obviamente, exceda del objeta de Interés de esta tesis, habrá de estudiarse
sip tardanza los efectos de la ftafcops&ta d&l atlántico sobre el desarrollo regienal
de Galicia* Vid. en este sentido a PLASSARD» F.» Les autoroutes et le
regional. Ed. Económica. París, 1977.
f!07) Este fenómeno -«eéteris paribus"- se Bsn^festará cada ve? Ras CORO el verdadero
eje de crecimiento de Galicia y eesso la vía- de difusión espacie-teisporal efe las
innovaciones. Véase SíJKAMP, !>., PfiEUISCK, J.H*P.» "Diffttftion-of deveiopiseirt pro-
eesses in regional asd urban syste*sn. COLLOQUE .ASHUEL PE UftSSOCIftTOfJ PC.SCICMCE
BC610HAL Di L A M E fBAJJCAlSE, Sajcon House. Loncfort, 1978, en donde de panera isuy
sagerente se expone un modelo de simulación de difusión a travos de un eje de desa-
rrollo» constituido por la diagonal principal cíe una matriz de 4$ unidad-es espacía-
les; dicho Modelo integra algunas variables básicas de un proceso de crecimiento
-ceso la inversión, la demanda final y. las demandas intermedias, la demanda y ía
oferta de trabajo, tas ndgraeíones, los salarios, ]Us niveles de producción, etc.-
e incluye la consideración de la existencia de dos palos de desarrollos a tm lado
y a otro del eje de desarrollo,
(IOS) RACIONERO, t.t Sistemas de ciudades y ordenación del territoráa, Alianza Editorial.
Kadtríd, 197S, pp. 72-ss, donde el autor distingue diferentes tipos de estructuras
espaciales y explica el porqué de cada una de ellas.
(109} RACIONERO, L * op. eitWí pp. 124-127.
*
{HO) Véase iñSUEfí, J.R., Ensayos sobre eeonostEa regional y urbana, Ed» Ariel. Barcelona»
Í3Í6, pp. 291-ss, donííe se t ra ta el desarrollo ecañSniico isaltirregional como un
sistema abierto*
£111) Vid. RACIONERO, L., op. c i t . f pp. 55-56. DftüPHISE, A.t op. c i t - , pp, 131-141. Autíque
parece un fenónenD relativamente reciente* se'r*os antoja de interés el estudio de
la forsacióií his tór ica de la región costera de Galicia y de la creciente desigualdad
Ht t i ra l - in te r iop . Véase» pof otra parte, BEIRAS, X.M., 0 atraso ecotigaico de Gali-
c i a , Ed. Galaxia, Vigo, 1S72, pp. 57-fiOj 180-198. '
Í112) FRíEBíiAUfi, J . , «ILLER, J.t The «rban Field. JOURHflt 8F TBE AHEBICftlI INSTITUTE OF
PUMWERS XXXI, nS 4f nov- 1966.
{113} Véase THOSPS0H, H.R-» A preface to Urban EconoaiÍGS. John Hopkins Press. Baltíistore,
10SS. MEUT2£t S.ít,, Econoitiic Policy ^nd vthe Size of C i t i e s . Australia ílational Uni-
al
vepsity, Gamberra, 1965, citados por RACIONERO, L., op. cit., p
ÍIH) Víase el epígrafe 10 del cap. II de esta tesis.
Cll5) LIPIETZ» A., le capital et so» espace. Ed. «áspero. París* 19?7, pp. S3-&9, Para
el caso español, el modelo centro-periferia fue verificado por BACÍDNEBO, L.,
Qp- cit., pp, 86-91.
UiS) SAIÍCHEZ, C.s HE1 método áe la evolución de rangos en el diagnostico pre¥¿o
lfiRamiente", CItíDAD Y TERHITORIQ, n9 4, 1986, pp. 25-34. En OE ESTEBAN, A.,
j^ Áreas Metropolitanas en España: ün Análisis Ecológico. C,I*S* Hadriá, 19S1,
Pp- 178-181, 2O2«2O€» 228, donde se señalan algunos rasgos de las afeas metropolita-
nas de Corarla, Vigo-Pontevedra y 0 Ferrol y de la aplicación de la ley raiígo-tasiaño
a &üs núcleos urbanos, respectivamente. Véanse otras referencias bibiliegráficas
sobre la aplicación de dicha ley en nuestro país» per iasuén» Osez Rícelas» etc.»
en la misma obra citada» p. 85.
Ul?| *HHcha ley establece que el tamaño PP de una cíadad de rango R (ordenadas las ciuda-
des dfi mayer a sierjor) de un sistenta de ciudades, cuya urbe mayor es de tamaño -
?!* se halla dividiendo P% por el rango (UPJJWPI/R*1 C % es «sa cantidad pr¿xi«a a
3}» la regularidad raíigo-tasaña se ba contrastado ní>r»aimefíte a escala nacional,
7O1
c&ncluyétvdose que se cumple para sistemas de cie&ades en «aeisTies que son; l) ssuy
d&sarrolladas f eon alto nivel de urbanización; 2) naciones grandes en superficie»
y 3) naciones como China e India que adeaás de ser grandes tienen antigua tradición
-urbana*» RACIONERO» L , op. cit.» pp. 16-1?.
(118} RACIOIURO, L » op, « U . , p. 36 y SARCttEZ, C.,*op. cít.» p. 29.
(119) RACI08ERS, L , op. cit», p. 35.
(120) JGBNSTOIt, R.J., Spatial Structure*- Introduciag thg sttiety taf spatial systeas Jn human
geograpby, Sethiies. Lontion, 1973. Véase también ítACIONERO, t_, op-cit.»pp.35-ss.
(121) Últimamente, las zonas de montaba están teniendo " tira creciente interés p&r parte
de las taás variad>as *profeslonesv. ün estadio ecncreto sobre las zonas de montaña
puede verse en 6AVXRIA, H.( Frésente y futura del espacia pirenaico. Alcrudo Editor.
Zaragoza, 1976 y en la VI SEUfilON SE ESTIiPIBS R£SrONALES, Valencia. Noviembre, 198G,
hubo un grupo de trabaja enteramente dedicado al tesa.
(122) RIDEL, .R.B.t "Recursos y eeosistenas». SEVISÍft INTEfift3Eai€AHA DE _Ptft«IFICACIOKT
nS 53» rearzo 1930, pp. 10-33.'
(123} KIRi\tBES BEDERñ, M;R.( CASAS TORRES, J.H., «creadas periódicos de Galicia. Distribu-
ción espacial, frecuencia, pango yr áreas áe inflaencia. Departamento de Geografía
de la Universidad die Santiago. €.5.1.0, Hadrid» 1974.
fiACTGNERG, L, , op. c i t . , p . 73.
(125) Ibíd, pp. 53-rlG5.
C126} íbices, pp. 34-96. ftunque este aisnto autor, con el gue en este caso discrepamos-*
propone en la p. 104 de su libro el sisteaa lineal (eje & Cortíña-Vigo) cono el stás
conveniente.
(127) Un estudio sohre esta ^coRarca puede verse e» EQUIPO XE6ár "0 praceso urbano en
• Galicia; os casos de ^Baiona» Cee e Xínzo da t l a i a " . GSIAL, Abril-Raio-Xunio, nS
68* 1S80» pp. 171-187-
(128) Véase* como prueba documental,, el estudie antedioraefite citado del EQUIPO XEGA.op.cit,
ANEXOS DEL CAPITULO XI
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A. RESULTADOS 0E LA ENCUESTA A "TESTIGOS PRIVILEGIADOS"
Hemos denominado encuesta a, "testigos privilegiados"* a aquélla que
ha sid-o realizada a funcionarios de la Administración Publica (en parti-
cular, a los del Servicio de Extensión agraria -Ministerio de Agricultu-
ra—» cuyas Agencias ae hallan comarcalizadas), seeretarios de ayunta-
anientOj médicos rurales» directores de grupos escolares o simplemente
haciendo un trabajo ée- campo» mediante visitas Min situ".
Las preguntas planteadas fueron las tres siguientes:
1. ¿A qué comarca piensa que pertenece esta parroquia y este munici-
pio? -
2- A qué punto van principalmente de compras?.
3- ¿Se dirigen también a otro punto de compras?.
El concepto "compras" fue en un sentido muy general, de manera que tam-
bién se' comprendía en él, la "compra" de servicios- (médico, abogados,
etc.) - •
Este trabajo ha sido necesario efectuarlo en aquellos lugares en los
qne la delimitación -obtenida a través de la variable de flujos telefó-
nicos- se presentaba de modo dudoso o conflictivo» bien por ser líneas-
o de indiferencia o porque, sencillamente» no se disponía de
información estadística (la matriz de flujos telefónicos
cubila la totalidad de la superficie territorial de Galicia).
pesar de su carácter reducido y parcial -una encuesta exhaustiva hu-
exigido unos meáios y unas dotaciones financieras que exceden
la capacidad de un investigador individual- los resultados obtenidos
fran sido los que, de modo conciso» se exponen a continuación;
^El conjunto del municipio áe Curtis realiza sus compras en A Cora-
na. Curtis-puebJo se dirige, no obstante, "mucho" a Santiago de Corspos-
o para compras poco especializadas a &fes£a* También acuden a Lugo
de Teixeiro- para comprar maquinaria agrícola.
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-El raunici;^ ¿ x:•••> H.* i* está comerclalmente más relacionado con Grti-
gueira que cea •' v•'.*>•* ••*> Sus compras son más frecuentes en aquél que
en éste munlci^-T .• :-;
 £>uente de'O Barqueiro es la línea divisoria. La
Agencia Gomare--! .'••; -"V'tigueira de Extensión Agraria lo comprende en
su ámbito.
-As Pontes *•>-: * vouentra actualmente bajo el ámbito espacial que
rige 0 Ferrol» \ ~> v - /;. ñioiñento en que se localizaron industrias, en
su núcleo. Con !!:-'"./-" • ':ad sus interrelaciones se establecían con Vi-
llalba (núcleo ferial importante). Su zona de influencia ee extiende
a algunas parróte.;« .-: vv.Vl municipio de Muras (Muras, Irixoa, O Burgo)
y del municipio c.V^'-áe (Piñeiro, Roupar» Gabreiros, Xermade-núcleo
capital). ' "N .
-El municipio d*. - Muras sufre, además, la influencia de Viveiro.
Tanto es así que, sí Servicio de Extensión Agraria lo ha dividido en
dos partes; "la comprendida por la capital del municipio que —como ya
hemos dicho- se incluye en la Agencia de As Pontes y la otra -la parro-
quia de Ambosores, Silán y 0 Sixto- se incluye en la Agencia de Viveiro.
todavía hay que decir Que la parroquia de A Balsa se dirige sobre todo
a Villalba, perteneciendo a su Agencia Comarcal del S.E.A. La frontera
se encuentra en la cima del monte de Á Gañidoira (720 m, de altitud)*
~L& línea divisoria entre la comarca de Cee-CorcuMón (Fisterra)
y la comarca de Koia-Muros es el puente de Esaro, situado en la parro-
quia del mismo nombre perteneciente al municipio de Durabrla. El centro
de aquella comarca es» sin lugar a dudas, Cee: foco industrial (Fábrica
de Carburos Metálicos artilleros) y comercial (mercado dominical). El
papel de CorcubiSn es fundamentaImente administrativo, debido a su oon-
dición ae cabeza de Pr¿$£''o Judicial (127).
-Santa Comba se dirige claramente a Santiago.
-Mazárteos sufre 2J$Z¿- fluencia de Noía por el Sur y de Santa Comba
el íí %
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El municipio de O Pino está bajo la influencia mutua de Santiago
(parroquias <íe O Pino» Arca* Pereira» Castrofeito, Bucliño) y de
(las restantes parroquias, «na mayoría; Cebreiro, Cerc-eda»
etc.). La tendencia es -por razones del mercado de trabajo» servicios,
mejora de las comunicaciones» etc.- a que el conjunto municipal caiga
bajo la dominación de Santiago-
-Al municipio -de Touro le sucede otro tanto que al anterior» Lo
mismo se puede decir de las parroquias de los municipios de Trazo, Qroso
y Tordoia que, aun perteneciendo a la comarca de urdes, la influencia
de Santiago es cada vez mayor.
-El municipio de Ames, a pesar de pertenecer a la comarca de Santia-
go, sufre también la influencia de Hegreira: especialmente las parro-
quias de Agrónf Cobas, Leras, Piñeiro, Tapia y Trasmonte; las restantes
-ámeixenda, Bugallldo, Ylduido y la propia Ames- se relacionan claramen-
te con Santiago.
—Algo semejante a. lo dicho anteriormente sucede con el municipio,
de Brión, aiínque la capital del municipio -Bríón- esté a caballo de
la doble influencia, de Santiago y Negreira. Las parroquias que pertene-
cen claraaente a Santiago* son: Os Ármeles, Bastavales, Boullón y Cornan-
<la» y las pertenecientes a Kegreira son: Vi ceso, Ons y Luafía- El relati-
vo peso de Negreira -quizá convenga decirlo- es debido principalmente
a la presencia en su seno- de la Administración Judicial.
-t-a atracción a la que se ve sometida Baio es en la dirección Garba-
- A CoruBa.
-Cuntís, aunque esté en la comarca de A Estrada, se ve muy influida
por Pontevedra {capital de la provincia, sede úe la Diputación» etc.)*
influencia de -Santiago" -v£a Padrón» sobre Kianxo» boiro, ÍUbeira
do CaramiHal es superior a la de Vilagarcía; aunque el peso
ésta ültiína también ©st de cierta importancia debido a la presencia
ella de la Comandancia y del Instituto Social ñe la Marina» y la
explotación de un misino espacio"fínico (recursos pesqueros y marisque-
ros) genera asimismo un nivel determinado de interrel&ciones económicas*
No cabe duda que la explotación -desde el punto de vista de un escenario
de ecodesarrollo- a un nivel superior de las enormes riquezas naturales
existentes en la ria de Arousa, crearía una gran comarca, que integraría
asimismo la parte norte de la ría y que tendría por centros capitales
Vilagarcía y Ribeira.
—Ponte Caldelast Cotobade, Morana, Campo Lameiro, etc. es una comar-
ca con características bastante definidas» aunque su débil funcionalidad
y la proximidad de Pontevedra, le hacen bascular fuertemente hacia la
capital provincial,
-La comarca nodal de Ponteareas se ve fuertemente atraída por la
base industrial de la región funcional metropolitana de Vlgo* generando
un flujo diario de "commuters" de relativa intensidad.
—La comarca nodal de Q Val fóiñor» que tiene por • capital a Baiona,
sufre tddavxa más que el caso anterior la fuerte dominancia de Viga
v los movimientos pendulares diarios son muy intensos (128).
-El monte Faro (1,144 mts. de alt-itud) es la división clara entre
la región &e i-alin-Santiago y C&antada-Ourense.
-Otro accidente natural de división, que provoca como en el caso
anterior bajlsimas densidades de población, es -en la sona de Amandi
Cmunicipio de Sofoer)- el relieve abrupto que recorre las riberas de 1
TÍO Sil. La separación es, en este caso, entre la comarca de Monforte
y la de Castro Cáletelas.
-Y todavía otro accidente natural claro es el del río Miño -embalse
de Belesar-Os Pear^s- ^ue separa Chantada de Conforte,
-La influencia de Cúrense sobre Chantada es muy superior a la que
ejerce sobre Monf orte, Esta última se dirige más a Lugo: por sus mejores
comunicaciones y por ser la capital de la- provincia, Uo obstante, las
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parroquias de Eiré, Ferreira» Atan, Foisbelro, Fantón y alguna otra del
municipio de PantÓn "van al Ftétíico?' a Cúrense, muchas del municipio
é® Saber y del propio municipio de Monforte se proveen de los servicios
médicos en Oureñse. Chantada, en cambio, salvo para los servicios buro-
cráticos que tienen que acudir necesariamente a la capital de la provin-
cia» para todo lo demás "también se dirige a Ourense. Hay que decir tam-
bién que la influencia de Chantada alcanza las parroquias del sur <Ie
Tabeada.
—El municipio de Quiroga está sometido a dos influencias varias:
ima parte occidental cae bajo la influencia de Monforte y otra de h
ftüa-0 Barco, Hacia el norte su influencia se ejerce sobre. O Folgoso
do Caurel, pero, el municipio, considerado en su conjunto, se dirige
hacia A Rüa-G Barco.
La frontera nordoriental de la región de Cúrense parece encontrarse»
de manera clara, en el municipio de Parada do Sil y de modo dudoso en
Montederramo. Algunas parroquias de este último municipio se ven atraí-
das por Castro Cáletelas. .
-La frontera suroriental de la región de Cúrense parece hallarse
en Riós. El municipio de A Gudifía» aunque pertenece a la comarca de
Viana do Bolo, se dirige para consplementar provisión de algunos servi-
cios a Verln,
-El domino de Cúrense sobre el conjunto provincial es muy intenso,
de tal modo que, Xinzio y Verín a£an disponiendo de sus respectivas comar~
c&s, se ven fuertemente atraídas por la capital.
V
-ia relación entre Becerrea y Fonsagrada es absolutamente inexisten-
te- La nodalidad creada por Becerrea, superior a la de Fonsagrada» es
aebido a la presencia en su seno del Juzgado, de un Instituto de Ense-
m n z a
 Media, un Ambulatorio de la S.S. y, por su carácter de núcleo
ferial importante (de ganado). Su relación, aparte, claro está, de con
tugo-capital, es bastante estrecha con El Bierzo (Ponferrada), Su zona
influencia alcanza a la parte norte de 0 Folgoso úo Caurel *
* etc.
O Folgoso do Caurel se vertebra en torno a dos pequeños nücleos; el
propio O Folgoso do Caurel y Seoane do Caurel, de mayor Importancia,
por ser su centro ferial (Z ferias mensuales) y por poseer dos grupos
escolar-es. La apertura de la carretera ele Seoane a Pedrafita —vía Hospi-
tal y Linares- ha hecho caer a aquél bajo la influencia de éste. Las
parroquias del municipio de O Folgoso <3o Caurel- que actualmente se rela-
cionan con Pedrafita son; Noceda (Lousada, Vilela^ Teixeira» etc.),
Esperante |Piñeiras Esperante, 0 Garbéelo, etc.), VisuHa y Meiraos. Pe-
árafits. es, además, el punto desde el que salen periódicamente los auto-
buses hacia Barcelona y Bilbao, las restantes parroquias, a partir de
Boi» se relacionan con Quiroga para el comercio poco especializado y
con Monforte en el caso del comercio más especializado y de los servi-
cios de sanidad y de enseñanza media y profesional.. De Becerrea debemos
también decir que puede cobrar en un inmediato futuro una mayor
funcionalidad comarcal, si finalmente, después de vencer l'as resistencias
toeiavía existentes» se instala en su seno • el Mercado Intercomarcal de
Ganados.
su parte, Fonsagrada extiende su influencia a las parroquias si-
guientes del municipio de A Pontenova- Villaodrid; Bogo, Vilaboa y Vi-
El municipio de Ribeira de Piquín cae también prácticamente
su totalidad bajo la zona de influencia de Fonsagrada, excepto Fiquín
se *3irige a Me ira. El municipio de Castrovercte se orienta en sus-
claramente hacia Lugo, mientras que Baralla va hacia Becerrea.
-El interland de Kondoñedo alcanza a algunas parroquias del munici-
pio de Pastoriza (Bretona» Cadabedo, Reigosa» Ubeda y A Lagoa)
 f de Hio-
torto (Keilán y Meixueira} e incluso de Abadín.
-Sarria atrae algunas parroquias de los municipios de Saraos, Tria-
{que pertenecen en su conjunto a las Berras Orientáis), y .de
Hecho que ha conducido al Servicio de Extensión Agraria a in-
cluirlos en el ámbito comarcal de la Agencia de Sarria. No obstante,
&e debe matizar que Sames y Triacastela se dirigen a Sarria *»de compras"
y a Becerrea para la realización de las transacciones de ganado-
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B. REGIONES V COKARCAS FUNCIONALES DE GALICIA
KBGJOPJ I: CORUSA-FBHfíOL REGIÓN Vi OURENSE
1» Comarca Ferrol
2. "* Coruña
3. ** Carballo
4* !i €ee~Coreufoión
RSGION I I : VIGO^POttTE\TORA
6.
7.
8.
n
ii
REGIÓN III:
9. Comarca
10.
11,
12.
13.
14,
15.
16.
»
B
f*
it
f*
ti
«
Vilagareía
Vi go-Pont e vedra
Caií^ í o I^ame iro
Pontearlas
SANTIAGO
Ordes
Megrelr a-S-ta. Comba
No i a-Muros
Hibelra
Santiago
A Estrada
Laiín
Ar zíia-Me 1 i de
21. Comarca Verln
22. " Xinso
23. " Ourense
REGIÓN VI: MARINA.LUGÜE5A
24. Comarca Vivelro
25. " Foa-Mondonedo
26. " Rifoadeo
REGIOS- VII; 5ERRAS QRIEHTAIS
2?. % Fqnsagrada
28, " Becerrea
29. " Caurel
HESIOfí V I I I : SSRHAS
30- Coíaarca 0 Barco
31 " Viana
REGIOS IV:
17. C
18*
20.
Jomarea Villalba
l*UgO
Sarria
Monforte
SXCIPIOS COMPRENDIDOS ÉN C;,DA COMARCA
I. REGIOS DE A CORUNA-FERROL
I.I. COMABCA DE O FERROL:
1.
2. Ortigueira
3. Cedeira
4. Cerdidc
5. Somosas
6. As Pontes
7. Valdoviño
8. Moeche
9. A Cápela
10. Marón
11. S,Saturnino
12. Meda •
13. Fene
14. Cabanas
15- Pontecteume
1-6. 0 Ferrol
17. MugarcEos
18. Ares
I.II. COMARCA DE A CORUJA:
1. Monfero
2, Vilarmaior
3, Miño
4. Paderne
&. Irixoa
6. g
7. Oleiros
8- Sada
9. Bergondo
1O. Betansos
11- Coírós , 16. Csasbre
12. Osa dos Eíos 17. A Coruña
13. Curtís IB. Arteixo
14 Cesuras 19. Culleredo
15. Abesondo 20. Carral
I.III. COMARCA DE BERGANT1Ñ0S
1. Laracha
2. Cercada
3. Carballo
4. Malpica
5. Forsteceso
6
7. Cabana
IV. COMARCA DE FISTEEHA
1.
2. Zas
3. Camarinas
4 . Viíiiianso
5- Muxía
6 .
7* Cee
' 8 . Cor cuto ion
711
II, REGIÓN DJE VTGO-POMTEVBDRA
II.I. COMARCA DE ARQU5A:
1. Gatoira 6- Barro
2. Caldas de R, 7. Vllanova A.
3- Moraüa 8- Bibadumia .
4- Vilagareía 9, Meis
5. Portas *1O» Cambados
11. Meaño
12, 0 Grove
XI.II. CGKARCA- METROPOLITANA DE
1» Campo Lam,
2, Cerdéelo
3* Forcarei
4- Cotobade
5. A Lama
6.
7. Ponte Cald,
8. Fornelos
9» Sanxenxo
1O. Polo
11. Marín
12. Vilaboa
13. Sotomaxor
14. Pazos úe 1
15. Btiéu
16. Moaña
17. Redondela
18. Cangas
19. ¥igo
20. Mos
21. Nigrán
22. Goncíoirtar
23. Porrino
24. fui
25. Baiona
26» Tomiño
27» Oia
28. O Rosal
29, *A Guardia
II. III. CGM&KCA DE 0 CON0ADO:
1. Covelo
2. A Cañiza
3. Crecente
4. Mondaria
5. Arbo
6. Ponteareas
7. Kondariz B.
8. As Heves
9» Salva-terra do
10. Salceda tíe G.
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III.V. COMARCA DE NQlA-MÜROSt-
1. Masárteos
2. Carnota
3. Muros
4. Outes
5» Noia
6, Lousante
7. Porto cío Son
III.VI. COMARCA DE RIBEIRA:
1. Hibelra
2. A Poboa do G-
3. Boira
4. Riauxo
III.VII. COMAECÁ DE k ESTRADA:
1. A Estrada
2. Cuntis
III i VII. COMAHCÁ DE 1.ALIN:
X. Vila de C.
2* A Colada
3* Kodelro
4. IJozéri
5. Lalín
8- Silleda
I V . REGIOH DE LUGO
X V . I * COMARCA Dá TERHA CHA:
X * Xensade
2. Villalfea
4, Cospeito
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II. COMARCA DE LUGO
1. Pastoriza
2. Meira
3. Pol
6. Begonte 11. Corgo "
7* Rábade . 12* Friol
S. Outeiro de R.13* Guntín
16 - Portomar!n
17. Taboada
18. Antas de Ulla
4. Castra de R. 9. tugo 14* Palas de E,
5, G«itiri2 10. Castrover&e 15- Monterroso
IV» XII. COMARCA DE MORFOHTS;
1. Savlñao
2. Bóveda
3. O Incio
4. Fantón
5. Monfort;e
6. A Poboa de
7. Sóber
IV.IV. COMARCA DE SARRIA:
1. Páramo
2. Laucara
3. Sarria
A¿ Paradela
V. REGIÓN DE OÜHEKSK
1. Chantada
2- Carballedo
3. Piñor
6* A Peroxa 11. Xunqueira de
7, Kegueira H, 12. Allariz
8. Parada S. 13. A Bola
4. S.Cristóbal 9, Montederramo 14. Berea
5. Vilamarín 10. Vilar de B, 15. Bande
16. Muiños
17. Lovios
18. Entrimo
19> Lobeira
20. Celadova
21, Quíntela
23. Pontedeva
&4. Cortegada
25* Goisesende
2^. Ramiráns
27. Cartelle
28. A
29. Ta
31. líaceda
32. Barios de M.
33. Xunqueira de E.
34. Esgos
35. Per^iro de A.
3S- Coles
37* Ainoeiro
38. Maside
39. Carballiño
40. Irixo
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III. REGIÓN DE SANTIAGO
III.I. COMARCA DE ARZUA-JÜELXDB
1. Vüasantar
2. Sobrado
3. Toques
4« Boimorto
5. Melide
6. ftrzüa
7. Santiso
8. O Pino
9. Touro
III.II- COMARCA DS ORDES:
1, Tordola
2. Ordes
3* Bfesxa
4. Frades
5. Oz*oso
6. Trazo
III-III. COMARCA DE SANTIAGO:
1. Santiago
2. Boqueixón
3. Vedra
4. Teo
5. Ames
6.
7. Rois
* S- Padrón
9* Oodro
10, Pontecesures
11. Valga
12. Val do Dubra
III.IV* COMARCA DS fíEGREXRA
1, Santa Comba
2* A Baña
3. Flesreira
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V.I* COMARCA DE OÜRSKSE (Continuación)
41* Boborás 46. Punxín SI- Cástrelo do M, 56. €enlle
42. Beariz 4?. Cúrense 52. ánwia 57. Ribadavia
43- Avión 48, S.Criprián 53- Melón
44. tetro 49. B&rbacláns 54- Carballeda de ¿U
•»
45. San Amaro 50. Toen 55* Beade
V.II. COMARCA DE VERIN :
1. Laza 6. Oimbra
2. Cástrelo V. 7. Morvterrei
3. Riós 8. Cualedro
4. Vilardevós
5. Verín
V.III. COMARCA"DE A^LIMXA:
1. Rairiz ele V. .8. Trasmiras
2. Vilar de S. 7. Saltar
3. Sandiáns S. Blancos
4. Xinzo da t, 9* Calvos de R.
5. SarVeaus 10» Porqueira
VI, REGIÓN -DE AS MARINAS
Vi-1. COMARCA DE VIVEIHO: .
1. Vicedo 6. Muras
2. Viveiro
3. Xove
4. Cervo
5. Orol
VI. COMARCA DE
1- Faz
2* Lourenzana
3. Mondoñedo
4» Alfoz
5. Valdouro
VI.II-I. COMABCA DE EIBADEO:
1- Barreiros
2. Riba&eo
3- Trabada
4* A Pontenova
S.Riotor-to
VII. REGIÓN DE AS SERRAS ORIENTÁIS
VII*.I, COMARCA DE FOHSAGEAQA:
• 1. ñibeira de Piquín
2. Fonsagrada
3. Baleira
4» Neguéira de Muñiz
VII.II. CO&IARCA DE BECEERgA;
1. Haviá de S. 6. Becerrea
2. Cervantes 7, Baralla
3. Os Notáis
4. Pedrafita
5. Triacastela
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VII. XII. COMAECA DE O F0LGG5O DO CAUSEE,:
1. Sames *
2. O Folgoso
VIII. HEGIO& BE SKRRAS SI3RORIENXAIS
VXII.I. COMARCA DE O BARCO:
1. Quiroga 6» Petín 11. Castro Caldelas
2. Vilamartxn 7. A Rúa 12. A Telxeira
3. 0 Barco S. Larouco 13, Chandrexa de Q,
4. Rubiana 9. Ribas do S. 14* Poboa de Trivss
5. Carvalleda 10. Río 15.
VIII.II. COMARCA DE VIAHA:
1. 0 Bolo 6. A Mezquita
2. A Veiga
3. Viana
4* Vilariño de G.
5. A Guaina
C. MAPAS DE LAS BEGIGHES DE GALICIA Y SUS COMARCAS
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FIGUEA 2; MAPA EJE LAS OCHO GRANDES REGICJÍES DE PLANIFICACIÓN BE GALICIA
FIGURA 3: NAPA DE LAS REGIONES GALLEGAS Y SUS COMARCAS
MAPA 4: ÁREAS DE INFLUENCIA COMARCALES Y
D. GHAFXCAS DE LA ESTRIJCTOEA FUNCIONAL DE LAS REGIONES DE GALICIA
Y SU JERARQUÍA INDUSTRIAL V BE SERVICIOS.
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0E XOS MUNICIPIOS DE GñLXClft POR SO DINAMISMO> DEMOGHáFXCO,
I» Municipios de crecimiento muy dinámicos xi> x + 2s > 26.15%
Fene
Harón
Santiago
Sandlans
37.68
51,39
29.87
. 3G.11
Bayona
Polo
Kedondela
Viga
27.84
27,72
31.72
35.65
2. Municipios de crecimiento dinámico; x + 2s > xi> K 4- s >10.56
Arteixo
& Baña
Boiro
Boque ixcSit
Coruña
culleredo
Fobon do c.
Ribeira
Teo
Cervo
Lugo
3. Vic^íite de¡ R.
O Barco
Beade
Blancos
Gudiña A."
^erca A.
Cúrense
Haa A.
12.91
23.57
16.60
13.74
11.71
21.87
' 17.26
12.56
• 16.60
20.86
10.81
12.06
13.42
25.17
15.42
12,82
15,80
15.00
15,80
Hubxana
Vilar de Barrio
Barro
Cangas
Cafcoira
Cercedo
Gondomar
Grove, O*
Guardia, a.
Moaña
Hondariz
Hos
Ponte Caldelas
Salceda
Vilaboa
VilagarcdCa
vilanoira
18.53
15.81
13.83
16*89
11.11
12-50
15.19
12.88
14-06
18.80
13.06
19.40
20.92
15:32
10.88
14.44
19.61
14.70
Municipios de crecimiento lento 0 a 10.56
tos©
Brión
9.90
4.42-
5:27
5,67
Cabana
Camarinas
Carballo
Cee
7-20
5.92
9.06
corc«bi«5n
Dodro
Ferrol, O
Fistérra
5-85
5.45
8.70
4.00
- 732 -
Kag&ráos
feos
Gteiros
Oroso
PaSrdn
Pontee, ñs
porto do So»
RIatixo
Sada
Vedra
ñutas <io Ulla
Fbz
Monforte
Monterroso
ViveIra
Baltar
Bola, h
Carballeda .
4.53
2.41
7,49
5.32
1.24
8.03
0.3X
4.30
5.21
2.00
3;25
4,32
0.60
0.87
3.31
9.14
1.21
'2.44
Cas-telo do V.
Cortegada
I-obeira
Lovios
Mulños
Rairiz
Ramiráns
S- Cristi de Cea
í'alboadela
Teixeira
Verín
Vilar de
Bueu
Cambados
Caiapo Iiameiro
Cotobade
Fornélos
Marfn •
4.56
0-89
9".I1
3.42-
6.64
8.54
6.77
7.29
5,12
2.84
8.37
"2,81
10.-00
10.24
3.97
2.59
5l61
7.48
Meaño
Mondaria B,
' Morana
O i a
Pazos de B.
Pontevedra
Porrino
Portas
Ponteareas
Pontee e sures
Eifoadumia
Salvaterra
Sanxenxo
Silleda
Soutoiaaior
Tomifío
- Tul
4*53
9.94
6,74
1.85
1.18
0.57
8.24
1.96
6.32
4.80
6.-94
3.48
8.69
4.22
10.17
7.-94
7.81
Municipios demográficamente estancados. De 5.03 a 0
Bergondo
Cabanas
Camota
Coristanca
Salpica
Huxía
Kegreir-a
üoia .
^ n t ^ 6 í 2 B i e
Kola
Sarita Comba
<S
*
azo
. 1 .22
2.37
0.99
1.95
3,31
1.09
4.55
0.53
4.06
0.24
3.77
3*21
3-67
5,01
Meira
Outexro de Hei
Kibadeo
Vicedo
Barbada»
Carballeda
Carballino
Xinso de Limia
. Mastde
Fadrenda
Sarreans
Ve rea
^rbo •
Caldas de Rei
0.96
2.51
0,84
4.73
1.50
1.78
4.96
4.33
4.75
4.60
2,04
4.75
1.97
2.88
Cañiza,
CoveXo
Cuntís
nozan
Estrada,
lalin
iKeis
Heves
Rosal» C
Valga
Vila de
•
A 0.06
0.37
1.06
0.10
a 2.74
0.33
0.4S
1.17
> 0.26
3.21
Cruces4.72
733
4» Zonas regresivas
Abe^ondo
Aranga
&rE«a
Boimorto
Cápela
Carral
Cedeira
Cerceda
Cesuras
Coirás
Curtís
Dmribrla
Frades
Irixoa
Laxe
Laracha
Xjonsame
Mazar icos"
Melide
Miño
Ordes
Ortigueira
Outes
Oza dos R Í O S
Paaerne
Ponteceso
S. Saturnino
boques
Itordoia
Vilasanter
Vilamaior
Vimianao
&foa&In
17.37
ta.50
13-01
12.84
16.84
9.32
7.21
11.38
18.22
14.25
10.03
13.94
11.57
18.44
12.71
9.62
16.93
1*6.24
11;. 35
6.G0
sJso
20.19
5.13
18.57
- 8.77
8.82
5.79
14.99
• 7.52
19.52
6.53
11.83
10.65 -
Alfoz
Baleira
Barreíros
Begonte
Bóveda
13,15
20.26
13.53
13.09
9.88
Castro de Reil2.42
Castroverde
Corgo
Cospeito
Chantada
Botisagrada
Friol
Gtíitiriz
GuntXn
lucio
Xove
Laucara
Louren^ana
Mondoñedo
Muros
Havia *de S.
17.27
16.97
9.07
14*45
15.39
12.74
14.48
14.70
14.34
9.85
14.92
12.30
11.93
12.09
19.56
Ble ira de Xus414.S3
Hogais,Os
Orol
Páramo
Pastoriza
Poboa de B*
Pontenova
O^iroga
18.96
12.22
12*09
7.64
17.86
15.02
18.52
Kibas do Sil 15.43
Eibeira de 3
Kiotorto
^ Samos
>. 6.94
10.85
14.97
Tabeada
Triacastela
Vaie&ouro
Viliaiba
Alaria
hvXóxt
Bande
Baños de
Beaxiz
Bolo , O
Cartelle
Castro Gald.
Celanova
Cua.ledro
- Entrimo
Gomesende
Xunqueira E.
I^arouco
t,eiro
Maceda.
Mezquita
Montederranio
Monterrei ^
Paderne
Porqueira
Pontedeva
Punxiis
Eibadavia
Eio
RÍOS
S.ciprian V.
Toen
Trasmiras
8-23
11*68
19.41
10.67
10.52
12.10
13.42
18.60
13.43
12.28
20.30
7-06
6.02
14.32
li.66
13.41
11.71
18.36
13.26
11.24
18.14
15.22
12,06
16.34
19.64
12.%7
10, §4
12.22
5.51
6*28
18,84
0,85
5,98
Continuación i
734 -
VilamartXn
Vilamarín
Crecente
Farcarel
15.51
18,30
19-00
9.15
Colada
Lama
Rodé taro
14
15
li
.77
.65
.04
5* Zanas criticas s x - s >xi <- 20.62
Cerdido
Mañán
Mesía
Moeche
Monfero
ííeda
Pino,o
Santiso
Sobrado
Somozas
Touro
Val do Dubra
Becerrea
Carballéda
Cervantes •
Polgoso
Xermade
Negueira -H.
Palas de R.
Pantón
Paradela
Pol
Sarria
Trabada
25.40
39.52
21.57
21.01
23.62
21.68
22.44
24.45
24.88 v'
29.22
22.10
26.51
21.26
32.50
24.47
<£>£•. ¿ .O
50>52
22.32
25.03
34.87
25.92
20.74
20.83
21.07
22.03
24..31
22.07
27,64
Arnoia
Boborás
Calvos <Je
Cástrelo 3o H.
Ceníle
Coles
Chandrexa
Esgos
Zrixo
Xunqueira A-
Kanzaneda
Melón
Hogueira S.
Oimbra
Parada do S,
Fereiro
Peroxa,a.
Petin
Piñor
Quíntela
S. i\raaro
Vega, h
Viana do B»
Vilaiaar
Vilar de
27.36
40. OS
22.68
28.71
32.86
26.90
20,66
21.33
29.18
21.66
23.88
30.60
27.03
35.26
26.41
27.16
23.40
33.85
21.90
25.89
38.78
33.81
25.01
25.35
23.34
2. CUgmCAClON DE &QS MÜBSCIPXOS g&LLKGOS -POR SO DINAMISMO DEMOGRÁFICO T POR
BBGXO&ES»
I . KBGIQN PE A CQR0Ñ& - FERRO!.
- Municipios áe crecimiento dinámico
Culleredo
Fene
Nardn
21
37
51
«8700
.6800
.3900
Mianieigios de crecimiento lento
£res
ftrteixo
Betanzos
Cabana
Camarinas
Carbailo
Cee
Corcubión
4.42Q0
12.9100
5.2700
3.8900
7.2000
5.9200
9.0600
5.8500
A Coruña
Pistérra
Mugardoá
Oleiros
as Pontes d.e
Garcia Rguez.
Baña
-
11.7100
4.0000
4.5300
7,4900
8,0300
5.2100
Municipios estancados progresivos
O Ferrol 8-700Q
Municipios estancados
Muxia - 1-.0900
>
- 2.3700 Ponteáe%nne - 4.0600
- 1.9500
 ( Valdoviño - 3,6700
- 3.3100
regresivos
- 5,8400 Osreeda » 11.3800. I^ axe » 12.7100
- 9*3200 Coiros - 14,2500 Caracha - 9.6200
- 7,2100 Curtís ~ 10.0500 Miño - 6
- 736
i
í
- 8.7700 San Saturnino - 5*.?90O * ViHilanso - 1Í.830O |
í
t
Ponte-ceso - 8.8200 Vilarmaior - 6.5300 Eas - 5.0100 í
Los en estado cr i t ico
í&egosido
Cápela
Cerdifio
Cesuras
Irissoa
Manan
- 17.3700
- 13.5000
- 16.84
- 25.40
- 18.22
- 18.44
- 39.52
Moeche - 21.01 (
Honfero - 23.62 \
Neda - 21.68 |
Ortigueixa - 20.19
RÍOS - 18.57
Somosas - 29.22
- 73?
IX, REGIÓN DE VTG0 - POHTEVEDSA
- Municipios de crecimiento dinámico;
Barro
Baiona
Bueu
Cambados
Mos
Ponte C.
(13.83>
(27.84)
(10.00)
(10.24)
(19-40)
U5.32)
Sotatomaior (10. 17)
Vilagarciaf19.61)
Cangas
Catoira,
Cereedo
Gondomar
Nigrán
Reckmdela
Vigo
Milanova
(16.89)
(11.11*)
(12.SO)
(15-19)
(20.92)
(31.72)
(35.65)
(14.70)
O Grave
h Guardia
Moaña
Mondariz
Poio
Salceda
Vilaboa
(12.88)
(14,06)
US.80}
C9.94)
(27.72)
(10.88)
(14.44)
- Municipios de crecimiento lento: jK % A &emográ"£ico< 9.597
Campo Lameira
Cotobade
Fornelos
Sanxenxo
Tai.
Marin
(337)
(2.59)
(5.61)
C8.69)
- (7.81)
(7,48)
Meaño
Morana
Portas
{4*53)
(6.79)
(1.96)
Hibadumia (6.94)
Ola
Pazos de
0.85)
BÍ1.18)
Pontevedra
Ponteareas
Sálvaterra
Togiiño'
<0.57)
£6.32)
{3.48)
(7.94)
Municipios estancados regresivos:
Covelo (- 0.37)
Meis {- 0.48)
Caldas de Reis (- 2.
Porcarey
^s Neves
& Canisa
O Rosal
<- 9.15)
(- 1-17)
(- 0.06)
<~ 0.26)
en estado critico:
Crecente ^ 19-00) - 15.65)
- 738 -
I I I» REGIÓN DE SflKTIflGO
Municipios de crecimiento dinámico;
A Baña (23.57)
A Poboa <3o Car&miñal{l7.26)
Boiro (16,60)
Santiago
-Boqueixón
(29.87)
(13,74)
(16.60)
- Municipios de crecimiento lento:
Ames (9.90)
Muros (2.41)
Porto áo Son(0.31)
Vedra (2.00)
Oroso
JRianxo
Pontecesures
(5.97)
(5.32)
(4.30)
(4.80)
Dodro
Padrón
*Hibeira
Silleda
<5.
d,
(12
(4.
45)
24)
,56)
24)
Municipios estanca<3os regresivos;
Camota
Trazo
ñ Estrada
(- 0.99)
{- 3.21)
(-2,74}
Hola
Cuntís
Lalin
C- 0.53)
(- 1.06)
<~ 0.33)
Sois
Doaón
Valga
(- 0.24)
C- 0.10)
<- 3.21)
Municipios regresivos
arana
«elide
Santa Comba
Vila de Cruces
Bimorto
í- 13.01)
(- 11.35)
(- 3.77)
{- 4.72)
<- 12.84)
Ordes
TorcEoia
Frades
Outes
Rodeiro
(- 8.80)
<- 7.52)
<« 11.57)
(- 5.13)
(- 11.04)
Municipios en estado critico;
{- 13.94) «es£a <- 21.57)
C- 16.98) Sobrado <~ 24.88)
(~ 24.45) Val do Düfora{- 26.51)
{- 22.10) Maláricos <* 16,24)
(- 14.77) O Pino <- 22.44)
í- 14.99)
Vilasanter (- 19.52
739 -
IV » REGIÓN DE I.0GO
Kanlcipios de crecimiento dinámico:
U0.81} San Vicente de RáfoaSe (12.06)
Municipios estancados progres ivos!
antas (3.25) Monterroso (0.87} Monforte (0.60)
Municipios en estado c r í t i c o :
i&adín <- 10.65)
Castro de Rei(~ 12.42)
Xermade
Incio
PoX
Sarria
Villalba
(^ 22.28}
(- 14.34}
C- 25.03},-
{- 20.74
(- 21,07)
(- 10.67)
Begonte {—
Corgo <-
Guxtiriz {-
Laucara (~
Paradela (-
Poboa do '{—
Saviñao (-
13.09}
16.97)
14.48)
14.92}
34.97)
17.86)
22.03)
9.88)
Friol {- 12.74)
Guxitín (- 14.70)
Palas de H.{- 22.32)
Páramo (- 12.09)
PortoEiarín- {- 20.83)
Sober {- 24,31)
740
RBGX0&
Municipios de crecimiento
Beade (25.17) Blancos (15.42)
Sandians (30*11* Vilar d. (15,81)
& Merca
Cúrense
(15.88)
(15-00)
Municipios de crecimiento lento;
Baltar (9.14)
Cástrelo do Miño <4.56)
Bairiz de Veiga (8.54)
S. Cristóbal Cea (7.29)
Verin
Muiños
Raiairans
líObeira
(8.37)
(6.64)
(6.77)
(9.11)
Municipios estancados progresivos r
I ÍOVÍOS
a Bola
Cortegada
Teixeira
(3.42)
<1.2r)
Í0.89)
(2.84)
Vxlarde
Cartelle
Taboadela
(2
(2
(5
.81)
.44)
.12)
Municipios regresivos s
Chantada
Barbadán
Cualedro
Xtmqueira
Hoaterrey
Hibadavia
I'arasmiras
V.S ¿áLijova
•<~ 14.45)
{- 1.50)
(~ 14.32)
' <7 11.71)
í~ 12.06)
(~ 12.22)
C^  5.98)
(- 6.02)
' <- 10.845
Verea
ñllariz
Bearis
Bntxxmo
I*eira
Padrenda
RÍOS
Gomesende
Toen
<~ 4.75)
<- 10.52)
(- 13.43) •
(- 11.66)
(- 13.26)
(- 4.60)
<~ &.28J
(-13-41)
(- 8.85)
Avión
Carl>alliño
Xinzo
Maceda
Pontedeva
Sarreaus
Bande
Maside
{-
í -
(-
C-
I -
t~
(-
12.10)
4.96>
4.33)
11.24)
12.27)
2,04)
13.42)
4.75)
•
en estado critico r
de n
C- 32,50) Cartelle <- 20.30)
{-- l'8.60) Esgos {- 21.33) Qisibra
{- 27*03)
(- 26.41)
- 741 *
Continuación:
Peréiro
Porqueira
s C 3.Í3X" i az i
Aaioeiro
Boborás
Cenlle
Xrixo
( .
í -
(-
C-
f *-
í -
<-
-22,31)
19.64)
.18*84)
27.64)
40.05)
26.90)
29.18)
Pácteme
A Peroxa
Quíntela
VilamrXn
Arrio ia
Calvos de
Coles
(- 23
<- 27.
{- 22.
{- 26,
34)
40)
895
55)
36)
68)
9 0 )
Magueira
Parada da
Fiñor
S. Amaro
Vilar de
C- 35.26)
{- 27.16)
i- 21.90)
<- 38.78)
(- 23.34)
HontederraiíioC- 15.22) Xunqueira <- 21.66)
REGX0N 0A MARIMA LÜGÜESA
Municipios 3e crecimiento dinámico:
Cervo ( 20.86)
Municipios de crecimiento lento:
FO2 { 4.32) (3.31)
Municipios regresivos
Sibadeo (- 0.84) 4.7300)
* Municipios "en estado c r i t i co :
Alfoz
Oro!
13.15)
12.30)
12.22)
22.07)
Barreiros t
Mondoñeáo i
Ponte Kova 1
Val do O»ro \
(- 13
E- 1 1
E - 1 S
t - 1 9
.53}
-93>
.02>
.41}
Xove <
Muras (
Riotorto {
- 9.
A i
- 10
85}
.09')
.85)
742 -
3XBKR&S
ios regresivos;
í- 6.94)
en estado critico
• <- 2 0 . 2 6 ) Fonsagrada <- 15.39)
(^ 35.935 Os Nogais {- 18,96)
Heira de ¿Jujeé <- 14.83}. ' Saroos {- 14,9?)
Becerrea {- 21.26) Cervantes {- 24.47)
Kavia áe Stiarne {- 19.56}
Pedrafita (- 25.92)
TriacasteXa {- 11.68)
II. DE I.&S SIEREAS SUROEXENTAX^ES;
- ffimicipios cíe crecimiento dinásnico;
0 Barco { 13.42}
t 18.'38)
{ 10,53)
A Rúa
i 12.82)-
C 15.84)
regresivos;
í- 12.2B) Castro Caldelas (- 7.06) Rio (- 5.51)
os en estado crítico:
co
ga
C—
( -
18
18
33
33
.52)
.36)
.85)
.ai)
Vilamarín <~ 25.35)
Manzaneda C- 30.60)
Kivas de Sil (- 15,43)
Chandrexa (- 20.66)
A Mezquita {- 18.14)'
Vilariño de Conso £~ 18.30)
Viana do Bolo <- 25Í01)
F
- CLASIFICACIÓN DE LOS MUNICIPIOS BE GALICIA POR SU LUGAR EN LA
JERARQUÍA INDUSTRIAL Y BE LOS SERVICIOS.
Cuadre 1
industrial
Ifiveles
Corana-Ferrol Región Vigo-Ponfcevedra Región Santiag» Región
Empleo „ . .. .
industrial r
Emplee . . . Eapleo „ , . „ Emplea « . . .
- j J. * * RtiniClpIOS . . . . , BUfilCipSOS . j . , , BUR1&5O105industrial r indastrial industrial
20,392 A Coruna
I4.S&? 0 Ferrol
4t.66O Vigo
S.OGGUÍIO.OOO
3.OQ0ÍEÍ5.OQQ
1.0ÍHKEÍ3.00EÍ
4.043
4.882
1.087
1.355
1.294
1.152
I.SD1
I.2B0
*
520
779
948
523
921
549
S71
622
616
754
614
788
894
940
667
647
42?
382
469
399
290
384
306
342
287
4€6
282
252
Pene
Harón
Be tantos
Garbalio
Cullereda
Ru gardos
Heda
As Poiífces
ftbegofido
ftrfis
Arteixo
ttergoneís
Catanas
Camarinas _
Csobre
A Capeía
Cee
Coristanco
Laracha
Cierros
Ortigueira
Pontedeaite
Sada
Valdoviüo
Ponteesse
Cedeírs
Cercena
Curtís
Salpica
Kirie
Musita
tiza dos Rías
Paderne
S.Satürsiño
?iftianro
5.525
S-79J
3.249
1,031
1.404
3.S4S
1.179
1.063
2.211
2.633
2.382
1.47C
i.ass
1.Í36
1.592
761
994
702
660
S56
543
512
SIS
7B4
517
534
S60
906
774
738
$31
2S7
309
322
339
476
428
307
3S&
Pontevedra
Redondela
tfilagarcía
Caldss de Reís
Canhsdos
Cangas
0 Srove
Hsrín
Hoaóa
«es
P&rrifio - "
Puirteareas
Tai
Vilaboa
ífüafiQVEa de SX
Saiona
Basa
Catoira
Ganase! ar
A Svardia
Heafío
Seis
Polo
0 Rosal
Salceda de C.
Sá lva t e l a do S.
Sanxenxa
Soulroaaior
Ton i rio
s
Barro
Crecente
Hondariz
üeraña
As Heves
Pazos de 8,
Partas
Pante Sáldelas
5.903 *
5.
1,
.340
.005
1.358
1..254
1.405
2..357
88 i
MC
502
872
950
539
376
531
615
401
420
2S7
302
C&8
2?e
453
2«6
42J
43?
45S
415
ASI
3GS
3iD
373
308
Santiago
B*iro
On tes
Paáróa
filan* o
fiibelra
A Estrada
Ases
Segreira
Bráes
A Píbca do C.
Teo
Cuntís
Lalln
SÜIeda
Valga
•
krzúz
h Baí5a
So que I icón
Spián
Dodro
Hajaricos
Relide
ftufiís
So i a
Pontecesafes
Porto da Son
líois
Santa Carta
Touro
¥al de Oabra
¥eiíra
¥iia da Criicea
4.836 Lego
1.193 Ronforte
1.027 Sarria
-
584 n i l a l b a
-
E < 25$ '
Región Coruña-ferrol
Empleo
industrial
53
17S
244
57
103
• 152
87
235 *
67
5S
155
84
112
103
&1
107
Ktmieipios
ftranga
Cabana
Carral
Cerduda
Cesuras
Güiros
Curcufaián
[ÍUíibría
Fisterra
Iríxoa
laxe
8 anón
Hoeche
Honfefo
SosazaE
Vilarnaíor
Cuadro % {eorctínuaciátt)
Jerarquía industrial
Ftegi6n Vígo-Pontevedra
Eapleo
industrial
202
131
174
60
2Í4
224
204
181
183
9 5 '
240
-
RegiSn
„ . . . Empleoftanicipios . . . . . ,industrial
ftrbo
C,aopo táiaeiro
k Cañiza
Ceráedo
C&tofeade
Coveío
Fercarel
F orne los ele K.
k tana
Kerrdariz B*
Oía
*
„
151
233
67
249
229
202
134
133
17
24
156
2&2
218 ."
9
ffS
128
Santiago
Municipios
BOiBDrtD
Camota
Frades
Lüíissee
Sesía
EFroso
& Pínda
Santiso
Sob"rad&
To ques
Toriíoia ;
Trazo
íilasaotar
0OZ6R
S- Golada ,
Roáeira
RegiÓfi Lago
iustris
32
73
$72
213
203
m
143
165
25
243
208
11.
223
211
121
81
135
45
175
64
5
126
41
45
68
117
250
231
76
, Hunicíjiios
Abadlti
Antas Ce lilla
Etegonte
Báveda
Castro de ílei
Castrovepde
Corgo
Cospetto
f riol
Xernatie
fiuitiriz
&üíítÍE3
Q Incio
táncara
Me ira
Ronterroso
Outeir-o de Reí
Palas de Sei •
Panton
Pafadela,
Pára»o "
Pastoriza
Pol
Pobos de 8 .
Portoaariít
S.Vicente de S.
Saviñao
Sober
Tatuada
"swiKeitt
i ndus t r i a l
Región Begíén Kariña tugiiesa Reglan Serras Orientáis K» Serras
Eneleo « . . . E«e»lec « . . . Emplao „ . , . £»pleo
industrial r industrial indifstrsal industrial
5.000
l.B0fl<E< 3,000
5€0<E< 1.000
25BÍE < 500
E 4 2S0
7,200 Gurense
l.lth Carballeda de A. Í-&0? Viveiro
766
854
511
451
314
417
445
452
275
251
307
255
34?
411
270
113
128
18
225
72
94
155
6
24
12
150
te
112
73
51
15
236
364
5&
tas
Hg
50
204
117
53
44
67
S5
223
0 Car&ailifio
Ribaáawia
Serín
^ Chantada
"* Allariz
Celanova
Coles
Xinzt> cía L,
Xunqaeira áe í.
A ItePea
Hogueira de fí.
ftasriz ús V.
iíasiráns
S.Críprxán de V.
S.Cristóbal 4« C.
Ümeira
Arnoia
Svifiti
Saltar
Bamíe
Bafi&s de 8*
Sarbadans
Beade
Beari z
Blancos
Boberas
A Bola
Calvas de R.
Cartelle
Castro éa V.
Castcelo do «.
CenlU
Gortegaáa
Cttaledro
Efttriüo
Esgos
Geaeseñde
Irixo
taza
Uíro
tobetra
tovios
Ha ceda
3BS
ZS6
%95
4S&
•
86
« ?
18J
115
74
ni
Cer«o
Faz
Lotirenzana
Kondoñedo
Ribadeo
«lío?
Barreiros
Xows
Huras
Qrol
^ Fontenov
Biotorto
Trabada
líaldaur-o
Vicetío
1.033 0 Barco
495 ft Poboa de T^
398 A Büa
307 Vilanartin de 8,
27
86
36
ifl
40
120
37
6
42
3?
13
?3
0
Saleirá
Baralia
Becerrea
Cervantes
Folgosc &o C.
Fcnsagrada
Kavia de S.
Seguéira de S»
6s Kofaís
Peárafita
Bibfiira d< P.
Sanos
Iriacastela
116
188
13
25
61
24
60
75
as
240
SI
- 12
171
26
244
25
6 Bolo
Carballeda
Castra Caldelas
ChsníJrexa da íj.
A GydiRa
Laroucs
Hanzaneda
h flez^uita
Petín
{jai raga
Ribas ^o Sil
Río
Subíana
A Teixeirs
Viana do S.
Vilariño de C.
Coaáro 3.
•ferargifía industrial
Regias Qnreirse Segián Hariña-tuguesa Región Serras Orientáis K. Serras Sureríentais
Mveles «...«.* w u . , . Eapleo „ . . . Empleo
. , , . , Municipios - . . - , Municipios • • , . ,
, industrial r industrial industrial industrial Municipios
t < zsa 195
129
38
71
75
113
US
150
31
ÍOl
240
235
US
25 .
26
66
101
84
53
7
134
120
57
32
235
161
0
0
Haside "
Helón
RortteííerpaBc
Monterrei
Muiños
Díftbra
Paderae de A.
Padrenda
Parada do S i l
€arfeallede
Pereiro de ft.
A Pefoxa
Piíiop
Perquéira
Pontedeva
Quíntela de 1
filos
S. Jtaaro
Sandláfis
Sarpeaas
Taboadela -
Toen
Ipasairas
Verea
ViSanarín
Viláp áe 8,
líilar de S.
Vilaí- de V.
«na Km siutx
Jerarquía de los- servicios •
Región Santiago
Rivales
Región CorsEs-Fer**!*! Región ¥ige-Pontevedra
Espíeos fBplees Eüple-os
éte lEsiiicipIo-a de Hynícipigs de Municipios
servicios servicios servicios
Empleos
de * Kaní&ipios
seriíícíos
3,GQ0£S< 5.000
3.09a
£8.597
3.810
3.825
A Cerolla
S Ferrol
1-115
1-222
2-473
1.353
1.023
1.113
1.955
1-775
1.253
1.7*5
2 _0S0
1-517
1J0S5
Saáa
Jtrfcelxe
SlStiHÍZDS
Caararinas
Ce*
Csrístanca
Calleredo
F«w
Oleirss
Ortiguaira
Ponteceso
PoBsteáetlBe
834
SOI
707
703
372
794
S58
§22
£18
813
689
661
37$
Valaovi ño
fts Pontea
(teda
Itüxía
Rugaráos
Sino
Salpica
ftísegon-do
Bergante
Cabana
Carral
Cedeira
5a,©Z6 Vigo 21.257
1S.8B5 Ponteveára
S-3S? Vilagarcía de fu
3.430
3.743
1.346
1.762
2.583
1.18?
2.057
1.34?
í-127
2.147
1.533
KQ97
1-037
1.634
¿.625
1-155
1-131
i.5? 5
K3S0
2-255
l.?SÍ
1.338
1JK*
885
742
522
653
555
SS7
529
761
-521
?os
Redondela
Karín
Vilsnava
l u i
Toeiño
Sanxenxa
Salvaterra
Pontesreas
Poio
PorPÍBO
Migrán
Í15 Heves
Bayona
Buen
Caldas de R.
Cambados
Cangas
Covelo
SoKáaisar
0 Srsve
ft Sí*ardía
Heafla
Hondariz
Hos
Poiíte CaltJelas
Sotoaaier
ií Cañiza
Cotobade
Crecente
Forcareí
Fórnelos de N.
Heañn
fiara ña
Pazos de B.
0 Rosal
Salceda áe C.
Vüafaoa
3.924
3.261
3.3&7
3.509
I.017
1.104
1.953 -
1.186 '
2.001
1.628
1.350
2.909
a.531
2.135
1.H5
1.4Z8
1.232
1.302
2.317
1.6S3
1.9S5
1.273
1.855
1.Í0&
778
503
547
C5&
514
640
611
503
616
547
S59
nares
Koia
Ribeira
& Estrada
Tila de C,
Sillada-
talín
Cuntís
Jeo
fines *
ft Baña
Bairc
BPÍÓR
Camota
«elide
líagreira
Ordes
Cutes
Padrón
Poboa do C.
Porta do Son
SÍ&Í1XG
Santa üonba
Val do Dubra
Ve dr a
.
Arzüa
BequeíxSft
Lou salte
Kataríco&
Pr&so
0 Pinde
R D U
Tordosa
Trazo
Portieeesares
Valga
18,253
3.9S4 Hcnfopte
1.356 Sarria
I.59S Villalba
583 Segante
834 Cospeita
§13 Saviñao
C«adre2
Jerarquía íe los servicios
8-egíón Cerufia-ferral Región V5§a-Pontevedra Región Santiago fiegiSn
Empleos.
de
sersicícs
633
709
501
554
923
750
28g
43? .
438
473
41 i
425
Municipios
Corctibién
Curtis
Ombría
fisterra
Laxe
Vimianzn
Cabanas
Cápela
Hafíón
Oza das R.
Paderne
S-Saturnino
¿ a s
Empleos Espieos
de KuRÍcipjos ^ de Hunjcípies cíe
servicios servicios servicios
Huíiicifños
258<S < 506 456
415
45S
401
342
313
492
303
483
Ribadusia
Portas
8ia "^
Arb&
Barro
Campo iaaeíro
Catoira
A Lana
Heís .
395
402
265
448
350
275
Sadro
Jfes£a
Touro
A Salada
líodeiro
S < 250
*
140
73
18S
225
Í5S
l l ü
206
177
202
Vilaraaíar-
ftranga
CerdixiJo
Cesuras
CoirÓs
Iríxca
Roeche
Hanfero
SOBOzas
Cerdeas
Hondariz S.
190
174
104
no
250
30
Frades
Santiso
Sobrado
Tagyes
Vilasantar
Cazón
439
474
440
371
2BI
274
322
378
263
448
2S5
464
237
226
176
218
204
213
i 38
i$3
245
209
87
48
230
- Taboada
Sober
Castro de R.
Castroverds
Congo
Xerraade
Láncara
feonirer-rosíí
Büteiro Óe ít.
'Parí ton
Pastoriza
S.Vicente d« R
Portonarín
Psjbda de B.
ftbadfn
fintad de « l ia
Bóveda
Fr io l
EiintÍR
0 Incio
Heira
Palas de Sel
Paradsla
fl Parano
Pol
Caadrar 2 (continitacién)
Jerarquía de los servicios •
Qurense tegíóis RariESa Luguesa R» Serras Orisnfcais R. Serras Sai-orientáis
Empleos Eapleas Espieos
de Hunicípies de Municipios de Btínicipios de HufiíeÍEiii
servicios servicios servicios . servicios
21.635 ©árense
I.9ÍHXSÍ 3,000
•
500CS<1.000
;
\
S ^ 550
2.153
KOlfi
i.sa-£@
1.156
I-«7?
302
589
211
211
4 6 3
25?
365
4 S i
4-2S
303
3$5
*15
291
3 ^
259
293
*39
325
«30
215
113
128
222
17
53
12
23?
I*
102
-. CarballiñB
€elanova
Xxnzo da t .
SiEjadavia
Verln
Ailariz
Verea
Toen
S.Cristcbal
5.Asarc
Ea»iráns
Sanrfe
Sanos- áe lí.
Sarbadáns
Ceníle
Coles
Entrisa
taza
A Scfcs
íiagueirs Je S.
^ereiro de A*
8*oeir$
ArnQ3a
fivióíl
Saltar
Seade
Seariz
SIancos
Boberas
A Sola
Calvos de 8.
Carbalieáa d« A
1-059
1.557
2 .043 .
722
869
51©
34B
253
32S
322
28?
36
203
132
159
19?
•
fíondoñedo
Ríbadeo
Viveiro
CervB
Foz
A Ponteaova
8>mir««
Loarenzana
Valdouro
ftlfoz
liaras
Srol
Siofcorto
Trabada
Víeeáa
653
333
298
U3
S89
121
171
24
1?8
US
20
20S
58
'Fonsagraíla
*
Becerrea "
Baralla
Saleira
Cervantes
Folgoso do C.
Savia de S,
Segueíra de «,
Os Segáis
Pedrafíta
lílbeira de 9.
Sanos
Trlacasteíc
J.515
í.034
938
535
486
45?
2513
335
484
283
183
1*5
12
196
88
U9
211
98
I&»
41
13*
0 Barco
h fEúa
Pofcuja áe T.
A Veiga
Oiiíroga
0 Bolo
Castro Sáldelas
ft Hezítuita
Viana da Sola
VUanartíii «.
fíifead íío Si l
Carbailedav
Chandraxa
ft tíudíña
iarooco
Pítín
Río
Sofeiaua
A íéixcira
¥ilariao de C,
gjcoatlnuaciófl).
Jerarquía de tos servicies
Marina titguesa Regiín Ssrfas Orientáis R.Sagras
lees
*• „ . - .
servicio* -™«n.i«
214
118
105
246
1S2
220
152
ISO
66
191
107
Í64
m
210
362
7?
198
183
75
205
74
73
177
2Q8
75
144
102
7£
31
157
53
136
246
248
94
223
162
CartelH
Cástrelo du ¥.
Cástrele tío H.
Carbaíledo
Trassríras
Cortejada
Sualedro
Esgss
Gosesende
Xünqueira de ft.
Sunqueira de E.
í-éipo
lobsira
lewios
Heléíi
Hoütederramo
Bottterrei
HUÍSDS
Oímbra
Paderite
Vilardeves
filar de S.
VIlar de B.
ÍIlaBarííi
Parada do Sil '
A Peroxa
PlÜQP
Pontedeva
?UIÍJCÍt*
Quíntela de L.
Ra5riz da Veíga
Ríos
S.CIpriáñ de ¥.
Sandiáns
Barreaos
Tab&adela
trasoirás
•Hunicipíos
Emplees
de
servicios Municipios
Euplsos
da
servicies HusíeiíiioB
S < 250
G. VALOEES 1>E LOS COMPONENTES PRINCIPALES ROTADOS POR HEGX0KE3
Eaadro 3
Valores de los componentes principales rataáos. Región
Varianza
Variables I I I ¥ VI
ét¡ creeisíento desegráfies.
d de población.
de población deducías
la población de a^yop nfícleo.
íB Ce población* del «sayar núcleo respecto al
total de
.972
.1Ú
.369
.811
.389
.813
2
~P de entidades por Km .
-Promedio de habitantes de cada eatidad-
-Promedio de habitantes át? cada eatidaá deduci-
da previamente la poblacíÓfi del OByop nficleo.
-índice áe urbanización.
-% Habitantes meíiores de 14 aüos-
- í Habitantes de 15 a 65 años.
- í Habitates sayones de 65 afios-
-Tasa de actividad. -
~% Eüpleo agrícola.
.446
.??&
S4S
897
312 .
.301
.429 .581
-Ü34
- .435
." .944
.40? .ÍOl
.466
.748
-%
- t Eapleo
-* Habitantes por Ha. cultivada.
-Distancia a la tapital de provincia.
de dereclio»
de eentralidad.
.893
.409
.981
-*257
.945
.933
- .744
Variartza 43. 1S.2- •n.t
FU£«Í€; C>«bbraci<n propia.
Cuadro 4
Valores de los coffipoonerstes principales rotados. Región Vigo-Pontevedra.
Varsanza
implicada
ífaríabtev
Componentes
III
-tftdtce de treeisiento demográfico.
de poblacién*
de población deducida prevsaneirfce
la población de mayor núcleo.
-% Oe población del "mayor nácleo respecto a l
total de poblacióíi-
2
-|S de entidades por Km -
-Promedio de habitantes de cada entidad.
•íremeáie de habitantes de cada entidad: dedttci—
ida previamente la población del mayen núcleo.
ft Habitantes menores de 14 arios.
HsMtatttes de 15 a 65 años; •
Habitantes mayores -de 65 años.
íasa de actividad,
agrícola. • •
industr ia l .
servicios.
Abitantes p<¡p Ha. cultivada.
a U capital de proyincia.
fo de aer-echo.
de ceatralidad.
.337
294
.829
.317
.415
.388
.447 .
,372
.278
.364
.76©
-.431
777
-.270
.624
.mi
-.260
.390
.767
.928
.918
3ÍI8
.537
*253
263
-.304
-.355
explicada 9.2
propia
Cuadro 5
^ s £ Var lanza
Variables ^^^N^
Valores de los componentes principales
I
rotados.
II
Uegión de Santiago.
Componentes
III I* V
-índice de crecimiento demográfico
-Densidad de
-Densidad de población dedsczda previamente
la población de aayor núcleo.
~% De población del sayor núcleo respecto al
taíal de población.
~&2 de entidades por KaT.
-Pforaedio de habitantes de cada entidad.
-Promedio de habitantes de cada entidad deducá-
da previamente la población del mayor nácleo.
-índice de urbanización»
-* Habitantes «enores de 14 años*
-% Habitantes de 15 a 65 años. •
-% Habitantes mayores de 65 años.
-Tasa de actividad, * ,
.-*í»pleo agrícola. *
-* Espíe» industr ial .
-* £mpUo constricción.
-* Imples servicios*
-* Habitantes pc-r Ha. cultivada. . ¿ *
a l a c a p i t a l de provincia.
de derecho.
-índice de centralidad.
901
485
.434
.92?
96
.515-
.840
.43S
.&&!
.855
.421
.847
855
822
-273
.838
.792
,568
282
686
.329
.78?
AQÍ
.352
.424
.381
.255
814
858
* Variaría explicada 43.3 17.8 8.6 5.1
Elaboración propia-
C«a«fre 6
Variables
^pilcada
\
Valores de tos componentes principales
i
retados-
TI
Región tugo.
m iv y
de crecimiento demográfico-
de población.
-densidad de población deducida previamente
la población de mayor núcleo,
~% Be población del mayor núcleo respecto a!
total de población,
2
-8* ds entidades por Kar .
de habitantes de cada entidad.
de habitantes de cada entidad deducí-
. «a previamente l a población del aayor
-iRáice de arbaiíización.
"& habitantes eenores de 14 anos. -
-% ^afeitantes de Í5 a 65 años.
*% Balitantes aayores .de SS años.
actividad. " -
agrícola»
servicios.
abitantes por Ka. .cultivada.
a la capital de províacia
de
5Q?
651
48?
6SS
-862
.889
.406 .405
,778
.3!7
.643
,335
.3S2
.6DS
".309 .357
.73S
-.636 - .273
.295
.289
.§30
,m
-378
-*74
-668
.795
.82$
,505 -,2§5
explicada 45.3 13.0
• * • * *»«•««•*•«*,
fíICKTE: EUboracSÓts
Cuadro 7
Valores de Eos componentes principales rotad&s, Región Ourense
Componentes
I I irr IV
-índice áe creeinisnto de»*gráficou
á de población* 942
de población deducida
h población de mayor
-% Oe población áel aayor ñáclec respecta al
de población.
í* de entidades por Kn .
de habitantes de caáa entidad
<íe habitantes de cada eretidad deduci
da previamente la poblacl&n del »a^or nácleo*
de urbanización.
•* Isbitantes Bienores de 14 años.
-^Habitantes de iS a 65 aií&s*
mayores de 55 aües
de actividad. -
industrial,
construcción.
servicios.
"* «abitaos
 p o r Ha, cultivada
ij» de derecho
.684
.288
.277
.356
.611
.869
.485
.840
.255
.533
.839
.899
.610
765
.31
.678
.395
.368
.352 -.333
«.71-0
-.711
* \190 ^.397
29.9 í.5 9.5 7-8 5.6
: Elaboración
Valores
-\2Yariarrza
^Mtxpllcada
Variables \ .
de los componentes principales
I
rotados. Región
£(
11
Harina
III
Laguesa
íes
V
-Iitdice de crecimiento deRográfice.
-Oettsidad de población.
de población deducida previamente
la población de mayor núcleo.
-% Be población del mayor nácleo respecto al
tijtal de población.
-P de entidades por Ka -
-iVosiedU de habitantes de cada entidad.
-Promedio de habitantes de cada entidad ífeduei-
& ficeviaaiente la población del mayar núcleo.
-índice de urbanización.
"X Habitantes señores de 14 años.
"£Habitantes de 15 a 85 años; -
-% Habitantes mayores-de 65 anos,
de actividad.
industr ia l .
"* E»pUo eonstrucctofi-
•*EtyUo servicios.
^ Habitantes
 p¿r Ha
a la capital de provincia.
de derecho,
centralidaá.
271
785
782
.786
.5&0
.471
,258
367
.31$
822 .
ssa
526
494
639
540
365
350
854
.329
• .453 •
.871
-.293 .
inri
-,/ííy
-.384
-.514
.668
.524
.344
•
.775
-480
-.881
. .835
.885
.590
-.419
,268
-.275
.35S
825
282
632
489 -
381-
4S7
333
.256
-.286
-.420
-.303
.362
.438
*3Í7
explicada 54.Q 12.4 8.i 6.9 '5.4
: Etaboracien prepia.
9Valares de los componentes principales rotados. Región Serras Orientáis
Componentes
Varí 3b! es I I III IV
-índice de ^crecimiento demográfico.
-Densidad de población.
-Densidad de población deducida previamente
la población de mayor núcleo.
A 8e población del aayor nicle© respecto al
tatal de población.
-fi£ de entidades por Km *
-tronedlo de habitantes de cada entidad.
~froaedio.de habitantes de cada entidad deduci-
da previamente la población del mayor ná<
-índice de urbanización.
-* habitantes menores de 14 años.
f Habitantes de 15 a 55 años,
-# Habitantes mayores de 65 años.
«Tasa ét actividad.
» agrícola.
i indus t r ia l . .
servicios
* «abitante» a^ cyltívada.
a U capital de provincia.
de derecho.
de csntraU dad.
.510
' .791
.628
-.330
.892
.9*2
.892
,315
,381
,258
-.724
-.938
.385
.317
.871
.327
.256
,711
.732
-.783
.353
.929
,769
.240
.525-
- . 3 7 1 *
.837
,732
Varianza explicada 3*.i 12-8 U.2 JA
^ =
CUbor»cUn propia.
Valores
^vSV afianza
lariables ^ • - ^
de ios componentes principales i
I
ios. Hegián
I I
i Serras Sarorientáis
Componentes
n i iv v
-índice de creeiisiento demográfico*
-Densidad de población'.
-Bensiáaíf de población deducida previamente
U población cíe «ayer n íkléo.
-% Be población del «ayer núcleo respecto a l
tíitai de población.
-83 de entidades por Km2.
de habitantes de cada entidad.
de habitantes de cada entidad deduei-
la población del stayor núcleo.
-índice de urbanización.
-% Habitantes Eenores de \h años.
•* Habitantes de 15 *a §5 años; .-
^Habitantes raayores -de 85 ¿ños.
"Tass & actividad. * - ;
*hple9-agr ícola .
"SEKísleo indust r ia l ,
censtrucción.
servicios,,
^Kabitanes
 poV Ha. cul t ivada.
3 la capital de provincia.
áe derecho.
.526
,7?5
.811
.723
- .571
-.320
*278
.255
.677
.804
.273
.534
.403
.776 .363
425
.343
.382
*4S5 .269
.495- .259
-.337- -.631
-.¿SO .786 . -
.278 .327 .667
.658
,596
-858 .283
.279
,286
üTEí Elaboración
H. COMARCAS HOMOGÉNEAS DE GALICIA
GALICIA
Casarca Municipios
«ÍUIftA
CURTÍS
CARRAL
ASZUS-HEUOE
QfiBES
CEE
mu
HIBEIltt
a FERROL
k ecrntrlU
VIVEÍR&
VRULEA
SARRIA
&£ tEHOS
Cedfiira, Gerdido, Safión, Híteciie y Ürtifttéír»
A tápela , As Pontee y
Aranga» Coirós» Curtís* Irixea» Sonfero
f Vilasantar.
Sobrado» Vilarsaior
,, Carral, Cercena y Cesuras
Arzéa, Bointorto, Helide, Santiso y Toqa&s,
Fraáes, Mesia, Ordes, Tordoia y Trazo
A Baña, Segreira, Santa Centfea y Val do Otttrra.
Arees^  Boqueixón, 8riánf 0 Pino, Oróse, Santiago,, Touro y Vedra.
Oodrc, Padrón,» Pontecesures» Rois y Tes*
Cabana, Carballo» Coristanco, taracha. Laxe» Malpíca y Pontccesu.
Camarinas, Cee» Corcubión» Duabría, Fisterra» 8uxsa* Vlslanz© y
Camota, lousaiae» Hazaricos, Muros, Hoia, Chites f Porta do Son.
Boira, A Pobos'de C , -Rianxo y
Ares» Cabanas, Fene, Q Fer ro l , Miño, Hugaráas» Harén, fíe da, Ponfcedeuse» San
Saturnino y Valdovino.
ArteixB, B&rgonáft, Betanzos, Caaibre, k Corulla, Guilerede, Oleiros, Paderne
y Sada. _
Xovef.OroI, Vicedo y Viveiro
Alfoz, Cervo, F02 y Valdouro.
Barreiros» A Pootenova, Ribadeo y Trabada.
Abadín, Caspelts* Huras, Vilialfoa y Xersade*
tourenzana» Hondoftedo» pastoriza y Riotorte.
Begonte» Castro de Sel, Castroverde, Corgo, friol* üuitiriz, fiuntín, tugo»
Heira, Outeiro de Reí» Palas de Reiv Pol» Port*»ar*íií y S» Vicente ds Rábade*
Baleira, Fonsagrada* ííoguelra de Kuñiz y 8ib«ira dé Piquín-.
Incio, táncara, Paradela, Páraao, Sa*os y Sarria»
Saralla, Becerrea, Cervantes, Havia ée Stiarna, Os Segáis» Peílrafíta e Triacas-
tela.
ññtas do Ulla» CarbaHecfo» Chaa6adaf H^nterrosa y Tabaada-
Bóveda, Conforte, Pantón, Poboa tío Brollón, Saviñao y. Sober-
Folgoso do Caurel» Quiroga y Ribas do Sil,
z, Boborás, 0 CarbalIIfio» Irixa» Hasíde, Piñor, Punxin» 5. Cristóbal de
Cea y San
Üisoeiro» Barbaááns» Coles, ílagueira de RaR«ín» Qur«ns«, Pereiro
A Peroxa, S. Cxpríán de ViSas» Toéñ y-
Cuadro Il(continuaci6n5
COMARCAS HGKGSEHEAS BE GALICIA
C o e a r c a
ALLAftU
POBDA 0£ TStIVES
CASTR& CAIOELAS
0 BARCO DE V.
HBA8AVIA
CEtANOVA
XIHZG Sil t .
WRIIt
TOA 00 B0LO
VIUSARGIA DE í
CALDAS OE SEIS
CALDELAS
A &UAROIA
P06ITÍ
1160
ftllari?, Taboadela y Xunqueira áe
Baños de Holgas» tsgos, Haceda» Paderné de ftllafiz, Vilar de Barrio y Xunqueira
de Espadañedo-
Cbandrexa áe ÍÜnesxa, Hatvzaneda» Poboa de Trives y Sío.
Castro Caldelas» Húntederrarao, Parada do Sil y S Teixeípa,
S Barco, Q B o l o , Carballeda, Larouco, Petís, A RSa» Rubiana, VUa&artin de
Valdeorras.
ArnoiB, Beade, Cíirbslleda de Avía» Cástrelo, Genlle, Leíro, Helón y fí ib adavia.
A Bííla, Carteller Celanavst Cortegada, Somesende, ft Rerca, Padr-enda* Ponfcedeva,
Quíntela -de Leirado» ííasiráns y Verea.
Sande» Calvos de Randín, Entrimo, Lobeira, Lovios y Huíños-
Baltsr, Blancos, Porqyeirar Rairíz da Veiga, Sandiáns, Sarreaas, Trasiiií'as,
Vilar de Santos y Xinzo da
Cástrelo do Val» Caaledro» laza, Hcnterrei, Diubrs, Ri6s y Verín-
A Gudina, A Mezquita, A Veiga* Viana, VilariRo de €o«so y Vilardevós.
Gasrbados, Catoira, & Grove, Reís, Síbadmuia» Vilagarcía y Vilaneva <íe
8arríí(i Caldas de Reís, Campo Lainei.ro» Morana» poetas y Valga.
-Cotobade, Fornelos de Sontes, A taaia y Ponte Caldelas.
Csrcetlo, Cuntís» k Estrada y Forcarei.
Do26n, ft Solada» Lalín, Hodeira, Silleda y Vila de Cruces.
A Guardia, Oía, O Rosal y Ti>stifi&,
Hondariz, Hondariz Balneario» As Seves, Pont&areas» Salceda de Cáselas y Salva-
fcerra Úa
h Cañiza* Coirels ^  Crecente.
Bueu, Cangas* Haría, SoaSa y Vílaboa,
GondoiBar» Hos, Hígcán» P&rríño .y Vl
» POÍG,-Pontevedra y Sanxenxo»
Pazos de Barben, Redondela y Sotoisaíar»
=aidsj = = : —
I. XIÍDICE BE DEPRESIÓN SOGIOECOHOMICA V DE RUHALIDA»
Cuadro 12
I8DXCS DE DEPRESIÓN- DE LOS MUHrCIPXüS GALLEGOS aú&SIPXC&DOS POR HEGXOKES
I . EEGXQN CORUJA - FE8E0I*
Cortina
Fene
Ferrol
Naron
Culleredo
Neda
Cee
Mugardos
Betanzos
Pont. G. Ügtiez.
Ares
Camarinas
Olelros •
CoEctíbión
Cambare
Fisterra
Carballo
Cabanas
Sada
ñrtetxo *
*-^  JET x s tranco
^ t L s o
11,001
10*019
9.782
9,046
7.319
6,919
6.830
6.781
6.745
6.449
5.671
- 5.297
5,045
5.02?
4.750
4.749
4.679
4.519
4.499
4.060
3.411
2.859
2,458
.1 » /tiü
1 £L€xA
1.668
1.250
Caxiral
Valdoviño
Oza *d. Ríos
Cerceíia
Orfcigaeira
Bergoiida
Curtís
Cápela
S. Saturnino
Cabana
Paderne
Marión
Cesuras
Somozas
Irixoa
1.
0.870
0.625
0.548
0.480
0.449
0.050
0.276
0.277
0.287
0.315
0.356
0,416
0.753"
0.870
1.286
1.550
1-795
2,924
2.969
Cernido
3.460
3*545
3.664
3.725
3,937
4*531
CÜÍV0HO 1 3
ÍNDICE DE DEPRESIÓN DE tOS.MUgXCIPIOS GAUUSGQg ..CtASIFXCADOS POR BEGSOHES
I I . EEGIOH VIGO - PGBTEVEDE&-
vigo
Pontevedra
Vilagarexa
Porrino
María
Hedondela
Grove
Moaña
Mbs
Cangas
Bayona
Sigráa
Bueu
Cambados
Morana
Poio
Catoira
Saaxenxo
& Guardia
Salceda
10.928
9.354
8-StS
8.257
7.995
7.947
7.856
7.401
7.319
7.227
7.061
'6.936
6,235
5-504
5.459
5.399
Vilaboa
4.
4*287
4-200
3.956
3.803
3.781
3.771
3.710
Sotomaior
Caldas de Keis
Pazos de Barben
&s Neves
Mondaria
Tomiño
Salva-terra -
Gondomar
Meis
Meaño-
Fortas
íPornelos
Oia
O Rosal
Campo Lameira
Barro
Pon tecalde las
Crecente-
Arbo
Cañiza
Cofcob&de
Forcarey
Covelo
Cerdedo
3.127
3-127
2.904
2,836
2.807
2.309
2.271
2,229
2.207
1.400
1.348
1.265
1.190
0.932
0,851
Ó. 356
0.049
- 0,942
- i.220
- 1.785
- 2.055
V
~ "2.537
- 3.501
- 4.054
CUADRO 14
ÍNDICE PE DEPRESIÓN • DE LOS MUNICIPIOS GALLEGOS CLASIFICADOS POR REGÍMENES
XII, KEGXON 5&&TI&GG
Santiago
Pontece sures
Poboa de
Padrón
Eíbeira
Noya
Boiro
Muros
Rianxo
Dodro
Porto do Son
Carnota
ñmes
•£eo
Ordes
Vectra
^ Estrada
Cimtis
Oroso
Hois
Maláricos
Val ao Dubra
10.687
8.986
7.385
6.271
6.193
6.132
5.299
5.164
4.235
4.005
3-459
3.395
2.463
1.766
1.460
1.450
1.208
1-031
0.946
0.886
0.865
0.816
0-492
0.330
0-274
ñ Baña
Boque ix<5n
Negraira
Vilasanfcar
Lalln
Santa Coníba
Lousaiae
Mes xa
Bioiíiorto
Sxlleda
Toxtro
Cutes
Vila de Cruces
Arzua
Melide
O Pino
Santiso
Tordo la.
Frades
Sobrado
Uozóti
Rodeiro
h Golada
Toques
0.101
0.033
0.009
- 0.155
- 0.168
- 0.354
- 0.857
- 1,166
- 1.299
- 1.398
- 1.470
- i.533
- 1.563
~ 1.585
~ 1.883
- 1.938
- 2.063
- 2,321
- 2.423
- 2.494
- 2.S03
- 2.785
- 3.689
- 4.236
CU&B&0 XS
ÍNDICE DE DEPRESIO» . DE IXJS WgMICtPXOS GM.LEG03 CLASIFICADOS POR REGIOHES
EEGIGM DS t,ÜGO
Lugo
Monforte
Rábade
Sarria
Meira
Pastoriza
; Guitiriz
1 Cospeito
1 Monterroso
j Castro de Ret
Láncara
Sermade
Oíate iro de Sel
Villalva
Priol
Palas de Kel
8.676
3-365
3.226
0.507
0.140
~ 0.992
- 1,043
- 1.238
- 1.541
- 1.-582
- 1.684
- 1,710
- 1.716
- 1.744
- 2.271
Castro Ver<ie
Begonte
Antas de Ulla
Corgo
Pantóa
Paradela
Taboada
Gvntín
Xncio
Páraao
M>aaia . •
Seviñao
P o l
Bóveda
Sober
Poboa de Brollón
- 2*740
- 2.883
- 2.983
- 2.295
- 3.284
- 3.303
.- 3.335
- 3.373
- 3.463
- 3.439
- 3.557
- 3,654
~ 3.943
- 4.507
- 4.569
- 4.638
E^rtomarxn
CUADRO 16
X8DICE PB.PEPfiESIOR PS_ LOS 5^0&^XCIPXOS GALLEGOS CLASIFICADOS POR REGIONES
V. REGIÓN DE OREMSE
Otírease
Rliradavia
Carballifto
S. CIprian
Verte
Vilaiaarla
fontedeva
ñ. Merca
Carballeáa A
Coles
Xunqueira
Cortegada
Chantada
de i , .
9.338
4.655
3.811
2.786
2.770
1.483*
1.245
"0.208
. 0.101
- 0.090
- 0.228
- 0,346
- 0.451
- 0.483
- 0.544
- 0.766
- 1.052
- 1.204
- 1,210
- 1.363
- i.444
-*1.545
- 1.597
~ 1.605
- 1.679
- 1.777
Trasmirás -
Baltar
Vilar de Barrio -
Cualedro -
Baños de Molgas -
snt-rimo —
Blaacos . —
Calvos de" Randin-
Barbaján ~
A Bola • -
ñrnoia -
Leiro -
Riós ' -
Olaibra • -
Nogueira -
Sarreans —
S. Amaro
S.Crist, Cea
Esgos -
Ramirans -
Irixo
Teixeira
aliaria -
Melón
Cástrelo Miño
Maceda
i.816
1.833
1.884
1.923
1.929
2.065
2.118
2.155
2,3B7
2.397
2-425
2.442
2.505
2.827
2.888
2.977
2.995
3.074
3,074
3.094
3-098
3.23Q
3.263
3.281
3.291
3.660
3.439
Porqueira
Carballeda
Gomesende
Ve rea
Boborás
Quíntela de 1.,
A Perosa
BeariE
Misinos
. Padrenda
Paderne
Jteioeiro
Beade
Cástrelo do Val
Toen
Parada do Sil
Vilardevds
Avión
Piñor
- 3.549
- 3,605
- 3.612
- 3.629
- 3.658
- 3.887
- 3.905
- 4.208
- 4.213
- 4.238
- 4.290
- 4.4Í3
- 4.507
- 4.551
- 4.592
- 4.736
- 4.783
- 5.081
- 5.140
*«. *; *\IK
- 7 t573
CUADRO X?
INDIOS DE PKPRESIOH DS M>S MmTCXVXQS G&L&BGOS CX&SXFICflDOS POR REGIONES
v i . UIGUESA
Cervo
Vivelro
Ribadeo
F 0 2
Monáoñedo
lourenzana
Stove
Val de
5.752
4.714
2-882
2.372
1.150
0.230
0,140
0.042
Riotorto
Pontenova
Alfoz
•Erabada
Barre isros
Orol
Huras
- 0.S26
- 1.240
- 1,349
- 1.636
- 1.692
- 2.401
- 3.501
- 4.408
CUADRO 18 .
IHftICE DE DEPRESIpf* DE LOS MCIHICIFIOS <mi>I^ EGOS CkftSXFXC&DOS POR REGIONES
VXX. SIEREAS
Os Nogals
Cervantes
Becerrea
Folgoso
Bibera de
- 2,060
- 2.855
~ 3.052
- 3.202
- 3.35Q
- 3.450
Navxa ae
Sainos
Neira de
Consagrada
Baleira
Triac^tstela
- 3.5O9
- 4.450
- 4.625
- 4.841
- 4.49Í
- 5.8S1
IKDICB OE DEPRESIÓN DE LOS MUNICIPIOS GALLEGOS CX-&SIFXCADO3 POR REGIONES
V I H - SIERRAS SU&QRIEHT&LES
O Barco
21 Rúa
Viana do Bolo
Pet in
Foboa ct.
O Bolo
A Mezquita
Quiroga
Eubiana
Vilar iño de G.
Carballeda -
6. £22
4.433
0.314
- 0.485
- 0.588
- 0.903
- 1,800
- i.871
- i.876
- 1.884
- I.'889
Ribas á&
A GíKÍiña
A Teixeira
A Vexga
Vilamaír de B
Castro C
Manzaneta
Rio
Chandrexa
- 1.909
- 2.534
- 3.263
- 3.559
- 3.943
- 4.857
- 6.157
- 6,160
- 7.366
• - 7.S12
Cuadro 2O
I8DICE DE RÜSALXDAO ÜE IOS «8HICIPI0S GALLEGOS CLASIFICADOS POR HE6IGH£5
- I. REGIOS CORííSA-FERHOt
Abegontb
Apanga
Ares
Arteixo
Bergontío
Retamos
Cabana
Cabanas
Camarinas
Cambra
Cápela
Carbailo
Carral
Cedeira - •
Cee
Cercada
Cerdído
Cesuras
Coirás
Copcubión
Coristanco
A Coruña
Culleredo
Curtís
Dufflfarla
Femé
Ferrol
Físterra
-2,0208
-2.4300
0.8317
1.S135
-1.3435
10.OH4
-4.8??2
0.1642
1.0473
0.&214
-2.7512
0.2Í2S
-0.6146
1.0649
2.129?
~3,ÜS?2
-S-0771
-2.4881
-i.1714
5.0139 .
^2.8i3S
33.4901
2.7285
-0.1863
-2.2183
" 5.7240
18.3802
- 1.4115
Inxoa
taxe
Lar achia
Halpica
RañÓB
üiño
Hoeche
Setífero
Mugardos
ftuxía
Saróft
Heda
Oleiros
Ortigueira
Oza dos kí&s
Paderne
Ponteceso
Pontedeunse
As Poates
Ssda
San Saturnina
Somozas
Vaidoviño
Vílarmaior
Viüiianzc
tas
-2.7676
-1.6511
-2.7508
-S.Í13Í
-0.5922
0.5731
-2.8844
-3.8503
5.208S
-l.íOiS
3 „ 5704-
1.9978
5.1421
-9.7Q82
-1.3730
«2.3492
-0.8532
4.0984
4.9371
5.195S
-1.7712
-i.6252
-1.2142
-i.9885
-2.534S
-2.S081
/
Cuadre 2 2
ÍNDICE DE RÜ8&II0A0 DE IOS MUNICIPIOS GftLUGOS eUSíFICABOS POR SESIONES
III, BESION SAMflAGO
Ases
ftrziía
A Sana
Boiaorto
Boira
Bo^ueixáñ
Brioa
Camota
Cantis
Dodro
Dozón
ft Estrada
*
k Solada
Frades • •
Ulín '
Caúsame
Hazaplcos
Helide
Hesía
Kuros
Negpeira
fftiia
Ordes
Oreso
Outes
-1.7424
-1.8428
-1.8938
^-2.5587
-0.0759
-2.4991
-2.9211
-1.1130
-2.1313
-1.8064
-1.8102
-0,0243
-1.9741
-2-1084
-iai97
-3.9086
-1.4537
0.4594
-2.3548
1.1083 •
0.6208
4.8969
-0.74S4
-83897
-2.1986
Padrot»
0 Pino
Poboa do C.
Pontecesures
Porto do Sotí
SÍ3ÍÍX0
íííiseira
Rodexro
Hois
Santa Comba
Santiago
Santiso
Silleda
Sobrado
Tea
Toques
Tardóla
íouro
Irazo
Val do 0ubra
Valga
Vedra
Vila de C.
Viiasafjtar
2.1562
-2.3873
2-S447
4.9983
-0.8772
-Q.1Q76
3.7866
-I.S516
-2.0ÍG2
-0.9185
1S.0285
-2.0317
-Í.666S
-1.5095
-2.6197
-3.3661
-3,5251
-2,6349
^1,7332
-1.8334
-1.8218
-0.7879
-2*4582
-L5Q37
! StSSSÍ = •= SISS5SSSB t===!=====: =S===s»= 35S5S3S SS S 3 ££ Sti
Cuadro 23
Üt RUftftUDAO OE LOS MUHICIPIOS SattEGOS CLftSIFICAOOS POR RESIDES
iv
Abadía
Antas de ü l l a
Begonte
Bóveda
Castro de Reí
Castroverde
Corgo
Cospelto
Frifll
Xerreade
Suitirlz
Guntín
Incío
Lineara
tugo
Reirá
Konforte
-1.9552
-1.7022
-1.6183
-1-442?
-1.3702
-1.0252
-1.1945
• -Q.2362
-1.8783
-2.19B3
0.4698
-2.1549
-2.1050
-0.7955
12.9395
2,2639
5.8631
Monterreso
Otiteiro de üeí
Palas de Rei
Fantcjn
Paradela
Páralo
Pastoriza
Pol
Foboa de 6.
?o*tom*rín
S.Vicente de Ü,
Sarria
Saviiao
Sober
Tsboada
Villalba
0,3193
-1.4757
-S.53Q4
-1.1818
-2.5293
-1.6771
-0.4477
-0.5278
^0.8779
-1.1393
10.9803
2,5113
-1.1005
-1.7657
-1.6462
0.8277
I§DIC£ DE DEIOS fflfflrCtPIOS GALLEGOS CLASIFICaOOS POR
V. RESIOíi OílREfiSE
Allariz
ftnotiro
Amo i a
Avien
Saltar
Bande
Baños de H.
Barbadáns
8*a<Se
Beariz
Blancos
Sobarás
A Bola
Calvos de S.
Carballeda de A.
Carvalledo
Carball iño
Cartelle
Cástrelo do V.
Cástrelo do ft.
Celanava
Cenlle
Cotes
Cortegada
Cualedfa
Chantada
Entrimo
Esgos
Xlnzo da t .
Gooesende
^üísquelra de ft.
Xuñqyelfa de E.
taza
Uiro •
lovios
ííaeeda
-1*4857
-2.9031
-2.3*28
-3.2304
- i .1305
,-1.4576
-1.0338
-1.7928
-0.5SQ5
-1.0176
-1.0173
-1.5465
-2.7957
-0.9883
-2.5898
-0.8655
'8.6018
-fl.5863
-1.7231
-i.3374
1.S442
-0.8947
-0.9581
-ia854
-0.7955
2.1837
-1.6033
- -1,8643
0-2926 _
-0.4773
-3,0564
- I .32H
-1*0085
-1.4505
-0,7009
-2.1182
-0.1375
«asiáe
HelÓJt
A Kírca
Horíteáerraitír
ítonterrei
Half,&s
ííogiteira de fi,
01abra
Qurense
Paáerse de A-
Padrenda
Parada éo S i l
Pereiro de A»
A feroxa
Piñor
Ptrqneira
Pontedeva
Panxía
Quíntela de 1-
Saíriz íía í -
iíaütiráns
ííibadavia
Hiés
San Usara
S.Ciprián de V.
S.Crisfcoi»al íie C.
Sandiáns
Sarreaus
Tabaadela
Toen
Trasiaíras . .
Verea
Verín
Vilar de @.
Vilar ¿Je 5 .
Vilar 4e V-
-1.1811
-0.0207
-1^0975
-3.068S
-6.6281
-2.1583
-1.2530
-1.208?
I8.G9QQ
-3.8085
^0.9622
-1.2995
-1.6234*
-1.934?
-z.esas
-S.859S
-2.8125
-o.nm
-1.8419
-1.4549
-3.1S2S
S*?2fii
-1,4440
-1.5091
1,8133
-t.0909
-«.328S
-Í.885S
-2.58GT
-2.559?
-0,0632
S.5526
-0.8484
-U7Q48
-0.2347
-2-8221
Cuadro 2 S
DE IOS MUNICIPIOS. GALLEGOS CLASIFICftppg POR REGIONES
VI. HESÍ0S nmmh UIGÜESA
Alfoz -1.376Í
Barreiros -0.3758
Cflrvo 2.9907
.2.0654
-1.5919
Loitrenzsfia -1.2685
RoBdoñede 2.7538
lluras . • -1.2032
©rol -2.MI87
A Pontenova -0.S995
«ábadeo 5.1620
Ríctort^í -O.51S0
írafeada -0.3443
Valdoaro -0.6485
Viceáo ^2.0259
4.7229
Cuadro 27
INOICE OE RÜRALIDAD DE LOS MBMICIPIOS GAUE60S CLASIFICADOS POR REGIONES
VIII. HE6I0H SERRfcS SÜRORIENTAIS
0 Barco
0 Bclo
Carballeda
Castro Caldelas
ftamlrexa
A Giidifia
tarouco
Kaszaneda
k Kezqett»
Petln
Poboa de Trives
Quifoga
Ribas*do Sil
filo
A Rúa
Rubiana
Teixeira
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MODELO OS FIANIFICACIOK REGIONAL MOLTXKXVBI.: EL MODELO
El objeto de este capítulo es el de especificar la estructura, los dife-
rentes componentes (sufomodelos y ecuaciones) y las posibles util izacio-
nes de .un modelo de planificación regional en su'primera versión, que
le llamaremos para abreviar GAMO I -(modelo Galicia}.
El GAMO I es un modelo de planificación multinivel -según la terminolo-
gía acuñada por Kornai (I")- y representa, en nuestra opinión, un "modus
operandiM adecuado pao?a garantizar un proceso de planificación descen-
tralizada (2) y democrática (3).
La planificación multinivel es una necesidad en aquellos casos, caracte-
rísticos de los sistemas económicos, en que se opera con distintos nive-
les: uno superior» que se corresponde con un alto nivel de agregación
y un comportamiento global de la economía; otro intermedio» de rama
o regional y, por último, otro nivel inferior comarcal y/o local (4)*
Se supone que existe un flujo de información y coordinación entre los
distintos niveles y que el superior envía decisiones al inferior y éste
«leva los resultados a los superiores y participa de ellos.
k» Que decimos se puede expresar, gráficamente» en la Figura 1, en la
que GQ representa e l n:ivel jerárquico superior que, -en nuestro caso,
sería el administrado por el Órgano de Planificación de Galicia. R^» R2,
%* Rit-•.,«„; €%t Cg,..,,^; C s + l J Cs^2*---*Gt ^on* respectivamente»
las n regiones y las t comarcas, resultantes del proceso de regionaliz;a~>
ción y comarcalización, ya tratados en el capítulo anterior.
G
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a estos niveles les podríamos añadir otro", el local. Cada
uno de ellos dispone de sus propias competencias y el proceso de plani-
ficación conlleva también características especificas a cada, nivel.
El modelo GAHQ I es un modelo a dos niveles, en el que solo se tienen
en cuen-fra los escalones G y R, , R_,..»,E ). En el escalón superior
o j. ¿ n
6O se inoáelan las interacciones que definen el comportamiento macroeco—
isómico en su conjunto. En el escalón inferior (E » Rp,»*.,R } es donde
se desagrega el modelo global y cada región, tiene un funcionamiento
f «ñas ;posibiliclaíles de desarrollo propias. La coordinación del modelo
se efectúa &n el nivel superior, con ayuda de las 'tablas input-autput
CS) - Es-feo es, desde el nivel superior se determina la renta regional
y, por su mediación, la inversión, el consumo, la* demanda final y el
empleo* 1&. estrategia política asigna la inversión y el empleo —excepto
el empleo industrial- a las diversas zonas.
otra, parte» el modelo GAMO I es un modelo espacial integrado por
s«i conjunto coherente de submodelos (6); cada uno con sus rasgos pecu-
liares 3f conectados entre sí formando en sxi conjunto un modelo único.
Porque la economía a la que el modelo se refiere puede entenderse -de
modo sucinto y sin más caracterizaciones, a los efectos que aquí nos
interesan— como im sistema (7), integrada por tres subsistemas fundamen-
tales qpe* en la medida en que nos sea permitido diferenciarlos» serian:
el subsistema rural, el subsistema urbano e industrial-terciario y el
litoral o
aspectos de dicha economía que vamos a incluir en el modelo -cada
su subroodelo correspondiente- son: la ordenación <te cultivos
y forestales, la ganadería bovina» la agroináustria, la pobla-
las necesidades de eiapleo agrario e industrial, los servicios,
üel suelo y vivienda* y las actividades económicas y sectoria-
agregadas.
® i«terrelacioneis fundamentales que comunican los diferentes subraode
los
 *Véase la figura 2) son las siguientes;
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-El submodelo ganadero (de ganad© bovino) se relaciona con el submo-
delo agrario á -través de las necesidades alimenticias» en unidades fo-
rrajeras, generadas por las producciones obtenidas a partir de las su-
perficies dedicadas a prados y forrajes, y, asimismo, por el peso vivo
mantenido en las superficies pastadas* "
submodelos agrícola-forestal y ganadero aportan al submoeSelo
de actividades agregadas o jnaer ©económicas la producción final agraria.
-Asimismo, el submodelo agrícola—forestal y ganadero está relaciona-
do con el submc-delo agroindustrial en cuanto proveedor de éste (8).
-El submodelo Úe inversión —aunque conceptualmente perteneciente'
al submodelo agregado, se ha computado <le manera separada— provee a
los submodelos agrícola-ganadero-forestal y al subaodelo de servicios
los recursos financieros necesarios para las inversiones agrarias
(transformación de mon-fce en pastos» regeneración de los prados, estabu-
laciones, repoblaciones forestales, etc.) y la-creación de los servicios
y la infraestructura correspondiente.
-El subiflodelo de empleo agrario está» ' lógicamente» conectado con
los submodelo© agrícola—forestal y ganadero, ya que éstos determinan
las diferentes superficies de 'cultivos, de explotación forestal y la
cabana de vacuno» que generan los correspondientes requerimientos o
necesidades de empleo.
-El Bubmodelo de empleo industrial viene condicionado por el sufomo-
delo de actividades sectorializadas» de manera que aquél depende de
la estructura de la demanda final y de sus diferentes, componentes.
* •
-El submodelo demográfico afecta al submodelo de servicios y» al
mismo tiempo, se ve afectado por él- £1 submodelo demográfico sobrede-
al submoctelo agro industrial y al de usos del suelo-vivienda,
a su vez, se ve sobreáeterminado por los submodelos á& empleo agrario
ndustrial: a) la función de demanda de materias primas industrializa»
de carácter agrícola y forestal depende de los parámetros relativos
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al consumo de dichos productos por falta de la población y de las expor- f
tacioness de los mismos; b) la demanda de suelo y vivienda está en fun~ j
cien» lógicamente, de la población" y de los standares respectivos de |
uso de suelo y vivienda; y c) obviamente, el nivel de paro o de "déficit. *
de empleo** es el resultado del exceso de población activa sobre las |
necesidades de empleo agrario, de empleo industrial y de servicios. * ••
, el subsiodelo de servicios influye sobre el del suelo,
a través de la demanda del suelo necesario para serv.ícios-
subfaodelos mencionados forman parte de lo que podríamos denominar j
iBQdelo central, al ma&, obviamente, se le pueden incorporar otros submo- \
délos o modelos periféricos, Los submodelos periféricost que podrían j
conectarse al modelo central, de gran interés para el caso de Galicia- ,
-y que i\o se tratarán aquí porque excede con creces nuestra capaci- \
dan (8)— podrían ser el subrnodelo de transporte (9) el submodelo de . |
planificación de la educación y de demanda de profesionales (10) y de *
áotaciors de equipamientos educativos, el submodelo de pescas el submode-
lo de e4uipamiento sanitario (11)
 f el sttbmodefo fie localización residen-
y eoniercial <12), el submodelo energético (13), el submodelo del
«Sel trabajo <14), el submodelo ganadero <15), el submodelo so-
{16> y el submodelo ecológico (17).
Por último, el modelo es de simulación dinámica (18) y prospectivo (19),
l© que ¡sos permitirá una intercomunicación conversacional hombre-iíiáíjuina
ó "oan-ttBctiine planning" de gran interés. El modelo será sometido a
distintas pasadas de computador para ensayar sobre el mismo diferentes
imágenes o escenarios del futuro de Galicia* en horizontes temporales
sucesivos de 5, 10, 15, 20 y 25 años; es decir^ » a largo plazo, partiendo
* afío base 1975. En otras palabras, se trata de explorar o elabora)*
visión coherente y global, cuantitativa y cualitativa a, la yes*
e
 las diversas estrategias posibles que se le presentan a la economía
gallega y de los desafíos más significativos que la misma deberá afron-
1 pr&ximo cuarto de siglo.
los objetivos que se persiguen con el modelo» para los que se
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pueden instrumentar las medidas políticas pertinentes, podríamos concre-
tarlos, desde luego sin ánimo de exhaustividad, en ios siguientes:
1. Evitar el actual proceso de "desertización" del interior de Gali-
cia y potenciar un marco equilibradlo de desarrollo territorial:
-venciendo la excesiva polarización en los rangos superiores tíel
sistema territorial urbano.
—estableciendo tip sistema de núcleos centrales y de ciudades medias
que vertebren la totalidad del territorio*
- promoviendo una política de servicios descentralizada, que incre-
mente la accesibilidad e intercomunicación entre las Áreas Metropo™
litarías» las Áreas Urbanas y las Áreas Rurales,
2* Lograr una economía integrada y mitocentraela:
-desarrollando los cielos productivos de los sectores e industrias
básicas de Galicia.
-e impulsando el crecimiento de un complejo agro-industrial basado
en la potenciación de los recursos agrícolas, ganaderos y foresta-
les.
3. Defensa y protección de *los ecosistemas en los <|us se inserta
la actividad productiva.
continuación, exponemos, de modo detallado, los diferentes componentes
constitutivos del modelo GAMO I. Dado sus dimensiones y su carácter1
simulación, ha sido necesario impiementarlo en vn lenguaje apropiado:
DVHAMO (20)» por lo tanto, las ecuaciones están redactadas de acuerdo
Oíl
 la lógica de aquel lenguaje, que -a fin de facilitar su lectura-
rxa concretarse, muy sucintamente, en los aspectos siguientes:
~
ft
 la izquierda de cada ecuación se escribe el formato o tipo de
~ 788 -
función empleada: el número indica la forma general de la ecuación y
la letra la naturaleza de la ecuación (de nivel -L-s auxiliar -A-, de
flujo -B-, inicial -S-, etc.).
-Los caracteres *K y J, siempre a la derecha de una variablea mues-
tran el valor de la misma en el instante actual del' periodo de simula-
ción f en el instante inmediatamente anterior» respectivamente. El ca-
rácter «T_K expresa el flujo existente entre un instante inmediatamente
anterior y el actual. SI carácter *KL corresponde al flujo del instante
actual al siguiente.
Por otra parte» cada submodelo lleva adjunto el correspondiente diagrama
de Forrester que, al mismo tiempo que especifica el tipo de Variable
empleada, contempla las interacciones fundamentales existentes entre
todas ellas.
2.1. SOBMQDKLO DEMOGRÁFICO
La población total de una región (Véase la figura 3) en un momento K
del período de simulación es, obviamente, igual a la sisma de la pobla-
ción femenina más la población masculina de todos y cada uno de los
cohortes de edad J (J=l,2,.. .12). (21).
Población total de la región Q.
; Población femenina del cohorte I y la región Q,
: Población masculina del cohorte I y la región Q.
 v
Población total del cohorte I y la región Q.
P6: Población de Galicia»
^& población femenina de «n cohorte 1 es igual a la población femenina
en
 ©I año anterior
 t más los incrementos y dec remen tos habidos en el
anterior, en el período (0T) de ua año (nacimientos femeninos en
el caso áel primer cohorte (paso de edad al transo inmediatamente supe-
rior, migraciones netas y defunciones tíel mismo sexo y para ese mismo
cohorte 5.
7R PFAIQ.KL=MFIQ.K-DFIQ.K
7H PFBlQfcKL=MFIQ.K+PEFIQ.K
PFIQ; Población femenina del cohorte X y la región Q.
PFAIQ: Variable de flujo.
FFBIQ; Variable de flujo.*
MFIQ; Nacimientos femeninos*
PFSIQi Paso de edad femenina del cohorte I a otro superior.
DFIQ: Defunciones femeninas del cohorte I y Xa región Q,
HFIQ: Migraciones femeninas netas del cohorte 1 al exterior
de la región (Diferencia entre las migraciones y las
iránigraciones correspondientes).
La población masculina de un cohorte I -definida de manera formalmente
análoga a la anterior— es igual a la población masculina en el periodo
anterior más los incrementos y decrementos habidos en el periodo (DT).
tfe un año (nacimientos masculinos en el caso del primer cohorte (paso
$e edad al tramo inmediatamente superior» migraciones netas y defuncio-
nes <iel mismo sexo y para ese mismo cohorte).
. K-DMIQ. K
PMIQ; Población masculina del cohorte I y la región Q-
PMAIQ; Variable de flujo*
PMBIQ; Variable de flujo.
HM1Q: Haeimientos masculinos,
PEMIQ: Paso de edad masculina del cohorte I a otro superior.
DKIQ: tte£unciones ma&etilin&s del cohorte I y la región Q.
Migraciones siascuiinas del cohorte I al exterior de la
región (diferencia entre las migraciones y las initiigra-
ciones correspoRíSlentes} #
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o& nacimientos femeninos se obtienen multiplicando el total de naci-
mientos por tina tasa constante de nacimientos femeninos- Be manera aná-
loga, se obtienen los nacimientos masculinos»
12& Q Q
TSF1Q.NM1Q: Nacimientos femeninos y masculinos, respectivamente,
HX; Total de nacimientos.
-51
 f .49: Constantes de nacimientos femeninos y masculinos9
respectivamente.
El total de nacimientos se obtiene por multiplicación de la población
total de la región por la tasa bruta de natalidad dinámica de la misma.
12A
59A
KXQ= Total de nacimientos de la región
- Tasa bruta de natalidad.
pasos de edad de un cohorte a otro por sexos se hallan sin íaás que
ar la población de cada cohorte y sexo por la correspondiente
de paso ñe edad.
12A
.K^ (PFIQ.KXTPEI)
TPKIs Tasa d© paso de edad ele un cohorte a otro.
deftmciones» por sexos y cohortes, se calculan multiplicando la
población respectiva por la tasa de mortalidad dinamitada correspondien-
RL»(PFXQ.K)(TDFIQ*K)
BFIQ» DMIQ: Defunciones femeninas y utasculinas; del cohorte
I y la región Q, respec ti valiente.
tDFIQ; TDM1Q: Tasas respectivas de mortalidad femenina y mascu-
lina íüna^ sisadís del cohorte X y la región Q.
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l,as poblaciones activas, por sexos y cohortes se obtienen por multipli
cseión de las poblaciones y las tasas cíe actividad correspondientes.
12A
12A
F&FIQ* PAMXQ; Poblaciones activas femeninas y masculinas co-
rrespondientes al cohorte I y a la región, Q,
respectivamente.
AFDIQ, kVBlQ: Tasas de actividad femeninas y masculinas dinamizadas
del cohorte X y la región Q.
La población activa por cohortes se obtiene, simplemente, por suma de
las poblaciones activas, femeninas y masculinas de cada coharte.
7 A PAIQ.K=PAFIQ,K+PAMIQ-K
PAXQ; Población activa del cohorte I y la' región Q-
•-
La población activa total de la región Q es la suma de "las poblaciones
activas femeninas y masculinas» de todos los cohortes en edad de traba-
jar.
VA PAQ. K=P AFQ . K+P AMQ, K
PAQs: Población activa total de la región Q.
PAFQ, PAMQ: Poblaciones activas femeninas y masculinas, respectiva-
mente» de la región Q. . "
Debido a los deficientes datos relativos a las tasas áe actividad: por
sexos y cohortes de edad, hemos calculado la variable población activa
fVeal» (PAHQ) ( como el producto de la población total y la tasa (bruta)
«é actividad, como paliativo $e aquel inconveniente- v
12A
59A
: Tasa {bruta) de actividad de la región
Las poblaciones activas agraria, industrial, construcción y servicios
@e hallan multiplicando
correspondientes.
lá- población activa por las tasas de actividad
12A
12A
12A
53A
59A
59A
59A TASQ.K=TABLE£TASQT,THffi.K,O,25»5)
PAAQ, PAIQ9 PASQ: Población activa del sector agrario, indus-
trial , construcción y servicios» respectivamente» de la re-
gión Q.
TMQ» TAIQS TACQ, TASQ: Tasas respectivas de actividad agraria,-
industrial, de la construcción y de los servicios dinamizadas.
&a "tensión de empleo" como la diferencia entre la población activa
total y el empleo "necesario" total.
TIQ. K=P ARQ * K-ETQ - K
TE; Tensión de empleo.
ET; Empleo total.
migraciones masculinas y femeninas por cada cohorte ^e hallan con
solo multiplicar las migraciones totales de ese mismo * cohorte por una
tasa o fracción de migraciones masculinas y femeninas,' respectivamente,
Naturalmente» la suma de ambas tasas debe ser la unidad {22}.
13A
13A
T Migraciones masculinas y femeninas netas del cohor-
te I y la región Q.
FHto» FMF:tasas respectivas de las migraciones masculinas y
femeninas*
EIQ; Fracción ñe migraciones masculinas y femeninas
cohorte I y la región Q .
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SUBMODELO DE MAGNITUDES MACRQECOJCTXCAS Y 0E ACTIVIDADES SECTQRIA
h'á. renta de Galicia es la suma de los varlores añadidos netos del sector
agrario, industrial y de servicios (Véase la figura 4).
8A RG.K^VAAG.IC+VAIG.K+VASG.IC
RG: Renta de Galicia.
VAAG, VAIGs VAS6: Son los valores añadi dos brutos correspon-
dientes a los tres sectores mencionados, que se obtienen de
la forma en Que se indica en las páginas siguientes.
•
El ahorro efectivo de Galicia —es decir» el que realmente se convierte
en inversión- es igual al ahorro privado interior de Galicia, más provi-
niente de las remesas exteriores y menos el ahorro drenado o excedente
cedido a otras economías (Véase la figura 5).
8A AEFG. K=AG, K-t-AEXG. K- ABG. K
AEIG: Ahorro efectivo de Galicia*
AG» AÉXG, áDG; Ahorro privado interior de Galicia, ahorro pri-
vado exterior y ahorro drenado, respectivamente.
Bichos ahorros se determinan a partir de la computación del ahorro total
ae Oalicia, multiplicando éste por sus tasas de ahorro respectivas.
Í2A AEXG.K^(TAEXG.K)(ATG.K)
12A ADG.K=(TADG.K)CATG.K)
TAGt TAEXG, TADG: Tasas de ahorro interior, exterior y drenado»
respectivamente. v
ATQ; Ahorro total de Galicia,
ahorro total de Galicia es igual a la renta de Galicia <leX período
por la propensión media al ahorro (23 K
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anteriores tasas de ahorro son variables a lo largo del periodo
simulación y dependientes cfel escenario contemplado; por tanto» serán
expresadas por sendas funciones TABLE-
59A
53A
TACT» TAEX*f, TABGT; Tablas de valores*de-las variables corres-
pondientes.
ta inversión total de Galicia disponible es igual a la inversión privada
más la inversión pública. -
7A ITG.Ks=IPG«K+IPÜG.K
ITG, IPG, IFUG: Inversión total de Galicia» inversión privada
e inversión publica* respectivamente,
I*a inversión privada es igual a lo que hemos denominado ahorro efectivo
de Galicia.
6A
inversión pública es una variable exógena, dependiente del escenario
S9A
ta inversión en servicios es igual a la inversión total por la tasa
3e inversión en servicios. A su ves» la tasa de inversión en servicios
es una variable política estratégica, que depende del escenario de simu-
lación y
 s e expresa por una función TáBLE.
ITSG; Inversión total en servicios
TIS: Tasa de inversión en servicios»
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El consumo de Galicia se expresa por medio de una función de consumo
a largo plaso ele tipo keynesiano, cuyo consumo autónomo y ordenada en
el origen es cero. Por tanto, el consumo de Galicia es igual a- la renta
ele Galicia en "un período anterior, por la propensión raedia al consumo
(24). Como es bien sabido» la suma <íe las propensiones medias al consumo
y al ahorro es igual a la unidad.
ISA C.K=<RG.JMPMCG)
C; Consumo de Galicia.
PMCG: Propensión media al consumo de Galicia.
hs. sectorialisación del consumo se efectúa a través de 14 tasas o tantos
*
por uno de consumo de • cada sector respecto al consumo total, siendo
¿•=1,2,,. .14. {Véase la figura 6).
12A CSEJ.K=(CK)(SBGJ.K) . •
CSEJ: Consumo sectorializado del sector J,
5EGJ: Tasa de consumo del sector J.
La estructura del consumo es variable a lo largo del tiempo» luego:
59Á SECJ,K^TABLE(SSCJTfTIME.K,0,25,5).
l»a sectorialización industrial de la inversión se realiza por medio
de 13 tasas de inversión sectorializada» ya que el sector 14 ya se sec-
más arriba.
ISEJ; inversión sectorializada del feector J.
SEIJ: Tasa de inversión del sector J.
e
 la misma manera que en el caso del consumo» consideramos la estructu
a de la inversión variable a lo largo del tietnpo; en consecuencia:
SEIJ. K=T&BL£(SEIJT#TIME.K(0,25,5).
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exportaciones crecen a w\& determinada tasa anual constante
ISA EX.K
EX; Exportaciones. •
VCEKi Tasa de crecimiento anual constante.
t Tabla de valores de las exportaciones
La sectorialIzación de las exportaciones se hace por el producto de
éstas por- un vector que expresa la tasa de exportaciones del sector
correspondiente sobre el total de explotaciones.
manera análoga a como se ha hecho anteriormente, la sectorializaeión
la demanda final se obtiene por multiplicación
1& demanda final por la tasa respectiva del sector
ñe
  del volumen total
: Demanda final sectorialisada correspondiente al sector
Tasa de demanda finai-del sector J,
12A
En relación a los otros componentes de la demanda final —esto es, el |
resto todavía no modelado de la demanda final; en nuestro caso, las ^ I
variaciones cíe existencias y el consumo publico— se considera q*¿e cr,ecen ¡
i.
a una tasa anual constante. • * ¿
í
i
18A GCDF, K= (OCBF. J) {1+VCOC) . fe
OCDF; Otros componentes de la demanda final. '
VCOC: Tasa de crecimiento anual de la variable OC0F. \
i
Obviamente, la demanda final es la suma del consumo privado, la inver- ' %
safe* las exportaciones y, lo que hemos denominado» otros componentes *
tíe la deíaanda final. = '
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ta estructura del vector cte demanda final es variable* dé acuerdo con i
las características cte cada escenario o. simulado; de modo que considera- I
remos las TDFJ como variables exógenas, expresadas en forma cíe funciones |
5SA TOFJ.K»TABI£(TBFJ?,TIllE.Kf0f25t5) . I
Y cernió se supone que el vector de las tasas de exportaciones es varia-
59A fEXJ.K^TABLE(TEXJT,TIMK.K,0,25,5}
OltO; Output industrial total de Galicia.
M: Indica el numero de sectores, 12 en total; se consideran
las ** =2
 s 3 , »* • 13. >
^ otra parte, los valores añadidos netos industrial y de servicios
e calculan a partir de los respectivos outputs totales, multiplicando
os por dos tasas que expresan la relación existente entre valores
los y productos totales.
ble, expresaremos tales tasas por una función TÁBLE. \
í
i
I
I
Á continuación, el cálculo del output total por sectores es inmediato: t
i
se obtiene por el smaatorlo de los productos de cada elemento del vector j
fila tíe la niettriz inversa de los coeficientes técnicos por cada elemento \
correspondiente del vector columna de la demanda final (25). Be modo \
^ue, podemos escribir j
55A 0XTJ.K=SUM2{14.AJS(DFS) * "
OITJ:. Output industrial del sector J. í
AJS; Slemento general del vector fila de la matriz inversa
de Leontief.
Por eonsiguiesite
 t el output industrial total de Galicia será la suma
«e los outputs de todos ios sectores industriales.
12A VAIG.K«(OITG.K}(T¥ftl)
X2A VASG.K=<OSXG«K)(TVAS)
" VAIG, YASG; Son los valores añadidos netos de los sectores
industrial y de servicios» respectivamente.
OXXG» OSTG: Son los oytputs totales úe los Electores industrial
y de servicios, respectivamente*
. TVAX, TVAS: Son las tasas de los sectores correspondientes-
ya señalados-
El valor añadido neto del sector agrar'ío y pesquero se calcula por sur-n
de los correspondientes valores añadidos netos de ambos sectores. El
valor añadido pesquero neto crece a «na determinada tasa anual constan-
te* El valor añadido agrario neto se calcula a partir de la producción
final agraria, calculada en dos submodelos agrícola-forestal y de foovi-
14A
18A VA
VAAG: Valor añadido nota del sector primario.
PFAG» TVAA: Producción final agraria de Galicia y tasa del
valor añadido agrario»
VAP: Valor añadido neto del subsector pesquero.
VCP: Tasa anual de crecimiento del subsector pesquero.
finalmente, resulta interesante el estudio de la evolución de los reque-
rimientos de capi-tai para la obtención del vector correspondiente de
final <26). ^ a ecuación utilizada ha sido (27):
CKSJ: Coeficientes marginales capital-producto,
's Requerimientos de capital del sector J,
"
3
* ^ S^ggl^Pf ^SOS DEL SUELO Y VIVIENDA (2S>
*© submodelo* se trata de iniciar, a un nivel muy esquemático y
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g el diseño <3e un instrumento desordenación urbanística supramu-
nícipaXt metropolitano o comarcal^ que eons-idere el territorio de la
región como un todo vertebrado en torno a la f une ion J erar qu i % adora
juegan en él las ciudades en sus diferentes-tamaños.
En la actualidad no existe -y es imperiosa su necesidad- la coordinación
y unificación de criterios» que permitan formular un esquema director -
de ordenación del territorio eñ el que la problemática de expansión
y crecimiento superan ampliamente los límites municipales, Pero, -en
nuestra opinión—, debe ser un esquema "director integral, de manera que
no se ocupe solamente del suelo urbano y urbanizafole, sino también del
no urbaniz&ble en la acepción que éste tiene en el art- 80, apartado
6, de la Ley del Suelo -actualmente vigente? esto es, como **espacios
Qiíe el Plan deteriaina para otorgarles una especial protección, a los
efectos de esta ley, en raxón de su excepcional valor agrícola, forestal
o ganadero, ¿Je las posibilidades de explotación c£e sus recursos natura-
les
 t de sus valores paisaj isticos, históricos o culturales 9 o para la
defensa de la fauna, la flora o el equilibrio ecológico1* (29). Por con-
siguiente, el criterio planificados* debe integrar el campo y la ciudad
bajo una misma óptica global que parta del principio de que el territo—
rxo es un bien escaso que debe ser ordenado y racionalizado para optimi-
zar su utilización.
£n línea con esta estrategia de intervención» dividiremos los diferentes
*isos del suelo» en suelo agrícola y forestal (que tratamos en el submo-
delo correspondiente)» suelo residencial, suelo <Je servicios y suelo
industrial.
es obvio, del suelo agrícola* -así lo hemos considerado- propor-
a l a
 superficie dedicada al cultivo del maiz y de la patata »v
se
 Atienen los restantes tipos de suelo por una función anual de deman-
oe nuevo suelo no agrario* El reparto úe ese nuevo suelo, en sus
erentes usos, se efectúa mediante los estándares de suelo residen-
s
 industrial y de servicios; teniendo en cuenta, ademásf el desigual
S e m a ur&ano-rural de nuestra geografía para la fijación de los dife-
estándares de uso (30).
La ocupación del suelo residencial es función directa del volumen de
población por zonas (31), y, asimismo, el suelo de servicios e indus-
trial se han hecho depender del montante de servicios y del empleo in-
dustrial de cada zona, respectivamente (32),
Por ultimo» a partir de la demanda de suelo* residencial» puede obtener-
se, a través de tina tasa de ocupación de viviendas, la demanda de vi-
viendas (33).
La demanda anual de suelo residencial de una región se obtiene por el
producto de la población de la misma región por la tasa de ocupación
del suelo residencial, que s^rá diferente según la región de que se
trate y el escenario simulado (Véase la figura 7) (34).
12A DSRQ,K=(FG.K)(TGSQ.K) "
B8KQ: Demanda de suelo residencial de la región Q.
TOSQ; Tasa de ocupación <iel stielo residencial de la región
Q* . '
!•& demanda anual de suelo industrial de cada región es directamente
proporcional al nuevo empleo industrial creado y a una tasa de ocupación
suelo por puesto de trabajo industrial (35).
12A DSXQ
DSXQ: Demanda de suelo industrial por regiones.
HSIH: Nuevo empleo industrial por regiones.
HPTI: Tasa de ocupación en Has* por puesto de trabajo indus-
trial .
Análogamente, la demanda anual de suelo para servicios
 r será igual a
nuevos servicios creados par la tasa de uso de suelo por puesto
trabajo en el sector'servicios.
12A DSSQ.IMHSQ-KHHFTS)
DSSQ; Demanda anual de suelo para servicios.
NESQ: Huevos empleos en servicios*
HPTS: Tasa de uso del suelo en Has. por puesto de trabajo en
servicios.
805
La demanda de viviendas de la región .Q es igual a la demanda de suelo
residencial en la misma reglen por la tasa correspondiente de demanda
cié viviendas.
Í2A
DVIRQ; Demanda de viviendas de la región Q.
TOVIQ: Tasa de dejaanda de viviendas.
Por ultimo j la demanda anual de suelo no agrario será, evidentemente,
igual a la suma de las demandas anuales de suelo residencial, industrial
y de servicios,
8A BSKáQ. K=DSRQ. K+DSIQ. K+DSSQ. K
' DSNAQ: Demanda anual de suelo no agrario de la región Q-
DSRQ, DSXQ, DSSQ: Son las demandas de suelo residencial, indus-
trial y de servicios» respectivamente.
2-4. SUBMQDEkO DE SERVICIOS
£& primer lugar, se establece el cálculo de la demanda óptima de servi-
cios para cada región a partir de una función estintada estadísticamente,
tal función relaciona la población activa en servicios con la población
total {Véase la figura 8).
14A
SDP t Volumen óptimo de servicios demandados por la población
áe cada región Q.
S% Q: Coeficientes de la recta cte regresión*
mievos servicios demandados por la población de una región se obtie-
n
 Por diferencia entre la demanda óptima o deseada úe servicios de
a
 ftiana y los servicios realmente existentes,
7A HSDPQ.K=SDPQ,K-SQ.K
KSDPQ; Huevos servicios demandados por la población <3e la re-
gión Q.
SQ: Servicios existentes a fin de año en la reglen Q.
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tos servicios existentes en una región" se generan por la suma de IOB
servicios del año anterior más los nuevos servicios creados-
Ih SQ.K^SQ.J+{DT)(N5Q.JK+G) . •
H5Q: Son los nuevos servicios creados en la región Q.
La suma <3e los servicios generados en cada región es el volumen total •
del sector servicios o empleo total de dicho sector en Galicia.
53A SG.R
SG: Empleo en el sector servicios de Galicia. -
A efectos del cálculo de- los nuevos servicios creados se procede del
siguiente modo;
En primer lugar, los nuevos servicios creadlos sonuna función directa
de la inversión real en el sector servicios e inversa del coste unitario
por puesto de trabajo creado en dicho sector.
20R NSQ.K=IRSQ-K/COSQ
HSQ; Volumen de servicios creados en cada región Q.
IBSQ: Inversiones reales en servicios en cada región.
CUS: Coste unitario por puesto de trabajo en servicios en cada
regióna que consideramos constante a todo lo largo del período
<áe simulación. •
continuación-* se genera una función de la inversión "normal1* en serví-
jai
ios» expresión de las £Uerzast polarizadoras del mercado» dependiente
e
 la fracción de la inversión total en servicios correspondientes a
l a
 población de la región.
: Inversión normal en servicios de la regióxi Q,
ITSG: Inversión total, de Galicia en servicios,
PG; Población total cié Galicia.
sos
Finalmente» se introduce una variable cxógena NKSQ úe carácter político,
cuyo objeto es la descentralización áe los servicios» que se establece
mediante una función TABLS y que dependerá del escenario de simulación
contemplado. El criterio de obtención de los valores de dicha variable
es que los dichos valores sean directamente proporcionales al déficit
d@ ser-vicios de la región e inversamente proporcionales a los servicios
existentes en la snísísa. En consecuencia» el submodel-o se cierra con
el cálcalo de la inversión real en servicias, que será igual ai producto
de la inversión normal en servicios por la variable ya definida, MKSQ.
12A
59A .£,0,25,5}
Tabla de valores de la variable instrumental deseentra-
lisadora de los servicios.
2 . 5 . SUBHODELO DE EMPLEO
empleos son generados por sectores. El empleo agrario será el resul-,
tado del producto de la superficie agrícola y forestal por las unidades
tíe trafoajo-hosilíre necesarias por Ha, para la explotación de aquéllas,
mas las necesidades de mano de obra para el cuidado de la ganadería
(téngase en cuenta que solo se computa la .ganadería bovina» por lo que
se subestima la demanda «le empleo ganadero (Véase la figura 9). Conviene
señalar» además» que los empleos agrarios y de servicios se generan
regiones. Los empleos ganaderos e industriales se generan, desde
punto de vista territorial» agregadamente*
12A ETFOQ.KMSAFOQ.KKEüFOQ.íO
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12A BTVIQ.K»<SAVIQ.KXEUVIQ.K)
12A ETLEQ. K={ SALEQ. K) { EÜLEQ • K )
12A ETFHQ.K-(SAPRQ.KK£UPJ5Q*K}'
12A KFNRQ-KMSPNRQ.KMEUPHQ.K)
12A EPNSQ.K*(SPNSQ.K){EUPHQ.K)
12A ETPSQ.K«(
iresentando el primer miembro <ie las ecuaciones anteriores los
totales y el segundo mieiabro las superficies en Has, y los empleos por
Ha, de los siguientes cultivos agrícolas y forestales: maíz grano, hor-
talizas , frutales, patatas, coniferas, frondosas
 t cereales, forrajes,
viñedos
 t leguminosas, praderas temporales, prados permanentes {regadío
f secano) y pastizales, respectivamente.
El empleo requerido por la ganadería se obtiene por .el producto de la
cabana total de vacuno por empleo necesario.por cabeza.
12A
ETGQ: Empleo generado por la ganadería vacuna*
CGTQ; Cabana total de ganado vacuno.
EUC&Q: Empleo por cabeza-
tas tazas del empleo unitario por Ha, y cabeza de ganado son variables
y dependen, obviamente» del escenario de simulación contemplado. Son
introducidas en el modelo por medio de una función
59A EOHQ.K=TABLEÍEÜHQT,TIME,Kt0f 25,5)
811 -
EÜFRQ. KcTABI-E (EPftQfT, TIME. K, O » 2 5 1 5 )
59A
59A EUC AQ. R.TABLE ( ECAQT, TIME". K, 0,25,5)
Por tanto, el empleo total del sector agrario de cada región será la
sisma <3e los empleos necesarios de cada actividad agraria*
9A
9 A ES A3Q „ K^ETVIQ. K+ETLEQ. K+ETPRQ, K+EPKRQ. K
7A ESA4Q-K^EPNSQ.K+ETPSQ.K+
9A ESAQ.K=ESAlQ.K-i-ESA2Q.K+ESA3Q.K+ESA4Q.K
. ESA1Q, ESA2Q, ESA3Q y ESA4Q: Son cuatro variables auxiliares
creadas artificiosamente —a causa de las restricciones del
programa de or de nador ti t i 1 i sado- para el cal cu 1 o de ES AQ o
empleo total del sectoi* agrario erí la región Q (no se computa
el empleo ganadero: éste, como* ya se ha dicho, se calcula a
- nivel de toda Galicia). .*
Por otra parte, el empleo total, directe e indirectamente generado {36},
*3e cada sector industrial se obtiene por producto de su coeficiente
medio de trabajo-producto por su output total correspondiente.
EIGJ, OITJ, CTSJ: Son los empleos, el output total y el coefi-
ciente medio de trabajo-producto» respectivamente, del sector
industrial J (J=2,3*.^.13}.
coeficiente medio sectorial de trabajo-producto varía a lo largo*
ei
 tiempo de simulación, por lo que se introduce una función TABLE
por cada escenario.
tanto, el empleo industrial total será la suma de los empleos in&us-
sectoriales.
£10: Empleo industrial total, - " . •
Est^, como acaba de afirmarse
 f sería el emplees industrial generado por •
une, estructura determinada del vector de demanda final. Pero, lógicamen-
te, otras simulaciones son también posibles. Así, podrían analizarse,
por sepaísdo, los efectos que sobre la generación de empleo tienen los
cambios en la estructura del consumo, inversión y exportaciones*
El efecto que sobre la generación de empleo industrial puede tener el
cambio en la estructura de consumo se computa por las siguientes ecua-
 ;
clones: • !í
12A EEJCG.Ks=<CTSJ,K) (CSEJ.it) [•
EEJCG: Efecto total sobre el empleo del sector J de un cambio
 (
:
en la estructura del vector de consumo de Galicia (37) •
El efecto que sobre el empleo tiene una variación en la estructura de •
la inversión puede separarse en dos {38); el empleo directo ó empleo ;•
generado en un sector por la inversión de una unidad (un millón de pts. ) \
sn el mismo y el empleo indirecto o empleo asociado al incremento de *
inputs intermedios que ha de ofrecer el sector K para satisfacer el í
incremento de producto del sector J provocado por una inversión unitaria ¡
en este sector. Los dos efectos, directo e indirecto, se calculan, res- i
pectivamente* por las siguientes ecuaciones: 'f
20A EÜDIJ.K^CITJ.K/CKSJ.K • |
7A EüIIJ4K=EUTIJ.K»-EUDXJ.SC . i
K13I>IJS EOJIJ: Empleo unitario directo e indirecto generado ;<
en el sector J por una inversión en el mismo sector de «n^
 }
i
unidad. ¡
CITJ, CKSJ: Coeficientes increméntales de trabajo y de capital- i
producto del .sector J» respectivamente. |
j
¡ípleo imitarlo total que genera una unidad de inversión en el sector j
¡ie por la ecuación:
813
CTXJ: Coeficiente que muestra la proporción que el empleo di-
recto del sector 3 representa respecto al empleo total, genera-
do en el misir*o sector y en el resto.
coeficiente <39} se computa por medio de la siguiente expresión
44A CTT J, K- ( CTS J . K } < &JJ } /AKJ. K
,CTSJ: Coeficiente medio de trabajo del sector J.
AJJ: Coeficiente correspondiente de la diagonal principal de
la matriz inversa de Leontief.
ta variable auxiliar j&KJ es- el sudatorio de los productos del coeficien-
te trabajo-producto del sector f£ por el coeficiente correspondiente
AKJ de la matris inversa de Leontief. De manera que, podemos escribir
» los coeficientes increméntales de trabajo y de capital-
producto son variables a lo largo del período de simulación y se expre-
san por sendas funciones TñBLE
el empleo directo e indirecto generados serán iguales
a
 los empleos unitarios respectivos, anteriormente computados, por los
volúmenes úe inversión sectoriales-
E D U , EIIJ: Empleos directos e indirectos generados, respecti
vamente, por la inversión del sector J.
a, el empleo total será lógicamente la suma de los empleos
indirectos creados.
£a variable TEIQ puede ser mayorada o minorada voluntariamente según
los objetivos propios del escenario de simulación, obteniendo» de ese
, un tanto por uno de empleo industrial region&lizadcv*
12A TEICQ.K=(TEIQ.K)(ALFAQ.K) *
59A &LFÁQ.K=;TABt£{ALFQT1TH^E.KfOr25,5)
TEXCQ: Tanto por uno de empleo industrial corregida de la re-
gión Q-
ALFAQ: Expresa el multiplicador o divisor de cada región Q,
Obviamente» en el supuesto de no intervención de la autoridad
planifie adora ÁLFAQ es igual a 1,
En consecuencia, el empleo industrial total de cada .región Q será igual
• al tanto por uno de empleo industrial corregido de Q por el empleo in-
dustrial total de Galicia. , .
12A
Por otra parte, el empleo en servicios de cada sona es igual al nivel
fie servicios alcanzado.
6 A
ESQ» SQ; S O R el empleo en servicios y los servicios existentes
en cada región% respectivárente-
o r
 'SItimo, el empleo total áe una región será la suma del empleo agra-
r2-o* el empleo industrial y de los servicios de la misma.
8A
"
6
"
DE ACTIVIDADES AGRÍCOLAS Y FOBESTALES
°yjefco de este submodelo es diseñar el esquema de un posible plan
ordenación o transformación de cultivos» que permita al campo gallego
sar su potencial ganaderot forrajero» forestal s hortofrwticola»
816
Aunque si se "tuviera- que señalar una taeta fundamental» en torno
a la cy&l girarían todas las demás, recaudaríamos en señalar que es la
expansión y mejora de los cultivos destinados a la alimentación animal
la que constituye el pilar básico sobre el que debe asentarse el desa-
rrollo agrario de Galicia, cuya vocación ganadera es sobradamente reco-
nocida»
En sumas la estrategia de ordenación o planificación debería concretarse
en:
-Recuperación de los actuales terrenos de monte bajo y de matorrales
o tojales, actualmente improductivos, para aprovechamientos rentables,
particularmente praderas y monte arbolado (41).
-Orientación de los terrenos, en la actualidad ^ cultivados sin crite-
rio de rentabilidad, hacia producciones más rentables, fundamentalmente
bajo el cr-iterio de r-eempleo en ganadería,
-Irieraienta de los rendimientos de los aprovechamientos actuales-
ko que necesariamente implica una reasignación del suelo entre los dife-
rentes cultivos sobre la base del estudio de unas nuevas potencialida-
des. Es a esa reasijgnación de superficies de cultivo» el estudio porme-
de sus tasas de crecimiento o decrecimiento, el objeto preciso
submodelo que tratamos úe construir (42)*
u
^& bien, las superficies agrarias ¡3e cada región por cultivos en un
c3«sl periodo de simulación se calculan por suma de la superfi—
e
 3el mismo cultivo en un momento anterior más las transformaciones
u &
 superficies habidas en ese ano (Véase la figura 10),
SAHQ.K=SAHQ.¿+{DT) (S
SAFBQ.KsSAFH
SAPQ,K«SAPQ.
. KtSCHQ.K+0)
. Kf-SPFRQ-K+SCFRQ.K+O)
(-SPKQ. K-SPFRQ4C-S0ÜPQ.K+0)
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52L SAFQ. K-5AFQ, J+ (BT ) < SCFQ. K-f-SLEFQ, K+SMFQ .K+0 5 "
1L SAVTQ.K==SAVIQ,J-t-(DT)(G+O)
1L 3ALSQ. K^SALEQ - J+{ DT ) ( -SLEFQ. K-í-0 )
52t SAPRQ. K=*S&PBQ . J4- { DT} (SMPRQ. K+SGPRQ.K+MAPRQ. K+0 }
1L
1L
1L
7A
7á
S«AlQ-K=SRCOQ-K-tSRFQQ-K+MAPRQ.K
. K^SRCOQ. K+CGRQ. K
.K^SRFOQ.K+FORQ.K
SAMQS SAHa, SAFRQ, SAPQ, SACOQ, SAFOQr SAGQ, SAFQ, SAVIQ» SALEQ»
SAPEQS SPHHQ, SPÍISQ y SPSQ: Son -las superficies de mala, horta-
lizas, frutales» patatas, coniferas, frondosas, cereales, fo-
rrajes» viñedos» leguminosas, prados artificiales» prados natu-
rales de regaiilo, prados naturales de secano y pastizales,
respectivamente.
SMHQS SMFHQ, SMPRQ, SMFQ y SOÜMQ; Flujos anuales de transforma-
clones de la superficie de maíz a hortalizad* frutales» prados
temporales, forrajes y otros usos de carácter residencial e
industrial o de servicios, respectivamente £43).
SPHQ* SGHQr Transformaciones respectivas tíe las superficies
de patatas y cereales en huerta.
SPFRQ, SCFHQ; transformaciones de las superficies tíe patatas
y cereales en frutales.
SOUPQ: Paso cíe la superficie de patatas a otros usos residen-
ciales, industriales y de servicios.
SRCOQ, SRFOQ: Superficies repobladas de coniferas y frondosas,
respecívamente» a partir de matorral no apto para transformar
en prados y pastizales,
SCFQ» SCPKQ; Transformaciones de las superficies de cereales
a forrajes y de cereales a praderas temporales» respectivamen-
DK ACTIVIDADES AGRÍCOLAS ¥ FOSESTAITS
SCFQ, SLECQ: Transformaciones de superficies de cereales a
. forrajes y <3e leguminosas a cereales.
SLEFQ: Conservación de la superficie de leguminosas en forrajes.
MAPHQ: Transformaciones de las superficies tíe matorral en pra-
deras temporales.
&APMQ: Transformaciones d© matorral en praderas permanentes
de regadxo.
SMAQ; Superficie de matorrales y tojales.
TKCOQt TRFGQ: Superficie total de repoblaciones de coniferas
y frondosas, respectivamente.
COHQ, FORQ: Repoblaciones de coniferas y frondosas en superfi-
cies forestales ya existentes.
Dichas transformaciones dependen de la política agraria (caracterizada
de acuerdo con el escenario de que se trate) y son formuladas por ntedio
de una función !TABLE (44)
59A SMP&Q.K^TÁBLE(MPRQT,TIME.K,0,25,5) -
59A SOÜMQ. Kr=TABLE { SOU8QT, TIBE. K% 0 , 2 5 , 5 )
59A
59A
59A SHCOQ.K^TABtE{RGOQT»TI^E.K,0,25,5}
COKQ.K^TABLECCORQT
 f TIME,K *Ot25 s 5}
FGRQ.K^TABLEiFORQ^OTÍE.K^a^S)
Las producciones agi-ícolas totales en unidades físicas por cultivos
se obtienen por multiplicación de las superficies agrarias de cada uno
de ellos por sus rendimientos unitarios respectivos.
12A
12A
12A
I2á
XZh
12A
12A
12A
12A
12A
12A
XZh
(RliFQ.K)
PHFQ.lMSAFQ.K) (RUFQ.K)
PRVIQ.K^(SAVIQ.K) (EÜVIQ-K)
PHLKQ , K= { S AtEQ - K ) ( HULSQ. K >
K) (RPNRQ'.K)
Siendo las producciones agr íco las por superf ic ies y sus rendimientos
unitarios, e l primer iftietnbro y e l segundo término del segundo miembro.
&Q csuia «na de l a s ecuaciones, respectivamente.
dichos rendimientos unitarios son variables a lo larga del tiempo,
creamos las funciones TAB£E correspondientes.
.K,0,25,5)
K=TABLE ( HÜFQT, TIME • K, 0 1 2 5 , 5 )
HUKAQ. ATABLE ( RKAQX
 t TIME - K»0»25»5)
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Da otra parte» para calcular la producción f.inal agrícola será preciso,
en primer lugar, calcular los reempleos» que son una fracción de la
;eién total de cada cultivo*
12A
12A RSFRQ.K=(^HEFR)(PRFRQ.K)
12A RECQ, K^ C TREC } (PRCQ. K )
Siendo el primer miembro, de dichas ecuaciones los reempleos de la pata-
ta, hortalizas, frutales, cereales, maíz y leguminosas, respectivamente*
Y el primer término del segundo miembro las tasas de reempleos, que
consideramos constantes» de cada una de las producciones totales obte-
aidas.
Asi, pues, las producciones finales agrícolas serán iguales a las pro-
(Succiones totales agrícolas, previa deducción de sus reempleos respecti-
por sus respectivos precios medios percibidos por los agricultores.
ISA PFAHQ-K=(PMH)(PRHQ.K-PEHQ.K)
ISA PFFRQ,Ife(FüIFR} (PBFRQ.K-REFRQ.R)
ISA
V
«te, la producción final agrícola áe cada región será la suma
producciones finales de cada cultivo» anteriormente calculadas.
' PFÁ1Q . K=PFAPQ. K+PFAHQ. K+PFFRO . K+PFACQ. K
• KsPFAMQ. K+PFLEQ + K-fPFVIQ. K
.K^PFAlQ.K+PFAa^^K
PFA2Q: Son variables ficticias, que ha sido preciso
crearlas debido a restricciones del programa de ordenador em-
PFAQj Producción final agrícola.
Y la producción f ina l agr íco la de Galicia se rá l a suma da l a s prodúcelo-
,nes finales agr íco las de todas l a s regiones.
53A PFAG .K^SÜMlCS *PFAQ)
ia producción forestal total se calcula por el producto de las "posibi-
lidades de corta" -de coniferas y frondosas- por suts precios "en carga-
dero" respectivos £45}
12A PRCOQ.K:=(PCCGQ.K)(PI«)
12A PRFOQ.JMPCF0Q.KKPS»)
PRCOQ, PRFOQ: Producción total,de coniferas y frondosas, res-
• pectivamente,
FGCOQ, PCFOQ; Posibilidades de corte de coniferas y frondosas.
PI4MÁ: Precios medios "en cargadero11 de la madera.
Las "posibilidades de corte" - se definen por medio de las siguientes
expresiones: .
27A PCCOQ.K^FEXCQ*{GECOQ * K/CCCO)
27A PCFOQ*K=FEXFCH(CEFOQ.K/CCFO)
. 20A FEXCQ^EXCGQ/tUCCO
20A FKXFQ«EXFOQ/TÜCF0
EXCOQ, EXFOQ: Volumen de existencias de coniferas y frondosas,
respectivamente* que suponemos constante <46}*
CEGOQ, CEFOQ: Crecimiento anual maderable de las existencias.
CGCO, GCFO; Parámetros relativos al crecimiento anual maderable
<3e las existencias,
TUCCO, TÜCFO: turnos de corta ñe ambas especias.
FEXCQ» FEXPQ: Fracciones de las existencias de coniferas y
frondosas» reépectivamente, que integran 1as pos ib ilidade s
úe corta anuales.
a s
 Posi^ilidades de corte" total de una región será la suma de ambas
"Posibilidades de corta".
7A PCHAQ»K-PCCOQ.K+PCFOQ *X
POMAQx Posibilidad de corte de madera de la región Q. ?
El crecimiento anual maderable es igual a la superficie arbolada por \
la tasa de crecimiento anual respectiva. J
ta inversión agrícola y forestal se genera de manera regianalizada;
por suma de la inversión necesaria para la puesta en
de los diferentes cultivos (más la inversión requerida por las
planeadas y la regeneración de los prados y pastizales,
ultimas las consideramos en el submodelo ganadero).
IEA1Q.K«(SAMQ«K)(SAPQ,K)(CEP)
IEAaQ.K=(SACQ.K)(CEC)+(SAVIQ.K)(CEVIJ
12A CECOQ. K= ( SACOQ *K) ( RUCOQ. K } *
12A CEFOQ.K^(SAFOQ.K)(RUFOQ.K) . " . i
RUCOQ, RUFOQ: -Tasas de crecimiento anual o rendimientos de I
las coniferas y frondosas, respectivamente. j
i
i
Las tasas de crecimiento anual son variables a lo largo del_ tiempo y {
se expresan por sendas funciones TAB1E. {
|
i
59A RUCOQ,K-TABLE(GOQRT,TIME.K
 s 0,25»5} [
59Á Rtir0Q,K=TABLE(F0QRT,TIME-K,O,2,5,5} ' j
í
Por último, calculamos las producciones finales, (47): • j
\
7h PFFQ .K=PRCOQ. K^PHFOQ. K - ]
Donde FFFQ es la producción final forestal de la región Q- [
' ' i
Obviamente, la producción final forestal de Galicia es la suraa de las í
producciones finales foresales de todas las regiones.
53A
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0A IEATQ. K^IEA 1Q, K+EIA2Q .K+IEA3Q. K+EIFOOQ, K
ICA1-Q, IE&2Q, IEFOQ: Las inversiones necesarias para la explo-
tación de los cultivos agrícolas y forestales, respectivamente,
XEATQ: La Inversión agrícola y forestal total de la región
Q. En rigor, son costes de explotación, excepto los gastos
forestales que sí son de inversión,
Así pues, Xa inversión agrícola y forestal de Galicia será igual a la
las inversiones correspondientes de todas las regiones.
53A IE&TG . K^SUM'l { 8, IEATQ }
: Inversión agrícola y forestal total de Galicia.
2-7. SUBHaPELO DE GANADERÍA BOVINA
La producción ganadera se genera por el procedimiento siguiente;
-Cálculo óe las necesidades alimenticias, en unidades forrajeras
generadas por las producciones obtenidas a partir de las superficies
Cicadas a prados y forrajes.
15A PTFOK^(PPRQ.K) (UFPR) + {ÍJEFQ.K) (OFF)
12A PTFlQ.K
15A P¥F2Q,K=(R£G
PTFQ . K+PTF1Q. K+PTF2Q. K
PHF1Q: Producciones totales de unidades forrajeras de
diferentes cultivos.
PTFQ: Producción total de forrajes.
ÜFPlífí, ÜFC» UFM; Valores unitarios de unidades fo~
por Tin. de las producciones de las praderas temporales,
forrajes, praderas permanentes cosechadas, cereales y raaiz
grano, respectivamente.
825
-Cálculo del peso vivo mantenido en las superficies pastadas.
8A PEMTQ,K^PPNSQ.K+PPSQ.SC+PKAQ.K
PSHTQ: Peso vivo mantenido total en la región Q.
A continuación, calculamos las unidades de ganado mayor (48) y su cabana
que pueden mantenerse a partir de las unidades alimenticias (49) produ-
cidas s de las superficies pastadas* El cálculo se efectúa sencillamente
por división de la producción total de unidades forrajeras y del peso
vivo mantenido total por el consumo de unidades forra-jeras de cada U*G.
N. (y su cabana) y el peso vivo estimado de'cada UGM (50)» respectiva-
mente .
20&
20A UGMFQ. K^PEMTQ -K/OPIÍGM
líGMFQ, ÜGMPQ: Unidades de ganado mayor que se alimentan con
la producción de unidades forrajeras y las superficies pasta-
das-
UFUGH, ÜPUGMt Unidades alimenticias de consumo y peso vivo
mantenido por U.G.M. (y su cabana),
Naturalmente, la cabana potencial total de U.G.M. de cada región será
la suma de la cabana de U.G.M. alimentadas de las dos formas menciona-
áaes,
7A ÜGMQ. K^OGMFQ . K+ÜGMPQ. K
ÜGMQ; Unidades de ganado mayor de cada región Q,
Teniendo en cuenta que el submodelo ganadero se diseña -en sus principa-
les variables- para "toda la economía regional, es preciso agregar los
^alores a ese nivel» Por consiguiente, nos interesa calcular ahora las
^•G,K. potenciales del conjunto de la economía» que será igual a la
de las correspondientes a todas las regiones.
53A* UGMG.K-SUHCS.UGMQ)
: U,G*M, potenciales totales de la economía regional*
Siendo la U.G.H. una unidad de medida ganadera abstracta, conviene ahora
quc¡ calculemos la cabaHa potencial, a nivel de Galicia, que podemos
alimentar con nuestra base territorial. Así, pues» operamos del siguien-
cabana de vacas madres de Galicia es igual a la cabana potencial
vacas madres
 s menos los sacrificios habidos en este año de ganado
BV°r y menor* mé& las reses de reposiciórs (suponemos que no existen*
exportaciones (51)
Bk CVMG . K=CVMP0. K+CTEVG. K-STG1G . K
CVMG: Cabana de vacas madres cíe Galicia.
CTEVG, STGIGi Cabana de terneras para vida o reposición, sacri
ficios totales de ganado mayor y menor.
44A CVMPG. ífc (UCMQ. K} (CCVKG) /CÜGHV - I
44A GTRPG•K^(ÜG«G•K5 CCCTRG)/CUGMT ' •
I
44A CAPG. K= { UGMG, K ) ( CCAG ) /CÜGMA *
i.
CVMPG» CTHPG, CTEPG y CAPG: Cabana potencial dé bovino en forma [
de vac as madres * de terneras de rec ría para repo s i c Ion, de \
terneros de engorde y de añojos, respectivamente. \.
CCVMGf CCTRG, GCTEG y CCAG: Coeficientes de* conversión de las ' \
• IKG.M. en reses vacas madres» terneras de recría, terneros \
de engorde y añojos, respectivamente. \
CüGM^ T» CUGMT» CÜGME y COGMA; Coeficientes de transformación \
del to.tal de U«O.H* en U.G.M. en sus diferentes formas de vacas \
i
madres terneras de recría» terneros de engorde y afíojos, g
Obviamente, los valores potenciales anteriores pueden ser considerados, \
üesde el punto de vista de la generación de la cabana de vacuno, como \
la oferta productiva a partir de una determinada base forrajera anual I
que actúe como restricción. &hora bien, dichos cálculos hacen abstrae- . f
Cion del mercado, de' las políticas de sacrificios y exportaciones y, -:
eft general, de la política ganadera vigente. De modo Que, resulta perti-
nente proceder de Inmediato al cálculo de la cabana en términos reales.
9X.

7A STGIG.K^STMAG.K+STMEG .K
STMAG, STMEG: Sacrificios totales 'ú& ganado mayor y menor,
respectivamente..
eato&im de terneras se calcula deduciendo de los nacimientos logrados
vtej las fracciones de exportaciones y de sacrificios habidos,
.en ese alio, de ganado de la misma edad (Véase la figura 11}.
SA GTEG.K-NCG.K-FEXTE.K-FTSTE.K
CTEG: Cabana total de terceras,
ta. caballa -de terneras puede clasificarse en terneras para vida y terne-
ros de engorde. De manera que, podemos obtener ambos tipos de reses
del sigíiiente modo;
I2A
59A CHE,K=TABLE{CRET3TIME.1^,0,25,5}
CTEEG: Cabezas de terneras de engorde.
CBEt -Coeficiente de reposición.
lo demás, no . resulta ocioso distinguir —debido a sus diferentes
erectos sobre los consumos energéticos- la cabana que permanece todo
®1 año en la explotación del resto* que está destinada a la exportación
al sacrificio. Asi, puesa aparte del ganado de reposición, para el
aiculo del ganado de engorde, que permanece todo el ar|o en la ©xplota-
ió hemos operado del siguiente modo:
, K-CTEEG. K^F^STE . K-FEX1^ « K
CEG: Terneros de engorde que permanecen todo el año en la
se calculan multiplicando la cabana <ie vacas madres
r{?P^oductores por eX coeficiente de fertilidad, que considera-
a
 lo larjgo del período de simulación, dado su deficiente
829 -
ISA HCG,K«{TFE.KHCVMG.K) ' .
59A TFE, K^TABLE (TFKT ,T1ME -K., O
 s 25,5}
NCG: Nacimientos anuales-
TFE; Coeficiente de fertilidad. * ' •
TFET: Tabla ú& valores expresivos de la variabilidad del coefi-
ciente de fertilidad.
Las fracciones de exportaciones y de sacrificios de terneras se obtiene
por medio de una tasa constante de las exportaciones y sacrificios tota-
12A
12A FTSTE.K^(TASTE)(STTEG.K) -"" *
FEXTE» TESET: Fracciones totales respectivas de terneras expor
tadas y sacrificadas anualmente.
TEXTS, TASTS: Tasas de exportaciones y sacrificios de terneras
EXTEG, STTEG; Exportaciones y sacrificios totales de
Las exportaciones se expresan • por una variable exógena al modelo, al
no poder ser .explicadas por ninguna variable endógena.
53A EXTEG.K^TABLE(EXTET,TIME.K,0,25,5}
ios sacrificios totales de terneras son una fracción variable de los
«acfrificios totales, que son generadost a su vez, por medio de una fun-
ción TABLE.
ISA STTEG.K=(TSTE.K)(ST(KK)
59A STG*K=TABIJe(STGT,TlME.K,0.25*5)
TSTE: Tasa de sacrifio de terneras respecto al total de sacri
ficios .
STG; Número total de sacrificios.
1
cabana total de añojos es igual a la cabana úe terneros del año ante-
menos los sacrificios actuales de añojos.
7A CTAHG. K^CTEG • J-SANG - K
CTAHG; Cabana total de añojos
SAMG: Sacrificios totales de añojos,
Los sacrificios de añojos son una tasa variable de los sacrificios tota
les.
12A S&HG.K^ÍTSAH.K}(STG.K) •
S9A TSAfí. K=TABL£ ( TSAP3T, TIME. K, 0,25,5 }
TSAN: ?asa de sacrificios de añojos.
Por consiguiente, la caballa total de Galicia es la suma de la cabana
de terneras, de añojos y Se ganado mayor.
8A CTG . K-CVMG. K-J-CTEG. K+CTANG .K
Í Cabana total de Galicia,
otra parte, los sacrificios de ganado menor es una tasa variable
del total de sacrificios. Bicha tasa se expresa por medio de una función
TABLE,
12A STÍJIEG. lfc= ( TSME. K) { BTG. K >
sacrificios de ganado mayor es igual, de manera análoga al caso
anterior, al producto a© la tasa variable de sacrificios de mayor por
el numero total de sacrificios. A su vea, los sacrificios de mayor se
dividen en sacrificios de mayor de leche y sacrificios de mayor de car-
ne
12A
SMACG.K»(FVMC.K)(STMAG,K)
STMAG, SKALG y SKACG: Sacrificios totales de isayor» de mayor
i de leche y de mayor aptitud carne» respectivaiaente-
Tasa ele sacrificios de mayor.
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A continuación, efisfesonos ya en condiciones de calcular' las px^oduceiones
4e carne y leche» Operaremos del siguiente modo;
En primea Lugar» conviene que calculemos la estructura de la cabana
de vacas de ordeño* pues -no se olvide- da ella dependen los rendimien-
tos de la producción lectiera. La consideración de la cabana de ordeno
como homogénea serí^, a tocias luces* equívoca. Por tanto, distinguiremos
las vacas de apti-bud leche (Frisonas, especialmente) de las aptitud
carne. •
12A CVMLG.K=(CVMG.K)(FV»L.K>
12A CVMCG.K^CCVHG.K) ÍFVMC.K)
CVMLG y -CVS5CG: Cabanas de vacas especializadas en la producción
•de leche y la producción de carne» respectivamente*
59A
59A
, 0,25,5}
ka producción total física de leche es igual a la suma de los productos
del numero de vacas madres aptitud leche y carne por los rendimientos
unitarios de leche respectivos» cuya evolución depende del escenario
contemplado.
12A PFLCG.KKRtíLCG.K) (CVMGG.K)
PFLLG» £>FLCQ: Producciones de leche en unidades físicas de
las vacas tíe aptitud leche y de aptitud carne» respectivamente.
RÜXLG, RULCG; Rendiíaientos anual es de leche por cada clase
de vaca» respectivamente.
PFLQ: Producción total de leche en unidades físicas en Galicia.
producciones físicas de carne de ternera, añojo» menor y mayor se
multiplicando» respectivamente, los pesos canales medios de
tíe res por los sacrificios totales correspondientes.
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3.2A PCTKO. K~ ( PCKTE, K) < STTEG - K )
12 k PC ASÍS. K= ( PCKAN. K ) (SAKG * R 3.
12A PCfíKG.Ks<PQ# ins.K) (STMEG.K)
12A FCMAG»K=<FCÍ.1M^.K)(STMAG.K)
PCTEG, PCA13G, PCMEG y PCMAG: Producciones físicas de carne
de ternera* aflojo, menor y mayor, respectivamente.
Los pesos canales medios» de carné de ternera, añojos» iñenor y mayor
son variables a lo largo del período de simulaciónt por lo que se expre-
sarán por medios de sendas funciones TABLE.
59A PCMTE.K=TABLE(PCTETtTIME.K,O,25,5)
59A PCMAN.K=TABLE(PCANT,TIME.K»0»25,5}
59A PCMHU^K=TABLS(PCMAT,TIME.K,0,25,5)
PCMTE» PCAT5G» PCMME y PCMMA: Pesos canales medios respectivos
de cada tipo de res sacrificada'-
^n consecuencia, la producción final física de carne se obtiene por
suma de las producciones físicas de carne de ternera» añojo, menor y
mayor.
9A PFCG. K=PCTEG. K-í-PGA&fG * K+PCMEG. K+PCMAG. K
PFCG: Producción físiea de carne a nivel de Galicia.
Se otra parte, la producción final física de leche es igual a la produc-
eción total física «le leche menos el reempleo cíe la misma.
, K=PFI,G. K-HELG.K v
: Producción final física de leche a nivel de Galicia.
RELG: Reempleo de leche en la propia explotación como alimento
3e las recrías.
so de la leche es una tasa variable de la producción total
$e loche
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12A RELG.K=CTREL.K)<TFLG.K>
59A TREUK*TABLE{TRELT*TJHE.Kf 0 ,25 ,5 )
TREL; Tasa de reempleo de la leche.
Así, puess la producción final de leche será igual a la producción final
física de leche por el precio unitario medio de la misma.
PLG; Producción final de leche.
PML: Precio unitario medio de la leche
V la producción final de carne es . la suma de los productos de las pro*
ducciones físicas - de la carne de cada clase por sü precio unitario,
medio respectivo.
ISA PClG.Ks=(PCTE)<PCTEG*K)+<PCAH)CPCAKG.K>
15A PC2G.1MPCME} (PCMEG,
PCTE, PCAN, FCME, PCMA: Precios respectivos de cada clase de
carne,-
PCG: Producción final de carne*
Además, será preciso estimar la aportación de las explotaciones de gana-
«o fuera de Galicia a la producción final ganadera. Tal aiagnitud se
calcula multiplicando las exportaciones anuales de ganado por el precio
urutario medio (se consideran despreciables las exportaciones Que no
sean terneras).
m
PEXG; Aportación de las exportaciones de ganado a la produccióia
final ganadera de Galicia.
PMEX; Precio unitario medio (pesetas por año 1975) de las ter-
neras exportadas.
la producción final ganadera será la suma áe las produccio
de leche, carne y exportaciones de ganado.
FFGG: Producción final ganadera de Galicia.
otra parte," -hay que tener en cuenta los costes de la explotación
relativos al cultivo de las producciones forrajeras y a los gastos de
fuera ¡Sel sector correspondientes al suplemento alimentario en forma
de piensos para el ganado y de leche en polvo. .
Por tanto, se excluyen de esta última rubrica, los gastos en semillas,
fertilizantes, energía, lubricantes
 t reparaciones de maquinaria, etc.
(52)
15A
53A
15A
15A
15A
7A
15A
8A QTpCG. K^QPVLG, K+QPTG. K+QP AG. K
12A CPCVG.K=(KPVLG.K){PPC)
12A CPCTG.íMKFTG.KHFPC)
12A CPCAG.K=<QPAG,K)(PPC)
I2k CTPCG.KMQTPCG.K) (PPC)
12A Qtt¥G.K=(CTEVG.K) (QLPTV.K)
12A
SA
CEG1Q, CEGG: Costes de explotación ele las producciones forraje-
ras de cada región y de Galicia, respectivamente.
QPVXGt QPTG, QPAG y QTFCG: Volúmenes Tísicos de piensos consu-
midos referidlos a las vacas madres de aptitud leche, a las
terneras» a los añojos y al consumo total de piensos9 respecti-
vamente *
. QPVt: Consumo de piensos por cabeza de vacas medias aptitud
leche.
QPTE, QPTV, QpA Y'QPAS: Constíiao de piensos por cabeaa de terne-
ras de engome, de terneras para vida y de los añojos sraorifi-
835 -
Coste pienso
total
consumo
sumos de piensos
por par te .de 'le
período dé simulación.
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la regemsración ¿le los prados y pastizales* con la finalidad
elevar sus rendirá lentos, depende lógicamente de la pol í t ica agraria
ente y del escenario simulado
expresará por
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GPNRQ, GPKSQ» GPSQ: Bas./a&o recuperadas de praderas permanen-
tes áe regadío, de secano y pastizales» respectivamente.
» agroinaustriales
 Se obtxenen
de materias primas ganaderas y t *
. en t e r c o s
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e n t r e l a p r o á u c c ión
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FIGURA
 12;
 DIACRAKA
 FORRESTER
 DEL
 SUBMODELO
 AGROINPÜSTH1AL
SA Í>LIO. K-PF1UI. K-CLQ, K-EXiG. K [
Bá t¡CIG.K^PFCG-K~CCa.K-KXCG*K . ^
DLIG, DCIG: Disponibilidades físicas tía leche y carne indus» I
trxa.1 .izables * '{
i
PFILG» PFCG: Producción final de Galicia de leche y carne. j
i
CLGf CCG: Consumos interiores de leche y carne. ' \
EXLG, HXCG: Exportaciones de leche y carne. ' f
El consumo irrterior de carne y leche se calcula multiplicando el consumo s
por habitante y año de amibos productos por la población total en Gali— ;
cia, ]
í
ISA CLG.K=(GLH-K)(PG.K) ' '
i
12A"
consumos de leche y carrte siguen una tendencia creciente a lo largo
tiempo, por lo que su variabilidad, se "fijará por medio de una fun-
TABLS. - '
s •
59A CIM. K=TABLE ( GLHT » TIME . K
 t O , 25,5)
59i\ CCH. K^TABLE { CCHT, TIME, K, 0,25,5 }
CLHT, CCHT: Tablas de valores que forman los consumos témpora-
les úe leche y carne por habitante y años respectivamente.
exportaciones áe leche y carne se obtienen multiplicando sus produc-
finales físicas por las tasas respectivas de exportaciones, ta
de estas ultimas se introduce en el modelo por sendas fun-
TABLE,
,TIME.K,0f25*5)
XEG.K«(prCG.K)(tEXC.K)
leponibilidl cueros industrialisabies se calculan rnultipli
le." de cada tipo de res por el precio unitario medio
033
ISA
7A BCÜIG.K^DCUIG.&+DCÜ2G.K
DCUXGt Disponibilidades de cuero industrializarle.
STMAG, STME, SAHG, STTEG: Sacrificios de vacuno mayor» menor,
añojos y terneros, respectivamente.
FUCMA, PÜCME, PUCAH y PEUCTE: Peso unitario-medio en sangre
de los animales sacrificados de mayor, menor, añojos y terne-
ras, respectivamente.
I*as industrias lácteas, cárnicas y úe curtidos rentables que se pueden
implantar se obtienen por división de las correspondientes disponibili-
dades de materias primas y la demanda de materia prima industrializab3.e
•por establecimiento.
2QA ILlG*K=DLIG.K/m*IGB
20A ICtG,K-BCIG.K/BCIGS
20A ICUIG.K=aCUIG-K/DCÜIE
ILXGS ICIGS ICUXG: Industrias lácteas, cárnicas y de curtidos
rentables que se pueden crear,
DLXGE, SCIGE, BOUIE: Tasas constantes tíe demanda de materias
primas industrializables por establecimiento rentable de leche,
carne y curtidos, respectivamente.
consecuencia, los empleos que se pueden generar a partir de la crea**
de las anteriores industrias se obtienen multiplicando el número
industrias de cada tipo por la tasa de empleo de cada una de ellas.
12* BTICG.K-ÍICIG.K)(EXC)
, EflCG, ETICO: Empleos- generados en las industrias lác-
teas, cárnicas y de curtidos.
ElLt Ele, EICUÍ Tasas constantes de empleo por establecimiento
rentable tíe leche, carne y de curtidos» respectivamente^
0@ otra partef la disponibilidad de madera industrializable es igual
a %&. posibilidad de coste de la madera menos las exportaciones de la
SA DMA IG* K=PC!-!AG. K-EXMAG, K+REMAG
 tK
12A RE«AG.K*( -11) (MAIG.K)
7A MAI<S.K*PCHAG.K-£XKAG.K
DMAIG: Disponibilidad total de Galicia de madera industrializa-
ble.
PCMAG: PosiísÜidad de -coste de la madera en Galicia. '
EXMAG: Exportaciones totales de madera» *
HEMAGt Hentsbilizacion de los subproductos de las serrerías
en la industria. • '
Las exportaciones de madera son nn porcentaje o tasa de la posibilidad
fe coste, que al ser variable se expresa, a su vez, por una función
TABLE. • "
12A-
XEXMA: Tasa tíe exportaciones de madera. \
i
*i
las demandas de madera industrializable por los establecimientos corres- . j
se obtienen laultiplicantío la disponibilidad de madera iridus- :
por la tasa de demanda de madera de cada uno de ellos. j
XZk BMAPG.K-ÍTCMAP.KXDMálG.K) * "
I»IAFG.KB(TC!MAF.K)(DMAIG-K>
DMAAG, DMACG, DMÁTG» DMAPG, DMAFG; Demandas de madera indus-
trialisable por los establecimientos de aserrado mecánico»
chapas y. tableros, segunda transformación, pasta de papel,
y cartón y fibras artificiales, respectivamente,
TCMAC, TCMAT, TCHAP, TCUAF: Tasas de consumo de madera
e c
^íi^ uno de los establecimientos anteriormente mencionados.
anteriores tasas de consumo son modificables de acuerdo con la natu-
raleza del escenario simulado; por tanto, se expresan por sus eorreopon-
ttierstes funciones T&BLE.
59A TCMAC * K^TABLE { CMACT, TIME. K
 f 0,- 2 5»5 }
59A TCKAT . K«TAELE (CKATT»TIME. K, O , 25,5 }
59A TCÍtóP.K-TABI£{CMAPTItTISS.K,0s25f5}
59A TCMAF.KwTABLE{CKAFT,TIME,K, 0,25,5)
tas industrias, dependientes de la madera, rentables que se pueden crear
se calculan por cociente de las correspondientes materias primas y la
demanda de materia prima industrializable por establecimiento.
20A IMA AG. K^DSIAAG. K/D&ñ&E
20A IKACG.K=:DM&CG.K/DMACE
20A 1KATG. K=DMATC. K/DMATK
20A XM&PG^i^BMAPG.K/DMAPE
20A IMAFG . K=B!WG . K/DMAF S
IMAAG, IKACG, IMATG, IMAPG» IM^G: Kúmero de industrias, depen-
dientes de la madera* rentables.
DMAAE, DMíkCE, DMATE, DMAPE, BHAFE; Tasas de constantes de mate-
ria prima industrializable por cada establecimiento rentable-
empleos que se pueden crear a partir de las industrias derivadas
la madera se calculan multiplicando el número de industrias de cada
por la tasa de empleo de cada uno de ellas.
12A
12A BtCG,R»( IMAC6, iC> (£10)
ETPG*K»(IHAPG.KHEXP)
12A
• ETAGt EXCG, ETTG» ETPO, ETFG; Empleos generales por cada indus-
tria rentable.
EIA, EIO, EIT, EÍPt EIF: Tasas constantes de empleo correspon-
dientes a cada industria rentable.
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por tanto, «1 empleo' total de industrias de -derivados de la madera será
Ja suma de los empleos generados por cada una de las industrias corres-
pondientes *
XOA ETMAG. K*BTAG, K+STCG. K+ETTG, K+ETPG. K+ETFG. K+0
ETMAG: Empleo total creado por las industrias de productos
derivados de la madera.
En definitva, el empleo agro industrial generado será igual al empleo
correspondiente a las industrias de transformación de los productos
ganaderos y forestales.
9A ETAGG. K^ETILG. K-tETIGG. K-i-ETICU. K+ETHAG - K
ETACGi Empleo total agroxndustrial de Galicia.
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DE WS RESULTADOS DE IA COMPUTACIÓN BEL HOimW GAMO I
3.1. HESDLTADOS PEL SQBMOPStO DEMOGRÁFICO
"3.1.1* ESCENARIO TENDENCIAL
Nos interesa» en primer lugar, analizar cómo ha evolucionado la pobla-
ción por regiones en el periodo 1975-2000 y en cada uno de los escena-
rios, de manera que podamos obtener una visión inicial de conjunto de
la "cuestión demográfica". En segundo lugar, vereiaos cuál ha sido el
comportamiento de aquélla en sus cohortes de edad más significativos
y i a continuación, observaremos las variaciones experimentadas por la
población activa tanto por cohortes de edad como sectorialmente.
Pues bien, los resultados obtenidos, en el escenario tendencial, por
las poblaciones regionales son los Que se muestran en el Cuado 1.
Una primera constatación que puede hacerse es que los crecimientos demo-
gráficos se dan únicamente en las regiones de A Goruña-Ferrol
 t Vigo-
Pontevedra y Santiago (con unas tasas de crecimiento üe 1.9%, 3.9% y
1.836, respectivamente í - 4- Las restantes regiones pierden población,
de manera paulatina pero constante» a lo largo de todo el período de
simulación, a unas tasas acumulativas respectivas de -1.5&, -1,5%, -
-1.5%, -1,6% y -1.6%* En otras palabras, el comportamiento a largo plazo
de las poblaciones regionales reproducen la consabida dualidad costa-
interior, Galicia occidental - Galicia oriental y, no solamente eso»
Sino también -lo que es de todo punto preocupante - - >* sus reducidos
Porcentajes á® crecimiento demográfico que impedirá, a buen seguro,
Para ampliar zonas del territorio gallego» la renovación de su pobla-
ción.
V
razón básica de ese comportamiento demográfico radica en el, asimismo
e comportamiento de los saldos migratorios y vegetativos (y,
consecuencia» de las_ tasas de natalidad y mortalidad) de las regió-
os. Recuérdese qííe la hipótesis fundamental de este escenario fue que
mantendría» a lo largo de la simulación» la tendencia observada en
periodo 1976-1981» que, de modo agregado, para las cuatro provincias
g l , son las que figuran en el Cuadro 2.
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Cuadro 2
Saldos vegetativos y migratorios de Xas cuatro provincias gallegas
0976-1981), con stis correspondientes tasas por mil.
nse
evedra
cía
Saldos
vegetativos
39.811
• - 6 8
912
44*294
84.949
Tasas <3e
natalidad
16.11
11.87
10.40
18.17
3"asas de
mortalidad
8.93
11.90
9.99
8.20
Saldos
migratorios
2.037
- 1.945
- 1.557
1.104
361
Tasas
migratorias
netas
+ 0.37
- 0.93
- 0*70
+ 0.25
2E: XHE, Primeros Resultados del Censo de Poblapic"n de 1981. Las Cifras Oficiales.
ld
» 19S2 <0e proxiaia publicación).
Así pues, tina conclusión de interés que puede extraerse es que el creci-
miento de la población gallega se ha bebido básicamente a que la tradi-
cional espita de la emigración se ha cerrado, a causa de la crisis eco-
nómica que sufren las economías europeas* cuyos mercados de trabajo
venían siendo, en el inmediato pasado» los principales proveedores de
empleo de nuestros excedentes de mano de obra (Téngase en cuenta que
-consultando la misma fuente del 1HE anteriormente ofertada- en el perío-
do anterior X971-1975, Galicia tuvo un saldo migratorio negativo del
orden de -38-753 y un saldo vegetativo de 89-674). Debe hacerse notar,
además» que las tasas de natalidad han seguido disminuyendo -a pesar
de* haber prácticamente, desaparecido, la emigración- (en el período
1971-75: las tasas de natalidad de A Coruña* Lugo, Cúrense y Pontevedra
han sido 17.40, 12.13, li.17 y 19*07 por mil» respectivamente) y las
tasas de mortalidad han disminuido, igualmente, en las provincias de
A Coruña y Pontevedra (en el período 1971-75» fueron, respectivamente,
9.04 y 8.50} y- aumentado -claro envejecimiento de la población, lo que
agrava la "cuestión demográfica"- en las provincias de Lugo y Ourense
(en el periodo 1071-75, sus tasas respectivas han sido 11.88 y 9.87).
ha. caída de la tasa é& natalidad —aparte de ser, en cuanto que tasa»
inferior a la española en el mismo período {17.0)- sigue, por lo demás,
la tendencia observada, aunque con retraso» en Europa occidental( ).
Sn definitiva, puede decirse que la renovación de la población no está
asegurada en la provincia de Lugo -y sus regiones- y va camino de suce-
der lo mismo en la de Ourense, lo que -!oh paradoja!- también en esto
ambas provincias se "parecen" a los países industriales de la Europa
desarrollada ( )* Evidentemente, estos cínicos "parecidos" -haciendo
excepción de fenómenos de difusión cultural comunes» pero mínimos- son
pura e infortunada coincidencia: las causas de ambos fenómenos son
e opuestas, parque igualmente opuestas son sus situaciones:
los polos antagónicos de la riqueza y la-pobreza* ubicados en el centro
y la periferia del sistema económico.
°r una parte, puede observarse que* en el período temporal simulado»
Proceso de concentración de la población o de desequilibrio demográ-
co entre las tres regiones occidentales y el resto de Galicia se acen-
a:
 si sumamos sus poblaciones» en el año 1975 -ano base de la simula-
ción- su volumen total era de 1.908*030 habitantes y su relación porcen-
tual sobre el total era 69,39%; mientas que en el año 2.000 será -con-
forme a las hipótesis ya explicitadas- 2.175*860 y el 73.64%, cosa lo
que se consumaría el proceso de "descentralización demográfica*1- real,
en amplias zonas, ya en la actualidad- de las regiones interiores* A¡3e~
más* el crecimiento poblacional de las regiones t3e & Coruña-Ferrol
.(66*240 habitantes), Santiago (46.100) y Vigo-Pontevedra (155.490):
pone de manifiesto la alta capacidad relativa de absorción demográfica
de esta ultima región.
V, por otra parte, el análisis de la evolución de esa misma población
por cohortes de edad -fundamentalmente, los cohortes de 0 a 14 años
{población infantil) y de 65 y más años de edad (población senil)- nos
permite hacer todavía alguna matización de interés { ). Con esa finali-
dad, hemos elaborado el Cuadro 3, en donde figuran las "tasas de enveje-
cimiento" por regiones, definidas por el número, de habitantes de más
de 65 años por cada 100 habitantes de menos de 15 años.
CU&PRQ 3
Tasas de envejecimiento por regiones*
Escenario tendencia!•
1975 2OGG
4 8 . 4 ? 87 .34
3 8 . 3 2 6 4 . 7 4
Santiago 4 8 . 4 4 8 7 . 5 2
8 5 . 3 1 124.31
72,85 134.64
Luguesa 85.26 124.25
Orientales 84.38 125-74
Sarorient- 72.48 135.90
i Elaboración propia a partir de los resultados que figuran
Anexo c.
claros como
mayores comentarios, fio obstante» puede decirse mi»
grado ele senilidad " de la población gallega es elevado o, mejor dicho*
muy elevado, si se tiene en cuenta que para España esta tasa alcanza
en el ano 1970 la cifra de 34.8 {- -t.-Pero dicha situación se mostraría
todavía con mayor crudeza si se hubiesen construido las pirámides de
población rural de cada región, lo que arrojaría tasas de envejecimiento
superiores a las ya calculadas, debido a la emigración selectiva de
la población más joven- Ahora bien, en donde la situación es particular-
mente grave es en toda la Galicia interior con tasas de envejecimiento
todas ellas superiores al 72%. Como contrapartida» la región que mejor
está, en este sentido, es la de Yigo-Pontevedra {38.323S}, que goza de
este modo del. beneficio demográfico que le permite su carácter fuerte-
mente inmigratorio (del orden de 13.730 personas en el período 1971-
1975 y de 1.104 de 1976-1981}, amén de su mayor tasa de natadidad
(18.17% de 1976-1981).
Sin embargo, lo que resulta altamente preocupante es la mencionada si-
tuación en el año 2.000, que deja a la estructura poblacional del año
1975 en un estado -como dicen los demógrafos- semejante al del "antiguo
régimen demográfico". Dicho en otras palabras» en el año 2.000, si se
mantienen las. tendencias que hemos supuesto, la Galicia interior tendrá
mas de un viejo por niño; éste será el caso de Lugo (1,24 viejos por
niño), Cúrense 1-34), A Marina Luguesa {1*24}*,., lo qxte naturalmente,
viene explicado por los descensos de la tasa de natalidad y los movi-
mientos migratorios, que afectan priraordialmente a los más jóvenes.
&n consecuencia, puede suceder que, a la vuelta de muy pocos años -si
se tiene en cuenta esa imagen futura del año 2.000- nos encontramos
con lo que Barbancho t ~"í llama un "subdesarrollo desesperanzado", esto
es, que una política de desarrollo de esas regiones tenga que enfrentar-
le a serios obstáculos en su aplicación, debido precisamente a la falta
ae una población joven, dinámica y emprendedora.
03? último, veamos qué es lo que ha sucedido con la población activa
por cohortes de edad y sectorialmente, cuyos resultados pueden verse
en el Anexo e de este mismo capitulo.
población activa de las diferentes regiones, y de Galicia en su con-
junto en 1975» es- aun elevada {las regiones interiores tienen todas
ellas tasas de actividad superiores al 5056 y las tres regiones occiden-
tales» aunque menores, son también elevadas -entre el 41% de A Coruña-
0 Ferrol y el 45$ de Santiago- si se tiene en cuenta que ya en 1970
España gozaba de una tasa del 35%). Por cohortes de edad -si analizamos
aquellos comprendidos entre 0-14, 15-19» 60-64 y 65 y más años de edad-
puede observarse como, todavía en el período 1975-79» había menores
trabajando (entre el 2 y el A% ñe la población de ese cohorte) y altos
porcentajes de activos en los siguientes tramos (entre el 55 y el 60%
en los varones de 15 a 19 años, entre el 70 y el 80% en Xos comprendidos
en edades de 60 a 6-4 años y» lo que es más significativo, más de una
tercera parte de la población masculina mayor de 85 años, de las regio-
nes interiores
 t se encuentran en situación de activos» disminuyendo
esa proporción, en las regiones costeras» a aproximadamente un cuarto).
Debemos mencionar, además, dada su importancia, que loa altos porcenta-
jes de activos en los dos últimos tramos -60 a 64» y 65 y más años-
afectan negativamente a -lo que podría analizarse con más precisión
si se calculase la edad de los jefes de las explotaciones agrarias—
la modernización del campo gallego* que es donde se localizan fundamen-
talmente esas altas "tasas de actividad.
La evolución de los activos -a tenor de los resultados del escenario
t-endencial- responde, en líneas generales, a la baja, aunque no tan
considerablemente —más tarde lo veremos— como en los escenarios indus-
trialista y de ecodesarrollo. En el alio 2-000 los activos de los tramos
de 15-19 años y de 60 y más años son, apenast un poco más de un tercio
menores (58.86% y 57.3436, respectivamente) que los activos de los mismos
traaos de edad en el año 1975,
En relación a la población activa por sectores productivos, podemos
hacer las siguientes consideraciones, equivalentes, por otra partife»
a
 las hipótesis que sobre su evolución hacemos en el Anexo A.
-Los descensos más importantes de las tasas de población activa agrí-
¿a»
 e n &x período 1975-20003 se registran en las regiones de A Coruña-
0
 Ferrol (del 35% al 1536)
 f Viga-Pontevedra (del 42% al 15%) y Santiago
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(del 58% al 28%). Las restantes reglones observan «nos descensos más
moderados yt consiguientemente, mantienen -todavía tasas de activos en
la agricultura relativamente elevadas (superiores en todos los casos
al 40%); lo que no expresa otra cosa que la tendencia del proceso de
industrialización se localisa fundamentalmente en torno al eje -y sobre
todo en sus polos del Norte y del Sur- que recorre aquellas tres prime-
ras regiones» que alcanzan al final del período de simulación, respecti-
vamente, un 30%, 30% y 21% de población activa industrial.
—Los incrementos que se observan en las tasas de población activa
en los servicios son semejantes a los de la industria, aunque no tan
acusados en éstos como en aquéllos* Así» la región de A Coruña—0 Ferrol,
Vigo-Fontevedra y Santiago pasan, respectivamente del 31% al 45%, de
26% al 45% y de 2&% al 41%; mientras que las restantes, aunque en algún
caso con fuertes incrementos, no superan la tasa del 30% de población
activa en los servicios. Esos porcentajes subrayan la importancia cada
vez mayor que el sector terciario tiene en el conjunto de la economía,
que supera con creces -en el año 2000- al sector industrial: ésta es
una tendencia que se observaf por lo demás, en los países más adelanta-
dos de Europa, que alcanzan porcentajes del orden del 55 al 6255-
3.1-2. ESCENARIOS INDUSTRIALISTA Y DE EGODESARROLLO
ha. evolución de los volúmenes totales de población por regiones pueáen
verse en los Cuadros 4 y 5.
De una primera ojeada a dichos cuadros» una observación inicial se impo-
ne: la tasa media de crecimiento quinquenal de la población, en el esce-
"ario industrialista (0.5%)» es inferior a la del escenario tendencial
(3.-4) y muy inferior a la del escenario de ecodesarrollo (2.8); es de-
C3
-tS 2,8 y 5#g veces inferior» respectivamente. Tales tasas de creci-
miento demográfico se explican básicamente -supuesta la misma evolución
la tasa de natalidad para los escenarios tendencia! e industrialista,
«nque en éste el descenso áe la tasa de mortalidad» debido a una mejor
ní
**aestructura sanitaria, es mayor que en aquél- por el comportamiento
ios saldos migratorios: el escenario tendencial proyecta la evolución
CUADRO 4
EVOLUCIÓN DE hA POBLACIÓN POR REGIONES EN ELPERKíiX) 1975 - 2000. ESCENARIO INDUSTRIALISTA
1975 1980 19S5 ZOOO Tasa de crecimiento
quinquenal
.feral
fiíevedra
5
!
tuguesa
>iente!e5
&rarient.
677380
744.620
485530
253.360
382.160
1521
46.084
77.726
2.749.681
693.220
787500
49Í.53O
247570
376.420
80.082
44.918
76.566
2.797306
7O2JS7O
827.720
493.090
240350
368.210
77.779
43,489
74.897
2X128205
706.030
884.810
490.070
231.880
357.720
75.078
41533
72.755
2340.174
704.990
899.890
483.730
222J44Q
345210
72.058
39J994
70.182
2.838.494
702,430
935.260
476.130
212300
330.920
63.810
38,016
€7225
2S31J091
0.7
4.6
- 0 3
-3.4
-2.8
-3.4
-3.7
-13Í
0.5
8JS t: Hafaorací6n propia a partir de tos resultadas que %uran en el Anexo C.
CUADRO 5
1 EVíliTOQií DE IA K)BLACK>N POR REGIONES EN EL PERIODO 197 5-2000* ESCENAS» 0E EC0I>£SAKJÍ0kU0
197S 1980 19SS 1955 2060 Tasa de crecen knto
744.620
485J530
2S3.760
382.160
SI .921
46.084
77.726
701.910
781J820
502.670
253.750
383.000
81.918
46.073
77.90?
2-829.048
725310
819.720
519.420
253.680
384.050
S1.892
46.050
78.12$
748320
858.540
535.890
33.760
385.590
81.916
771.180 794.090
552.220
254.260
387.910
82.878
46.136
563.630
255.450
391300
82.464
78.435
2J88J507 3JQ71.127
79S23
3.157.598
S-1
0,4
0.1
0.1
2J8
ón propia a partir de tas multados que f ^ n ene* Anexo C.
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de éstos -prácticamente nulos- en el quinquenio 1976-1981 a todo el
período de simulación; por el contrario, el escenario industrialista,
que incorpora una imagen de futuro en el que el entorno exterior (la
Europa Comunitaria) es semejante a la del período 1971-75* provoca fuer-
tes movimientos migratorios con saldos negativos del orden de -38,753
emigrantes < },
En cambio» el escenario de eeodesarrollo -que mantiene constantes igua-
les a las del industrialista— las tasas de natalidad de las regiones
de A Coruña-0 Ferrol, Vigo-Pontevedra y Santiago y eleva relativamente
las correspondientes a las restantes regiones» además de disminuir las
tasas de mortalidad al ritmo del escenario industrialista- logra sus
incrementos demográficos, reteniendo, mediante una potente política
úe generación de empleo, sus excedentes de mano de obra- En otras pala-
bras, eliminando la emigración —incluso con un entorno exterior deman-
dante de fuerza de trabajo- por medio cíe la creación endógena de empleo,.
No obstante, llegados a este punto, conviene que hagamos una advertencia
de interés en relación a una hipotética polxtiea regional de equilibrio
demográfico: las condiciones fuertemente favorables que -la implementa-
ción de las políticas económicas pertinentes, debemos decirlo, no esta-
rían exentas de un alto grado de dificultad— implica la fijación de
la población (con ligeros incrementos: 0.19S* 0.4%, 0.1%, 0.1% y 0.530
{Véase el Cuadro 5} en las regiones, en otro caso regresivas» del inte-
rior de Galicia. Evidentemente» tales objetivos solo pueden lograrse
con una poderosa beligerancia del sector publico de la economía, que
se verá obligada a actuar en varios planos conjuntamente: a} impulso
y desarrollo de un sector agroindustrial a la altura de los recursos
naturales de lo^ que esas regiones están dotadas; b> una política prio-
rastica &® Iocalizaei6n industrial hacia los núcleos más aptos de esas
regiones; c) vertebraeion del sistema urbano gallego creando
solida red de ciudades medias» siguiendo el esquema anular, ya apun-
en las recomendaciones políticas del capítulo 11 y d> fuertes in-
centivos al desarrollo de una linea de rejuvenecimiento de los jefes
0
 §es*o^ss de las explotaciones agrícolas y ganaderas. En cualquier
caso, éstas son algunas de las políticas que pernti tirí&n impedir la
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regresión demográfica del interior (manifestada por el escenario tenden-
clal) O la clesertizaeión absoluta y total de estas zonas (pronosticada
por el escenario industrialista.
Visto ele nuevo el Cuadro 4, no parece haber duda de que el escenario
industrialista es altamente insatisfactorio e indeseable; todas las
regiones pierden población* excepto las dos primeras que la ganan; pero
a una tasa relativamente moderada en un caso (A Coruña-Ferrol, 0-7)
y, en otro caso» a una tasa extraordinariamente dinámica {Vigo-Ponteve-
dra, 4.6}, debida a su fuerte capacidad de atracción inmigratoria.
Pero cabe decir, además, que su indeseabilidad comporta otro factor
nada desdeñable, cual es el relativo a la hiperconcentración de la po-
blación en el eje costero. En efecto, la población de las tres primeras
regiones en el año 2.000 arroja una cifra de 2.113.820 habitantes , lo
que representa las 3/4 partes de la población gallega: situación que
solo el escenario de ecodesarrollo está en condiciones de paliar, aun-
que, naturalmente, a largo plazo. Este escenario es el inicio» por lo
demás, que garantiza el crecimiento demográfico del interior y está
capacitado para superar con creces - 3-157.59S - el umbral de los 3
millones de habitantes para el conjunto de Galieia.
Por otra parte, si nos centramos ahora en las tasas de envejecimiento,
<*ue implican los escenarios industrialista y de ecodesarrollo (Véase
el Cuadro 6), podemos constatar que aquél -incluso en comparación con
el escenario tendencial™ agrava la situación de senilidad de la pobla-
ción gallega, y no digamos nada si lo comparamos con el escenario de
ecoáesarrollo: éste es el ünico escenario que puede permitir hacer fren-
te al envejecimiento galopante de prácticamente todas las regiones ga-
llegas. Vuelve, pues, a confirmarse de nuevo el escenario industrialista
como poco recomendable, en comparación con el escenario de ecotíesarro-
Uo.
or
 ultimo, la población activa por cohortes de edad y sectores* ofrece
siguientes resultados (Véase el Anexo IG):
descensos de las poblaciones activas de los cohortes (de 15-
* «e 60 a 84 y 65 y más) son faás fuertes en el escenario industrialis-
Tasas de envejecinaiento por regiones.
Escenarios
.años
Regiones
Cortina-Ferrol
Vigo-Í>oiiteve d ra
Saatiago
Lugo
Cúrense
Harina Luepxesa
Sierras Orientales
Industriales y de ecodesarrollo.
1975
48.47
38.32
48.44
85.31
72.85
85.26
84.38
Sierras Stirorientales 72.48
Escenario
industr ial is ta
2000 '
90.67
64-10
92.94
112.64
139.18
130.48
131.68
140.51
Escenario de
ecode sarrollo
2000
71.65
57.22
71.69
100.40
98.60
100.35
iOO.65
100.49
í Elaboración propia a par t i r del Anexo C
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ts que en el tendencial, en la medida en que aquél viene caracterizado
por un mayor nivel educativo (con la ampliación de la edad escolar)
y £e un sistema de pensiones mejor dotado,
-Es -también, en este caso, el escenario de ecódesarrollo el mas capa-
citado: prácticamente, en los ültimos años && la circulación {a partir
de 1995)'» no hay activos menores de 19 años y mayores «le 60 años (ha-
ciéndose nulos en el año 2.000}: lo que equivale a la escolariaación
total de los menores de 19 años y la extensión del retiro -y de las
correspondientes pensiones— a los mayores de 60-
-Besde el plinto de vista de la población activa por sectores» puede
observarse que esr lógicamente* el escenario industrialista quien expul-
sa del casnpo los más elevados contingentes de población activa agraria:
más de 300.OOO personas, en el período 1075-2000, cuyo destino serian,
principalmente, la emigración y, subsidiariamente, las ciudades indus-
trializadas <Vigo, Coruña y Ferrol), el escenario tendencia!v también
arroja una alta cantidad de población activa agraria, pero en tono menor
al anterior. Comentario aparte merece, no obstante, el escenario de
ecodesarrollOj que implica también un descenso relativamente fuerte
de la población activa agraria, pero con distinto contenido que los
descensos de los escenarios anteriores- Efectivamente» dicnos descensos
son a todas luces justificados, si se tiene en cuenta el elevado paro
encubierto existente en la actualidad, pero los destinos son en uno
y otro caso absolutamente diferentes: por un laclo» emigración y procesos
de hiperurbanizaeión (escenarios industrialista y tendencial}, y por
otro lado, industrialización de las ciudades inedias y de las regiones
anteriores, juntamente con una política decidida de incorporación áe
tecnología intermedia* que Heve las actividades económicas de manera
aesconcentrada aili donde están los hombres y los recursos.
-Los volúmenes de activos industriales más numerosos los aporta el
escenario industrialista, seguido del de ecodesarrollo y el tendencial.
-La mayor capacidad de .generación úe servicios es la del escenario
de
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3,2. AHALISIS BE LOS RESULTADOS DEL
SDBMQDEU) DE MAGHITODES MACROECONOMICAS Y ACTIVIDADES SECTORIAL!-
2APA3
A pesar de las dificultades, ya mencionados» que en la sii&ulación de
este submodelo sé" han encontrado, producto de la obsolescencia á& la
T.I.O. de Galicia utilizada, cabe, sin embargo» extraer áe los resulta-
dos obtenidos las conclusiones siguientes:
-En el escenario tendeneial, el nivel de renta goza de una tasa
de incremento quinquenal acumulativa del 9.3%, lo que viene a significar
que la crisis económica, actualmente vigente, afecta, de manera determi-
nante » al crecimiento del conjunto del escenario a todo lo largo del
periodo de simulación. Asi* la renta de 1975 (245.540 millones de pts.)
crece hasta la cifra de 383.460 millones de pts. en el año 2000 (en
pts* constantes de 1975); esto es, con una tasa de crecimiento anual
acumulativa de 1.86%.
Por el contrario, en el escenario industrialista (824,150 millones de
pts. de 1975 en el año 2000) y de ecodesarrollo (896-200 millones de
pts,), las tasas de crecimiento anual acumulativas de la renta son,
respectivamente, del orden de 4.9 y 5.3%. Esta última tasa de crecimien-
to puede llamar la atención por su alta magnitud, en aparente contradic-
ción con las propuestas del crecimiento cero en boga en los ambientes
ecodesarrollistas", pero consideramos que el problema fundamental del
crecimiento no es tanto el "cuanto" se crece como "cómo" se crece. v,
por- otro lado3 en una región atrasada, no existe alternativa para rcanper
el férreo "circulo de la pobreza" que, paralelamente la puesta en prác-
tica de enérgicas políticas redi str ibut i vas -a partir de determinados
ábrales-, dinamizando el crecimiento de las principales magnitudes
ínacroeconóinieas. Pero existe una razón explicativa adicional de la mag-
nitud de aquella tasa de crecimiento; en el escenario de ecodesarrollo,
B v
°l&raenes de ahorro drenados por agentes exógenos a la economía
SÍ3.3 1 a » *
g a
 -caso de 1©^ escenarios tendencial e industrialista- son ahora
nidos e invertidos en la propia economía regional» lo que» obviamen
te
* genera una mayor potencialidad de crecimiento,
sumo regional disfruta, en el escenario tendencia!» de un crecí
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miento anual acumulativo del 3.-09% yff en los escenarios industrialista
y a© eeodesarrollo, del 5,0%. .Evidentemente» el escenario industrialis«-
ta» aún a pesar de alcanzar un nivel infelor de renta en el aflo 2000
(824-150) que la correspondiente al escenario de ecodesarrollo(S96.200)a
su mayor nivel relativo de consumo no indica otra cosa que su esfuerzo
inversor es relativamente menor que el acometido por el escenario de
ecodesarrollo .
Por otra parte» en relación a la composición sectorial del vector de
demanda final» pueden hacerse, por escenarios, los siguientes comenta-
rios:
-El escenario tendencial observa un valor de la demanda final para
la agricultura, en el año 2000, del orden de 4.738 millones de pts.j
el correspondiente al escenario industrialista es 9.187 millones de
pts. y el del escenario de ecodesarrollo, 13.245; esto es, el escenario
de ecodesarrollo basa el crecimiento de su producción» en mayor medida,
los otros dos escenarios, en el sector primario- Cifras que resultan
significativas, evidentemente, si se tratan en términos relativos;
~ta participación de los sectores de minas y canteras, industrias
alimenticias» textil, construcción y obras públicas y servicios, gozan
ea el escenario dé ecodesarrollo de tasas de sectorialisación de la
demanda final superiores a las de los otros dos escenarios. Por el con-
trario, el sector industrialista destaca por su predominio en relación
& dichas tasast principalmente, en los sectores de transformados roetáli-
c$s» metálicas básicas» vidrio y cerámica y en químicas y conexas-
-Sectores como los relativos a vestido y calzado e industrias ali-
poseen unas tasas sectoriales inferiores en los escenarios
y de ecodesarrollo que en el tendencial; en otras pala—
a
^s ia participación de la demanda en estos sectores es continuamente
dente con la elevación de los niveles de renta y se desplaza hacia
bienes de carácter duradero.
^elación a los valores añadidos netos obtenidos por los diversos
858
-Comparando el valor añadido agrario,. industrial y de servicios
de los escenarios industrialista y de eeodesarrollo, puede observarse
que en este último escenario -en consonancia, con observaciones anterio-
res» posee un mayor peso relativo en el sector primario que aquél otro;
14-4% y 12*6% del valor añadido total, respectivamente. Bn el mismo
sentido, si comparamos .las razones porcentuales de los valorea añadidos
netos en servicios de esos mismos escenarios, puede también observarse
que el de ecodesarrollo posee tan mayor peso relativo del terciario
(55.7%) frente a un 43.7% del escenario industrialista. Sensu contrario,
puede afirmarse del sector industrial; el escenario de ecodesarrollo
gosa de un porcentaje de valor añadido industrial sobre el total de
29,9% frente a un 43-7% del escenario industrialista.
En definitiva, a partir de los resultados anteriores» puede afirmarse
que:
-El escenario tendencial está sometido a una línea de progresiva
homologación a las pautas de comportamiento de la economía española
(renta, consumo, demanda final» valores añadidos.-»}. El vector de de-
manda final de este escenario en el año 2000 se ha supuesto igual al
correspondiente de la economía española en 1979.
-El escenario industrialista conlleva vn proceso de fuerte reduc-
ción de la importancia del sector primario en el conjunto de la econo-
mía, en favor» en especial, del sector industrial.
-Y, finalmente, el escenario de ecodesarrollo comporta una relativa
reducciónj pero manteniendo su importancia del peso del sector agrario;
aunque no de manera drástica como sucede en el escenario industrialista-
Además, este escenario viene caracterizado por las fuertes conexiones
Que el sector agrario mantiene con los sectores de industrias alimenta-
ísgroindustria} y por un peso relativo laás importante del sector
<jue el correspondiente en el escenario industrialista.
3,3. ANÁLISIS BE LOS RESULTADOS
RESULTADOS DEL- SUBMQPELQ SE USOS DEL SUELO Y VXVXEHDA
Los diferentes usos del suelo los hemos clasificado en tres grandes
grupos: demanda de suelo residencial» demanda <3e suelo industrial y
demanda de suelo para servicios. Avancemos que» debido a la dificultad
inherente al cálculo, de los nuevos empleos industriales -variable de
la que hemos hecho depender la demanda de suelo industrial- no hemos
podido comprobar la demanda de usos del suelo para esa actividad.
Pues bien» la demanda de suelo residencial por regiones (Véase el Ane-
xo C) presenta las siguientes características;
-Como cabria, lógicamente, esperar son las regiones litorales las
que presentan una mayor demanda de suelo para estos usos. Asi, A Coruña-
0 Ferrol utili&a en el año 1975» 4.222 Has., Vigo-Pontevedra (4.873
Has.) y Santiago (3.468 Has.)» El suelo residencial ocupado por estas
tres regiones representa el 45-71% de total del suelo residencial de
Galicia. Porcentaje menor que la participación de la población de dichas
regiones en el total de la población de Galicia; esto es, los standars
de uso del suelo residencial de las regiones costeras son inferiores
en numero de Has. por vivienda o habitantes que en las regiones del
interior. En otras palabras, el proceso de urbanización creciente del
eje Atlántico conduce a que los standards del suelo residencial corres-
ponden, en las regiones costeras, a usos de alta densidad. En la región
d(£ A Corufia-Q Ferrol y, concretamente, en su Área Metropolitana dicho
standard es del orden de 0.0055Q6 Has./Ha., en la de Vigo-Pontevedra
^0.004672 Has./Hab.) y en la región de Santiago -nos referimos a su
Punto nodal- es 0,005714 Has./Hab— a pesar de que se manifiesta la
endencia consistente en que las regiones más urbanizadas generen, a
u vez* unas densidades de urbanización superiores- no por ello la par-
a-cipación ael suelo residencial ocupado de estas regiones sobre el
ai desciende; en consecuencia, son sus superiores tasas de crecimien-
to ^ etnográfico las que explican aquel fenómeno.
contemplar el fenómeno anterior» desde el punto de vista del escena-
maustrialista» lo que acabamos de afirmar cobra» si cabe» una mayor
significación. Asi* en el año 2000, la participación del suelo residen-
cial ocupado de las regiones mencionabas sobre el total registra un
porcentaje de #7.38%. El proceso de regresión demográfica del interior
de Galicia* al ser más intenso que en el escenario tendencia!» conlleva
de inmediato tana pérdida de sus niveles de densidad urbana
Por el lado del escenario de ecodese^rroilo puede todavía hacerse el
siguiente comentario: el porcentaje -del que venimos hablando- relativo
a la ocupación del suelo residencial por parte de las regiones costeras
esf en el año 2000, 45-37%. En otras palabras, el comportamiento demo-
gráfico que implica este escenario y sus tasas de ocupación del suelo,
crean una situación nueva en Galicia; frenar el proceso de densificación
de la edificación e, incluso invertirlo, siquiera sea tímidamente (redu-
ce al mencionado porcentaje en el período 1975-2000, en un Q,34?é).
Sobre el comportamiento demográfico de este escenario ya se 5ia hablado
en el submodelo correspondiente. Las tasas de ocupación del suelo vienen
caracterizadas por la contención de sus valores en torno a los que dis-
putaban al comienzo de la simulación en el año 1975.
la participación del número de viviendas de las mencionadas fegiones
litorales representa al comienzo de la simulación el 68*24% del total
3e viviendas. Pues bien» en el escenario tendencia!» en el año 2000,
dicho porcentaje se incrementa al 69,24%, en el industrialista al 72.6895
y en el de ecodesarrollo desciende al 65,23%; esto es» las políticas
demográficas de desconcentración y de impulso paralelo de la estructura
de ciudades medias permite una distribución más equilibrada del parque
de viviendas de Galicia,
Por otra parte, en lo que concierne al suelo ocupado por servicios cabe
fracer las siguientes puntualizaciones: v
-En primer lugar» puede constatarse que ia relación porcentual del
o oc«pado en servicios por parte de las tres primeras reglones de
carácter costero -en el escenario tendencial- pasa del 66.49% en el
1975 al 71.G9& en el ano 2,000; el proceso de concentración de los
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servicios para tocias Xas regiones es igual a 0.020 Has./Hab»~ en estas
regiones es, pues, una realidad evidente.
-En segundo lugar,, la región de Ourense es la que se beneficia de
un mayor incremento en la superficie de suelo ocupado por servicios;
su incremento porcentual es del orden del 5S9S, mientras que el corres-
pondiente a Lago es el 51%. El mayor dinamismo industrial de Ourense
respecto a JLugo es el que, en definitiva» explica dicha diferencia por-
centual .
Desde la dptica del suelo residencial por parte üe las regiones del
litoral se intensifica» conviertiéndose en un 72.5fé; esto es, 1,47%
más que el escenario tendencia!.
Por último, comparando el escenario de ecodesarrollo con los otros dos,
podemos extraer las dos conclusiones siguientes:
—Una, este escenario —dada su vigorosa política de descentraliza-
ción espacial de los servicios— logra reducir la participación del suelo
ocupado de aquellas tres regiones litorales del 66-49% al 61.9%, mien-
tras que los otros dos escenarios, como ya se ha visto, la incrementan,
-Dos, el escenario de ecodesarrollo logra incrementar los servicios
-en la totalidad del período de simulación examinado 1975-2000, en 11.13
veces» mientras que el escenario tendencial solo alcanza un multiplica-
dor de 1.78 y el industrialista» 4.43.
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SÜBMQDELO BE SERVICIOS
%& evolución de las cifras de servicios, desde el punto úe vista del
escenario tendencial, son las que aparecen en el Cuadro s » <l«e nos
permite hacer las simientes consideraciones:
-El" mayor peso relativo de- las tres primeras regiones (A Coruña~
0 Ferrol» Vigo-Pontevedra y Santiago) en el año 2000; éstas representa-
ban, en el año 1975, el 73.4% áe los servicios totales de Galicia, mien-
tras que al final del periodo de simulación representan el 75%.
-Como consecuencia del punto anterior, disminuye la importancia
de los servicios en las regiones interiores de Galicia- Este fenómeno
de pérdida relativa de servicios es particularmente interno en las re-
giones de I*ugo( en las Serras Orientáis y en las Surorientais. Como
excepción, cabe citar a Ourense que incrementa moderadamente su partici-
pación porcentual enun 0.1%: este hecho responde muy probablemente al
mayor dinamismo relativo de esta región en el sector industrial» que,
como es bien sabido, induce a una superior demanda de servicios,
E*or otra parte, los escenarios industrialista y de ecodesarrollo presen-
tan los siguientes resultados;
-Ei escenario industrialista provoca todavía una mayor concentra—
ci6n de los servicios {77%), en las tres primeras regiones» que el esce-
nario tendencia! {Véase Anexo C). No obstante, el incremento total de
los mismos es muy superior: si en el escenario tendencial los servicios
ae Galicia pueden cifrarse en 596-100, en este escenario alcanzan, en
cambio, un volumen de 780*510. ha. raaón no es otra que las ssayores tasas
se crecimiento de la renta de Galicia- y» en particular, el valor íle
ia tasa ú& inversión en servicios* que en el tendencial es de 0.37 (año
«GOG); mientras que en el escenario industrialista, para el mismo año,
es 0.4Q»
l escenario de edodesarrollo -debido a la implementaci6n de una
política descentralizadora de los servicios- hace descender la
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participación relativa de los servicios de las tres primeras regiones
a un 64% del total de los servicios de Galicia- En consecuencia, las
restantes regiones ven mejorada sensiblemente su situación en relación
a los otros dos escenarios- En este sentido, conviene afirmar que la
región de Lugo incrementa en un 2% su participación relativa en el total
de los servicios de Galicia, la región de Cúrense en tm 4% y la Marina
Luguesa y las Serras Surorientais experimentan» asíntismo, incrementos
-más moderados- del orden del 1%* La región de las Serras Orientáis,
en contra de lo que sucede en los restantes escenarios, en éste mantiene
su situación del año 1975.
En lo qué concierne a los nuevos servicios demandados por la población
(déficits de servicios), puede observarse que, si se mantiene la misma
función de demanda de los mismos -SDPQ.K=-747,16+(.2346}{PQ.K>- a lo
largo de todo el período de simulación, los déficits actuales -en el
escenario tenáencial- de todas las regiones, excepto Á Coruña-Ü Ferrol
y Vigo-Pontevedra» estarán completamente amortizados a partir del año
1995. Posteriormente, en el año 2000» las restantes regiones verán tam-
bién satisfechos sus correspondientes déficits.
Por su parte, el escenario industrialista aleansaa a satisfacer la deman-
da de servicios de todas las regiones en el año 1995^ En um período
anterior, en el año 1990, cuisple con ese objetivo en las regiones de
A Marina Luguesa y en las Serras Orientáis*
El escenario de ecodesarrollo se presenta -también en esta ocasión-
como el más capacitado para responder a las demandas de servicios de
la población: en el año 1990 no hay déficits de servicios en Galicia.
Sn ese mismo afío, los déficits persisten solamente en las regiones de
A Coruña-Ferrol, Viga-Pontevedra y las Serras Surorientais.
or último, nos resta advertir que los resultados obtenidos por este
deben ser sometidos a revisión; y ello por varias r&sones
a) el mantenimiento de la misma función ele demanda de ser-
icios en un período de largo plazo como el considerado, no parece jus»
icable; b) la misma consideración* que en el punto anterior, merece
i
COABRO S
SERVICIOS DEL ESCENAR» TBNDENQAi. IOS SESIONES
Años
J róñenteles
1975
87.933
96.677
63.039
27JÜ87
40J60
3.745
4.920
8269
337.480
19S0
102.576
73.083
30JS50
47.153
10.096
5.043
8.484
377550
117.169
127.153
83,127
34B12
53J54S
11.447
5.175
8J698
421J950
1990
131.762
142391
93571
38J374
59.938
12.798
5302
8.911
472^70
1995
146.355
157J629
103315
2000
180J947
66332
14.149
5,429
9.126
530-130
113559
45.900
72.724
15.499
5.559
9343
596.109
ífUEWE: Elaboración propia.
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la hipótesis de igualdad de la ftmción de demanda de servicios para
todas las regiones- Dado las diferencias de renta Ínter regional es» el
coeficiente 0.2346 de la recta de regresión adoptada sobreestima la
demanda de servicios de las regiones interiores de Galicia y» c) la
estimación adecuada de los nuevos servicios creados anualmente depende
de la denominada "inversión real en servicios**, <ie difícil cuantifica-
ciñn en la medida en que está relacionada con los valores añadidos gene-
rados» que, como ya se ha dicho» en el caso del valor añadida industrial
presenta resultados inciertos * dada la información de la que se parte-
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3,5. ANÁLISIS DE LOS RESULTADOS DEL
SUBHODELO DE EMPLEO
El objeto fundamental de la computación del empleo agrario es Xa deter-
minación del paro encubierto realmente existente en la economía gallega
y su comportamiento probable a lo largo del período de simulaciSru
Las cifras de empleo agrario vienen definidas en términos de U.T.H.
Una U.T.H* es el trabajador -hombre o mujer- de 18 a 6O años* capaz
de desarrollar un trabajo al año de S.4Q0 horas (300 días por 8 horas).
Los jóvenes de ambos sexos de 16 a 18 años, presentes todo el aHo en
la explotación equivalen a 0.7 U.^ .fí. y los adultos de 60 a 65 anos,
0.5 TI.T.H. Los mayores de 65 años son 0,3 U.T.H.
Se define la demanda de trabajo o de necesidad de empleo como sinónimo
de demanda real de mano de obra, es decir, real en el sentido de no
considerar en absoluto ningún tipo de subempleo o paro encubierto- En
términos reales es una cifra ficticia» pero, fundamentalmente, lo que
con ella se quiere expresar es -a los efectos de una coherente política
de empleo que tenga como objetivos la superación de los desajustes del
mercado de trabajo, la prevención de sus tensiones y, en general» la
nacionalización de los recursos humanos- la fijación de un umbral mínimo
3e población activa requerida para atender las superficies de los culti-
vos agrícolas y las necesidades de los subsectores ganadero y forestal.
Si excedente o paro encubierto de la mano de obra es la diferencia exis-
tente entre la población activa agraria -obtenida en el submodelo demo-
gráfico- y las necesidades de empleo.
es bien, las necesidades de empleo agrario, desde el punto de vista
escenario tendencial* sjon las que»- por regiones, se muestran en
Cuadro . gn ex Cuadro D figuran las necesidades de empleo relati-
vas al subsector ganadero.
Cuadro 9
NECESIDADES DE EMPICO AGRÍCOLA Y FORF.ST A t <0.T J£>,
1975 1985 1990 1995 2060
r.
n.
ni.
IV.
v.
VI.
Vil.
VIH.
34293
63.178
46347
75341
34.030
11.071
13388
14.268
31374
54B42
42.175
65J620
29512
9.887
12B7B
12.225
28.456
46.506
38.003
55.399
24334
8.703
12361
10.182
25.538
38.170
33.831
46.178
19.456
7519
11.847
S.139
22.620
29S34
29559
36^57
14578
6.335
11333
6,096
19B99
2 1 ^ ^
25.483
26-734
9.700
5.149
10519
4J051
TOTAL 291J977 258-210 224.444 190.678 1S6S12 123,136
i Haboraci&n propia a partir del Anexo C.
Cuadro 10
Años 197$
EMPLEO GANAOERO
1985 199& 2000
38273
38273
38^73
34.265
31.289
30349
30.021
36.062
37^84
28.91©
36.481
39.899
29.480
31.840
37.114
24238
21.782
28,455
a parür dei Anaco C,
Observando guabos cuadros, puede constatarse rápidamente las grandes
dimensiones del paro encubierto en Galicia.. Pera el año 1975, las nece-
sidades de empleo en el subsector agrícola-forestal gallego eran del
orden de 291-977 ü.t.H. y las &el subsector ganadero de 38.273 U.T.H.
que sumadas dan una cifra global de necesidades de empleo para el sector
agrario .de 330.250 U.T,H- Por diferencia con la población activa agraria
del mismo año (60S*9E7=activos agrarios -644,368- menos los activos
del subsector pesca -35.441-} (Véase el Anexo C ) , obtenemos la cifra
de paro encubierto o de excedentes del empleo, que resulta ser, por
lo tanto, del ordende 278.677, Así pues, puede afirmarse que el paro
encubierto del campo gallego en la actualidad es alarmante y -calculando
el ratlo de la población activa con las; necesidades de empleo (184.3890-
la reducción de la oferta de empleo puede cifrarse, en términos relati-
vos, en un 84.38%.
Si4 asimismo * comparamos las cifras de necesidades totales de empleo
en el año 2000 con las de la población activa en ese mismo año (deducida
la correspondiente al sector pesquero» la cual» por falta de un estudio
concreto sobre él, ciframos en la misma cantidad anterior de 1975),
el paro encubierto sería todavía -si la tendencia actual se mantiene-
de 205.499. Es decir, la reducción del paro encubierto en ese periodo
-calculado de modo un tanto pedestre» debido a la estimación arbitraria
de los activos en el subsector pesca- fue tan solo de 73.178 ü.T.H. -
otra parte, -tomando como horizonte el escenario industrialista
7 realizando una operación análoga a la anterior- en el año 2000, el
paro encubierto sería del orden de 166.067 (población activa en la agri-
cultura: 260.969 -menos las necesidades de empleo agrario- 94-902 >;
° representa todavía una cifra considerable y nos hace reflexionar
sobre ©i importante peso que este fenómeno tiene y tendrá en el futuro
el mercado de trabajo» Esta es, sin duda, la gran reserva de mano
obra, qu& generará» en cuanto las condiciones exteriores sean favora-
s
* nuevos flujos migratorios con una intensidad como la prevista
el escenario industrialista: es decir, similar a la experimentada
m e3. quinquenio 1971-1975*
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En relación al escenario de ecodesarrollo» puede comprobarse (Véase
el anexo C) que las necesidades de empleo agrícola-forestal alcanzan
un volumen de 273.337 U.T.H,, y las correspondientes al subseetor gana-
dero^ son 28,455 Ü.T-H.; lo que da una idea de la gran capacidad de re-
tención -del empleo agrario por parte de este escenario. Y dado que la
población activa agraria en el año 2000 es de 322.149 (Véase Anexo C ) ,
podemos concluir afirmando que el paro encubierto previsto por esta
imagen de futuro es tan solo de 4S.812 Ü.T.H, Por consiguiente» este
escenario vuelve a ratificar su mayor capacidad de ajuste a la problemá-
tica realidad del campo gallego.
Finalmente» conforme se explica en el Anexo Á, se han hecho tres simula-
ciones distintas para examinar el empleo industrial generado por la
economía gallega cuando se altera la composición del vector de demanda
final. COÍTIO es sabido, una mayor participación en la demanda final de
los productos que incorporan mayores cantidades de trabajo -aún permane-
ciendo constante la estructura técnica de la producción, como es éste
el caso, en el que se opera con única matris inversa— induce a creci-
mientos del empleo.
Nuestra finalidad es conocer cuál es» en la economía gallega, el efecto
sobre el nivel de empleo de tres vectores distintos de demanda final,
Que configuran otros tantos escenarios;
"&} El escenario tendencial, íjue prevé una composición de la demanda
final para la economía gallega en el año 200Q similar a la española
de 1979, presenta los siguientes resultados (Véase Anexo C ) :
-Una sensible reducción del empleo en los sectores agrfcola(39,l%}»
alimentario {42.736}
 s cuero, calcado y confección (83Í); vidrio y cerámi-
ca {30%}, y agua, gas y electricidad (48.6%).
-Incremento considerable del empleo en los sectores de tainas y can-
oras (38%), textil (5.8%), madera* corcho y muebles (31.6%), químicas
metálicas básicas (16.9$). Consideración especial» en este Sen-
* merece el sector de transformados metálicos que duplica su nivel
d e emPÍeo en el período considerado «.
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g» resumen* se produce un aumento importante de ios sectores productores
de bienes de consumo duradero muy relacionados con la elevación general
del nivel de renta; además, el sector de minas y canteras experimenta
u» alza importante» sin duda producto de la actual crisis económica,
que ha impulsado la búsqueda de fuentes energéticas alternativas-
h) El escenario industrialista parte tíe la Hipótesis Que, al térmi-
no del periodo de simulación, la composición de la demanda final es
la misma* que la de el País Vasco en 1972. Los resultados obtenidos indi-
can que» prácticamente, todos los sectores excepto el sector agrícola
y el relativo a la producción de cuero, calcado y confección experimen-
tan, incrementos en sus niveles de empleos*
c) Finalmente el escenario ge ecoctesarrollo» dada- su naturaleza,
genera relativamente más empleo en el sector primario, alimentación,
industrias extractivas", textil, cerámica» construcción y obras publi-
cas-, que el escenario industrialista; mientras que éste, promueve el
empleo industrial, especialmente en los sectores químico„ metálicas
básicas, transformados metálicos y agua, gas y electricidad.
Por último, permítasenos advertir sobre el interés que tendría extender
nuestro estudio a los componentes de la demanda final: el consumo, la
inversión y las exportaciones, fundamentalmente; pero la falta de infor-
ra^ción y la precariedad de la existente, que no permite lograr resultá-
i s satisfactorios» implica análisis más detallados que los que aquí
se hacen *
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3.6. RESOLTADOS DEL-SUSMODELO AGRÍCOLA V FORESTAL
3.6.1. ESCENARIO TENDENCIAS
El estado de la distribución de las superficies de cultivos por regiones
en el aüo base de simulación (1975) -véase el Anexo A de este mismo
capítulo- nos muestra que los prados naturales (tanto de secano como
de regadío), los pastizales y los cereales (comprendiendo ahora, bajo
esta rubrica, los cereales forrajeros y el maiz-grano, que reciben un
tratamiento especifico en nuestro modelo) son los usos dominantes de
la base territorial de los cultivos en Galicia (aunque las praderías,
como se sabe» no constituyen cultivo» aqui se han incluido bajo esa
denominación a fin de posibilitar su estudio). Otros cultivosf como
el de la patata, ocupan superficies de importancia considerable (111.301
Has.)* mientras que las relativas a huerta y a frutales presentan toda-
vía, en términos relativos, dimensiones reducidas-
superficies dedicadas a prados artificiales han sido la sque aumen-
taron en una mayor proporción en el período examinado (1961-1975) a
costa de la superficie de los cereales (que ha disminuido), a causa
indudablemente del mayor peso relativo del recurso de aptitud leche
en la estructura de nuestra cabana ganadera- En este sentido, hay que
mencionar también que, especialmente desde los a&os 70» la superficie
dedicada & huerta ha experimentado -en relación a sus dimensiones ante-
riores- un incremento notable. El proceso de urbanización creciente
&e Galicia, que ha afectado a sus regiones litorales, ha sido, sin duda,
3a causa principal de la expansi6n de dichas superficies- Las restantes
superficies» incluidas las relativas a las arboladas o forestales» pre-
sentan una situación estacionaria y no han sufrido modificaciones impor-
tantes» dignas de tenerse en cuenta. Ho obstante, conviene advertir
que ios bruscos incrementos o decrementos observados en algunos cultivos
(reseñados en los Cuadros wj**£*tf« 4*Á Jhn?eft) no se deben tanto a mutaciones
reales como a cambios en las metodologías de elaboración de las estadís-
ticas utilizadas*
n
 dichos casos, las estimaciones de las tendencias de evolución cte
60
 superficies de los diversos cultivos, se han hecho prescindiendo
mismos.
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pues bien, en términos generales» ésa era la situación relativa & la
áistribución de los cultivos en el año 1975. Xa evolución posterior
en el periodo de simulación 1975-2000 ha seguido» por regiones* las
tendencias que» a continuación y de modo cbncisoa se señalan (Véase
el Anexo C):
-Las superficies de cereales (esto es, centeno y trigo, fundamen-
talmente) y maiz se muestran en regresión» debido a su conversión» mode-
rada pero constante a todo lo largo del periodo de simulación» en otros
usos: especialmente en forrajes» prados y pastizales, huertas y fruta-
les,
-Las superficies -en la actualidad de grandes dimensiones e impro-
ductivas- de matorrales y tojales suponen una fuente importante para
BU transformación, en prados.
-1.a regeneración de los prados naturales y pastizales —aunque, evi-
dentemente» no supone ninguna modificación en los volúmenes superficia-
les totales- es un aspecto importante de la política de transformaciones
y permite, en consecuencia, una elevación de los rendimientos» como
más tarde veremos.
—Asimismo, en relación a la superficie forestal es preciso decir
que, aunque no experimenta cambios en sus cifras de superficie, se ve
afectada por las repoblaciones, sobre todo de eucaliptos y pinos* si-
guiendo la tendencia del último período.
Por otra parte, teniendo en cuenta la evolución de los rendimientos
de los diversos cultivos que se muestran en el Cuadro 39 , del Anexo
&s se han obtenido, por regiones, las producciones finales -agrícolas
y forestales, conjuntamente- que figuran en el Cuadro 7 .
y Santiago, no parece que sean representativas de la si-
real. l>a rassón de que esto sea asi responde a la dificultad
comporta un estudio preciso de la evolución de los rendimientos
CÜ&DRQ
fl¿GRXCOXAS Y FOHESy&LBS POR : {en miles de 16. constan
tes áe 1975?. Escenario tendenclal•
1975 1980 19§5 1990 1995 1995
Tasa de
crecimiento
cíerrol'
gmecbra
• •
t
s Orientales
líSutOKtent.
-
2,282.100
4.S24.7O0
3.Í66.800
2.714.500
2.996.330
409.520
405.160
998.776
17.897.886
2.664.100
5,057.500
3.545.600
2.977.600
3.293.325
461.420
454.970
1.096.656
19.551.Í71
2.946.200
5.303.500
3.925.500
3.244.200
3.590.320
513.920
505.390
1.194.536
21.223.566
3.231.400 3Í-519.200 3,798.400 9.7
5.536.600 5.785.900 6.022,800 4.5
4.308.900 4.695.700 5.073.100 9-8
3.510.000 3.784.600 4.059.800 8,3
3.887.315 4.184.310 4.481.304 S.3
565.390 619.670 673.390 10.4
555.570 607.620 659,630 - 10.2
1.292.416 1.390.296 1.488.176 8.3
Í2.887.591 24.587.296 26,256.600 7.9
I Elaboración propia a part ir del Anexo C.
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For otra parte» la producción forestal» medida en términos de «posibili-
dades de corta" de la madera de coniferas y frondosas- figura en el
Cuaáro 8* en dónde puede inmediatamente advertirse el ínfimo incremento
tjue experimenta el volumen global de dicha producción a un ritmo del
orden t>*696 cada cinco años. Esta situación es indudablementes producto
del terrible azote -tantas veces denunciado, pero tan pocas con éxlto-
que padecen, durante los periodos de estío, los bosque gallegos, que
impide inexorablemente el crecimiento de las existencias —cuando no
provoca» según los casos» su disminución- de nuestras especies foresta-
les. •
En este sentido, la región <jue ofrece un crecimiento más optimista,
aunque también muy reducido, es Santiago, con una tasa de 0.9» seguida
de las restantes regiones de A Coruña-Ferrol (0.4), Vigo-Pontevedra
(0.4).-- Cabe añadir» además, que la tan precaria evolución de los ren-
dimientos, resultado del tradicional abandono de la economía silvícola
en nuestro país, no permiten, en ningún caso» un panorama más favorable*
3.6.2. ESCENARIOS INDUSTRIALISTA Y DE ECODESARROLLO
Ambos escenarios -con la dificultad que comporta el no disponer de un
comportamiento veraz acerca de la evolución de los rendimientos de los
cultivos en el escenario tendencial (a fin de utilizarlo como punto
de referencia o patrón de medida}— presentan, en sus producciones agrí-
colas y forestales, los resultados que figuran en el Anexo C. '* }.
Oe la comparación de sus cifras, una conclusidn que puede extraerse,
fcs que el escenario de ecodesarrollo alcansa unos valores bastante supe-
riores en sus producciones, lo que está en consonancia con la propia
naturaleza Sel mismo: un pivote fundamental de este escenario es la
potenciación de los recursos naturales y el desarrollo de una próspera
economía agrícola. Así, mientras ls tasa de crecimiento quinquenal de
•*•& producción agrícola-forestal del escenario de ecodesarrollo es del
wáen de 26%, la del escenario industrialista es solamente el 16%, en
^alores absolutos, la producción de éste ultimo en el afío 2 - 000» en
constantes de 1975» es 37.624.000 miles de pts. y la de aquél es
197$
CUADRO 8
í. ESCENARIO TENDENCIAS
1980 IV85 1990 199$ 2000
Cío-quinquenal
782160 785830 789500 793170 796840 800510 ÜA
6785S0 681764 684948 688132 691316 694500
01 TOBO 320171 929231 938392 947502 958613 0.9
149420 150120 150830 151530 152240 152940 0.4
381420 383290 385170 387040 388910 390790 0.4
113950 114406 114862 115317 115773 116229 0.4
187530 188280 189030 18S781 190531 191281
206080 212710 213740 214780 215820 216860 0.2
3.4Í0.20Ü 3.436,571 3.457361 3^478.142 3-498J932 3.510.723
g4,8G6*0Q0*~pts. La diferencia entre ambos valores se debe a un programa
fres ambicioso de transformación de cultivos por parte del escenario
de ecodesarrollo (Véase el Cuadro 36 del Anexo A ) f aún a pesar de que
los rendimientos de ambos escenarios están sujetos a los mismos valores.
El escenario industrialista da mucho mayor peso a las transformaciones
áe las superficies de cultivos <maiz» cereales»..) en prados que el
escenario de ecodesarrollo; mientras que éste, implementa una estrategia
basada en una mayor transformación de monte bajo en pastos y en una
política de equilibrio —es decir, no tan intensiva como en el escenario
anterior- en las diferentes modificaciones de la geografía de los culti-
vos. Así, por ejemplo* mientras que el escenario industrialista reduce
Prácticamente la superficie de maíz y cereales, el escenario de eeoáesa—
rrollo los reduce, pero más moderadamente* Y, otro tanto de lo mismo,
podría decirse del caso de las leguminosas-
Finalmente» las cifras relativas a la producción forestal arrojan a
todo lo largo del periodo de simulación unass cifras de "posibil idades
áe corta", aunque superiores para el escenario de ecodesarrollo» bastan-
te similares. La "posibilidad de corta" de este ultimo escenario, en
el año 2.000 es de 4-456.030 m » s.c y, para lá misma fecha, el escena-
rio industrialista alcansa un volumen de 4-408,066 m 3 . s.c.; esto de
debe a los diferentes turnos dé corta de la madera, ya que la base de
la transformación forestal de aquél son las frondosas (roble y castaño),
mientras que la de éste es el pino y el eucalipto (de ciclo corto).
SIJÚ SUBMOBEtO GALAPERO
3.7.1. ESCENARIO TEHDENGIAL
subiaodelo ganadero cierra la secuencia de análisis elel espacio econó-
mico agrario de Galicia. El submodelo agrícola y forestal tenía
objeto el diseño de un plan de or&en&cián o transformación de culit-
* *&** permitiera al campo gallego impulsar su potencial ganadero,
forestal * hortofrutícola» etc. Ahora bien, si se tuviese
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que señalar una meta fundamental, alrededor de la cual girarían todas
las demás» no dudaríamos en señalar que es la expansión y mejora de
los cultivos destinados a la alirrtentación animal lo que constituye el
pilar básico sobre el Que debe asentarse el desenvolvimiento agrario
de fíalieia, cuya vocación ganadera es sobradamente reconocida,
?f en efecto, las unidades de ganado mayor que pueden mantenerse, a
partir áe las unidades alimenticias producidas (producciones forrajeras
de las praderas temporales, forrajes» praderas permanentes cosechadas,
cereales y maiz grano) y de las superficies pastadas» son, por regiones,
las que figuran en el Cuadro 9.
CUADRO 9
UNIDADES DE GANADO MAYOE- ESCENARIO TENOENCIAJ,
ira
"Tales
1^75
103.550
176.100
[40330
¡55.460
81 £62
44.154
52.363
33J334
1980
114J61G
186.920
155.820
174JB30
33.713
49273
58.441
37.961
1985
126.110
198.060
171S3Q
195390
106.510
54.656
68.868
42.898
1990
137.730
208.980
188.140
218.630
119330
60220
71B14
48.135
1995
149.450
219,710
204.450
238.690
133.690
S5.977
78397
53.673
2000
161.140
231.010
220.630
261.260
148J0BÜ
71.829
86.010
59J510
Tasa de cieam
quinquenal
786.863 871J66S 1,144J337 1239.475 9.E
Obsérvese que el crecimiento quinquenal acumulativo de Xas UGM totales
es el 9-Sfé* superior a las producciones finales agrícolas y. forestales:
la evolución, pues» de la base territorial de Jla ganadería galHega es
gastante ñas dinámica que la de aquellas producciones. Puede también
observarse que las tasas de crecimiento de laf regiones interiores son
también superiores, ref lejando así sus mayores" posibilidades de trans-
formación de matorrales y tojales en pastos <las superficies de matorra-
les de las regiones de Lugo, Ourense, Marina Luguesa, Berras Orientáis
y Serras Surorientais son, respectivamente, 223-340 Has,, 178.726 Has.»
68,171 Has.
 % 99.908 Has, y 98.871? Has - V esas mismas superficies en
las regiones costeras de h Coruña-0 Ferrol, Vigo-Fontevedra y Santiago
son 33.190 Has., 23.4O5 Has. y 40.925 Has- (Véase el Anexo A).
La obtención de la cabana total de vacuno de Galicia se obtiene a partir
de los stocks de UGM del anterior Cuadro 9 - Y, según puede verse en
el listado de ecuaciones del submodelo agrícola (Anexo B ) , la cabana
de reses madres se obtiene por suma de la cabana de vacas madres mante-
nidas a partir de las unidades alimenticias (forrajeras) producidas
y de las superficies pastadas. Pues bien* puede demostrarse que» en
Galicia, una ÜGM se alimenta con 2.300 U-F. de procedencia natural (de
la base territorial de la propia explotación) y con 500 U-F. de proce-
dencia artificial (piensos); lo que representa una primera aproximación
del alto consumo de pienso de nuestros animales vacunos, que luego tra-
taremos con iñás detenimiento.
otra parte, la evolución de la cabana ganadera de bovino -que se
obtiene, agregadamente, para toda Galicia- sigue la evolución temporal
que se muestra en el Cuadro 10 , donde puede apreciarse las tasas de
incremento quinquenal» por escenario. Obsérvese el fuerte incremento
relativo de las cabanas de los escenarios industrialista (22.6) y de
ecodesarrollo (23-8), en relación al experimentado por el escenario
naencial (10.5). Estos resultados ponen una ves más de manifiesto
subutilización patente de nuestros recursos o» en otras palabras»
gran capacidad de desarrollo todavía inexpiotada «Je nuestros recursos
«atúrales, • • -
Cuaáro %Q
Cabana total «k vacuno de Sállela. - -
Tasa
197S 1980 1385 199& S99S 2'G0° erec:
Q79.O0O 1.009.70© 1.150.400 1.345.000 1.474.000 1.61S.S0O 10.5
JsáustpialUta 979.000 1.094,600 1,325-800 I.753.9Q0 2.2U.100 2.722.700 223
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razones que, fundamentalmente, explican tan considerables incremen
tos son;
amplias transformaciones efectuadas de matorral y monte bajo
en fastos» lo que posibilita una fuerte elevación de la base territorial
necesaria para la alimentación del ganado. El escenario industrialista
y ©1 de ecodesarrollo transforman anualmente, para el conjunto de Gali-
cia, 13.257,1 Has. y 4,855 Has- de matorral, respectivamente, El escena-
rio tendencial transforma 2.499,4 Has., lo que no pasa de ser una cifra
moderada en relación a lasV^tras dos, pero probablemente un tanto opti—
asista en comparación con la situación y las tendencias del presente
(Véase el Cuadro 36 del Anexo A, donde se encuentran las transformaciones
por regiones).
-Incremento de los coeficientes de fertilidad. Como se sabe por
el Cuadro 33 del anexo A, la tasa de fertilidad de la cabana reproducto-
r a
 gallega
 e n e£ ^ o 19751 debido a las deficientes condiciones sanita-
rias» es muy baja, 0,64 y, por tanto, los pastos viables muy reducidos;
sobre todo» si se tiene en cuenta que, por ejemplo, Catalunya en el
mismo año tenia unas tasas de fertilidad tíe 0.79: es decir, un 1G?£ supe-
rior* Pues bien, mientras el escenario tendeneial alcanza una tasa de
fertilidad -en el año 2.000- igual a 0.75, el escenario industrialista
consigue Q.80 y el de ecodesarrollo, O.85.
-fíayores coeficientes de reposición. Nuestros cálculos (Véase Ane-
xo A) nos han permitido comprobar que, al comienzo del periodo de simu-
lación (197S), el coeficiente de reposición de la cabana bovina gallega
sra aproximadamente 14.28%, lo que representa un porcentaje bajo en
¿ación a la recomendación de los organismos oficiales del Ministerio
°e Agricultura (2096), esto es» la reposición anual de la quinta parte
e
 la cabana úe la explotación. Este último será, pues, el adoptado
el escenario de ecodesarrollo y 1836 será el perteneciente al indus-
Otro factor muy importante a tener en cuenta son las exportaciones
erneras que8 aparte del coste de oportunidad que supone r$alizarlas
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a edades tan tempranas de la res (a los Z mes i)¿ impide el creci ento
del propio censo* En este sentido t es precise rfecir que los esce rios
tendeneial e industrialista exportaban eti el t*:.:j 1975 - 7.100 ter: ras-
y en el año 2.000 -33G.GG0-. Por el contrario, 1 escenario de ec<- ÍS&~
rrollo contempla el caso en que existan exporte mes de terneras.
*&>> -Pero -habría que decirlo en primer lugar- 51 componente fuñó men-
tal explicativo de los incrementos de nuestra *^baña es la evol :i6n
de la cabana de vacas madres reproductoras, qu*? puede apreciara ¿ en
el Cuadro l i ; el escenario tenáeneial crece a un'ritmo quinquenal e
f
lativo de 11.26 • y los escenarios industrialista y de ecodesarr ilo»
a ritmos del orden del 20.55% y 23.62%, respectivamente.
-Finalmente, cabe subrayar que los mayores censos del esc< ario
de ecodesarrollo cobran todavía una mayor significatívidad, si se uiene
en cuenta la evolución de los sacrificios por escenarios; el esc* tario
tendencial sacrifica en el año 2.OO0, 370*000 seres, el escenario indus-
trialista, 600.000 reses y el escenarlo de ecodesarrollos 800*003, lo
que tiene, lógicamente» un efecto directo inmediato sébre las produccio-
nes cárnicas de cada escenario. En consecuencia, el escenario de ocode-
sarrollo alcanza censos superiores, a* pesar de sus mayores sacrificios,
que los otros dos escenarios-
Las producciones finales de carne pueden verse en el Cuadro ¿2 .
Cuadro n . ..
Evolución de la cabana de vacas madres de Galicia
' »80 " * « * > » 9 0bar ios
Tamlencial
Industrialista
W75
60S.64Ü
805 640
6Q5.S40
63&.60& 776.240 6S3.S60 .H2-S20 1.032.600 U.2WE
747.120 937.38B 1.134.100 1.335.100 1*541*300 v2G.55*
755.020 994.2*0 1.238.800 -1.499.900 1.749.000 23,623
Elaboraci5n propia
Cuadro
final de carne en unidades físicas (T«.> por escenarios
Ccadl
1-975 1.980 985 1.995 2.000 de
59.718 81,381 63.645 86,950 70.512 3.9%
5 131.170 147.010 183.350 179.720 260,240 28.1%
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Es escenario de ecoctesarrollo destaca no solo por sus superiores produc*
clones de carne, sino también por la mayor relación o equilibrio exis-
tente entre su tasa de crecimiento (28.12&) y el incremento anual
{23,6236}. En este sentido» el escenario industrialista genera unas pro-
ducciones cárnicas que crecen a un ritmo quinquenal de 19.2%, mientras
que el censo crece al 20.55%. En tina situación peor se encuentra toda-
vía el escenario tendencial: el crecimiento productivo es el 3» 9%, mien-
tras que el censo crece cada cinco años en un 11*2©?ÍJ* Pues bien» esto
último se áehe -aparte, claro está, de censos superiores- a las cuantio-
sas exportaciones de terneras de los escenarios tendencial e industria-
lista y, especialmente, a la diferente estructura de los sacrificios
(Véase el Anexo A), Que pasamos a analizar a continuación.
La estructura de los sactificios del escenario tendencial se caracteri-
za por la predominancia de los sacrificios de terneras (69.20% del total
de los sacrificios en el año 1975 y el 59.20% en el año 2.000) aproxima-
damente de 6 a 7 meses de edad» lo que impide la obtención de unos pesos
canales medios elevados y, por consiguiente» se frustra la posibilidad
áe alcanzar valores añadidos superiores. En cambio, las tasas porcentua-
les de sacrificios de terneras de los escenarios industrialista y de
ecodesarrollo son» respectivamente, en el año 2.000» 44.7% y 31.2%,
cobrando en estos casos» un mayor peso los sacrificios de añojos (37%,
en el primer caso» y, 46.8%, en el segundo).
porcentajes superiores de sacrificios de añojos afectan de manera
favorable a las producciones de carne, porque los pesos canales medios
de aquéllos son superiores a los correspondiente© de los terneros de
engorde. Además» dada la mayor especializacion productiva de los «scena-
a^-os industrialista y de ecodesarrollo, el peso canal medio de los año-
jos es -en estos dos escenarios- de 294.7 Kgs., mientras que el corres-
pondiente al escenario tendencial es 271. Comparando estos últimos pesos
con los correspondientes de las terneras {145.2 Has*; tenden-
; 164 kgs.: industrialista y ecodesarrollo)» la diferencia de pro-
e c i o n e s
 posibles -a igualdad del número de reses- aparece, pues, con
claridad meridiana.
Poor
otra parte, las producciones áe leche, que se presentan en el Cua-
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13 # se explican -sus crecimientos- no solo por el mayor peso <iue
en el conjunto de la cabana bovina tienen las vacas de aptitud leche
(Frisonas) (el 50% en los tres escenarios, en el año 2,000, siendo en
el año 1975, el 25%)
 9 sino por los diferentes rendimientos de cada esce-
nario. Asi, cuando el escenario tendencial tiene un rendimiento por
vaca de aptitud leche y año de 5.600 litros, IQS escenarios industria-
lista y de ecodesarrollo alcanzan, 4.000 y 4.500 litros, respectivamen-
te* En lo relativo a los rendimientos de las vacas de aptitud carne»
los rendimientos tendenciales, industrialistas y de ecodesarrollo son
2*200, 2,500 y 2.700 litros por vaca y año, respectivamente.
Finalmente, veamos qué es lo que sucede con el consumo de piensos de
nuestro ganado vacuno» cuyos costos totales en pts. de 1975 figuran
en el Cuadro 14 .
Cuadro 13
Producciones de leche en unidades físicas (railes de l i t ro) por escenarios
Escenarios
Tetidencial
Industrialista
1975 1980 i 985
1.237.400 1.467.800 1.856.400
1.237.400 1,694.000 2*353.900
1.237.400 1.983.000 2.529.500
1990
2.228.100
3.138.200
3.539.SOS
1995
2.565.500
3.940.500
4.753.800
Tasa
ere».
2.000
2.941.800 ""18,9%
4.876.200 31,50»
6.116.100 37,5%
FUEMTE: Elaboración propia, a partir del Anexo C.
Consuno total de piensos compuestos de vacase
(en miles de p ts . de 1975}.
Cuadro 14
Gastos totales de pienso para el ganado vacuno-
1975 .980 1.985 1390 1995 2-000 Tasa,
creen,
quine;.
3.529.900 3.952v30G 4.699.700 5.959.200 6.889.400 7.996.IQO'- 17.B%
3.522,900 4.920.000 5.786.ooo 7.379,000 10.047.000 13«2O4.@¿0 30.2%
3.522.900 4.295.90& 6.407.400 8.S57.106 11.737.000 15.144.008 33.8SS
'.: Elaboración propia a partir del knexo C.
que arroja dicho Cuadro 14, pueden resultar equivocas; nece-
m breve comentario. & primera vista, e i escenario
SS3
de ecodesarrollo parece el más gravoso en los costes del input-pienso;
incremento Quinquenal del 33.83É frente al 3O*25É {industrialista) y V?*B
{tendencial) y costes, en valores absolutos, superiores < 15.144.000
miles de pts») frente a 13.204.©oo (industrialista) y 7.996.100 miles
de pts. (tendencial). 1T, en efecto, estos resultados expresan simplemen-
te, no solo los superiores censos del escenario industrialista, sino
«y sobre todo- el mayor peso relativo de su cabana de tei*ner^s-os que
-como es sabido- son los principales consumidores de pienso. Porque
si se analizan los consumos de este input por cabeza y año, se puede
comprobar que mientras el escenario tendencial reduce aquel consumo
de 675 ks. (año 1975) hasta 600 kgs. (año 2.000) y el escenario tenden-
cial hasta 550 kgs. (año 2.000), el escenario de ecodesarrollo consigue
una reducción mayor, hasta 500 kgs* (año 2.000)- Esa reducción sensible
del consumo de piensos se debe» fundamentalmente, a la mayor base forra-
jera natural existente, producto de las grandes transformaciones de
matorral y monte bajo en prados, acometidas a todo lo largo del período
de simulación.
3-8. RESOLTADOS BEL 5UBM0DELO AGHQIKDXISTRIAL
Antes de analizar la generación del empleo asociado al sector agroindus-
trial, vamos a detenernos en el examen de los consumos interiores y
en las exportaciones de las materias primas del mismo.
En el Cuado 15 , se. muestra la evolución del consumo de leche de la
población gallega por escenarios y en el período de simulación 1S7S»
2000, pudiendo observarse cómo» aun evolucionando del mismo modo el
consumo de leche per capita en los tres escenarios (95.3 litros /persona
? *&*> -en el año 1975- hasta 100 litros/persona y año -en el año 2.000-}
l o s
 consumas de leche totales de los escenarios tendencial y de ecoifesa-
W»ll© son superiores al industrialista: la razón no es otra que aquélla
a la evolución de las poblaciones respectivas: en aquellos
escenarios la población total de Galicia aumenta (y aumenta más
erí
 el de ecodesarrollo, de ahí su mayor consumo), mientras en éste dis-
^Ruye. La población y su nivel de urbanización es» pues» la variable
ave del comportamiento de la función de consumo áe leche.
escenarios
Tendeíicial
Industrialista
Cuadro 35
Consumo 4e leche (en «Ues de l i t r o s ) de S a l i d a
1975 198G
261.980' 274.S6O 277.700 291.400 293,700
261*980 273.019 283,SOO 275.600 286.000
261-980 275.55© .. 290.820 298*850 307.110
FUENTE; Elaboración propia a pa r t i r del ftnoxo C.
2.
2§5
285
315
,000
.400
.800
.760
Tasa*
cree».
quina.
2.4X
1.7%
3.8%
Escenarios
Tendenclal
Industrialista
Eco'desarrollo
Cuadro 16
Consuno de carne (en Ta.3
38
38
38
1975
,4-86
.486
.486
39
44
48
3.980
,382
.446
.943
1985
-
40.278
51.084
59.910
1990
4S.224
57.120
71.425
52.86S
62.920
83.525
2OOO
59
71
96
Tasa
cree.
quinq
,080
.450
.307
FÜESTE; Elaboración propia a par t i r dei Anexo C.
En el Cuadro *& se expone la evolución del consumo de carne» que aierce
un comentario diferente al del Cuadro anterior - En este caso, el escena-
rio industrialista -en el que Galicia pierde población- induce un consu-=
rao total de carne superior al del escenario tendencia!: ello es debido
a la mayor tasa per capita de consumo de carne de aquel escenario (pasa
de 14 kgs. por persona y año en el- año 1975 a 25 kgs./persona y año,
en el ario 2000). El escenario tendencial sólo logra, al final del perio-
do ño simulación, una tasa de 20 kgs-/persona y aHo). El escenario de
ecoáesarrollo es el que experimenta mayores incrementos, tanto por la
evolución de la población a tasas superiores como por sus también supe-
riores -tasas de consumo per capita (30.5 kg*/persona y año» en el año
2000).
otra parte» este submodelo genera información relativa a las expor-
taciones de carne y leche, pero -por razones obvias de espacio- no vamos
a tratarlas ahora, una simple ojeada a las cifras correspondientes del
Anexo C permite percatarse de su comportamiento a largo plazo; esto
es» el escenario de ecodesarrollo» pongamos por caso» reduce drástica-
mente las exportaciones de dichas materias primas de modo coherente
con sus características definítorias básicas; 3ra transformación indus-
trial de Xa carne y la leche se realiza Mln situ1*» reteniendo el valor
o que de otra forma se perdería en favor de agentes exdgenos a
economía gallega- Otro tipo de información que c&brla analizar sería
relativa a las industrias rentables lácteas» cárnicas y de curtidos»
un lado» y# por otro, la relativa a las industrias derivadas de
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la madera {establecimientos de aserrado mecánico, chapas y tableros»
segunda transformación,..); pero BU tratamiento alargarla excesivamente
estas páginas; baste, por tanto» con que analicemos la evolución del
empleo global.
En efecto, el empleo agroinduatrial de Galicia. generado por cada uno
de los escenarios es el que se muestra en el buadro Y7 .
I?
Emplee agroimíustrial de Galicia.
Escenarios 1975 1980 1985 199O 20O0
crecim
quino,.
FÜEHTE; ElaboraciSn prepia a partir del toxo C.
Evidentemente, la mayor o menor generación de empleo depende de los
mayores o menores excedentes de materias primas industrializables, fun-
ción a su vez del comportamiento del consumo y de las exportaciones»
que acabamos de comentar.
las cifras del empleo total en el año 200O nos permiten hacer los si-
guientes comentarios: a) la evolución del empleo agro industrial del
escenario tendencial muestra que, sin modificaciones importantes, este
sector no romperá con su raquitismo empresarial; b) el escenario indus-
trialista, aunque conlleva niveles de urbanización superiores (refleja-
dos en un relativo mayor dinamismo de la agroindustria gallega -31,472
empleos en el año 2000- h no por ello genera volúmenes significativos
<*e empleo; debido básicamente a Que el carácter exportador de materias
Primas se agrava en este escenario; c) solo el escenario de ecodesarro-
llo permite una evolución próspera de la agroindustria -80.188-; aunque
cifra nos parece a todas luces excesiva.
Por ultimo, permítasenos tana observación: Xas cifras comentadas tienen
un valor relativo y sirven única y exclusivamente a título indicativo.
Un estudio roas pormenorizado del modelo exigirla un análisis más profiro-
do de las cuestiones siguientes:
—Comportamiento de las funciones ele consumo y de exportaciones de
la carne, la leche y la madera.
-El proceso de urbanización de Galicia.
-Los volúmenes de materia prima a tratar anualmente por estable-
cimiento rentable y los puestos de trabajo que puede generar-
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esfuerzos por estiaar una ecuación de emigraciones -tobando COBS variables explicati-
vas la tensÍ5n efectiva de e»pleo (paro "oficial" «ás paro encufeiertoj» el nivel
de renta per capits y los puestos de trabajo vacantes en Europa- no nos ha sido
posible alcanzar resultados aceptables* So obstante, con el ánino de proseguir el
estudio de este tema, puede consultarse MILSOKS ft-ü., ap. cit.* pp. 85-ss. FOLMEIt,
H-, OOSTESHAVES, J,, op.
 cit., pp, 6~ss. HOJKE, J.ft.ü.» XLAAS&EH. t.H.» «Hunan
reactioRs to spatial diversity: ntibility in regional labour jsarketsn, en FBIHER,
H.» OOSTEfittftVEH» H., op. cit., pp, 1 1 7 - » . VAHHOVE, H», KUftSSE», L.H,, Regional
Policy. fi European ftpproaeh. Saxon House» I988# pp. 357-361, donde se distinguen
•varios tipos diferentes <ie factores «Cünómiees {diferentes oportunidades de e*pleo
entre regiones, desempleo, diferencias en el nivel de renta» costes de desplaxaiien-
to-.., factores sociales psicológicos y otros» que influyen en el modelo de migra-
ción, B8 TQIT, B.H.T SAFft, «•!•» fligratios and Urbanization «odels and adaptive
«outon Publiecbers. Ifce Hagüef 1975. Véase tawbién SARCIÜ FERBER» A-,
¥ICERTE* S., «íín wodelo de sieulación dinámica sobre las nigrac3ones inter-
nas m España». fOHEMeift DEt X COW&RESP DE S&CIOtQSXA BííRftL. Cardaba. Abril, >1979t
donde se concluye que "es »ás improbable <|ue las actuales tendencias «Igratoriae
se vean notablenente reducidas.-- no tanto porque desaparezcan los factores de expul-
-sson... sino por la desaparición de los factores áe atracción; fundanental«&nte
las actuales cifras de paro en los sectores industriales y de servicios". £n este
ultimo nádelo se hace deoender a las tasas de emigración e in*lgraci5n de variables
tales COBO la tasa rfe variación de la renta, de la tasa de variación del desempleo,
*a fenta per espita, la tasa de variación del empleo, la tasa de desempleo esperado,
•n índice de urbanización; ade»as de dos variables ficticias» que peralten introducir
**n elemento espacial en el Kodelvi, cuaHs son la variable Este-Norte y Oeate-Sar.
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Tampoco fiemos tratado las taigraetones interiores de Salicía -las migraciones, que
podríamos denosinar, ru-urbanae- porque, hasta el nonerito, no hay dates accesibles
sobre este asante. Desde un punto de vista teórico es razonable suponer que la dis-
tribución de los migrantes entre posibles áreas áe destino corresponde a las diferen-
cias relativas en el bienestar regional. Dicho de otro nodo, podesos suponer qué
los flujos migratorios internos reflejan las diferencias interregionales úe bienes-
tar de la posible área de destino. Véase KLAASSESir L.B., PAUttCK, J.H.P^'KASRAftR,
$.t ©p. cit~» pp. 37-38, donde se plantea una posible formulación áel problema.
GROUPE, CHftOtttE, "Une aodelisation dans de cadre regional», en ClfiRKE, J.Z. y PEttE-
ttEA» *J»t op- cit-, pp. 185-194. En este caso» se trata de un sencillo awdelo a
dos niveles» el regional (Región RhSne-Alpes) y el urbano (for^ads per el sistema
urbano). El nivel regional incluya la dinámica migratoria interurbana y la dinásica
económica. Esta última determina la evolución del eopleo a nivel urbana- La dinámica
urbana resulta de las interacciones del empleo a nivel urbano- La dinámica urbana
resulta de las interacciones entre los tres subsistenas:/demográfico» espleo y vi-
vienda. La conexión con el nivel regional se efectSa por pseáio de las "migraciones
potenciales11, que depende de la "atracción de la ciudad»; ésta, a su vez» se hace
depender de la tasa de incremento del empleo- Por ultima, en relación al retorno
de emigrantes -aunque no se trata explícitamente- sí &e tiene en cuenta» Véase en
«1 Anexo a esta capítulo, el submodel© demográfico.
(23) Véase, en relación a los retardos existentes en la desanda de inversifin los trabajos
(te BISCHOFF, C.Ü., «The effect of alternative lag distributions", en FitGMM, G.,
Tax incentives and capital speñding. Tfre Bro^kings Institutíon. Washington, 1971
y "Business Invertnent in the 19?QfS: A costparison of modele11. BROOKIUfiS PAFERS
QH IZQftmiG ftCTIVITY, vol. 1, 1971, citado por BRUHSBK, Teoría y política «acroeco-
nóaúca. F.C-E. Kaíirití, 1977, pp. 305-ss y el de J0R6EIÍSDM, D.«., «EconoinBtrix stadies
of investiaent bebavior: a survey». J O M A l OF ECOROHIC IITERAIÜRE, Dic. 1971. En
cualquier caso, debemos afirmar que, aunque a partir de los estudios empíricos reali-
zados, los retardos de las respuestas de las inversiones a cambios en la producción
oscilan entre i y 2 años, en ausencia de análisis específicos» sobre este particular
en el caso tíe nuestra scimonúa, aquí supondremos que el retarda es de 1 año para
ia totalidad del periodo de simulación.
Se entiende aquí por consuno lo que el modelo FRB-HIT denomina Bgastos en cansase1*
o gastas corrientes en bienes de consumo^ que representan los desembolsos en bienes
de consuno fifi un período (en realidad» son las cantidades que se «uestran en las
cuentas del ingreso regional); mientras que el «consuno11 -concepto «ás adecuado
desde el punts de vista de la teoría ecorténica- constituye la cantidad de -servicios
de un bien que es usado durante cierto período de tieapo. Consúltese el resumen
que, tanto en relación a estos ültinos aspectos como en lo que concierne a los retar-
dos de los ^gastos de consumo11 y "cosuno11 que siguen a un cambio en el ingreso, que
se hace 4el modelo FKB-HIT en 8RAHS0N* M.H.f op- cit.f pp_ 269~&s. Por otra parte,
se considera que la propensión «ediá al consuac será constante debido al carácter
de largo plato de nuestro modelo: lo que se basa en las estimaciones de Kasnetssobre
el comportamiento de ios gastos de CORSMRO a largo plaste en EE.UB y su rejacifin
con la renta nacional. La función es del tipo c=by(O b I)* que expresa una proporcio-
ítalitlaíi entre c.e y a larqo plazo y que ha demostrado ofrecer ÍIÍ* »ejor ajuste. Véase
«OJO* LA«» Renta, precios y balanza de pagos, «lianza Universidad. Radrid,
ta Tabla I~8 de Galicia de 197&es la ánica existente en estos «cuentos. €oi»o el
conjunto del modele utiliza dates del aña 75» nos henos visto obligados a efectuar
«na readaptacién de i a s tablas, a los precios corrientes de ese añot suponiendo
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qit& la estructura techalfigica permanece fija. £n la actualidad se están construyendo
unas nuevas tablas I-Q de Salicia 1981, en el Departaaento de Teoría £c©R5«ica de la
Facultad de CC.EE. y EE. de la universidad de Santiago» bajo la direccién del Prof. J.8.
Quintas, que pueden significar arta importante ayuda y sejora en les resultados de nuestro
nodélo.
Sbtfiasente* la solución no es adecuada porque no es posible aceptar que» durante un perla-
do de siBulacifin tan dilatado cómo el elegido por el «odelo» la estructura productiva
de Galicia no sufra modificaciones» Por consiguiente* la solución pertinente consistiría
en aeáifiear, con el paso del tiempo, la matriz de coeficientes técnicas de la Tabla
1-9 de acuerdo con los cambios estructurales observados. Esto puede resolverse utilizando
diferentes «¿todoa de progresión y extrapolaci6ñ» es el caso de que se disponga de una
serie homogénea de Tablas 1-0* Tales nétodos aludidos titüizables podrían ser diversos»
entre otros, el RAS, el de programación lineal, el de corrección estadística y el de
programación cuadrática. Vid. al respecto» PftELIlíCK, J.H.» HIJKAHF» P,, Pperational theory
~——and rnethod in regional económica, Saxen House. Lexingtott Books, 1976, pp. 269-274»
(26) Véase, para el caso ¿e la economía española, HftBft^ ftLL, F-, PÉREZ Pftlfi, J.M., Cambio es-
truet ural y ereciaiento económico: un análisis del caso español 1962-1978» Fundacién
del IJi.I. Serie E, n^ 4, 1975, pp. 39-ss y FftNJÜL, 0, ET AL.f op. eít., pp. 93-ss,
(27) Naturalmente, por la igualdad de Leontief, dicha función, soporta constante la tecnolo-
gía» depende de las variaciones sufridas por el vector de deaanda final.
Í2S) En relaciáu a los usos del suelo, existen ya algunos estudios de interés en Salscia.
Víase IHTECSA-IDASft, Estudio del déficit del suelo residencial e industrial. Volumen
I y II. Santiago de Coropostela» 1978, Véase también, para el ámbito territorial ffiás redu-
cido de la provincia de Pontevedra HETRft SE1S-ECQN0HIA, Evaluación de las n c si de
del stieío industrial en la provincia de Forategedra e n e ! contesto del desarrollo económico
y social. Localizadorees a§s idóneas. Servicios de Publicaciones de la Caja de Ahorros
de Vigo, 1974. DIPUTACIÓN DE PONTEVEDRA, Plan Birector de Coordinación de la provincia
de Pontevedra. Doxladis Ibérica» S-A. Consultores de Planeamiento y Estadística, 1S76.
\2yj «La ordenación y regulación del territorio no debe basarse en el contenido subsidiario
y de sobrante de lo "urbano1*. El campo 6 el fcesque no son territorios pasivos o muertos
a la espera que en su día les llegue la ciudad. Son por el contraríe suelos vivos sobre
li>s que se desarrollan actividades productivas básicas» igualmente fundamentales íjue
Ja industria» el towercio o la residencia. La política urbanística debe, en consecuencia,
incidir sobre este contenido propio, planteando las hedidas reguiadoras que potencien
y racionalicen las actividades econástieas del territorio agrícola y forestal", BRAU»
LL., HEÜCE, 8., TARRAGO, 8* Manual municipal de urbartisao. CEURT, £.*. Barcelona, 1980,
vol. II, p,. 70, COLESIO OFICIAL OE ISBEKIÉHCS DE CfiHIÜOS, CAHftLES Y PUERTOS. DEHARCftCIQB
BE Standes de urbanismo- Palas de Hallares» 1880, pp. 84-85. HETRft SEIS-ECOHS--
&$} RUI2 GONZñLQ, Manual de técnicas urbanísticas, op. cit., p. t43. HIS1STERI8 0
CISN, DEL DESARROLLO «Estándares de control de Equipamiento e Infraestructura», IÍ PIAN
0£ BESARRQLLO.
ütrg variable que se podría naber utilizado sería la tasa de creciieiento de la población,
o que daría cuenta de la aayor o nener itítensidad de las in»igraciofies y de la nueva
del suelo residencial y de servicios.
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: (32) Véase el tratamiento que se hace en H£TRftS£IS-ECOHüSIft» op. eit.» pp. 1&5-13S y
i lílTEtSft-ID&SA, cp. cít.» pp. 35Q~ss para el suelo residencial y las pp- 469-ss,
I dedicadas al suelo industrial.
(33) Aunque aq.ul no se hace, no carecería «te interés estibar la "demanda solvente* y
la "demanda insolvente*1 ds viviendas y, dentro de ista última,, calcular también
la "desanda parcialmente solvente" y la "desanda totalmente insolvente". ?er otra
¡ parte, conviene afirmar que el coaputo de necesidades de vivienda eri una zona no
j se convierte en una desanda efectiva de igual volumen* debido a que los grupos socia-
les «as afectados no disponen de la capacidad adquisitiva suriciente cose para acce-
| aer a la compra de una vivienda. Por consiguiente* habría qae distinguir en el análí-
I sis de necesidades dos vertientes: una, que se materializa en las necesidades globa-
; les de viviendas en fancifín de los diferentes componentes de la demanda y. otra,
en la evaluacién de la demanda con carácter apremiante. Para el cálculo de estas
desandas podría seguirse UB método que consistiría en estimar para cada zona «na
i estructura de estratos de ingresos familiares y después ver qué porcentaje de los
! ingresos podría asignarse a gastos de vivienda, fisif, por zonas, podrían obtenerse
: los estratos de demanda solvente e insolvente. £n IRTECSA-IOASA, ÜB. cit-, p. 272,
; se hace un cálculo de la demanda apremiante de viviendas a partir de las solicitudes
¡ de calificación subjetiva de viviendas sociales» que presentan» adeaás» la ventaja
i de su desagregación municipal pudiéndose asignar las necesidades resultantes a las
diferentes zonas.
: (3**) Dado el nivel de agregación espacial para el que se formula el submudelo, sus preví-
\ sioítes deben se*1 consideradas únicamente a efectos orientatívos- Obviamente, conven-
| drá que cada zona o región tenga sus propias comarcas de planificación ttrbanísticaj
| lo que proveerá estimaciones más precisas. Esto es lo que se hace, pónganos por
i caso, en HETRftSElS-ECONGHIfc* op. clt-, pp. 85-88» en donde se considera la variable
i "infraestructura de transporte11 COBO el principal criterio ecofiéBico de zoníficaeion,
! tomando COBO eje básico de apoyo la autopista del fttlátitaco; o en DIPOTftCIOS DE
P0HTEy£ORftf Op, cit., pp. 3£-ss, en donde se establecen unas grandes "Áreas Socio-
I econSntícas"^ (atendiendo a sus características físicas y soeióeconóaicas), que son
! divididas en coaarcas y algunas de éstas últimas se dividea a su vez eíi subcomarcas
• (por «óticos descentraHzadores). Se obtienen, por tanto» tres niveles jerárquicos
I «n la delimitación espacial que se corresponden eos tres ámbitos diferentes de pía*
| neamiento: el nivel superior es el del propio Plan Director Territorialj el segundo
; nivelT que podrá ser acometido segSn una de las dos «odalidades; el Avance de Planea-
j «lento General (firt. 33 de la Ley del Suelo) a por «orstas CoapJ ementar i as y Subsidia-
i rias de Planeamiento (Artt 57 de la Ley del Suelo); y el tercer nivel de planeamiento
- sstS constituido por- los Planes Genéreles de Ordenaciéñ Urbana (Comarcales y Huniei»
• pales) y por- las Nornas Cosplententaráas y Subsidiarias de Planeasiento. Para un
| buen resanen del planeamiento actualmente vigente» consúltese RilIE SQH2RL0, op-
¡ *it%, pp. 23-25. Por otra parte, hubiese sido de&eable efectuar las estinaciones
correspondientes a las diferentes ofertas de suelo-, pero los cambios bruscos habidos
; «» l&s Sltimos años en el grado de planeamiento del territorio f la laboriosa tarea
d recopilación y análisis de todos los documentos de planeamiento urbaiusticavvigeíi~
n o S aconsejan ver las cosas solanaente del laílo de la demanda, ün inventario
planeaaient* urbanístico en Galicia a 31^X11-1977 puede verse en 114TECS£-ID&S&,
op. cit., pp, 83-ss. y de la oferta de suelo calificado urbano» urbanizable programa-
do, tío urbanitable, etc. en pp. 107-ss; para el suela industrial* pp- ftOS-ss.
ta iocalizaeián de terrenas susceptibles de usos industriales será deseable que
se realice allí donde el suele tenga ítn «enor potencial aara el suelo aerícola*
£••» mf * *
s-i criterio podría ser el de «establecer qae a «ayor rentabilidad económica de
ias explotaciones agrarias» corresponde una mayor idoneidad: del terreno para su
conyf>rsi§n en suglo industrial y viceversa". Convendría, además» establecer una
zonxficaeiím de los terrenos en favorables» aceptables y desfavorables para el uso
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industrial según sus* condiciones cliniMiltricas, altisltricas, climáticas» sociseconé-
sicas y -las que atjuf «&* nos interesan» las de uso y aproveehaHiente agrícola.
Del análisis de dichas condiciones y teniendo en cuenta el criterio general antedi-
cho* podría establecerse una natríz de coBÍ>atibilidades-incompatibíÍiáatSes para
los diferentes usos del suelo. Véase una aplicación a la provincia de Pontevedra,
en HETRASEIS-ECONORíft, op. eít.* pp. 167-177 {To»o XI}» y el swgerente libre de
L0PE2 DE SEBASTIAN, J.t Economía de los espacios del ocio. I,E-A-U Madrid, 1375»
pp, 225-248, en donde se tratan de sodo «uy interesante problemas relativos a la
del uso del suelo y a las coapaÜ&ilidades intersectüt-iales.
(36} Si se desease, calcular separadamente los empleos directos e indirectos creados,
habría que proceder del siguiente nodo: primero, ssiXtipliear la satr-lz diagonal
de orden 14 de coeficientes trabajo-producto por la «atráz inversa de Leímtief »
lo guie TÍOS permite obtener otra matriz 4a orden 14 x 14 cayo eleaento J-ésíno, perte-
neciente a la diagonal principal, expresa el e»pleo directo incorporado en una unidad
de demanda final del bien J y.todos los demás elementos los espieos indirectos;
y segundo, para calcular el empleo total generado por toda la demanda Final, habría
que multiplicar la matriz anterior por el vector colmana de demanda fiaal. La matriz
obtenida de orden 14X1 nos ofrece la infernaeiári buscada; cada fila está formada
por 14 sumandos, uno de los cuales representa el empleo directo {el correspondiente
a la propia detnanda final) y toaos los demás los empleos indirectos generados en
el sector per las demandas finales de los restantes sectores,
Í37) Si se dispusiera de lina matriz inversa, adecuada a las necesidades de información
del modelo, el cálculo anterior podría hacerse de este otro modo:
55A CS£J.K=Sülí2(l4ríUSrCSES)
12A EEJCB-K=(CTSJ.K)(CSEJ,K)
que, en realidad -para ti conjunto de los sectores- es una Snlca ecuación en la
que se multiplican tres factores: una eatriz diagonal cayo ele«ento J-enésiao es
el coeficiente trabajo-producto del sector J {CTSJ)* la aatriz inversa de Leontief
cayo vector fila correspondiente es AJS y el vector coluana del Gonsuao sectorializa-
do (CSEJ).
{38} Vid. FAIUÜU 0-, op. cit., pp, 25-42. Consultóse también HI£RHYK, *f.W. Eí AL. SUula-
ting Regional Econotníc Development. An intsrindastry analysis of the West Virginia
Econowy. Heatíi Lexington Books. Massachusetts, 1970, pp. S8-Í24,
Í39) Sataralffiente» cuanto señores seari dichos coeficientes» «ayeres serán sus efectos
multiplicadores sobre el conjunta de la economía.
Dadas las dificultades encontradas para hallar una función mínimafcente fiable de
redistribución del empleo industrial por reglones., na he»os podido llevar a cabe
la aplicaciéíi de esta parte del fi»del«. Se trataba» en concreto» de determinar un
sencillo modelo de localizacián industrial, utilizando cotijunta o alternativamente
coso variables explicativas las subvenciones, la población de cada zona, los nuevos
puestos de trabajo industriales creados en cada zona en los Sitiaos 10 afíosv y la
dotación de infraestructuras (por «edio de un índice agregado del núaero de licencias
comerciales, del, núnero de teléfonos y del núsero de cajas de ahorras y bancos).
No obstante» en otros trabajos pudo verificarse lo que nosotros pretendíamos. Véase,
613PEIU LtAVEf, A., PUJOL H&RIGOT» 8,t "loealizacifin Industrial y Redistribución
«** la FoblacífiR BR Cataluña 1S57-19S5*1. POMENCIftS SEL Vil COIOQBIQ DE IA
ES LES6UA FfiftUCESA. Servicios de Estudios del Banca «rquíjo
19S8 y DI?BTAC10H FflRfil OE NAVARRA, op. cit.f se han considerada las
aiissas variables y la ecuación, aunque obviamente de «añera esquemática y simple,
pe reproducir ütt necaftisrao de creación de puestos de trabaja del sector indus-
lo <jue representaría «n avance importante en la puesta en condiciones de rentabilidad
de nuestra agricultura, adesás de suponer el desarrollo de una línea productiva
de amplias posibilidades en la perspectiva de ingreso en la C.E.E. VSase en este
sentido, P£PE COLINO» fialicia e a PftC. ftnáUse do sector de carne de vacuno» XORHftOftS
DE ESTttPP S6BRC AGftlCÜTTÜRft 6ALES& E 0 HEBCADQ COUtíS. Santiago de Compostela» Diciem-
bre 39S0.
(42) Se trata, en definitiva, de la "especiaüzacián ete las producciones agrarias por
comarcas, teniendo en cuenta las características edafolégicas, climáticas, prexiaidad
a las vilas y «ercatbs urbanos* estructura inicial de la que se parte» etc.-- se
trata, pues, de la ordenación orientada de la misma a través dé un prograaa coheren-
te, de fcspecíalizacidn y selección de cultivos, y especies ganaderas y aadereras
apropiadas, plan de regadíos y encalado, roturación de iionte bajo, rescataaiento
¥ transformación de los téjales en praderas, concentración de las tierras bajo crite-
rios selectivos racionales y democráticos, posibilitando de esta sanara un salto
adelante en la producción y productividad que persita el mantenimiento y defensa
de las explotaciones familiares». COHISION DE ESTÍÍDOS GfttCSOS, Plataforma pola indus-
trialización de Galicia: Unha alternativa democrática para a econoaía galega. Akal
Editor» Madrid, 1977, p. 27. En rigor, psra~ efectuar una ordenación de cultivos
coso la aquí demandada» se precisaría una desagregación espacial mayor que la reali-
zada en nuestra regionalización; pero eso ya sería «na labor propia de cada región
y de un tercer nivel de planificación que no contesplaaos en este modelo.
.{43} JUmt|ue en el modelo no se incluye ningún nivel o variable de estado relativa a la
superficie de regadío, no se nos escapa que ésta en fialícia debe atraer más atención
de la que en un principio pueda creerse, debido al déficit de agua existente durante
largas épocas del año. "Existe, no obstante, una creencia generalizada de que la
pluviometría es abundante en todas las provincias gallegas, deduciéndose de aquí
lo innecesario del riego. Tal creencia es absolutamente errónea, puesto que es un
hecho la existencia de fiicro-cliaas, algunos de carácter seco-siibhúffiedo e inclaso
seai-árida, come en. la zona suroriental de la región, íjue provocan en las tierras
y cultivos afectados un claro déficit de agua durante prolongadas épocas del ario.
Incluso en las comarcas «és lluviosas es frecuente una escasez de precipitaciones
que da lugar a que los cultivos se resientan de la falta de huaedad, acrecentada
por el escaso poder .retentivo del agua, característica ésta que afecta a la «ayoria
de las tierras de la región.». De todo aste se deduce la trascendencia de ineresentar
los regadíos de la región para potenciar al máximo la producción agraria de la nís-
»a"« C.E.C.A., Situación Actual v Perspectivas de Desarrollo de Salicia» Madrid,
1975. Tomo IV, p, 118. Se nos ocurre 'que, dada la importancia resenada de los rega-
díos en Galicia, podrían dividirse las superficies agrarias en superficies de regadío
herbáceos y leñosos de regadío o, en otras palabras, las praderas artificiales teiEpo-
rales de regadío» hortalizas, aaiz y patatas de regadío, etc), de secano (con Sos
herbáceos y leñosos de secano, tales coso cultivos forrajeros intensivos, cereales
de invierne -trigo, centeno-, maíz de secano,judias, patatas de secano, pradas de
carta duración, etc-3t pastos y pastizales (pastos sin cultivar, es decir» aquellos
prados naturales y artificiales a los que «o se les presta excesivos cuidadosfvestas
superficies comprenden los prados naturales de secano, los pastizales de secano
o praderas artificiales de secano permaneces o a largo plazo y los prados naturales
de regadío permanentes o «lameiros11 cono se les conoce popularmente), «atorral y
{monte abierto y «tonta leñoso) y forestal (siente «aderable). Las transfomacio-
>3sicasf en este caso, serían: -transHrmaeio'n de superficies de tojales y
•atorrales en pastes y pastizales (cultivo extensivo en zonas de «entes en mano
cantan); -transforaacifin de superficie forestal en cultivos de secano y regadío,
en concreto en praderas artificiales de s«cano y regadío* para la producción áe
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leche vía el cultivo intensivo, que puede hacerse eti principio en «entes privados*
más parcelados y divididos qoe los de «ano coman. La producción de leche debe hacerse
en una parte» la »avor» de cultivo éé secano» otra parte, en regadío (por rotura-
ción e inte«sificaei6"n por semillas, abono, riego» etc.) y, en zonas de altitud
Intermedia,, en cultives de secano; el paso de forestal a matorral, por tala o incen-
dies, y el movimiento inverso por repoblación. Por últíno, habría que evaluar la
superficie abandonada 0 " a aonte11 para su iránsforaación en prínera instancia,
Is sás aprovechable, en pastos y pastizales.
(44) El Ü.K.I.A. realizó experiencias atay interesantes en lo que se refiere a la transfor-
mación del «ente en pastos. Vid. SIUEIRO SARGIA, F\, nk Alternativa ganderia", en
C.X.E.S., 0 Monte f noso. Ed. Galaxia, 1979, pp. 73-ss. DIEZ PATIER, E.t S I S E »
GARCÍA* F.» BADIft VÁRELA, K-, tíso tradicional y actual rfe las tierras a monte en
explotaciones de la meseta central gallega. Análisis de una nuestra, en CRIDA 01.
Comunicaciones presentadas a la XVIII Retmión Científica de la S.E.E.f^ IMXA. la
Cortina, 1978» pp* 3-20, y sobre las liaítaciones al uso agroganadero del aonte»
véase DÍAZ PATIEH» E-, SISEIRO GABCIA, F,, factores que limitan la utilización de
las tierras a monte. Estudio de ana zona de la «eseta interior gallega.. Conunicacio-
nes I.N.l.A. Serie Econosía y Sociología Agrarias, nS 7, 1979. Véase también, ABAD
FL6RES, G.L.., Una opción para la reforna agraria de Salicia. I* Cronograf. Hadrid,
1977, pp. 157-163. CAÁMÁWO» I», Una alternativa ganadera para los montes de fialicia.
Ed. Galaxia» 1981. BELtOT RODRÍGUEZ» F-, «Los brezales gallegos: su transformación
en pastizales",' en REVISIS DE ECONOHIft DE 6AIICIA, n9 25-30, Enero-Diciembre IS62.
6ARCU FERftARDEZ» J.( op. cít., pp. 176~ss. BOtlfUEH, A., op. cit., pp. 106S-SS.
(45) Se hace la hipótesis -válida a Hedió y largo plazo- de que las "posibilidades de
corta" son iguales a las cortas efectuadas.
(46) Esta hipótesis -en un análisis «3ts preciso y exhaustivo- debe ser codificada* En
realidad,- las existencias en un aoaeuto dado son iguales a las del año anterior
más el crecimiento y menos las talas o cortas habidas en el transcurso de ese año.
Los incendios han provocado que, en los últiaos anos, las existencias estén descen-
diendo: los efectos de £stos los tendremos en cuenta »odifi,cando los coeficientes
CCCO y CCFO; aunque un estadio aás detenido -ínsisti»os- exigiría un análisis inter
anual de las existencias. Lo que exigiría» por otra parte, -en ésta COBO en otras
cuestiones- el concurso de los técnicos especializados en la Batería correspondiente.
{47j Los reenvieos son nuy reducidos y» por esa razón* se han despreciado»
\48) Coao es sabido* una unidad de ganado srayor (U.S.ti*3 -o U.íuB. eit la terminología
francesa- se corresponde con una vaca de 450 a 550 kgs. de peso qae peraanece todo
el aüa en la explotación» produce 3.000 litros de leche al a fio de un 3,5% de «atería
grasa y tiene un cotisuao energético anual de 3,000 unidades forrajeras- Véase CM0M-
BftRT OE LAIttíE, J. ET AL.» Hoderna gestión de las explotaciones agrícolas., Ed* Hundi-
Prensa. Hadrid, 1965, p- 246. Puede también consultarse DESCLAÜOE, 8,f TOSDUT, J.,
U* empresa agraria y sa gestión. Ed* Hundí-Prensa. 28 Edición. Hadrití» 1979» p,
K 3 , o CAREL» H., La gestión agraria y su organización. León, 1966, pp. 50-51.
149) La ttunidad alimenticia1* es la cantidad de energía alimenticia disponible en un kilo-
gramo de cebada. De esta «añera» empleando esta definición* podría caapararse desde
el punto de vista energético, cualquier clase de alimentos. Véase CftüEl, S., Op,
cit.t p. 49,
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(50) Entendeaos por cabana "potencial11, la cabSfia que se puede Mantener con la base terri-
torial forrajera de cada reflfin. So se consideras, por tanto» las transacciones
3 otras regiones y les sacrificios existentes.
(51} tas exportaciones de ganado «ayor para vida ^ para abasto se» tan reducidas» que
prácticamente pueden despreciarse. Valga contó boten de asuestra que, en el año 1978,
se exportaron, respectivaseítte, 5,7 y Í9»5 sillones de pts- de dichas reses. En
términos de cabezas de ganadís9 conocidos los precios «edios respectivos (72*008,~
pts* ,y 4l.2OO»-pts.3* dichos valores equivalen a 79 reses ert el primer caso y ^73
en el segundo (Véase la publicaciSn —que hemos utilizado c&mo fuente de nuestros
cálculos- del MERCADO RACIONAL 0E GAÍifiDO 0E SfiNTlASO DE CÜtíPOSTELfi. íteBoria <ie las
actividad coaercial en el aereado de Santiago de Compostela. Junio 1S79 (Ed. «ultíco-
plada), p. 29.
{52} Una mayor exactítad del cálculo exigiría naturálBente la contabilizacíón de todos
y cada uno de los conceptos incluidos bajo la rubrica general de "gastos de fuera
del sector agrario", pero aquí se trata, exclusivamente* de analizar el comportasien-
to del tftülo sás significativo y volimiaoscn los gastos en piensos del gaaado vacu-
cmcuisxoms GEHERAI.ES
Después del arduo -y por veces escabroso- itinerario que ha seguido
esta investigación, hemos de referirnos ahora a las principales conclu-
nioaea a las que hemos llegado- No se -fcrata» por supuesto» de efectuar
una enumeración exhaustiva —a inode? de catálogo-* de todos los hallazgos
y conclusiones alcanzadas — expuestast por lo demás» en cada uno de los
capítulos de la presente tesis-, sino de efectuar un balance global del
programa de investigación desarroXXado.
Huestro trabajo posee -a lo largo de la Ixnea argumental seguida- dos
vertientes bien diferenciadas;a) una vertiente teórica, en la que se
abordan los aspectos conceptuales, metodológicos e instrumentales bási-
cos de los procesos de planificación regional y9 b) una vertiente empí-
rica» donde, a la ve?, que se realiea un análisis locacional de la econo-
mía gallega, se somete a un ensayo de "verificación empírica" el modelo
üe planificación propuesto.
Pues bien» él proceso de planificación regional seguido corresponde
al nivel que Kuklinsky denomina "intrarregional11; esto es, la planifica-
ción referida a una región que puede considerarse como un conjunto de
subsistemas subregionales o comarcales. La actividad de desarrollo re-
gional es generada vía agregación de las actividades locales, de tal
forma que la adopción de la escala regional es necesaria para aquellos
problemas que no pueden resolverse a escalas inferiores* En general»
Puede afirmarse que —a través de las capacidades regionales de mejora-
ción política y de negociacaSn de las preferencias propias- puede ponerse
en práctica un proceso "bottom-up" de planificación descentalizada.
-
r
 °^
ra parte, concebimos el proceso de planificación regional negocia—
a CORJo un proceso circular estructurado en una serie ote fases secüeneSs*-
BS: eslabonadas* Bichas fases son las referidas al diagnóstico» adop-
ción de objetivos
 t especificación de nietas» selección de estrategias
Qntr&l y evaluación» y la etapa de negociación que, desde un pusto de —
ata político, se convierte en el elemento central de todo el proceso.
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Asi pues, la fase de diagnóstico y prognosis es la primera secuencia
del proceso de planificación regional y su cometido, no sólo es descrip-
tivo* sino» y sobre todo, fundamentalmente explicativo.
En efecto, en nuestra búsqueda de las hipótesis que nos permitan expli-
car adecuadamente el crecimiento de las economías regionales, hemos
concluido que la tecnología es la variable esencial de la que dependen
en buena medida los comportamientos y las movilidades espaciales- Desde
este punto de vista» dicha movilidad depende de la elección de tecnolo-
gía y los espacios regionales vendrán definidos . por las tecnologías
que incorporan. En consecuencia* la noción de tecnología como composi-
ción cualitativa del trabajo nos permite redefinir la teoría del
imperialismo, haciéndola más ajustada a los nuevos cambios operados
en el modo de producción capitalista. Se trata de una concepción del
progreso técnico basado en el contenida técnico del trabajo» que refleja
-con relación a los conceptos que estamos analizando— una relación de
desigualdad en -términos de localización y movilidad de tecnologías que
garantizan obviamente la superioridad del centro. Y no se trata tanto
de analizar los flujos financieros a la manera tradicional, sino de
someter a examen los flujos tecnológicos que están destinados a perpe-
tuar las relaciones de dominación y de dependencia, estableciendo una
estructura espacial estable y durable.
aquella jerarquía -como ha estudiado Ándreff— está igualmente
sobre %sna jerarquización de la tasa de beneficios, pues los
diversos modos.de acumulación capitalista, surgidos como respuesta a
las dificultades del proceso de valorización del capital, conllevan
cambios tecnológicos necesarios para el mantenimiento de la mencionada
este modo, la difusión del progreso tecnológico en el sistema inte-
gional dependerá de la posibilidad de expulsar periódicamente del
centro" las actividades maduras susceptibles de ser sustituidas por
tividades de punta. Esto ©s» las industria© crecientes -cotso afirman
ores y Escj?ibá9 basándose en la consideración de Stigler acerca de
os factores que afectan a la división tánica del trabajo -Ci'endeTi a.
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desprender del tronco' común áel procese*' productivo aquellas activida-
des sujetas a costes crecientes y cuyo tamaño alcanza su nivel óptimo
a reducidos niveles de producción. Lo que9 a su vez, comporta dos venta-
jas para el "centro"; una aceleración del progreso tecnológico y una
reducción del coste de producción <y de los precios) de las producciones
descentali^adas. En este sentido -como han puesto tíe manifiesto recien-
tes investigaciones de Teece al desarrollas* anteriores trabajos de Mans-
field- la "trasferencia" de tecnología comporta un coste» que depende
áel número de aplicaciones previas de la innovación, de la "edad" de
ésta, de la experiencia de la firma receptora y de su tamaño, del ratio
de sus gastos en R & D respecto a las ventas y de la industria encues-
tión, lo que lógicamente afectará a la mayor o menor prontitud del pro-
ceso de difusión tecnológico y, por ende, del crecimiento regional.
Obviamente, desde esta perspectiva, resulta fácil comprender cómo el
proceso de transmisión de innovaciones no trata de alterar los desequi-
librios de la jerarqia interregional, sino de mantener la tasa de plus-
valía relativa del sistema: éste necesita» para garantizar su reproduc-
ción, la permanencia de las jerarquías espaciales. En conclusión
 t la
conversión de la periferia en centro creador de innovaciones no es posi-
ble mientras , se mantenga en una posición de dominante—dominado; sólo
&n desarrollo autónomo y tecnológico propio puede permitirle cumplir
aquel objetivo, previa superación de la jerarquía polar actualmente
vigente.
que esto ultimo no es, cuando menos, próximo, se trata» por consi-
guiente, de dotarse cíe las palancas dte transformación que nos acerquen
a él: una de ellas -y fundamental- es la planificación» en general»
$ *-£ Planificación regional» en particular.
que aquel proceso dialéctico de centro-periferia no se repro-
bes a escala regional, no es válido cualquier proceso áe planificación
gional, sino aquél que -Hemos denominado de planificación de&eervtrali-
que opera —en el marco de sus competencias y arecjj&rimi'eadfcóe**— si—
nn proceso -*insistimf3s-llbottom~uplt.
de construcción del modelo de planificación regional
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-coiapatible con aquel objetivo- isa sido la relativa a la Dynamica de
i sistemas» <a«e ha resultado especialmente «til] en cuatro aspectos funda-*
i mentales de nuestro trabajo s
' — La previsión de los modos de comportamiento futuro de la estructu—
i ra del sistema económico pliego, tanto desde un punto de vista global
como concreto, tanto cuantitativa como cual i ta ticamente-
j — La simulación de estrategias alternativas, que nos ha permitiólo
| la introducción de la incertidumbre en el modelo y la descripción y
; análisis de situaciones hipotéticas ftrturafr.
i
| -El análisis de la interacción de las múltiples variables que garan-
tizan nuestra economía, cuáles son y cómo ae presentan los diferentes
"feedbacks" o circuitos de retroaliinentación del conjunto y de las dife-
j rentes partes del sistema regional.
—La posibilidad de desagregación espacial de la economía gallega.
:
 Se ha tratado, en suma» de "exprimir" la metodología de sistemas al
máximo de sus posibilidades —dependiendo, claro está, del grado de bon-
| <3ad y validez actual del modelo GAMO I™ a fin de explorar el comporta-
¡ miento dinámico cambiante del sistema analizado, a través del periodo
• 3e simulación 1975-2O0O. Conviene decir, por lo demás, que esta raetodo-
: logia se vio complementada con otros inatrumentalesa&sXÍticos de induda—
¡ "le interés en el campo de la economía regional: los métodos clásicos
; de la econometrías los métodos muí ti variantes y el modelo probabilístico
! d e ias Cadenas de Markov.
: crxterio básico de la des^^*egación espacial -regionalizacion y/o
- ha radicado en el enfoque sistémico del concepto de
qUe considera a ésta como un sistema espacial abierto, dialécti—
nte desequilibrado y constituido por unidadee locacionales contiguas
forman subsistemas interdependientes,
^^ionaliisació y/o eoiaarcalización, desde el punto de vista de la
planificación urbana' y regional, de &a impleroentación y control, puede
garantizar los siguientes objetivos:
-Una eficiente y más equitativa asignación espacial de recursos.
—Una forma efectiva de generar crecimiento económico.
Naturalmente, en todo proceso de comarcalización, como en cualquier
demarcación territorial» es preciso conceder la mayor importancia a
los contenidos (competencias) para las cuales han de servir los conti-
nentes' (demarcaciones) a establecer y qué relaciones habrán de mantener
los continentes entre ellos-
ia objetividad del proceso de comarcalización es, pues, relativa. Y
relativa en dos sentidos: uno, derivado de la propia metodología de
análisis y, otro» de las finalidades a las que la clasificación o regio-
nalización responde.
Por otro lado, en lo que concierne al análisis locacional de nuestro
trabajo, y desde un punto de vista generalr podemos establecer las si-
guientes consideraciones:
1. La pauta de comportamiento dominante -tanto desde un punto de
i?ÍBta funcional como espacial- del proceso de regionalisación de Gali-
cia es de tipo lineal; es decir, el sistema de regionalissaexón se loca-
liza fundamentalmente <&. Xo largo de \xn eje. En otras palabras, la es-
tructura morfológica del sistema de ciudades es el de una concentración
axial en una franja del territorio» lo que conlleva fuertes economías
de aglomeración y transportad, facilidades en los canales de difusión
Q$ innovaciones a través de un corredor urbanizado; pero, como contra-
partida, causa la marginación y desconexión del resto del espacio geo-
gráfico y económico del interior del país, y la aparición* superado
cxerto umbral, de deseconomías externas.
formación ele esta región anisotrópica es típica de los sistemas lito-
es-costeros de tipo colonial y de economías dependientes» cuyos cen-
aos <3e (ieciSién s o n e xg g e n o S i i
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Z* SI proceso de reglonalización fie Galicia es dialécticamente dual
y desjerarquizado- Las relaciones entre la costa (región anisotrdpiea)
y el interior son -funcional y espaetalmente- relaciones de dependencia
y asimétricas.
El conjunto centro-periferia forma un todo, un sistema espacial comple-
to, que mantiene relaciones dialécticas y conflictivas- Las regiones
funcionales dominantes imponen sus condiciones de organización y cte
producción al resto. También a esta escala» la estrategia espacial del
gran capital es la reproducción —ampliación de los espacios centrales
y» por consiguiente» la intensificación del proceso de periferización.
ios subsistemas espaciales, alejados del eje, mantienen pocas y débiles—
-cuando no inexistentes— interpelaciones, y están condenados a conver-
tirse en espacios residuales y marginales, en vías de abandono, nesf&eggar-
flos sobre s£ mismos y colonizados por fuerzas exógenas. De modo que#
estos subsistemas juegan el papel de periferia de la región anisotrópica
costera.
El sistema de ciudades de Galicia, base de su proceso de regionaliza-
ción, es desequilibrado y un conjunto reducido de ciudades domina a
un estrato numerosos de pequeñas ciudades» sin que existan ciudades
intermedias, como sucedería en el caso de <$a<e la ley "rango-tamaño"
se cumpliera.
3* El proceso de regionalizaeión de Galicia no es un fenómeno end6-
geno» lo que impide en buena medida el control de la homogeneidad espa-
cial del desarrollo» Por consiguiente* la regionalizacidti de Galicia
«o es posible entenderla simales inserta en el contexto de un sistema
abierto y jerarquizado de ciudades,
resumen, como quiera que la regionalización de Galicia se realiza
~-
 Uliaamentalmente~ a través de un sistema de ciudades axial o lineal*»
permite el desarrollo homogéneo e integrado del territorio, sitio
camente» de su franja cositera* Por tanto, en semejantes condiciones,
@3C<ee© pertinente que la morfología espacial a fomentar debe ser un
ema urbano anular, que incorpore al eje costero ya existente el
9O4 ~
que podría formarse; -por medio de la planificación urbana y regional
adecuabas-, con Ourense - Monforte - Chantada - Lugo y la Marina Lugue™
sa.
Be otra parte, y teniendo en cuenta la ruptura existente en la jerarquía
á&l sistema de ciudades de Galicia que dificulta el proceso de difusión
Se innovaciones, es necesario potenciar una robusta red de ciudades
pequeñas y medianas, complementarias funcicnalmente3 cercanas entre
si por modernos medios de transporte y redes de carreteras isótopas
que permitan obtener economías de aglomeración* propias de las grandes
áreas metropolitanas compactas, pero sin su hiperconcentración.
Por último» en lo que concierne a nuestro modelo de planificación regio-
nal GAMO I* cabe extraer las siguientes conclusiones de carácter gene-
ral:
—Uno, la planificación isultinivel se ha confirmado como un "mochas
operandi" adecuado para garantizar los procesos de planificación descen-
tralizada,
-Dos» la importancia que, en orden al buen funcionamiento global
áel modelo, tiene el escalón superior1 del sistema en el que se define
el comportamiento macroeconómico. La coordinación del modelo exige una
poderosa base de datos, especialmente los relativos a Xas tablas multi—
sectoriales, a las contabilidades regionales y a la balanza de pagos
de la economía. Esto es debido a que en este nivel se determinan magni-
tudes fundamentales como la renta regional, la inversión» el consumo»
exportaciones, la demanda final» etc.
-Tres* en relación a las imágenes alternativas simuladas, el escena-
de ecodesarrollo se demostró como el más capacitado para evitar
actual proc&so creciente de "desertizaeióEi" del interior de Galicia
7 para potenciar un marco equilibrado de desarrollo económico y territo-
sí. En ese sentido» aún a partir de la precariedad á© nuestros datos
e<2torialeS> el mencionado escenario permite comprobar una mayor, idonei-
que ios escenarios tendencial e industrialista para el logro de
una economía autocentrada e integrada.
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Finalmente
 f permítasenos decir todavía algunas palabras sobre los posi-
bles desarrollos futuros del modelo diseñado;
-El GAMO I pretende ser una primera versión de otro modelo más am-
plio, desagregado y de mayor "acuracidad". En este sentido» será-necesa-
rio proveerle de más y mejor ±n£ormación, actualizar la que ya posee
y especificar más adecuadamente algunas de SUB funciones; con la finali-
dad de someterle a la prueba de fuego de la
-Las simulaciones realizadas pueden ser contempladas a la luz de
una optimizad ion roulticriterio; de manera que, se tratarla de establee—
cer, de acuerdo con las líneas definí tor i as de cada escenario, los obje-
tivos a alcanzar con las restricciones consiguientes. En consecuencia»
el problema multici-iterio vendría definido por la existencia de un con-
junto de alternativas o de políticas posibles, que actuarían sobre
el modelo y otro conjunto de criterios que permitirían seleccionar la
mejor alternativa posible entre las analizadas-
- 906 ~
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A- METODOLOGÍA DKI» TRATAMIEffreQ DE LAS FUERTES ESTADÍSTICAS BRh «PBBLQ
SAMO I.
A.l» SUBMOPBLQ DEMOGRÁFICO
POBLACIÓN FOR SEXOS, COHORTES DE EDAD Y REGIONES
1.a población se encuentra desagregada por* sexoa y, cada uno de ellos,
en 12 cohortes de edad: O a 14, 15-19, 2O-24, 25-29, 3O-34, 35-39, 40-
44, 35-39, 40-44, 45-49, 50-54, 55-59, 60-64, 65 y más años de edad,
ha población total de cada región se ha obtenido por suma de la pobla-
ción de cada municipio y se ha hecho la hipótesis de que su desagrega-
ción por sexos y edades es la misma que la de la provincia en que se
encuentra < 1 )» Los resultados son los <jue figuran en el Cuadro 1 «
TASAS BE ACTIVIDAD SECTORIALES
Bn lo que concierne a las tasas de actividad habrá que estudiar su evo-
lución temporal, pues "las perspectivas de población activa con tasas
de actividad constante» sólo son válidas o a muy corto plazo o a nivel
agregado" ( 2 i ) y como se demuestra también en la misma obra citada»
ia variación de activos, en el caso de Galicia» depende fundamentalmente
d
^ los cambios en las tasas de actividad y no fcanto de los cambios en
la estructura demográfica; de ahí» "la importancia considerable que
una correcta estimación de las tasas futuras si se quiere llegar
perspectiva correcta de la población activa" { 3 ).
*
ha partido* a modo de valores iniciales, de las tasas por cohortes
y í3exo ^e la publicación del INE, Características de la pobla-
deducidas del padrón municipal de habitantes 1975. Galicia
-Asturias. T o m o i- Vol. X- El cálculo se ha efectuado porcetrtualmertte
Por cociente entre la población activa de cada cohorte y la población
total a*
 l a m i s m a
Las tasas de actividad por sectores se ha calculado a partir de XIÍE,
Explotación del Padrón Municipal de 1*975 (sin publicar), pues nos per-
mite calcularlas como media de las tasas municipales corresponientes
a cada una de las zonas definidas; pues aunque posiblemente las encues-
tas de población activa, al ser elaboradas a partir de los datos obteni-
dos de las familias por encuestadores adiestrados evalúen con mucha
mayor corrección los niveles de población activa, tienen el gran incon-
veniente, desde un punto de vista territorial, de estar concebidas para
producir resultados a nivel nacional» por lo que los datos provinciales
habrá que tomarlos con las debidas reservas- Por lo demás» la. evolución
temporal de las tasas se hace de acuerdo con las características de
la imagen simuladas.
Así» las tasas relativas a la imagen tendencial se obtienen por extrapo-
lación de la evolución de dichas tasas en los últimos quinquenios, co-
rregidas por la incidencia de la crisis industrial» que detiene relati-
vamente el éxodo rural» a partir del inicio del per-iodo de simulación.
Aquellas otras correspondientes al escenario industrialista, q U e presio-
na fuertemente sobre el sector agrario liberando una gran masa de aiano
áe obra para transferirla a los restantes sectores, se íian ajustado
teniendo en cuenta la evolución seguida en España, Y, por último» el
escenario de ecodesarrollo que establece como hipótesis de trabajo una
población activa agraria más joven que la actual y con una distribución
entre sectores que tiene en cuenta el grave fenómeno de la desertiaaeión
rural y/o del interior de Galicia, el desenvolvimiento de una economía
dé los recursos naturales y un complejo industrial agrario y, en defini-
tiva, i a modernización de nuestra economía sin rupturas que pongan en
cuestión nuestro ecosistema ambiental y cultural.
consiguiente, establecemos como hipótesis-objetivo aüo 2.G0G» las
siguientes-.
a
* gscenario tendencials Las zonas de Vigo-Pontevedra y Coruña-Ferrol
s e
 verán afectadas por lo que Saenz de Buruaga € £ > denomina "fenómeno
5%«6O%; es decir, el descenso del empleo agrícola con respecto al em-
P e o
 ^tal a un 15 por 100 y el aumento de la población urbana alrededor
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del 60 por 100 del total. Estas cifras han sido alcanzadas por Gran
Bretaña hace un siglo, por Francia en 197O y en Italia muy posiblemente
se estén alcanzando en la actualiad. En España» tal objetivo parece
poco probable lograrlo antes de 1985» a menos que aumente sustancialmen-
te el empleo en el sector industrial y en los servicios. Por tanto,
no parece improbable que las dos grandes áreas metropolitanas gallegas
alcancen tal objetivo en el año 2.000» por lo que la industria, la cons-
trucción y los servicios ocuparían un 3O9É y 45%, respectivamente •
En reí ac ion al comportami éxito ííe las restantes áreas, separaremos el
área urbana de Santiago de las otras» Santiago tendrá al final del pe-
riodo de simulación el mismo porcentaje de población activa agraria
que la de España de 1371 {28%). La distribución porcentual podría ser:
28% en la agricultura, 21% en la industria, 11% en la construcción y
el 40% en los servicios-
Las otras áreas seguirán la tendencia histórica seguida desde 1955-1975
(Véase el Cuadro 2 ), aunque teniendo en cuenta la inflexión industrial
sufrida en los últimos años en las sonas de la Marina Luguesa y en la
de Ourense, con lo que la evolución de sus tasas sectoriales de activi-
dad supondremos que seguirán una evolución temporal como la mostrada
en el Cuadro 2, aparte del envejecimiento progresivo de la población
gallega que se acusará especialmente a partir del quinquenio 1985-89»
momento en el que las generaciones mes numerosas nacidas entre 1921
y 193& coraiensan a vencer el umbral de los 65 años. Hasta ese quinquenio
incidirán más ruertemente las generaciones del *'baby boom*1 de 1955-65
en los cohortes ae edad de la población activa*
b
- Escenario industrialista: Supone para las zonas de Viga-Pontevedra
y Co^uKa-Ferrol una distribución de la población activa análoga a la
*el escenario tendeacial, aunque con un peso mayor del sector indus-
trial. i.a distribución porcentual en el horizonte 2*000 sería 15%, 35%,
103& y 40% para los sectores agrario» industrial, construcción y servi-
cios, respectivamente*
s
 restantes áreas sufrirán asimismo ven, descenso sustancial de la po-
951
folaclón activa agraria» de acuerdo con las pautas de comportamiento
conocidas de este escenario- La hipótesis retenida es que# «alvo las
zonas VII y VIII que seguirán una marcha similar a la del escenario
tendencial»la distribución porcentual de la población activa en el año
horizonte será similar a la de España en 1971 Créase Cuadro 3 ).
c. Escenario de ecoáesarrollo: En consonancia con las características
de esta imagen <3e futuro; desarrollo equilibrado, aplicación de tecnolo-
gía blanda, de nueva relación integradora campo-ciudad, armonización
entre objetivos económicos, sociales y ecológicos» industrias de alta
capacidad de creación de empleo, potenciación de complejos agroindus-
triales, economía de los recursos naturales, etc. { 5 )- Se considera
un objetivo alcanzafole evitar la despoblación, o mejor dicho, la "deser-
tización" del interior de Galicia» mediante la creación de puestos de
trabajo industriales en las cabeceras de comarca y en el medio rural,
la explotación de nuevas posibilidades de desarrollo y ampliar las ya
existentes de nuestra riqueaa agrícola—ganadera y forestal, modificar
la tendencia de polarización aguda de la Idealización indus*trial, etc.
todo ello como componentes de un modelo global de planificación regional
y urbana dé nuestra economía ( 6 ) -
Tales objetivos no se contradicen con descensos importantes
 s dada la
situación de partida» de la población activa agraria; porque» ©bivamen-
te» habrá de establecerse una edad de jubilacion que no existe para
«n campftBiTíado envejecido * amén de otras medidas obligatorias de rejuve-
necimiento del personal directivo de nuestras explotaciones agrícolas,
así como aumentar la edad de escolarizacion obligatoria, ect. <iu& permi-
t a aumentar nuestra reducida productividad agraria y disminuir nuestr»
excesiva población activa agrícola, constituida fundamentalmente, como
tantas veces se ha dicho* por ancianos, mujeres y niños { 7 3-
consiguiente, parece razonable concebir un futuro posible para fíali-
Que incluya UEI 29% de población activa agrícola en aquellas zonas
tienen por cabeza rectora un área urbana e imaginar para las restan-
tes; i a s ár e a B metropolitanas podrán alcanzar im 20% (esto es» un des-
autorr egulado tie las tendenc ias actuales) y las áreas rural es
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un 43% aproximadamente • Las restante© zonas'seguirán pautas coherentes
con las señaladas por las evoluciones porcentuales anteriores; 23% de
población activa agraria, los sectores industrial» de construcción y
servicios dispondrán del 26%, 9% y 36% de la población activa» respecti-
vamente ( 8 }* (Véase el Cuadro A),
Finalmente, adviértase que» desde la concepción del ecodesarro"1!©, tales
descensos de la población activa agrícola no conllevan necesariamente
migraciones masivas campo—ciudad, ni la proletaria ación super concentrada
de los sobrantes de población activa agrícola, sino el aumento de la
calidad de la vida ligada al ambiente cultural y ecológico propio» ba-
sándose para el logro de tales objetivos en la planificación democráti-
ca y descentralizada, que considera la comarca y la parroquia como nive-
les relevantes de decisión económica, social y política.
TASAS SE ACTIVIDAD POR COHORTES PE EDAD Y SEXOS
Con relación a la población activa por coixortes de edad y sexo (véase
el cuadro 5 }, partiremos de la hipótesis general de tendencia al des-
censo de las altas tasas de actividad de la población gallega, especial-
mente en los grupos de edad extremos (0-14* 20-24, 60-64, 65 y más).
Como es sabido, las tasas de actividad altas en estos grupos son indica-
tivas de atraso social, lo que se irá venciendo progresivamente con
**na mayor escolarizacion y mejores pensiones. En relación a las tasas
femeninas de actividad supondremos Que descenderán, particularmente
eñ las zonas agrarias ,en donde todavía se mantienen elevadas y se incre-
mentaren en las zonas mas urbanizadas. Sin embargo, a falta de un estu-
dio monográfico más riguroso que aquí -por razones obvias- no puede
hacerse, supondremos que en las zonas de Coruña-Ferrol y Vigo-rontevedra
tasas permanecerán constantes al compensarse los incrementos de
núcleos urbanos con IOB decrcmentos de los rurales; aunque para
e l caso de Vigo-Pontevedra dichas tasas serán rebajadas al nival de
dada su alta posición de partida. De otra parte, partiré*
de las siguientes consideraciones específicas;
tendencial. Se procede a partir de las estimaciones
de Xas tendencias realizadas &n la publicación del XNg-OEHGA ( g} } para
las cuatro provincias gallegas; pero .introduciremos ciertos cambios
sufridos en la tendencia en los primeros años del período cié simulación,
como son la' ampliación por ley (Estatuto de los Trabajadores) a 16 años
de la edad mínima de entrada en la vida activa* relativo aumento de
la cobertura de las pensiones a los mayores de 65 años, etc. (Véase
el Cuadro 5 ) *
b. Escenario industrialista. Los rasgos específicos de este escenario
respecto al tendencíal serán: la reducción sensible, aproximadamente
a la mitad del escenario tendencia!, de los activos de los cohortes
15-19, 60-64 y 65 y más años» una mayor tendencia al trabajo femenino
debido a la intensificación del proceso de urbanización que este escena-
rio conlleva (fenómenos éstos que no ocurren en el escenario tendeneial»
caracterizado por cierto atraso social derivado de la insuficiencia
escolar y de la falta de una política para la tercera edad); no obstan-
te, este ultimo aspecto» dada su dificultad de cuantificación, supondre-
mos que es igual al del escenario tendencial. Se han tenido en cuenta.*
además -a título orientativo-, las tasas de actividad por cohortes áe
edad y sexo de la provincia de Vizcaya en el año 1975 (Véase el Cua-
dro 6).
C* Escenario de ecodesarrollo. i.as tasas de actividad de los dife-
rentes cohortes de edad se verán afectadas por las características bási-
eas de este escenario» que concretaremos en la extensión total» aunque
progresiva» de la edad de escolarización a todo el cohorte de 15-19
anos, reducción también progresiva de la edad de retiro a la edad de
loe 60 años inclusive. Tal progresividad en el ajuste de las tasas se
hará aumetando la edad de escolaridad y disminuyendo la edad de retiro
«n año en cada uno de los cinco quinquenios en que se puede dividir
si período de simulación.
Por otra parte, utilizaremos -los límites de variabilidad superior e
de las tasas de actividad calculados en la publicación del
, anteriormente citada» que implica -no se nos escapa- el hacer
supuesto, fuerte ciertamente, de estabilidad de la variación de di-
a
^ tasas a lo largo del período de simulación; aunque debemos señalar
el objeto de tales límites es el de servir solamente de puntos «Je
para la evolución de tales tasas <Véase el Cuadro 7).
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jgGBACICHBS
En un principio se intentó estudiar el proceso migratorio desglosado
en tres componentes: a> migraciones inteiores o ruurbanas; b) migracio-
nes exteriores o fuera de Galicia y c) retornos.
En primer lugar» se observaron los movimientos migratorios en el decenio
1964-1973 y se hicieron diversas hipótesis üe comportamiento futuro.
Se elaboraron, asimismo» unos Índices de atracción -urbana, siguiendo
la metodología de III PLAK DE DESÜRHOLLO en su monografía sobre la po-
blación ( 10 ) • Pero al ser los resultados alcanzados insatisf actorios
y» al mismo tiempo, la incertidumbre acerca del cEsmportami^ eiiiSto de la
población, provocada por la crisis económica, nos hizo abandonar el pro-
pósito de considerar a estos movimientos migratorios de modo explícito
en el modelo-
Como consecuencia de la crisis económica, las migraciones exteriores
se han reducido drásticamente y su comportamiento, por tanto, no es
posible estudiarlo por las pautas del pasado. No obstante, se intentó
estimar una función econométrica, tomando como variables explicativas
la renta per capita y los puestos de trabado vacantes en varios países
áe Europa» pero los resultados no í*ueron aceptables.
interés tuvo» sin embargo, el estudio üe los retornos cíe emigrantes,
fue considerada» en un principio, como una variable exógena. Las
fuentes consultadas han sido el Banco de Bilbao» el Instituto Español
oe Emigración y los estudios de Garmendia, para estimar los volúmenes
oe retornados, y los trabajos de Castillo < ) para calcular la distri-
**£Xon por edades y zonas (Áreas Metropolitanas» Áreas Urbanas y Áreas
ales) de ios mís-mos. Pero, dadas las discrepancias de envergadura
ent
*e las diferentes fuentes -en opinión del I.H.E. (11) "la dificultad
*a recogida de la información resulta insuperable, al no existir
gfcna obligación por parte del retornado de comunicar su regreso defi-
Vo
"- * hisso que» como en los dos casos anteriores ( abandonásemos
atento de considerar los retornos de emigrantes como una variable
de nuestro modelo.
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Las hipótesis migratorios adoptadas son: '
-El escenario tendencia! seguirá la pauta migratoria áel período
1076-1981.
-El escenario industrialista, la misma de 1971—1975*
-El escenario de ecodesarrollo» dada sus características, supone
que no existe emigración-
Finalmente, nos vimos obligados a considerar únicamente los saldos mi-
gratorios <!e las provincias gallegas, -y1» posteriormente» fueron repar-
tidos regionalmente en proporción a la población de cada región— a par-
tir de los datos sttministrados por el TÑE (12) del Censo de 1981, que
figuran en el Cuadro 8.
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FECUNDIDAD
Es una variable auxiliar, que indica la evolución temporal en forma
de una tasa de cambio. "La tendérsela secular observada es claramente
decreciente.., en cada grupo de cohortes** (véase INE-GEHGA, Análisis
y proyección de los recursos humanos en Galicia, Madrid, 1975, pp- 155—
157). En un primer momento se calcularon las tasas cte fecundidad por*
cohortes de edad, que se muestran en el Cuadro 9; pero ante la dificul-
tad -y el riesgo- que comportaba efectuar una hipótesis sobre la evolu-
ción de dichas tasas sin un estudio previo exhaustivo <lo que pudimos
comprobar después de una primera pasada del submodelo por el ordenador),
nos hemos limitado a calcular la tasa de natalidad. El escenario tenden— i
cial se ha ajustado, de acuerdo con la evolución observada en la última j
década <Véase I-H.E-, Primeros resultados del Censo de Población de í
1981, de próxima publicación)» según figura en el Cuadro 10* Para el |
escenario industrialista se ha supuesto una evolución igual al tenden— "• ¡
cial y el escenario de ecodesarrollo mantendrá constantes aquella tasa
en las regiones correspondientes a las provincias de A Corufía y Ponteve-
dra e incrementará relativamente las correspondientes a las provincias
de Lugo y Ourense (Véase el Cuadro 10).
MORTALIDAD POR COHORTES DK EBAP V SEXOS
como es sabido, las tasas o coeficientes de mortalidad» cuando
ha alcanzado cierto nivel sanitario, evolucionan lentamente y es
conocer su evolución. Para ello se ha recurrido en primera
instancia a las estimaciones que, para las provincias gallegas, se hace
en INK-OBRGA y en III FL&n DE DESARROLLO» pero los resultados obtenidos,
espués de una primera pasada de ordenador» • fueron tan defectuosos que
tuvieron que
 s e desechados.
r e
°nsiguientet hemos -fceitido que efectuar nuestros propios cálculos
asándonos para ello en 2NE, Movimiento natural de la población
•••» de manera que se han efectuado las siguientes hipótesis: el esce-
io
 tondenciai, en las provincias de A GoruÜa y Pontevedra, seguirá
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una tendencia decreciente como la observada a nivel nacional, y se man-
tendrán constantes Lugo y Ourense (como se puede comprobar por los re-
sultados del Censo Se Población de 1981). En el escenario industrialis-
ta, se supondrá que dichas tasas eerán también constantes en las mismas
provincias que el escenario tendencial y» para los casos de A Coruña
y Pontevedra* seguirán la evolueidn de la provincia de Vizcaia. El esce-
nario áe ecodesarrollo se comportará de la misma manera «iue el escenario
industrialista. Se supone, al igual qtie en los casos anteriores, que
las tasas de las regiones son las correspondientes a las provincias
en las que se encuentran localizadas. Los resultados obtenidos son los
que se muestran en el Ctíadro 11.
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.0982
 
.0986
 
.0991
 
.0995
 
.10
.1728
 
,1982
 
.2237
 
,2491
 
,2740
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CUADRO
 5
COHORTES
DE
EDAB
%
 DE
 POBLACIÓN
 ACTIVA
 POS
 COHORTES
 DE
 EDAO
,
 SEXO
 V
 PBOVIKCH
*
 E5CEKABI0
 TENDENCUL
CG8U&A
LUGO
OURENSE
PONTEVEDRA
H
asta
 14
 años
15-19
20-24
25-29
30-34
35-39
40-44
45-49
50-54
55-59
$0-84
65
 y
 +
1975-95
V2.00
55,35
82.10
95,36
98,01
98.10
97.25
96.87
94.30
87,41
74.00
24.50
H1.40
26.55
47.84
28.24
23,04
21.56
22.47
22.59
24,54
26.88
27,04
7.Q
2
1995
-
V
44
,
77.48
95.36
96.73
96.73
96.51
98.51
94.30
87.41
71.00
10
.
-2000M
22
,
45,48
28.24
23.04
«
•58
22,47
22,59
24.54
26,88
27.04
5
.
1975-í
V4,22
86,39
82.65
94.83
97,76
97.67
96.66
96.27
93.56
87.60
77.67
30.46
15
H2.71
30.25
38,96
42.80
36.32
39.70
42,90
45.59
49.08
46.61
42.14
12.84
1995-í
V
44.0
82.65
94.83
97.76
97,67
98.00
96,27
93*56
87.60
77.67
10
.
ÍOOOH.22.30.01
30,01
30.01
30.01
30.01
30.01
30.01
30.01
30.01
5
.
1975
-
V3.22
56.28
83.81
95.87
97.78
97.35
97.82
97.11
94,53
87.32
78.08
34.63
-79
ft
2.40
27.77
4Í.69
40.23
38,59
35.78
37.44
40.00
39.49
40.60
37.87
14.02
V
44
.
83
.
95
.
97
.
97
.
97
,
97
.
94
.
87
.
71
.
10
.
1995-2000
818778358211S33200
H
22
,
30
.
30
.
30
.
30
.
30
.
30
.
30
.
30
.
30
.
5
. 010101010101010101
V2,
60
.
85
,
16
.
se
.
97
,
96
,
95
,
91
.
83
.
70
.
2?
,
1975
-
00QO511822,60.96.31.90961720
H2.00
38,71
44,45
35.42
30,82
30,02
33,12
35,03
O
í
 
«31
35,35
32.45
10.87
199!
V
44
.
85.S1
9648
97.60
97.60
96.96
95,31
91.90
83.96
.
70.17
10
.
5-2000.*
22
,
34
.
23
.
21
.
22
.
22
,
24
,
26
.
27
.
s
. 722404564759%8804
FUEKTEi
 Elaboración
 propia
.
CUADRO
 6
POBLACIÓN
 ACTIVA
 POR
 COHORTES
 O£
 EDAD
»
 SEXO
 V
 P
R
O
W
iC
m
.
 
ESCENRRIO
 M
O
U
STU
IA
LISU
COHORTES
O£
E0AD
Hasta
 14
 años
15-19
20-24
25-29
30-34
35-39
40-44
45-49
50-54
55-59
60-64
65
 y
 +
1975
-
V2.00
55.35
82.10
95,36
9B.01
90.10
97,25
96.87
94.30
87,41
74.09
24.50
CORUffo
-79M1.40
CU
 •
 
•Js
'
34,72
28,24
23.04
21.56
22.47
22.59
24.54
26.88
27.04
7.02
1995-2Q00
V
30
.
77.46
95,36
96.73
96.73
96.51
96,51
94.30
87.41
71.00
5
,
H
15
.
34.72
28,24
23.04
21.56
22.47
22.59
24.54
26.88
27.04
2
.
1975
-
V4.22
56.39
82.65
94.83
97.76
97.67
99.56
96.27
93,56
46.61
77.67
30.46
-79H2,71
30.25
38,96
42.80
36.32
39.70
42.90
45.59
49.08
87.60
42.14
12.84 LUGO
1995
-
V
30
.
32.65
94.63
97.76
87.67
ge
.
 oo
96.27
93.56
87.60
77.67
-2000M
15
.
30.01
30,01
30.01
30.01
30.01
30.01
30.01
30,01
30.01
2
.
GiíRENSE
1975-79
V3,22
56.28
83.81
95.87
97.78
97.35
97.82
97.11
94,53
87.32
78.08
34.63
ti2,40
27.77
40.23
35,59
*35.78
37.44
40,00
39,49
40.80
37.87
tt.02
1995-2000
V
30
,
83,81
95,87
97,78
97.35
97,82
 
.
97,11
94.53
87,32
71.00
5
.
N
15
.
30
.
30
.
30
.
30
.
30
.
30
,
30
.
30
.
30
.
2
. 010101010101010101
26085969897969591837027, 1975
-
if.00.00.51,ia,60,95.31.90
.90
.17,20
PONTEVEDRA
-79
H2*00
38.71
44.45
35.42
30.22
30.02
33.12
35.03
374Í
35,85
32,45
10.87
V
30
.
S5
.
96
.
9?
,
§7
,
98
.
95
.
91
.
83
.
70
.
5
, 1995-2000
5118,60eo,9631909617
H
13
.
34
,
28
.
23*
21
.
24
,
22
.
24^27J
2
,
112404.5847595488S4
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CUADRO
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 DE
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 COHORTES
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 PROVINCIAS
.
 ESCENARIO
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COHORTES
DE
EDAD
Hasta
 14
 año
s
15-19
20-24
25-29
30-34
35-39
40-44
45-49
50-54
55-59
60-64
60
 y
 +
V2.
56
,
82
.
95
.
98
.
98
,
97
,
96
.
94
,
87
,
74
,
24
,
1975
-
0035103601,10,25,87,30,41.09,50
-791
,
263428232122222426277 í.40.55.72.24.04.56.47.59.54.88.04.02
CORUÜA1995-2000
VU.O7
77,46
.
 
95.36
96.73
96.73
96.51
96.51
94.30
87.41
14.85
10
.
H5,
34
.
28
.
23
.
21
.
22
,
22
,
24
,
26
,
5
.
5
, 31722404564759,54,88,44
V4,
56
,
82
.
94
.
97
,
97
,
99
,
96
.
9387
,
77
,
30
,
LUGO
1975-79
,22,39
-
,65,83.76.67.66.27,56,60.67
,46
K2.71
30.25
38.96
42,80
36.32
39.70
42,90
45.59
49,68
46,61
42
,
 H
12,84
1995
-
V
44
.
62.65
94.83
97.76
97.67
98.00
96.27
93.56
87.60
77.67
10
.
-2000Vi
22
.
30,01
30,01
30.01
30.01
30,01
30,01
30,01
30.01
30.01
5
.
V3,
56
.
83
.
95
,
97
,
97
,
97
,
97
,
94
,
87
,
.
 78
,
34
.
1975-79
22288187,78,35,82.11
*
,53,32,0063
H2.
2?
,
41
.
40
,
36
,
35
,
37
.
40
,
29
.
40
.
37
,
1*
. OBRE!
407769,23,59t /O
,44
.00,49.808702
ÍSE
\\
4483959797979794877110
.995-2000
f*.81.87.78•3S.82
.11
,53
.32
.00
H
22
.
30.01
30.01
30.01
30,01
30,01
30.01
30,01
30.01
30.01
5
.
V¿«
60
,
85
,
W-98979695918370.
27
. 1975
-
,00.00.SÍ.18.22.60.96,31.90.96.17,20
PONTEVEDRA
-79
H2.00
38.71
44.45
35.42
30.82
30.02
33.12
35.03
37.5Í
36.85
32,45
10.67
V44.85.96,97,97§695,
91
,
83
,
70
.
10
. 1995
-
.0.51.18,80
.60.98,31,90,96i?
-2000ff
•
22.0
34,72
28.24
23.04
21.56
22.4?
22.59
3S.54
26.88
27
 
M
5
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Cuadro 8
Saldos migrator ios
1971-1975 1976-1981
Corwí&
Lugo
Ourense
-22.991
-16.202
' -13.290 '
Pontevedra 13.730
FUEHTE: INE#
ción
1982.
Primeros resultados
de 1981- Las cifras
>
CUADRO -ft> '
2.037
- 1.945
- 1.557
1.104
del Censo de Pobla
oficiales. Madrid,
TASAS BE FEEUSDIDAD POR COHORTES DE EDAD Y PROVINCIAS. ftRü 1975
Cohortes
de
edad
15
15-19
20-24
25-29
30-34
35-39
40-44
45-49
»-v.ifc_iM- • m • | . M
conufift
0.000040
0.034960
0,143918
0.141685
0.094403
0.0S0S4I
8,019171
0.602015
tUGO
-
.• 0-000051
G.02302?
0.105690
0.12Ü613
0.082322
0.047951
G.917865
0*001113
OURENSE
0-0000*7
0.021491
0.090347
0.090056
0.067722
0.035181
6.015164
0.002736
PORTEVEDRfi
0.000035
0.036572
0.164906
0.157802
0.103956
0.055402
0.024533
0.002376
í Elaboraci&n propia a partir de I.N.E. Movimiento natural de la población
espafiala.
Tasa de natalidad por escenarios y provincias (eri tantos por
Provincias.
1975
Escenario tangencial
e industrialista
Escenario de
ecodesarrello
Corana
lugo
érense
Pontevedra
.01611
.OilW
.01040
.01817
.01224
.01057
.DI000
.01547
.01611
.01487
.01487
.0181?
ElaboraciÜn propia a partir de las fuentes citadas
COADRO 1 1
TáSAS ©E MORTALIDAD POR SEXOS Y COHORTES DE EDAD. ESCENARIO TENDENOA3U Año 2.006
Escenario tendencia!
Cortna
M
.001792
.000552
.000396
.000569
.007310
4)01067
.001714
.002604
.004068
.005284
.009972
.045596
V
.002377
.001019
.001378
.001266
.001512
.002227
.003351
.004915
.008268
.012184
.020744
.058654
Pontevedra
M
.001621
c
c
.000553
.000543
.000871
c
.002723
c
c
.010637
.044642
V
.002132
wOOO953
c
.001265
.001586
.001851
c
.004884
.008Í80
.012643
.020563
c
Escenario jndustriaíista
Coniña y Pontevedra
V
.001537
.000398
.000349
c
.000471
.000732
.001604
.002563
.003993
.005211
.009480
.043522
M
.001994
.000907
,001378
.001221
.001512
.001846
.003397
,004675
,008144
.012032
.020443
J357762
propia a partir de las fuentes citadas.
<pe la tasa coirespondierrte permanece constante a todo lo largo del periodo de simulación.
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B* SHBMOPELO PE ACTSVIDAaBS AGBEGftPAS ¥ SECTORIAL!ZAPAS
AHORRO
Las tasas medias anuales de ahorro drenado* interior y exterior de Gali-
cia. -Dada la inexistencia de una balanza de pagos de Galicia» Que nos
hubiese permitido hacer una valoración precisa de las relaciones finan-
cieras -tanto públicas como privadas- de nuestra economía, hemos tenido
que recurrir a los estudios» siquiera parciales, existentes sobre el
tema ( 13). Observando el Cuadro 12 puede comprobarse cómo en el período
1973-78 el proceso de deseapitalización de la economía, gallega» expresa-
do en términos de la tasa anual de ahorro drenado
 s ha alcanzado tasas
del orden de O,-4977 (si se tiene únicamente en cuenta la inversión pri-
vada) y 0*4150 (si se considera también, la inversión publica). Compa-
rando dichas tasas con las ya estimadas» de order inferior- para los
años 19671 1969 y 1971 (M) t puede afirmarse que el proceso de descapi-
talización de nuestra economía se ha agravado con relación a períodos
anteriores. Por otra parte* debemos aclarar -con la finalidad de evitar
confusiones- que, & efectos operativos del modelo» la tasa de ahorro
drenada utilizada es la que se mencione en primer lugar, debido a que
en la rubrica de inversión, la inversión privada se trata separadamente
óe la inversión publica.
ka consideración recibida por dichas tasas es diferente, de acuerdo
con los escenarios analizados. Así, el escenario ten&eneial las supone
constantes a lo largo del período de circulación e iguales a las del
tramo 1974-78. El escenario industrialista, dadas las altas cotas alcan-
sadas por la tasa anual pedia de ahorro drenado» mantendrá a esta cons-
tante y, de otra parte» suponiendo una recuperación del proceso migrato-
rio siguiendo las pautas de nuestra historia demográfica recientet es
presumible pensar en un incremento de la tasa anual media de ahorro
exterior hasta la media del periodo 1967-73 (0.5522). En cuanto al esce-
nario de ecodesarrollo, debido a su carácter tíe desarrollo autososteitido
e
 aplicación del principio de recuperación del excedente cedido, redu-
cirá progresivamente la tasa anual media de ahorro drenado hasta la
«itad de su valor
 t al final del año 1981, y mantendrá fijas las tasas
restantes.
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£n relación a la inversión pública, los escenarios tendencial e indus-
trialista sostendrán los niveles de inversión pública -5,3 miles de
millones de pts. anuales- {Véase el Cuadro 12)s hasta el año. 1982t a
partir del cual interviene el recientemente creado Fondo de Compensación
Interterritorisl
 9 por el que la inversión pública de años anteriores
ee ve incrementada» en el caso de la comunidad autónoma gallega, en
17.618*89 millones de pesetas C 15 5 que, a efectos de nuestros cálculos
realizados en pesetas constantes de 1975
 f son aproximadamente 7.561? 8
millones de pts- (Bicha defiectación se ha hecho tomando por referencia
los precios de Agosto de 198O; habría que ver el. incremento posterior
del índice general <3e precios). Por otro lado, el escenario de ecodesa—
rrollo, como consecuencia del papel fuertemente beligerante desempeñado
por el sector público en la corrección de las desigualdades territoria-
les, compensará completamente la pérdida, todavía existente, del exce-
dente drenado o cedido a partir de 1982-
Por último, debe advertirse que las cifras de los Cuadrosl2 y 13 aparecen
expresadas en pesetas corrientes de cada año; no obstante, teniendo
en cuenta el proceso inflacionista sufrido por nuestra economía en el
ultimo período* se ha recurrido a la práctica ordinaria del análisis
económico (cuantió se comparan situaciones de distintos años) que consis-
te en transformar las distintas unidades monetarias de cada ano en la
unidad de cuenta monetaria correspondiente al año de intereses de la
investigación de que se trate. Asi pues, *se ha •pfticédidola. calcular y-*—
de manera homogeneizada, las diferentes partidas del Cuadro 1 y 3 en
pesetas de 1975 (año inicial ú& la similación), que corresponden a las
codificaciones de las pts. de cada año previa aplicación de los respec-
tivos "índices generales de precios al por mayor** publicados por el
Instituto Nacional de Estadística.
IMVEHSTON BH SERVICIOS
Para
 Bu célculo se ha tenido en cuenta el porcentaje de inversión en
servicios de países cuya renta per eapita actual es similar a la Que
PKeda tener Galicia al final del período de simulación; es decir, alre-
dedor de 30O.000»-pts, fie 1975. La diferencia entre la tasa actual de
* 969
Galicia y 1& de esos países nos indica la variación probable Que sufrirá
nuestra tasa de inversión en servicios» lo que dividido por el numero
de años de simulación, nos permite obtener la tasa anual de variación.
Supondremos que el escenario tendencial alcanzará la tasa actual de
Italia (O-STO), el industrialista la de Bélgica (0.400) y el de ecodesa-
rrollo la de Alemania (0.430) (Véase el Cuadro 14).
PROPENSIONES MEDIAS AL CONSUMO Y AL AHORRO
La función de consumo ea una línea recta que pasa por el origen del
eje de coordenadas, pues —como se ha encargado de demostrar Kuznets
( 16}- las propensiones medias al ahorro y al consumo se mantienen cons-
tantes a largo plaso. Hemos supuesto que los valores de ambas propensio-
nes son PMCG=O.8Ü y PMAG=O-2O.
TASAS DE LOS VALORES AÑADIDOS &GRABIQ, JHDUSTRIAk Y PE SERVICIOS
Estas tasas son las que nos permiten transformar la producción final
agraria, el output industrial total y el output de servicios en sus
correspondientes valores añadidos netos. Sus valores son considerados,
dada su estabilidad a lo largo de una serie de años, constantes. TVAA=
-6298; TVAI=s*3453; TVAS=.7195t siendo iguales para los tres escenarios.
ka fuente para su obtención ha sido BANCO DE BILBAO, Renta nacional
ffe España y su distribución provincial (varios, anos).
La renta de Galicia es generada por el propio modelo, pero cotao es nece-
sario conocer su valor en x¡n sño anterior (1974) al de comienzo del
período de simulación, hemos recurrido a BANCO DE BILBAO- El valor adop-
tado por la renta en aquel año se ha supuesto igual a la media Se los
valores de la misma en los años 1973 y 1975 -en pts. constantes de 1975-
ha resultado ser 271,953 millones de pts.(i?)
I? "I
^alor anacido neto de este subsector se ha tomado de la fuente ya
970
citada del Banco de Bilbao* Se ha observado su tasa de crecimiento a
lo largo de «na serie de años C1965-1977) y se ha calculado la media,
que ha sido del B% anual- S& ha mantenido la misma tasa (VCP) para los
tres escenarios.
TASA DE CRECIMIENTO DE "ÓTEOS *COMPOMBHTES DEMANDA rrHAL"'
Se ha supuesto que» a falta de estudios monográficos sobre el tema,
ha crecido -en los tres escenarios- a la misma tasa que la renta.
DEMAHPA FIKAJL
La estructura de la demanda final sectorlalizada de Galicia conocida
es la de la T.I.G» de Galicia de 197O, actualizada a los precios de
1975, Esa es nuestra información inicial única, con el inconveniente
<3e que la demanda final de dicha ¥.1,0. no está descoiapuesta en sus
diversos componentes. Es por esa razón por la que las partes del modelo
GAMO I relativas al consumo privado „ la inversión, las exportaciones
y a otros coinponentes, nos hemos apoyado» en un primer momento, en una
serie de fuentes de información { 18), pero debido a su carácter parcial
no han podido ser utilizadas posteriormente.
Los escenarios se han construido con arreglo a los siguientes criterios:
el escenario tendencial tendrá en el año 2-000 la misma estructura que
*a que depende de la T.I.O. de España de 1979; el escenario industria-
lista, la de Euskadi en el año 1972, fecha para la que dispone de la
*•!•()* correspondiente, . y el escenario de ecodesarrollo tiene una es-
caracterizada por un peso relativamente importante de los sec-
agrícolaa minas y canteras, alimentación, servicios y también
básicas y transformados metálicos, que tienen «na alta gapaci-
aa de eslabonamiento técnico hacia adelante y hacia atrás, pero todavía
con insuficientes niveles de actividad y peso especifico en la economía
gallega (19).
^ equivalencia de los sectores de las T.X»O« de España y Euskaái con
s de ia gallega se ha hecho basándonos en el mismo criterio que el
en Fanjul *y otros ( 2G),
resultados obtenidos pueáen ver&e en el Cuadro 15. %n el Cuadrop 1 %n e adr
3-gura asimismo, la matriz inversa de la 1M«0. 1970 de Oalieia uti
la computación de los outputs sectoriales totales
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CUADRO 13
DE LA EVOLUCIÓN TÉMPORA!. 0E UiS TASAS ANUAIXS EN TANTOS POR UNO DE AHORKO
EXTERIOR 0E GAUCIA. PERIODO 1967 -197?
t eu xniSiones de peas, de cada año)
1967 1969 1971 1973 1975
5.497
0.7373
6.630
0.6296
14.S17
03964
22.137
0.3454
16.099
0.2512
22.038
0,3438
SleUoráraón propia & partir de la publicación del BANGO DE BILBAO, Renta Nacional ée España y su distribución
ÍVariosaños), BARRAL ANDRADE ft.,O aforro..., p^1 y «ladro 1.
CÜADRO 14
TASA OE INVERSIÓN EN SERVICIOS
Renta per •eapita
48.691
41.204
34.749
50.066
140,000
144.000
t50.000
128.000
245.000
236.000
160.000
28Q.000
Relación:
Inversión secvkios/btverslón total
0.225
0.302
0.209
0^46
0.320
0360
0.370
0302
0.400
0.400
0370
0.430
a partir ctel MINISTERIO DE PLANIFICACIÓN DEt DESARfiOLLO, Contabnídad
1975; Contabilidad Regional de < Ai**»» Vfeo^», Guipúzcoa) Havaira, EUROSTAT,
de
CUADRO as
TASAS 0E SECTORÍALIZACION EN TANTOS £0K MIL,JXE LA DEMANDA FINAL. GALICIA 1975
E HIPÓTESI AÑO 2000 POR ESCENARIOS
Tasa de
sectoñaEizacum
Año 75
0.170930
ístistrias extractivas 0.002615
Üfséfctos alimenticios
impresión y
0.120623
0.004460
ífstido y calzado 0.049889
0.019065
O.0O9673
0.043880
0.005264
0.017280
0-055571
0.073541
0.01836?
0.408837
1.00O00D
Tasas de
sccturialbeacióií
Año 2OÜO, Tendenc.
0.046095 *
0.000695
0.099468
0.012494
0.041155
0.014525
0.015SS8
S.06IS27
0.004765
0.005376
0.127409
0.129814
0.010876
0.427335
Tasas de
Año 2000. Industria!.
0,045000 1
0.011991
0.074359
0,004960
0.027372
0.Q17830
0.030186
0.076009
0.006316
0.098803
0.265123
0.044394
0.010286
Tasas de
scctoriaM/üjción
ABO 2009. Ecod.
0.048173
0.030000
0.0S4Q00
0.031884
0.011203
0.014128
0.013473
0.033123
0.004321
0-007475
0.121005
0.96609
0.O07786
0.500000
P*opía a partir de la TJ.O» de Galicia, 1S70 y T . tO . España, 1979.
Cuadro 16
MATRIZ XKVERSA BE T . I . O . GALICIA X.970.
0.0096B30
É^-'"icios
•*Ui.
Ú P
-lio
0.Ü008371
0.ÜG56O66
0.ÜG43G71
0.0009673
3.0*55772
0.CD&6970
;eÜ103e87
'•0092482
°*0066146
0 .0C14Í35
0.C233G14
0-0015567
O,£579707
0.2026751
C£099580
0,0270123
0*000495^
0.0156763
0*0614962
I«^590400
tl34377
0.T4872C8
0.9025643
1.2303839
0.0058797
G.0032676
^•0146295
0«t034798
0.04623SS
0.0031994
0.0141299
0.0124272
G.0095116
1 0
Q-*3ñÍ52Q4
0.0004765
Q.3Q2S0G9
0*12^57*9
1*5362022
O.tJ22^31
S.Jt-25936
0.0899 04°
0*0020480
0.0029444
1«5027663
O.OCS3303
0-C02T9331
0.0010205
0*0210425
.0*1236656
11 ^
0,0088429
0.0043717
0.001218?
O.OC21631
O.0S9Í5BS2
O.O0I6S59
0.09a11£9
0*0252960
0.0615311
O."0011915
0.S446349
0.0751605
- 3..1720956
O.00359^6
G.006502S
. 0*0466540
O.OG20052
0.0101746
0*2095121
J>« 1390515
12 V^
0.0272233
O.Ü331093
0*0019746
O.C015403
0,0613699
0.0C63734
O. 0539706
0.1424203
0.11&3S74
C.0C7S75ÍJ
1*0014533
0.4370532
0.COI7164
0*0087920
3*00972 72
2.2É59S92
0.OO2Ü266
0.0599572
q.00299*3
C-0C254S1
0.0I2S673
Ü.1&016&3
13 '*•*
U.C05SXB6
0.0549348
0.0010174
C.CQ0244?
C*0002394
0*0032208
0*0354167
0.0C12189
O.&021339
0.0075497
0.003694^
1*0297766
G.0-3S740&
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C. SÜBMQBB&Q PE USOS DfflU SHEI¿Mre¥IK8PA
TASA DE OCUPACIÓN DEL SUELO RESIDENCIAL POR ZQ&AS
Se utilizarán tres tasas distintas correspondientes a las zonas metropo-
litanas» urbanas y rurales; porque, como es bien sabido, la tasa en
Has- de suelo residencial por persona es mayor conforme descendemos
en la jerarquía urbana, pues la densidad de edificación es menor. Asi
como también es diferente según el "tipo o clase de zona de que se trate:
los standars son distintos en las zonas (Véase Cuadro 2¿#
 t de desa-
rrollo urbano que en las áreas turísticas o en las de paisaje protegido
y aun en éstas podremos distinguir zonas del casco antiguo, hoteleras,
aldeas turísticas,ete*(21 ).A efectos de este trabajo consideraremos los
siguientes standards {22}, calculados -para un caso* determinado- del -
siguiente modo; !
-Las Áreas Metropolitanas dispondrán de 64,86 viviendas por Ha.,
que corresponde a una tasa residencial de alta densidad (23). Si supone-
mos que cada familia tiene de tamaño medio 3,3 y 2,8 miembros . (para
Vigo y Coruña, respectivamente)» obtendremos una TOS en las áreas metro-
politanas
1/64.86 x 3,3 ~ 1/214.038 = .004672 Has./Hab, (Viga-Pontevedra).
1/64.86 x 2.3 = 1/1S1.6OS = 0.005506 (Coruña-Ferrol)
-Las Áreas metropolitanas dispondrán de 5O viviendas por Ha, * que
corresponde a una tasa residencial media alta. Las TOS, efectuados los
cálculos oportunos, serán iguales a:
1/50 x 3,5 = 1/175 « .005714 (Santiago)
1/50 x 3-0 = 1/150 *= -006666 (Lugo y Ourense).
Áreas Rurales dispondrán de 10 viviendas por Ha.» esto es, una
tOS = x/XQ x 3.O = 1/3O « ,033333 Has./Hab.
o^ ultimo, debe tenerse en cuenta que el urbanismo yf por ende, las
uperficies de suelo empleadas para cada uso» dependen del modelo futuro
sociedad. Asi, pues» en rigor -aquí utilizamos unas cifras aproxima-
das a modo de ensayo* pues se trata de un estudio orientativo~ cáela
escenario lleva incorporadas tasas diferentes de ocupación del suelo.
Parece obvio que, coherentemente con el modelo de sociedad, en el esce-
nario de ecodesarrollo el número de viviendas por Ha. será menor que
en los otros dos escenarios (Véase el Cuadro 3^4
 #
HECTABBAS I*QR FPESTO DE TRABAJO INDUSTKIAL
Ss un valor estándar de utilización de suelo para usos industriales.
Para su obtención hemos utilizado varias fuentes-Cada sector industrial
 f
así como el tipo de industria» tiene su demanda propia de suelo indus-
trial y, por tanto» diferente a la de los demás. ( Véase el Cuaíiro
3-8.3. A los efectos de una mayor sencillez operativa» hemos hallado un
valor medio de 1 estándar de uso de suel o industr i al, que se deduce de
una encuesta realizadia entre gerentes y directores de las empresas de
mayor empleo (más de 50 empleados) de la provincia de Pontevedra. Lógi~
camente, dicho valor se obtiene por cociente entre las Has - de suelo
utilizadas y el número de empleos (24 }.^  cuyo resultado es G.0132 Has.
por persona ocupada; valor que corresponde aproximadamente al suelo
ocupado por un tipo de industrias medias* Por otra parte» segíin recien-
tes experiencias (25), puede admitirse una cifra de G.O150 Has- de suelo
por empleado fabril en polígonos industriales- Una razón importante
por la que se ha creído oportuno mayorar la cifra de O-O132, habida
cuenta es aquella que se refiere a que las empresas compran una superfi-
cie tal que cubra no sdlo las necesidades de implantación, sino eventua-
les ampliaciones posteriores»
Estas cifras» 3In einbargo * no han podido ser aplicadas» debido a lo
ya comentado en el submodelo^de actividades sectoriaiizadas.
FABA USO DK SUELO EN SERVICIOS
e
 °ktiene por cociente entre Has* necesarias para servicios y la pabla-
<m a<rfciva en servicios- A falta de un estudio específico para Galicia*
«-li&are&íQs como valor medio standar para servicios en todas las zonas
a eif
*s de O.O2O Has./persona calculada en el estudio de FBEYSER, Im-
TASA DE BEM4KBA DE LAS VIVIENDAS POR ZOHAS
Es una tasa que nos permite pasar de Xa demanda de suelo residencial
a la demanda de viviendas por zonas. Por consiguiente, estas tasas ven-
drán expresadas en número ele viviendas por Ha» Serán las correspondien-
tes a las adoptadas en el cálculo de la "tasa de ocupación del suelo
residencial por zonas"5 clasificadas por zonas y escenarios (Véase el
Cuadro
CUADRO 1 7
STANDARS RESIDENCIALES POR ZONAS Y ESCENARIOS
ZONAS
Vivienda/Ha-
Año 75
Santiago
. Sierras Su
TOS; en Has./íiab.
Año 75
56,5 G.0G6321
46.3 Q.GQ6S45
40.0 0.007143
40.0 0.008333
40.0 0,008333
20.0 0,016666
5,0 0.066666
™ri. S.0 0.068666
Tendencia! e industrialista Ecodesareollo
Año 2J0©0 Año 2.000
Vivienda/fSa. TOSQ Vlvs/Ha.
6 4 ^
64^6
60J>0
50.00
H).OO
60.00
to,oo
10.&B
0.005506
0.004672
G.G05714
O.O0G6S6
0.006B6G
0.006666
0.033333
0.833333
66J5
46.3
4G.0
40.0
40.0
2O,0
10,0
10,0
Q.00832t
0.006545
0.007143
0.008333
0.008333
0.016860
0.066656
0,066666
n propia.
CUADRO 17'
STANDARD 0 E ÜSO RESIDENCIAL POR ZONAS
Habitantes en suelo
urbano
181.6
214.0
Í75.0
150.1)
159.7
3(1.0 ;
30.0
Núm. dehatHEaates
por vivienda
2.8
3.3
3,5
3.D
3.0
3.8
íaiasStirorieñtais
WE; Elaboración propia.
COADRO 18
STANDARDS DE ÜSO DE SUELO INDUSTRIAL EN HA. / EMPUEADO POR DIFERENTES SECTORES
Encuesta
y confección
Pontevedia
0.OD293
Q.Q0474
0.00394
Polígona
Industm!
AUva
0.0257
0.D184
Navarra
0JB55S
0J)1425
0.03291
OOttBi
0.027Í
0.0160
0.0257
0.0154
atracción
0.00170
0.01325 0.00$
* • / .
Propia a partir de fa Encuesta Industrial entre los directores de las «apresas de más de §0 trabadores de
m METRA-SEIS - Economía, CAV( op. c i t , p.58 v 143. Diputación Foral de Navarra,
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0, S03M0DELP DE SERVICIOS
FUMCIOW DE DBIAMBA DE SERVICIOS
y : son los "parámetros o coeficientes de regresión, que proceden
del ajuste estadístico de una función de regresión lineal a los datos
del Cuadro ja. Los datos son fie países de superior grado de desarrollo
al nuestro, que nos indican la senda o desiderátum de nuestra demanda
de servicios.
La función lineal obtenida fue:
SDPQ.K = -747*16+(.2346KPQ.K)
R2 = 0.96
Ni que decir tiene que de los dos coeficientes, el fundamental es
.2346. .;.".:•':.
SERVICIOS POR REGIONES
Los datos proceden del II3E, Explotación del Padrón Municipal de habitan-
tes de 1975 (sin publicar), y figuran en el Cuadro 20.
COSTE DE LA UM1DAD DE SERVICIOS
Hesulta de difícil euantlflcación, además de su distinto valor segün
sea la sosa más o menos urbana. Cuento más tirbana, más alto coste unita-
rio. Como quiera que su cálculo preciso, exigiría una investigación
adicional más allá de nuestras posibilidades, hamos optado por el valor
3° 1.291.000,-pts., según cálculos propios, a partir de las cifras que,
sobre inversión en diferentes sectores y empleos creados (26 )» por pues-
fc° de trabajo y las áreas metropolitanas y i.000.000,-pts. para,, las
áreas restantes, coneicterando tales valores constantes a lo largo del
período de simulación {cifra similar a la obtenida en un trabajo de
- 980 -
i ES UN MULTIPLICADOR PE LAS MECESIDABES^E SERVICIOS
Es una variable instrumental de carácter nvUmnto político. Su objetivo
es la descentralización relativa do los servicios, mejorando a las zonas
peor dotadas y tratando de reequilibrm* las diferencias interregionales
actualmente existentes, tanto en el escenario tendencial « industrialiB-
ta, hemos cupueste que, al ser las fuerzas dominantes 1 « del marcado,
dicho multiplicador es la unidad. Por el contrario, el escenario de
eeodesarrollo minora la dotación de las dotaciones de las tres primeras
regionea y mayara las restantes. E B el pri^r caso, MHSQ - .8645 y,
en el segundo, MTJSQ = 1.3066.
Cuadra 20
Servicios por regiones, ftütt 1975.
I . Eorafia-Ferrol
J I . Viga-Pontevedra
JI3. Santiago
IV. Upe
*. GurenSÉ
VI. Harija Luguesa
VII. Serras Orientáis
VIH. Serpas Surorieatais
87.983
86.677
53.039
?7.087
4S.760
8.745
t.9?0
8.269
FüEIJÍE: Elaboración propia a partir de I.Ü.E., Exp1et.ación
del Padrón tíunicipaí de 1975 [no publicado).
Cuadro 19
Etipleo en servicios y población t o t a l . Cicca 1875. Hiles,
Países Servicies
7
10
2
1
1
1
11
13
125
131
as
.727
.391
.112 .
.094
.36?
,358
.585
.sai
Población
-Ferrol
¥ i fio-Pontevedra
Santiago
Italia
franela
Bélgica
Finlandia
Austria
Dinamarca
Alemania
Inglaterra
Irlanda
675
741
483
55.810
52.910
9.813
4.729
7.520
5,OSO
61.886
55.360
3.085
FUERTE; IMITED 8ATI0NS, Pemographic Yearbook, 1375.
&IT> Ygarhopk qf Labeur S t a t i s t i c s , 1976,
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E. SOBMODELQ DE EMPLEO
PE EMPLEO UNITARIO POR HA. DE CULTIVO
Estas cifras (Cuadro 31} son Xas obtenidas a partir de una encuesta rea-
lizada a nivel de toda España. Dicha encuesta "buscaba conocer las nece-
sidades anuales de mano de obra de unas 2.600 explotaciones, distribui-
das por todo el territorio nacional, representativas por su tamaño y
producciones de loa dos millones y medio de explotaciones censadas en
1972" (28 ). La muestra fija varios estratos de superficie de las explo-
taciones encrestadas. Los estratos establecidas son: 0 a 4,99 Has. de
S.A.0., 5 a 9,99 Has., 10 a 19,99 Has., 50 a 93,99 Has., IQQ a 499,99
Has. y mayores de 500 Has., lo que, conocida la especificidad de loa
sistemas de producción y de la estructura de las explotaciones gallegas
de las que el 74,8$ son menores de 5 Has. (Censo Agrario de España»
1972), resulta ciertamente restrictivo para un estudio adecuado de la
realidad del empleo agrario gallego. Sin embargo, a falta de un trabajo
monográfico más apropiado (zg ), nos hemos decidido a utilizar el sencio-
nado, por medio de dicha encuesta, se estudia la demanda de trabajo
en Galicia mes a mes, se define la necesidad de empleo o demanda de
trabajo como sinónimo de demanda real de mano de obra, es decir, real
en el sentido de no considerar en absoluto ningún tipo de subempleo
o paro encubierto.
En relación a las imágenes prospectivas, a falta de una monografía sobre
ia evolución previsible de la productividad agrícola gallega (puesto
de manifiesto al estudiar los rendiaiientos de los cultivos agrícolas),
se efectuará la hipótesis de que al final del período de simulación
el escenario tendencial dispondrá cíe unas necesidades teóricas de mano
<te obra similares a las que actualmente -tiene el sector agrario español
(Cuadro ai), el escenario industrialista las correspondientes a la de
Francia (
 30 ) &e 1977 (CuadroSí y el de ecodesarrolloJ.as^cifras de
•^  dananda media adsfanrte.o) Galicia ai la actualidad (Cuafro 23). "Sal decSsiói
se
 ha adoptado, de acuerdo con el criterio de que el ultimo escenario
citado tiene una mayor capacidad de retención del empleo agrícola, al
como opcién prioritaria una adecuada explotación de los recursos
naturales de la economía. Para los otros dos escenarios, nos hemos basa-
do en la opinión de los especialistas agrícolas gallegos recientemente
encueetaáos {31 ).
Las cifras vienen expresadas en Ü.Ü.K. {unidad de trabajo hombre). Se
considera que una U.F.H. trabaja 250 días/año; o lo que es lo raísmo,
2.OSO horas/año. A efectos de nuestros cálculos, hemos utilizado aque-
llas tasas correspondientes al período estacional de mayor ttemanda de
trabajo,
las tablas de variación de las tasas anteriores se construyen suponiendo
que tal variación es uniforme año a año hasta alcanzar las cifras co-
rrespondientes al año 2.000. Las variaciones anuales pueden verse en
los Cuadros 2U 2% y., 33.
COEFICIEHTSS TOIOS DE TBABAJQ
Tales coeficientes se obtienen dividiendo el empleo de cada rama produc-
tiva por el valor total de la producción de cada uaa áe ellas, según
se muestra en el Cuadro 24. Sus valores expresan el numero de empleos
necesarios para producir UÍI millón de pesetas de producto del sector
correspondiente, en el ano 1975. Obsérvese que tales coeficientes calcu-
lados en base a los outputs totales de la tabla input-output 1970 de
Galicia en pesetas del 75 son muy superiores (excepto agricultura que,
como se sabe, se ve afectado por las lógicas variaciones de campaña)
a los calculados con las producciones que figuran en BANGO DI BILBAO,
Esnta Nacional de España... Este es un resultado lógico» si se advierte
que en el primer cálculo no se tiene en cuenta el progreso tecnológico
Habido en el período 1970-75 y los correspondientes incrementos de pro-
ductividad (debido a que se mantiene la misma matriz inversa de Leon-
tief).
relación a la evolución temporal de esta fase, se ha supuesto que
511
 si escenario tendencial seguirá una evolución que le permitirá igua-
l
*
r
 e las tasas correspondientes a la España de 1979 al término de la
, segün puede verse en el Cuadro £5 El escenario indistrialista
- 985 -
alcanzará, al final del período de siiwlaél&i, las cifras que dicha
tasa tiene en EusKaái íálava, Suipuzcoa y Vizcaya) en el ano 1977. Y
el escenario de ecodeearrollo se ha optado por el supuesto de que sigue
las pautas del escenario tendencial, ante la dificultad que comporta
una estimación alternativa razonable; de modo que, si se mantiene la
trayectoria y el horizonte del escenario tendencial, podemos analizar
los efectos que sobre el empleo tiene la estructura de la demanda final:
téngase en cuenta que el escenario tendencial, además de aer una proyec-
ci6n corregida fie la situación actual, es un patrón de medida.
Por iSLtlm. en el Cuadro 26 figuren las datos de nuevos empleos indus- '
tóales en el período 1969-75, por sectores y regiones, que han sido
Alisados en un intento de estimación de una función econométrica de
redistribución del empleo industrie! por regiones.
C0ADR0 £ 1
ÍASEÁS 0E VARIACIÓN DE LAS TASAS J>E EMPLEO POR Ha. DE CULTIVO Y CABEZA DE GANADO
ESCENARIO TENDENCIA!,
ms
mi
.2054
.2594
.2164
.2164
.0002
.495}
.2685
2.3S67
,485E
1.0971
,0018
,0013
¿657
.0312
Corona
2000
.0400
,1095
.3127
.1133
.1133
.0002
-6438
327
.2600
.0400
.2735
.0021
.0030
-1165
.0312
anual
.0177
.0037
.0020
,0040
.0040
.0057
.0006
.0818
.0177
.0317
.00001
.00005
.0057
JKÍOO
Lugo
2975 2000 anual
.2126
,5323
.3887
.3217
.3217
.0004
.4464
.2538
2.4461
.2126
.2222
.0018
.0018
.1844
.0447
.0978
.2821
3204
.1684
.1684
.0004
,4464
.2386
.2665
,0600
.0900
.0021
.0030
.0808
.0429
.0044
,0096
.0026
.0059
.0059
.0000
.0052
.0006
.0838
.0076
.0064
.GOOB1
.00005
.0040
.00007
I97S
.1980
.1481
5204
.0980
.0980
,0003
.9597
.2535
2.2147
.1960
.4320
¿JÜ13
.0013
.02654
.0355
Orense
2000
.0902
.0785
5204
.0980
.0980
.0003
1.2480
.2500
.2413
.0600
.1077
.0021
.0030
1.1637
.0355
anua!
.0041
U027
.0000
£000
.0000
.0000
.0112
,0006
.0759
,0070
.0125
.00003
.00006
D34fí
-ODQO
1975
.4378
.5279
.8015
.0742
.0742
.007S
1.2021
J2538
2.3070
.4376
.3012
.0023
.0023
.2656
.0631
Pontevedra
2000
.0358
.1095
«3127
.1133
-.1133
.0002
.6438
5527
2600
.0358
.2735
.0021
.0030
.1165
.0429
anual
.0154
.0161
.0111
.0015
!
.0015 |
.0026 [
.0215
.0000 •
D791
mu i
.0011
.0000
.00003
.005?
.once
.38? .mi
CUADRO 2 2
SABIAS DE VARIACIÓN DE LAS TASAS BE EMPLEO K>R Ha. BE CULTIVO Y CABEZA P E GANADO
ESCENARIO INDUSTRIALISTA
Coraos Lugo Orense Pontevedra
0 7 5 2000 quingueo. 1975 2000 qufnquen. 1975 2800 <juiiiquen. 1975 2000
,2677
5054
,2594
.2164
5164
.0002
.4351
,2685
2.336Í
.2677
B00S
.0018
.0018
,2657
.0312
.0358
.0100
JHOD
,0016
.0016
J0002
.6000
2500
.0300
.0358
,0000
.0180
.0180
.0608
.0100
.0911
.0408
.0498
.0429
.0429
.0002
.0049
,003?
•47*3
.0379
.2014
.0032
.0032
.0411
.0042
.1229
1,5274
.0000
.5361
J5361
.0004
.821B
.2638
.0000
.1229
.5464
wm
.0018
.0471
.0447
.0400
.0106
.0000
.0561
.0561
.0004
.5000
.2200
.0000
.0100
.0554
.0018
.00 T8
.0300
.0100
.0345
.1045
.0758
.0640
\D64G
£002
.0107
..0008
.4832
.0305
.0264
.0032
.0032
.0249
,0069
.2918
5228
.0000
.0000
.QQOQ
.0003
.8481
5535
2.2147
.2918
.0123
.0013
.00Í3
.0000
JQ355
.0400,
.0100
.0000
.0000
.0000
.0303
.5000
.23B3
.0300
.0141
.0100
.0013
.0013
¿JÜOO
.0100
.0312
.0276
.0520
.0192
.0192
.0003
.0918
J0D07
.4369
.0272
.0684
.0033
.0033
.0410
.005
.4376
.5279
J0í5
.0742
.0742
,0079
1.2021
J2538
2.3070
.4370
5012
.0023
.0023
.2656
.0631
.0300
.0100
.0100
.0016
.0016
.0016
.5000
.2500
¿EDO
.0300
.0900
.OQ18
.0018
.0500
JCÍIOO
.0867
.1201
.120!
.0145
.0145
.0012
.1404
.0006
.4554
,0765
.0422
.0031
.0031
.0419
.OÍOS
ración propia a patt&f de M. TRABAJO, OJJ, cit. y A.E.A., 1975.
CUADRO 2 3
TABLAS DE VARIACIÓN DE LAS TASAS PE EMP1EO POK Ha. DE CULTIVO Y CABEZA DE GANADO
ESCENARIO BE ECODESAKKOLfcQ
Conffta
1975 2000 quinquen.
Oreóse Pontevedra
1975 2000 quinqués. 1975 2000 cpiínquot. 1975 2B00
.2677 .2677
.2054 .1574
.2594 .2860
.2164 ,1648
"ássesno .2Í64 .1548
tísfes .0002 .0009
.4951 .5694
.2585 .2610
2.3S67 13222
.3677 .2777
.0000
.0053
.oíos
.0103
.0001
,0149
.00T5
.2127
.0436
¿021
-2fi5? .1911 .0149
J3312 .0000
.2128
5323
«3B87
.3217
.3217
,0004
.4464
.1552
,4072
.3545
.2450
.245D
¿115
.0250
2.4461
.2126
5222
,0018
.0447
.5134
.2519
1.3563
.1363
.1S61
.020
,0021
.1326
.Q43B
.0153
.0153
.0001
.0134
.0004
.0163
.0132
.1960 .1431 .0105
.1481 ,1133 .0070
,3204 .3204 .0000
.0001
,0980 .C
.0003 .0003
.9597 1.1038
.2535 ,2517
2.2T47 1.2280
.1960 ,1280
.4320 .2698
.0013 .020
,0013 ,0021
.2654 .7145
.0355 .0355
.0000
.0002
.0288
£004
.1973
.0136
.0324
.0001
.0002
.4376
.6297
.6015
.0742
.0742
,0070
.2388
.3136
.4B71
.0937
.2538
2.307Ü
.4376
5012
.0023
.0023
,2656
.0631
J229
,2532
1.2835
,2488
5873
.020
.0021
.0398
,0419
,0289
.0039
.0039
.001S
.0558
.0001
.204?
.0530
.0001
.0001
,0149
.0020
QífiDBG 24
ele los coeficientes medios de trabajo por sectores. Galicia 2975
Cuteras
Í3ÍÓR
MMSQ y CXmf.
fl>rc3io y muebl.
prnta y A . G .
ss básicas
«Hálleos
•fCtaas Ptibl.
fclfci, agua y G.
Empleo
(A)
579.747
5.509
32.617
2.850
24.122
15.316
4.202
9.425
12.845
3.440
57.513
89.203
¡ 7.765
337.479
Valor total
•producción
[millones &)
IB)
103.329'35
í.762'64
47,018'OS
1,-605 •09
11,164*16
12.U3'78
4.415f04
H.967'34
4.073'S6
6.959'77 "
29.489*93
26.697'32
7.657*95
127.763*80
Valor total
producción
ífflilloíies g)
(£)
94.221
2.777
48.939
2.145
17.409
14.927
6.470
35.521
7.678
13.420
76.085
57.838
15.971
194.558
Coeficiente
de
trabajo.
íVB)
5.61
3.12
G.G9
1.77
2.16
1.31
0.95
0.52
3.15
0.49
1.95
3.34
1.01
2.64
Coeficiente
trabajo.
(A/CJ
6.153055
J'983795
0'666483
í'328672
íf385605
i'066256
0'649459
0'265336
1*672962
0.256324
0.755905
1.542291
0*486194
1.734593
•^^otación propia a par t i r de B. Bilbao, Kenta nacional de España y su distribuei&i
l9?5, pp> 70-ss y T . I . O . 1970 a precios de 1975.
íl' *t i
•
 r de
 la producción ae las T.I.O. del 70 a precios del 75.
. ÍM tí j .
la predicción estimadas por la publiciacián citada del B. de Bilbao.
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f. SÜBMOBELO g£ CULTIVOS AGRÍCOLAS Y FORESTALES
SUPERFICIES AGRARIAS
Se han obtenido los niveles iniciales o superficies agrarias de los
distintos cultivos en el año 1975 por zonas (Cuadro 22) y se ha seguido
la evolución anual áe dichas superficies en el período 1961-75 {Cuadros
28» 29, 30 y 31) y de repoblaciones forestales por provincias desde
1967-75 {Cuadro 32). Estos últimos cuadros nos han permitido establecer
las tendencias de evolución de las superficies de los cultivos y de
repoblaciones {Guadro 33), necesarias posteriormente para el estableci-
miento Sel escenario tendencia!.
El método aplicado ha sido la proyección del ajuste lineal. En los casos
de series temporales con valores estables, ha bastado con la simple
observación directa de las mísraas sin necesidad de ajuste alguno. En
varias ocasiones se ha depurado algfin dato, con la finalidad de obtener
una correlación adecuada que nos permitiera mantener una tendencia gene-
ral. En general» que ha bastado con la estimación de la tendencia regu-
lar o componente secular de las series, por lo que no fue necesario
anaíizar posibles componentes cíclicos y componentes irregulares; estos
últimos, la mayoría de las veces, producto más que nada de cambios meto-
dológicos en la confección de los Anuarios.
las fuentes utilizadas son las mencionadas al pie de cada cuadro. Con-
vendrá afirmar que hubiese sido deseable, en razón de, una raejor acuraci~
dad en el análisis, un mayor detalle en la distribución de la superficie
agraria; pero, por razones fie simplificación y porque se trata de una
Primera aproxiinacioji a la moéelización del sector agrario gallego, hemos
creído oportuno agregar aquellos cultivas que por su relativa homogenei-
dad permitían un estudio mínimamente sintetizado del problema.
Por
 io demás, debemos aclarar que bajo cada una tíe las rubricas de su-
perficies utiliaadas, incluímos los siguientes cultivos;
-Cereales: trigo, cebada, avena y centeno; excepto el maia que» dada
siento año, se efectúan entre varios cultivos y que, en consecuencia»
es necesario tener en cuenta para un adecuado cálculo de la producción
agí-ícola.
Finalmente, permítasenos advertir que al utilizar los mencionados con-
ceptee de cultivos -sobre todo en el caso de la superficie de forestal
y matorral- nos estamos moviendo conscientemente en un terreno harto
impreciso, pues una vez más las estadísticas oficiales no aciertan a
ceñir con justeza las características específicas de nuestra geografía
agraria. Mas en la medida en que definir es explicar y no poner nom-
bres, convendría tener bien presente que entre la superficie que en
el A.E*A. se denomina superficie forestal existe un solapamiento de
superficies de diverso tipo. El monte es un ente complejo en el que
coexisten especies arbóreas, arbustivas y herbáceas. En funci6n de la
dominancia de uno de estos tres tipos de vegetación tendremos un monte
arbolado, un monte leñoso (matorral) o un pastizal. Obviamente, dada
esta coexistencia, se origina -un solapamiéato continuo de las diferentes
superficies que, solo en caso de clara dominancia de uno de elloe, nos
permite catalogarlo en uno de esos tres tipos. En el caso de Galicia,
tal catalogación es tanto aiás difícil cuanto dicha dominancia es poco
frecuente. No se nos escapa que a la hora de elaborar un Anuario Esta-
dístico es preciso cifrar las distintas superficies, aunque nos condusca
a ciertas ficciones tanto iaás acusadas cuanto que la metodología de
confección utilizada no reúne el rigor debido.
AGRARIA PE THANSFORMAG1QH DE CULTIVOS
variable viene definida exógenamente y se expresa por medio de
las tablas de loa Cuadros '34,36 y 36, que indican el volumen de Has. anua-
les transformadas áe cada cultivo y "en cada una de las regiones, a lo
largo del período de simulación. Obviamente» ciada la naturaiena de la
álable
 t los valores que adopta dependen de la iaiagen prospectiva simu-
lada. Se han fijado previa consulta y discusión con técnicos del Minis-
terio- de Agricultura (32).
"costes unitario© de explotación de los cultivos de vid» prados,
cereales, forrajes," forestal* maiz, patatas' y huerta-frutal es», respec-
tivamente, fío se Incluye el coste de cultivo de las leguminosas, por
considerar que por ser un cultivo asociado se incurriría en una duplici-
dad contable. Su obtención fue sumamente dificultosa, pues así cono
para los precios agrícolas se dispone de datos estadísticos oficiales
correspondientes al mercado interior, no sucede lo raSsmo para los costes
de producción. Además, dada su gran variabilidad de «na región a otra,
tsrnpoco nos ha sido posible la aplicación a Galicia de datos procedentes
de otras regiones. Por consiguiente, y dada la inexistencia de un estu-
dia monográfico sobre el -tema, teníamos dos opciones: el cálculo directo
de los costes o, en defectos áe éstos, establecer la hipótesis de que
existe una relación constante entre los precios de los productos culti-
vados y los coates tie explotación a lo largo del período de simulación
(33}* Después de una detenida consulta a los técnicos del Ministerio
de Agricultura (División Regional de Galicia del Servicio de Extensión
Agraria, IflYDA e ICONA) hemos seguido la primera opción, cuyos resulta-
dos se muestran en el Cuadro 37.
COSTES DE TRANSFGBMftGIOH
Costes de transformación de matorral a prados y "coste de repoblación
forestal". Los valores son los del Cuadro 3B, y se suponen constantes
a todo lo largo del período de simulación { 34}. Se expresan los costes
según los sistemas de transformación seguidos de "laboreo coispleto",
<3e "mínimo laboreo11 y "sin laboreo" (35 J. El coste de repoblación se
ha obtenido por consulta a la Delegación Provincial de A Coruña deX
2CONA. Se ha elegido en cada caso el coste máximo de la transformación.
«a este caso, también hubo que elegir ante un doble camino: uno, homoge-
ksizar la producción física de todos los cultivos en una misma unidad
0
 'unidad cereal" (equivalente al quintal métrico de cereales) o calcu-
ar
 los QJB, de producción áe cada cultivo por Ha. y horaogeneizar poste-
omente ias producciones al multiplicarlas por los precios respecti™
Os
* Esta segunda opción es la que se ha seguido» Sobre los rendimientos
de los pinos y eucaliptus se han consultado
zados en Galicia, (sg); si Sien, los valores
~" •'MIS Cífr*
y frondosas son cifras medias representativas de tod
(Cuadro ). De igual modo se ha hecho con los forrajes
rales y permanentes ( 3?). Los valores de los PeneíimíeatQ
son fijados» en el caso del escenario tendencia!, previr
de la serie 1970-79. Los valores correspondientes a los
narios, industrialista y de ecodSEarrollo, se establece
cuenta la naturaleza de cada escenario simulado; asi coran
de los expertos sobre la posible evolución de la econoaía
ta de manifiesto en un reciente análisis tipo Delphi {&g)
tos de rendimientos van acompañados de las operaciones d
fertilización» etc. En términos cuantitativos, se supone Que
narios alcanzarán en el año 2.000 los rendimientos medios
la GEE. Los resultados obtenidos son los que se muestran er
39 y 40. Adviértase que tales cifras sólo pueden ser
indicativo, dado el nivel de agregación de los
Un mayor nivel de exactitud en el cálculo requeriría el estudio
rizado de cada uno de los diferentes cultivos.
PRODUCCIÓN FIPiftL
El cálculo de las producciones finales se ha hecho previa estimada
de los coeficientes de reempleo que, por razones de sencillez opérate
se han considerado constantes a lo largo del período de simulaciá
Los resultados pueden verse en el Cuadro 41.
PRECIOS
Los precios utilizados son los denominados "precios percibidos por le
agricultores" de los diferentes cultives {Véase el Cuadro ). Kpm
de las dificultades de orden metodológico, por razonas de seneük
operativa, en los casos de los cereales, hortalizas, frutas y mate,
al ser rúbricas constituidas por varios productos diferentes, se fe*
utilizado los precios medios. Las producciones finales vendrán exprs^
das a precios constantes del año 1975, debido a la dificultad i!
- 097 -
de estÍEiiaci6n de la evolución ele los precios agrarios, lo que, por otra
parte, no deja de tener interés al poder efectuar directamente una eva-
luación de sus variaciones, sin necesidad de recurrir a la deflactación
de los datos.
S03SECTQR FORESTAL
Finalmente, ee considera que las existencias de coniferas (EXCOQ) y
frondosas (EXFOQ) son constantes. Sus valoree son los del Cuadro 43 .
Los turnos de corta úe arabas especies {TüCCO,TüCFO} son, asimismo, con-
siderados constantes. Los valores son TüGCO = 27,5 y TUCFO = 16 (39).
Los parámetros relativos al crecintiento anual maderable de las existen-
cias son iguales a 2 en el escenario de eeodesarrolio. Pero
 t debido
a los efectos dañinos de los incendios, sus valores, según los expertos
forestales (M>), parece prudente considerarlos iguales a 3.
ESCEHABIOS
Para el ests&leciinienta del escenario tendencia! se ha partido de la
evolución anual de las superficies de los diferentes cultivos, se ha
seguido el método de proyección del ajuste lineal, pues era el que mejor
se adaptaba a la evolución temporal de muchas de las series. En general,
todos los valores del escenario (tasas, niveles iniciales, constantes,
e
*c.J se han establecido a partir de las tendencias observadas en el
pasado (en un período suficientemente dilatado, en general superior
a una década) y sin consideración específica alguna de tipo volunta-
rista.
El escenario industrialista vendrá caracterizado por la reestructuración
áel escenario teñdencial -basado fundamentalmente en una política nega-
tiva de repoblación forestal, en,el fomento de la carne de añojo» en
ia
 ganadería sin tierra y,ea consecuencia, en la gravosa importación
5
 los inputs de materias primas, maiz y soja, necesarias para la fabri-
cación de piensos- en el sentido» dadas las exigencias del mercado exte-
n w ÍCEE), de un mayor apoyo a la ganadería extensiva y de las trans-
formaciones pertinentes de su base territorial.- ' .
¡M elaboración del1 escenario fie ecodesarrollo se ha hecho de acuerdo
con los criterios siguientes:
-Sustitución de los factores de producción de origen industrial(pien-
sos) por los de renovacíóíi natural. Esta premisa es tanto más importante
cuanto que uíi componente fundamental de la crisis económica actual es
la creciente factura de los costos de producción.
-Como consecuencia del punto anterior, debe iniciarse una amplia
transformación del monte raso (matorrales y tojales) en pastos y ssejora
o regeneración de los prados permanentes, como instrumentes claves de
potenciación ganadera, sin olvidar, la mejora substancial en las condi-
ciones sanitarias y otras de explotación del ganado.
--Redefinición de tina política de repoblación forestal, en base a
especies no exclusivamente esquilmantes; por consiguiente, habrá que
distinguir entre las inversiones a corto y medio plazo (repoblación
controlada de pinos y eucalipos) y las inversiones a largo plazo en
especies de crecimiento lento (árboles nobles, robles, castaños, avella-
nos y otras especies necesarias para el desarrollo de la industria del
mueble* tales como el chopo, aliso y abedul). La industria del mueble
tiene abiertas sus posibilidades, si tenemos en cuenta el abastecimiento
cíe tableros aglomerados producidos en la propia región {que hoy se están
exportando, perdiendo* por tanto, valor añadido), la actual insuficien-
cia de la producción para hacer frente a la demanda de consto interior
(creciente a incrementos «de renta) y el relativamente bajo requerimiento
de inversión por puesto de trabajo.
-Potenciación áe la producción hortofrutícala yi en general, de los
Productos relativos a la alimentación humana.
-Integración agro-industrial, tanto hacia adelante como hacia atrás»
3ue permita de alguna manera vencer la acusada desarticulación sectorial
actual interna de un mayor valor añadido.
, el ritmo de las transforme iones vendrá determinado
i*01" la capacidad previsible de evolución de la dem-antia de consumo y
61
 respeto de las constantes de conservación del medio ambiente.
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41.020
47.250
779
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27.500
1.090
--
17.745
5.800
30.990
20.660
62-63
42.000
41.315
47.250
78S
5.275
27.500,:
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--
17.745
5.800
30*990
20.660
65-66
40.500
50.584
63,000
779
5.212
27.500
1.200
-
16.790
9.600
33.000
.
.22.000-.-!
66-67
36.500
50.884
63.000
756
5.060
27.500
1.233
--
16.791
9.425
33,000
22.000
67-68
39.000
51.984
63.000
467
3.124
27.5€0
1.233
221.917
271,983
13.770
9.97S
33.000
22-000
68-69
37.500
50.934
63.000
759
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27.800
1.233
221.917
270.583
16.700
-
13.265
•33.000
22.000
69-70
36.000
50.024
63.500
753
5.042
28.200
2,024
223.617
270.583
16.800
13.240
33.000
22.0Q0
70-71
36.024
50.254
S9.350
396
2.64?
32,540
1,400
225.464
268.836
62.660
16.590
33.000
22.000
71-72
29.120
50.254
69.300
418
2.796
32.780
1.233
224,300
270.000
SO.698
16.430
-•
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62.500
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32.898
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27.350
52.151
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3.387
32.671
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33.000
22.000
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33
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.395
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.233
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3
2
E
v
olució
n
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e
 
la
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r
e
p
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r
 
p
r
o
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P
e
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o
 
1967-75
A
 Corufí
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L
u
g
o
o
u
r
e
n
s
e
P
o
n
t
e
v
edr
a
T
O
T
A
L
1967
2.097
1.080
2.809
2.G0O
0.586
19G8
1.950
1.460
2.159
1.772
8.3431
1969
1.881
1.421
2,058
1,930
7
,290
1970
1.727
1.804
2.240
3.404
9.17S
1971
1*519
1.860
1.578
3.366
8.323
"
•
"
1973
1,827
2.417
1.602
2.921
8.767
1973
1.110
1.23S
1.001
1.618
4.965
1974
1.898
1.316
1.766
2.781
7.771
1375
1,619
-
2,391
1.075
1.876
6.961
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CUADRO
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FU
N
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N
ES
 OBTENIDAS
 D
E
 LA
 EVOLUCIÓ
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 CU
LTIV
O
S
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 SERIES
 196Í
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CO
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N
A
V
 
113689.2
 
-1158.9
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Forrajes
H
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Viñad
o
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M
atorral
Legum
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 artificíales
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 d
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 d
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 0.18
y
 
20346.9
 
•
 223.1
 x
R
 0S
1
O
bservació
n
 directa
 da
 la
 serle
O
bservació
n
 directo
 d
e
 la
 serie
O
bservació
n
 directa
 d
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 d
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A
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.
 ESCEN
A
RIO
 TEN
D
EN
CIA
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Coruña-Ferrol
 
18.9/114
 
U
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"
 19/38
 
7,9
 
9,8
II
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Eit
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0.5
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21.6
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 17.3
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V
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V
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V
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 22.7
B.0/48.1
 
6
11.6/69.9
 
8.7
3.7/22.4
 
2J8
0.6/3.5
 
0.4
1.0/5.8
 
0.7
7.6
 
30.3/60.6
 
4.7
 
11.S
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'
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¿
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82.3
 
0
 
2Q.7
 
53.4
 
26.7
 
*
 26.71
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0
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145.7
 
145.7
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2.9
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9.6
 
16¿
 
4.8
 
5.2
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124.4
 
0
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233.1
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1
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2
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16.5
 
2Í
 
59
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25.9
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 59.6
 1470.8
 1570.7
 
349.7
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262
 
848
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if CUADRO 3 7
COSTES MEMOS BE EXPLOTACIÓN DE DIFERENTES CULTIVOS. PTS/HA/AÑO. 1975
Viñedo . . . . . . . . . . . . . . . . . . . . . . . . 52.198
Praderas temporales.., 15.659
Praderas permanentes . . . , » . . . . * „ . , 8.242
Pastizales, . . „ . , . , 8.24?
Cereales 13.187
Forrajes. , . 16.484
Forestal . 32.099
Maíz 15.522
Patatas 27.802
Hortatizas 10589
Frutales . . . 82.418
Leguminosas. 15522
j&HHE Elaboración propia a partir de los datos ofrecidos por el S .EA CENTRO flEGIONAL, Santiago de Composteta, 1980 y
I&SAC10N PBOVINCIAL DE iCONA. La Corana, Í980. Los piedos calculados an 1980 se han defíactado aS nivel del írilice
\&tón correspondientes ai año 1975.
CUADRO 3 8
C0SÍESDE TRANSFORMACIÓN DEL MONTE EN PRADOS POK DIFERENTES SISTEMAS. PTS/HA. ABO 1975
Laboreo completo,
Mínimo laboreo
Sin laboreo.
38.338
15.744
13.456
CUADRO 14
TASAS DE RENDIMIENTO BE LAS SUPERFICIES BE CONIFERAS ¥ FRONDOSAS
H i S
*
Existencias ExÍEteotías Gsdmíeiito
ftondosas anual maderable lflmiaIMaderable I«aHa.
 p o r i f c u
m3.cc
F * 365,753 18,998.082 6.644.148
184.956 7.120,018 8.33S.G49
125.383 a0S5.0D9 4,639,386
55,868 11.754.364 5.22ZT94
43Q.861 45.957.471 24.841.fi77
3.083.152
1312.197
U16.788
1.721 JB60
1-233.425
601.448
272.873
554,19?:
2.661 J943!
46.4 í
51.8
96.4
6S.8
INVENTARÍO FOÜESTALNACÍONALO&72-74J.
fis
 fes existencias y las tasas de crecimiento maderable 3 nivel pravineía
n.6
8.5
7.8
13.9
70.5
18.1
3.2
2,2
9.9
6.2
CUADRO
VBU&ENÍ9S
 ACTüALES Y EN EL ASO 2009 EK «fcfl / Ha. POR CULTIVOS V PROVINCIAS.
14.0
248.7
455.0
262.5
109.1
45.2
227.5
S3.6
37.4
21.9
131.0
11,6
19.Í
S£
13.5
Corúas
2000
14.0
314.6
539.9
347.1
37S.5
10D.1
278,0
137.8
62.5
35.8
201,0
11.6
19.1
6.6
135
anual
0
2.64
3.40
3.38
10.82
220
2.02
2.17
0.60
0.56
2.80
. 0.00
O.00
0.12
aoo
197$
14.5
251.2
375.0
275.0
231.1
54.7
218.7
B4,2
67.9
19.4
1195
8.5
3.2
2.7
25.0
Lugo
2080
14.5
3155
444.9
383.7
56S.t
121.1
2672
893
73.9
35.8
195.2
8.5
3.2
6.5
25.0
anual
0
2.59
2.80
3J5
11.48
2.66
1.94
1.40
0.00
0.66
3.02
O.0Q
aoo
0.15
0.00
075
12.7
18D.6
265.D
2255
281.1
135
177,5
5S.3
54.3
17.8
119,3
7.8
2.2
3.5
22.5
Orense
200©
12,7
285.6
3144
267.S
568.1 -:
295
225.6
96.1
61.7
35.B
195,2
7.8
2.2
8.5
22.5
anual
0
3.80
1.98
2.90
11.48
0.64
1.92
1.51
0.3Ü
0.72
3.04
0.OB
0.00
0J2
0.00
1
1975
14J5
261.0
442.0
350.0
231.7
41.2
258.3
108.8
44,3
325
2504
13.9
3.9
S.8
13.5
2000
R 5
32GJ8
5334
463,0
543.0
91.1
278,0
179.4
52.5
45.1
271.0
13.9
9.9
6.5
135
ra
anual
0
2.39
3.BB
4.52
12.45
2J00
0.79
2.82
0.31
0.49
0.82
€.00
0.00
6,19
0.00
| "c. ci^ oraaon propia a partir del A.EA, (varias moni y C.C.E,, La simatfan de ragriculiure dans k Coranninirtt Rapport
i se ha hecho p a r a ^ Q¿SQ ^ I cultivo tfe la cebona.
, ™»i£K¡ amsiderados han sEdo ía manzana, ía pera y el mekwatón qus, como se sabe# representan fa mayor paríe de la
CUA0RO .'40
RENDIMIENTOS ACTUALES V EN EL AÑO 2000 EN OJtf- / HA. POK CULTIVOS Y PROVINCIAS.
ESCENARIO INDUSTRIALISTA ¥ ESCENARIO BE EC001SARROU.O
Corana Lag^
3975 2000 quinqué», 1975 2003 quínqu.
anual
1975 2000 amad
Pontevedra
1975 2900
•F-«B»
14XJ 4í ,4
248.7 380J6
455.D 624.8
262.5 431.8
109.1 650.0
45.2 154.0
227,5 321.4
83J 192.1
374 6lJ
21.9 45.1
13! jQ 271,0
11.6 13.9
19.1 19.1
3.6 6.5
13.5 13.5
5,48
33.38
33.96
33,86
108.2
21.94
1S.78
21J
4.86
4.64
28.
046
0.12
0.00
14.5
251.2
375JQ
275.0
28Í.1
" 54J
21E.7
54.2
67.9
19.4
119.5
8.5
3.2
2.7
538
380.6 25.88
5t4.9 27.98
452.4 35.43
855,0 114.78
187.5 26.56
309.0 18.06
124.5 14,06
77-1 1,84
45.1 5.14
271.0 30.3
10.2 B.34
6.4 0.64
6.5 0.76
25. 0.00
12.7
190.6
265.0
225.0
281.1
13.2
177.5
58.3
54.3
17.8
119.3
7.B
2.2
3,5
225
41.4
380.6
363.8
370.1
855.0
45.2
250.8
134.0
61.7
45.1
271,0
9.3
6.4
6.S
22.5
5.74
30.00
18.76
29.02
114.73
6.4
14.66
15,14
1-48
5>I6
30,34
0.84
0.6
0.00
14.5
261.0
442.0
350.0
231,7
41,2
258*3
108,8
44,8
32.9
2S0.4
13.9
8.9
41.4
3S0.6
624.8
576.0
140.9
250,0
61J
271.0
UM
538
23.92
36.56
455
213
28,24
4.12
0.00
0.92
0.94
13.S 13.5
n propk a partir del A,E.A. fearfos años) y C.C.E, op. cft.f p.382.
TASAS I>E BEEMPtEO POR CÜlTlVOS
Patatas , , 0.19
Hortalizas - , . . . , . , , 0.05
f r u t a l e s . . . . . . , . . . . . . . . . . , , . , « 0,03
Cereales 058
Leguminosas
 T . . . 0#6
Viñedo 0.00
Forestal . . . . . . . . . . , . . , , 0.14 (1)
. ElaEssaclénprcpta a partir de M. da AGRICULTURA, Cuentas del Sector agrario núm. 4. Madrid. 1979, p.p. 19B-2D2
¡«SE de cálculo del moctefo no se ha utiiízaíío h t a ^ de teerMeo forestal en el prepio sector t 0,tHJ26í, pwssm <pe eí
i desffiio de dicho reempleo —el del subsector ganadero- ya se descuerna ai efectuar el cálcuío de la alimentación snímaí,
teieempleo meoclonada & tsn exigua que, lógicamente, ss ha optado por despreciarla.
OIADSO H2
SRSClOSPEfeOMDOS POR IOS AGRKmTGRES iPOR PBODUCTO&. P£5KTA$ POR KG. Año 1975
C e r e a l e s . . . . . . . . . . . . . . . . , , , , , . . . , , . . 9,0í
M&izgrano. , 9.47
, 37.24
7.43
, , , ,
 T 1352
s(I j , . 61.76
MENSUAL DE ESTAOIST1CA AGRARIA. DIC. 1976 y ANUARIO 0E ESTA0ISTICA
«io media "m cargadero", expresado en ptaü/m3.
CUADRO ;43
FEXCQ(1»
2 8 1 7
 2.55!
 1 5 B 4
5.984 S ' 4
8
 « " • 2974
 1 B B f l
9
'•58» 99,3
3.309
33.2
 J > 1 7 3
1,506
7fi
1
-
8
» 1t4.9
ion propia a partir efe! A.E.A., 1975 y el Cuadro 1 .
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G. S0BM0DEL0 DE PRODUCCIÓN 6AHADESA •
AUMENTACIÓN GATOERA
la. alimentación del ganado bovino la medimos en unidades alimenticias
de consumo en forma de forraje y peso vivo mantenido por cada ü.G.M.
y BU cabafía; es decir, no solo se tiene en cuenta la cabalé de vacas
madres, sino también las terneras, los terneros y las novillas de las
explotaciones. Para el cálculo del consumo forrajero total se ha elabo-
rado el Cuadro 44 . El valor 0,94 se ha calculado teniendo en cuenta
que una U.G.M. equivale a una vaca madre cuando ésta produce 3.000 li-
tros de leche al año. En otro caso, -como reconocen los diferentes tra-
tadistas en le materia-, ha de tenerse en cuenta la producción lechera
sumando (o restando). 0.06 U.G.M, por cada 500 kgs. de leche por encima
(o por debajo) de 3.000 kgs. El primer caso es el que corresponde a
una vaca de ordeño medía de Galicia (Véase el Cuadro 44 ) ¡ lo que no
quiere decir que no haya vacas (las Frisonas) que alcanzan rendimientos
superiores. Pero estamos, a efectos de facilidad de cálculo» utilizando
cifras aedias. Por lo demás» se supone un coeficiente de reposición
del 20% (0,2)* Finalmente, el peso vivo mantenido total es 675 kgs.,
aunque en algunos estudios se utilizan 1,000 fcgs.; en cualquier caso,
dicho peso depende de la política ganadera vigesnte,
-CCVMG, CCrBG, CCTEG y CCAG: Coeficientes de equivalencia de Jas U.G.M.
en reses vacas madres, terneras de recría, terneros de engorde y añojos,
respectivamente. Dichos coeficientes son calculados en el Cuadro
^ , -segunda columna-, a partir de valores calculados en el Cuadro
anterior. Adviértase que las cifras reseñadas son solamente aproxi-
mabas. Un cálculo roas preciso hubiese exigido una mayor minuciosidad
<3e cálculo que aquí -por la naturaleza de nuestro trabajo- no es necesa-
rio
CU©ir, CUGME y CVMGA: Coficíentes de equivalencia del total
d« Ü.G.M. en tf.G.M. en sus diferentes forreas de vacas maáre, terneras
de recría, terneros de engorde y añojos o novillas. Sus valores son
los de la primera columna del Cuadro 45 anterior-
-CRE: Coeficiente de reposición. Hemos comenzado utilizando el valor
0,2; esto es, anualmente ee repone el 20% de la cabana de vacas madres.
Este valor es el adoptado hsbitualmente en sus trabajos por organismos
del H. de Agricultura come? el Servicio de Extensión Agraria. De todos
modos» no parece que haya unanimidad en el coeficiente a utilizar. Así»
en otros trabajos encontramos valores de 0,10 y 0,12, segSn sea ganado
para carne o para leche £en el primer caso se considera una vida útil
para el animal de 10 años y, en el segundo, de 8) (4Z). Por lo tanto,
nos hemos visto obligados a efectuar una estimación razonable de dicho
coeficiente. Pues bien» si CHE = .2 la cabana de vacas madre de Galicia
en el año 1975 ascendería a 639-906 reses {=582.606¡vacas madres+121,000
¡terneras de reposición-56.350:sacrificios de mayor-?.350:sacrificios
de menor); pero, en realidad, segün las cifras del A.S.A. de 1975* solo
alcanza a 605,352. En consecuenciat utilizando las siguientes ecuaciones
del submodelo bovino;
CVHQ.K=CVMPG.K+CTEVG-K-STG1G. K
STG1G. £=STMAG,K+STKE-G
podemos deducir Que la CTEVG.1975=86.446 (532.606-56.350-7.350=518.906;
605.352-518.906=86.446); así pues, CR£,1975=86.446/605.352=.1428^14.28%,
que parece ser un coeficiente más rasonable de la reposición de nuestra
cabana ganadera.
Finalmente, las hipótesis que sustentan la variabilidad del coeficiente
de reposición serían:
-En el escenario tendencial, dicho coeficiente alcanzará al final
del período de simulación la cifra del 18S£.
en loe escenarios industrialista y de ecodesarrollo el
Coeficiente de fertilidad. Debido & las deficientes condiciones
sanitarias Se la cabana reproductora gallega, su coeficiente de fertili-
* d es bajo, por lo que se considera que es susceptible de increteentar-
se
* al final del, período de simulación, a un 0,85 en el escenario de
ecodesarrollo, 0,80 en el industrialista y 0r75 en el tendencial. Véase
ei Cuadro 46 , donde se muestran los valores de dicho coeficiente para
las provincias gallegas y otras regiones españolas.
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-TEXTS, TASTE: Tasas o fracciones de exportaciones y cte sacrificios
de terneras, respectivamente. Se ha hecho la hipótesis, perfectamente
contrastable {¿35* de que dichas tasas son constantes debido a que la
gran Mayoría de las exportaciones y sacrificios son sufridos por terne-
rae de dos y siete meses y medio, respectivamente. Así» pues, ÍEXTE=
=10/12=0.38 y TABTE=4.5/X2=0.375.
-EXTEG: Exportaciones de terneras de recría de Galicia. Esta variable
sigue tina tendencia creciente* como se puede observar en el Cuadro
47» cuyas cifras se han obtenido multiplicando por 0,95 el ganado del
mismo tipo que ha concurrido al mercado anualmente, obteniendo así el
ganado de recría contratado; obtenida esta ultima cifra se ha multipli-
cado la misma por 0,90 para obtener las terneras de recría exportada-
dae { 44 ). No se consideran otros tipos de exportación de vacuno por
ser el mencionado el más significativo, siendo los restantes práctica-
mente despreciables, seg&n estimaciones de la Gerencia del M.M.C.S.C.
(45), se considera que, para el año 1978, la cifra correspondiente del
Cuadro47 , representa el 875S del total de exportaciones fie Galicia; es
decir, el 13% restante se exporta a través de otros mercados, como Lugo,
Ourense» etc. Si suponemos -lo que no deja de ser aventurado dada la
creciente importancia que ha tenido el S.N.G.S.C.- que esos porcentajes
de exportación se mantuvieron durante el período estudiado, se obtiene
el total de exportaciones Se terneros de recría que se muestra en la
segunda columna del Cuadro 47. Loa valores de la función TABLE de esta
variable se calculan, para el escenario tendencial e industrialista,
^justando una función lineal a la serie 1968-79 por el método de regre-
sión simple. La función ajustada ha sido EXTEG=-6?4.135,6-U0044»eiOTE;
2
R=0(98, El escenario d§ ecodesarrollo prevé que no hay exportaciones
áe terneros de recría.
de rsessEL sacrificados en Galicia. Supondremos que en el escenario
tendencial -en los escenarios industrialista y de ecodesarrollo sufre
fuertes incrementos- tal variable sigue, teniendo en cuenta el carácter
de largo plazo de nuestro modelo»y?a pesar de la tendencia estable que
se
 Vierte en el Cuadro 48, una evolucifin progresiva -aunque tími&a-
a la registrada a nivel de España* .
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-TSTE, TSAN, TBm,- TSMA: Tasas de sacrificios de terneras, añojo, menor
y mayor, respectivamente. Dichas tasas adoptan -para el CSBQ de Galicia
y España- los valores del Cuadro 49- Las hipótesis retenidas son:
-El escenario tendencial seguirá un tímida evolución de reducción
relativa de los sacrificios de terneros e incremento de los de añojos,
a tenor de las cifras adoptadas en el Cuadróse.
-El escenario industrialista alcanzará al final del período de simu-
lación las actuales tasas de Catalunya.
-En el escenario de ecodesarrolloj se supone que al final del período
de simulación se alcanza la estructura de sacrificios existente actual-
mente en España.
-RUL8: Bendiñiiento anual de leche por vaca. En primer lugar, hemos cal-
culado -con objeto de parangonar nuestros rendimientos con los = de otros
países- un rendimiento medio de nuestras vacas de ordeño (Véase el Cua-
dro 50j primera columna). Iffo obstante, es menester afirmar que dicha
cifra es más ficticia que real, habida cuenta de la gran disparidad
de rendimientos existente entre los animales especializados en la pro-
ducción de leche y los restantes. En consecuencia, y dado que tales
rendimientos no figuran ni pueden deducirse de las cifras ofrecidas
por los Anuarios de Estadística Agraria, hemos consultado directamente
a ANFI (Asociación Nacional de Frisonas Españolas) en su sede áe Santia-
go de Cowpostela y al Centro Regional del Servicio de Extensión Agraria
í&* de Agricultura). Finalmente, previ® discusión de las cifras, ae
&a adoptado un rendimiento de 3.200 litros/cabeza y año para las vacas
aptitud leche. Esta cifra es a su vea un rendimiento medio: las explota»
clones consultadas por ANFI, sin duda modélicas, alcanzan rendieientos
3e 4.50G litros/año y las del 5.E.A. varían en un amplío intervalo de
2.500 Htros/afío a S.500. Ahora bien» dado el deteriorado estado actual
*fel ganetío Frisón en .Galicia (cruces inadecuados, deficiencias sanita-
rias, ete*)( la cifra adoptada pueáe ser considerada como representativa
«el conjunto. Por lo demás» 3La evolución de dichos rendimientos» a lo
o del período de simulación, se ha fijado suponiendo que en el año
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2.000 la cabana frisona alcanza una media dé 4.500 litros/calesa y año,
en loa escenarios industrialista y de ecodesarrollo( y 4,000 litros/ca-
beza y año en el escenario tendencial.
Por otra parte, aplicando el rendimiento anterior -3.200 litros/año-
del ganado frison a los volúmenes anuales de producción. lechera» se
ha calculado la cifra de rendimiento del ganado aptitud carne que lia
dado coso resultado 1.718 litros /cabeza y ano (%'~- —^- ~ - - - ) . Su
evolución seguirá una senda uniformemente ascendente, de tal modo que,
en el año 2.000, el escenario tencJencial presentará un rendimiento medio
de 2.200 litros/cabeza y año, el escenario industrialista, 2-500 litros/
cabeza y año» y el escenario de ecodesarrollo, 2,700 litros/cabeza y
año.
-PGMTE, POSAS, PCKME, POSMA: Peso canal medio de la ternera, añojo»
menor y mayor sacrificados. La simulación se efectuará sobre la base
de las hipótesis siguientes: el escenario tendencial evolucionará según
la tendencia media de España y, los escenarios industrialista y de eco-
desarrollo, seguirán las pautas c&urope&s . Véase el Cuadro SE*
-TREL: Beempleo de leche en la propia explotación. Supondremos que se-
guirá la tendencia descendente actual a lo largo del periodo de simula-
ci6n; se parte, de un valor alrededor del 13% de la producción total
de leche, porcentaje que corresponde al consumo de leche por las crías
en 1975 {Véase A.E-A, 1975, 1976} hasta reducirse a cero a partir de
1993. Se mantendrá igual en los tres escenarios.
-Precio unitario medio de la leche, de laa diferentes clases de carne
y de las terneras exportadas. Son los denominados" precios percibidos
Por el agricultor". Sus valores pueden -verse en el Cuadro 52 , donde
también se muestra el precio "pagado" por los piensos compuestos (PPC),
de vacas laadres aptitud leche y de vacas madres aptitud carne.
La evolución de ambos tipos de reses puede observarse en el Cuadro
s3, donde fácilmente se aprecia el sif^iificativo incremento experimenta-
üo
 en los ultimas años por las vacas de aptitud leche (Frisortaa);,--—
^e del año X975 al 1980 pasan de representar un 22,QO% de la cabana
<& vacas madre© a representar el 39.:
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-Consumo ¿fe pi ensos: Consumo de piensos por cabeza de vacas de ordeño
aptitud leche, de vacas de ordefto aptitud carne» de terneros de engorde,
de terneras para vida y del añojo (46), respectivamente. Huestros prime-
ros cálculos fueron orientados a evaluar el consumo por cabeza de vacuno
y año (Véase el Cuadro 54 3. Sin embargo, dicha cifra no es aceptable
como medida representativa, pues como es sabido el consumo de piensos
del ganado vacuno está relacionado con su nivel de i entumientes en leche
producida y éstos son muy dispares por razas ("--- -•- *---"^  ), Ade-
más, dicho consumo depende también de la edad de la res.
Así, pues, teniendo en cuenta tales factores, se ha elaborado el Cua-
dro 55 , que procede nuevamente de la rica experiencia del S.E.A. del
fóa. de Agricultura.
-CEL: Coste de estabulación libre. Según las fuentes consultadas(4?}
-que distinguen la "estabulación trabada" de la "estabulación libre"-
los costes de estabulación están constituidos por los relativos a la
elaboración del proyecto de edifícaciÓB., establo, fosa de purines, si-
los, henil y galpones. Se ha elegido la "estabulación libre" por sus
ventajas relativas frente a la "trabada" y, además, por ser la que im-
pulsa la Agencia de Desarrolló Ganadero de Galicia. la tasa CEL es el
coate que -por el concepto Se estabulación- implica cada Ha- transforma-
da. Debe advertirse, por lo demás, que en las cifras del Cuadro 56 ,
-por dificultades de cuantificaeión- no se han tenido en cuenta los
costes relativos a veterinaria, medicamentos, inseminación, seguros,
etc. Por supuesto, una evaluación exacta hubiera exigido B U incorpora-
ción, pero -corso ya se ha dicho en otro lugar- nuestro objetivo se
*s a «na valoración general e indicativa.
Eaadrc 44
de unidades forraje y pese vivo mantenido ¿e ana ÍÍ.G.M. y su cabafia (*)
Cabana
Vacia madre
Ternera
ternero (cebo)
(¡ovilla
Cabana en
u.s.MO
0.2 x 0.35
0.6 K 0,35* •
0.2 x B.65
Total At
tf.G.H,
0.94
Q.07
0.21
0.13
Consumo de
li.f.
2.820
210
630
390
Peso viso
íiantenide
*i?G
35
105
35
TOTAL 1.35' 4.QS0 ÍS) 675
FUERTE: Llaboración propíft a p a r t i r de (1) CRUEL, Si., op. c i t . , pp. 55 { 2 ) . flornialiiente,
se cemsídera una vaca madre i gua l a 1 U.G.KL; en Í E E case e l t o t a l de U.ü. t i . ser ía 1.41
(3) . Teniendo en cuenta ]a observación an te r i o r , e l consuno de U.F. ser ía 4,230 ( 4 ) .
Si opéralos con an coe f i c ien te de f e r t i l i d a d igua l a 9.64, íá"s rea l (Víase Cuadre 3 } ,
tendremos 0,44 x G.35 = 0. Í54 O.S.H., 462 U.F. y 77 icgs. de peso v ivo santef t ida.
{*} La equivalencia para animales que permanecen senos de doce «eses ert l a explotac ión
(caso de l as exportaciones de terneras de rec r í a de Ga l i c i a y l os s a c r i f i c i o s de terr ieres)
SOB: terneros de hasta t r e s ffeses 0.10 ü.S.H, y de t res meses a un año Q.21 13.6,B.
Cuadre 4 5
CoeHcient&s
Cabana
Vaca madre
Ternera
Ternero (cebo)
•ovilla
TOTAL
de cgüvers ión de l a s
Total de
U,fiX
6.94
0.07
0.21
043
1.35
U.G.N,
Total de
reses
Q.052
0.156
0.098
1.C00
FUERTEs Éíai joracién propia ( 1 ) . Si considerásemos 1 Í I . 6 . H . ,
dicho va lor se r ía 1/1.41 = 0.709 y las denás, 8.QSG, 0.149
y 0.092, re spec t i valiente.
CUADRO
NACIMIENTOS VIABLES POS PKOVINCIAS Y REGIONES
íán
inte.
Nacimientos viables según censo
de reproductores
64.99
58,63
B6.9?
7UQ
64.34
70.13
71.90
75.73
74.74
6850
. . 65.21
68.34
E HAGRICULTURA, Mapa Ganada I. Vacuna, Junto t974.
CUADRO
 4 7
EXPORTACIONES DE TERNEROS DE EKCEIA m GALICIA
. de cabezas de terneras de recría Total de «meros de
portadas a traces dd M.N.G.S.C recría esportados
1.870
1.972
1.973
1.974
1.975
1.977
1.978
15.710
17.378
21.964
29.946
50.316
40.537
59.138
61.501
78.935
87309
101JB08
10S.421
!&0g7
19.976
25.246
34.421
57,831
46.652
67552
70£9l
90.730
1EKJ.355
116.791
121.174
a partir da GEfígNCIA DEL KJÍG3X» Memoria de U actíwdad cojumial en el mercado
O í ABRO 50
RENDIMIENTO MEDJO ANUAL ÜE LECHE POR VACA (Kg/vaca/año). AÑO 1975
Galicia 2.410
España 2752
Austria 3.085
Bélgica 3.54S
Dinamarca 4,455
Francia 2.778
Alemania 3.997
Wanda 2538
Italia 2.430
Holanda 4.442
Reino Unido 4.182
C.E.E. 3.539
Elahoradén propia a partir é£ A.E.A., 1975.
CUADRO 51
JESO CANAL MEDIO DE LAS KESES SACRIFICABAS. AÑO 197$
Galicia
1973
136.0
262
179
* 230.5
197$
145.2
271
231.4
2403
ana
1980
159.4 "
267.1
233,3
246.8
cm
W9
164
294.7
264^
2S4.S
Cataluña
1980
169.1
241.1
249.6
252JÍ
r
a partir dal A.EA, 1975 y C.C.E., JU situados de J'agiít»itiire Úw$ h Commuarnté,
CUADRO 52
PRECIOS MEDIOS PERCIBIDOS POR WS GANAB1ROS H>K PRODUCTOS. AÑO 1975
Productos Ptas/ lóKg,
Leche 12,76
Ternera 90,13
Añojo 78,03
Menor 48,55
Mayor 48,59
Terneras exportadas íl) 13.030,00
Piense» compuestos [2] 12,15
Leche en polvo Í3) 42,00
M: Elaboración propia a partir és M. Agricultura, Boletín Meosoaí de Estadística Agraria. Diciembre, 1978, pp.SS-69
írEEitía del M.N.GJS.C, Resumen de ía actividad comercial a i el Mercado Nactonaí de Ganado. Años 1988-1975.
& too 1976,
en pofvo, ai no hailaree en Jas estadísticas oficiales, es ef vigente en ei mercado de Gaíicia en et año
^ ^ e l entonces -según afiffnafí ios ftinclonariofi del Servicio de Extensión Agraria de la Comarca de fdegreíra, a
*
6
 * • * » * » su cortesía- ios precios pagados por ios agricultores por dicho alimento, era de 1.050 ptss. por bol-
Altas
**• -—
75
76
77
7S
n80
Vacas de ar^eü
Frísonas
136.781
152.823
181.415
223.484
241.254
250.733
icih tíe FWL
o Otras
468.563
452.489
497.263
455.133
4QS.SU
390.051
Cuadro 53
y mt y de su
le ta l vacas
SOS,352
605.292
678.578
673.617
550.805
640.?84
evolución- fiaíieía.
Total vacas
de ordeño
53S.708
555.447
834.839
631.161
612.433
819.778
Fm
22.60
25,25
26.73
33.18
37.0?
39.13
me
77.40
74.75
73.27
66,93
52-93
6G.87
Elaboi-acíén propia a par t i r íe tí. Agricultura, ft.E.A. {barios años}
Cuadre 54
Piensos eetisuaídos por cabeza de vacuno y afig. Galicia. 1975
Gastos picosos % gastes piensos Gastos piensos Búeero áe Pts, "* Precio'"'fíg,/cabeza
pts. ganado vacuu(l) g ^ d o vacuno cabezas de cabeza kgs.piens» vacuno/alio
17.914,440 15,2 2.722,595 §55-753 2.849 12.15 235
FUENTE: Elaboracián propia a partir de S.BÍLfifiLO, Renta [íacional ¿e España y su
distribución provincial 1975, p. 245. HI8ISTERI0 AGRICULTURA, A.E.A., 1975.
Cuadre 5 5
Uecesidarfes alimenticias del ganado bovino Un Ü-f.}
Cabafta
Terneros de engorde ( 1 eño¡
Terneros para vida ( 1 año)
•orilla» fde 1 a 2 a^os)
Vacas de 500 kgs-peso vivo
Total
ü,f.
) 1.500
1-liO
1.700
3,000
3.100
3.250
3.350
3,500
3,600
3.750
3.S50
4,000
$.250
ü.F, en
forraje
§00
&0D
1.W0
2.700
2.70O
2.70Q
2,700
2.700
2.700
2,750
Z.750
2.800
2.808
2.8BQ
En
1
1
' 1
1
1
íorraa Í
Ü.F.
600
200
IDO
300
*BG
550
6S0
800
900
.000
.150
.3Q0
-4Q0
.450
le concentrados
Kgs./pienso
570
220
no330
440
SOS
728
890
1,000
1.110
- 1.270
1.440
1,550
l.BOO
Prodúcelo" B
de leche en
3.009
3.200
3.500
3.300
4,000
4.200
4.500
4.700
5.000
5.200
5.500
: Elaboración propia a partir de Jos datos de la Centro Regional del Servicio
'
;
-~ Agraria (H.Agricultura), Santiago de Co^ostela, 1981.
CUADRO 5 6
COSTE DE ESTABULACIÓN L I E R E Í MA<»JINAHIA B INFRAESTRUCTURA. IT$. 1975
• • 250.000
Establo y parque , . , _ 2.266.QG0
Fosadepurínes 350LO0O
81105
 • • •* 350,000
Heni! y galpones 27D.00D
" • * > " » * » » 2.171.585
infraestructura S9QM0
CoríetotaE 6.547.585
FUENTE; VÁZQUEZ DE LA CRUZ, M., cp.cit., p. 22
H. S0B80DEI.O DE EMPLEO AGROINDUSTRIAt
-CCH, CLH: Consumos interiores de carne y leche por habitante y año,
respectivamente. El consumo de carne de bovino, a pesar de su estabili-
dad relativa opsrvada en los últimos años, seguirá a lo largo del perío-
do de simulación» en el escenario tendencial e industrialista, una tasa
variablemente creciente de la población; debido, fundamentalmente, al
bajo nivel de consumo de carne de vacuno por habitante actualmente exis-
tente (Cuadro 57), y al incremento del nivel de renta. Es presumible
que, en arabos escenarios citados, el CCB* al final del período de simu-
lación, alcanzará la cifra de 25 kgs./Hab./año, que es, por otra parte,
el coasumo medio de la CEE por el mismo concepto en el año 1975 (Cua-
dro 58). Se tendrá en cuenta, además, que, en el escenario de geodesa-
rrollo, el CCH tendrá un mayor incremento que en los otros dos escena-
rios» motivado por la disminucidn de su precio. respecto a los de la
carne de porcino y de ave (fts), vía expansión de la ganadería extensiva
y al amplio programa que este escenario prevé de transformaci&'n de mato-
rral en pastos. En consecuencia, parece razonable suponer que el CCH
pueda crecer hasta 30,5 kgs./hab./añoi que es el mayor consumo de carne
de vacuno por habitante y año alcanzado por un país de la CEE en la
actualidad (Véase Cuadro 58).
Por otra parte, el CLH se mantendrá constante; teniendo en cuenta que
la demanda de este producto "no es especialmente alentadora por lo Que
se refiere a las posibilidades de crecimiento ya que el consumo español
fie leche fresca por habitante ha superado con creces el de otros países
con mayor grado de desarrollo y de la misma área geográfica" {49 ) (Cua-
dro 50 ). No sucederá lo raismo con el consumo de productos lácteos
que se incrementará fuertemente dado sus niveles actuales relativamente
"^y bajo en comparación con los países de la CEE {Véase Cuadro 60 3.
Razón por la cual la transformación industrial de la leche podré desa-
rrollarse, si sus productos logran alcanzar los niveles de competítivi-
°
aá y calidad necesarios frente a otros países.
» TEXC: Tasas Se exportaciones de leche y carne, respectivamente»
cálculo de TEXt es objeto, a falta de datos directos fidedignos,
nuestra estimación. Hemos operado del siguiente modo:
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-Estimación del consumo total de leche en Galicia, que será igual
al consumo por habitante y año por la poblacidn de Galicia» Se hace
la hipótesis -obligada, por ausencia de datos- de que el consuno por
habitante y año en Galicia es el mismo que en España.
-Deducimos la cantidad anterior áe lo que en el A.E.A. 1975 ae deomi-
ita "consumo directo humano". El resultado será lo que se exporta, puesto
que el resto de la producción de leche ae destina a "consumo por las
crías" y al "consumo industrial" en Galicia. Los resultados ae exponen
en el Cuadro 63, donde se opera sobre la producción final de leche.
Otro método de estimación alternativo -que tiene la yentaja de poder
utilizarlo a&n desconociendo el censo de población- consiste en restar
del volumen total de las entregas de leche de vaca a las centrales lác-
teas el valor de la leche de vaca utilizada COJIJO ¡asteria prima en dichas
centrales. Los resultados para el año 1980 eon los que se muestran en
el Cuadro 61
El cálculo de TEXC se ha realizado de manera análoga a la TEXL. (Véase
el Cuadro 62).
Supondremos que dichas tasas -en el escenario tendencial e industrialis-
ta- se irán incrementando en el futuro siguiendo la tendencia del perío-
do 1975-1980 (Véanse los Cuadros 61-62' ); excepto en el escenario de
ecodesarrollo que, siguiendo el principio de recuperación del trasvase
3e valor añadido actual, se considerará ¡jue dicha tasa se irá reduciendo
progresivamente, conforme vaya avanzando el proceso de agroindustriali-
zación de la economía gallega» basta hacerse cero al final del período
de simulación en que se iiaagina que los sectores lácteo y cárnico están
integrados, Así, pues,, el ritmo anual regular de descenso de la tasa
de exportaciones de leche y carne será de 0,0156 y 0.0112» respectiva-
mente. Dichas cifras son el resultado de dividir ambas tasas de exporta-
ciones de leche y carne por £5» que es el nünsero de años del período
& simulación.
, PUCME, FUGAN, PUCTEÍ Peso unitario del cuero en sangre áe las
diferentes reses sacrificadas. Sus valores se muestran en el Cuadro 63.
DCIGE, DCV-TE: Tasas constantes de 'demanda da materias primas
por establecimiento rentable de leche, carme y curti-
dos. La forma de cálculo y los resultados puede verse en el Cuadro
64 En el ca30 de las industrias cárnicas se ha tenido en cuenta los
estudios ad hoc en la materia {&eh En los demás casos, se ha procedida
a partir de la fuente citada al pie del mencionado cuadro anterior.
-EIL, BIC, KíGISi Tasas constantes de empleo por establecimiento rentable
de leche, carne y curtidos, respectivamente. Sus valores son los ds
la quinta columna del Cuadro 64.
-EXfíAG» TEXMA: Exportaciones y tasas de exportaciones de la madera»
respectivamente. Ambos valores se han hecho depender del concepto deno-
minado "posibilidad de corte de Xa madera" í 5i 3. Bada la inexistencia,
a nivel oficial, de datos áe esta naturaleza, hemos recurrido a los
especialistas del sector pertenecientes a empresas privadas y a organis-
mos oficiales (52 )- Los resultados son los que se ofrecen en el Cuadro
, donde se puede observar como TEXMA es la cuarta parte de la posibi-
lidad de corta. La hipótesis que efectuaremos será la de mantener cons-
tante áicha tasa íen los escenarios tendencíal e industrialista) y pro-
gresivamente descendente hasta hacerse nula al comienzo del período
de simulación en el escenario de ecodesarrollo, que prevé un fuerte
impulso de la industria del papel y del mueble (Z- transformación de
la madera), sobre todo si se tiene en cuenta el actual carácter exporta-
dor de la industria áe tableros aglomerados que ea la poseedora de la
materia prima de aquélla Í53 ).
-ICHAA, TCMAC, TCNAT, TCflMS TCMAFi Tasas de consumo de madera de las
industrias de aserrado mecánico, chapas y tableros; segunda transforma-
ción, pasta de papel, p^ael y cartón y fibras artificiales, respectiva-
siente. Sus valores» en términos porcentuales, se muestran en el Cua-
3ro es
-D6IAAE, DMACE, X3MATE» BÜAPE, DMAFE: fcasas constantes de materia prima
ináustri&ilssable por cada establecimiento rentable. Los valores de estas
taaas -que se muestran en el Cuadro 65- aunque no nos resultan en abso-
luto satisfactorios; ios hemos adoptado, dada la ausencia de otros estu-
dios monográficos BoUre la materia ( s O * ^a industria del mueble se
ha separado por su futuro interés económico.
-EIA, EIC, EI3VEIP, EIF; Tasas constantes de empleos correspondientes
a cada.industria rentable. Sus valores pueden verse en el Cuadro 55L
CUADKO 5 7
EVOLUCIÓN DEL CONSUMO DE CAJtNE P I VACUNO EN ESPAÑA ÍKgs.&afe.Moí
l.m W4 1,975 1.976 1.977 • 1.97» t.979
m 11.8 14.0 133 13.0 t2.7 115
M, AGRICULTURA, A.E.A. garios afíosí.
ClíADBfl SO
CONSUMO DE CARNE » E BOVINO EN EUROPA (Kg./bab./aña). 1975
Alemania Manda Italia Holanda Kaamarca Unido
305 23.3 2aa 23.1 22.5 15.3 25.4 . 25
^.AGRICULTURA, A.E.A., 1978
CUADRO ."59
EVGLÜQON DEL CXJNSÜMO DE LECHE Y PRODUCTOS LACWOS EN ESPASA <Kgs&a&/aSa)
1954
59.4 67.Ü 75.0 78^ 84J B0.9 84.2 82.9 91,! 102^ 95.3 94.1 S7JS 9fc7 97.4
Sí 55 5.5 5 ^ 4 £ BS 6^ 6.8 8.S a 3 B3 3.8 85 9.0 12.7
"
 H
-
AGTliajLTURAA.E.A., 1876, M. ífcetíin,A.E.A., 1080,p.fi52yp.646
CUADRO 8 0
LECHE Y PRODUCTOS LÁCTEOS E?í EUROPA <R^ab.&fte í . 1975
;. Fmnraa Aleaisak Manda Italia Holanda fieñioil. CEE
84.0 214^ 77.Í 137.3 148.0 123
24^ 23.1 11.7 245 203
CüAUÍiO 61
ESTJM ACÍON BE LA TASA DE EXPORTACIONES JDE iECHE. GAUCIA 197 5
Tantos por uno
Producción Consamo Coasumo Consuma Expoitac, Tasa de Tasa de
final directo industrial ' humano (2M4) (5) consumo
humano gaJkgo* industrial
(í) <2> <3> (4> <5) (1)
1.124.916 896.047 428.888 258.675 437-372 Q.38
U80.6B7 824.929 555.758 .273.830 551.049 0.40 0.20
Tasa de
exportaciones
0) ÍD
0.39
0.40
E:Et*oraciáJ propis a partir del A.E.A., 1975, p . 458t A.E.A., 1980, p, 451.
¡jOTirna humano de leche en Galicia 95,3 x 2.714.332 258.675 mHes de litros {95J3 es el consumo de teche por
i,1! ario; 2.714.332 es la pab) ación de &ticfaK Obviamente, se hace ta hipótesis - por falta de (Santificación- de Que
ciones de leche son nulas (aunque realmente no sucede, dadas fas conocidas importaciones de leche estérifí. En
iá ISfiO se hace la hipótesis -como en el caso anterior- de que el consumo de tedie por habitante es ei mismo en GaJi-
i m Eraría {dicho consuma es en ei año 1979 -se desconoce a astas alturas. Mayo 19B2, G! valar de 1980- de 07,4)
ación de Galicia asciende 2.811.912 habítaites, según el LNrE. í ). En consecuencia, el consuma humano gallego
3toD&880 miles de turas.
CÜABBO f62
ESTIMACIÓN BE LA TASA »E EXPORTACIONES DE CARNE. GALICIA 1975
Producción
total
íl)
58.076,7
54,797,0
TM.
Consumo Consuno
dilecto indostriaí
Í2)
51 £44,0
Consumo
humano
Í4)
3.755,7 38.001
3.252,9 32^37
Expomc.
16.320
Tantos por uso
Tasa de Tasa de
consumo consnrao
iodastríal gallego
0) íl> (4) (i)
Tasa de
exportaciones
ojms
0,050
0,854
0,690 0,35!
propia a partir de! A. E A , 1975, p. 433 y A.E A , 19S0, p. 427.
- en el año 1875- en Galléis 14x2,714.332 38.001 Tm. (14 esef consumo de carne por
¡E son las miañas que las efectuadas en el caso anterior de consumo de leche. El consume humano de
x2JBIW2 32.337Tm.
CUADKO í63
PESO UNITARIO BEL CUERO EN SANGBE POR CIASES OE GANAPO VACUNO
Peso unitario fin Kgs.
197S 1.980
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«OTAS Y ftEFEREfi&ftS BIBLIOGRAFICftS BEL AHEXO &
(1) Las fuentes ut i l izadas han sido IH£, Explotación del fadrén Huaicipal 6$ Habitantes.
fino 1975 (sin publicar) e ÍNE, Características de U población españala deducidas
ttsl Padrgn Municipal de Habitantes. Afio 1975.
(2) ÍUErCERGft, Análisis y p rovec ían . . . , p. 261.
(3) Ibíd*, p. 264. :
(4} SAElíZ DÉ BURÜflfift, G., "Ordenacián t e r r i to r ia l en la c r i s i s aetusí*1. ClíffifiD ¥ TERfil-
TORIO, ne 2, 1980, pp. 17-23.
t5) SflCHS, I ,P Strategies de develeps¡ent. Les Ediíions Quvrieres. París, 1980. lín es-
tracto de ftfite sugerente libro puede consultarse en GAVIJUA, H, ET ftl.T £1 modelo
extreineñp. Ecodesarrollo de la Serena y La Siberia. Editorial Papular.
1980, pp. 355-359. Véase taabién FfilfDMfiS, J . f IOBE8, C , Territory anti
The evolution gf regional planning. £. Arnold. Undon, 1979, pp. 185-216, en ¿sude
los autores praponen, frente a ía concepcián industr ia l is ta , la alternativa del
agrepolitana".
(6) Véase, como apuntes fie interesante consulta en esta dirección, entre otros, los
siguientes, COHÍSIOK 0£ ESTUDIOS GALEGOS, Platafcrca pcia industrialización de Galicia.
Urtha al terna t í sa denflcrática pra ecatioaía galega. Aísal Editor. Madrid, 1977. ABAD
FLORES, O.L., jína opción para la reforma agraria ás Galicia. Crontograf. Madrid,
1977. ESQUERDA SALEGA, Agora Salícia. Santiago de Coapostela* 1981.
(?} iíid. OEflSA-IB£( op. c í t . T pp. 237-55.
(8) Un ejercicio s i s i la r a nivel agregado de Galicia para el horizonte teisporal 1935,
fue realizado por S06BEIRA SOKftN» C., Industrializacién c desenvolvísente agrarie,
en ¥)WíIOS, k Galicia rural na encmcillada. Galaxia 1975, pp, 355-403.
(9) INE-QEBGft, op. c i t . t pp. Z44-265.
Í10) III PUH DE DESSRRQLLO, op. c i t - , p. KB, pp. 91-g2.
(H) IME, Resultados del Censo de Población de I9B1 ísin publicar).
02) Ul, la población espétela y. su evolución jimuWB}. «adfid, 1981* p . 23.
Í13} Umhl ANDRADE, S. t O aforre e a inmersión na Galicia. Ed. Sept, 1375. Del «isoa
Bu
*
or
« Aatonofflfa e neecsidade da cantral da afarrg gaUge t Pablicaciéiss da- Xanta
de Galicia, 1S79. Eti este sentido, es perentoria la necesidad de contar eon un
balance de pagos para Galicia y teniendo en cuenta el alanzado estado de elaboración
de la T.I.O. de üaiícia pare 1981 como fuente de infomaeión, »as todavía,
U4) Us tasas de ahorro drenado» definidas en términos de "excedente total» y «excedente
improductivo^ fueron estimadas per López Faca! para los afios 1987, 1969 y 1971,
basándose en datos de las Contabilidades Regionales de Saiicia de los «¡saos años
en O,4iflí y 0,3562 (las cflrFespondifiBtes aí año !9?!5 respecta asiente. Véase UJPEZ
FACfít, X,, La expalsian de recttrsos financieras y el creeiaienta ecasáffiíco de Sal í -
cia . Oepartansiito de Estadios de Sodiga. Santiago de Cetnpnstela, 1977, p, 39»
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(15) Véase el diario EL PAÍS* 2 figostc 1981. Dicha cantidad ús difiero, percibida en
forma de ínversíín pública real en nuevos proyectes, resulta de la aplicación ¿e
les criterios de distribución del Fondo entre las distintas coisunidaáBs aütSíüreas,
recegiáos en el texto del anteproyecto de ley del Fondo de Compensadas* lo te r te r r i -
io r ia l . Dichos cri ter ios son los siguientes: a) el 7d% del Fondo se distribuirá
en foroa inversamente proporcienal E Is renta por habitante áe cada te r r i tor io ;
b) el 2ü% se distribuirá en feria directamente jiroperei«nal al salda l igra te-
r io ; c) el 5S se distribuirá en forca ¡Sirectañerte proporcional al paro existente
y d) el 5% restante se distribuirá en foraa directamente proporcional a la superfi-
cie ds cada t e r r i to r io . Otra característica relevante a tener en cuenta del Antepro-
yecto citado, es qus aquellas comunidades autánosas -caso de Galicia, Cas tü la-
Leónt flndalucía y Extremadura- en la dotacíán con cargo al fondo resulta igual
o superior al 8 por ciento da la cuantía total de éste, estarán obligadas a elaborar
un programa áe desarrollo regional,
(lS) Véase BRáflSGlí, K.H., Teoría y política saerneconósdea* F.C.E. Kadrid, 1977, pp.
(íí) BARCO OF BHBAD, QÍ>. t i c , 1973, 1975.
Í18) Oichas fuentes han sido ias Contabilidades Regionales de Salicia {1389,
BftKEO 9E BILB80, Reata ftscional de España y su dlstríbüciün pravincial («arios
aSosJ, HIIÍISTERI6 OE INDUSTRIA, Infcrmes sobre la subufcilizacío'n de la capacidad
productiva; HIKISTER10 DE TRABftJQ, Coeficientes capital-empleo, tíadrid, 1975. CftBA-
LLERO, ñ-, KEIXIOE, A., "Proceso ús industrialización, cambio tecíselígico y genera-
ción de esplee en la eccnomía gallega: una aproxÍiaaciófiH {fie publicado). FAKJüL,
O-, GrecÍBiento y generación de empleo. Fundación del I .U.I . , Hadrid, 1975.
(16) Véase el interesante artículo de CABALLERO, A.8.» "los sectores clave del crecimien-
to economice: el caso de galácia", BQLETIS DE ESTUDIOS ECQWOHICOS, n* IOS, 1978,
(20) FASJltL, 9.» U ftL-, Cambios en Is estructura Ínterindustrial ds la economía españo—
la I95Z-197P: una priaera aproxiciaci^H. Fiíadaciófi del I.ÍI+I. ftadrid, 1974.
Í2i) Pars ana clasificación exhaustiva, véase COLEGIO OFICIAL DE INGENIEROS DE CS8IK0S,
CflfiALES Y PUERTOS. DEÜAREftCIOS DE SALERRES, ap. c i t - , pp. 84-85.
Í22) la fuente utilizada fea sídc la elaborada por IRTECSA^ JDASft, sp. e i t . # pp. 106-117,
a partir de los docaítentos de ordeítaflíén urbana vigentes.
(23} Vid. RUIZ GüSZAiO, op. c i t . t p, 162.
(24) tos datos se han extraído de RETÍUtSEIS-ECONOHIft, ep, c i t . , p. 58.
ÍB) HETRaSEIS-ECOSDH*, op. c i t* . p. 138.
Í2«) Véase CABfiUERQ, A.T «EIJÍIDÍ» A., op. c i t . , pp. 22-23.
t27) PRnSER, S.íí., ImpactB de la Siderurgia de Sagtrnto sobre l a pablaeién, 1976.
H. DE TRABAJO, ta desanda de mano dft obra en la agricultura española. Su Idealiza-
ción y estasionalidad. Servislo Ús Publicaciortes del B. de Trabajo. Madrid, 1977,
p. 50.
(29) Por el trabajo de RO8EK3 KOSWERft, A., "Fraprego e paro encuberto RB sector agrar io" ,
REVISTA GfttESÍt DE ESTUDIOS AGRaRIDS, nS I , lg?9, pp. 9-24, sabesoB de un intento
de isvest igacián sobre la «atería que ñas ocupa, pera desconocemos sus conclusiones.
{30) Los datos , r e l a t ivos a Francia (197?)T sobre empleos uni ta r ios de trabajo por c u l t i -
vos» provienen de datos oficiosos de la SECBETfiBIfl SEHÍRAL TECflICft OEt M, DE AGRI-
CULTURA.
(3£) DIEZ PATIER, £ . , Sa l í c i a rural ? el año 2.600. 9n aná l i s i s t ipo Qeíphi. CRIDÍ1 0 1 .
HEA. Hadrid, I97S.
{32} También rsos ha servido de gula el estudio de HETRfe SEIS-ECGPIOHIA, Encalada de los
suelos de Gal ic ia . Evaluación de SUS efectos ecenóigica-sociales. Madrid, 1974,
vo l . I I I , pp. 90-95.
(3S) Tal y como se efectúa en HETRA-SEIS, op. c i t . , wol. 3 , pp. 14&-ss.
(3?) Para su obtención se han consultado varías fuentes: DIRECCIÓN SESERAL DE LA PRODÜC-
GIOM AGRABIÍ, Ensayos y seguimiento de sistemas para l a eliainacifoi del tojo en
Galicia y subsiguiente ijuplsntacíÓr; de pradera. Radrid. Diciembre 1974, p , 185.
SIREIBO, F . , GDKEZ, *l-, RfiTrO, ¡LE-, Sistemas de proiíuccign cor, tracas de carne
y ovejas en acate parr-ialmente ] A r a b l e . I .H.I .A. CBIOlUOl, 19B0, y SINEIRG GARCÍA,
F.» "Técnicas de transforBiaci^n ¿ti noitte en pastos", en INIA. CRIDA-01, Comunica-
ciones presentadas al I I I Seainario ISIA/SEft sebre pas tos , forrajes y producción
Habegondo (Corufis), noíriembre 1977, pp. 44-50, cuyas c i f r a s , coso erv este
misaü ú l t i eo texto se dice , se han de considerar sólo a t í t a l o indica t ivo , pues
los rendí i ien tos de l a «aijuinaría pueden var iar considerablemente segán l a s condi-
clones del monte (tamaña de la parcela, topografía, t ipo de vegetación y suelo,
condiciones de t rabajo , t r a c t o r i s t a , e t c . ) .
(3S) Adeaás de las obras obras ya citadas sobre la transformación de otmte en pastos ,
puede vei"$e ta ibíén en CARSftSO, I .A. , Ünha a l te rna t iva gandeira pra t?s nontes de
Galaxia, 1S8I, pp. 39-44,
Í3B) ECHEWftRñlft, I . , DE PEDHO, S, O Pino P iaas t t r en Ponte¥edra. Patronato Juan dfi
l a Cierva. C É S . I . C . Sadrid, 194B| pp. 50-ss» quien calcula para l a s eaíitiad«& de
pino pínaater más frecuente* an crecistiento de 7-11 a /Ha./afÍD, con ün turno de
corta de 25 años. Pi tá C6HPE8TER, A-, La producción de las masas de eiacalifitas
gio&ulos en el tlorte de Espaiia. Ins t i tu to Forestal de Investigaciones y Experien-
c ia s , Ratírid, 1985, fineso 2 b i s , quien, a pa r t i r del aná l i s i s áe los inventarías
real izadas durante los años 3.942-1.962 en las parcelas de producción establecidas
por el I .F . I .E» , tal&ula, para la calidad más frecuenta de dicha especie» un c rec i -
miento aedío anaal de 18,8 ¡B3/Ha. ÍTOR yti turno de corta ds 18 años, A s i t u a r e s
resultados Había llegado EtHEVÜSlIA, I . , Prednecifoi del eucal ip tas globulus. Patro-
nato Juan de l a Cierva. C .S . I .C Haérii , 1§52, pp. 24-25. Sin grabarle, es preciso
decir que dichas tasas sen potenciales, ya que, según las estircademas de Rui?
, A«, del Departamento de Forestal. C8IBA Oh Lourizán. Penievedrg, el
.
erecisiento real del pino pinaster es 5,5 o /Ha./año y el del eucalipto 13*7 -
ir/Ha./aña. Cifras que nos porten tina vez sis de aanlfiesfco la necesidad de ütia
cuidadosa atención al monte -tediante las oportunas técnicas de sejora genética,
abonado, desbrazado, e tc . - con la fiaaliáad de «sitar el setBal corte de spertunidad
de las todavía posibilidades Inutilizadas de Ja superficie arbolada gallega.
Vid. HElRiS-SEIS tZOUmn, Encalado úe los suelos... Yol. I I , p. 64, 106, 12? y
8EUDEZ DBNEffCH, E., £1 procesa tie U fertilización de les $uelos acides gallegos.
fonografías de la Universidad de Santiago de Cospostela, 1978t pp, 49~?2t <hnde
se recogen loa increiientos de productividad aíeaazables en los suelos gallegos
mediante la eerreccián y fertilización racional de suelos ácidos. Las ejíperieneigs
ss realizan COR el cultivo de prados psi-nafientes, temporales, pastizales, prcduccic-
nes forrajeras varias y coniferas.
DIEZ PAFIER, E-, Sáiieia rural y el aSo 2.BQO. On análisis tipo Delphi. CRIOS 01.
I8IA. Madrid, 1975.
Segári ínformacíáñ ofrecida por RUIZ ZORRILU, P. , Departasesto Forestal. CHIDA
Ql. INIft. Lourizla.
(a«ff IbW.
£41) Víase DESCtfiÜDE, S., TOKDÜT, J. , op. c i t . , pp. 289-294,
{42} Véase KETRASflS-ECOdOlíIA, Encalado de los suelos ¿e Galicia. EvaluadSn de sos
efectos ecoRÓiBÍco-socÍBleE. Madrid, 1974. ¿nexo al volumen 3, pp. II1-4 , I I I - l í .
{^) infcriiaciSn obtenida por consalta al Gerente del Mercado Hacional de Sanados ée
Santiago de Compás tela, Sr, Amada, al que agradécelos su cortesía.
(**) Vid. 6ERERCIÍS DEL Ü.B.g.S.C, K&Bioria de la actividad comercial en el
de ganado de Santiago de Coftpost&ía. Santiago, junio, 1979, pp. 2 y 10-
{&$} Ibíd., p. 11.
(*$) K. OE AGRICULTURA, Hapa Sanadaro I. Vacane. JURÍG, 1974.
Í&7) yftZpUEZ DE Lft CRUZ, H., Anteproyecto de expiataclóa lechera de ganado vacuno. {Hi«
neografiaáo). Sin fecha.
i^ B) COUSe» J . , Salicia y la P.A.C. Análisis del sector de carne de vacuno. REVISTA
SftUSfi BE ESTUDIOS AGftftfUeS, nS 4, 1981.
Í^S) COtISQ, J . t "Ealicia y la P.A.C. Análisis ¿e ana actividad cr í t ica: el seetar lác-
t « " * ATOMtTURá V SQCHDAD, Julio-Septieubre, 1SS0, p, 8?.
í§B} Concepto c«jfa definición, de aceptación general, paede vsrse en «1 sabnuciele foras-
t a l . Lo (jae ya ne resalta tan general son las estimaciones de su voltmefl, í|ye sato-
res con» Calderén, íaracído y Bontaní cifran en 3.858.000 ni3, c e , , 4,65B.GH0«3
c e , y 8.586,286 i r , c . c , respectivamente. Posiblemente, talas diferencias de
estilación deben residir en los diferentes supuestos de partida sobre turnos ée
corta y tasas de erecimicnte aRuales. líi. CáLOIROS, S.X.t f'A cuestián forestal",
en BAfJCü DE BILBAO, Kealidad ectmfiíaica e ctmf l i to social , ti. Banco de Bilbao.
197S (SecwBtraito), pp. S3-1H. TftRACIOO, S.t RU1Z lORRItLA, P.» "El
gallego», EL C&KFO, ni 65, Í I O Y . H Í Í C , 13??, pp. 15-18. Mf lMI S8B8ÍEKI0S,
R., tiEÍ3HAK8£2 8GR6E; J . ( Las industrias de la ¡sadera en Sal IcU. Servicie'de Publ i -
caciones de la íffáversjilad de Santiago» Í980, p. 34.
(51) 6ftfiCIñ-BGiUíE6Gíl HLUUtt 8 . , "Hercado de productos forestales». I EUCOiTUO BE .TECHI-
COS fiSRARIBS O£ EflllCIA E fiOSÍE BE PORTÜEftL. A Coruña, nov. 1980. Del PÍEJIO autor,
El consflso estiüiság ele aadera indijstpíal és la regí$n (DO publicado). TA8&C1DB,
R-, r,ü!2 ZCflBILLft, P., op. c í t - , p. Í8.
[52) Para un estudio sobre les industrias ée transforsacien de la naciera en Sai ic ia,
puede verse CftBALUfiO, A., HEIXICE, ft.f "0 sector «adereiro e forestal en Galicia
diartte da entrada na C.E.E. REVISTA SALE6A DE ESTUDIOS flSRfiinÜS, k, 1S81, pp. 179-
190. RQHANI BA8HIEHTOS, 8. , HERílüHDEZ BORSE.'j-, ep. c i t . , pp, 39-104.
(53) ME1RA-SIIS EOítlGnia, Encalado de les suelos de Sal icia. Evaluación de sus efectos
Ealfeíisa* Vol. 4, Sadría, 3974.
¡5$) mil PATIE8, E., CftlDEfiTEY ARSEKT, P-, "«n «odelo de Iocalizaci6rf para la industria
de «ataderos en Galicia». fiSRICULTUftft y SQCiEBfiP, nS S, 1978, pp. 217-227.
se tEiabíén H. AG8IEOLTÍ5R&, Estudio sabré mataderes y centros de distribuciÓB de
carnes. Sabdireccién Senersl de Indastrias Agrarias, líaiírid»
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