Abstract. Let Γ be an H-group. In 1974 Marvin Knopp conjectured that the Eichler cohomology group, with base space taken to be the set of all functions holomorphic in the upper half-plane, of polynomial growth at the real line (including ∞), and with a weight k,multiplier system v linear fractional action of Γ, is isomorphic to the space of cusp forms on Γ of weight 2 − k and multiplier system v, in the range 0 < k < 2. In this article the authors prove the conjecture by making essential use of Hans Petersson's "principal parts condition" for automorphic forms (1955).
Introduction
Let C be the set of complex numbers and R be the set of real numbers. If where z ∈ C , a, b, c, d ∈ R and ad − bc = 1, can be identified with ±M . If Γ is a subgroup of the group of linear fractional transformations and H = {z ∈ C : Imz > 0}, then Γ acts on H as above. Γ is said to be a Fuchsian group of the first kind if it acts discontinuously on H and is discontinuous at no point of R, and it is called an H group if it is a Fuchsian group of the first kind which is finitely generated and contains translations. Let U = {z ∈ C : |z| < 1} and let k be any real number. A function v : Γ → ∂U for which
SL(2,
is called a multiplier system for Γ with weight k. We determine the branch of j(M, z) k by means of the convention w k = |w| k e ik arg w , −π ≤ arg w < π.
Let i∞ = q 0 , q 1 , . . . , q n be the inequivalent parabolic cusps of a fundamental region of an Hgroup Γ with multiplier system v of weight k. Suppose also that for 0 ≤ t ≤ n, the stabilizer group Γ q t of q t is given by Γ q t = Q t , −I . For any M ∈ Γ we define the slash operator | v k acting on a function f :
where the bar on v is as usual complex conjugation.
For t = 0, 1, . . . , n put v(Q t ) = e 2πiκ t with κ t normalized so that 0 ≤ κ t < 1. If F is meromorphic on H with only finitely many poles in and satisfies
valid for Imz > y t ; and at the infinite cusp q 0 = i∞, F has a similar expansion, given by
valid for Imτ > y 0 . Definition 1.1. Suppose F is meromorphic in H and satisfies the transformation law (1.2) for all M ∈ Γ, where Γ is an H group. We call F an automorphic form of weight k and multiplier system v if the expansions in (1.3) and (1.4) of F all contain at most finitely many terms with m < 0. We shall denote the set of all automorphic forms by {Γ, k, v}. Definition 1.2. Let F ∈ {Γ, k, v}. Suppose in addition that F is holomorphic in H and has only terms with m + κ t ≥ 0 in (1.3) for t = 1, 2, . . . , n and m + κ 0 ≥ 0 in (1.4). Then we call F an entire form. If there are only terms with m + κ t > 0 for t = 0, 1, . . . , n, we call F a cusp form. The set of entire forms and the set of cusp forms are denoted by
Let P be the space of functions g which are holomorphic in H and which satisfy the growth condition
for some positive constants K, ρ and σ. Suppose to each M ∈ Γ we associate a g M ∈ P. The collection {g M : M ∈ Γ} is said to be a cocycle in weight −k and multiplier system v if
A coboundary is a cocycle {g M : M ∈ Γ} for which there exists g ∈ P such that 
for all M ∈ Γ and for each t, 1 ≤ t ≤ n, there exists an integer m t such that
has a limit as z → q t within and there is also an integer m 0 such that
has a limit as z → i∞ within , then we call F an automorphic integral of weight −k.
Notice that an automorphic form is an automorphic integral and in fact if F is an automorphic integral (see [5] ) and for each M ∈ Γ we set
we can show that the collection {g M : M ∈ Γ} is actually a cocycle. It is therefore plausible and in fact possible to consider automorphic integrals and to determine the structure of both
In particular if, in place of P, we take P k (k ∈ Z, k ≥ 0), the set of polynomials of degree less than or equal to k, and we let Γ be an H group, then the structure of [6] it is also shown that for any real number k
. Combining this with (1.5) we find that
In the same paper Knopp conjectured that (1.5) holds true even when −2 < k < 0, and in [12] , Wang proved this conjecture for the interval −2 < k < −1, but only under the additional restriction that C 0 (Γ, k + 2,v) = 0. The latter restriction is essential to Wang's proof, as it suffices (and it is necessary, as well, as it turns out) for the construction he requires of automorphic forms of weight k, −2 < k < −1, with preassigned principal parts at the parabolic cusps of Γ. The construction follows from Selberg's well known work on the nonanalytic Poincaré series (i.e. with Hecke convergence factor), the Fourier coefficients of which involve Selberg's Kloosterman zeta function [11] .
The same restriction is actually present in the proof of (1.5) given in [6] , appearing as the exclusion of the interval −2 < k < 0. When k ≤ −2, the space C 0 (Γ, k + 2,v) = {0}, and this fact is used in [6] , together with a Mittag-Leffler result for automorphic forms of weight k ≥ 2 on Γ. This Mittag-Leffler result (the existence of an automorphic form of fixed weight k ≥ 2 and fixed multiplier system with preassigned principal parts at a finite number of arbitrarily chosen points in a fundamental region) is a direct consequence of the special case of Petersson's principal parts conditions [10] obtained when C 0 (Γ, k + 2,v) = {0}. For k ≥ 0, the proof of (1.5) in [6] relies upon work of Niebur relating C 0 (Γ, k + 2,v) to parabolic cocycles in H 1 k,v (Γ, P) [9] ; in fact the construction in [6] of the isomorphism between these two spaces in the case k ≥ 0 is not possible without the results of [9] .
In this paper we prove Knopp's conjecture fully. As the referee has pointed out the proof of (1.5) given here is valid for all real k, not simply for the previously excluded interval −2 < k < 0. The validity of this proof for all real k depends upon our application of the full strength of the Petersson principal parts condition, that is, including an application to those cases in which C 0 (Γ, k + 2,v) = {0}. However, as the results of [9] are not available for k < 0, the canonical isomorphism of (1.5) is different here from that given in [6] for the case k ≥ 0. Thus when k ≥ 0 there are (at least) two different versions of the isomorphism.
We thank the referee for a careful reading of our manuscript and for the insightful suggestions which led to significant improvements in our exposition, especially the proof of Proposition 3.2.
Statement of the main result

Theorem 2.1 (Main result). If k ∈ R and v is a multiplier system of weight
To prove this theorem let us first prove the following:
Proof. First we have
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Then using the substitution τ → Mτ in the first integral and the fact that G ∈ C 0 (Γ, k + 2,v), we obtain
By comparing arguments and observing that
and hence conclude by Cauchy's theorem that
From this it follows that {g M : M ∈ Γ} is a cocycle.
We now define a mapping
where g M : M ∈ Γ is the class determined by the cocycle {g M : M ∈ Γ} constructed in the previous lemma. Clearly η is a linear mapping. To prove our main result it suffices to show that η is an isomorphism onto H 1 k,v (Γ, P). To prove that η is one-to-one, assume that G ∈ ker η. This means η(G) = g M : M ∈ Γ is a coboundary. Thus there exists h ∈ P such that
But then with g defined as in (2.1), we obtain
As usual let
Then, since h and G are holomorphic,
Then Stokes's theorem applied to the right hand side of (2.3) gives
Using the transformation property of G(g − h)
we can show that the right hand side of (2.4) is zero, from which we conclude that G ≡ 0. For details of the proof we refer the reader to [7] . This proves that Ker η = 0 and thus that η is one-to-one.
To complete the proof of the main result it thus remains to prove that η is onto. To do so we need some results from the next section.
Petersson's principal parts condition and related results
Let k ∈ R. Let {ϕ 1 , . . . , ϕ d } be a basis of C 0 (Γ, k + 2,v) whose expansions at the finite cusps q t are given by
and whose expansions at q 0 are given by
, and let µ t ≥ 0, t = 0, 1, . . . , n. Proposition 3.1 (Petersson, 1955) . With the above setting, there exists g ∈ {Γ, −k, v}, holomorphic in H and whose expansions at the cusps are given by
and by
if and only if
For the proof of the above proposition see [10] (pp. 388-389). 
Proof. Consider the element in the dual
Clearly φ w , φ = 0 for all w iff φ ≡ 0. Thus {φ w } spans C 0 (Γ, k + 2,v) with
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where
If without loss of generality we assume that α 1 = 0, then this would mean a w 1 is a linear combination of a w 2 , . . . , a w d , and this is a contradiction.
Given poles of prescribed principal parts P t at the cusp q t for t = 0, 1, . . . , n, there exists g ∈ {Γ, −k, v} whose principal part at the finite cusp q t , 1 ≤ t ≤ n, is P t and whose principal part at the infinite cusp q 0 differs from P 0 by at most d terms where
is the expansion at q 0 of ϕ l . Let w 1 < . . . < w d and C be as in Proposition 3.2. We shall construct g ∈ {Γ, −k, v} whose principal part at q t for 1 ≤ t ≤ n is P t and whose principal part at q 0 is given by
where a w j are to be determined. By using Proposition 3.1 we see that the necessary and sufficient condition for g to exist is 
Proof of the main result
To complete the proof of the main result it remains to establish that the linear map η defined by (2.2) is onto.
To this end we will need the following proposition. For the proof one can refer to [6] , Theorem 3, pp. 613-614 and pp. 619-620. 
and for all t, 0 ≤ t ≤ n, there exists a g t in P such that
Then there exists a function Φ, holomorphic in H, such that
and which has expansions at the parabolic cusps q t , 0 ≤ t ≤ n, of the form
Since η is one-to-one and
2) imposes no condition, and so there exists a g ∈ {Γ, −k, v} with any preassigned principal parts at each of the cusps. Thus given a parabolic cocycle {g M : M ∈ Γ}, we obtain Φ whose expansion at the cusps has principal parts as given in Proposition 4.1. We then use Proposition 3.2 to obtain a g ∈ {Γ, k, v} whose expansions at the cusps have principal parts which agree with those of Φ. Now set Φ
(See [5] .) Thus every parabolic cocycle is a coboundary, and
and this completes the proof of Theorem 2.1 when
Since η is one-to-one and H Moreover,
Thus
is a coboundary . This proves that g M : M ∈ Γ is indeed a linear combination of g
M ∈ Γ , and the proof is complete.
