Abstract-This paper provides a framework for error rate performance analysis of maximal ratio combining multichannel reception of coherent -ary phase-shift keying (MPSK) systems over slowly fading channels. Each channel is described by a two-sided discrete model with correlated complex Gaussian taps based on bandlimiting an underlying WSSUS physical channel. The resulting "resolved channel" performance evaluation incorporates the inherent multipath resolution, taking into account the fact that phase recovery operates on the resolved main path. The received phase-density function is developed. Conditional bit and symbol error probabilities are determined and the cases for which closed-form or acceptable numerical solutions exist are delineated. A new efficient and accurate recursive solution for the Ricean-fading main resolved path case is presented, which is applicable to both the flat and frequency selective cases. A progressive intersymbol interference (ISI) bound is discussed for the frequency selective case to minimize computation. Examples using the maritime high-data rate line-of-sight (LOS) channel model demonstrate the framework versatility and the ability to simultaneously investigate the important parameters in the frequency selective environment.
such as microcellular systems, a specular component can exist in the physical channel, giving rise to a Ricean-fading model. This paper provides a theoretical framework for evaluating the performance of multichannel MPSK systems operating over slowly fading frequency selective channels.
Closed-form expressions for the probability of error for coherent MPSK operating over additive white Gaussian noise (AWGN) channels are difficult to obtain and bounds are often used [1] . For the case of nonrandom intersymbol interference (ISI), efficient methods for the calculation of error probabilities for single channel have been reported in [2] , [3] . These methods are difficult to extend to the multichannel fading environment. Bounds that depend on high signal-to-noise ratios (SNRs) may not be tight enough since there is a nonnegligible probability of small received SNRs. Furthermore, many of the methods used for the nonrandom channel cannot be easily averaged over the random channel components, nor can the expressions be readily extended to the multichannel case.
Much of the previous work on error evaluation for coherent multichannel systems operating in fading environments assumes one of two extreme fading environments: flat fading or perfect resolvability of the physical multipath (i.e., the receiver's bandwidth is large relative to the channel delay spread). It is well known that a priori assumptions of either flat fading or perfect resolvability result in a widely different performance prediction. The framework of this paper will specifically address the resolvability of the system bandwidth and its effect on error performance. The framework of [4] and [5] can be applied to the frequency selective binary case [binary phase-shift keying (BPSK)], though the latter assumes perfect resolvability of multipath and Rayleigh fading. Reference [6] treats the multichannel flat Ricean-fading case, although its results for coherent systems only apply to . Reference [7] gives closed-form expressions for the flat Rayleigh fading case, and for and for the flat Ricean-fading case. As pointed out in [8] , however, these expressions are not simple forms for large or for high order diversity channels. Reference [8] derives a simpler result for the -ary flat Rayleigh fading case. Methods applicable to the single channel flat Ricean-fading case are reported in [9] [10] [11] [12] . Reference [9] lists expressions for and . Reference [10] concentrates mostly on noisy phase recovery analysis, and though the method also applies to the flat Ricean-fading case, it is only applicable to BPSK and quadrature phase-shift keying (QPSK). References [11] and [12] use the results of [13] to give an alternate derivation in specific cases. However, the results of [9] [10] [11] [12] do not extend to the multichannel case and provide results in terms of integrals that must be evaluated numerically, which may not be sufficiently efficient to extend to the frequency selective case. The analysis of [14] does apply to the most general case of interest, encompassing frequency and time selectivity, Ricean fading, multichannel reception, as well as diversity channels with correlated fading. It provides a method for obtaining error probability bounds that are often sufficiently tight. More recently, [22] presents a unified approach for calculating average symbol error rate of linearly modulated signals over generalized fading channels, which includes coherent MPSK over frequency selective channels as a special case. For a -fold diversity receiver, the exact analytical representation is in the product form of moment generating functions.
This paper extends the results of [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and complements [14] by providing a framework for analysis of error rate of multichannel reception of coherent MPSK signal in the presence of the most general case of frequency selective Ricean fading. The emphasis of our formulation is to develop a numerically efficient, recursive method to evaluate the error probability for many practical systems. This recursive solution is more efficient than that of the bounds of [14] , and can be used when the bounds are not sufficiently tight. The discussion in the examples section of this paper will provide guidance as to when application of the two different methods is desirable.
The remainder of this paper is organized as follows. Section II presents the MPSK signal model and the two-sided bandlimited channel model. In Section III, the multiple channel maximal ratio combining receiver model is presented, along with a description of its decision statistic. The probability density function of the received phase for the correlated Ricean multipath fading is also given. Section IV provides the general exact symbol and bit error rate expressions and outlines the cases for which closed-form expressions or numerically efficient evaluations are possible. A numerically accurate and computationally efficient recursive solution method is developed for the Ricean-fading main path case. Section IV also describes a simple progressively tight error rate upper and lower bound procedure, which depends on the computation time available. Probability of bit error expressions for Gray coding are given in Section V, for . Finally, Section VI gives representative results obtained for the maritime high-data rate (HDR) ultrahigh frequency (UHF) LOS channel. The effects of the many system parameters, including data rate , pulse shaping, symbol alphabet size , Ricean -factor, number of channels , etc., are demonstrated, illustrating the usefulness of the framework.
II. SIGNAL AND CHANNEL MODEL
A.
-
ary PSK Signal Model
The signal model of interest is the complex baseband representation for -ary PSK, described by 
where
(1) Fig. 1 shows the signal space constellation for and , with the offset parameter set to zero. is an arbitrary transmitter pulse shaping waveform, satisfying , and bandlimited to . Thus, it follows that the symbol energy is simply and the bit energy is given by .
B. Bandlimited Channel Model
The channel model for each of the multiple channels is assumed to result from an underlying slowly fading wide-sense stationary uncorrelated scattering (WSSUS) complex Gaussian physical channel, , that is "observed" over a limited bandwidth by a bandlimited system. In this context, slowly fading means that the channel statistics do not change over the period in which detection decisions are made and is justified by the fact that the primary focus here is on HDR systems. Thus, the channel of interest is the "resolved channel" depicted in Fig. 2 .
represents the receiver front end bandpass filter, and in this paper, it will be assumed to be an ideal lowpass filter with bandwidth . In this way, the fact that subsequent receiver processing, especially phase recovery, operates on the resolved channel, is taken into account. The important consequences of this choice for the channel model on subsequent error rate prediction will be demonstrated later in the examples of Section VI-B.
The relationship between the physical and resolved channels is given by (2) This resolved channel is, of course, still wide-sense stationary (WSS) and slowly fading, but no longer has uncorrelated scat-tering and is continuous even if the underlying physical channel is discrete. However, since the resolved channel is bandlimited, and is nonstationary in the propagation delay variable the stochastic sampling theorem for nonstationary processes is applicable [15] and can be fully represented in a mean square sense by its samples (3) where is the symbol duration and is chosen to meet or exceed the Nyquist rate. Therefore, the resolved channel can be represented by (4) with s.t.
for and (5) In (4), represents the main resolved path, usually the direct path in LOS systems and represents the resolved multipath. The complex Gaussian random variables can be zero or nonzero mean, corresponding to Rayleigh or Ricean fading on the th resolved path. Note that the AWGN, flat-Rayleigh and flat-Ricean channels are all special cases of this model. Defining the tap vector and partition as (6) the tap statistics can be fully described by their mean and covariance given by and (7) Equations (6) and (7) are partitioned in this way for later use. The resolved channel statistics can easily be related, if desired, to the underlying physical channel statistics by using (2) and (3). As a consequence of the WSS assumption, the real and imaginary parts of the physical and resolved channels are independent, resulting in having real elements.
III. MULTICHANNEL COHERENT RECEIVER MODEL
The multichannel receiver model with maximal ratio combiner is depicted in Fig. 3 . The channels are assumed to fade independently and with identical distribution, eliminating the need for the subscript when describing the statistics of each of the channels. Thus, each of the channels is described by the tap statistics of (7), and each channel is corrupted by additive white Gaussian noise of spectral density . This model would be applicable, for instance, to a multiple antenna system assuming the antenna separation is sufficient to obtain relative independence [16] , but still in the same local area to experience the same multipath distribution. Correlation among the channels will result in performance degradation from the case of independent channels, so the analysis of this paper, which also assumes perfect phase recovery, can be used as a lower bound for the error rate performance of a real system. Furthermore, it has been observed that a significant amount of the performance improvement that can be gained by independent channels can be achieved with rather large correlations among the channels [17] , [18] . Thus, the assumption of independent channels is a useful benchmark which can be used to determine if additional signal processing such as equalization is necessary to achieve a desired error-rate performance.
For each channel, the receiver forms an estimate of the complex attenuation of its main resolved path and weights the channel by , thus compensating for main path distortion. In the absence of multipath and assuming perfect estimates ( ), the receiver thus performs maximal ratio combining, maximizing the signal to additive Gaussian noise ratio. Then, the receiver samples at intervals to form the decision statistic computes its phase and chooses the nearest symbol as . The "interfering symbols vector" is defined as where and (8) with chosen such that for . Considering, without loss of generality, the signaling interval, the decision statistic of the receiver in Fig. 3 can be written as (9) where . The dependence of (9) Equation (9) has been decomposed into three components: the main resolved path, the resolved multipath and the additive noise, respectively. The main path term includes the ISI that is due to bandlimiting alone, while the multipath term includes the ISI that is due to bandlimited multipath. It is worth noting here, that if Nyquist pulse shaping used, then only the term in is nonzero and the only ISI is from the multipath term.
Conditioned on the s, the decision statistic of (9) is a complex Gaussian random variable with mean (11) and covariance where (12) The conditional density of the phase is found in Appendix A to be (13) where (14) It follows that (15) IV. PROBABILITY OF ERROR EXPRESSIONS The total probability of symbol error is given in terms of conditional probabilities as (16) where , and is the conditional probability of a correct decision given , given by (17) is the region in the decision space mapped to . The bit error probability is usually a more important performance measure and can be written as (18) where is the number of bit errors corresponding to and is dependent on the bits-to-symbol mapping. The primed sum in (18) excludes the term. Probability of bit error expressions are given in Section V for Gray code mapping for . Evaluation of (17) or (18) involves the conditional probability (19) The remainder of this section is concerned with evaluating the conditional probability of (19) . For the most general case of correlated Ricean fading on all resolved paths, substitution of (15) into (19) results in a difficult multiple integral for which a closed-form or adequately efficient numerical solution is not available. The efficiency requirement is critical since the sum in the probability of error expressions of (16) or (18) involve repetitions of the conditional probability evaluation. Fortunately, there are several cases of practical importance for which acceptable solutions can be obtained. Section IV-A discusses the binary ( ) case, for which a closed-form expression does exist for the most general case of correlated Ricean fading on all paths. This is also true for the case when Gray coding is used, as will be seen in Section V. For case, a numerically efficient recursive method is derived in Section IV-B for the Ricean-fading main resolved path case, where either the resolved multipath is negligible (flat-Ricean fading) or is such that the second term of (11) is comparatively small. Section IV-C describes a simple upper and lower bounding method that can be used to reduce computation when needed. The bounds are "progressively tight," including the effects of the most significant interfering symbols, and can be tailored to whatever computation time is available.
A. Binary Case (BPSK)
For the case, the decision regions are half planes and the probability of bit error is expressed as (20) where the primed sum excludes . is given by (9) and its real part can be written as (21) in terms of the complex Gaussian random variables and ( The result of (26) or (27) is given in terms of the Marcum function for which efficient recursive numerical evaluation techniques exist [19] .
B. Case
For , an acceptably efficient solution for (19) for the most general case of correlated Ricean fading on all the resolved paths is not apparent due to the second term in (11) . The special cases for which acceptable solutions exist occur when this second part is zero or can be neglected.
The symbol error probability is given in terms of (19) by (31) If the second term of (11) cannot be neglected, a symbol error-rate bound that is often tight can be found by considering two half-planes in decision space. The resulting bound is given by (32)
The two terms in the bound of (32) are just special cases of the probability given in (26) or (27), with and , respectively. The upper bound of (32) basically double counts the probability that the decision statistic falls within the region directly opposite the region corresponding to . For example, referring to Fig. 1(a) for QPSK with , the bound will count the probability twice. This probability is often small, so for cases when neglecting the second term of (11) is not possible, (32) may provide an accurate upper bound that has a numerically efficient solution. This is essentially the method of [14] for obtaining a symbol error rate bound. Attention now turns to the cases for which an acceptable exact solution to (19) exists.
1) Ricean-Fading Main Resolved Path Case:
In environments where a specular component exists and the main resolved path experiences Ricean fading, two important cases are of interest for which the second term of (11) can be neglected or approximated.
Case I, flat Ricean fading, occurs in narrow-band situations where the ISI due to multipath is negligible, i.e., and
In this case, (11) and (12) The approximation of (35) is valid when the ratio (36) is small. This usually occurs when the -factors of the resolved multipaths, conditioned on the s and written as (37) are small. Fortunately, this is usually the case for the resolved channel of HDR systems, especially when the physical channel has numerous paths and each of the resolved channel paths contain contributions from many physical paths. Furthermore, an approximation can be used to extend the solution of this section to moderate values of as follows. First, (11) is rewritten as (38) where . represents the fixed value of the zero-mean portion of . An approximation for (38) can be obtained by considering the effect of the second term of (38) as a zero-mean Gaussian term to be added to (12) . Thus, (11) and (12) is the noncentral chi-square pdf given in [1] .
Evaluation of the desired conditional probability involves substituting (45) and (47) into (46), which is, in turn, substituted into (19) The recursion of (48), (49), and (55) is continued until either one of the truncation error bounds fall within the desired absolute or relative error. For most cases, the convergence rate is determined by the convergence of and the error bound will reach the desired tolerance first. The bound becomes important when is small and the convergence is slower than that for , which converges when . The combination of these bounds proves to be adequate, though there are cases where algorithm convergence is considerably faster than error bound convergence. The recursive method described here is similar in efficiency to those used for calculation of the Marcum function.
2) Rayleigh-Fading Main Resolved Path Case: Another special case for which the second term of (11) For the flat fading case, (58) can be shown to be equivalent to the expression obtained in [8] and is simpler to generate.
C. Progressive Bound for Reducing Computation
Evaluation of (16) or (18) requires repetitions of the conditional error probability calculation. For the special cases presented in Sections IV-B.1 and IV-B.2, the resulting circular symmetry of the noise reduces the number of required repetitions to . This section describes a straightforward procedure for upper and lower bounding the average probability of error and summing only the most significant interfering symbols. This can be used as a "progressive" bound that can be based on the computation speed and time available.
Consider the covariance matrix of the equivalent -spaced discrete channel given by (59) This includes the effects of pulse shaping and the fact that phase recovery operates on the resolved main path. Inspection of the diagonal of indicates which components of are the most significant contributors to the symbol error probability. The performance can then be simply bounded by summing over just the most significant symbols. An upper bound is obtained by considering the worst case ISI resulting from the conditional mean and variance, given by (11) and (12), respectively, for the remaining interfering symbols. A simple lower bound is obtained by ignoring the ISI due to these symbols. To formalize this procedure, let be the permutation matrix such that defined as
has its diagonal terms in descending order. This can be viewed as the covariance matrix of an "equivalent channel" having the property that its taps occur in order of their significance in effecting symbol errors. in (60) is the covariance matrix of the most significant taps. Then, defining (61) with containing the most significant interfering symbols, the desired upper bound (worst case ISI or "peak distortion") for the conditional variance can be obtained from (62) The "worst case" for the conditional mean term of (11), occurs when the ISI due to the remaining interfering symbols moves the decision statistic in the direction that is farthest away from the desired decision region. The summation in (63) is over the most significant symbols, and in (64) is over the remainder. Using the bounds of (62) and (64), the required summation is now reduced to . The value for can be based on either the computation time available or the value for which the upper and lower bounds are within a desired tolerance. In practice, as will be demonstrated in Section VI, for most cases it is sufficient to pick such that 70% or more of the total power on the diagonal of is included.
V. PROBABILITY OF BIT ERROR FOR GRAY CODING
The bit error probability rate is usually a more important performance measure. This section derives bit error probability expressions for for Gray-code bits-to-symbol mapping-the most commonly used technique.
For with Gray coding, a probability of bit error expression for the most general case of correlated Ricean fading on all resolved paths can be written. From Fig. 1(a) , it is readily seen that the desired probability can be expressed in terms of half-plane probabilities as (65) where The probability expressions of (65) can be obtained from the solution of (26) or (27), with the appropriate choices for . It is straightforward to show from the expressions in (29) and (30) that for each , the probabilities in summation of (65) are equivalent, therefore (66)
For the special cases of Sections IV-B1 and IV-B2, the resulting circular symmetry simplifies (66) to (67) In the following, we assume without loss of generality that . For , acceptably efficient bit error expressions can be obtained for the special cases of Sections IV-B1 and IV-B2. For , with reference to Fig. 1(b) , the bit error probability of (18) can be written as in [20] as 
For
, if the second term of (11) cannot be neglected and neither of the special cases applies, the bit error can be bounded with half-plane probabilities, as in [14] . For example, for , again with reference to Fig. 1(b) , a simple upper and lower bound can be expressed as The upper and lower bounds of (72)-(74) basically over and under count the probability that the decision statistic falls within a certain region. It is difficult to tell a priori if the bounds will be sufficiently tight. For channels that cause nonnegligible probabilities that the statistic will fall within an over or undercounted region, the bounds may be loose and the recursive method of (70) and (71) may provide a better result with also greater efficiency. The examples in the next section will provide guidance as to which method is more appropriate for a given channel. 
VI. EXAMPLES AND DISCUSSION
This section is intended to demonstrate the usefulness of the analysis framework and the effects of system parameters that are important in the frequency selective environment. The specific example to be considered is the maritime HDR LOS physical channel model, described in Section VI-A. Section VI-B provides examples based mostly on this model, to demonstrate the usefulness of the results.
A. Maritime HDR LOS Channel
A ship-to-ship HDR UHF LOS scenario is depicted in Fig. 4 , where both refracted and reflected propagation paths are assumed to exist. The physical channel model is thus given by (75) with . For the majority of the examples in the next section, the s are assumed to be uncorrelated complex Gaussian random variables, with relative powers { , , } and delays { , ns, ns}. This corresponds to two ships separated by approximately 10 km. The resolved channel statistics are then easily obtained. In all examples , and unless otherwise indicated, raised cosine pulse shaping with a rolloff parameter of 0.5 is used. For the Ricean-fading main resolved path examples, the -factor specified is that for the resolved main path and not the physical main path, whose -factor will be referred to as . For the bit error probabilities for , Gray code bits-to-symbols mapping is assumed.
B. Examples
The first few examples describe the important consequences of working with the resolved channel model. In Fig. 5 , the transmission rate, , is varied to demonstrate the effects of the system bandwidth resolution of the multipath. For the BPSK example, Rayleigh fading on all paths is assumed. The curves corresponding to the a priori flat fading and perfect resolution assumptions are indicated. The widely different performance predictions of these two assumptions is readily seen. By working with the resolved channel, the intermediate cases can be evaluated, and the regions over which the fading is flat or frequency selective can be readily determined. As is seen in Fig. 5 , increasing the system bandwidth results in increasing the resolution of the physical multipath, moving from the flat fading case to approach the infinite resolution case. Another consequence of the resolved channel analysis is shown in the QPSK example in Fig. 5 for the Ricean-fading case with single and dual branches reception. The Ricean factor for the physical channel main path is fixed at . It is observed that the factor of the main resolved path varies with the system bandwidth, increasing as the resolution capability increases. As for the BPSK example, the performance approaches the perfect resolution case, as the transmission rate increases.
Another important and rather surprising consequence of the resolved channel analysis is observed in the example of Fig. 6 , where the signal alphabet size, is varied for the Rayleigh fading case with a fixed bit rate Mb/s. It is widely known that for the AWGN and flat fading channels, increasing results in BER performance degradation due to the smaller distance between the symbols in decision space. However, when the fact that phase recovery in coherent systems operates on the resolved channel is taken into account, the surprising result is that this is not necessarily true when the channel becomes frequency selective. As can be seen in Fig. 6 , for the maritime HDR UHF LOS channel at the 5-Mb/s rate, the BPSK performance curve has a higher ISI floor than for . This unexpected behavior is a consequence of the fact that increasing decreases the system bandwidth, thereby making the channel appear more flat, and in coherent systems, phase recovery will correct for more of the fading-induced phase error. This behavior is highly dependent on the channel model and the system bandwidth. It is important to realize here that the system model assumes perfect carrier recovery on the resolved channel. Phase error in carrier recovery will increase with increasing , so that a practical system will not fully realize the improved performance. The fact that increasing and, therefore, bandwidth efficiency may not result in BER performance degradation is an important factor to be weighed when comparing systems of differing bandwidths over the same channel. Fig. 7 demonstrates the important effects of pulse shaping by varying the rolloff parameter of the raised cosine pulse shape for QPSK with a bit rate of 10 Mb/s. The pulse shape waveform is important in the frequency selective case, as opposed to the flat-fading and AWGN cases, where the rolloff factor does not effect the predicted performance. Fig. 7 shows that increasing the rolloff parameter increases the system bandwidth and the resulting "spread spectrum" effect results in improved performance, at the expense of bandwidth efficiency. It is important to note that in the Ricean case, the rolloff parameter effects the resolved channel path -factors as well.
The next few examples illustrate the use of the recursive procedure of Section IV-B.1 for the Ricean case. Fig. 8 illustrates the flat Ricean case, for QPSK with varying factor and number of channels. Fig. 9 is for frequency selective case, with fixed dB. Here the transmission rate is 60 Mb/s and and are varied, demonstrating the effects of higher order modulation and diversity reception on the ISI performance floor. The recursive was used to obtain the results. The flexibility of the framework to simultaneously explore the effects of , and Ricean factor is readily evident. Fig. 10(a) shows the effect of the main resolved path -factor on the performance of coherent BPSK with a bit rate of 10 Mb/s. The resolved channel factor is often small. This is true for the maritime HDR UHF LOS channel, as can be seen in Fig. 5 . Therefore, in order to obtain the factor range of Fig. 10 , an alternate two-path channel model was used, represented by (75) with , ns, and . The factor of the physical path, , was varied to produce the desired resolved path values in Fig. 10 . The exact method of Section IV-A was used to generate the results. The performance floor due to the resolved multipath ISI is clearly seen to improve with increasing , as expected. In Fig. 10(b) , the effects of changing data rate and diversity reception are demonstrated for data rates of 10 and 20 Mb/s for and . For this example, ns, and . The next two examples are intended to provide guidance for when to choose between the half-plane bound method of (72)-(74) and the recursive solution of (70) half-plane bounds, it is difficult to tell a priori, which channel models will result in tight bounds. The bounds will become loose if the neglected or overcounted regions are not negligible. In practice, the bounds become tighter with increasing and , but are looser for low SNRs, and get worse and more complicated for increasing . The recursive method is preferred since its favorable efficiency (especially for increasing ), allows for averaging over more symbols in (16) or (18) . The accuracy of this method depends on the validity of neglecting the second term of (11) and the approximations of (42) and (43). In practice, these approximations tend to get worse with increasing and , and are generally acceptable for . The example of Fig. 11(a) was chosen to favor the half-plane bound method. The same two-path channel as in Fig. 10(a) is assumed and . For this example, the half-plane bounds are very tight and only the upper bound was displayed. As can be seen, for , the recursive method is relatively accurate, but becomes increasingly less accurate as approaches 40. The example of Fig. 11(b) returns to the maritime HDR UHF LOS model, with a bit rate of 10 Mb/s, and dB, resulting in . In this case, the half-plane bounds are not as tight and the recursive procedure gives a more accurate result, and does so more efficiently. Here, is quite small, which is often the case for the resolved channel, and the recursive procedure is favored.
The following summarizes practical guidance for choosing between the two methods. Gray code bits to symbol mapping is assumed. For the case of Rayleigh fading on all resolved paths, then the recursive method of (67) and (70) 2) for , if (a) , use the recursive method; if (b) the conditional -factors of (37), or (with more computational complexity) the ratio of (36) is small, use the recursive method; if neither (a) nor (b), use the half-plane bound method. If resulting bounds are not sufficiently tight, the recursive method can be tried. 3) regardless of the criteria of (2), if is large and the half-plane bound method is computationally too expensive, the recursive method may provide a suitable approximate alternative. Finally, the last example is intended to demonstrate the progressive ISI bound of Section IV-C that was used in previous examples to obtain results with the minimum required summation in (18) . For this example, a seven-path physical channel model was chosen with s, and , , and for . These parameters were chosen so as to result in the covariance matrix of (59) having power distributed on its diagonal in 10% increments. Here, Rayleigh fading is assumed on all resolved paths, , and the data rate is 1 Mb/s. The probability of error and relative error results are shown in Fig. 12 for the upper bound of (62) and (64) and the lower bound obtained by ignoring the least significant ISI. The percentage power referred to is the percentage of the total diagonal power that is included with the choice of . As can be seen, the lower bound obtained by including 70% of the diagonal power is usually adequate, with inclusion of 90% or more being virtually indistinguishable from the exact case. From the results, it can be concluded that if computation capability is such that less than 70% of the diagonal power can be included, use of the upper bound procedure will result in a lower relative error.
VII. CONCLUSION
This paper has presented a general framework for performance analysis of multichannel reception of MPSK over frequency selective channels. The special cases for which acceptable solutions for the symbol and bit error probabilities exist are delineated, and a new recursive solution for the case of Riceanfading main resolved path was presented. An important feature of the analytical framework is its flexibility, which allows simultaneous evaluation of the important effects of the many system parameters, including the system bandwidth resolution of the multipath, pulse shaping, symbol alphabet size and number of antennas. This versatility was demonstrated with numerous examples based on the maritime HDR UHF LOS channel, with a specific emphasis on the parameters that are critical in the frequency selective case. The importance of using the resolved channel model for the analysis of coherent MPSK for various data rates on a given physical channel was clearly demonstrated.
APPENDIX A DENSITY FUNCTION OF RECEIVED PHASE
This appendix outlines the derivation of the density function of given by (13) . The decision statistic conditioned on and the s, is a complex Gaussian random variable with mean and variance given by (11) and (12) . The real and imaginary parts of this conditional random variable are uncorrelated, so that if and , a transformation results in the density We follow the same sign conventions as in [8] , namely, the positive value of is taken for the first and fourth quadrants and the negative value for the other quadrants. and evaluation of (B.1) is thus reduced to evaluation of (B.12). A closed-form solution of (B.12) is not obtainable, but a recursive solution can be obtained as follows. Use of the identities [19] The numerical evaluation of (B.32) involves truncation of the infinite sum at a point where the residual error is acceptable. The speed of convergence depends solely on the speed of convergence of , which is quite rapid, except when is small. For numerical accuracy and efficiency, it is advantageous to consider 
