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RADIAL SINGLE POINT RUPTURE SOLUTIONS
FOR A GENERAL MEMS MODEL
MARIUS GHERGU AND YASUHITO MIYAMOTO
Abstract. We study the initial value problem

r−(γ−1)
(
rα|u′|β−1u′)′ = 1
f(u) for 0 < r < r0,
u(r) > 0 for 0 < r < r0,
u(0) = 0,
for γ > α > β ≥ 1 and f ∈ C[0, u¯) ∩ C2(0, u¯), f(0) = 0, f(u) > 0 on (0, u¯) and f satisfies
certain assumptions which include the standard case of pure power nonlinearities encoun-
tered in the study of Micro-Electromechanical Systems (MEMS). We obtain the existence
and uniqueness of a solution u∗ to the above problem, the rate at which it approaches the
value zero at the origin and the intersection number of points with the corresponding regular
solutions u( · , a) (with u(0, a) = a) as a→ 0.
In particular, these results yield the uniqueness of a radial single point rupture solu-
tion and other qualitative properties for MEMS models. The bifurcation diagram is also
investigated.
1. Introduction and Main results
In this paper we are concerned with the following initial value problem
(1.1)


r−(γ−1)
(
rα|u′|β−1u′)′ = 1
f(u)
for 0 < r < r0,
u(r) > 0 for 0 < r < r0,
u(0) = 0,
where γ > α > β ≥ 1 and for some u¯ > 0 we have
f ∈ C2(0, u¯) ∩ C[0, u¯), f(0) = 0 and f > 0 on (0, u¯).
We also assume that g(u) = f(u)1/β satisfies:
(G1) g′(u) > 0, g′′(u) > 0 for all u ∈ (0, u¯).
(G2) There exists q := lim
u→0
g′(u)2
g(u)g′′(u)
.
(G3) If q = 1, then
g′(u)2
g(u)g′′(u)
≥ 1 for small u > 0.
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We shall see that q ≥ 1 and there exists
(1.2) L := lim
u→0
g′(u)G(u)
g(u)2
and L ∈ (1
2
, 1],
where G(u) =
∫ u
0
g(s)ds.
Note that the following choice of α, β, γ cover the standard setting of Laplace, p-Laplace
and k-Hessian operators as follows:
α β γ
Laplace N − 1 1 N
p-Laplace N − 1 p− 1 N
k-Hessian N − k k N
Our study of (1.1) is motivated by the elliptic problem
(1.3)


−∆v = λ|x|σ
(1−v)m
in Ω,
v = 0 on ∂Ω,
0 < v ≤ 1 in Ω,
which arises in the mathematical modelling of Micro-Electromechanical Systems (MEMS),
a technology that designs various types of microscopic devices by combining electronic units
with micro-size mechanical components. In a simplified setting, such devices consist of two
parallel plates of which one is fixed at level v = 1 and has zero voltage while the other
plate is a thin dielectric membrane with fixed boundary at level v = 0. A voltage directly
proportional to λ > 0 is applied and the membrane deflects towards the rigid plate. If the
voltage exceeds a certain critical value λ¯ called a pull-in voltage, then an instability occurs
in the process. For an introduction into MEMS modelling, the reader is referred to the
monograph [30]. A mathematical account on this topic is provided in [8]. Similar problems
to (1.3) which involve different differential operators are discused in [2] (for the p-Laplace
operator) and in [1, 21, 22] (for the biharmonic operator). It is easy to see that if v is a
radial solution of (1.3) in Ω = B1, then u(
√
λr) := 1 − v(r) satisfies (1.1) with f(u) = um,
α = N − 1, β = 1, γ = N + σ and r0 =
√
λ.
One key research topic in relation to (1.3) is the study of rupture solutions, that is, positive
solutions of (1.3) for which the rupture set defined as {v = 1} is nonempty. Rupture solutions
for (1.3) are investigated in [4, 5, 15, 16, 17, 23]. In [5] the authors study the rupture set
and its Hausdorf dimension for MEMS equation in dimension N ≥ 2. The rupture solutions
of a MEMS equation with fringing field is investigated in [4]. The authors in [23] obtained
the existence of a single point rupture solution for{
∆u = 1
f(u)
, u > 0 in BR \ {0},
u(0) = 0,
where f ∈ C1(0,∞) satisfies
(1.4)
∫ ∞
u
ds
f(s)
≤ cu
f(u)
for all 0 < u < δ,
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where c, δ > 0. Let us observe that (1.4) is stronger than conditions (G1)-(G3) above; for
instance f(u) = e−1/u
m
, m > 0, and f(u) = exp{−e1/u} satisfy (G1)-(G3) (see Examples 4
and 5 in the next section) but not (1.4).
The parabolic counterpart of (1.3) namely
(1.5)


∂tv −∆v = λ|x|
σ
(1−v)m
in Ω× (0, T ),
v = 0 on ∂Ω × (0, T ),
v(x, 0) = 0 in Ω,
has been considered in [9, 10, 12, 18]. In such a setting, solutions v of (1.5) which take the
value 1 at some point inside of Ω are called touchdown solutions.
For any a > 0 denote by u(r, a) the solution of
(1.6)


r−(γ−1)
(
rα|u′|β−1u′)′ = 1
f(u)
for 0 < r < r0,
u(r) > 0 for 0 < r < r0,
u(0) = a
and we call u(r, a) a regular solution of (1.6). The existence of regular solutions u( · , a) ∈
C2(0, r0) ∩ C[0, r0), for r0 > 0 small, can be achieved using the same techniques as in [26,
Proposition 2.1].
In the present work we shall be interested in qualitative properties of solutions to (1.1).
We obtain that for some small r0 > 0, problem (1.1) has a unique solution u
∗ which is the
limit of regular solutions u( · , a) of (1.6) as a → 0. Uniqueness, regularity and behavior at
the origin of the solution u∗ as well as the intersection number of points between u∗ and
u( · , a) are also discussed. In particular, for specific values of exponents α, β and γ we deduce
the uniqueness of single point rupture solution to (1.3) as well as to its p-Laplace counterpart
(see Section 2 below for more relevant examples). As remarked in [7], uniqueness is not an
easy task even for regular (i.e., non-rupture) solutions to (1.3).
For a continuous function h(r) defined on the interval I ⊂ R, we introduce the zero number
of h on I by
ZI [h( · )] = ♯{r ∈ I | h(r) = 0}.
Our main result is stated below.
Theorem 1.1. Assume γ > α > β ≥ 1. Then, the following hold:
(i) There exists a unique solution u∗ of (1.1). Moreover, u∗ satisfies:
(1.7) u∗(r) = G−1
[
rθ
A
(1 + o(1))
]
as r → 0,
where
(1.8) θ = 1 +
γ − α
β
> 1,
and
(1.9) A = θ {γ − L(γ − α+ β)}1/β > 0.
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(ii) u∗ is of class C1 at origin if and only if lims→0
sθ
G(s)
is finite. In this case,
(1.10) u′(0) =
[
1
A
lim
s→0
sθ
G(s)
]1/θ
.
In particular, if
(1.11)
γ − α
β
<
{
q
q−1
if q > 1,
∞ if q = 1,
then, u∗ is not of class C1 at the origin.
(iii) We have
(1.12) u(r, a)→ u∗ in C2loc(0, r0) ∩ Cloc[0, r0) as a→ 0,
where u(r, a) is the regular solution of (1.6).
(iv) Let
(1.13) qc :=
1
2
+
θ(β + 1)2
4(
√
τ −√θ)2 − 2θ(β + 1)2 ,
where τ := βγ + α− β > 1. If q < qc, then, for each ρ ∈ (0, r0), we have
Z(0,ρ) [u( · , a)− u∗( · )]→∞ as a→ 0.
Remark 1.2. (i) Since q ≥ 1 (see Lemma 3.1 (i)) we see that condition qc > q in Theo-
rem 1.1 (iv) implies in particular qc > 1 which is equivalent to α− β < 4θ.
(ii) In the Laplace case, that is α = N − 1, β = 1, γ = N , we have
qc =
1
2
+
1
N − 2− 2√N − 1 .
Hence, γ > α > β ≥ 1 and qc > 1 hold if and only if 2 < N < 10.
We define gq(u) and Gq(u) as follows:
gq(u) =
{
eu if q = 1,
up, 1
p
+ 1
q
= 1, if q > 1,
Gq(u) =
{
eu if q = 1,
up+1
p+1
, 1
p
+ 1
q
= 1, if q > 1.
Let us consider the problem
(1.14)


s−(γ−1)
(
sα|v′|β−1v′)′ = 1
gq(v)β
, s > 0,
v(0) = b > 0,
v′(0) = 0.
Then
(1.15) v∗(s) = G−1q
[
A−1sθ
]
is an exact solution of the equation in (1.14), where A = θ{γ − L(γ − α + β)}1/θ, θ =
1 + (γ − α)/β and L = q/(2q − 1). Note that v∗(s) vanishes at the origin only if q > 1.
If q = 1, then v∗(0) = −∞ and we will use g1(v) and G1(v) in our approach to prove
Theorem 1.1 (iv).
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As an application of Theorem 1.1 we consider the following bifurcation problem:
(1.16)


s−(γ−1)(sα|v′|β−1v′)′ + λ
f(1−v)
= 0 for 0 < s < 1,
v(s) > 0 for 0 < s < 1,
v(1) = 0,
where λ > 0. Let g = f 1/β. Here, in addition to (G1)–(G3) we assume the following:
(G4) g′(u) > 0 for 0 < u <∞.
The nonlinear term λ/f(1 − v) has a singularity at v = 1. If 0 ≤ v < 1 in [0, 1], then
the solution v is regular. It is known that the set of the regular solutions C := {(λ, v)} can
be parametrized by τ := v(0), and that C emanates from (0, 0). By the results in [19], C
can be expressed as C := {(λ(τ), v(s, τ))}. Using Theorem 1.1 we obtain the existence and
uniqueness of a pair (λ¯, v¯) such that v¯ is the (unique) solution of (1.16) with λ = λ¯ and
v¯(0) = 1. We shall call v¯ a degenerate solution of (1.16). More, precisely, we have:
Corollary 1.3. The following hold:
(i) The problem (1.16) has a unique degenerate solution (λ¯, v¯). Let
C := {(λ(τ), v(s, τ))| v(0, τ) = τ, 0 < τ < 1}
be the bifurcation curve. Then, as τ → 1 one has
(1.17) λ(τ)→ λ¯ and v(s, τ)→ v¯(s) in C[0, 1].
(ii) Let qc be defined by (1.13). If q < qc, then the curve C has infinitely many turning
points around λ¯, and hence (1.16) with λ = λ¯ has infinitely many regular solutions.
The authors in [14] obtain the existence of infinitely many turning points for (1.3) by using
a technique developed in [3] (see also [13]). The p-Laplace version of (1.3) was discused in
[20] where a similar conclusion to that in our Corollary 1.3 above was obtained except
the uniqueness of the rupture solution. We also refer the interested reader to [24] for the
detailed asymptotic behavior of the bifurcation curve near τ = 1 and numerical experiments.
Quasilinear equations including the k-Hessian operator were considered in [6].
Turning to our study of (1.1), let us briefly describe the main tools of our approach. The
solution u∗ of (1.1) is constructed as the limit of the regular solutions u(r, a) of (1.6) for
a → 0. The uniqueness of solution u∗ requires a detailed ODE analysis of (1.1) near the
origin, in which a major role is played by the change of variables
ez(t) =
G[u∗(r)]
Gq[v∗(r)]
and t := − log r,
where v∗ is given by (1.15). This is a generalization of the Emden transformation that
corresponds to the case f(u) = up. The construction of the solution to (1.1) does not rely
on the contraction mapping theorem as mentioned above but rather on a limiting process.
The detailed ODE analysis we develop in Section 4 yields z(t)→ 0 and zt(t)→ 0 as t→∞
which further allows us to derive the uniqueness of solution u∗ of (1.1) and the leading term
of its expansion around the origin.
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Our method is applicable to the study of the singular solution u∗(r) of supercritical prob-
lems of type −∆u = f(u), where u∗(r)→∞ as r → 0. See [11, 27, 28, 29] for the counterpart
of Theorem 1.1 in such a setting.
Finally, in the study of the number of intersection points between the solution u∗ of (1.1)
and regular solutions u(·, a) of (1.6), the following transformation plays a key role:
(1.18) Gq[u˜(s)] = λ
−θG[u(r, a)] where s :=
r
λ
and λ :=
(
G[a]
Gq[1]
)1/θ
.
Although the original equation (1.1) does not have a scaling invariance, through the limiting
process given by (1.18) we are led to (1.14) whose structure of solution set is known. In this
way, the analysis of (1.1) can be reduced to that of (1.14).
The remaining of the paper is organised as follows. In order to show the full strength of
Theorem 1.1 we provide some relevant examples of nonlinearities f(u) and determine the
explicit behavior around the origin of the solution u∗. This is done in Section 2. In Section 3
we prove the existence of the solution to (1.1) while in Section 4 we prove the uniqueness
and the convergence property (1.12). In Section 5 we study the intersection properties using
a blow-up argument and prove Theorem 1.1 (iv). In Section 6 we prove Corollary 1.3.
2. Examples
In this section we illustrate the results in Theorem 1.1 for some specific nonlinearities
f(u). For two functions h1(u), h2(u) defined in a positive neighborhood of the origin, by
h1(u) ≍ h2(u) we understand that h1(u)/h2(u)→ 1 as u→ 0+.
2.1. Example 1. Consider problem (1.1) with γ > α > β ≥ 1 and let f(u) be given by
(2.1) f(u) :=
{
um| log u− C|d if u > 0,
0 if u = 0,
where m > β, d ≥ 0 and C ∈ R. We have g(u) = f(u)1/β and q = m/(m − β) > 1. To
compute the asymptotic behavior in (1.7) we use L’Hospital’s rule and find
G(u) ≍ β
m+ β
u
m+β
β | log u| dβ .
Using the above asymptotic behavior of G(u) we have
lim
u→0
G−1(u)(
uβ
| log u|d
) 1
m+β
= lim
v=G−1(u)→0
v(
G(v)β
| logG(v)|d
) 1
m+β
=
(m+ β
β
) d+β
m+β
.
Hence,
G−1(u) ≍
[
C
uβ
| log u|d
] 1
m+β
where C =
(m+ β
β
)d+β
.
Using Theorem 1.1 we find:
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Proposition 2.1. Let γ > α > β ≥ 1 and let f be defined by (2.1) where m > β, d ≥ 0 and
C ∈ R. Then, there exists r0 > 0 and a unique solution u∗ of (1.1).
Furthermore,
u∗(r) = κ
[
rγ−α+β
| log r|d
] 1
m+β (
1 + o(1)
)
as r → 0,
where
κ =
[
m+ β
βγ +m(α− β)
( m+ β
γ − α+ β
)d+β] 1m+β
> 0.
Also, u∗ is of class C1 at the origin if and only if γ ≥ m+ α.
If u( · , a) denotes the regular solution of (1.6) with f(u) defined in (2.1), then:
(i) u( · , a)→ u∗ in C2loc(0, r0) ∩ Cloc[0, r0) as a→ 0;
(ii) Let qc be defined by (1.13), i.e.,
qc =
1
2
+
(γ − α + β)(β + 1)2
4(
√
β(βγ + α− β)−√γ − α+ β)2 − 2(γ − α + β)(β + 1)2 .
If m
m−β
< qc, then for any ρ ∈ (0, r0) one has
Z(0,ρ) [u( · , a)− u∗( · )]→∞ as a→ 0.
2.2. Example 2. As a particular case of Proposition 2.1 let us consider the following MEMS
problem for the p-Laplace operator:
(2.2)
{
−∆pv = |x|
σ
(1−v)m
, v < 1 in Br0 \ {0} ⊂ RN ,
v(0) = 1,
where N > p ≥ 2, m > p− 1, σ ≥ 0. If v is any radially symmetric solution of (2.2), then
u = 1− v is a solution of (1.1) with
γ = N + σ , α = N − 1 , β = p− 1 and f(u) = um,
so Proposition 2.1 applies in this case. By direct calculations we also have that
(2.3) v∗(r) = 1−
[
m+ p− 1
(N + σ)(p− 1) + (N − p)m
(m+ p− 1
p+ σ
)p−1] 1m+p−1
r
p+σ
m+p−1
is a solution of (2.2). Our result regarding (2.2) is stated below.
Proposition 2.2. Let N > p ≥ 2, m > p− 1 and σ ≥ 0.
(i) There exists r0 > 0 such that v
∗ defined by (2.3) is the unique radial solution of
(2.2);
(ii) For any a ∈ (0, 1) let v( · , a) be the radial solution of{
−∆pv( · , a) = |x|
σ
(1−v( · ,a))m
, 0 < v < 1 in Br0 ,
v(0, a) = a.
Then:
(ii1) v( · , a)→ v∗ in C2loc(0, r0) ∩ Cloc[0, r0) as a→ 0;
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(ii2) Let
qc =
1
2
+
p2(p+ σ)
4(
√
(p− 1){σ(p− 1) + p(N − 1)} − √p+ σ)2 − 2p2(p+ σ) .
If m
m−p+1
< qc, then for any ρ ∈ (0, r0) one has
Z(0,ρ) [v( · , a)− v∗( · )]→∞ as a→ 0.
2.3. Example 3. Let 1 ≤ k < N/2 be a positive integer and denote by Sk(D2u) the k-
Hessian operator of a radially symmetric function u = u(r), that is,
Sk(D
2u) =
1
k
(
N − 1
k − 1
)
r−(N−1)
[
rN−k(u′)k
]′
.
Consider the problem
(2.4)
{
cN,kSk(D
2u) = 1
um
, u > 0 in Br0 \ {0} ⊂ RN ,
u(0) = 0,
where m > k and cN,k = k
(
N−1
k−1
)−1
> 0. As a consequence of Proposition 2.1 we find:
Proposition 2.3. Let 1 ≤ k < min{m,N/2} be a positive integer.
(i) There exists r0 > 0 and a unique increasing radially symmetric solution u
∗ of (2.4).
Furthermore,
u∗(r) =
[
m+ k
Nk +m(N − 2k)
(m+ k
2k
)k] 1m+k
r
2k
m+k .
(ii) For any a ∈ (0, 1) let u( · , a) be the radial solution of{
cN,kSk(D
2u( · , a)) = 1
u( · ,a)m
, u( · , a) > 0 in Br0 ,
u(0, a) = a.
Then:
(ii1) u( · , a)→ v∗ in C2loc(0, r0) ∩ Cloc[0, r0) as a→ 0;
(ii2) Let
qc =
1
2
+
(k + 1)2
2(
√
Nk +N − 2k −√2)2 − 2(k + 1)2 .
If m
m−k
< qc, then for any ρ ∈ (0, r0) one has
Z(0,ρ) [u( · , a)− u∗( · )]→∞ as a→ 0.
2.4. Example 4. Let
(2.5) f(u) :=
{
e−
1
um if u > 0,
0 if u = 0,
where m > 0. We have q = 1 and g := f 1/β satisfies g′(u)2/g(u)g′′(u) ≥ 1 for small u > 0.
Thus, by Lemma 3.1 (iii) condition (G3) holds. By L’Hospital’s rule we obtain
G(u) ≍ β
m
um+1e−
1
βum .
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From here we deduce
lim
u→0
G−1(u)(
log 1
u
)−1/m = limv=G−1(u)→0 v( log 1
G(v)
)−1/m = β− 1m .
Thus, G−1(u) ≍ |β log u|−1/m. Using Theorem 1.1 we find:
Proposition 2.4. Let γ > α > β ≥ 1 and let f be defined by (2.5) where m > 0. Then,
there exists r0 > 0 and a unique solution u
∗ of (1.1).
Furthermore,
u∗(r) = |(γ − α + β) log r|− 1m(1 + o(1)) as r → 0.
If u( · , a) denotes the regular solution of (1.6) with f(u) defined in (2.5), then
(i) u( · , a)→ u∗ in C2loc(0, r0) ∩ Cloc[0, r0) as a→ 0;
(ii) If 4γ > (α− β)(β + 4), then any ρ ∈ (0, r0) we have
Z(0,ρ)[u( · , a)− u∗( · )]→∞ as a→ 0.
2.5. Example 5. Let
(2.6) f(u) :=
{
exp{−e1/u} if u > 0,
0 if u = 0,
where exp{v} = ev. An easy calculation yields q = 1 and the function g := f 1/β satisfies
g′(u)2/(g(u)g′′(u)) ≥ 1 for small u > 0. By Lemma 3.1 (iii), condition (G3) holds. By
L’Hospital’s rule we find
G(u) ≍ βu2e−1/ug(u).
Further, we compute
lim
u→0
G−1(u)
1
log(| log u|)
= lim
v=G−1(u)→0
v
1
log(| logG(v)|)
= 1.
Hence, G−1(u) ≍ 1
log(| log u|)
. Using Theorem 1.1 we find:
Proposition 2.5. Let γ > α > β ≥ 1 and let f be defined by (2.6). Then, there exists
r0 > 0 and a unique solution u
∗ of (1.1).
Furthermore,
u∗(r) =
1 + o(1)
log(| log r|) as r → 0.
If u( · , a) denotes the regular solution of (1.6) with f(u) defined in (2.6), then
(i) u( · , a)→ u∗ in C2loc(0, r0) ∩ Cloc[0, r0) as a→ 0;
(ii) If 4γ > (α− β)(β + 4), then and any ρ ∈ (0, r0) we have
Z(0,ρ)[u( · , a)− u∗( · )]→∞ as a→ 0.
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3. Existence
Lemma 3.1. The following hold:
(i) The limit q defined in (G2) satisfies q ≥ 1.
(ii) The limit L defined in (1.2) exists and L = q/(2q − 1). In particular L ∈ (1
2
, 1].
(iii) If g
′(u)2
g(u)g′′(u)
≥ 1, then (G3) holds, that is, g′(u)G(u)
g(u)2
≤ 1.
Proof. (i) Assume by contradiction that there exist u0 ∈ (0, u¯) and q0 ∈ (0, 1) such that
g′(u)2
g(u)g′′(u)
≤ q0 < 1 for all 0 < u ≤ u0.
Then u 7−→ g′(u)g(u)−1/q0 is increasing over (0, u0]. Hence,
g′(u)g(u)−1/q0 ≤ g′(u0)g(u0)−1/q0 for all 0 < u ≤ u0.
Integrating both sides of this inequality over [u, u0] we have
q0
1− q0
(
g(u)
1− 1
q0 − g(u0)1−
1
q0
)
≤ g
′(u0)
g(u0)1/q0
(u0 − u) for all 0 < u ≤ u0.
Letting u→ 0, we obtain a contradiction, since the left hand side diverges as u→ 0. Thus
if the limit q exists, then q ≥ 1.
(ii) We show that limu→0 g(u)
2/g′(u) = 0. Using (G1) we find that g′ is increasing on (0, u¯)
so g(u) =
∫ u
0
g′(s)ds ≤ ug′(u) for all 0 < u < u¯. Then,
0 ≤ lim
u→∞
g(u)2
g′(u)
≤ lim
u→0
g(u)ug′(u)
g′(u)
= 0.
Applying the L’Hospital’s rule, we have
L = lim
u→0
G[u]
g(u)2/g′(u)
= lim
u→0
g(u)
2g(u)− g(u)2g′′(u)/g′(u)2 =
1
2− 1/q .
Hence, L = q/(2q − 1). Since q ≥ 1, we see that 1/2 < L ≤ 1.
(iii) By (G3) we have g(u) ≤ 2g(u)− g(u)2g′′(u)/g′(u)2. Integrating it over [0, u], by (ii) we
have
G[u] ≤
[
g(u)2
g′(u)
]u
0
=
g(u)2
g′(u)
for small u > 0.
The conclusion follows. 
The next result provides basic properties of regular solutions u(r, a).
Lemma 3.2. Let u(r, a) be a solution of (1.6). Then
(i) u(r, a) satisfies:
u′(r, a) > 0 and rαu′(r, a)β =
∫ r
0
sγ−1
f(u(s, a))
ds for r > 0 small.
(ii) u(r, a) is nondecreasing in r and
G(u(r, a))−G(a) ≥ r
θ
θγ1/β
and u(r, a) ≥ G−1
[
rθ
θγ1/β
+G(a)
]
.
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Proof. From (1.6) we have
(3.1)
(
rα|u′|β−1u′)′ = rγ−1
f(u)
, r > 0.
Since u(0, a) = a > 0, f(u(r, a)) is bounded away from zero for r > 0 small so from (3.1)
one gets u′(r, a) > 0 and
rαu′(r, a)β =
∫ r
0
sγ−1
f(u(s, a))
ds.
This proves (i).
Since s 7→ f(u(s, a)) is increasing, for r > 0 small we have
rαu′(r, a)β ≥ 1
f(u(r, a))
∫ r
0
sγ−1ds =
rγ
γg(u(r, a))β
.
so that
u′(r, a)g(u(r, a)) ≥ r
γ−α
β
γ1/β
=
rθ−1
γ1/β
for r > 0.
Integrating the above inequality we deduce (ii). 
Lemma 3.3. The following hold:
(i) u(r, a) satisfies 0 < u′(r, a) ≤ κu(r, a)/r for r > 0 small, where κ = θ( γ
α−β
)1/β > 0.
(ii) Let δ > 0 small and:
(3.2) δ0 :=
δ
2
(
1 +
βκ
α− β
)−1
, rδ :=
[
δ
2
θ(γf(δ0))
1/β
]1/θ
.
Then, if 0 < a < δ0 one has
u(r, a) < δ for all 0 < r < rδ.
Proof. (i) We claim first that r 7→ G(u(r,a)
g(u(r,a))
is increasing for r > 0 small. Indeed, by Lemma 3.1
(iii) and u′(r, a) ≥ 0 we have
d
dr
[
G(u(r, a))
g(u(r, a))
]
=
(
1− G(u(r, a))g
′(u(r, a))
g(u(r, a))2
)
u′(r, a) ≥ 0.
Next, using Lemma 3.2 (ii) we further estimate
(3.3) rαu′(r, a)β =
∫ r
0
[
G(u(s, a))
g(u(s, a))
]β
sγ−1
G(u(r, a))β
ds ≤
[
G(u(r, a))
g(u(r, a))
]β ∫ r
0
sγ−1
G(u(r, a))β
ds.
From Lemma 3.2 (ii) one has G(u(r, a)) ≥ rθ
θγ1/β
which yields
(3.4) G(u(s, a))β ≥ s
γ−α+β
θβγ
for s > 0 small.
Also, since g is increasing in a small neighborhood of the origin we have
(3.5) G(u(r, a)) ≤ g(u(r, a))u(r, a) for r > 0 small.
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Using (3.4) and (3.5) in estimate (3.3) we further deduce
rαu′(r, a)β ≤ u(r, a)β
∫ r
0
sγ−1
G(u(s, a))β
ds ≤ θβγu(r, a)β
∫ r
0
sα−β−1ds
=
θβγ
α− β r
α−βu(r, a)β for r > 0 small.
This yields
u′(r, a) ≤ θ
(
γ
α− β
)1/β
u(r, a)
r
for r > 0 small.
(ii) Assume by contradiction that there exist a ∈ (0, δ0) and r∗ ∈ (0, rδ) so that
(3.6) u(r, a) < δ on (0, r∗) and u(r∗) = δ.
Since u is increasing on (0, r∗), there exists a unique r1 ∈ (0, r∗) so that
(3.7) u(r1, a) = δ0 and u(r, a) > δ0 for all r ∈ (r1, r∗].
Consider the problem
(3.8)


(
rαv′(r)β
)′
= r
γ−1
f(δ0)
on (r1, r∗),
v(r1) = δ0 = u(r1, a),
v′(r1) = u
′(r1, a).
From (1.6) and (3.8) one has
rα
(
v′(r)β − u′(r, a)β)′ = rγ−1( 1
f(δ0)
− 1
f(u(r, a))
)
> 0 on (r1, r∗),
since, by (3.7) one has u( · , a) > δ0 on (r1, r∗]. By integration in the above inequality it
follows that v′ > u′( · , a) on (r1, r∗]. Since v(r1) = u(r1, a) = δ0, by (3.8) one further obtains
v ≥ u( · , a) on [r1, r∗].
Let us now return to the main equation of (3.8) which by integration yields
rαv′(r)β − rα1 v′(r1)β =
∫ r
r1
sγ−1
f(δ0)
ds <
rγ
γf(δ0)
for all r1 ≤ r ≤ r∗.
Hence,
v′(r) ≤
(r1
r
)α/β
v′(r1) +
1
(γf(δ0))
1/β
rθ−1 for all r1 ≤ r ≤ r∗.
Integrating the above inequality over [r1, r∗] implies
v(r∗)− v(r1) ≤ β
α− β r
α/β
1 v
′(r1)
(
r
1−α
β
1 − r
1−α
β
∗
)
+
1
θ (γf(δ0))
1/β
rθ∗.
Thus,
(3.9) v(r∗) <
β
α− β r1v
′(r1) +
1
θ (γf(δ0))
1/β
rθ∗ + v(r1).
By (3.7), (3.8) and part (i) above one has
(3.10) r1v
′(r1) = r1u
′(r1, a) ≤ κu(r1, a) = κδ0.
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Also from (3.2) one has
(3.11) δ0
(
1 +
βκ
α− β
)
=
δ
2
and rθ∗ < r
θ
δ =
δ
2
θ(γf(δ0))
1/β.
We combine (3.6), (3.9), (3.10), (3.11) and v ≥ u( · , a) to get
δ = u(r∗, a) ≤ v(r∗) < δ0
(
1 +
βκ
α− β
)
+
1
θ(γf(δ0))1/β
rθδ = δ,
which is a contradiction. This concludes the proof of part (ii). 
Proof of Theorem 1(Existence). Take {an} ⊂ (0,∞) a decreasing sequence of positive real
numbers that converges to zero. By Lemma 3.3 (ii) one may find r0 > 0 such that {u( · , an)}
is uniformly bounded on any compact interval I ⊂ (0, r0). By the estimate in Lemma 3.2 (ii)
one has that {u( · , an)} is bounded away from zero on any compact interval I ⊂ (0, r0).
Also, integrating in (1.6) one has
(3.12) rαu′(r, an)
β = ρu′(ρ, an)
β +
∫ r
ρ
sγ−1
f(u(s, an))
ds for all 0 < ρ < r < r0.
This shows that {u′( · , an)} is uniformly bounded on any compact interval I ⊂ (0, r0), since
it follows from Lemma 3.3 (i) that u′(ρ, an) is bounded uniformly in n. Differentiating in
(3.12) it follows that {u′′( · , an)} and {u′′′( · , an)} are uniformly bounded on any compact
interval I ⊂ (0, r0). Now, using a diagonal process and Arzela`-Ascoli theorem, there exists
a subsequence of {an}, which is still denoted by {an} in the following, and u∗ ∈ C2(0, r0) ∩
C[0, r0) such that
(3.13) lim
n→∞
u( · , an) = u∗ in C2loc(0, r0) ∩ Cloc[0, r0).
By Lemma 3.2 (ii) it follows that u∗ > 0 in (0, r0) and by Lemma 3.3 (ii) one has u
∗(0) =
limr→0 u
∗(r) = 0. Thus, u∗ is a solution of (1.1). 
4. Uniqueness of degenerate solution and convergence
Lemma 4.1. Let u(r) be a solution of (1.1). The following hold:
(i) u′ > 0 in (0, r0) and
rαu′(r)β =
∫ r
0
sγ−1
f(u(s))
ds for all r ∈ (0, r0).
(ii) For r > 0 small we have
G(u(r)) ≥ r
θ
θγ1/β
and hence u ≥ G−1
[
rθ
θγ1/β
]
.
Proof. (i) From (1.1) it follows that r 7→ rα|u′(r)|β−1u′(r) is increasing, and hence there
exists ℓ := limr→0 r
α|u′(r)|β−1u′(r) ∈ [−∞,∞). If ℓ < 0 then u′ < 0 in a neighborhood of
zero. This further implies u(r) < u(0) = 0 for r > 0 small which is impossible. If ℓ > 0 then
one can find ε > 0 and ρ ∈ (0, a) so that
rαu′(r)β ≥ ε for all 0 < r ≤ ρ.
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By integration one gets
u(ρ) ≥ u(r) + ε1/β
∫ ρ
r
s−α/βds→∞ as r → 0,
again contradiction. Hence ℓ = limr→0 r
α|u′(r)|β−1u′(r) = 0.
Using this fact and integrating in (1.1) we find
rα|u′(r)|β−1u′(r) =
∫ r
0
sγ−1
f(u(s))
ds for all 0 < r < r0.
This yields u′ > 0 and concludes the proof of part (i).
(ii) Since u is increasing on (0, r0) it follows that s 7→ f(u(s)) is increasing for small s > 0.
Thus, from (i) above we find
rαu′(r)β ≥ 1
f(u(r))
∫ r
0
sγ−1ds =
rγ
γf(u(r)))
for r > 0 small.
Then
u′(r)g(u(r)) ≥ r
θ−1
γ1/β
for r > 0 small.
Integrate in the above inequality to further deduce (ii). 
Lemma 4.2. Any degenerate solution u of (1.1) satisfies
(4.1)
1
θγ1/β
≤ lim inf
r→0
G(u(r))
rθ
<∞.
Proof. Since r 7→ g(u(r)) is increasing for r > 0 small, we have
rαu′(r)β =
∫ r
0
sγ−1
f(u(s))
ds ≥ 1
g(u(r))β
∫ r
0
sγ−1ds =
1
γg(u(r))β
rγ for r > 0 small.
This yields
u′g(u) ≥ 1
γ1/β
rθ−1 for r > 0 small.
Integrate the above estimate to get
G(u(r)) ≥ 1
θγ1/β
rθ for r > 0 small
and this proves the lower bound in (4.1). To prove the upper bound in (4.1) we argue by
contradiction and assume lim infr→0
G(u(r))
rθ
=∞. This means
(4.2) lim
r→0
G(u(r))
rθ
=∞.
To raise a contradiction, we proceed in 3 steps.
Step 1: r 7→ G(u(r))
g(u(r))
is increasing for r > 0 small.
This argument has already been encountered when we studied regular solutions. Using (G3)
and u′ > 0 we have
d
dr
(
G(u(r))
g(u(r))
)
=
[
1− g
′(u(r))G(u(r))
g(u(r))2
]
u′(r) ≥ 0 for r > 0 small.
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Step 2: There exists ε ∈ (0, 1) and c > 0 so that G(u(r)) ≥ crε for r > 0 small.
Take any ε ∈ (0, θ − 1). Using (4.2) we can find R ∈ (0, r0) such that
G(u(r))
rθ
>
1
(α− β)1/βε for all 0 < r ≤ R.
Using this last estimate and Step 1, from Lemma 4.1 (i) we have
rαu′(r)β =
∫ r
0
[
G(u(s))
g(u(s))
]β [
sθ
G(u(s))
]β
sγ−θβ−1ds
≤ εβ(α− β)
[
G(u(r))
g(u(r))
]β ∫ r
0
sα−β−1ds = εβ
[
G(u(r))
g(u(r))
]β
rα−β for r > 0 small.
This yields
u′(r)g(u(r))
G(u(r))
≤ ε
r
for all 0 < r ≤ R,
so that
d
dr
[
log
G(u(r))
rε
]
≤ 0 for all 0 < r ≤ R.
Integrating over [r, R] one obtains
(4.3)
G(u(r))
rε
≥ c := G(u(R))
Rε
> 0 for all 0 < r ≤ R.
Step 3: Conclusion of the proof.
From (4.3) we find, using G(u) ≤ ug(u), that
1
f(u(r))
=
1
g(u(r))β
≤
[
u(r)
crε
]β
for 0 < r ≤ R.
Then,
rαu′(r)β =
∫ r
0
sγ−1
f(u(s))
ds ≤ 1
cβ
∫ r
0
sγ−βε−1u(s)βds ≤ r
γ−εβu(r)β
cβ(γ − εβ) for 0 < r ≤ R.
This implies
u′(r)
u(r)
≤ Crθ−1−ε for 0 < r ≤ R,
for some C > 0. Integrate the above inequality over [r, R] to deduce
log
u(R)
u(r)
≤ C
θ − ε
[
Rθ−ε − rθ−ε] ≤ CRθ−ε
θ − ε for all 0 < r ≤ R.
Letting r → 0 in the above estimate we raise a contradiction, since u(0) = 0. Hence (4.1)
holds and this completes the proof of Lemma 4.2. 
Let u be a solution of (1.1). We next introduce the scaling
(4.4) ez =
A
rθ
G(u(r)) where t = − log r ∈ (− log r0,∞)
and θ = 1+ γ−α
β
≥ 2 and A = θ{γ−L(γ−α+β)}1/β are given by equations (1.8) and (1.9).
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Lemma 4.3. We have
(4.5) θ − θ
(
γ
α− β
)1/β
≤ zt ≤ θ for large t > 0.
Proof. Note that from (4.4) we have
z(t) = logA + θt+ logG(u(r)) for large t > − log r0.
Using the fact that d
dt
= −r d
dr
we differentiate in the above equality to deduce
(4.6) zt(t) = θ − rg(u(r))u
′(r)
G(u(r))
≤ θ for large t > 0.
On the other hand, by (4.1) we have
G(u(r))
rθ
≥ 1
θγ1/β
for r > 0 large.
Using this estimate and the fact that r 7→ G(u(r))
g(u(r))
is nondecreasing for small r > 0, from
Lemma 4.1 (i) we have
rαu′(r)β =
∫ r
0
[
G(u(s))
g(u(s))
]β [
sθ
G(u(s))
]β
sγ−θβ−1ds
≤
[
G(u(r))
g(u(r)
]β
θβγ
α− β r
α−β for r > 0 small.
Hence
ru′(r)g(u(r))
G(u(r))
≤ θ
(
γ
α− β
)1/β
for r > 0 small.
Using this estimate in (4.6) we deduce the lower bound in (4.5). 
Lemma 4.4. z satisfies
(4.7) ztt − azt + b(1 − e−βz) + (1− L)z2t + T (z) = 0,
where
(4.8) a = 2θ(1− L) + α
β
− 1 > 0, b = θ
{
θ(1− L) + α
β
− 1
}
> 0,
(4.9) T (z) =
[
L− g
′(u)G(u)
g(u)2
]
(zt − θ)2 + b
[
1−
(
1− zt
θ
)1−β]
e−βz.
Proof. Since r = e−t we may write (4.4) as G(u(r)) = 1
A
ez−θt. Since d
dr
= −et d
dt
, we
differentiate in the above equality to deduce g(u)u′ = −et
A
d
dt
(
ez−θt
)
, that is,
(4.10) g(u)u′ = −e
z+(1−θ)t
A
(zt − θ).
We differentiate in the last equality and obtain
(4.11) g′(u)u′2 + g(u)u′′ =
ez+(2−θ)t
A
{ztt + (zt − θ)(zt − θ + 1)} .
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From (4.10) we find
(4.12) g′(u)u′2 =
g′(u)
A2g(u)2
e2z+2(1−θ)t(zt − θ)2 = (zt − θ)
2
A
g′(u)G(u)
g(u)2
ez+(2−θ)t.
Use (4.12) in (4.11) to deduce
(4.13) g(u)u′′ =
ez+(2−θ)t
A
{
ztt + (zt − θ)(zt − θ + 1)− (zt − θ)2g
′(u)G(u)
g(u)2
}
.
Since f(u)
(
rαu′(r)β
)′
= rγ−1, we find
(4.14) (u′g)β−1
(
βgu′′ +
α
r
u′g
)
− rγ−α−1 = 0.
Using now the expressions of g(u)u′ and g(u)u′′ given by (4.10) and respectively (4.13), from
(4.14) we derive (4.7). 
Crucial to our approach is the following result which establishes the behaviour at infinity
for z and zt.
Proposition 4.5. Let z be defined by (4.4) which also satisfies (4.7). Then
lim
t→∞
z(t) = lim
t→∞
zt(t) = 0.
We shall distinguish the cases where zt does not change sign or oscillates in a neighborhood
of infinity.
Lemma 4.6. Assume zt does not change sign for t > 0 large. Then limt→∞ z(t) = 0.
Proof. From Lemma 4.2 one has
1
θγ1/β
≤ lim inf
r→0
G(u(r))
rθ
<∞.
Using (4.4) this implies lim inft→∞ z(t) ∈ R. Since zt does not change sign for t > 0 large it
follows that there exists c := limt→∞ z(t) and by the above argument we have c ∈ R.
We claim that c = 0. Suppose to the contrary that this is not true. Thus, c 6= 0. Then,
we prove that
(4.15) lim
t→∞
zt(t) = 0.
Since t is bounded, clearly one has
(4.16) lim inf
t→∞
|zt(t)| = 0.
In order to prove (4.15) it is enough to show that
(4.17) lim sup
t→∞
|zt| = 0.
Suppose by contradiction that (4.15) and thus (4.17) do not hold. Using (4.16) we may
find a sequence of local extremum points {tn} ⊂ (0,∞) of zt so that tn →∞ and z(tn)→ c,
zt(tn)→ 0 and ztt(tn) = 0. Now from (4.7) it follows that
−azt(tn) + b(1− e−βz(tn)) + (1− L)zt(tn)2 + T (z(tn)) = 0.
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Passing to the limit in the above equality with n → ∞ (note that T (z(tn)) → 0 by (G2))
one has b(1 − eβc) = 0 which is impossible since b > 0 and c 6= 0. This establishes (4.15).
Using this fact we may pass to the limit in (4.7) this time with t→∞. It follows that
lim
z→∞
ztt(t) = b(e
−βc − 1) 6= 0,
and hence limt→∞ |zt(t)| =∞ which contradicts the fact that zt is bounded by (4.17). 
Lemma 4.7. Assume zt does not change sign for large t. Then limt→∞ zt(t) = 0.
Proof. From the previous lemma we know that limt→∞ z(t) = 0 and since z is bounded, one
has
(4.18) lim inf
t→∞
|zt(t)| = 0.
Assume by contradiction that
(4.19) lim sup
t→∞
|zt(t)| > 0.
Then, from (4.18), (4.19) we can find a sequence of local extremum points {tn} of zt such
that, as n→∞, one has
(4.20) z(tn)→ 0, ztt(tn) = 0, and zt(tn)→ ℓ 6= 0.
Case 1: zt ≤ 0 for large t.
Then ℓ < 0. Passing to the limit in (4.7) and using (4.20) we find:
(4.21) −aℓ + (1− L)ℓ2 + b
[
1−
(
1− ℓ
θ
)1−β]
= 0,
however this is a contradiction since a, b > 0, ℓ < 0 and β ≥ 1.
Case 2: zt ≥ 0 for large t.
Then ℓ > 0. Passing to the limit in (4.7) we again derive (4.21). Observe that by (4.5)
one has zt ≤ θ. Therefore, ℓ ≤ θ. Also, ϕ(s) = −as + (1 − L)s2 + b
{
1− (1− s/θ)1−β} is
decreasing on (0, θ] since
ϕ′(s) =− a + 2(1− L)s+ b(1 − β)
θ
(
1− s
θ
)−β
≤− a + 2(1− L)s ≤ −a + 2(1− L)θ = 1− α
β
< 0.
Hnece ϕ(ℓ) < ϕ(0) = 0 which shows that (4.21) cannot hold. This proves that (4.19) cannot
hold either and completes our argument. 
We next discuss the case where zt oscillates in a neighborhood of infinity.
Lemma 4.8. Assume that zt changes sign infinitely many times at t → ∞. Then, there
exists a compact set K in the zzt-plane and t ∈ R such that
{(z, zt); t > t0} ⊂ K.
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Proof. Note that by (4.5), zt is bounded. Also, by Lemma 4.2 and (4.4) we have
−∞ < lim inf
t→∞
z(t) <∞.
To prove our result, it is enough to show that
(4.22) lim sup
t→∞
z(t) <∞.
Assume to the contrary that (4.22) does not hold. Thus, one can find two sequences {tn},
{t˜n} such that
• tn is a local maximum point for z, zt(tn) = 0 and z(tn)→∞ as n→∞.
• t˜n > tn, zt(t˜n) = 0 and zt < 0 on (tn, t˜n).
In particular one has that z(t˜n) < z(tn). For large t > 0 set
Ψ(t) =
1
2
z2t + θ
(
α
β
− 1
)
z +
b
β
e−βz.
Then, using (4.7) we compute
dΨ
dt
= ztztt + θ
(
α
β
− 1
)
zt − be−βz(t)zt
=
[
a+ 2θ
(
L− g
′(u(r))G(u(r))
g(u(r))2
)]
z2t +
(
1− g
′G
g2
)
(−zt)3
+ θ2
(
1− g
′G
g2
)
(−zt) + b
[
1−
(
1− zt
θ
)1−β]
e−βz(−zt).
Therefore dΨ
dt
≥ 0 on [tn, t˜n] and Ψ(tn) ≥ Ψ(t˜n). This yields
(4.23) θ
(
α
β
− 1
)
z(t˜n) +
b
β
e−βz(t˜n) ≥
(
α
β
− 1
)
z(tn) +
b
β
e−βz(tn) →∞ as t→∞.
Since the function s 7→ θ
(
α
β
− 1
)
s+ b
β
e−βz(tn) is increasing in a neighborhood of infinity and
z(t˜n) < z(tn). It follows from (4.23) that z(t˜n)→ −∞ which contradicts lim inf zt ∈ R. 
Let us consider the limit problem that corresponds to (4.7) that is
(4.24)
{
z˜tt − az˜t + b(1 − e−βz˜) + (1− L)z˜2t + b
[
1− (1− z˜t
θ
)1−β]
e−βz˜ = 0,
z˜(0) = z0 ∈ R
which we can write as:
(4.25)


z˜t = w˜,
w˜t = aw˜ − b(1− e−βz˜)− (1− L)w˜2 − b
[
1− (1− w˜
θ
)1−β]
e−βz˜,
(z˜(0), w˜(0)) = (z˜0, w˜0) ∈ R2.
Lemma 4.9. Let (z˜, w˜) be the solution of (4.25) and let K be a compact set in the z˜w˜-plane.
If (z˜0, w˜0) 6= (0, 0) then there exists T > 0 such that (z˜(T ), w˜(T )) 6∈ K.
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Proof. The system (4.25) has the unique equilibrium point (0, 0) and the matrix of the
linearized system at (0, 0) is (
0 1
−bβ a+ (β − 1)b
)
.
It is straightforward to compute the two eigenvalues
λ± =
1
2
[
a + (β − 1)b±
√
{a + (β − 1)b}2 − 4bβ
]
.
Since b, β > 0, one has Re(λ±) > 0, and hence (0, 0) is either an unstable node or a spiral-
out. Thus, the orbit {(z˜(t), w˜(t))} does not converge to (0, 0). If q = 1 then L = 1 and z˜
satisfies
d
dt
{
1
2
z˜2t + b
(
z˜ +
1
β
e−βz˜
)}
= az˜2t − b
[
1−
(
1− z˜t
θ
)1−β]
e−βz˜ z˜t ≥ 0.
Here, we see that by taking the cases z˜t ≥ 0 and zt < 0 that
−b
[
1−
(
1− z˜t
θ
)1−β]
e−βz˜ z˜t ≥ 0.
The last estimate indicates that system (4.25) has no nontrivial periodic orbit. If q > 1, let
ζ be defined by ez˜ = ζ
p+1
p+1
, where p = q/(q − 1) > 1. Then, from (4.24) we deduce that ζ
satisfies
ζtt−aζt+ b
p+ 1
{
ζ − (p+ 1)βζ1−β(p+1)}+b(p+1)β−1ζ1−β(p+1)
[
1−
(
1− (p+ 1)ζt
θζ
)1−β]
= 0.
Note that β ≥ 1 and p > 1 implies β(p+ 1) > 2. Consider next
Φ(t) =
1
2
ζ2t +
b
p+ 1
{
ζ2
2
+
(p + 1)β
β(p+ 1)− 2ζ
2−β(p+1)
}
.
Then
d
dt
Φ = aζ2t − b(p+ 1)β−1ζ1−β(p+1)
[
1−
(
1− (p + 1)ζt
θζ
)1−β]
ζt ≥ 0
which shows that (4.25) has no nontrivial periodic orbit. Thus, (4.25) has no limit cycle in
both cases q = 1 and q > 1.
If {(z˜(t), w˜(t))} ∈ K for all t ≥ 0, then, from the Poincare´-Bendixon theorem it fol-
lows that (z˜(t), w˜(t)) either converges to an equilibrium point or approaches a limit cycle
which is not possible in light of the above arguments. Thus, there exists T > 0 such that
(z˜(T ), w˜(T )) 6∈ K. 
Lemma 4.10. Let z be defined by (4.4). If zt changes sign infinitely many times as t→∞,
then
lim
t→∞
z(t) = lim
t→∞
zt(t) = 0.
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Proof. Suppose by contradiction that
(4.26) lim
t→∞
(z(t), zt(t)) 6= (0, 0).
By Lemma 4.8 there exists a compact set K ⊂ R2 and t0 ≥ 0 so that
(4.27) (z(t), zt(t)) ∈ K for all t ≥ t0.
Using (4.26) and the boundedness of z and zt, we can find a sequence {tn} ⊂ R so that
tn →∞ and
lim
n→∞
(z(tn), zt(tn)) = (z0, w0) 6= (0, 0).
Let now (z˜, w˜) be the solution of (4.25) with the initial condition (z0, w0). According to
Lemma 4.9 there exists T > 0 such that
(4.28) (z˜(T ), w˜(T )) 6∈ K.
On the other hand, using (1.2), for large t > 0 the quantity
(
L− g′(u)G(u)
g(u)2
)
(zt − θ)2 is
arbitrarily small since zt is bounded. Hence, by the continuous dependence on data for
ODEs, for large n we have that (z(tn+ t), zt(tn+ t)) is close to the solution (z˜(t), w˜(t)) in the
finite interval [0, T ]. Using (4.28) we now deduce that for large n, (z(tn + t), zt(tn + t)) 6∈ K
which contradicts (4.27). Hence, (4.26) cannot hold which finishes our proof. 
Now the proof of Proposition 4.5 follows from Lemmas 4.6, 4.7 and 4.10.
Corollary 4.11. Let u be a solution of (1.1) and z be defined by (4.4). Then
lim
t→∞
z(t) = lim
t→∞
zt(t) = 0.
In particular, u(r) = G−1
[
rθ
A
(1 + o(1))
]
as r → 0.
One important tool in the proof of the uniqueness is the following result from [25].
Proposition 4.12. (see [25, Lemma 4.2]) Suppose that C(t) and D(t) are continuous func-
tions satisfying limt→∞ C(t) = C > 0 and limt→∞D(t) = D > 0. Let z(t) be a solution
of
ztt − C(t)zt +D(t)z = 0 for large t.
If z(t) is bounded as t→∞, then z(t) ≡ 0.
Theorem 4.13. The equation (1.1) has at most one degenerate solution.
Proof. Let uj(r), j = 1, 2, be two degenerate solutions of (1.1). Let zj(t), j = 1, 2, be defined
by the transformation (4.4), that is,
ezj(t) =
rθ
A
G[uj(r)] and t = − log r.
By (4.7) we see that zj satisfies
zjtt − azjt + b(1− e−βzj) + (1− L)z2j + T (zj) = 0,
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where a and b are the positive constants defined in (4.8) and T is defined in (4.9) of Lemma
4.4. Here and in the subsequent arguments, zjt and zjtt, j = 1, 2, stand for
dzj
dt
and
d2zj
dt2
. Let
z(t) := z2(t)− z1(t). By Corollary 4.11 we see that for j = 1, 2 one has
(4.29) zj(t)→ 0 , zjt(t)→ 0 as t→∞.
Then, z satisfies
(4.30) ztt−azt−be
−βz2 − e−βz1
z2 − z1 z+(1−L)(z2t+z1t−2θ)zt+V (z2)−V (z1)+W (z2)−W (z1) = 0,
where for j = 1, 2 we defined
V (zj) = b
[
1−
(
1− zjt
θ
)1−β]
e−βzj ,
W (zj) =
[
L− g
′(uj)G(uj)
g(uj)2
]
(zjt − θ)2 ,
and we extended the quotient (ez2 − ez1)/(z2 − z1) by
(4.31)
e−βz2 − e−βz1
z2 − z1 = −βe
−βz2 if z1 = z2.
Observe first that
(4.32)
V (z2)− V (z1) =b
[(
1− z1t
θ
)1−β
−
(
1− z2t
θ
)1−β]
e−βz1
+ b
[
1−
(
1− z2t
θ
)1−β]
· e
−βz2 − e−βz1
z2 − z1 z.
Using the mean value theorem, there exists z¯ between z1t and z2t such that
b
[(
1− z1t
θ
)1−β
−
(
1− z2t
θ
)1−β]
e−βz1 = −b(β − 1)
θ
e−βz1
(
1− z¯
θ
)−β
zt.
From (4.29) we have z¯ → 0 as t→∞.
Next, we estimate the difference W (z2)−W (z1) and we write
(4.33)
W (z2)−W (z1) =
[
L− g
′(u2)G(u2)
g(u2)2
]
(z1t+z2t−2θ)zt−
[g′(u2)G(u2)
g(u2)2
− g
′(u1)G(u2)
g(u2)2
]
(z1t−θ)2.
To estimate the last term in (4.33), let us denote wj = G[uj], j = 1, 2. Since
d
dw
[
wg′(G−1[w])
g(G−1[w])2
]
=
{
1 +
[
g(G−1[w])g′′(G−1[w])
g′(G−1[w])2
− 2
]
wg′(G−1[w])
g(G−1[w])2
}
wg′(G−1[w])
g(G−1[w])2
1
w
,
it follows from the mean value theorem that there exists w¯ between w2 and w1 such that
w2g
′(G−1[w2])
g(G−1[w2])2
− w1g
′(G−1[w1])
g(G−1[w1])2
=
{
1 +
[
g(G−1[w¯])g′′(G−1[w¯])
g′(G−1[w¯])2
− 2
]
w¯g′(G−1[w¯])
g(G−1[w¯])2
}
w¯g′(G−1[w¯])
g(G−1[w¯])2
1
w¯
(w2 − w1).
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Let wj = G[uj], j = 1, 2, in the above equality. Since G is continuous and increasing there
exists u¯ between u2 and u1 so that w¯ = G[u¯] and
(4.34)
g′(u2)G[u2]
g(u2)2
− g
′(u1)G[u1]
g(u1)2
=
{
1 +
[
g(u¯)g′′(u¯)
g′(u¯)2
− 2
]
g′(u¯)G[u¯]
g(u¯)2
}
g′(u¯)G[u¯]
g(u¯)2
Ae−θt
G[u¯]
e−βz2 − e−βz1
z2 − z1 z,
where we extended (e−βz2 − e−βz1)/(z2− z1) by (4.31) if z1 = z2. Therefore, from (4.30) and
(4.32)-(4.34), z satisfies
ztt − C(t)zt +D(t)z = 0,
where
C(t) = a− (1− L)(z2t + z1t − 2θ) + b(β − 1)
θ
e−βz1
(
1− z¯
θ
)−β
−
[
L− g
′(u2)G[u2]
g(u2)2
]
(z2t + z1t − 2θ),
D(t) =− b
(
1− z2t
θ
)1−β
· e
−βz2 − e−βz1
z2 − z1
−
{
1 +
[
g(u¯)g′′(u¯)
g′(u¯)2
− 2
]
g′(u¯)G[u¯]
g(u¯)2
}
g′(u¯)G[u¯]
g(u¯)2
Ae−θt
G[u¯]
e−βz2 − e−βz1
z2 − z1 (z1t − θ)
2.
Since g′(u2)G[u2]/g(u2)
2 → L, by (4.29) we see that
(4.35) C(t)→ a+ 2θ(1− L) + b(β − 1)
θ
as t→∞.
Since u¯ is between u2 and u1, we see that u¯(r)→ 0 as r → 0, and hence
1 +
(
g(u¯)g′′(u¯)
g′(u¯)2
− 2
)
g′(u¯)G[u¯]
g(u¯)2
→ 1 +
(
1
q
− 2
)
L = 0 as r → 0.
By Corollary 4.11 we see that G[uj(r)] =
e−θt
A
(1 + o(1)) as t→∞. Since G is monotone, we
see that
G[u¯] =
e−θt
A
(1 + o(1)) as t→∞.
Then, we find
(4.36) D(t)→ bβ as t→∞.
Because of (4.29), (4.35) and (4.36), by Proposition 4.12 we see that z(t) ≡ 0, and hence the
conclusion holds. 
Proof of Theorem 1.1 (i)-(iii). (i) The existence of a solution was already proved in Sec-
tion 3. The uniqueness of a solution to (1.1) follows from Theorem 4.13.
(ii) By Corollary 4.11 we have
u(r) = G−1
[
rθ
A
ψ(r)
]
,
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where 0 < ψ ∈ C[0, r0) and ψ(r) → 1 as r → 0. Let s = G−1[A−1rθψ(r)], so that s → 0 as
r → 0 and r =
(
A
ψ(r)
)1/θ
G(s)1/θ. Then
(4.37) u′(0) = lim
r→0
u(r)
r
= lim
r→0
G−1[A−1rθ(ψ(r))]
r
= lim
r→0
ψ(r)1/θs
A1/θG(s)1/θ
=
[
1
A
lim
s→0
sθ
G(s)
]1/θ
which proves (1.10).
Assume next that (1.11) holds and take ε > 0 so that γ−α
β
< q+ε
q+ε−1
. By condition (G2) it
follows
g′(s)2
g(s)g′′(s)
≤ q + ε for all s > 0 small.
From here we see that (
g
g′
)′
(s) ≤ q + ε− 1
q + ε
for all s > 0 small.
Integrating in the above estimate we find that s 7−→ g(s)s− q+εq+ε−1 is increasing in a small
neighborhood of the origin. Thus, there exists c > 0 such that 1/g(s) ≥ cs− q+εq+ε−1 for all
s > 0 small. This further yields
sθ−1
g(s)
≥ csθ−1− q+εq+ε−1 →∞ as s→ 0,
since, by our choice of ε > 0 we have θ − 1− q+ε
q+ε−1
< 0. By L’Hospital’s rule it follows that
sθ/G(s)→∞ as s→ 0 and then, by (4.37) we have u′(0) =∞.
(iii) The convergence part follows from the uniqueness of a solution to (1.1) and (3.13). 
5. Proof of Theorem 1.1 (iv)
Let u(r, a) be a solution of (1.6). We define
(5.1) u˜(s) = G−1q
[
λ−θG [u(r, a)]
]
, s =
r
λ
and λ =
(
G[a]
Gq[1]
)1/θ
.
Then u˜(s) satisfies
(5.2)

s−(γ−1)(sαu˜′(s)β)′ − 1
gq(u˜(s))β
+ s−γ+α−1 gq(u˜(s))
Gq(u˜(s))
(
L− g′(u(r))G(u(r))
g(u(r))2
)
u˜′(s)β+1 = 0, s > 0,
u˜(0) = 1,
u˜(0) = 0.
Lemma 5.1. Let v(s, 1) be a solution of (1.14) with b = 1. Then,
u˜(s)→ v(s, 1) in Cloc[0,∞) as a→ 0.
Proof. Let s0 > 0 be fixed. We claim that
(5.3) u(λs, a)→ 0 uniformly in s ∈ [0, s0] as a→ 0.
Indeed, let δ > 0 be small. By Lemma 3.3 (ii) there exist rδ > 0 and δ0 > 0 such that
(5.4) if 0 < a < δ0, then 0 ≤ u(r, a) < δ for all 0 < r < rδ.
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If a > 0 is small, then s0 < rδ/λ, because lima→0 λ = lima→0 (G[a]/Gq[1])
1/θ = 0. By (5.4)
we see that if a > 0 is small, then 0 ≤ u(λs, a) < δ for 0 ≤ s ≤ s0. Since δ > 0 can be chosen
arbitrarily small, we see that (5.3) follows.
By (5.3) we have
g′(u(λs, a))G[u(λs, a)]
g(u(λs, a))2
→ L uniformly in s ∈ [0, s0] as a→ 0.
Clearly Gq[u˜] ≥ Gq[1] > 0 and the denominator Gq[u˜] in (5.2) is uniformly bounded away
from 0. Because of the continuity of u˜(s) ∈ C[0, s0) with respect to the nonlinearity in (5.2),
we see that u˜(s)→ v(s, 1) in C[0, s0) as a→ 0. Since s0 > 0 can be chosen arbitrarily large,
the conclusion follows. 
Lemma 5.2. Let u∗(r) be the degenerate solution given by Theorem 1.1, and let s and λ be
defined by (5.1). Let u˜∗(s) := G−1q
[
λ−θG[u∗(r)]
]
. Then
u˜∗(s)→ v∗(s) in Cloc(0,∞) as a→ 0,
where v∗(s) = G−1q [A
−1sθ] which is defined by (1.15).
Proof. There exists a continuous function ρ(r) such that u∗(r) = G−1[A−1rθ(1 + ρ(r))] and
ρ(r)→ 0 as r → 0. We have
u˜∗(s) = G−1q
[
λ−θG
[
G−1[A−1rθ(1 + ρ(λs))]
]]
= G−1q
[
A−1sθ(1 + ρ(λs))
]
.
Let 0 < s0 < s1 be fixed. Since ρ(r) → 0 as r → 0, we see that ρ(λs) → 0 uniformly in
s ∈ [s0, s1] as a→ 0. Thus, u˜∗(s)→ G−1q [A−1sθ] uniformly in s ∈ [s0, s1] as a→ 0. Since s0
and s1 can be chosen arbitrary, the conclusion follows. 
In the proof of Theorem 1.1 (iv) we use the following:
Proposition 5.3. Let qc be defined by (1.13). Assume that b > 0 (resp. b ∈ R) if q > 1
(resp. if q = 1). Let v(s, b) be a solution of (1.14), and let v∗(s) be the solution given by
(1.15). If q < qc, then Z(0,∞)[v( · , b)− v∗( · )] =∞.
Proof of Theorem 1.1 (iv). Let
u˜(s) := G−1q [λ
−θG[u(r, a)]], u˜∗(s) := G−1q [λ
−θG[u∗(r)]], s :=
r
λ
and λ :=
(
G[a]
Gq[1]
)1/θ
.
By Lemmas 5.1 and 5.2 we see that
(5.5) u˜(s)→ v(s, 1) in Cloc(0,∞) as a→ 0,
(5.6) u˜∗(s)→ v∗(s) in Cloc(0,∞) as a→ 0.
By Proposition 5.3 we have
(5.7) Z(0,∞) [v( · , 1)− v∗( · )] =∞.
Let r0 > 0 be fixed. Since the same transformation is applied to both u˜(s) and u˜
∗(s), we
have Z(0,r0)[u( · , a)−u∗( · )] = Z(0,r0/λ)[u˜( · )− u˜∗( · )]. For each M > 0, there are sM > 0 and
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aM > 0 such that Z(0,sM )[u˜( · ) − u˜∗( · )] ≥ M for 0 < a < aM , because of (5.5), (5.6) and
(5.7). If a > 0 is small, then (0, sM) ⊂ (0, r0/λ), and hence
Z(0,r0)[u( · , a)− u∗( · )] = Z(0,r0/λ)[u˜( · )− u˜∗( · )] ≥ Z(0,sM )[u˜( · )− u˜∗( · )] ≥ M.
Since M can be arbitrarily large, we see that Z(0,r0)[u( · , a)− u∗( · )]→∞ as a→ 0. 
6. Bifurcation diagram
Let (λ, v(s)) be a regular solution of (1.16), and let Λ := λ1/(γ−α+β). Set u(r) := 1 − v(s)
and r := Λs. Then u satisfies

r−(γ−1)(rα|u′|β−1u′)′ = 1
f(u)
for 0 < r < Λ,
0 ≤ u(r) < 1 for 0 ≤ r < Λ,
u(Λ) = 1.
Proof of Corollary 1.3 (i). By Theorem 1.1 (i) we have that (1.1) has a unique degenerate
solution u∗(r). Also, by Lemma 4.1 (i)-(ii) we have
(6.1) u∗′(r) > 0 and u∗(r) ≥ G−1
[
rθ
θγ1/β
]
.
Using the assumption (G4) (which yields G(∞) = ∞), there exists a unique r∗0 > 0 such
that u∗(r∗0) = 1. Then (λ¯, v¯(s)) := ((r
∗
0)
γ−α+β , 1−u∗(r∗0s)) is a degenerate solution of (1.16).
Let us prove the uniqueness. Suppose that there are two degenerate solutions (λj , vj(s)),
j = 1, 2, of (1.16). Then the two functions uj(r) := 1 − vj(Λ−1j r), j = 1, 2, are solutions
of (1.1), where Λj := λ
1/(γ−α+β)
j . Because of the uniqueness of the solution u
∗ of (1.1), we
see that u∗(r) = 1− vj(Λ−1j r). Since vj(s) satisfies the Dirichlet boundary condition, we see
that 0 = vj(1) = 1 − u∗(Λj). By the uniqueness of r∗0 we have that Λ1 = Λ2 = r∗0. Since
u∗(r) = 1− vj(Λ−1j r), we see that v1(s) = v2(s) which shows the uniqueness of a degenerate
solution to (1.16).
We next establish (1.17). Let δ > 0 be fixed. By (6.1) and assumption (G4) there exists
r∗δ > 0 such that u
∗(r∗δ) = 1 + δ. For τ ∈ (0, 1), let u(·, 1− τ) be the solution of (1.6) with
a = 1− τ . Let r0(τ) > 0 be the first positive zero of the function 1− u( · , 1− τ); note that
r0(τ) exists due to the convergence (1.12). Then
(λ(τ), v(s, τ)) :=
(
r0(τ)
γ−α+β , 1− u(r0(τ)s, 1− τ)
)
is a solution of (1.16). If τ is close to 1, then the solution u( · , 1− τ) exists in [0, r∗δ ] and
(6.2) u(r, 1− τ)→ u∗(r) in C[0, r∗δ ] and τ → 1.
Since 1 − u∗(r∗δ ) < 0, we see that r0(τ) < r∗δ provided that τ is close to 1. By (6.2) we have
r0(τ) → r∗0 as τ → 1. Since λ¯ = (r∗0)γ−α+β and λ(τ) = r0(τ)γ−α+β , we see that λ(τ)→ λ¯ as
τ → 1 and thus
(6.3) |u∗(λ¯1/(γ−α+β)s)− u∗(λ(τ)1/(γ−α+β)s)| → 0 in C[0, 1] as τ → 1.
By Theorem 1.1 (i) we have
(6.4) |u(λ(τ)1/(γ−α+β)s, 1− τ)− u∗(λ(τ)1/(γ−α+β)s)| → 0 in C[0, 1] as τ → 1.
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By (6.3) and (6.4) we have
|v(s, τ)− v¯(s)| ≤ |u∗(λ¯1/(γ−α+β)s)− u∗(λ(τ)1/(γ−α+β)s)|
+ |u∗(λ(τ)1/(γ−α+β)s)− u(λ(τ)1/(γ−α+β)s, 1− τ)|
→ 0 in C[0, 1] as τ → 1.
This finishes our proof. 
Proof of Corollary 1.3 (ii). The proof is inspired from [27, Lemma 8.1]. However, the situ-
ation is diffrent here, since solutions to (1.16) may be degenerate.
Let U(r, a) := v(s, a) and r := λ1/(γ−α+β)s. Then, U satisfies
(6.5)


r−(γ−1)(rα|U ′|β−1U ′)′ + 1
f(1−U)
= 0 0 < r < λ1/(γ−α+β),
U(0, a) = 1− a,
U(r0(a), a) = 0.
Let U∗(r) denote the unique degenerate solution of the equation in (6.5) such that U∗(0) = 1
and (U∗)′(r) < 0 for r > 0. The existence of U∗ is guaranteed by Theorem 1.1 (i). Let r0(a)
and r∗0 denote the first zero of U( · , a) and U∗( · ), respectively. Then, λ(a) and λ¯ are given
by
λ(a) := r0(a)
γ−α+β and λ¯ := (r∗0)
γ−α+β.
Let I := [0,min{r0(a), r∗0}] and set z(a) := ZI [U( · , a)− U∗( · )]. For each fixed a ∈ (0, 1),
there is a neighborhood of r = 0 such that U( · , a) and U∗( · ) has no intersection in the
heighborhood, since U(0, a) < 1 = U∗(0). The equation in (6.5) is equivalent to
βU ′′ +
α
r
U ′ +
rγ−α−1
f(1− U)|U ′|β−1 = 0.
Since (U∗)′ < 0 for r > 0 by Lemma 4.1 and U ′ < 0 for r > 0 by Lemma 3.2, the
equation (6.5) is nondegenerate outside the neighborhood of r = 0. Therefore, for each fixed
a ∈ (0, 1), the zero set {U( · , a) − U∗( · ) = 0} does not have an accumulation point, and
hence z(a) <∞. It is clear that U(r, a)− U∗(r) is a C1 function of (r, a). We see that each
zero of U( · , a) − U∗( · ) is simple, because of the uniqueness of a solution of the ODE of
second order
β(U − U∗)′′ + α
r
(U − U∗)′ − r
γ−α−1
|U ′|β−1
1
f(1− U)f(1− U∗)
f(1− U)− f(1− U∗)
U − U∗ (U − U
∗)
− r
γ−α−1
f(1− U∗)|U ′|β−1|(U∗)′|β−1
|U ′|β−1 − |(U∗)′|β−1
U ′ − (U∗)′ (U
′ − (U∗)′) = 0.
It follows from the implicit function theorem that each zero of U( · , a)−U∗( · ) continuously
depends on a. Because z(a) does not change in a neighborhood of each fixed a, z(a) is
conserved if another zero does not enter I from ∂I or goes out of I. Here, the boundedness
of z(a) is used to guarantee the local conservation of z(a). We prove the conclusion by
contradiction. Suppose that there is 0 < a0 < 1 such that λ(a) < λ¯ for all a ∈ (a0, 1). Let
r˜ := min{r0(a), r∗0}. Since U(0, a) − U∗(0) < 0, it follows that U(r˜, a) − U∗(r˜) < 0. Thus,
another zero cannot enter or go out. Hence z(a) is bounded for a ∈ (a0, 1) which contradicts
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Theorem 1.1 (iv). Similarly, we obtain a contradiction in the case where λ(a) > λ¯ for
a ∈ (a0, 1). Thus, λ(a) has to oscillate infinitely many times around λ¯ as a→ 1. 
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