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Abstract
We discuss a conjecture of Ólafsson and Pasquale published in (J. Funct. Anal. 181 (2001)
346). This conjecture gives the Bernstein–Sato polynomial associated with the Poisson kernel
of the ordered (or non-compactly causal) symmetric spaces. The Bernstein–Sato polynomials
allow to locate the singularities of the spherical functions on the considered spaces. We prove
that this conjecture does not hold in general, and propose a slight improvement of it. Finally,
we prove that the new conjecture holds for a class of ordered symmetric spaces, called both
the Makarevicˇ spaces of type I, and the satellite cones.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
An ordered (or non-compactly causal) symmetric space G/H is a particular non-
Riemannian symmetric space. Its speciﬁcity is to carry a partial order, which is invariant
under the action of the Lie group G. This structure allows to develop a theory of
spherical functions close to the theory on the Riemannian symmetric spaces (cf. [5]).
Roughly speaking, the spherical functions  play the role of the exponential func-
tions in the Euclidean theory of the Fourier transform. They are labeled by the elements
 ∈ a∗ belonging to (the dual of) a Cartan subspace of the Lie algebra associated to G.
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There are two main differences between the spherical functions on the ordered sym-
metric space G/H and the ones on the Riemannian symmetric space G/K , essentially
due to the lack of compacity of the group H .
On one side, the  are deﬁned on the futur of 1H , {x ∈ G/H | x > 1H }, but
deﬁned everywhere on G/K . On other side, the dependence of  on  is meromorphic
in the ordered case, instead of holomorphic in the Riemannian case. A natural problem,
crucial to understand the Laplace transform on ordered symmetric spaces, is therefore
to locate the -singularities of .
A strategy to get an explicit solution to the problem has been proposed in [14].
This approach is based on an integral formula of , valid for  in a domain E .
This formula reduces the problem of meromorphic extension to the construction of
Bernstein identities on a family of polynomials (cf. [3]). The authors of [14] have
stated a conjecture (cf. Conjecture 1) on the shape of these Bernstein identities.
In our article, we will prove (an improvement of) this conjecture on a family of
ordered symmetric spaces, the satellite cones. The satellite cones are closely related
to simple Euclidean Jordan algebras (cf. [6]). The proof of this conjecture will be
based on the previous supplement of structure, in particular a result of [2] on Bernstein
identities of the power function (Theorem 4), and will also use the theory of the radial
part of differential operators.
Section 2 is devoted to the presentation of the Jordan algebras, and the setting of
the main notations. We introduce and classify the satellite cones in Section 3 and we
recall the properties of the spherical functions in Section 4. In Section 5, we provide
a counter example to the conjecture of [14] (Lemma 2), and propose a new conjecture
(Conjecture 3). The new conjecture seems weaker than the initial one, but is sufﬁcient
to study the singularities of . Finally, we prove Conjecture 3 for the satellite cones
in Section 6, Theorem 6, and deduce a set containing the polar set of  (Theorem 7).
2. Preliminaries on Jordan algebras
Let V be a real, ﬁnite dimensional, Euclidean, and simple Jordan algebra. It means
that V is a real vector space of ﬁnite dimension n, equipped with a commutative
multiplication which satisﬁes the axiom
x(x2y) = x2(xy), ∀x, y ∈ V.
Moreover, V has no non-trivial ideal and is endowed with an associative positive-
deﬁnite bilinear form.
There are three crucial applications associated to the algebra V : the regular repre-
sentation L, the quadratic representation P , and the Jordan triple system {., ., .}. They
are deﬁned by the relations
L(x)y = xy, ∀x, y ∈ V,
P (x)= 2L(x)2 − L(x2), ∀x ∈ V,
{x, y, z} = x(yz)− y(xz)+ (xy)z, ∀x, y, z ∈ V.
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The algebra V has a neutral element denoted by e. Let x be an element of V and
consider the subalgebra R[x] of V , generated by e and the various powers of x. The
algebra R[x] is associative, the dimension of R[x] deﬁnes the rank of x, and the rank
r of V is deﬁned by the maximum of the ranks of the elements of V . The trace tr(x)
and the determinant (x) are given by the trace and the determinant of the restriction
of L(x) to the space R[x]. The Peirce constant d is an integer deﬁned by the relation
n = r + r(r − 1) d
2
.
If the determinant of x is non-zero, then x has an inverse in the associative algebra
R[x], which deﬁnes the inverse of x in V .
There exists on V a bilinear, associative, positive-deﬁnite form, unique up to a
positive scalar. We consider the following one:
(x, y) := tr(xy), ∀x, y ∈ V.
Let g ∈ gl(V ) be an endomorphism. We will denote by g′ the adjoint of g with
respect to the form .
Deﬁne the structure group Str(V ) of the Jordan algebra V by
Str(V ) := {g ∈ GL(V ) | ∀x ∈ V, gP (x)g′ = P(g · x)}.
The group Str(V ) is a closed subgroup of the linear group GL(V ), and it is a
reductive Lie group. The group of automorphism of V is a maximal compact subgroup
of Str(V ):
Aut(V ) = {k ∈ Str(V ) | ∀x, y ∈ V, k · (xy) = (k · x)(k · y)}.
The connected component of a subgoup H of Str(V ) containing the neutral element
e is denoted by H0. In particular, we consider G = Str(V )0, and K = Aut(V )0.
The Lie algebras associated with these two groups are, respectively, g and k. They are
subalgebras of the Lie algebra gl(V ). The involution  of gl(V ) deﬁned by (X) = −X′
is a Cartan involution on g. The algebra of -ﬁxed points is k, and p = L(V ) is the
eigenspace of  corresponding to the eigenvalue −1.
The eigenspaces of L(x) are denoted by
V (x, ) = {y ∈ V | xy = y}.
Let c be an idempotent of V (c satisfy c2 = c). The following decomposition,
orthogonal with respect to , is the Peirce decomposition associated to c:
V = V (c, 1)⊕ V (c, 1/2)⊕ V (c, 0).
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We deﬁne the Frobenius operator related to the idempotent c and the element z ∈
V (c, 1/2):
F(c, z)= exp(L(z)+ 2[L(z), L(c)])
= exp(2{c, z, .})
= I + 2{c, z, .} + 2{c, z, .}2.
Let x = x0 + x1/2 + x1 be the Peirce decomposition of x. The Peirce decomposition
of y = F(c, z)(x) is given by
y1 = x1,
y1/2 = 2zx1 + x1/2, (1)
y0 = 2(e − c)(z(zx1))+ 2(e − c)(zx1/2)+ x0.
These results are described in [6, pp. 106 and 107].
We choose a Jordan frame on V , denoted by (ci)ri=1 (see [6, Section IV.2]). The
system (ci)ri=1 contains r orthogonal idempotents:
cicj = ij ci ,
e= c1 + · · · + cr ,
where  is the Kronecker symbol.
According to [6, Proposition IV.1.1], the following spaces are two simple Jordan
subalgebras of V :
Vi = V (c1 + · · · + ci, 1), V ∗r−i = V (c1 + · · · + ci, 0), i ∈ {0, . . . , r}.
The orthogonal projection of V onto Vi (resp. V ∗i ) is denoted by i (resp. ∗i ).
The neutral element of Vi is ie = ei and the one of V ∗i is ∗i e = e∗i . We set
V i,r−i = V (ep, 1/2) = V (e∗r−i , 1/2).
The composition of the i with the determinant of Vi is denoted by i . The i are
the principal minors of the algebra V .
The vector space a = L(Rc1 + · · · + Rcr) is a Cartan subalgebra of g contained
in p.
We identify the linear forms a∗C of aC with C
r
, using a∗C → Cr ,  →  determined
by the requirement
(a1L(c1)+ · · · + arL(cr)) =
r∑
i=1
iai .
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Let 1i = (ij )rj=1 ∈ Cr . Set
ij :=
(
1
2
(1j − 1i )
)
and
gij = {X ∈ g | ∀H ∈ a, [H,X] = ij (H)}.
We have (gij ) = gji , (see [6, Proposition VI.3.3]), and
gij = {{ci, z, .} | z ∈ Vij := V (ci, 1/2) ∩ V (cj , 1/2)}.
In particular, we notice that dim gij = d . We can also see that the algebra n =
⊕i<jgij is the nilpotent algebra related to the choice of the positive Weyl chamber:
a+ = {L(a1c1 + · · · + arcr ) | a1 · · · ar}.
The restricted root system of g with respect to the Cartan subspace a is therefore
 = {ij | i = j}, and the multiplicity of each root is d. The positive root system
corresponding to the choice of a+ is + = {ij | i < j}, and the corresponding simple
root system is 	 = {i := ii+1 | i = 1, . . . , r−1}. We consider the permutation group
W of the set {1, . . . , r}. The action of w ∈W on a∗ is given by
w ·  := (w · ) = ((w·1)11 + · · · + (w·r)1r ).
The group W is actually the Weyl group associated to .
In brief, the restricted root system  is of type Ar , with multiplicity d.
We also consider the algebra n = (n). Let A, N and N be the analytic subgroups
of G, respectively, corresponding to a, n, and n. The centralizer of a in K is denoted
by M .
We complete the notations. Deﬁne, for i, j ∈ {1, . . . , r} and i = j , the covector
L(hij ) of ij by
hij = 2
(
cj − ci
)
.
Thus ij (L(hij )) = 2, and for all L(h) ∈ a,
(hij , h) = 4ij (L(h)).
We provide a∗ with the inner product
(
ij , kl
) = (hij , hkl).
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Finally, we construct the fundamental weights 
i ∈ a∗. Deﬁne 
i ∈ Cr by 
ij = −1
if j ∈ {1, . . . , i}, and by 0 if j ∈ {i + 1, . . . , r}. The linear form 
i actually satisﬁes:
(
i , j ) = ij (j , j ). (2)
We ﬁx two non-negative integers p and q such that p+q = r , and let e′ := ep−e∗q .
Notice that e′e′ = e and that P(e′) is an involution of K . On V , the 1-eigenspace of
P(e′) is Vp ⊕ V ∗q , and the −1-eigenspace is V pq = V (ep, 1/2).
The involution of GL(V ) deﬁned by (g) = P(e′)(g)P (e′) stabilizes G. The deriva-
tive involution of  is still denoted by . The 1-eigenspace (resp. −1-eigenspace) of 
on g is h (resp. q). The analytic subgroup of G corresponding to the Lie algebra h is
H .
We observe that  and  commute. Thus
g = h ∩ k⊕ h ∩ p⊕ q ∩ k⊕ q ∩ p.
3. Structure of the satellite cones
The satellite cones correspond up to a Cayley transform to the category of Makarevicˇ
spaces of type I, deﬁned by Bertram [4, Chapter XI]. The term of satellite cone was
introduced by Loos [11].
Deﬁnition 1. The satellite cones are the various open G-orbits in V . Thus, these cones
are on one side ′ = G · e′, for 0 < p < r and q = r − p, and on the other side the
two convex cones ±, with  = G · e.
The classiﬁcation of satellite cones is an easy consequence of the classiﬁcation of
simple real Euclidean Jordan algebras (cf. [6, Chapter V]). Notice that the parameters
(p, q, d) characterize a satellite cone:
V rank d g h k
Sym(r,R) r 1 sl(r,R)⊕R so(p, q) so(r)
Herm(r,C) r 2 sl(r,C)⊕R su(p, q) su(r)
Herm(r,H) r 4 su∗(2r)⊕R sp(p, q) sp(r)
R×Rn−1 2 n − 2 o(n− 1, 1)⊕R o(n− 2, 1) o(n− 1)
Herm(r,O) 3 8 e6(−26) ⊕R f4(−20) f4
We are going to describe the ordered symmetric space structure of ′. A general
reference on this theory is [5].
Lemma 1. The satellite cone ′ is a non-compact symmetric space. It is provided with
a structure of ordered symmetric space (also called non-compactly causal symmetric
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space). It is equivalent to the existence of a non-zero and non-central element in
(p ∩ q)H∩K .
Proof. The Lie group G is reductive and non-compact, endowed with an involutive
non-trivial automorphism , which satisﬁes G0 ⊂ H ⊂ G. Hence, G/H ≈ ′ is a
non-compact symmetric space.
Using the fact that P(e′) is involutive, we get ∀x ∈ V , ∀t ∈ R,
(P (exp tx)) = P(P (e′) exp(tx)) = P(exp(tP (e′)x)). (3)
The derivative of relation (3) at t = 0 is: (L(x)) = L(P (e′)x). Thus, L(x) ∈ p ∩ q
is equivalent to P(e′)x = x, therefore x ∈ Vp + V ∗q . We obtain
L(e′) ∈ p ∩ q = L(Vp + V ∗q ).
Finally, for h ∈ H ∩K , and x ∈ V ,
(Ad(h)L(e′))x = h(e′(h−1x)) = (he′)x = e′x = L(e′)x,
where the second equality comes from h ∈ K and the third from h ∈ H . In conclusion,
L(e′) ∈ (p ∩ q)H∩K . 
We have in particular noticed that L(e′) ∈ a ⊂ p ∩ q.
Deﬁne
 = { ∈  | (L(e′)) = }, ∀ ∈ {1, 0,−1}.
The set 0 denotes the set of compact roots, and 1 ∪ −1 the set of non-compact
roots. We observe that 1 = {ij | ip < j} ⊂ + and −1 ⊂ −+. We naturally
deﬁne N0, N0, N1 and N−1 as the analytic nilpotent subgroups of G, respectively,
associated to the sets of roots 0 ∩+, 0 ∩ (−+), 1, −1. The maximal cone and
the minimal cone in a are, respectively, given by
cmin =
∑
∈1
R+L(h) ⊂ a,
cmax = c∗min = {H ∈ a : (H)0, ∀ ∈ 1}.
We check that the causal element satisfy L(e′) ∈ cmin◦ ⊂ cmax◦.
The Killing form on g is denoted by B. The cone
Cmax = {X ∈ q : ∀Y ∈ Cmin : B(X, Y )0} = Ad(H)cmax◦
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is closed, pointed, generating and H -invariant in q (see [8, Chapter 2], for details). The
semi-group associated is S = exp(Cmax)H ⊂ G. It is closed and satisﬁes the property:
S◦ = H expCmax◦ = H exp(cmax◦)H .
The submanifold NAH is open in G and contains S◦. Let us deﬁne ND by the
relation N ∩NAH = N0ND .
The domain ND admits a description in terms of Jordan algebra. Consider the
mapping
n−1 : V pq → N−1 z → F(ep, z)
and the domain D of V pq :
D = {z ∈ V pq | ep −Qp(z) ∈ p}, (4)
with the notation Qp(z) = 2cp(z2) ∈ p. Using the characterization of the orbit
NAH · e′ = NA · e′ ⊂ V in terms of the i , we easily get the identiﬁcation
n−1(D) = ND.
Notice also that the linear isomorphism
 : V pq → n1 z → {ep, z, ·} (5)
identiﬁes V pq and n1, and satisﬁes exp ◦ = n1. In the following, we will use the
same notation to designate an object related to V pq and its image by . (D = (D),
for example.)
4. Spherical functions on G/H
The various objects used in this section are described in [5]: their deﬁnitions and
properties are valid in the frame of ordered symmetric spaces, more general than the
satellite cones.
A spherical function  is a function deﬁned on the interior S0 of the semi-group S,
such that for all x, y ∈ S0, ∫
H
(xhy) dh = (x)(y),
where dh is a ﬁxed Haar measure on H .
The Poisson kernel evaluated at x ∈ NAH is the uniquely determined A-component
of x. Observe also that S is stable under the action of H :
h · x ∈ S ⊂ NAH ∀h ∈ H,∀x ∈ S.
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Consider a linear form  ∈ a∗C, the dual of aC and  ∈ a∗C, the half-sum of the
positive restricted roots, counted with multiplicities. Set also
aH (x)
 = exp ((log aH (x))) .
For x ∈ S0, we introduce
(x) =
∫
H
aH (hx)
− dh,
whenever the integral is convergent. The domain of convergence of  is denoted by
E =
{
 ∈ a∗C : ∀x ∈ S0, h → aH (hx)− ∈ L1(S0)
}
.
Finally, let us precise the deﬁnition of the Harish–Chandra function cD associated
with the ordered symmetric space G/H :
cD() =
∫
ND
aH (n)
+ dn.
The algebra of G-invariant differential operators on G/H is denoted by D(G/H).
Let us summarize the main properties of the function :
Theorem 1. The function  satisfy:
• ∃ ∈ Hom(D(G/H),C) | ∀D ∈ D(G/H), D = (D).
•  is a spherical function for  ∈ E .
•  = w· for w ∈W , the Weyl group of .
• E = { ∈ a∗C | |cD()| <∞}.
• lima→+∞ a−(a) = c0()cD() for Re() ∈ a∗+ ∩ E .
The ﬁrst point is mentioned, for example, in [8, Lemma 8.2.4]. The four last points
are coming from [5], respectively, Theorem 5.2, Corollary 5.6, Theorem 6.3, and
Theorem 6.8. In the last point, the notation a → +∞ means log(a) ∈ a+ and
lim a = 0 for all restricted positive root  ∈ +, and the symbol c0 refers to the
Harish–Chandra c-function associated to the Riemannian symmetric space N0A(H∩K)/
(H ∩K).
We also deﬁne the covector H for  ∈ a∗. First, deﬁne H ′ such that for all H ∈ a,
B(H,H ′) = (H), and deﬁne after H = 2H ′/B(H ′, H ′). Hence, (H) = 2 and in
the case of satellite cones, Hij = L(hij ).
The values of  such that |cD()| < ∞, and such that there is an explicit formula
of function cD which were ﬁrst determined for the satellite cones in [7], and after that
for general ordered symmetric spaces in [10, Theorem III.5].
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Theorem 2. The set of  such that the integral deﬁning cD converges is given by
E = { ∈ a∗C | ∀ ∈ 1, Re((H)) < 2−m}, (6)
where m is the multiplicity of the root  and H ∈ a the covector associated to .
For  ∈ E , we also have
cD() = 
∏
∈1
B
(
m
2
,−1
2
(H)− m2 + 1
)
,
with B the Eulerian Beta function, and  a positive constant, depending only on the
pair (g, ).
The previous Lie objects, in particular the Poisson kernel, can be described in terms
of Jordan algebra. We have already explicited the domain D, in (4).
In the case of satellite cones, the set of the  ∈ Cr such that |c()| <∞ becomes
E =
{
 ∈ Cr | Re(i − j+1) > d2 − 1 : 1 ipjr − 1
}
. (7)
The vector  ∈ Cr corresponding to  is easily computed,
i =
d
4
(2i − r − 1) ∀i ∈ {1, . . . , r}.
Before introducing the description of the Poisson kernel, we need the deﬁnition of
the power function in a Jordan algebra.
Let s = (s1, . . . , sr ) ∈ Cr . For all x ∈ V such that 1(x) . . .r (x) = 0, we deﬁne
s(x) = |1(x)|s1−s2 . . . |r−1(x)|sr−1−sr |r (x)|sr ,
Observe that this power function is slightly different from the one in [6], because
of the absolute values appearing in the deﬁnition. The main properties of the power
functions are:
Proposition 1. Fix s ∈ Cr . The power function x → s(x) satisfy the following
properties:
• Action of the minimal parabolic MAN: ∀(m, a, n) ∈ M × A×N ,
s(man · x) = s(a)s(x), (8)
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where s is the character deﬁned on A by:
s
(
P
(
r∑
i=1
aici
))
:= a2s11 . . . a2srr , ai > 0 ∀i ∈ {1, . . . , r}.
• Action of the group G: ∀(g, x) ∈ G× V ,
(g · x) = Det(g) rn(x). (9)
These properties lead to:
Proposition 2. Let g ∈ NAH . We have
aH (g) = P
(
r∑
i=1
∣∣∣∣ i (ge′)i−1(ge′)
∣∣∣∣ 12 ci
)
,
with the convention 0 = 1. If 
 ∈ a∗C, then 
 ∈ Cr and
a


H (g) = 
(ge′).
Proof. Let g = nah with n ∈ N , h ∈ H and a = P(∑ri=1 aici) with ai > 0,∀i ∈ {1, . . . , r}. From (8), we have
i (ge′) = a21 . . . a2i i (e′)
and the ﬁrst part of the proposition follows. We also observe
P
(
r∑
i=1
aici
)
= exp
(
2
r∑
i=1
log(ai)L(ci)
)
,
in consequence,
a


H (g)= exp (
(log aH (g)))
= exp
(


(
r∑
i=1
log
∣∣∣∣ i (g · e′)i−1(g · e′)
∣∣∣∣L(ci)
))
= exp
(
r∑
i=1

i log
∣∣∣∣ i (g · e′)i−1(g · e′)
∣∣∣∣
)
=
(ge′),
which is the second claim. 
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We end this section with the deﬁnition of a family of functions associated to the
cone ′, for  ∈ Cr :
 : S◦ · e′ → C, x →
∫
H
−(hx) dh.
We identify S0/H with the futur S0 ·e′ of the base point in ′. Under this identiﬁcation,
this functions are indeed the spherical functions of the ordered symmetric space ′ :
(g · e′) = (g).
5. Ólafsson–Pasquale conjecture
There are multiple references to [14] in this section. Notice that in [14] the Lie
objects are deﬁned with respect to HAN instead of NAH . As in [5], we prefer NAH
because this convention is more convenient to realize ′ in the Jordan algebra V . It
explains the minor differences between the formulae of [14] and the formulae proposed
in this article.
Now, we focus on the meromorphic continuation of the spherical functions , with
respect to the parameter : the aim of the remaining sections is the determination of a
small set containing the poles. This problem was also solved in [14], using an inexplicit
method involving the Heckman–Opdam theory ([14, Corollary 8.2]):
Theorem 3. For all a ∈ S0 ∩ A, the function  → (a) admits a meromorphic
continuation to a∗C, with simple poles belonging to the polar set of the numerator
of cD .
In the same article, Ólafsson and Pasquale suggest another approach to this problem,
more explicit, using Bernstein–Sato identities. We will develop this tool.
We have (formula (9) [14, p. 359]) for every a ∈ S0 ∩ A and  ∈ E :
(a) =
∫
ND
[∫
K∩H
aH (ka)−dk
]
aH ()+d, (10)
where the integrated function between brackets is regular, with support far from the
singularities.
Formula (10) shows that the problem of meromorphic extension of spherical functions
can be solved by the construction of Bernstein–Sato identities related to the Poisson
kernel aH . Following [14], we will consider the interpretation of a+H as a product of
polynomials on n−1, raised to different complex powers.
Recall deﬁnition (2) of the fundamental weight 
i associated to a simple root i .
In the context of ordered symmetric spaces, hC and kC are conjugate. Then the K-
spherical representations are also H -spherical representations. For j = 1, . . . , r , we
designate by j the representation of the highest weight 
j . The representation space
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can be endowed with a scalar product satisfying j (.)∗ = j ((.)−1). Let vj and uj
be, respectively, the highest weight and a H -ﬁx vector such that (vj , uj ) = 1. Finally,
we identify n−1 with N−1 via: exp : n−1 → N−1, t → exp(t).
By deﬁnition, a function f on N−1 is a polynomial if f (exp(t)) is a polynomial
function on n−1. The elements of N−1 are nilpotent, hence the matrix coefﬁcients of
j are polynomials on N−1. Thus deﬁne
pj (t) = |(j (exp(t))−1vj , uj )|2, ∀j ∈ {1, . . . , r}.
Again, this result is slightly different from [14], because of our conventions. Consider
the decomposition with respect to NAH of exp(t):
exp(t) = n(exp(t))aH (exp(t))h(exp(t)).
Then,
pj (t)= |∗j (h(exp(t))−1)j (aH (exp(t))−1)j (n(exp(t))−1)vj , uj )|2
= |(j (aH (exp(t))−1)vj ,j ((h(exp(t))))uj )|2
= aH (exp(t))−
j .
Therefore
aH (t )+ =
r∏
j=1
pj (t)
zj (+),
with
zj (+ ) = 14
(
+ ) (H)
and the pj are non-negative polynomials on log(ND).
Before introducing Bernstein identities, let us complete the notations. Let E be a vec-
tor space. We denote by K[E] (resp. K{E}) the algebra of polynomials (resp. rational
functions) on E with coefﬁcients in K. We also write C[] instead of C[1, . . . , r ].
Assume that we have the Bernstein identity
Q(, t, )aH (t )+ = b()aH (t )+−, (11)
with b ∈ C[a∗C], Q ∈ C[a∗C,n−1,n−1], and  ∈ a∗ a suitable shift on the exponent.
Using this identity and formula (10), we obtain a meromorphic continuation of ,
and a localisation of its poles. The authors of [14, p. 375] formulate the following
conjecture:
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Conjecture 1. Formula (11) holds with the following shift  and Bernstein
polynomial b:
 : (, j ) = 2(j , j ), ∀j ∈ 	.
b()=
∏
∈1
(
1
2
(H)+ m2 −
1
2
(H)+ 1
)
. . .
(
1
2
(H)+ m2
)
.
We show that Conjecture 1 does not hold in all situations.
Proposition 3. We consider a vector space E, and f1, . . . , fr ∈ C[E], non-negative
polynomials on an open set  ⊂ E. Fix k1, . . . , kr ∈ N, with k1 > 0. Assume that for
all  = (1, . . . , r ) ∈ C and z ∈  we have
b(1, . . . , r )f
1−k1
1 (z) . . . f
r−kr
r (z) = Q(, z, )f 11 (z) . . . f rr (z), (12)
where b ∈ C[] is a product of afﬁne factors, Q ∈ C[, E,E].
Furthermore, assume that there exists z0 in the boundary of  such that f1(z0) = 0,
and f2(z0) . . . fr (z0) = 0.
Then, the monomial 1 divides b.
Proof. If 1 divides Q, the result is trivial. We assume that 1 is not a divisor of Q.
Choose i ∈ N with iki for i = 2, . . . , r , and evaluate (12) at 1 = 0:
b(0, 2, . . . , r )f−k11 (z)f
2−k2
2 (z) . . . f
r−kr
r (z) = Q(, z, )f 22 (z) . . . f rr (z)
the right-hand side is bounded on a neighborhood of the point z0, though the left-hand
side is not, except if
b(0, 2, . . . , r ) = 0. (13)
In consequence, (13) holds for all integers i such that iki , and i = 2, . . . , r . We
deduce 1 divides b. 
Lemma 2. There are ordered symmetric spaces G/H satisfying the following proper-
ties: there exist a compact simple root j and z ∈ n1 such that pi(z) = 0 if i = j ,
and pj (z) = 0.
Proof. We consider a satellite cone of type ′, with q2 and p = 1. In this particular
case, an explicit computation using formula (1) leads to
j (n−1(z)e′) = 1−
r−1∑
i=j
||zi ||2.
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Choose z1 and z2 unitary, and z3 = · · · = zr−1 = 0. Then |j (n−1(z)e′)| = 0 for every
j = 2 and |r−1(n−1(z)e′)| = 0, but 2 is a compact simple root.
A consequence of |(n−1(z)e′)| = 1 is that the level line || = 1 in ′ is a
semi-simple, ordered symmetric space with the expected property. 
Corollary 1. Conjecture 1 must be rectiﬁed.
Proof. We consider an ordered symmetric space G/H as in Lemma 2. Using the last
proposition on p1, ..., pr , we ﬁnd
2zi(+ ) = 12
(
+ ) (Hi ) = 12(Hi )+ mi2 divides b()
but the only factor of the conjecture’s polynomial b associated to a simple root corre-
sponds to the non-compact one. This is a contradiction. 
The shape of the domain E , formula (6), indicates that the shift  = 
p in the
direction of the non-compact simple root p is sufﬁcient to get the meromorphic con-
tinuation on a∗C : E −N = Cr . This remark suggests a slightly modiﬁed version of
Conjecture 1, with a shift only in the direction of the non-compact simple root p:
Conjecture 2. Formula (11) holds with the following shift  and Bernstein polynomial
b:
= 
p,
b()=
∏
∈1
(
1
2
(H)+ m2 −
1
2
(H)+ 1
)
. . .
(
1
2
(H)+ m2
)
.
We remark that for rank one ordered symmetric spaces, Conjectures 1 and 2 are the
same. Conjecture 1 has been proved in [14, Section 6], in the rank one case. In the
following we will prove a slightly weaker version of Conjecture 2, in the context of
satellite cones. The result will allow us to determine the poles of spherical functions:
Conjecture 3. The greatest common divisor of the polynomials satisfying formula (11)
with the shift  = 
p, is
bgcd() =
∏
∈1
(
1
2
(H)+ m2 −
1
2
(H)+ 1
)
. . .
(
1
2
(H)+ m2
)
.
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6. Proof of the conjecture on satellite cones
The proof of Conjecture 3 is based on [1, Theorem 5.2], where the author exhibits
Bernstein–Sato identities for the power functions of an Euclidean Jordan algebra. The
greatest common divisor of the Bernstein polynomials appearing in these identities is
also computed:
Theorem 4. There exist B ∈ C[s] and E ∈ C[s, V , V ] such that
E(s, x, )s(x) = B(s)s(x)p(x)−1. (14)
Furthermore, the greatest common divisor of the polynomials B satisfying the Bernstein
identity (14) is
Bgcd(s) =
∏
1 ip j r
(
si − sj+1 + d2 (j − i)
)
,
with the convention sr+1 = 0.
In order to prove Conjecture 3, the strategy is the use of the radial part of differential
operators appearing in Theorem 4, with respect to a suitable coordinate system. We
begin with the description of the convex cone  in terms of Iwasawa coordinates. Let
u be an element of V . We consider the decomposition of u in the ﬁxed Jordan frame
u =
r∑
i=1
uici +
∑
1 i<j r
uij .
We set V + = {u ∈ V : ui > 0, i = 1, . . . , r}. As in [6, p. 112], we deﬁne
ai(u) : = P(c1 + · · · + ci−1 + uici + ci+1 + · · · + cr) ∀i ∈ {1, . . . , r},
ni(u) : = F(ci, uii+1 + · · · + uir ) ∀i ∈ {1, . . . , r − 1},
t (u) : = a1(u)n1(u)a2(u)n2(u) . . . nr−1(u)ar(u).
The results [6, VI.3.8 and VI.3.9] are summarized in the following proposition:
Proposition 4. The mapping T : u → t (u)e is a diffeomorphism from V + onto ′. Its
Jacobian is
det(DuTV ) = 2r
(
r∏
k=1
u
d(r−k)+1
k
)
.
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We denote by tp (resp. t∗q ) the mapping t related to Vp (resp. V ∗q ) instead of V . Ob-
serve that the mapping tp(u) and t∗q (v) extend to V . Now, consider the parametrization
of a neighborhood of e′ in V :
Proposition 5. With the notations of Proposition 4, we deﬁne
 : V +q × (V ∗p )+ ×D → ′,
(u, v, z) → t∗q (v)tp(u)n−1(z)e′.
The mapping  is a diffeomorphism onto an open set of ′. The absolute value of its
Jacobian is
| det(D(u,v,z))| = 2r
p∏
k=1
u
d(r−k)+1
k
q∏
l=1
v
d(r−l)+1
l .
Proof. We denote by x the component of x ∈ V with respect to V (ep, ) in the
Peirce decomposition associated to the idempotent ep. Deﬁne x = t∗q (v)tp(u)n−1(z)e′,
and denote by h the map from V +p ×V pq to V pq which associate to (u, z) the element
tp(u)z. Formula (1) leads to 
x1 = tp(u){ep −Qp(z)},
x1/2 = −t∗q (v)tp(u)z,
x0 = −t∗q (v)e∗q,
hence, 
x1 = tp(u)ep −Qp(h(u, z)),
x1/2 = −t∗q (v)tp(u)z,
x0 = −t∗q (v)e∗q .
Now, let us denote by J = det(D(u,v,z)), the Jacobian studied. Then,
|J | =
∣∣∣∣∣∣det
Dux1 Dvx1 Dzx1Dux1/2 Dvx1/2 Dzx1/2
Dux0 Dvx0 Dzx0
∣∣∣∣∣∣
=
∣∣∣∣∣∣det
Du {tp(u)ep −Qp(h(·, z))}−t∗q (v)Duh(·, z)
0
0 −Dz
{
Qp(h(u, ·))
}
Dvx1/2 −t∗q (v)tp(u)Dz(z)
−Dv{t∗q (v)e∗q} 0
∣∣∣∣∣∣
66 Y. Angeli / Journal of Functional Analysis 224 (2005) 49–71
=
∣∣∣∣det(Du{tp(u)ep} −Du {Qp ◦ h(·, z)} DzQp ◦ h(u, ·)t∗q (v)Duh(·, z) −t∗q (v)tp(u)
)
· det
(
Dv
{
t∗q (v)e∗q
})∣∣∣
We decompose the matrix M appearing in the ﬁrst factor of the right-hand side into
a product of two triangular block matrices (of determinant 1) and one diagonal block
matrix:
M =
(
1
{
Dh(u,z)Qp
}
t∗q (v)−1
0 1
)
(
Du{tp(u)ep} 0
0 −t∗q (v)tp(u)
)(
1 0
tp(u)
−1Duh(·, z) 1
)
since, using basic differential calculus, we have
M1,2 =−Dz
{
Qp ◦ h(u, ·)
}
=− {Dh(u,z)Qp} ◦ tp(u)
= {Dh(u,z)Qp} t∗q (v)−1 ◦ (−t∗q (v)tp(u)) ,
M2,1 =−t∗q (v)Duh(·, z)
=
(
−t∗q (v)tp(u)
)
◦
(
tp(u)
−1)Duh(·, z),
M1,1 =Du{tp(u)ep} −Dh(u,z)Qp ◦Duh(·, z)
=Du{tp(u)ep} −Dh(u,z)Qp ◦Duh(·, z)
=Du{tp(u)ep} + {Dh(u,z)Qp}t∗q (v)−1 ◦
(
−t∗q (v)tp(u)
)
◦
(
tp(u)
−1Duh(·, z)
)
.
Inserting the result of Proposition 4, we get
|J | =
∣∣∣det(M) det(Dv{t∗q (v)e∗q})∣∣∣
=
∣∣∣∣det(Du{tp(u)ep} 00 −tp(u)t∗q (v)
)
det(Dv{t∗q (v)e∗q})
∣∣∣∣
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=
∣∣∣det(Du{tp(u)ep}) det(−tp(u)t∗q (v)|V pq ) det(Dv{t∗q (v)e∗q})∣∣∣
=
∣∣∣det(Du{tp(u)ep}) det(Dv{t∗q (v)e∗q})∣∣∣ p∏
j=1
u
dq
j
q∏
j=1
v
dp
j
= 2r
p∏
k=1
u
d(r−k)+1
k
q∏
l=1
v
d(r−l)+1
l
which is the expected result. 
The fact that the last Jacobian is independent of z has an important consequence:
Corollary 2. Let E ∈ C[V, V ]. Via the diffeomorphism , it corresponds to E, a
differential operator E′(u, v, z, ′) on V +q × (V ∗p )+ ×D, deﬁned by the relation
E′(u, v, z, ′){f ◦} = (E(x, )f ) ◦.
Then E′ ∈ C{V +q , (V ∗p )+}[V pq, V pq ]: in particular, E′(u, v, z, ) is a polynomial with
respect to z.
Proof. We denote by J (u, v, z) the Jacobian matrix of . The transpose of the
cofactors matrix of J (u, v, z) is J˜ (u, v, z). We have
x = (u, v, z) ∈ R[Vp, V ∗q , V pq ], (15)
so J (u, v, z) ∈ R[Vp, V ∗q , V pq ] and J˜ (u, v, z) ∈ C[Vp, V ∗q , V pq ].
Since det(J (u, v, z)) depends only on u and v,
J (u, v, z)−1 = J˜ (u, v, z)/ det(J (u, v, z)) ∈ R{Vp, V ∗q }[V pq ]. (16)
From Eqs. (15) and (16), we deduce that a differential operator on V with polynomial
coefﬁcients is, under the change of variable , a differential operator on V +q ×(V ∗p )+×
D, polynomial with respect to z and rational with respect to u, v. 
The following statement generalizes Theorem 3.6, in [9, p. 259], which shows the
existence of the radial part of differential operators acting on smooth invariant functions.
The theorem extends to the context of relatively invariant functions:
Theorem 5. Let V be a smooth, real, second countable manifold. Assume that a Lie
group H acts on V, and satisﬁes the following axiom of transversality for a submanifold
W of V:
TwV = (H · w)w ⊕ TwW, ∀w ∈ W.
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Let  be a character of H. Let E be a differential operator on V. Then there exists a
unique differential operator †(E) on W such that
(Ef )|W = †(E)
{
f |W
}
,
on functions f, relatively invariant with respect to (f (hx) = (h)f (x)), and smooth
on an open set of V.
Proof. The proof is the same as in [9], except that we build a relatively invariant
function of C∞(V0), starting from a function  ∈ C∞(W0), by the formula:
f (h · x) = (h)(x),∀x ∈ W0,∀h ∈ H,
where W0 ⊂ W is an open set and V0 is the open set H ·W0. 
Theorem 6. There exist polynomials Q ∈ C[s, V , V ], and b ∈ C[s], such that for all
z ∈ D ⊂ V pq ,
Q(s, z, )s(n−1(z)e′) = b(s)s(n−1(z)e′)p(n−1(z)e′)−1. (17)
Moreover the greatest common divisor of the polynomials b which satisﬁes the relation
(17) is
bgcd(s) =
∏
1 ip j r−1
(
si − sj+1 + (j − i)d2
)
.
Proof. Consider the character s deﬁned on g ∈ NpAp ×N∗qA∗q , by
s(g) = s(g · e).
According to Theorem 4, let E ∈ C[s, V , V ] and b ∈ C[s], satisfying
E(s, x, )s(x) = b(s)s(x)p(x)−1.
First, we remark that the radial part †s (E(s, x, )) is again polynomial in s: we
write the operator E(s, x, ) in terms of coordinates (u, v, z), and apply it on a function
of the shape: s(tp(u)t∗q (v))f (n−1(z)e′). After the evaluation at
tp(u)t
∗
q (v) = 1,
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the characters take the value 1, and the result is a combination of polynomials in s
and partial derivatives of f (n−1(z)e′).
Theorems 6 and 5, imply that the radial part †s (E(s, x, )) satisﬁes
†s (E(s, x, ))s(n−1(z)e′) = B(s)s(n−1(z)e′)p(n−1(z)e′)−1. (18)
Hence, the greatest common divisor bgcd the polynomials B of Theorem 4, and therefore
divides the polynomial Bgcd. Furthermore, the operator
E(s + k(11 + · · · + 1r ), x) ◦ r (x)k
satisﬁes also relation (18), for all positive integer k. Thus,
bgcd divides Bgcd(s + k(11 + · · · + 1r )) ∀k ∈ N.
Computing the greatest common divisor of this family of polynomials, we get
bgcd(s) divides
∏
1 ip j r−1
(
si − sj+1 + (j − i)d2
)
.
Conversely, the equality is given by the corollary of in [14, Proposition 5.1]. The
result is based on the function cD , but the particular shape of the shift  does not play
any role, so the proposition still holds with our choice  = 
p. 
We have proved Conjecture 3 in the context of satellite cones. Notice that Conjecture
2 holds at least for some of them.
Example 1. Consider the particular case of the satellite cones ′ with parameters
p = 2 and q = 1. With notations of Proposition 3.6 in [1], equation (14) holds for the
operator E = Dr−1(s − 1r , x) ◦ r ()− r () ◦Dr−1(s, x), and for the polynomials
(s2 − s3)(s1 − s2 + d/2) = Bgcd(s).
Hence, Conjecture 2 is checked for the ordered symmetric spaces coming from the
symmetric pairs:
(sl(3,R), so(2, 1)); (sl(3,C), su(2, 1)); (su∗(6), sp(2, 1)); (e6(−26), f4(−20)).
Finally, we state the following result, which is an important application of the Bern-
stein identities on ordered symmetric spaces:
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Theorem 7. For all a ∈ S0∩A·e′ ⊂ ′, the function  → (a) admits a meromorphic
continuation to Cr , with simple poles belonging to the polar set of the numerator of
the function cD . More precisely:
 →
∏
1 ip j r−1
1

(i − j+1 + 1)(a)
admits an holomorphic continuation to Cr .
Proof. From [14], for every compact subset L(C) of a and for every  ∈ Cr , the
following function is smooth:
g : D × C → C,
(z, a) →
∫
K∩H
−(n−1(z)ka · e′) dk.
Consider a polynomial b and a polynomial Q ∈ C[, V pq, V pq ], satisfying the Bern-
stein identity of Theorem 6. According to formula (10), we have
(a)=
b(+ + )
b(+ + )
∫
D
+(n−1(z)e
′)g(z, a) dz
= 1
b(+ + )
∫
D
Q(+ + , z, )++(n−1(z)e′)g(z, a) dz
= 1
b(+ + )
∫
D
++(n−1(z)e
′)Q′(+ + , z, )g(z, a) dz,
where Q′ is the adjoint operator of Q with respect to the measure dz.
The integral deﬁning the right-hand side converges for all  such that
 ∈ E − .
We check on formula (7) that the iteration of this process leads to the meromorphic
continuation on Cr . Moreover, the poles are localized among the translated by −N of
the zero set of the polynomial b. This process can be applied for all the Bernstein
polynomials b, hence, by unicity of the holomorphic continuation, the poles are among
the translated of the zero set of greatest common divisor
bgcd(+ ) =
∏
1 ip j r−1
(i − j+1) ,
which is the expected result. 
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