Berge in [1] defined doubly primitive knots, which yield lens spaces by Dehn surgery. At the same paper he listed the knots into several types. In this paper we will prove the list is complete when τ > 1. The invariant τ is a quantity with regard to lens space surgery, which is defined in this paper. Furthermore at the same time we will also prove that Table 6 in [8] is complete as Poincaré homology sphere surgery when τ > 1.
Introduction

Several necessary conditions for lens space surgery
Let K be a knot in a 3-manifold M . Removing the open tubular neighborhood nbd(K) of K, and gluing the solid torus V by some map between the boundary of V and M − nbd(K) we obtain a new 3-manifold M ′ . By iterating some Dehn surgeries we can obtain all 3-manifolds. However we can not obtain all 3-manifolds by single Dehn surgeries of knots in S 3 . When a lens space is given by a Dehn surgery of a knot, certain restrictions are imposed on the lens space and the knot. In this section we share with us some of the restrictions.
Let K be a knot in a homology sphere Y . The manifold Y p (K) stands for Dehn surgery of K with slope p. We define lens space L(p, q) to be S Kadokami and Yamada proved the following by using torsion invariant.
Theorem 1 ([4])
Let Y be a homology sphere. If K ⊂ Y is a knot and Y p (K) is lens space L(p, q), then the Alexander polynomial is the following form:
up to multiplication of ±t ±1 , where h, g are coprime integers and satisfy hg = ±1(p), and h 2 = ±q (p).
We can see that in the case where there exist h and g with gcd(h, g) = 1 and hg+1 ≤ p, the Alexander polynomial is the same as the polynomial of (h, g)-torus knot T h,g . This type corresponds to type (I),(II) in Table 1 . We have to notice that any coefficient in Theorem 1 is equivalent to the formula by using correction term in [6] . Ozsváth and Szabó [6] , and Greene [3] showed that the Seifert genus g(K) of any knot K yielding lens spaces has an inequality 2g(K) − 1 ≤ p (Ozsváth-Szabó) and
5 (Greene) , where p is the order of H 1 of the lens space. The similar inequality holds for Σ(2, 3, 5) (see [8] ).
Let Y be a homology sphere. A Dehn surgery Y p (K) has the core circle of the surgery which is called the circle dual knot. In the case where Y p (K) is lens space L(p, q), the first homology class of the dual knotK assigns an integer k. In fact since there is a core circle by genus 1 Heegaard splitting of the lens space, we have only to take k as the difference [K] = k [c] , where c is the core circle so that q = k 2 (p) holds. However the assignment has two ambiguities: the choice of the non-trivial core circle in the two solid tori and the choice of the orientation of the knot. Thus we consider the integer k as the set D(p, K) := {k, −k, k −1 , −k −1 } ⊂ Z/pZ. Here we call it the dual class invariant. The integers h, g in Theorem 1 are elements of D(p, K). Abstractly we define D(p, k) to be the set {k, −k, k −1 , −k −1 }. Here we define a Laurent polynomial as follows. Let T r,s be the (r, s)-torus knot.
Definition 1 Let (p, k) be a coprime integers pair, and h, g two coprime representations in D(p, k) with hg = ±1 (p). Adding ±t n (t p −1) several times to the symmetrized Alexander polynomial ∆ T h,g (t), we can make any exponent of the terms of the polynomial change a term between −⌊ p 2 ⌋ + 1 and ⌊ p 2 ⌋. Then we get a Laurent polynomial ∆ p,k (t). If p is even and the p/2-th term a p 2 is not zero, then we modify∆ p,k (t) intõ
In this way we get a symmetric Laurent polynomial and denote it by ∆ p,k (t).
We define g(p, k 1 ) to be the degree of ∆ p,k1 (t). By Fintushel and Stern's work in [2] conversely if there exists a coprime integer pair (p, k) satisfying q = k 2 (p), one can realize a Dehn surgery L(p, q) = Y p (K) on a homology sphere Y with k ∈ D(p, K). Hence one of lens space surgery problems is to consider when for a coprime pair (p, k) there exists a knot K in S 3 (in general in a fixed homology sphere) with k ∈ D(p, K).
Our starting point is a coprime pair (p, k) then we call (p, k) the initial data for lens space surgery by taking the minimal k in D(p, k). Here any element in D(p, k) is reduced between 0 and p − 1. For an initial data (p, k 1 ) if there exists a lens space surgery on a homology sphere Y such that k ∈ D(p, K), where K is the knot in Y , we call (p, k) the initial data realized by the lens space surgery.
We introduce an explicit coefficient formula of ∆ p,k (t), which is computed by Theorem 1, that was proved in [7] . Let (p, k) be a coprime integer satisfying 0 < k < p and k ′ the inverse of k mod p satisfying 0 < k ′ < p. We use this notation in other places as long as we do not indicate. We put m := 
When we replace S 3 with Σ(2, 3, 5), we get the same equality. In this paper we assume that the genus of any knot yielding lens space surgery satisfies 2g(K) ≤ p. Ozsváth and Szabó's result does not deny the 2g(K) − 1 = p case. The author was informed that Dr. Greene showed that at least the 2g(K) − 1 = p case can be ruled out as long as lens space surgery over S 3 . Ozsváth and Szabó proved the new restrictions in [5, 6] .
Theorem 3 ([5]) If K ⊂ S
3 is a knot and S 3 p (K) is lens space, then the symmetrized Alexander polynomial ∆ K (t) is the following form:
where the sequence {n j } is increasing natural numbers: n 1 < n 2 < · · · < n m .
The same assertion is also satisfied for Σ (2, 3, 5) in place of S 3 .
Theorem 4 ([6])
If K ⊂ S 3 is a knot and S 3 p (K) is a lens space L(p, q), then the following quantity
is non-negative integer and is coincident with the torsion invariant t i (K) for any integer i. Here t i (K) is the i-th Turaev torsion of S 3 0 (K). Some of lens space surgeries on Σ(2, 3, 5) fail to this theorem, for example L(22, 3) is obtained as a lens space surgery on Σ(2, 3, 5) and t 11 = −2 holds.
By using these restrictions, we can make a sharp distinction as in [5] . However either of Theorem 3 and 4 is not perfect so as to distinguish lens space surgery.
Berge's examples
Berge in [1] defined a class of knots in S 3 , which is most important to lens space surgery so far.
Definition 2 Let K be a knot in S 3 . We call K a doubly primitive knot if K isotopic to a knot L in a genus 2 Heegaard surface in S 3 and both classes induced in π 1 (V i ) are primitive elements, where V i (i = 1, 2) are the genus 2 handlebodies.
This definition can be easily extended to any knot in a homology sphere with genus 2 Heegaard decomposition, which satisfies the same conditions.
He proved that all doubly primitive knots yield lens spaces by Dehn surgery with an integer slope. In the other words this condition is a sufficient condition for lens space surgery. He conjectures that doubly primitive knots are all knots yielding lens spaces. This conjecture is still open.
He also listed the doubly primitive knots in [1] . Thus any of the list is realized by a lens space surgery on S 3 , however it is open question that this list is complete. In [9] J. Rasmussen rearranged the list to the equivalent one below (Table 1 ).
Poincaré homology sphere version of Berge's examples
Next we introduce the result [8] , which is a sufficient condition for lens space surgery on Poincaré homology sphere. Table 2 . Then (p, k) is realized by a lens space surgery on K ⊂ Σ(2, 3, 5). Furthermore we can take a doubly primitive knot as a knot for the surgery.
Theorem 1 and Theorem 3 also hold for lens space surgery on the Poincaré homology sphere. However Theorem 4 does not hold because the initial data (22, 5) does not satisfy Theorem 4 but admits lens space surgery Σ(2, 3, 5) 22 (K).
Then the following is conjectured.
Conjecture 1 Let (p, k) be a coprime integer. Suppose that the polynomial ∆ k,p (t) satisfies the alternating condition in Theorem 3, and the pair satisfies the condition in Theorem 4. Then (p, k) is realized by a lens space surgery on S 3 .
This conjecture is equivalent to Conjecture 1.12 in [6] .
Conjecture 2 Let (p, k) be a coprime integer. Suppose that the polynomial ∆ p,k (t) satisfies the alternating condition in Theorem 3, Then (p, k) is realized by a lens space surgery on S 3 or Σ(2, 3, 5).
If Conjecture 1 is true, then it means that Table 1 is the complete list of doubly primitive knots. If Conjecture 2 is true, then it means that Table 1 and 2 are the complete list of doubly primitive knots in S 3 and Σ (2, 3, 5) . Even if these conjectures are proven, the problem of whether doubly primitive knots are all the knots yielding lens space or not remains open. The aim of this paper is a partial contribution to Conjecture 1 and 2. The meaning of "partiality" is described later.
Preliminaries
Quadratic relations for lens space surgery
In this section we shall define a quadratic relation in Z/pZ. Let (p, k 1 ) be a coprime integer pair with p positive and k 2 the reduced element with 
where ǫ i = ±1. This relation is called the associated (quadratic) relation in this paper. Note that relations of (p, k 1 ) in the form of (2) are not always unique for any data. For example (43, 12) has two relations 2k 2 1 + k 1 + 1 = 0 (43) and 5k
Proposition 1
The a = 0 case is equivalent to k 1 = k 2 = 1 then this initial data can be realized by p-surgery of the unknot.
Proof. Therefore k 1 = ±1 (p) holds.
The a = 1 case is (VII) and (VIII) in Table 1 . Then we assume that a ≥ 2.
Lemma 1 Let (p, k 1 ) be an initial data with k 1 > 1. The associated quadratic relation of (p, k 1 ) is the relation which the term a, which is the coefficient of degree 2 of the relation, is minimal among the relations having form of (2) . Any relation of the form of (2) with the minimal degree 2 term is the associated relation.
Proof The former of the assertion is obvious from the definition of a. We show the latter part. Suppose that (p, k 1 ) satisfies ak
Since we have 0 < 2k 1 < p, 2k 1 = 2 holds. Then we have k 1 = 1. If ǫ 1 = ǫ ′ 1 , then this relation is the same. Now let (p, k 1 ) be a coprime pair as above. We take a relation ak 2 1 +ǫ 1 k 1 +ǫ 2 = 0 (p) and define an integer n to be ak 2 1 + ǫ 1 k 1 + ǫ 2 − np = 0. Solving the quadratic equation, we get
where X is positive integer and we put X 2 = 1−4a(ǫ 2 −np). Hence we have p =
, where we put D = 1 − 4aǫ 2 . Here let τ, γ be integers satisfying X = 2anτ + γ and 0 ≤ γ < 2an. Hence we have
where we put γ ′ = γ−ǫ1
holds. Then p is described as follows:
Since γ 2 − 4an
, then the quadratic function has a positive value for any τ as long as a > 0. If
Definition 3 Let (p, k 1 ) be an initial data. We denote by τ the parameter computed as above by using the associated quadratic relation. If the parameter τ ≥ 2 holds we call (p, k 1 ) a stable (initial) data.
Here we list the associated relation for lens surgeries in Table 1 and (2), except (I), (II), (V ± ), (VII), and (VIII).
Here we state Main theorem in this paper.
Theorem 6 (Main theorem) Suppose that (p, k 1 ) is a stable data. If ∆ p,k (t) satisfies the alternating condition in Theorem 1 and Theorem 3, then (p, k) is realized by a lens space surgery of types below:
The partiality in Section 1 means the stability.
Proof.
Hence κ ≤ p 2 and κk 1 = ±1 (p), therefore we have κ = k 2 .
In this section we shall concentrate on seeing the coefficients of the polynomial ∆ p,k1 (t) for the stable data (p, k 1 ). Table 4 is the list of lens spaces with τ = 1 in Table 2 in [8] . These lens spaces are not dealt with in this paper. We conjecture that all lens spaces obtained by Dehn surgeries on Σ(2, 3, 5) with τ = 1 are included in Table 4 . 
The γ
First we classify all stable data realized lens space surgery on S 3 or Σ (2, 3, 5) in the cases of (ǫ 1 , γ ′ ) = (1, 0), (−1, n).
Theorem 7
In the case of (ǫ 1 , γ ′ ) = (1, 0) the data is realized by type (I).
Proof. In the case of (ǫ 1 , γ ′ ) = (1, 0) we have γ = 1. From integrality of p and Formula (4), 1 n is an integer thus n = 1. Therefore (p, k 1 ) = (aτ 2 + τ + ǫ 2 , τ ) holds. Thus we have k 2 = aτ + 1. From this and Theorem 12 in [7] , gcd(k 1 , k 2 ) = 1 or 2. Therefore this data is realized by type (I).
In the case of (ǫ 1 , γ ′ ) = (−1, n) we have γ = 2an − 1. In the same way from integrality of p, we get n = 1. Thus (p, k) = ((τ + 1)(a(τ + 1) − 1) + ǫ 2 , τ + 1). Hence we have k 2 = a(τ + 1) − 1. From Theorem 12 in [7] , gcd(k 1 , k 2 ) = 1 or 2. This data is realized by type (I).
Then the inverse element k ′ 1 mod p is reduced as follows:
2.3 The case of k 1 = 1, 2, 3.
In the case of k 1 = 1, k 2 is also 1 and the initial data is realized by the unknot surgery
In the case of k 1 = 2, p is odd. Then we put p by 2n + 1. Hence k 2 = n holds. From this and Theorem 12 in [7] , n is odd. In this case each of data is realized by the (2, n)-torus knot surgery.
In the case of k 1 = 3, p is 3n ± 1. Then k 2 = n holds. From this and Theorem 12 in [7] , gcd(3, n) = 1 holds. In this case each of data is realized by the (3, n)-torus knot surgery.
Therefore now we may assume that k 1 ≥ 4 holds.
2.4
The n = 1 case.
If n = 1 holds, then we have ak
This data is realized by (k 1 , ak 1 + ǫ 1 )-torus knot surgery. This is type (I) in Berge's list.
Therefore we assume that n ≥ 2.
The coefficients of the Alexander polynomial
For a stable data (p, k 1 ) the reduced square q 2 satisfies q 2 = ǫ 1 k 2 − ǫ 2 a and we have k
We define a function A to be
The coefficientsã i are regarded as the function that cyclically lifts the coefficients of ∆ p,k1 (t) to Z.
Here we prepare the following lemma.
Lemma 3 Let (p, k 1 ) be any initial data. We have
, where the function E x (y) is defined to be
Proof. By definition we have
.
Here we have
Therefore we have
Furthermore, by using the obvious relation
We can describe the formulas of Lemma 3 as follows:
2.6 The two reductions: q 1 and q 2 .
Let (p, k 1 ) be a stable data. Suppose that (p, k 1 ) satisfies a relation
Here we recall a = −ǫ 2 q 2 + ǫ 2 ǫ 1 k 2 . Then we have
Hence
Let η be the integer satisfying aq 1 + ǫ 1 k 1 + ǫ 2 = ηp and 0 < q 1 < p.
A symmetry of the stable data
Over all stable data {(p, k 1 )} we define an involution as follows:
In fact we have
Hence p and k 1 are relatively prime and p > 0. Similarly putting
The correspondence on non-stable data (p, k 1 ) does not always preserve the associated relation in the same way as Lemma 4. Namely the correspondence is not involution. For example (p, k 1 ) = (191, 15) is gotten the values a = 22, n = 26, τ = 0, q 2 = −73. Then the image of (191, 15) is (102, 11), but the associated relation of (102, 11) is 6k 2 1 − k 1 − 1 = 0(102) and τ = 1. Moreover the image of (102, 11) is (87, 10) with the same associated relation as (102, 11) and τ = 1.
The difference of A(x).
We define A(x) to be
By using Formula (7), we calculate the difference of A(x) in this section.
2.8.1
The ǫ 2 = 1 case Lemma 5 Let p, k 1 , a be the same parameters as above. Then the differences
are divided into 3 cases as follows.
(a) The condition (9)= −1 is equivalent to the following.
(ǫ 1 = 1) There exists an integer ℓ such that
There exists an integer ℓ such that
(b) The condition (9)= 1 is equivalent to the following.
(ǫ 1 = −1) There exists an integer ℓ such that
(c) (9)= 0 otherwise.
If ǫ 1 = −1 then this condition is
The
Lemma 6 Let p, k 1 , and a be the same parameters as above. Then the difference
is divided into three cases as follows.
(a) The condition (10)= −1 is equivalent to the following.
(b) The condition (10)= 1 is equivalent to the following.
(c) (10)= 0 otherwise.
If ǫ 1 = −1, then this condition is
If ǫ 1 = 1, then this condition is
If ǫ = −1, then this condition is
As a result we have the following.
Lemma 7 Let p, k 1 , a be the same parameters as above. Then the difference
(a) The condition (11)= −1 is equivalent to the following. (ǫ 1 ǫ 2 = 1) There exists an integer ℓ such that
(ǫ 1 ǫ 2 = −1) There exists an integer ℓ such that
(b) The condition (11)= 1 is equivalent to the following. (ǫ 1 ǫ 2 = 1) There exists an integer ℓ such that
(c) (11)= 0 otherwise.
3 The global view of the function A(i + jk 1 )
Here we put
. In particular we have
Since by Theorem 3 the values ofã i are 0, ±1, or 2, the possibilities of the local behavior of A(x) around x = ⌊ pℓ |q2| ⌋ are Figure 1 , 2, and 3 in the case of ǫ 1 = 1, and Figure 6 , 7, and 8 in the case of ǫ 1 = −1. Now suppose that ǫ 1 = 1. If A(x 0 ) = 2 holds for some x 0 , then we cannot find any function A(x) by connecting Figure 1 , 2, or 3. For example if the type (+,iii) appears, then the first possible type which is non-constant with x > x 0 is (+,v) or (+,iii). Since the integer x with A(x) = 2 is unique in Z/pZ, ∆ K (t) = x −1 + 1 + x holds. This polynomial cannot be any Alexander polynomial of a knot in a homology sphere. Hence we may assume that |A(x)| ≤ 1 holds and (+,i), (+,ii), (+,iv), or (+,vi) are applicable non-constant local behaviors of A(x).
We put α(j) = −ǫ 2 q 1 j and β(j) = −ǫ 2 q 1 j + k 1 . In the case of ǫ 1 = 1, we can get Figure 4 , in which there are the values of A(x) from α(j) − 1 to β(j) + 1, fitting together of local behaviors for the values to be connected.
The values A(x) from α(j) − 1 to β(j) + 1 in the case of (ǫ 1 , ǫ 2 ) = (1, 1).
In the region α(j) + 1 ≤ x ≤ β(j) − 1 there are 0 and −1. We call the integer points in the region negative region.
On the other hand Figure 5 is the values of A(x) between β(j) − 1 and α(k) + 1.
Then the values A(x) between β(j) + 1 and α(k) − 1 are 0 or 1. We call the integer points in this region positive region.
Thus if (p, k 1 ) is a data realized by a lens space surgery over S 3 or Σ(2, 3, 5), then we can decide the values A(x) completely. Hence we figure out that each positive region and negative region appear alternatively and do not overlap each other.
In the same way all the local behaviors with ǫ 1 = −1 are from Figure 6 , 7, and 8. The case satisfying A(x) = 2 for some integer x is classified in Section 3.1.3.
Thus we can decide the values A(x) for any x. Thus we call the integer points between α(j) + 2 and β(j) and integer points between β(j) + 3 and α(k) positive region and negative region respectively.
Next we put the values A(i + jk 1 ) on i-j plain. We call this distribution global view of the Alexander polynomial. Since we have
Then the following Lemma is true.
Since we have a
, we have (13) = 1. Hence we have In this section we give the global view of A(i + jk 1 ) by investigating the local behavior of A(x) in the case of ǫ 1 ǫ 2 = −1.
In the case of ǫ 1 = 1, using Lemma 7, we can easily show that the possible nonconstant local behaviors of the function A(x) are Figure 12 , 13, 14. In the case of ǫ 1 = −1 the non-constant local behaviors are Figure 19 , 20, 21. Here γ(j) stands for −ǫ 2 q 1 j − k 1 . The case where A(α(j)) = 2 for some integer j will be dealt with in Section 3.1.4. We assume that |A(x)| = 1 holds for any x this case will be dealt in Section 3.1.5. 
The great common divisor gcd(a, n).
(p). We define intervals to be
if ǫ 1 ǫ 2 = 1, and
an
Lemma 9
Let (p, k 1 ) be a data realized by lens space surgery S 3 or Σ(2, 3, 5). Then the parameters a, n have gcd(a, n) = 1 or 2.
The 2g(p, k 1 ) = p case
For the case where 2g = p is satisfied the case of (ǫ 1 , ǫ 2 ) = (−1, −1) and 2g = p is remained. If A(x 0 ) = 2 for some integer x, then using Figure 7 and 8 we can get the following for some integer j. Table 2 In the case ǫ 1 ǫ 2 = −1 we can show in the same way as above that the 2g = p case does not exist.
3.1.5 The global view in the case of ǫ 1 ǫ 2 = −1
We get back to the description of the global view. Here we suppose that d = 2 holds. In particular a is even number. Then we get the values as in Figure 17 . Note that if ⌋ appears between α(j 2 ) and γ(a 1 + j 2 + 1), it is at most one time. Then we can reduce the following inequality. 
Since the left hand side is more than one, this inequality is inconsistent.
Therefore we must have d = 1, namely (a, n) = 1. If A(γ(j)) = 1 holds for some j, then A(x) ≤ 0 holds for all x. This is equivalent to ∆ p,k1 (t) = 1 and the data is realized by the unknot surgery. Therefore the non-constant local possibilities are (-,i), (-,ii), (-,iv) and (-,iix).
In the case of ǫ 1 = −1, we can deduce that the non-constant local behaviors are (-,ix), (-,x), (-,xi), (-,xiv) in the same argument as in the ǫ 1 = 1 case. 
A certain integrality condition
Here for any 1 ≤ i ≤ a − 1 we define n i to be [−ǫ 2 η −1 i] a , so that we have In the case of ǫ 1 ǫ 2 = 1 we put n 0 = 0 then −ǫ 2 n 0 q 1 = 0. In the case of ǫ 1 ǫ 2 = −1 we put n a = a then −ǫ 2 n a q 1 = ǫ 1 ǫ 2 k 1 + 1 = −k 1 + 1.
We define n ′ to be the integer satisfying an ′ = nn a−1 −ǫ 2 . Then a(n−n ′ ) = nn 1 +ǫ 2 holds. We define n ′ i to be the integer satisfying an
We shall show the integral condition.
Lemma 10 (integrality condition) Let γ ′ , n 1 be as above. Then (14) is integer for any i = 1, 2, · · · , a − 1 if and only if
Proof. From the integrality of (14) we have
Thus from n
Therefore the integrality of (14) is equivalent to
Classification
In this section we classify all stable data realized lens space surgery on S 3 or Σ(2, 3, 5) under the conditions a ≥ 2, 0 < γ ′ < n, k 1 ≥ 4, n ≥ 2 and g(p, k 1 ) < p 2 . Proposition 2 If the pair (p, k 1 ) is realized by a surgery over S 3 or Σ(2, 3, 5) and n = 1 holds, then (k 1 , k 2 ) = 1 or 2 and the surgery is realized by (I), (II).
Proof From Theorem 12 in [7] (k 1 , k 2 ) = 1 or 2 holds. If (k 1 , k 2 ) = 1, then (p, k 1 ) is realized by (I) and if (k 1 , k 2 ) = 2, then (p, k 1 ) is realized by (II).
The case of γ
Hence for any integer m we have
Since 0 < α n < 2, (15) is τ , τ + 1 or τ + 2. If for some integer m the value of (15) is τ + 2, then α > n, γ ′ ≥ n − 1, and ǫ 1 ǫ 2 = 1 hold.
Lemma 11 If (15) is τ +2, then the stable data (p, k 1 ) is realized by lens space surgery type (I) or (II).
Proof. If (15) is τ + 2, we have α = γ ′ + ǫ 1 ǫ 2 + a |q2| > n. From γ ′ < n, we have γ ′ = n − 1 and ǫ 1 ǫ 2 = 1. From integral condition 1 − n ′ + n ′ = 1 = 0(n), n = 1 holds. This data (p, k 1 ) is realized by Dehn surgeries of (I) or (II) by Proposition 2.
If γ ′ = n − 1 and ǫ 1 ǫ 2 = −1, then from the integrality condition 1 − n ′ − n ′ = 1 − 2n ′ = 0(n) we have a = −2ǫ 2 = 2ǫ 1 (n). Thus we can put a = un + 2ǫ 1 for some integer u. Therefore k 1 = nτ + n − 1 and
Since (n, a) = 1 holds, n is odd number. Each of the data is realized by type (III + ) by Berge's list. Actually put J = ǫ 1 (τ + 1).
In the case of γ ′ = 1 in the same way, if we have ǫ 1 ǫ 2 = 1, we can get
for some integer u, where n is odd. If ǫ 1 ǫ 2 = −1 then n = 1. The data of the former part is realized by type (III − ). (Put J = −ǫ 1 τ . The data of the latter part is realized by type (I) or (II). If the sequence {ã i } includes a forbidden subsequence, this data is not realized by any lens space surgery over S 3 or Σ(2, 3, 5). If the sequence {ã i } includes an admitted subsequence and the data is realized by a lens space surgery over S 3 or Σ(2, 3, 5), then this subsequenceã i0 , · · · ,ã i1 satisfies i 0 = g(p, k 1 ) (p), i 1 = p − g(p, k 1 ) (p) and
Forbidden and admitted sequences
i 1 − i 0 = p − 2g(p, k 1 ).
Blocks
We consider polygons surrounded by a bold dotted line in the global view on i-j-plane as in Figure 24 . This polygon is composed of 6 segments with lattice point Z 2 as the ends of the segments. The top and bottom segments are the maximal one that all the lattice points x on it have A(x) = ±1. Let {(x, y)|y = s 0 , t 0 ≤ x ≤ t 1 } and {(x, y)|y = s 1 , b 0 ≤ x ≤ b 1 } be the top and bottom line respectively. The two of the remaining 4 lines are
for ǫ 1 ǫ 2 = 1 or −1 respectively. These make two components. The more two segments are two lines constructed by connecting each of right end points of the components and each of left end points of that. Furthermore t 0 , t 1 , b 0 , b 1 , s 0 , and s 1 satisfy Figure 27 , in which the center points of the circles are the points ∂ 2 * B i,j for * = lt, rt, lb, and rb. Figure 26 presents examples of the blocks with the height τ − 1, τ , or τ + 1. top width and bottom width is τ or τ + 1.
As a result the next lemma easily follows.
Figure 26: blocks 
The
From this section we assume that 2 ≤ γ ′ ≤ n − 2 holds. In particular n ≥ 4, α < n, and 
Lemma 14 For any 0 < i < a we have
Here
] n holds, we get the formula as above.
Lemma 15 For any 0 < i < a the integer l i satisfying
Suppose that γ ′ +ǫ 1 ǫ 2 (n−n ′ ) ≥ n holds. Since γ ′ ≤ n−2, we have ǫ 1 ǫ 2 = 1. Therefore 
thus we have n ′ = n − 4. Regarding a(n − n ′ ) = nn 1 + 1 as modn, we have 4a − 1 = 0 (n). As a result we can get
for some integer u.
On the other hand we have
Hence n 1 = a − 1 and n a−1 = 1. Thus u = a − 1 and we have
Solving this equation, we get (a, n, γ ′ ) = (2, 7, 5), (4, 5, 3) , that is,
Therefore these families are realized by A 1 and A 2 of Table 2 .
The γ
holds. In the case of ǫ 1 = 1 we get the left of Figure 30 in which there is a forbidden subsequence as indicated. Then if we are to find lens space surgery on S 3 or Σ(2, 3, 5), then ǫ 1 must be −1.
In the case of ǫ 1 = −1 we get the right of Figure 30 , so that we can find the admitted subsequence in the box indicated. 
Hence we have n − n ′ − γ ′ = 2. From Lemma 10, in the same way
Thus we have n a−1 = 1 and a 1 = a − 1. Hence we have (n − 4)u = 3. Then (u, n) = (1, 7), (3, 5) . In the former case
In the latter case (p, k 1 ) = (20τ 2 + 15τ + 3, 5τ + 2)
In this next section we treat the case of 0 ≤ γ 
The
Suppose that 0 ≤ γ ′ + ǫ 1 ǫ 2 (n − n ′ ) < n holds. We claim the following Lemmas.
Lemma 16 For i with 1 ≤ i ≤ a − 1 we have
Proof Calculate as follows:
Here since we have
Here we put n 0 = 0.
by easy calculation we get
Thus putting l
The a = 2 case
Lemma 18 Let (p, k 1 ) be a data realized by lens space surgery of S 3 or Σ(2, 3, 5). In the a = 2 case we get IX, X or E i .
Here we will classify the case where n 1 = n a−1 ⇔ a = 2 holds. We may assume that n ′ ≥ γ ′ + 2 holds. Thus we have n 1 = n a−1 = 1,
holds.
Suppose that ǫ 2 = 1. If γ = 2n − 9, then from the integrality of p, we get (γ, n) = (13, 11). This case (p, k) = (22τ 2 + 13τ + 2, 11τ + 3) is realized by (X). Suppose that ǫ 2 = −1. If γ = 2n − 7, then the from integrality of p, we get (γ, n) = (3, 5), hence γ ′ = 1. This family before we classified. We may assume that γ < 2n − ǫ 2 − 12 holds.
, we have
Thus we have γ < 53 + 15ǫ 2 3 + ǫ 2 .
Hence if ǫ 2 = 1, then γ ≤ 16, and if ǫ 2 = −1, then γ ≤ 18. If ǫ 2 = 1, then by easy calculation, the possibility is (γ, n) = (9, 11) only. Thus (p, k 1 ) = (22τ 2 + 9τ + 1, 11τ + 2), and each of this family is realized by (IX). If ǫ 2 = −1, then by easy calculation, the possibility is (γ, n) = (15, 27) only. This case does not satisfy ⌊ n α ⌋ ≥ n ′ − γ ′ . Now suppose that ⌊ n α ⌋ ≤ n ′ −γ ′ holds. Thus ǫ 2 = −1 holds and from the symmetry of Alexander polynomial
If γ > 3, then we have
Then from Lemma 10 we get n|27, namely n = 3, 9, 27. The possibilities of them are n = 27, 9. If n = 27, then n ′ = 14, γ ′ = 10, and γ = 39. Therefore the initial data is (p, k 1 ) = (54τ 2 + 39τ + 7, 27τ + 10), and this family is E 2 . If n = 9, then n ′ = 5, γ ′ = 1. This case is classified before. We assume that n ′ ≥ γ ′ +6. In the inequality above 3 ≤ γ ′ ≤ 8 holds. All the possibilities are (γ ′ , n, n ′ ) = (8, 27, 14) , (7, 25, 13) , (6, 23, 12) , (6, 25, 13) , (5, 21, 11) , (5, 23, 12 ), (5, 25, 13), (5, 27, 14) , (4, 21, 11) , (4, 23, 12) , (4, 25, 13) , (4, 27, 14) , (4, 29, 15) , (4, 31, 16 Figure 32: An admitted subsequence in the case of a = 2 (4, 33, 17) or (4, 35, 18) . The data which satisfies Lemma 10 is (4, 27, 14) only. This case (p, k 1 ) = (54τ 2 + 15τ + 1, 27τ + 4)
is class E 2 . If γ ′ = 3, then 9 − 3n ′ − n ′ = 9 − 2(n + 1) = −2n + 7 = 7 = 0 (n), then n = 7 holds. Thus n ′ = 4, γ ′ = 2 holds. This does not satisfy an = nn a−1 + 1. Now we may assume that a ≥ 3.
The ǫ
First we suppose that n ′ − γ ′ = 1 holds. From Lemma 10 n|2γ ′ + 1 hence
Therefore n|2γ ′ + 1 holds. Now since 2γ ′ + 1 ≤ 2(n − 2) + 1 = 2n − 3, 2γ ′ + 1 = n must be true as Z. Thus we have
Taking (n + 1)a = (nn a−1 − ǫ 2 )2 as mod n, we get n|a + 2ǫ 2 . Let u be the integer with a = un − 2ǫ 2 . Hence
where τ ′ = 2τ + 1. These families are realized by (IV − ). (Put −2ǫ 2 τ ′ = J.) Hence we may assume that n ′ ≥ γ ′ + 2.
Lemma 19 Let (p, k 1 ) be a data with ǫ 1 ǫ 2 = 1. Suppose that 0 < n ′ − γ ′ < n and n ′ ≥ γ ′ + 2. Figure 33 , the indicated subsequence is the forbidden subsequence. Then we deduce that 
then from the global view
This condition is equivalently
for 0 < aj |q2| < 1 holds. The condition (18) implies
Thus the inequality
From the integrality condition and γ ′ + 2i = n ′ , we have (2i + 1)γ ′ = −2i. Thus for some positive integer u ′ we have
2i+1 . The integer u ′ satisfying (19) is 2 only. Thus we have a = un+2i+1 4i 2
2i+1 . The symmetry of Alexander polynomial induces symmetry of the global view as indicated in Figure 34 . From the symmetry of the global view we have
thus we have n 1 = 1. Thus we have
In the case of i = 1, (20) is u(n − 4) = 9, thus (u, n) = (1, 13), (9, 5) , (3, 7) . The data satisfying integral condition of n ′ are (p, k 1 ) = (52τ 2 + 63τ + 19, 13τ + 8), (42τ 2 + 47τ + 13, 7τ + 4).
In the case of i = 2, (20) is u(3n − 16) = 65, thus (u, n) = (1, 27), (13, 7). Thus we have (p, k 1 ) = (54τ 2 + 39τ + 7, 27τ + 10), (42τ 2 + 23τ + 3, 7τ + 2).
The former case is inconsistent with the assumption a ≥ 3. In the case of i = 3 the equation (20) is u(5n − 36) = 217, thus (u, n) = (1, 217), (217, 1), (7, 31) , (31, 7). The data satisfying integral condition of n ′ is (u, n) = (7, 31). The case (7, 31) fails to integrality of a.
In the case of i = 4 the equation (20) is u(7n − 64) = 513, thus (u, n) = (19, 13). Thus we have (p, k 1 ) = (52τ 2 + 15τ + 1, 13τ + 2).
In the case of i = 5 the equation (20) is u(9n − 100) = 1001, thus (u, n) = (19, 27). This is inconsistent with the assumption a ≥ 3.
Suppose that i ≥ 6. From
Hence we have
Hence γ ′ = 2 holds. In the case of γ ′ = 2, n = 3i + 1 and
Then i − 1|3 Hence i = 2, 4. This case is classified before. Therefore the appearing cases are all realized by type
Lemma 21 Let (p, k 1 ) be a data with ǫ 1 ǫ 2 = 1 and
Proof Suppose that n 2 < n ′ < n holds. In the case of n
Thus we have
. Then we have , n 1 = 2a−u 3 , n ′ = 3 and γ ′ = 1. This case is already classified before. Therefore we have 0 < n ′ < n 2 . Lemma 21 holds even in the case of ǫ 1 ǫ 2 = −1 replacing γ ′ and α with n − γ ′ and n − α. The proof is skipped because the process is similar to Lemma 21.
, then none of data satisfying this condition is realized by S 3 or Σ(2, 3, 5).
Proof From Lemma 16, we get
Thus we can find a forbidden subsequence from the Figure 35 .
Lemma 23 Let (p, k 1 ) be a data. Suppose that Proof. The global view is as in Figure 35 since 0 < n ′ < n 2 and Lemma 16. From this view we have
If i ≤ 5 holds, the possibility is (i, u, n, a, n ′ , γ ′ ) = (2, 1, 17, 5, 7, 5), (2, 3, 11, 9, 5, 3) , (3, 7, 11, 9, 5, 2) , (3, 1, 23, 3, 8, 5) , (5, 7, 17, 5, 7, 2) , (5, 3, 23, 3, 8, 3) (p, k 1 ) = (85τ 2 + 49τ + 7, 17τ + 5), (99τ 2 + 53τ + 7, 11τ + 3)
holds. Since the assumption is γ ′ ≥ 2, we can get to the assertion.
5.5.3
The ǫ 1 ǫ 2 = −1 case.
We assume that 0 < γ ′ − n + n ′ < n and ǫ 1 ǫ 2 = −1. We consider γ ′ − n + n ′ = 1. From integral condition 2n
2 . Taking 2a(n − n ′ ) = 2nn 1 + 2ǫ 2 as Z/pZ, we have a = −2ǫ 2 (n). For some integer u we have a = un − 2ǫ 2 . Then we have (p, k 1 ) = (uk We may assume that γ
|q2| ] n and anτ + 2a
|q2| ] n holds and 2γ ′ − 2 < n holds. As a result γ ′ < n+2 2 holds. We put γ ′′ = n − γ ′ and α
Lemma 24 Let (p, k 1 ) be a data with ǫ 1 ǫ 2 = −1, 0 < n ′ − γ ′′ < n, and n ′ ≥ γ ′′ + 2. Then the possibilities are either of the following. 
We first classify the case of ⌊ 2n
Lemma 25 Suppose that ] n < α holds. This condition is equivalent to the following:
Now suppose that the global view is as Figure 39 . Then we have 0 ≤ [(j + 1)(γ ′ − 1)] n < γ ′ −1 for some integer with 0 < j < i and we have γ ′ −1 ≤ [(i+1)(γ ′ −1)] n < n. Therefore we have
Hence (i − 1)n + i i ≤ γ ′ < in + i + 1 i + 1 holds.
In the Figure 39 we can find an admitted subsequence as indicated by a box in the figure. Furthermore from Lemma 15 the block B ⋆,0 that the point (i, j) = ∂ 2 lt B ⋆,0 satisfies i + jk 1 = [−ǫ 2 n 1 q 1 ] p and is the closest to the origin is B γ ′ +n ′ −n,0 . Now from the symmetry of Alexander polynomial we put γ ′ + n ′ − n = 2i. Hence (21) implies n + 2i
From the integral condition (2i + 1)n ′ = 4i 2 (n) and 4i 2 a = 2i + 1 (n) hold.
Therefore n ′ = .
Furthermore from the symmetry of Alexander polynomial −(−ḡ + (−a − 1)k 1 + 1) = −ḡ + (−a − 1)k 1 + (−ǫ 2 n 1 q 1 + 1 − 2k 1 )k 2 + 1 (p).
Hence we have n 1 = 1. Using (22) and n 1 = 1 ((2i − 1)n − 4i 2 )u = 8i 3 + 1.
In the case of i = 1 we get (p, k 1 ) = (52τ 2 + 41τ + 8, 13τ + 5), (42τ 2 + 37τ + 8, 7τ + 3).
In the case of i = 2 we get (p, k 1 ) = (54τ 2 + 69τ + 22, 27τ + 17), (42τ 2 + 61τ + 22, 7τ + 5).
The former case is inconsistent with a ≥ 3. In the case of i = 3 there does not exist any suitable pair (u, n). In the case of i = 4 we get (p, k 1 ) = (52τ 2 + 89τ + 38, 13τ + 11).
In the case of i = 5 we get (p, k 1 ) = (54τ 2 + 93τ + 40, 27τ + 23). 
In the case of i = 2, the possibilities are (n, u) = (9, 9), (11, 3), (17, 1). If (n, u) = (9, 9), then n ′ = 13 3 ∈ Z, hence this is inconsistent. If (n, u) = (11, 3), (17, 1), then (p, k 1 ) = (99τ 2 + 97τ + 53, 11τ + 8), (85τ 2 + 121τ + 43, 17τ + 12).
In the case of i = 3, the possibilities are (n, u) = (11, 7), (23, 1). Hence we have (p, k 1 ) = (99τ 2 + 163τ + 67, 11τ + 9), (69τ 2 + 109τ + 43, 23τ + 18).
In the case of i = 4 the possibilities are (n, u) = (11, 65), (15, 5) . If (n, u) = (11, 65), then n ′ = 27 5 ∈ Z, hence this is inconsistent. If (n, u) = (15, 5), then n ′ = 31 5 ∈ Z, hence this is inconsistent as well.
In the case of i = 5, the possibilities are (n, u) = (13, 63), (17, 7), (23, 3). If (n, u) = (13, 63), then n ′ = Thus we have i − 2 = 1, 3 these cases are inconsistent with i ≥ 6. Therefore in the case of i ≥ 6 we cannot find any lens space surgery over S 3 or Σ (2, 3, 5) . In this point we can classify all stable data (p, k 1 ) with lens space surgery S 3 or Σ (2, 3, 5) . To prove that Berge's list is fully complete, we must argue unstable data: namely τ = 1 or 0. This argument will be done in sequent papers.
