In this paper, based on Latent Dirichlet Allocation (LDA), we propose a novel probabilistic modeling framework, which aims to reveal the latent aspects and sentiments of reviews simultaneously. Unlike other topic models which only consider the words appearing in online reviews, we consider Part-of-Speech (POS) tags in our model. Since users may use different types of words to express different meanings, we have proposed two Tag Sentiment Aspect models (TSA) to integrate syntactical information into the review mining models. We have applied the proposed models to two datasets, electronic product reviews and movie reviews, and evaluated the results in terms of sentiment aspect extraction and sentiment polarity classification. Our study shows that the proposed models not only achieve promising results on sentiment classification, but also effectively extract different latent sentiment aspects. Moreover, the proposed TSA models are fully unsupervised, and they do not need any manually labeled reviews for training. To incorporate priors, only the lists of positive and negative words are required. Moreover, the proposed TSA models are effective across different domain.
Introduction
Nowadays the development of Web 2.0 makes convenient for customers to express their experience with products. A large amount of product reviews can be easily obtained from website such as Amazon and Epinion. Online reviews are of a useful resource to help customers to make purchase decisions. By browsing these reviews, potential consumers could be aware of the good or the bad aspect of a specific product.
However, facing an overwhelming amount of reviews of products, no one can read the reviews piece by piece. This triggers to explore an approach to obtain useful and hidden information from such a large review corpus and automatically analyze the reviews. The approach tackles two problems: one is topic identification, which identifies the aspects of the product the reviews talk about; the other one is sentiment analysis, determine the sentiment label (positive, negative) of opinion toward specific aspect. Recently, these problems have drawn great interests.
To analyze reviews, most of previous works use a two-phase way approach: firstly extract the aspects reviews refer to and secondly analyze the opinion expressed in the reviews toward the aspects extracted in the first step. However, in this paper, we exploit models which can tackle the two problems simultaneously. We tackle the two problems in a probabilistic modeling framework based on Latent Dirichlet Allocation (LDA) (1) . We choose LDA because it has shown strong power in revealing latent topic in the corpus. We incorporate sentiment to the original LDA by adding a sentiment layer so that our models can reveal the language model hidden in the review corpus associated with aspect and sentiment pair.
In this paper, we propose two probabilistic models: Sentiment Aspect Tag (SAT) model and Tag Sentiment Aspect (TSA) model. Both models can model aspect and sentiment at once. Both models model the generative process of reviews. The only difference lies on how the models incorporate syntactic information. SAT treats POS tags of words as observed variables and models the generative process under different sentiments. The POS tags are the generating variables in SAT, as well as the words in reviews. For different sentiments, there is a corresponding distribution over POS tags. SAT capture the influence of sentiment label on generating process of different POS tags. On the contrary, TSA capture the opposite one-the influence of different POS tags on generating process of sentiment proportion. In TSA, for each distinct POS tag, there is an associated multinomial distribution over sentiment.
To our best knowledge, not much work can deal with aspect extraction and sentiment analysis simultaneously except (2, 5, 6) . However, our model has several difference and improvements compared to the existing works: (1) Our models are the first to incorporate the syntax information into the hierarchical probabilistic model. (2) Our models are fully unsupervised while some of the existing works need labeled data to train. (3) Our model is domain independent but by integrating different domain prior information, our model can apply to different domain.
We apply our model to various tasks: document-level sentiment classification, aspects discovery and aspect-specific sentiment words extraction. The experiments show that our models perform pretty well. By applying models on different datasets-electronic product reviews and movie reviews, it shows that our models can easily adjust when domain changes.
Related Works
There are two major directions to discover the hidden aspect and sentiment in the reviews (17) . One direction is to apply traditional natural language processing techniques to do text mining of reviews. Approaches of this direction can be viewed as "micro to macro" approaches. These approaches usually analyze individual words, associations between words, sentences structure and linguistic patterns and then form macroscopic topics and sentiments of reviews by sum up individual components. There are usually two steps: first, identify aspects of products and second analyze opinion orientation to corresponding aspects. For aspect identifying, Hu and Liu (7) use POS tagging to find noun phrase and select frequent nouns as aspect candidates and then filter candidates to obtain actual aspects. In (3) , frequently co-occurred nouns with seed aspect words are expanded using association rule mining. For sentiment analysis, firstly the opinion words around aspect are extracted and then sophisticated schema to aggregate opinion is applied to the reviews. Often a lexicon is required to decide the word's orientation or a lexicon is built by expanding from a seed list. As in (9) , the opinion aggregation function is proposed to aggregate the sentiment of individual opinion words. In another work, Turney (10) computes the polarity of a given opinion word by measuring its Pointwise Mutual Information (PMI) to keywords "excellent" and "poor" and expanding those words which have a higher PMI as seeds. Another direction to discover the hidden aspect and sentiment in the reviews is to apply probabilistic statistic approach to model the whole corpus. It can seem as a "macro to micro" way because it models the whole generating process of review corpus, and infers the distributions of different sentiments and aspects. Among probabilistic models, LDA is a powerful one in capturing latent topic hidden in corpus. LDA treats document as a mixture of multiply language models, each of which presents a hidden topic/aspect. Lots of works extend LDA model to improve aspects extraction, considering different context in reviews. Brody and Elhadad (11) proposed a sophisticated LDA to discover the aspect hidden in the reviews. A connectivity matrix is used to calculate a score, which decides the best hidden aspect number and iteration times. Zhang et al (12) distinguished general aspect and find-grained aspects. The model can capture ratable aspects and global aspect which makes the result more meaningful. Usually, topic model are used to capture aspects only, but jointly modeling aspect and sentiment have been tried in some works (12 ， 
. We introduce these works and compare them with our models. Multi-Aspect Sentiment (MAS) model (6) by Titov and McDonald is an extension of their previously work-MG-LDA, which only extracts topics hidden in the reviews regardless of sentiments. MAS model works in a supervised way because it requires every aspects to be rated by user. In contrast, our models do not need any supervised setting. It only needs some small prior information. Moreover, MAS lacks of the flexibility to adapt to other domains. Topic Sentiment Mixture (TSM) model (5) is a model extended from pLSA (13) by Mei and Zhai. TSM has the well-known deficits of pLSA that it has the problem with inference of new documents and suffers from overfitting. Our models have no such problem because it is based on LDA. In the other hand, TSM does not consider the association of topic and sentiment. The words are drawn from either topic distribution or sentiment distribution. The words are samples of a mixture of sentiment and topic, not a combination. This makes TSM lack the ability to exact the aspect-specific opinion words. In our models, we sample a word on distribution conditioned on aspect index and sentiment label. Joint Sentiment/Topic (JST) model (4) is a fully unsupervised model based on LDA. It can capture topic and sentiment at the same time. Our models are highly related to JST, but we incorporate the POS tag information to obtain more accurate result. Aspect Sentiment Unification model (ASUM) (3) is a model with small adaption of the JST. It introduces the assumption that one sentence in review can only refer to one aspect and one sentiment. This is not true in real situation. Many review sentences have several clauses and usually talks about different aspects and contrast sentiments.
Model
The two models we propose extend the basic LDA to model the generative process of review dataset. In LDA, words of reviews are treated as samples that sampled from topics, which is represented as a multinomial distribution over distinct words. We call it topic-word distribution. A review is represented as a multinomial distribution over topics. We call it document-topic distribution. Every word is sampled from a particular topic-word distribution, and the topic is sampled from document-topic distribution. So there is a latent variable for every word to indicate the topic from which it is sampled. In SAT and TSA models, a sentiment layer is added between document and topic. Words are sampled by topic-sentiment-word distribution and there are two corresponding latent variable for each words. Every review is presented by several document-topic distributions with different sentiments. We call it document-sentiment-topic distribution. The difference between SAT and TSA is the way they incorporate syntax information. Both SAT and TSA utilize POS tag information to incorporate syntax, for POS tag can obtain easily with help of POS tagging technique. The difference way to incorporate syntax and original reason are detailed in this section. To infer the latent distributions, Gibbs sampling (14) is used.
Sentiment Aspect Tag Model (SAT)
In SAT, POS tag of words is regarded as generated data as good as words in the review. SAT integrates POS tag generating process into the model to incorporate syntax information. The behind assumption is that distribution over tags varies with sentiment, so for a particular sentiment, different tags may be generated. The graphical presentation of SAT is shown in Figure 1(a) . As shown, tag t is generated conditioned on aspect index z and sentiment label l, along with the word w. The tag is considered as the stamp of the word. This is inspired by the work by Wang and McCallum (15) , in which the published time of the document is treated as the timestamp of words in the document. Choose word w i~M ul(ψ k,j ) and tag t i ~Mul(ω k,j ). The hyperparameters α, β, γ and μ are parameters that control the prior distribution θ, ψ, π and ω and these hyperparameters are regard as prior information. Notice that for different sentiment label, prior information should be different, so we use asymmetric β l and μ l corresponding to sentiment label to exploit such prior information. The notation z and l indicate the index of topic and sentiment respectively. Notation S, A and D denotes the number of sentiment, aspect and review, respectively. Our target is to calculate posterior distribution of P(θ|w), P(ψ|w), P(π|w) and P(ω|w) given observation of word vector w. By Gibbs sampling approach, the full conditional probabilities P(z i ,l i |z -i ,l -i ,w,t,α,β,γ,μ) should be calculated, where z i denotes the aspect assignment for w i , l i denotes the sentiment assignment for w i , z -i denotes the aspect assignments for all words except w i , l -i denotes the sentiment assignments for all words except w i . During Gibbs sampling, we draw aspect and sentiment iteratively for each word w i according to the following probability distribution: , , ,
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Tag Sentiment Aspect Model (TSA)
TSA model differs from SAT in interpreting relations between POS tags and sentiments. TSA, shown in Figure  1 (b), can be regarded as an inverse version of SAT that inverts the dependency between POS tags and sentiments, which is obviously observed from graphical representation in Figure 1 . In SAT, sentiment variable l points to tag variable t. That means tags are conditioned by sentiments. However, in TSA, the relation is opposite. It is hard to say which interpretation is more suitable, it is alike the "chicken and egg" puzzle. However, the interpretation in TSA is more natural to understand, because in language, syntax e.g. grammar regulate the expression which implies that syntax dominate the content one expresses. Another advantage is that it gets a simpler model, shown in Figure 1 , with one less hidden distribution to infer, compared to SAT.
The generative process of TSA is as follows: Choose word w i ~Mul(ψ k,j ). Noticed that in TSA, syntax information is incorporated in sentiment distributions π for every review, for different π correspond to different types of tag. The hyperparameter γ is set asymmetric to encode syntactic information. Other parameters and variables are the same as SAT, except there is no hyperparameter μ and distribution ω. Like SAT, we the Gibbs sampling to infer hidden distribution according to full conditional probability is as following:
( , | , , , , , , , ) ( ) (6) where N k,t,d is the number of words assign to sentiment k with a tag t in review d. Other notations are the same with SAT. The approximate probability distribution of θ and ψ can be calculated using a same form in Equation (2) and (4), and distribution of π is obtained as following:
Experiment and Analysis
We use the dataset of electronic device reviews used in (3) and movie reviews used in (16) to verify our models. The two review corpus are from different domain to show the flexibility of our unsupervised model when domain adjust. We analyze the power of SAT and TSA in latent aspect and sentiment discovery and then evaluate power of sentiment classification of the two models. We also give a comparison between our models and the existing models, such as JST (4) , and ASUM (3) . The electronic device dataset contains about 25,000 reviews, each rated 1 to 5, from 7 product categories such as MP3, laptop, etc. The movie dataset contains 1,000 positive and 1000 negative reviews. We use NLTK 1 for the preprocessing. First, the sentences are segmented. Then, we tokenize every sentence and perform a POS tagging. After that, we remove the punctuation, numbers, and non-alphabet tokens, apply WordNet's 2 stemming and retain the words with 'NN', 'JJ', 'VB' and 'RB' tags. Table 1 shows summary information of datasets after preprocessing. Before modeling, we set the parameters. The sentiment number is set to be 3 for positive, negative and objective. The hyperparameters can be regarded as priors representing bias with prior knowledge. For aspect there should be no bias, α is set symmetric. After trying several value and find the value does not real affect. We use symmetric α to be 0.1. For SAT, γ is set symmetric to be 1 because there should not be bias between reviews. However, in TSA, γ is associated with tag, which is bias on sentiment considering different tags. For tags "NN", the objective element of parameter γ t is set to 2, twice as the sentimental elements; for tags "VB", "RB" and "JJ", the sentimental elements of parameter γ t is set to 2, twice as the objective elements. In SAT, this prior information is encoded in parameter μ. For objective sentiment label, element corresponding to "NN" of μ l is set twice as elements corresponding to "RB", "VB" and "JJ" with value 1; for positive and negative sentiment label, elements corresponding to "RB", "VB" and "JJ" of μ l is set twice as element corresponding to "NN" with value 1. The β is also set asymmetric according to different sentiment in both SAT and TSA. We use a positive word list and a negative word list as prior information for word distribution under different sentiment. For positive aspects, we set the elements of β to be 0 for words in negative list and 0.001 for all the other words. Similarly, for negative aspects, we set the elements of β to be 0 for the positive seed words and 0.001 for all the other words. For objective aspects, β is set symmetric to be 0.001. For aspect number, we try several different values and find the suitable for electronic device reviews is 50 and 25 is suitable for movie reviews. The iteration time is set to be 1000 for Gibbs sampling. After modeling, we examine top 10 words for every aspect with different sentiments to analyze the ability of our model in aspect and sentiment words extraction. Then we use the hidden distribution π to classify the review into positive and negative to analyze the ability of our model in sentiment classification.
Before we verify our models, we first emphasize the ability models should achieve. Basic ability is to extract hidden aspect. The criterion is that the aspect should be coherent but specific. This is the same criterion when evaluating clustering. In our models, we combining consider aspect and sentiment, so the additional criterion for our models is that the models should distinguish aspect words and opinion words. The final criterion is that our model can model opinion words' polarity correctly. As this criterion is difficult to quantified, we performance an additional task-sentiment classification to quantify the abilities of our models.
We analyze word distribution ψ for different aspect and sentiment. Each sentimental aspect is represented by top 5 frequent words. Due to space limitation, we only show 3 aspects with different sentiment for electronic device and give detailed analysis to illustrate our models' capacity. We perform review sentiment classification on two dataset of different domain for our models, JST and ASUM to do a comparison. We use distribution π for sentiment classification on review level. Distribution π k,d presents the probability of sentiment k in review d, we compare the probability of sentiment positive and negative, and assign larger label to the review. Special case is in TSA, where π k,t,d has another dimension of tag t. We simply sum up over t to get unified distribution. For electronic dataset, we discard reviews rated 3-4 and treat reviews rated 5 as positive ones and reviews rated 1-2 as negative one.
From Table 2 , comparison between our own models shown that TSA perform better than SAT. This indicates that the assumption behind TSA model is more suitable for reality. We also compare our models with JST (4) and ASUM (3) . Both JST and ASUM are unable to beat our models. The result claims that incorporate syntax information indeed improve sentiment extraction. An interesting observation is that accuracy of the negative reviews is lower than positive ones. One possible reason can be that the negation of sentence is not captured by current model. Negation is complicated when considering context and our model use "bag of words" assumption are not good to capture that.
Conclusions
The "Bag of words" assumption is more suitable for traditional text classification but it when comes to opinion mining, it may not a good one since opinion is expressed in a more complex way. This triggers the need to explore more information and patterns hidden opinion text. In this paper, we have explored the possibility of integrating POS information and sentiment aspects in the opinion modeling by proposing SAT and TSA. The experimental results reveal the merits of our approach.
Two directions can be further pursued in our future works. One is to exploit other language information, for example, the dependency relations among terms. A synonym thesaurus can also be used to explore the relations between sentiment and aspect words. The other direction is to seek a better presentation for prior information and adjust the TSA model to fit the corpus. In our models, the prior probabilities of different tags are fixed. However, it would be interesting to explore a semi-supervised learning approach to suggest these probabilities, with which only a small amount of labeled data are required.
