It is generally accepted among practitioners that nancial assets are more dependent when the market is in an excited state than when it is not. What is meant by "more dependent" and "excited state" is at this point rather vague. Our goal is to clarify this statement by exploring what historical data really looks like. This includes analyzing serial and spatial (between assets) dependence as well as behavior under aggregation. Our results have direct implications for various aspects of risk management.
Traditionally the benchmark measure of risk associated with some cash ow has been its variance. Current best practices, however, use quantile based methods to estimate this risk. Of those Value-at-Risk (VaR) is undoubtedly the most popular risk measure to date. The VaR does not behave well with respect to diversi cation 2], 3], and to overcome this shortcoming another risk measure, the expected shortfall (ES) (alias conditional VaR, CVaR, mean excess), has been proposed.
Whether VaR, ES or some other measure of risk will be dominant in the near future, it is clear that the emphasis in risk management has been shifted from estimating the risk based on the full return distribution to focusing exclusively on the highest return quantiles. Given this fact, it is clear that studying the dependence structure, both spatial and temporal, for the high quantile regime is crucial to further the understanding of nancial risk.
We attempt to do both here by estimating spectral measures, exceedence probabilities and some other features of the tails of the return distribution.
Extreme events are by de nition rare. Estimating probabilities at high quantiles is often a di cult task which requires large data sets and the use of extreme value theory. The tails of nancial processes have been studied at length in the univariate setting (see e.g. 1]). In the multivariate setting the problem of lack of data becomes even larger. Instead of using data collected over longer time intervals, we propose to sample the price process at a higher frequency. Few multivariate tail analysis studies are available, of which we would like to mention 6], 22], 28], 29].
The paper is organized as follows: We rst give a brief introduction to multivariate extreme value theory. Here we try to limit ourselves to those concepts that will be needed in the paper. We also present some results on the behavior of extremes under nite aggregation. These results are important for our application as they provide the necessary connection between extremes of returns sampled at various frequencies.
Next section explores the dependence structures between the assets in our dataset. Here we consider both spatial and temporal dependence of the extreme events. In particular, we estimate the spatial and temporal spectral measure and the exceedence probabilities, as well as estimating how the tails are di erent from those of elliptical distributions and regularly varying distributions. Furthermore, our study covers several return time interval sizes so it provides a rich picture of what the tails of foreign exchange return processes look like. From our empirical exploration we can conclude that the assumptions of the theory in the previous section are indeed satis ed.
We show that the risk as measured by VaR and ES scales in time like the time interval to a certain power. This power is, contrary to current practices, not 0.5 but a slightly smaller number. As a result of this scaling law, one can estimate the risk with high frequency data, where more data provide for better estimates.
Extreme Value Theory
Using methods of extreme value theory has been popular in the nance literature in recent years. This has gone hand in hand with the increased interest in quantile based methods for risk estimation. The bulk of this research has focused on the univariate case; we have mentioned above some examples of multivariate analysis. We rst give a brief introduction to multivariate EVT in the iid setting. We then discuss dependent sequences and extreme value theory for nite sums of random processes. 
Multivariate Extreme Value Theory
Consider the rst n drawings from an iid multivariate process (X i ) with a multivariate cumulative distribution function F. Let X (1) ; :::; X (n) denote the ranking in descending order of the rst n drawings, where we rank in each coordinate separately. Let X i (m) and X (i) (m) denote the m-th coordinate of X i and X (i) respectively, m = 1; : : : ; d. Suppose that there exists a distribution function G with non-degenerate marginals and sequences of constant vectors a n > 0 and b n such that lim n!1 P h X (1) (1)?b n (1) a n (1) x 1 ; :::;
for all x = (x 1 ; :::; x d ). We then say that G is an extreme value distribution (EVD) and that F lies in the domain of attraction of G. Note that the limiting function is unique up to a scale and location transformation. This is clear, as the sequences a n and b n can be chosen so as to change the scale and location of G. We will say that two extreme value distributions G 1 and G 2 are of the same type if one is a scaled and translated copy of the other, i.e. if there exist constant vectors a > 0 and b such that G 1 (x) = G 2 (a x + b). It turns out that the only possible limiting distribution functions are the so called max-stable distribution functions. A distribution function is said to be max-stable if there exist real vector valued functions a(s) > 0 and b(s) de ned for all s > 0 such that
for all s > 0 and d{dimensional vectors x.
In one dimension we have the celebrated Fisher-Tippett Theorem which states that if the extreme value distribution exists then it is either a Fr echet, Weibull or a Gumbel distribution, all of which are determined by a single parameter. These distributions can all be written as the generalized extreme value distribution which is given by G (x) = distribution) then 1= = is the tail index. Note that some other authors refer to as the tail index and as the shape index. The generalized extreme value distribution with < 0 is called the Weibull distribution, and in the case = 0 it is refered to as the Gumbel distribution.
For an EVD G, the set of all distributions which have G as an EVD is called the maximum domain of attraction, denoted by MDA(G). In the univariate iid setting the maximum domains of attraction of the di erent EVD can be completely characterized.
It is generally accepted that the distribution of nancial returns belong to the (maximum) domain of attraction of the Fr echet extreme value distributions, see e.g. 25]. These distributions have heavy tails and not all moments exist. Examples of distributions in the domain of attraction of the Fr echet distribution are the stable distributions and Student-t distributions. The Gumbel distribution has a thin tail and all moments exist. The normal distribution lies in the domain of attraction of the Gumbel distribution. The Weibull distribution has a right tail with a nite endpoint, and so do the distributions in its domain of attraction. An example of a distribution in the domain of attraction of the Weibull extreme value distribution is the univariate uniform distribution on the interval 0; 1].
In the multivariate setting the problem of classifying possible EVDs is more complicated. It turns out that a given d{dimensional extreme value distribution is completely determined by its univariate marginal extreme value distributions and a nite measure (often called spectral, or tail, measure) that lives on the d{dimensional unit sphere, which describes the dependence between the variables 12]. This measure lives in a d ? 1 dimensions, unlike the copula (see 18]), which lives in d dimensions. In particular, in two dimensions the unit sphere is commonly identi ed with the interval ? ; ), and a nite measure on the unit sphere with its cumulative distribution function. Hence, the dependence structure in two dimensions is completely determined by this one dimensional dependence function. We will say a bit more about spectral measures below.
In general, using the EVD to make inference of properties of the original distribution F involves making some assumptions. Each extreme value distribution G can have a large domain of attraction, i.e. a large set of distribution functions F which all give rise to the same extreme value distribution G. These distributions may be quite di erent and even their tails, which are of prime interest to us, are only similar, and not quite the same. A common assumption in the univariate case is that the right hand tail of F is asymptotically given by 1 + log(G). This assumption eliminates slowly varying functions (see below). Sometimes one is even willing to assume that the two tails coincide from some point on.
Recall that in one dimension a random variable X or its distribution is said to be regularly varying if there is > 0 such that 
where ! v denotes vague convergence on S d?1 and P is the distribution of . A sequence of probability measures ( n ) is said to converge vaguely to a probability measure if for all relatively compact sets A such that (@A) = 0 we have n (A) ! (A). Intuitively, what regular variation means is that asymptotically the distribution can in polar coordinates be represented by a product measure, which is the product of the spectral measure P and a radial measure which has a power decay. For other de nitions of regularly varying functions in the multivariate setting see 30] .
If X is a regularly varying random variable, then it is in the domain of attraction of an EVD with Fr echet marginals, and it is completely determined by the spectral measure and the index . Note that EVDs, as we have de ned them here, have their spectral measure in the positive orthant, i.e. 0; 1 d . This is because we are one deals with the maxima of many random variables. If one replaces sum of the coordinate maxima by the corresponding minima then one can get an EVD in other orthants. These may, in genrela, have a di erent tail index and a di erent spectral measure. It is also important to mention that an EVD may have a di erent tail index in di erent directions.
So far we have only considered iid processes. Clearly, one can not assume that nancial processes are iid. In the case of a serially dependent process (X n ) there are two questions that need to be addressed: Does there exist an EVD for its maximum? And if so, does it have the same EVD type as obtained by treating the process as if it were an iid process? The process which is iid, but with the same marginal cumulative distribution functions is called the associated process, denoted by ( e X n ). The answer to the rst question is frequently a rmative for stationary sequences with serial dependence that decays fast enough. For results in one dimension see Leadbetter et al. 21] and their condition D.
The answer to the second question tends to depend on the amount of clustering of extremes. In one dimension, under certain conditions, see condition D 0 of Leadbetter et al. 21] , one can show that the limiting EVD of (X n ) and its associated process are identical. In many other cases one is a scaled and translated copy of the other, (when one uses the same sequences of scale and shift constants (a n ) and (b n )), i. In what follows we will make the assumption that our nancial process has multivariate marginal distributions that are in the domain of attraction of an EVD with Fr echet one{dimensional marginals. We will also assume that the standard estimators of the tail index and of the spectral measure that are consistent for its associated process are also consistent for our nancial process. Such consistency has been established for certain multivariate models; see Starica 28] for a discussion of GARCH type process.
Tails Under Aggregation
Financial risk managers are typically interested in the risk of large negative returns over horizons of length one day to one month. If the risk measure is quantile based, then it becomes crucial to estimate the tails of the return distribution accurately. Here there are two possibilities: The rst is to include a longer history, spanning several years of data. The second one is to estimate the risk at a smaller return time interval and then scale this estimate up to match with the desired return time interval.
As markets change over time, structural breaks occur, new instruments are introduced and others stop trading, implementing the rst solution can be problematic. The second approach is also not problem free, especially when one enters the intra-day regime. A good example is the problem of exchange traded instruments on di erent exchanges with non-overlapping opening hours. E.g. de ning the correlation between two such instruments for intra-daily returns is a non-trivial exercise. In the case of FX markets, however, this is not a problem as it is an over-the-counter market which is active around the clock. The question that one now needs to answer is: What is the relationship between the risk estimated on short return time intervals with that based on longer return time intervals? As modern risk measures are based on the tail of the distribution the question can be reduced to: How do the tails behave under nite aggregation? Some some empirical results exist for the one dimensional case 7], but here we focus on the multivariate case.
We start of by considering two random variables X 1 and X 2 and the tail of their sum Y = X 2 + X 2 .
Theorem 2.1 Let X 1 and X 2 be two regularly varying random variables in R d with index and spectral measures P 1 and P 2 and de ne Y = X 1 +X 2 .
Assume that lim r!1 P kX 1 k > rjkX 2 k > r] = 0 :
(2) Then Y is regularly varying and its spectral measure is a convex linear combination of P 1 and P 2 . Proof: Observe rst that by the nonnegativity of the random vectors P kY k > r] P kX 1 k > r] + P kX 2 k > r] ? P kX 1 k > r; kX 2 k > r] ; and so by (2) and regular variation lim inf r!1 P kY k > r] P kX 1 k > r] + P kX 2 k > r] 1 :
Next let F be any closed subset of the unit sphere. For any 0 < < 1 we have By the Portmanteau theorem this establishes regular variation of Y and the fact that its spectral measure is given by a 1 P 1 + a 2 P 2 . Furthermore, it is clear that 0 a i 1 and a 1 + a 2 = 1.
2
The assumption (2) has to do with the dependence in the tail of the pair (X 1 ; X 2 ). It says that the exceedence probability is zero. Exceedence probability is de ned for two univariate positive random variables Z 1 and Z 2 as the limit lim r!1 P Z 1 > rjZ 2 > r] whenever it exists.
This theorem can be extended to a sum of more than two variables in the following way. Proof: By the above, the only thing that needs to be shown is that assumption (2) also holds for X k and X i + X j where i; j; k are di erent elements of f1; 2; :::; mg. If this holds the proof follows by induction.
To this end observe that
and so the desired conclusion follows immediately from the regular variation and Theorem 2.1. For the risk manager this means that, if the exceedance probabilities are zero, the EVD type, i.e. the tail index and the spectral measure, can be estimated from the high frequency time series (X i ) which has much more data and therefore allows a better estimate for the spectral measure and the tail index. The scale and location of the tail need to be estimate from the low frequency data, or alternatively, scaled up from those of the high frequency time series as is currently standard practice (scaling VaR with p 10 to obtain the ten day VaR from the one day VaR estimate). We will nd the appropriate scaling empirically in Section 3.
In practice, there are limits to how small the return time intervals can be, i.e. how large m can be. For small return time intervals one might expect stronger serial dependence and assumptions such as (2) becomes less reliable, see e.g. 17].
Exploring the Empirical Tails
In order to verify the applicability of the theory outlined above to nancial processes, it is important to assess how adequate its assumptions are. Among other things, we address the question of how well nancial return distributions can be modelled by either elliptic or regularly varying distributions. Furthermore, we explore the serial dependence. We consider several return time intervals in order to gain an insight into how nancial returns behave under aggregation.
Extremely large movements of nancial markets are by de nition rare and for a given dataset one can only expect a small portion of the data to represent extreme moves. For studying the extreme moves it is therefore imperative to have a large dataset to work with.
We consider 10 minutes to biweekly returns of the foreign exchange market. The returns are de ned as r t = log(x t ) ? log(x t? t ) t where x t is the geometric mean of the bid and ask price at time t and t is the return time interval. The foreign exchange market is active 24 hours a day, 7 days a week. We consider the 12 year period between January 1, 1987 and December 31, 1998. For 10 minute returns this gives us in excess of 630000 datapoints or in excess of 210000 for 30 minute returns. The time series from the market is of course not evenly spaced in time. Following 7] , we used linear interpolation to obtain a regular time series. We study the four major FX rates USD/DEM, USD/CHF, USD/JPY and GBP/USD.
Spatial Dependence
We consider various features of the spatial dependence structure, i.e. dependence between di erent currencies. In the most general form this dependence structure could be captured by the copula 13], 18]. We are, however, mostly interested in the dependence structure in the tail so our approach will be di erent. We rst explore if the tails of the return distribution can be modelled by elliptic or regularly varying distributions. Then we estimate the exceedence probabilities and nally we estimate the spectral measure, which along with the tail index, completely determines the EVD type.
Normal
Recall that a random variable X is said to be elliptic if there exists a constant vector and a positive de nite matrix such that the random variable Y = ?1=2 (X ? ) is spherically distributed, i.e its probability measure is invariant under rotations. The matrix is then a constant multiple of the covariance matrix and is the mean, assuming that both exist. Note that if we de ne the sets s ( ; ) = fxj(x ? ) ?1 (x ? ) sg; s 0 then the conditioned random variable Xj s is also elliptic with the same and . In particular X and Xj s both have the same correlation matrix. Therefore, if we estimate the correlation matrix of Xj s as a function of s it should be constant. In practice we t an elliptic distribution to the entire data set, construct the appropriate ellipses, and then compute the correlations for the data lying outside of each ellipse. We now do this analysis for our data and the results are shown in Figure 1 .
This Figure clearly indicates that the correlations increase as we get further into the tail. In particular, it is clear that elliptic distributions do not capture the correct dependence structure in the tails. We can now interpret the statement \ nancial assets are more strongly dependent when the market is in an excited state" by saying that the dependence in the tails of the return distribution is stronger than that indicated by elliptic distributions. The increase in tail conditional correlation is robust for all return time intervals. The increase is, however, more pronounced for shorter time intervals.
We have now established that the spatial dependence in the tails is not well captured by elliptical distributions tted to the full distribution. Let us now consider regularly varying distributions. The main di erence between these two classes is that in the former the dependence structure is not very exible, but the radial behavior is. Regularly varying functions, on the other hand, have a more rigid radial behavior, but a exible dependence structure.
It is generally accepted in nance and econometric literature that the univariate tails for a wide variety of nancial assets have a power law decay and are therefore in the domain of attraction of the Fr echet EVD. Assuming regular variation, however, requires something more. Intuitively it requires that far out in the tail the probability density, assuming it exists, can be approximated by a product of the form r ? 0 P ( ) where 0 is independent of the angular coordinate . It is important, however, to realize that there may be parts of the unit sphere on which the spectral measure P vanishes. Such parts of the unit sphere, if exist, would corresponds to the directions in which the data has thinner tails, and this behavior in entirely consistent with regular variation.
For a bivariate process X let (R; ) be its representation in polar coordinates. The question is whether R, conditioned on 2 0 ; 1 ], has a constant tail index for \many" 0 < 1 . Recall that we expect to see a constant tail index for those angles 0 ; 1 ] which carry a positive mass of the spectral measure. We check this by estimating the tail exponent of the conditional R process where we have split the unit circle into 12 equal sectors. Figure 2 shows the tail exponent as a function of the average angle of the sector for three di erent horizons. The tail exponent is estimated by the Hill estimator on 1% of the data in each sector. In the case of daily returns we used overlapping intervals, with overlapping factor of 48. For 10 minute and 30 minute returns we used non-overlapping intervals. Using overlapping intervals has been shown to improve the statistics of an estimate 24], this applies in particular when conditioning as we do here. The conditioning on the tail of a sector reduces the amount of data in the estimate by a factor of 1200 which would leave us with less than 5 points for daily returns to estimate the tail from if not using overlapping intervals. Figure 2 indicates that the tail index is relatively insensitive to the angle in the rst and third quadrants, and it appears to be higher in the second and fourth quadrants (humps around 3 =4 and 7 =4). This is an indication that the spectral measures can carry little or no mass in the second and fourth quadrants. Another method for measuring how probability mass is distributed far out in the tails is to estimate the exceedence probabilities. For two univariate random variables X and Y let x q and y q denote the q-th quantile of X and Y respectively. By the positive symmetric exceedence probabilities we mean the following limit lim
given that it exists. The asymmetric exceedence probabilities are de ned in a similar way for (X; ?Y ) and (?X; Y ) and the negative symmetric exceedence probabilities are de ned for (?X; ?Y ). If these limits are all zero we say that X and Y are asymptotically independent. It is known that various standard distributions, including the nondegenerate normal and Student-t distributions, are asymptotically independent. Figure 3 presents the symmetric exceedence probabilities as a function of the quantile. From these graphs it is clear that the limit is greater than zero and hence there is dependence in the tails of these processes. The increased exceedence probability for longer return time intervals is likely related to the Epps e ect 16] which states that correlations decrease as the return time interval becomes smaller in nancial markets. Also notice that the exceedence probabiliy for daily returns and bihourly returns are quite close, whereas those for 10 minute returns are signi cantly di erent. Figure 4 presents the asymmetric exceedence probabilities. Here the limit is clearly zero. It is also striking how similar the exceedences are for 30 minute to daily returns. The exceedence probabilities seem to be very robust for various return time intervals. One would therefore expect to have positive symmetric exceedence probabilities and zero asymmetric exceedence probabilities for returns over longer time intervals than one day.
Recall that the spectral measure captures completely the dependence structure of the EVD. We estimate it by estimating the density of conditional on R being in the 99-th quantile. For simplicity, we again focus on the bivariate setting. Figure 5 presents the spectral measure as a function of angle for the different assets. If the tails of the asset returns show positive dependence then we would expect probability mass to be more concentrated in the rst and the third quadrant. This is indeed the case and moreover the plots clearly indicate that the probability mass in the second and the fourth quadrants is very small. This phenomenon is almost extreme with European currencies. This is consistent with our results for the exceedence probabilities.
It is very striking how similar the spectral measures are and these plots indicate that the spectral measure for long return intervals can be estimated from short return time interval data to a high degree of accuracy. These empirical results are consistent with the result of Theorem 2.3.
Serial Dependence
So far we have only considered the marginal distributions of the process in our analysis. Below we explore the dependence of the time series (X t ; X t?1 ). This yields important information about clustering of the extremes and supports our assumption (2) of Theorem 2.1. Figure 6 shows estimates of the spectral density of a lagged time series versus a non-lagged time series for our four currency pairs. When the spectral measure is concentrated on the horizontal and vertical axis (shown as dotted vertical lines) it indicates that the two variables are independent in the tails. The gure clearly indicates that as we move from 10 minute returns to bihourly returns or even 6 hour returns the mass gets more focused around the axis and the dependence decreases. For longer return time intervals, in particular daily returns, we have less data and the estimate of the spectral measure becomes less reliable.
We also estimate the symmetric and asymmetric exceedence probabilities for the lagged versus non-lagged time series. The symmetric ones are shown in Figure 7 and the asymmetric ones in Figure 8 .
These gures indicate that there is a strictly positive, but small, exceedence probability for the shorter return time intervals, 10 minute and 30 minute. For bihourly returns, we can argue that the exceedence probability is zero for both the symmetric and the asymmetric case. One might even argue that this is also the case for hourly returns in the asymmetric case. For the longer returns we again have less data and the results are less reliable. One would expect that the exceedence probability would decrease with time and hence that exceedence probabilities would be zero for return time intervals longer than two hours. Zero exceedence probabilities indicate that assumption (2) of Theorem 2.1 is valid. Our next step is to consider the extent to which our estimates of the tail index and of the spectral measure are a ected by the serial dependence in the data. Here we choose to focus on 30 minute returns as for longer return time intervals we have less data. To minimize the e ect of the serial dependence on the estimates, we follow Zachary et al. 30 ] and split our sample into subsamples of length 100. We then choose the single largest observation from each subsample. We regard the resulting set of observations as a new sample. The spectral measure is then estimated from all of this new sample. Similarly, the tail index is estimated from this new sample, but keep in mind thatthe Hill estimator we are employ uses only a subsample of it, containing the m largest observations. If the subsamples are long enough, then the probability of two observations used for the estimate being close together is small and we have obtained a reduced declustered sample. Figure 9 presents the Hill estimate of the tail index as a function of the order statistic. The tail index as estimated for the declustered sample appears to be systematically smaller than that estimated for (X i ) for larger order statistics. Beside the e ect of clustering, this may be due to the fact that largest observations were selected in each subsample of length 100. As the order statistic gets smaller the two estimates converge. This could be either because the very largest extremes occur individually and not in clusters or because the subsamples are not long enough to decluster the very largest extremes. In any case, bearing in mind the di culties of estimating tail indices 7], the di erence between the two estimated curves is rather small. Figure 10 presents the spectral measure estimate for both (X i ) and the declustered sample. The match here is strikingly good and once more the spectral measure is shown to be a very robust feature of the marginal return distributions.
From these results on the tail index and the spectral measure we can conclude that not taking clustering into account is reasonable, even for 30 minute return time intervals.
Risk Management
Our empirical results of Section 3 show that the assumptions of the theory in Section 2 are satis ed. Furthermore, the robustness of the spectral measure under aggregation supports the results of the theory. We now turn our attention to applying this theory to risk management. We rst address the issue of estimating risk for horizons which are longer than those we have analyzed until now. Secondly, we consider risk minimization for those same horizons. Our goal here is to show that if a risk measure only depends on the EVD of the returns, then the risk can be estimated and minimized at a shorter return time interval where more of reliable data are available.
Estimating risk using methods from univariate extreme value theory has been a popular topic in the econometrics literature in recent years, see e.g. The VaR can be de ned for a given threshold level as the -th quantile of the portfolio return distribution. Recent examples 3], however, have been provided which show that VaR may not be as good a measure of risk as was originally hoped for. In particular, the VaR is not always subadditive which means that diversi cation does not always decrease the risk as measured by VaR. This can produce catastrophic results if the risk estimates are then used for portfolio optimization. An alternative risk measure which overcomes these problems has been proposed, namely the expected shortfall (ES) also known as the conditional VaR or the mean excess. ES can be de ned for a given threshold as the average loss given that the loss exceeds the -th quantile.
Some e orts have been made to characterize what constitutes a good measure of risk. A reasonable set of criteria has been proposed by Artzner et al. 2] , 3], who de ned the notion of a coherent measure of risk. If we let (X) be the measure of the risk associated with holding the instrument X and let r denote the risk free interest rate, then the four conditions can be expressed as:
Translation invariance: (X + r) = (X) Subadditivity: (X 1 + X 2 ) (X 1 ) + (X 2 ) Positive homogeneity: for all s 0, (sX) = s (X) Monotonicity: for X 1 X 2 , (X 1 ) (X 2 )
So far we have shown, both theoretically and empirically, that the EVD type of hourly or bihourly returns is the same as that of daily returns. Given the robustness of the spectral measure, we can assume that this can be extrapolated so that weekly, biweekly or even monthly returns have the same EVD type. Equivalently, we can assume that these returns are all regularly varying with the same tail index and the same spectral measure.
What still is missing is how the tails scale under aggregation. Current practice is to assume that VaR scales with the square root of the return time interval. Some evidence have been provided against this practice 7], 9]. Figure 11 show VaR as a function of return time interval on a log-log scale and Figure 12 shows the same for ES.
We have tted straight lines through the points in these gures and the ts appear to be quite good. This indicates that the risk as estimated by VaR or ES does indeed scale with a power law in return time interval. In other words, if we let VaR( t) denote the Value-at-Risk as estimated for horizon t, measured in days, then we have the following scaling V aR( t) = V aR(1)( t)
where is called the scaling exponent. The scaling is de ned in an identical manner for the ES. The scaling exponent we observe is not 0.5 as for Brownian motion, but slightly smaller. The results are shown in Table 1 Consider now the problem of allocating capital between two foreign currencies so that the risk is minimized from the standpoint of a US investor. Figure 13 shows the VaR for a two week horizon as a function of the allocation parameter. The VaR is estimated by hourly data, daily data and biweekly data. First notice that all the curves are at the same level, indicating that the level of risk as given by the VaR is accurately estimated by the hourly data. Secondly, the curves with hourly and daily data have similar shapes. Figure 14 shows the same thing for the ES. Here the hourly and daily data curves are even closer than before and both are fairly smooth. Again the general level of risk is correctly estimated by the hourly data. The biweekly curves in both gures are based on too few datapoints for the estimate of its shape to be reliable. Here we are using 12 years of historical data. A more realistic exercise would be to use 1 year of data and then the quality of the daily data curve would have deteriorated to the same level as that of the biweekly curve currently. This clearly shows that in order to do any risk minimization at the 99-th quantile level of risk one needs to use data of higher frequency than daily.
As a last point we note that the curves for hourly and daily data for ES are smoother than those for VaR, hence these curves lend themselves better to risk minimization by an optimization algorithm. In any case, doing any kind of risk minimization using VaR as a measure of risk is dangerous as VaR is not capable of detecting concentration of risk, i.e. it does not always decrease with diversi cation.
Conclusion
The common sense knowledge of nancial practitioners that nancial asset returns are \more dependent when the market is excited" is not well explained by elliptical distributions. We show that regularly varying distributions are better suited for capturing the dependence structure of the tails of foreign exchange return distributions than elliptical distributions.
In this paper we explore both the spatial (between assets) and serial dependence structure of extreme movements in the foreign exchange market. Our study includes a range of return time lengths to provide a comprehensive view of how this dependence behaves under aggregation. In particular, we estimate the spatial and serial spectral measures and show that the former are remarkably robust under aggregation as well as being insensitive to serial dependence of the time series. We estimate symmetric and asymmetric exceedence probabilities for spatial dependence which are also robust with respect to aggregation. Furthermore, we show that for serial dependence the exceedence probabilities are positive, but small, for shorter return time intervals but zero for return time intervals longer than two hours.
In tandem with our empirical studies we have developed theory which predicts that the extreme value distribution of hourly or bihourly returns is the same as that of daily, weekly or even monthly returns. The assumptions of this theory have been empirically veri ed. Together with our empiri-cal results this, clearly indicates that high frequency data can considerably increase quality of estimates of extreme events.
Lastly, we have applied our results to risk management. Here we have developed methods for estimating risk over relatively long horizons based on hourly or bihourly data. These methods allow for better statistical estimates than commonly used, which is crucial when engaging in any form of risk minimization.
