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LOWER BOUNDS ON PROJECTIVE LEVELS OF COMPLEXES
HANNAH ALTMANN, ELOI´SA GRIFO, JONATHAN MONTAN˜O, WILLIAM SANDERS,
AND THANH VU
Abstract. For an associative ring R, the projective level of a complex F is
the smallest number of mapping cones needed to build F from projective R-
modules. We establish lower bounds for the projective level of F in terms of
the vanishing of homology of F . We then use these bounds to derive a new
version of The New Intersection Theorem for level when R is a commutative
Noetherian local ring.
Introduction
Let R be an associative ring and F a complex of left R-modules. The projective
level of F , denoted by levelP(F ), is the smallest number of steps needed to assemble
some projective resolution of F from complexes of projective modules that have zero
differentials (see Section 1 for details). Projective level is a special case of a general
notion of level in triangulated categories, which was introduced and studied by
Avramov, Buchweitz, Iyengar, and Miller in [3]. It was partly motivated by earlier
work of Christensen [8]; Bondal and Van den Bergh [7]; Dwyer, Greenlees, and
Iyengar [9]; Rouquier [18]; and Krause and Kussin [17].
Upper bounds for projective level are relatively easy to obtain, since any ex-
plicit construction of a projective resolution provides such a bound; in particular,
levelP(F ) does not exceed the number of non-zero modules in a projective resolution
of F . This paper focuses on lower bounds.
In Section 2, we prove the following theorem which gives a lower bound on the
projective level of a complex F in terms of the largest gap in the homology of F .
Theorem 2.1. Let F be a complex of R-modules. Assume Hi(F ) = 0 for all
a < i < b with a, b ∈ Z and H0(Ω
R
b−1(F )) is not projective. Then
levelP(F ) > b− a+ 1.
Here, ΩRb−1(F ) is the (b− 1)th syzygy of F (see Section 1).
Restricting to commutative Noetherian local rings, in Section 3 we apply Theo-
rem 2.1 to deduce a new version of The New Intersection Theorem. In the following
result, levelR(F ) is the smallest number of mapping cones needed to build F from
finitely generated free R-modules.
Theorem 3.1. Let R be a Noetherian local ring. Let
F := 0 // Fn // · · · // F0 // 0
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be a complex of finitely generated free R-modules such that Hi(F ) has finite length
for every i > 1. For any ideal I that annihilates a minimal generator of H0(F ),
there is an inequality
levelR(F ) > dim(R)− dim(R/I) + 1.
This result refines strong forms of the Improved New Intersection Theorem of
Evans and Griffith [10], due to Bruns and Herzog [6] and Iyengar [16]. The proof
uses the existence of balanced big Cohen-Macaulay algebras which was recently
proved in [1]. Furthermore, in Theorem 3.2, we use Theorem 3.1 to prove that for
every commutative Noetherian R-algebra T there is an inequality
levelR(F ) > height IT + 1.
This is a special case of a result in [3].
In Section 4, we apply results in Section 2 to establish lower bounds on the
projective level of Koszul complex of an ideal I of a Noetherian local ring R. In
particular, we show that the level of the Koszul complex of the maximal ideal in a
local ring is one more than the least number of generators of the maximal ideal. Our
motivation for studying the Koszul complex is to understand levels in the context
of other better understood invariants.
The proof of Theorem 2.1 and other results in the paper rely on using the van-
ishing of homology to construct a sequence of ghost maps and then applying the
Ghost Lemma, Lemma 1.3.
1. Preliminaries
Let R be an associative ring. In this paper, complexes of R-modules will have
the form
F = · · · // Fn+1
∂F
n+1
// Fn
∂F
n
// Fn−1 // · · · ,
with Fi = 0 for all i ≪ 0. Such complexes and their degree 0 chain maps form
an abelian category that we denote by C+(R). We write X ≃ Y if X and Y can
be linked by a finite sequence of quasi-isomorphisms; i.e., chain maps that induce
isomorphisms in homology. Modules are identified with complexes concentrated in
degree 0.
Given a complex F , the kth suspension of F is the complex ΣkF with
(
Σ
kF
)
n
= Fn−k and ∂
Σ
kF = (−1)k∂F .
Also, set
Zn(F ) = Ker∂
F
n and Bn(F ) = Im ∂
F
n+1.
For every i ∈ Z, let F>i and F6i denote the hard truncations
F>i := · · · // Fi+2
∂F
i+2
// Fi+1
∂F
i+1
// Fi // 0 ,
F6i := 0 // Fi
∂F
i
// Fi−1
∂F
i−1
// Fi−2 // · · · ,
with Fi in homological degree i. Note that there is a natural projection
τ i : F −→ F>i
where τ in is the identity for n > i and zero otherwise. A projective resolution of F
is a quasi-isomorphism P −→ F , where P is a complex of projective R-modules.
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Let [X,Y ] denote the set of homotopy classes of chain maps from X −→ Y . For a
proof of the following result see [22, 5.7.2 and Exercise 5.7.3].
Proposition 1.1. Let F be an complex of R-modules in C+(R).
(1) F has a projective resolution pi : P −→ F .
(2) If pi′ : P ′ −→ F is another projective resolution, then there is a chain map
ρ : P ′ −→ P such that pi′ is homotopic to piρ. For every complex of R-
modules G, composition with ρ induces a bijective map [P,G]→ [P ′, G].
(3) If R is left Noetherian and Hi(F ) is finitely generated for each i, then P
can be chosen with Pi finitely generated for each i.
For a complex F , let the projective level of F , denoted by levelP(F ), be the
least integer n > 0 with the following property: F is quasi-isomorphic to a direct
summand of a complex P with a filtration of subcomplexes
P = P (n) ⊇ · · · ⊇ P (0) ⊇ P (−1) = 0
such that each P (i)/P (i − 1) is a bounded complex of projective R-modules with
zero differentials. If no such n exists, let levelP(F ) =∞.
A number, levelR(F ), is defined by replacing “projective” with“finitely gener-
ated free module” in the above definition. This invariant is called the R-level of
F . Quasi-isomorphic complexes have equal levels and the inequality levelP(F ) 6
levelR(F ) always holds.
A more general definition of level is defined and studied in [3] by using de-
rived categories of R-modules. For a class X of complexes, a numerical invariant
levelXR (F ), called the X -level of F , was defined in [3, 2.3]. Roughly speaking,
levelXR (F ) is the number of steps it takes to build F from elements in X using map-
ping cones. By [3, 4.2], we have level
{R}
R (F ) = level
R(F ), and the argument in [3,
4.2] shows that levelPR(F ) = level
P(F ) where P is the class of projective modules.
The following basic facts follow from [3, 2.5.2] and [3, 2.4 (6)].
Lemma 1.2. Let F be a complex of R-modules.
(1) Assume each Fi is projective and Fi = 0 when i < a or i > b for some
integers a 6 b. Then
levelP(F ) 6 b− a+ 1.
Furthermore,
levelR(F ) 6 b− a+ 1
if each Fi is a finitely generated projective module.
(2) If S is a ring and f : C+(R) −→ C+(S) is an additive functor that preserves
quasi-isomorphisms and satisfies f(R) = S, we have
levelS(f(F )) 6 levelR(F ).
Part (1) implies that levelP(F ) is finite if and only if F is quasi-isomorphic to a
bounded complex of projective modules, and levelR(F ) is finite if these modules can
be chosen to be finitely generated projective modules; a complex with the latter
property is said to be perfect.
A chain map of complexes f : X −→ Y is said to be ghost if the induced map
in homology, H(f) : H(X) −→ H(Y ), is zero. The following result, known as the
Ghost Lemma, will be used in the proofs of the main results.
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Lemma 1.3 (Ghost Lemma [8, Theorem 8.3]). Let F −→ X be a chain map and
X // X(1) // · · · // // X(n)
be a sequence of ghost maps. If the composition F −→ X(n) of these maps is not
null-homotopic, then levelR(F ) > n+ 1.
Assuming Hi≪0(F ) = 0 and choosing a projective resolution P of F , we denote
the nth syzygy module of F for every n ∈ Z by ΩRn (F ) := Σ
−n(P>n). It follows
from [4, 1.2] that the condition H0(Ω
R
n (F )) is projective does not depend on the
choice of P .
2. Gaps and projective levels
Let R be an associative ring. The following is the main result of this section.
Theorem 2.1. Let F be a complex of R-modules. Assume that Hi(F ) = 0 for all
a < i < b with a, b ∈ Z and H0(Ω
R
b−1(F )) is not projective. Then
levelP(F ) > b− a+ 1.
Proof. Set Bi(F ) := Im(∂
F
i+1) for each i, and consider the complex
G := 0 // Bb−1(F ) // Fb−1 // Fb−2 // · · · .
Since Bb−1(F ) −→ Fb−1 is injective and Hi(G) = Hi(F ) for all a < i < b, we have
Hi(G) = 0 for all i > a. Therefore each map in the following sequence
G // // G>a+1 // // G>a+2 // // · · · // // G>b
is ghost.
By the Ghost Lemma (Lemma 1.3), it suffices to show that the composed map
ϕ : F −→ G։ G>b given by
· · · // Fb+1 //

Fb
ϕb

// Fb−1 //

· · ·
· · · // 0 // Bb−1(F ) // 0 // · · ·
is not null-homotopic. Assume by way of contradiction that there is a homotopy α
from ϕ to 0. Then the following diagram commutes:
Fb
ϕb

∂F
b
// Fb−1
αb−1
zz✉✉
✉
✉
✉
✉✉
✉
✉
Bb−1(F )
Since ∂Fb : Fb −→ Fb−1 factors through the inclusion Bb−1(F ) −→ Fb−1 the exis-
tence of such a homotopy α would produce the splitting
0 // Bb−1(F ) // Fb−1 //
α
vv ❘
❴
❧
Fb−1/Bb−1(F ) // 0,
implying Fb−1/Bb−1(F ) is projective. However,
Fb−1/Bb−1(F ) = H0(Ω
R
b−1(F ))
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thus the existence of α contradicts our assumption that H0(Ω
R
b−1(F )) is not pro-
jective, proving the claim. 
We can recover the following well known result.
Corollary 2.2 ([8, 4.5 and 4.6]). If M is an R-module, then
levelP(M) = proj dim(M) + 1.
Proof. By Lemma 1.2 (1), we know that levelP(M) 6 proj dimM+1. Now suppose
proj dimM > n. Let F be a projective resolution of M . By our assumption on n,
H0(ΩnF ) ∼= Ωn−1M
is not projective, hence levelP(F ) > n+ 1. It follows that
levelP(F ) > proj dimM + 1.

Corollary 2.3. Assume R has infinite global dimension. Then for every n > 0
there exists a complex F with levelP(F ) = n+ 1.
Proof. When n = 0, we can take F = R. When n > 1, let M be an R-module
such that proj dim(M) > n. Let P be a projective resolution of M , and set F =
P6n. By Lemma 1.2 (1), level
R(F ) 6 n + 1. From H0(Ω
R
n−1(F )) = Ωn−1M and
proj dim(M) > n, we see that H0(Ω
R
n−1(F )) is not projective. Since Hi(F ) = 0 for
0 < i < n, Theorem 2.1 gives the desired equality. 
The following result will be used several times in Section 4.
Proposition 2.4. Let F be a complex of R-modules and I ⊆ R a left ideal such
that Im(∂Fi ) ⊆ IFi−1 for every i. Assume there exists a chain map η : F −→ G
where G is a complex such that Hi(G) = 0 for all a < i < b, and
Im(ηb) 6⊆ IGb + Zb(G).
Then
levelP(F ) > b− a+ 1.
Proof. The proof is similar to that of Theorem 2.1. Consider the complex
G′ := 0 // Gb/Zb(G) // Gb−1 // · · ·
and let η′ : F −→ G′ be the composition of η and the natural chain map from G to
G′. Since Hi(G
′) = 0 for all i > a, the b− a maps in the sequence
G′ // // G′>a+1
// // G′>a+2
// // · · · // // G′>b
are ghost. Let ϕ : F −→ G′>b be the composition of these maps. The existence of
a homotopy α from ϕ to 0 would imply
Im(ηb) = Im(ϕb) = αb−1∂
F
b (Fb) ⊆ IG
′
b.
Since Im(∂Fi ) ⊆ IFi−1 for every i, the existence of a chain homotopy from ϕ to the
zero map implies Im(ϕb) = Im(η
′
b) ⊆ IG
′
b. But this implies that Im(ηb) is contained
in IGb+Zb(G), contradicting the assumptions. Therefore, ϕ is not null-homotopic
and the result follows from Lemma 1.3, the Ghost Lemma. 
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Remark 2.5. Since levelP(F ) 6 levelR(F ), projective level can be replaced with R-
level in the conclusions of Theorem 2.1 and Proposition 2.4. Therefore, using finitely
generated modules and the full strength of Lemma 1.2 (1), a similar replacement
works for Corollary 2.2 and Corollary 2.3 when R is left Noetherian.
3. The Improved New Intersection Theorem for levels
Let R be a commutative Noetherian local ring with maximal ideal m. The
results in this section use the existence of balanced big Cohen-Macaulay algebras.
Recall that an R-algebra S is said to be a balanced big Cohen-Macaulay algebra
if every system of parameters for R forms an S-regular sequence. Until recently
it was only known that balanced big Cohen-Macaulay algebras exist when R is
equicharacteristic or dimR 6 3: see [6, Chapter 8], [15, Theorem 8.1], [14, Theorem
1], and [12]. However, in his recent work on the Direct Summand Conjecture, Andre´
shows in [1] that they exist for all rings.
Theorem 3.1. Let
F := 0 // Fn // · · · // F0 // 0
be a complex of finitely generated free R-modules such that H0(F ) 6= 0 and Hi(F )
has finite length for every i > 1. If I is an ideal that annihilates a minimal generator
of H0(F ), there is an inequality
levelR(F ) > dim(R)− dim(R/I) + 1.
Proof. It suffices to consider the case when dim(R)−dim(R/I) > 1. Also, replacing
F by its minimal free resolution, we can assume that F is minimal and that Fn 6= 0.
By [1, 0.7.1.], there exists a balanced big Cohen-Macaulay R-algebra S. Set G :=
F ⊗R S and
s := sup{i | Hi(G) 6= 0} .
Now, the proof of [16, 3.1] yields an inequality
(3.1.1) s 6 n− dim(R) + dim(R/I) .
In particular, s 6 n− 1.
Set Ω := H0(Ω
S
n−1(G)). We claim that the S-module Ω is not projective. Indeed,
since s 6 n− 1 the complex 0 −→ Gn −→ Gn−1 −→ 0, with Gn−1 in degree 0, is
a free resolution of Ω. Since S is a big Cohen-Macaulay algebra we have mS 6= S
where m is the maximal ideal of R. Hence, there exists a maximal ideal n of S
containing mS. By the minimality of F , we have
TorS1 (S/n,Ω)
∼= (S/n)⊗S Gn ∼= (S/n)⊗R Fn 6= 0.
This implies that Ω is not flat, which justifies the claim.
Given the preceding claim, Theorem 2.1 and Remark 2.5 yield the second in-
equality below:
levelR(F ) > levelS(G) > n− s+ 1.
The first inequality is Lemma 1.2 (2) applied to the functor f = −⊗RS. It remains
to recall (3.1.1). 
This result can be used to recover a special case of the New Intersection Theorem
in [3]. Recall that
superheight I = sup{height IT | T is a Noetherian R-algebra}.
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Theorem 3.2 ([3, 5.1]). Let F be a perfect complex and let I ⊂ R be the annihilator
of
⊕
i∈ZHi(F ). Then we have
levelR(F ) > superheight I + 1.
Proof. Let R −→ T be a Noetherian R-algebra, and let p ∈ SpecT be minimal
over IT . The ideal ITp is the annihilator of ⊕i∈ZHi(F ⊗Tp), hence Hi(F ⊗Tp) has
finite length for every i. From Lemma 1.2 (2) and Theorem 3.1 we obtain
levelR(F ) > levelTp(Tp ⊗R F ) > dimTp − dimTp/ITp + 1 = height p+ 1.
The result follows. 
Remark 3.3. By Lemma 1.2 (1), this result recovers the classical form of the New
Intersection Theorem.
4. Koszul complexes over local rings
Let (R,m, k) be a commutative Noetherian local ring. As usual, dim(R) will
denote the Krull dimension of R, β(I) will be the minimal number of generators
of an ideal I ⊆ R, and edim(R) will be β(m). Given an ideal I in a ring R, we
let K(I) denote the Koszul complex on some set of generators of I, which we will
show to be independent of the choice of generators. The goal of this section is to
find estimates for the R-level of K(I).
Lemma 4.1. For an ideal I ⊆ R, the number levelR(K(I)) is well defined, i.e. if
x1, . . . , xn and y1, . . . , ym are both generating sets of I, then
levelR(K(x1, . . . , xn)) = level
R(K(y1, . . . , ym))
where K(x1, . . . , xn) is the Koszul complex on x1, . . . , xn and K(y1, . . . , ym) is sim-
ilarly defined.
Proof. It suffices to show that if y ∈ (x1, . . . , xn) then
levelR(K(x1, . . . , xn)) = level
R(K(x1, . . . , xn, y)).
Since K(x1, . . . , xn, y) is the mapping cone of the multiplication map
K(x1, . . . , xn)
y
// K(x1, . . . , xn)
it is easy to see that multiplication by xi on K(x1, . . . , xn) is homotopic to 0, and
thus the same is true for multiplication by y since y ∈ (x1, . . . , xn). Therefore,
K(x1, . . . , xn, y) is quasi-isomorphic to
K(x1, . . . , xn)⊕ ΣK(x1, . . . , xn)
where Σ denotes the shift functor. Hence, the result follows from [3, 2.4 (1) and
(3)]. 
Theorem 4.2.
(1) There is an equality
levelR(K(m)) = edim(R) + 1.
(2) If I is an ideal generated by a system of parameters, then
levelR(K(I)) = dim(R) + 1.
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(3) For any ideal I ⊆ R,
levelR(K(I)) > depth(I, R)
where depth(I, R) is the length of the longest R-regular sequence in I.
(4) If I is an ideal generated by a regular sequence and R is equicharacteristic,
then for every integer c > 1 there is an equality
levelR(K(Ic)) = β(I) + 1.
The proof of the theorem requires several lemmas. Recall that TorR(R/I, k) is
a graded commutative k-algebra see [2, 2.3.2]. Therefore, there is a natural map of
k-algebras
κI :
∧
TorR1 (R/I, k) −→ Tor
R(R/I, k).
Lemma 4.3. For an ideal I, we have an equality
levelR(K(I)) > sup{b | κIb 6= 0}+ 1.
Proof. Let G be a minimal free resolution of R/I. The map K(I) −→ R/I extends
to a map of complexes η : K(I) −→ G. Notice K(I) ⊗R k ≃
∧
TorR1 (R/I, k) and
G⊗R k ≃ Tor
R(R/I, k) as graded k-algebras, and κI = η ⊗R k. Therefore, κ
I
b 6= 0
is equivalent to Im(ηb) 6⊆ mGb. But since Hb(G) = 0, we have
Zb(G) = Bb(G) ⊆ mGb
which implies Im(ηb) 6⊆ mGb+Zb(G). The conclusion now follows from Proposition
2.4. 
Proof of Theorem 4.2 (1). Let G be a minimal resolution of k. By Lemma 1.2 (1),
we only need to prove levelR(K(m)) > edim(R) + 1. The map
κm :
∧
TorR1 (k, k) −→ Tor
R(k, k)
is an injection by [20, Lemme 3 (b)] or alternatively [21, Theorem 7]. Since the
highest degree of
∧
TorR1 (k, k) is edim(R), the map κ
m
edim(R) is non-zero. Therefore,
the result follows from Lemma 4.3. 
Theorem 4.2 (2) follows from the recently proved Canonical Element Conjecture.
The Canonical Element Conjecture was introduced in [13] where it was shown to be
equivalent to the Direct Summand Conjecture and implied by the existence of big
Cohen-Macaulay modules. Recently the Direct Summand Conjecture was proved
for all Noetherian rings in [1] and [5].
Proof of Theorem 4.2 (2). Set d = dimR and I = (x1, ..., xd) where x1, ..., xd is a
system or parameters for R. Lemma 1.2 (1) implies levelR(K(I)) 6 dim(R) + 1.
We now show the reverse inequality. Let G be a minimal free resolution of k and
φ : K(I) −→ G be a lifting of the quotient map R/I −→ k. The claim follows from
an equivalent form of The Canonical Element Conjecture (see [13, page 505, (6)])
saying that the induced map
φd : Kd(I) −→
Ωd(k)
IΩd(k)
∼=
Gd
IGd + Zd(G)
is nonzero. The result now follows from Proposition 2.4. 
Recall that a complex F is said to be minimal if it is a complex of finitely
generated free modules and ∂i(Fi) ⊆ mFi−1 for every i.
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Lemma 4.4. Let F be a minimal complex. Suppose Hi(F ) = 0 for all a < i < b
with a, b ∈ Z. If ∂b 6= 0, then
levelR(F ) > b− a+ 1.
Proof. Let η : F −→ F be the identity map. Since ∂Fb is not zero, Zb(Fb) 6= Fb.
Therefore, Im ηb = Fb 6⊆ mFb + Zb(F ) by Nakayama’s Lemma. The result now
follows from Proposition 2.4. 
Proof of Theorem 4.2 (3). Set n = β(I). Clearly ∂
K(I)
n is not zero. Since Hi(K(I)) =
0 for all n− depth(I, R) < i 6 n, Lemma 4.4 implies that
levelR(K(I)) > n− (n− depth(I, R)) + 1 = depth(I, R) + 1.

Remark 4.5. In the equicharacteristic case, Theorem 4.2 (3) also follows from The-
orem 3.2 by the inequality
superheight I > height I > depth(I, R).
Lemma 4.6. If R is equicharacteristic, then for any proper ideal I ⊂ R and any
c ∈ N there is an inequality
levelR(K(Ic)) 6 β(I) + 1.
Proof. Since R is equicharacteristic, it contains the residue field k. Let r1, . . . , rn
be a minimal generating set of I. Let S = k [x1, . . . , xn] be a polynomial ring, set
n = (x1, . . . , xn), and consider the map f : S −→ R defined by f(xi) = ri. Note
that
K(Ic, R) = K(nc, S)⊗S R = K(n
c, S)⊗LS R.
Hence, by Lemma 1.2 (2) we have
levelR(K(Ic, R)) 6 levelS(K(nc, S)) = n+ 1,
where the last equality holds by [3, 5.3]. The result follows. 
Proof of Theorem 4.2 (4). The statement follows from Theorem 4.2 (3) and Lemma
4.6. Indeed, these facts yield
n+ 1 > levelR(K(Ic)) > depth(Ic, R) + 1 = depth(I, R) + 1 = n+ 1.

A complex F is said to be indecomposable in the derived category if H(F ) 6= 0
and given any quasi-isomorphism F ≃ A⊕B with A and B complexes, then either
H(A) ≃ 0 or H(B) ≃ 0.
Proposition 4.7. Suppose (R,m, k) is local. For any proper ideal I ⊆ R, the
complex K(I) is indecomposable in the derived category.
Proof. Pick a minimal generating set x1, . . . , xn of I, and set K := K(x1, . . . , xn).
By [19, Chap. IV, App. I, §1, Proposition 3], the cycles of K, and hence the
boundaries of K, lie in mK, and so K is minimal. Suppose that K ≃ A⊕B where
A and B are perfect complexes. Then A and B have minimal free resolutions, and
so we may assume that A⊕B is minimal.
Any quasi-isomorphism of bounded minimal complexes of free modules is an
isomorphism (see [2, 1.1.2]), hence R = K0 = A0 ⊕B0. Since R is indecomposable
as an R-module, we must have A0 = 0 or B0 = 0.
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Suppose without loss of generality that B0 = 0. Since H(B) 6= 0, we can consider
a = min{i|Bi 6= 0}. Since Im(∂
B
a ) = 0, there exists v ∈ Ka such that v /∈ mKa and
∂Ka (v) = 0. However, as mentioned earlier, the cycles of K are contained in mK.
This gives a contradiction, implying that H(B) = 0. 
Remark 4.8. Theorem 4.2 (4) and Proposition 4.7 show that the difference between
the length and the R-level of a minimal, derived indecomposable perfect complex
can be arbitrarily long.
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