Upper bounds for the power of p which divides the Fermât quotient qa = (<r -l)/p are obtained, and conditions are given which imply that qa ^ 0 (mod p). The results are in terms of the number of steps in a simple algorithm which determines the semiorder of a (mod p).
1. Introduction. If p is an odd prime and p\a, the Fermât quotient is defined by qa =qa(p) = (ap-1 -l)/p. It is known that if the Fermât equation xp +yp = zp has a solution in the first case (with p't'xyz), then qa=0 (mod p) for 2 < a < 31. In an earlier paper [2] , we gave certain conditions on p and a which ensure that qa^0 (mod p). In view of the importance of this for the first case of Fermat's Last Theorem, it seems desirable to continue the study.
In this paper we present an elementary algorithm and derive from it an upper bound for the power of p which divides qa. The algorithm is generally much less efficient than the squaring algorithm normally used to determine computationally whether qa = 0 (mod p). For a discussion and summary of the extensive computational results already known on this question, see Brillhart et al. [1] . We have not used the present algorithm to obtain additional computational results, but rather, we show how it can lead to some interesting theoretical consequences, particularly in cases where a and the order of a (mod p) are relatively small. The algorithm does have the advantage that in order to determine whether qa = 0 (mod p), it is only necessary to do the computations (mod p).
For simplicity, we restrict our attention to cases where 1 <a < p. For more general cases, we can use the congruence qa+p -qa -a~l (mod p). For any integer n > 2, we let e (n) denote the exponent of p in the prime factorization of n. If pía, we define the semiorder of a (mod p) to be the smallest positive integer d such that ad = ± 1 (mod p), and we denote it by sord a. We always have that sord a < (p -l)/2, and that sord a is equal to either the order of a (mod p) or one-half the order of a (mod p), depending upon the parity of the latter. In any case, sordap divides p -1.
As usual, we denote the greatest integer function with square brackets.
2. The Algorithm. We begin with an odd prime p and an integer a, 1 < a < p.
Since qp_x =1 (mod p) (in fact (mod p2)), it is no loss of generality to assume that a < p -1. We define four sequences {a"}, [en), {bn}, and {(?"} inductively as follows: ao = U g _i en is the unique exponent satisfying a " an <p -1 < a nan, n > 0,
an+x =a"an-bnp,n>0, Q0=b0,Qn=ae"Qn_x+bn,n>l. Clearly, en > 1 for ail n > 0. We halt the algorithm at step k if either a6kak = p -1 or if ak+x = 1. We are simply looking at the least positive residues of successive powers of a (mod p), and stopping when this power is equal to sord a. The sequence e A + e, + •*• + e {an} gives the least positive residues of a ° ' ", and we have that
In the case that aekak = p -1, we define bk = 1 (and Qk accordingly), so that at the last step we always have a kak = ± 1 + bkp. We call k the number of reductions of a (mod p).
The final expression for Qk is &-*£>'+■•>; + »,.
Starting with the equation a kak = ±1 + bkp, and unravelling the algorithm by substituting for ak, ak_,, . . . , ax successively, we see that
Since en > 1 and the definition of e" implies that bn < a, it follows that Qk is nothing more than the a-adic expansion of the quotient (a P +l)/pTheorem. ep(qa) = ep(ßfc). Proof. If 5 = sord a, then a4 = ±1 + p(2fc. If d = (p -l)/s, then d is even and a"-x = (±1 + pôfc)d = 1 ± dPQk + (d2)p2Q2k ± ■ ■ • , implying that <?a = Qk(±d + (2)pQk ± • ' • ). Since p 1c?, the last term is relatively prime to p and the result follows.
We note in passing that the actual value of qa (mod p) or (mod p") can be determined by the algorithm if that is desired.
To illustrate the algorithm and the Theorem, take p = 11, a = 3. In this example, k = 2 and the algorithm reads If k = 0, then Qk = b0 < a < p, so that the Theorem implies that qa ^0 (mod p), and this is established with a minimum amount of computation. This is the case when a = 2 and p is a Fermât or Mersenne prime, giving a result of Mirimanoff [4] and
Perisastri [5] . Additional examples for which k = 0 include p = 313, a = 5; p = 37, a = 6; p = 101, a = 10; and p = 1093, a = 3. Thus we easily establish that q3 ^ 0 (mod 1093), a fact which is not without significance for the first case of Fermat's Last Theorem, since p = 1093 is one of the rare primes for which q2 = 0 (mod p). Hence, to establish the bound e (qa) < 2k -1, it suffices to show that, for k > 1, ak+ipk <p2k(a-1) or afc+1 < pk(a -1).
Upper Bounds for ep(qa
Since a < p, it is enough to consider the case k = 1 and prove that a2 < p(a -1) for 1 < a < p -1. For fixed p, we see that the function f(a) = a2 -pa + p is a parabola whose minimum occurs at a = p/2. Since we may exclude the case p = 3, we have that f(2) = fip -2) = 4 -p < 0, so that f(ä) < 0 for 2 < a < p -2, as desired. Proof. For k > 1 and 0 </ < k, we have that 2e/'a;. = a/+, + p < 2p -1< 2e°+1, so that 2e/ < 2e°+1/af. Hence,
But none of the distinct, odd, positive integers ax, . . . , ak can be 1. Thus, Qfc<22fc+1pfc/3 -5-7 ••(2*+l).
For k>4,Qk<pk so that ep(q2) = ep(Qk) < k -1, as desired. If k = 3 and a, > 9, then Qk < pk also. Hence, we may assume that k = 3 and ax < 7, in which case 2e° < p + 7, so that 2e°~1 < (p + 1)12. Hence, Q3 < 2\(p + 7)/2)3/3 • 5 • 7 < p3 for p > 11.
For p < 11, fc is never 3.
If k = 0, then «fa,) = 0 by Corollary 1. If k = 1, then Qk = 1 + 2*1. Since 2ei < 2e°+1/a, < 2*0/3 < 2e°, we have that e, < e0 -1. Hence, Öfc = 1 + 2*1 < 1 +2e°'1 <p, so that ep(<72) = ep(Qk) = 0. Finally, suppose k = 2, so that Qfc = 1 + 2*2 + 2e,+£>2. Then if p|<72, we have by the Theorem that 2&2(1 + 2*1) = -1 (mod p). But 2%2 = ±1 (mod p), so that (1 + 2e') = +a2 (mod p). As above, 1 + 2 ! < p and hence 1 + 2 ' = a2 or p -a2.
Since ex > 1 and a2 is odd, the latter choice cannot hold. The algorithm gives 2 ° = a, + p and 2 1ax = a2 + p. Combining these with 1 + 2 J = a2, we have 2 ° J = a2(p + 1), and hence a2 must be a power of 2, a contradiction. to prove that p \(I + ael). We have that agi~1ax <p -1 < ae°, so that ex < e0.
If e, < e0, then a1<a° <p-lso that 1 + a ' < p, which is sufficient. Hence it remains to exclude the case ex = eQ. Since k = 1, ex = eQ implies that a ° = ±1 Since ct2a2 = ±1 (mod p), it follows that (1 + a*1) = +a2 (mod p). As in the proof of (b), we have that e, < eQ. If e1 = e0, the first two steps of the algorithm imply that 2en , en a ° =a2+bp(a° + I).
Since ae° + 1 \a2e° -1, it follows that ae° + 1 \a2 -1. But a2 < p < 1 + a*0, so that a2 = 1. But this means that k = 1, a contradiction.
Thus e, < e0 and hence 1 + a 1 <p. We thus have that 1 + a ' = a2 or p -a2. If 1 + a ' = a2, then the first two steps of the algorithm give that a2 | a ° l. But a and a2 = 1 + a*1 > 1 are relatively prime, which gives a contradiction. If 1 + ae ! = p -a2, a2 = p -1 (mod a). The three steps of the algorithm show that ax = a2 = 1 (mod a), so that p = 2 (mod a), concluding the proof.
We have already given examples for (a) with a > 2 at the end of the previous section. The examples a = 3 and p = 61 and p = 73 illustrate (b). We can also prove an old theorem originally due to Meissner [3] using these techniques. Corollary 4 (Meissner) . Ifp is a prime, 1 < a < p, and the order of a (mod p) is 2, 3, 4, or 6, then qa?0 (mod p).
Proof. The hypothesis implies that sord a < 3. Since e0 > 2 and
