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POLYNOMIAL CONVOLUTIONS IN MAX-PLUS ALGEBRA
AMNON ROSENMANN, FRANZ LEHNER, AND ALJOSˇA PEPERKO
Abstract. Recently, in a work that grew out of their exploration of interlac-
ing polynomials, Marcus, Spielman and Srivastava [21] and Marcus [20] stud-
ied certain combinatorial polynomial convolutions. These convolutions preserve
real-rootedness and capture expectations of characteristic polynomials of unitarily
invariant random matrices, thus providing a link to free probability. We explore
analogues of these types of convolutions in the setting of max-plus algebra. In this
setting the max-permanent replaces the determinant, the maximum is the ana-
logue of the expected value and real-rootedness is replaced by full canonical form.
Our results resemble those of Marcus et al., however, in contrast to the classical
setting we obtain an exact and simple description of all roots of the convolution
of p(x) and q(x) in terms of the roots of p(x) and q(x).
1. Introduction
The study of polynomials, their roots and their critical points from the algebraic,
analytic and geometric point of view has a long history (see, e.g., the monographs
[13, 23, 29], which emphasize the analytic-geometric approach). Recently, Mar-
cus, Spielman and Srivastava [21] and Marcus [20] initiated the study of certain
convolutions of polynomials that can implicitly be found in a paper by Walsh [33]
from the early last century. They established a strong link to free probability by
showing that these convolutions capture the expected characteristic polynomials of
random matrices. However, their initial motivation came from the study of interlac-
ing polynomials, which led to the solution of the Kadison-Singer problem [22], and
they showed that these convolutions preserve the property of the roots being real
numbers.
In the present paper we explore analogues of these types of convolution polyno-
mials in the setting of max-plus algebra. In this setting the max-permanent replaces
the determinant and the maximum is the analogue of the expected value. Our re-
sults resemble those of [21] in terms of the formulas for the convolution polynomials,
but the formulas as well as the computations are simpler in the max-plus setting.
In addition, whereas in the classical setting only bounds on the maximal roots of
the convolution polynomials are known, in max-plus algebra we obtain an exact and
simple description of all the roots of the convolutions of maxpolynomials in terms of
the roots of the involved maxpolynomials. The preservation of the real-rootedness
in the classical convolutions is represented by the preservation of the full canonical
form in convolutions in max-plus algebra.
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The paper is organized in the following way. In Section 2 we discuss maxpoly-
nomials in full canonical form [9], that is, maxpolynomials which are formally fully
reducible to linear factors. We continue in Section 3 with a description of the dif-
ferent types of characteristic maxpolynomials that we deal with: In addition to the
standard characteristic maxpolynomial we also consider the full characteristic max-
polynomial and the Gram characteristic maxpolynomial. It turns out that the full
characteristic maxpolynomial is always in full canonical form and therefore more
appropriate for the questions considered in the present paper.
Next, we explore in Section 4 the convolution of characteristic maxpolynomials,
which is the equivalent of the additive convolution of [21]. The additive convolu-
tion is defined over random orthogonal matrices, and this definition allows, when
working with symmetric matrices, to reduce the computations to diagonal matrices.
In the max-plus setting the set of orthogonal matrices consists only of permutation
matrices, hence the computation of the maximum (the analogue of the expectation
computation in the additive convolution) is over a finite set. In fact, also in the
classical setting it suffices to perform the computations over the set of signed per-
mutation matrices (but, on the other hand, also over the set of unitary matrices).
Another feature of max-plus algebra is that we cannot achieve diagonalization due
to the fact that there are no “negative” elements with respect to the max operation.
It turns out, however, that the set of “principally dominant” matrices, the matrices
whose characteristic maxpolynomial equals the full characteristic maxpolynomial,
suffices for our purpose. When the matrices are not principally dominant then
the computation is executed with respect to the full characteristic maxpolynomial.
Whereas in the standard additive convolution only a bound on the maximal root
of the convolution polynomial can be given [33], the roots of the max convolution
polynomial of degree n are exactly the maximal roots among those of the involved
characteristic maxpolynomials. We close Section 4 with the “max-row convolution”,
which is the analogue of the “asymmetric additive convolution” of [21].
The final section is about Hadamard product of characteristic maxpolynomials.
The main result relates the Hadamard product of Gram characteristic maxpolyno-
mials to full characteristic maxpolynomials of a product of permuted matrices and
thus provides an analogue of the multiplicative convolution in standard arithmetic.
Here the ordered list of the roots of the resulting maxpolynomial consists of the
product (sum in standard arithmetic) of the ordered lists of the roots of the in-
volved maxpolynomials, whereas in the standard multiplicative convolution only a
bound on the maximal root of the convolution polynomial is given [31].
2. Max-plus algebra
In its current setting, max-plus algebra is a relatively new field, which emerged
from several branches of mathematics simultaneously. It is an algebra over the or-
dered, idempotent semiring (in fact, semifield) Rmax = R ∪ {−∞}, equipped with
the operations of addition a⊕b = max(a, b) and multiplication a⊙b = a+b, with the
unit elements ε = −∞ (for addition) and 1 = 0 (for multiplication). As in standard
arithmetic, the operations of addition and multiplication are associative and com-
mutative, and multiplication is distributive over addition. Matrix and polynomial
operations are defined similarly to their standard counterparts, with the max-plus
operations replacing the standard operations.
3Max-plus algebra is isomorphic to min-plus algebra (also known as tropical alge-
bra), which is the semifield Rmin = R∪{∞}, where addition is replaced by minimum
and multiplication by addition, and also to max-times algebra R+, where addition
is replaced by maximum and multiplication is the same as in standard arithmetic.
For more on max-plus algebra we refer to the monograph of Butkovicˇ [6]. Max-plus
algebra is a part of a broader branch of mathematics, “idempotent mathematics”,
which was developed mainly by Maslov and his collaborators (see [18] for a brief
introduction).
Max-plus algebra, together with its isomorphic versions, provides an attractive
way of describing a class of non-linear problems appearing for instance in man-
ufacturing and transportation scheduling, information technology, discrete event-
dynamic systems, combinatorial optimization, mathematical physics and DNA anal-
ysis (see, e.g., [6, 2, 26, 19, 18, 3, 25, 7], and the references cited there).
For the sake of readability, we mostly suppress the multiplication sign ⊙, writing
ab instead of a ⊙ b and ax3 instead of a ⊙ x⊙3 or a ⊙ x ⊙ x ⊙ x. Also, when
an indeterminate x appears without a coefficient, as in xn, then its coefficient is
naturally the multiplicative identity element, i.e. 0.
2.1. Maxpolynomials and tropical roots. A (formal) maxpolynomial is an
expression of the form
(2.1) p(x) =
n⊕
k=0
akx
k = max{ak + kx : k = 0, 1, . . . , n},
where a0, . . . , an ∈ Rmax and x is a formal indeterminate. We assume that an 6= ε
and then p(x) is of degree n, unless p(x) = εx0, the null maxpolynomial, which
is of degree −∞. The terms akx
k are called the monomials constituting p(x) and
normally the monomial akx
k is omitted when ak = ε. The set of maxpolynomials
form a semiring (there is no additive inverse) Rmax[x] with respect to the max-plus
operations of addition and multiplication. Each expression in Rmax[x] that is the
result of application of these max-plus operations to maxpolynomials can be reduced
to a unique canonical form as in (2.1) according to the rules of Rmax. Hence, we
say that two maxpolynomials are (formally) equal if they have the same canonical
form.
A maxpolynomial p(x) induces a convex, piecewise-affine function pˆ(x) on Rmax.
Unlike the situation in standard arithmetic, two distinct formal maxpolynomials
p1(x) and p2(x) may represent the same polynomial function, that is, pˆ1(x) = pˆ2(x)
as functions. The (max-plus or tropical) roots of a maxpolynomial p(x) are
the points at which pˆ(x) is non-differentiable. The multiplicity of a root equals the
change of the slope of pˆ(x) at that root. Equivalently, the roots of p(x) are the values
r 6= ε of x for which the maximum (2.1) is attained at least twice, that is, there exist
i, j ∈ {0, . . . , n} such that i 6= j and for all k ∈ {0, . . . , n}, pˆ(r) = air
i = ajr
j ≥ akr
k.
The multiplicity of the root r is maxi,j{|i−j| : air
i = ajr
j}. We also count ε = −∞
as a root with multiplicity l whenever a0, a1, . . . , al−1 are all equal to ε and al 6= ε.
In this case the monomials εxi, 0 ≤ i ≤ l − 1, represent the constant function ε,
which intersects the line pˆl(x) = alx
l at x = ε.
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2.2. Derivatives of maxpolynomials.
Definition 2.1. Given a maxpolynomial p(x) ∈ Rmax[x], we define its (formal)
max-plus derivative to be the result of applying the max-linear shift operator (or
“annihilation operator”) ∂x : Rmax[x]→ Rmax[x] defined by
∂xx
k =
{
xk−1 k ≥ 1
ε k = 0
i.e.,
∂x
(
n⊕
i=0
aix
i
)
=
n−1⊕
i=0
ai+1x
i.
We will use the notation p′(x) for ∂xp(x) and p
(i)(x) for ∂ixp(x) wherever conve-
nient. This is a derivation (Proposition 2.2 below); in fact, it is the unique derivation
on Rmax[x] satisfying
(i) a′ = ε for every a ∈ Rmax,
(ii) x′ = 0,
i.e., the unique operator on Rmax[x] satisfying
(iii) (p⊕ q)′(x) = p′(x)⊕ q′(x) (linearity),
(iv) (pq)′(x) = (p′q)(x)⊕ (pq′)(x) (Leibniz’s rule),
for every p(x), q(x) ∈ Rmax[x].
One then shows (e.g., by induction) that the following iterated Leibniz’s rule
holds:
Proposition 2.2 (Leibniz’s rule). Let p(x), q(x) ∈ Rmax[x]. Then
(pq)(k)(x) =
k⊕
i=0
p(i)(x) q(k−i)(x).
Remarks 2.3. 1. Proposition 2.7 below asserts that roughly speaking, the de-
rivative of a maxpolynomial function can be defined as the operation of
removing the smallest root (and, in general, a possible reduction in the value
of other smallest roots).
2. We emphasize that our derivation operates on a purely formal level. The
derivatives of different maxpolynomial p(x) representatives of a piecewise-
linear convex function pˆ(x) need not coincide, e.g., the maxpolynomials
p(x) = x2⊕x⊕0 and q(x) = x2⊕0 are functionally equivalent: pˆ(x) = qˆ(x),
however, the derivatives p′(x) = x ⊕ 0 and q′(x) = x are not. In order for
a derivative to respect functional equivalence we could choose to apply the
above formal derivative not to p(x) but to its FCF representative (see sub-
section 2.3 below). However, the maxpolynomials we are treating here are
in FCF and the two definitions of a derivation coincide.
3. For another form of derivative in tropical mathematics we refer to the “lay-
ered derivative”, which is defined in [17].
4. Given a maxpolynomial p(x) =
⊕n
i=0 aix
i, it can be represented via its Taylor
expansion around ε as
n⊕
i=0
p̂(i)(ε)xi,
however, the Taylor expansion does not hold in other points.
52.3. Full canonical maxpolynomials.
Definition 2.4. A maxpolynomial p(x) =
⊕n
i=0 aix
i is in full canonical form
[9] (or is an FCF maxpolynomial) if it is either constant or equal to the formal
expansion of a product of linear factors: p(x) = an(x⊕ s1) · · · (x⊕ sn).
The coefficients of FCF maxpolynomials form a concave sequence (these polyno-
mials are also called concavified polynomials or polynomials of maximum canonical
form [2], maximally represented maxpolynomials [32] or least coefficient minpoly-
nomials in the min-plus setting [15]). As before, we adopt the convention that
monomials with coefficient ε are not written out and then it is clear that every
monomial is in full canonical form; indeed axn = a(x⊕ ε)n.
If we partition the set of maxpolynomials in Rmax[x] according to their functional
property then each equivalence class has a unique FCF maxpolynomial that repre-
sents it. For example, p(x) = x4 ⊕ x3 ⊕ x2 = (x ⊕ 0)2(x ⊕ ε)2 is the full canonical
representative of the equivalence class of all maxpolynomials q(x) with qˆ(x) = pˆ(x)
which contains, among others, the maxpolynomials x4 ⊕ x2 and x4 ⊕ (−1)x3 ⊕ x2
which are not FCF.
In the following proposition we adopt the convention −∞− (−∞) = −∞.
Proposition 2.5. Let p(x) =
⊕n
i=0 aix
i and let r1 ≤ r2 ≤ · · · ≤ rn be its roots.
Then the following are equivalent.
(i) p(x) is in full canonical form: p(x) = an(x ⊕ s1) · · · (x ⊕ sn) for some
s1, . . . , sn.
(ii) p(x) = an(x⊕ r1) · · · (x⊕ rn).
(iii) ri = ai−1 − ai, i = 1, . . . , n.
(iv) Concavity: ai−1 − ai ≤ ai − ai+1, i = 1, . . . , n− 1.
(v) pˆ(ri) = air
i
i (ai + iri in standard arithmetic) for i = 1, . . . , n.
Proof. The equivalences follow from the definition of the tropical roots of a max-
polynomial and from simple manipulations of the above expressions.
We demonstrate some of the implications. Suppose that (i) holds. Without
loss of generality we may assume that s1 ≤ · · · ≤ sn. Expanding the expression
an(x⊕ s1) · · · (x⊕ sn) shows that the coefficients ak reduce to
ak =
⊕
i1<i2<···<in−k
ansi1 si2 . . . sin−k
= ansk+1 . . . sn.
It follows that ak−1 − ak = sk and moreover
pˆ(sk) = an(sk ⊕ s1) · · · (sk ⊕ sk)(sk ⊕ sk+1) · · · (sk ⊕ sn)
= ansk+1 . . . sns
k
k = aks
k
k
= ansk . . . sns
k−1
k = ak−1s
k−1
k .
Hence pˆ(sk) = aks
k
k = ak−1s
k−1
k and x = sk is a root for each k, i.e., sk = rk for each
k and thus (ii) and (iii) hold.
As for (v), geometrically, at each root x = ri of p(x), the convex piecewise-linear
function pˆ(x) has a corner at the point (ri, pˆ(ri)) (pˆ(x) is non-differentiable at x = ri),
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and when p(x) is in full canonical form then when ri = ri+1 = · · · = ri+l all lines
ai+jx
i+j , j = 0, . . . , l, pass through this corner. 
The sum of maxpolynomials in full canonical form need not be in full canonical
form; however the next proposition shows that FCF polynomials are closed under
the operation of derivative and multiplication.
Proposition 2.6. Let p(x), q(x) be FCF maxpolynomials. Then
(i) p′(x) is in FCF.
(ii) (pq)(x) is in FCF.
Proof. Let us assume that p(x) =
⊕n
i=0 aix
i and q(x) =
⊕m
i=0 bix
i are not con-
stant, otherwise the proof follows immediately. Since p(x) and q(x) are FCF max-
polynomials they can be linearly factored: p(x) = an(x ⊕ r1) · · · (x ⊕ rn), q(x) =
bm(x ⊕ s1) · · · (x ⊕ sm). The product of the maxpolynomials is then (pq)(x) =
anbm(x⊕ r1) · · · (x⊕ rn)(x⊕s1) · · · (x⊕sm), which is also a product of linear factors
and hence FCF.
The derivative of p(x) is p′(x) =
⊕n
i=1 aix
i−1 and the differences ai−1 − ai (that
satisfy the concavity condition) remain in f ′(x), except for r1 = a0 − a1. It follows
that p′(x) = an(x⊕ r2) · · · (x⊕ rn), which is again in full canonical form. 
The next proposition shows that the derivative acts on FCF maxpolynomials as
a shift on the roots as well.
Proposition 2.7. Let p(x) be an FCF maxpolynomial with roots r1 ≤ r2 ≤ · · · ≤ rn.
Then the roots of p′(x) are r2 ≤ r3 ≤ · · · ≤ rn.
Proof. The result follows from the proof of Proposition 2.6. Alternatively, by apply-
ing Leibniz’s rule to the factorization
p(x) = an(x⊕ r1)(x⊕ r2) · · · (x⊕ rn)
we obtain
p′(x) = an
n⊕
k=1
(x⊕ r1) · · · (x⊕ rk−1)(x⊕ rk+1) · · · (x⊕ rn),
that is, the term (x ⊕ rk) is eliminated in the k-th summand. Now it is clear that
the maximal value is attained when the smallest root is eliminated. 
Corollary 2.8. Let p(x) be a maxpolynomial of degree n. Then p(x) is in FCF if
and only if the roots of p(k)(x) are the largest n− k roots of p(x), for k = 0, . . . , n.
Proof. Let p(x) =
⊕n
i=0 aix
i with roots r1 ≤ r2 ≤ · · · ≤ rn. Suppose that p(x)
is in full canonical form. Then by Proposition 2.6, p′(x) is also in FCF and by
Proposition 2.7 its roots are r2, . . . , rn. By induction, for k = 0, . . . , n, p
(k)(x) is in
FCF with roots rk+1, . . . , rn, the n− k largest roots of p(x).
Suppose now that p(x) is not in FCF. Then the concavity property of Propo-
sition 2.5 (iv) is not fulfilled. That is, there exists 1 ≤ k ≤ n − 1 such that
ai−1 − ai ≤ ai − ai+1 for i = 1, . . . , k − 1 but ak−1 − ak > ak − ak+1. It follows that
rk+1 > ak−ak+1 (as property (iii) of Proposition 2.5 is not satisfied). Then the roots
of p(k)(x) =
⊕n
i=k aix
i are ak − ak+1, rk+2, . . . , rn, which are not the largest n − k
roots of p(x). 
7Example 2.9. Let p(x) = (−1)x2 ⊕ x⊕ 1 = (−1)(x⊕ 1)2 and q(x) = x2 ⊕ x⊕ 0 =
(x⊕0)2. Then p′(x) = (−1)x⊕0 = (−1)(x⊕1) and pq(x) = (−1)x4⊕x3⊕1x2⊕1x⊕
1 = (−1)(x ⊕ 0)2(x ⊕ 1)2. Hence, p(x), q(x), p′(x) and (pq)(x) can be decomposed
into linear factors and thus are FCF maxpolynomials.
Here (p ⊕ q)(x) is not in full canonical form: (p ⊕ q)(x) = x2 ⊕ x ⊕ 1 has roots
r1 = r2 =
1
2
. However, (x ⊕ 1
2
)2 = x2 ⊕ 1
2
x ⊕ 1 6= (p ⊕ q)(x) as a maxpolynomial
expression.
3. The characteristic maxpolynomials of a matrix
Definition 3.1. Let A ∈ Rn×nmax be an n × n matrix over Rmax. The max-plus
permanent of A is
perm(A) =
⊕
σ∈Sn
a1σ(1) · · · anσ(n),
where Sn is the group of permutations on [n] = {1, . . . , n}. For subsets I, J ⊆ [n]
of equal cardinality the permanent of the submatrix AI,J = [ai,j]i∈I,j∈J is called the
(I, J)-minor of A. The principal minors are the minors corresponding to I = J .
Definition 3.2. The characteristic maxpolynomial of A, defined in [8], is
χA(x) = perm(xI ⊕A),
where I is the max-plus identity matrix with all entries on the main diagonal being
0 and all off-diagonal entries being ε. This is a polynomial of degree n, say χA(x) =⊕n
k=0 ckx
k, with ck = δn−k(A), k = 0, . . . , n− 1, where
(3.1)
δk(A) =
⊕
I⊆[n]
|I|=k
perm(AI,I)
=
⊕
i1,i2,...,ik
⊕
σ∈Sk
ai1iσ(1)ai2iσ(2) · · ·aikiσ(k)
is the maximal value of the principal minors of order k of A.
As shown in [1], the (tropical) roots of the characteristic maxpolynomial χA(x),
which are called the max-plus eigenvalues of A, can be asymptotically computed
from the eigenvalues of an associated parametrized classical matrix with exponential
entries.
Definition 3.3. We define the full characteristic maxpolynomial of A to be
χ¯A(x) = perm(x0 ⊕A),
where 0 is the matrix with zeroes in all its entries. The difference between χ¯A(x)
and χA(x) is that in χ¯A(x) the indeterminate x appears in all entries instead of just
on the diagonal. It follows that
χ¯A(x) ≥ χA(x)
as maxpolynomial functions.
Again, this is a polynomial of degree n, say χ¯A(x) =
⊕n
k=0 dkx
k, whose k-th
coefficient dk = ηn−k(A), k = 0, . . . , n − 1, is the maximal value of all minors of
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order n− k of A, that is,
(3.2)
ηk(A) =
⊕
I,J⊆[n]
|I|=|J |=k
perm(AI,J)
=
⊕
i1,i2,...,ik
j1,j2,...,jk
ai1j1ai2j2 · · · aikjk ,
where the last sum in (3.2) runs over all pairs of ordered k-tuples of distinct indices.
The relation to the principal minors is
δk(A) ≤ ηk(A) =
⊕
P
δk(AP )
where the last sum runs over all permutation matrices.
Similarly to eigenvalues, the (tropical) roots of the full characteristic maxpolyno-
mial χ¯A(x), which are called the max-plus singular values of A, can be asymp-
totically computed from the singular values of an associated parametrized classical
matrix with exponential entries (see [16] and [11]).
The characteristic maxpolynomial is not necessarily in full canonical form. How-
ever, this is the case for the full characteristic maxpolynomial, which makes it a
better choice for the investigation of convolutions of maxpolynomials in following
sections.
Theorem 3.4. The full characteristic maxpolynomial is in FCF.
Proof. Let χ¯A(x) =
⊕n
k=0 dkx
k, where dn = 0, be the full characteristic maxpoly-
nomial of the n × n matrix A. The (n − k)th coefficient of χ¯A(x), dn−k = ηk,
k = 1, . . . , n, equals the maximal permanent over all submatrices of A of order k,
which is the optimal value of the corresponding k-cardinality assignment problem
[5]. As is shown below, the values ηk form a concave sequence, that is, the inequal-
ities ηk+1 − ηk ≥ ηk+2 − ηk+1, k = 0, . . . , n − 2 hold. By Proposition 2.5 the full
characteristic maxpolynomial χ¯A(x) is in full canonical form.
Indeed, the k-cardinality assignment problem can be formulated as an integer
programming (IP) problem over the variables xi,j , 1 ≤ i, j ≤ n as follows [12]:
n∑
i=1
n∑
j=1
aijxij → max!
subject to the conditions
n∑
j=1
xij ≤ 1 (i = 1, . . . , n),(3.3a)
n∑
i=1
xij ≤ 1 (j = 1, . . . , n),(3.3b)
n∑
i=1
n∑
j=1
xij = k,(3.3c)
xij ∈ {0, 1} (i = 1, . . . , n, j = 1, . . . , n).(3.3d)
9If we replace the discrete condition (3.3d) by the linear condition
(3.3d’) xij ≥ 0 (i = 1, . . . , n, j = 1, . . . , n),
we obtain the corresponding relaxed linear programming (LP) problem.
In general, there is no reason for the solution of the (LP) to be integer valued and
to solve the underlying (IP) problem. This is however the case if the system matrix
is totally unimodular, see [24, Lemma 8.2.4] or [30, Chapter 19]. The k-assignment
problem satisfies this condition [12, Theorem 1]. It is a well known fact in the theory
of linear programming that the solution of the LP minimization problem is a convex
function of the constraint vector [4, Theorem 5.1] and it follows that the sequence
ηk of solutions of the our max problem is concave.
It is also beneficial to obtain the same geometric description of the solution set
by representing the assignment problem in the language of a network flow problem
[10]. 
Remark 3.5. The analogy between real-rootedness in standard algebra and the
FCF property in max-plus algebra is demonstrated with regard to the characteristic
polynomial. Given a real square matrix, its (standard) characteristic polynomial
need not be real-rooted and likewise its max-plus counterpart need not be in FCF.
However, as shown in Theorem 3.4, the full characteristic maxpolynomial is always
in FCF. Similarly, the full characteristic polynomial det(xJ − A), where J is the
matrix whose entries are all equal to 1, is of degree 1 or 0 and thus always real-rooted.
3.1. The Gram characteristic maxpolynomial. We start with a few definitions.
Definition 3.6. Given an n× n matrix A ∈ Rn×nmax we call G = A
TA the max-plus
Gram matrix of A and perm(G) the max-plus Gram permanent of A.
Given two (column) vectors u, v of size n, let 〈u, v〉 = uTv be their max-plus scalar
product. The max-plus norm of v is ‖v‖ = 〈v, v〉
1
2 , the maximal element of v. Then
the max-plus version of the Cauchy-Bunyakovsky-Schwarz inequality holds:
(3.4) 〈u, v〉 ≤ ‖u‖‖v‖
with equality if and only if the maxima of u and v occur at the same index, i.e., if
there is 1 ≤ i ≤ n such that ‖u‖ = ui and ‖v‖ = vi.
In the following we denote by ai the column vectors of A.
Proposition 3.7. Let A = (aij) ∈ R
n×n
max and let G = (gij) = A
TA be its Gram
matrix. Then the Gram permanent of A is
perm(G) = ‖a1‖
2 ‖a2‖
2 · · · ‖an‖
2 = g11g22 · · · gnn.
Proof. The entries of the matrix G are
gij = 〈ai, aj〉
and
perm(G) =
⊕
π∈Sn
〈a1, aπ(1)〉〈a2, aπ(2)〉 · · · 〈an, aπ(n)〉.
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Now, for a fixed permutation pi we apply the inequality (3.4) and obtain
〈a1, aπ(1)〉〈a2, aπ(2)〉 · · · 〈an, aπ(n)〉 ≤ ‖a1‖‖aπ(1)‖‖a2‖‖aπ(2)‖ · · · ‖an‖‖aπ(n)‖
= ‖a1‖
2 ‖a2‖
2 · · · ‖an‖
2
= g11g22 · · · gnn,
i.e., the maximal value is attained for pi = 1. 
Given a matrix M , we denote by M◦
1
2 the Hadamard root of M , i.e., the result
of multiplying (in standard arithmetic) M by the scalar 1
2
. For more on Hadamard
product and Hadamard power of matrices see Subsection 5.2.
Definition 3.8. We denote by Â the Hadamard root of the Gram matrix of A,
Â = G◦
1
2 = (ATA)◦
1
2 ,
and call χÂ(x) the Gram characteristic maxpolynomial of A.
The same arguments as in the proof of Proposition 3.7 together with (3.1) show
that we only need to consider the diagonal elements of Â, that is, χÂ(x) is the FCF
maxpolynomial
(3.5)
χÂ(x) = (x⊕ Â11)(x⊕ Â22) · · · (x⊕ Ânn)
= (x⊕m1)(x⊕m2) · · · (x⊕mn),
where mi = ‖ai‖ is the maximal element of column i of A. If follows that
χ
Â
(x) ≥ χ¯A(x)
as maxpolynomial functions.
4. Max convolution
4.1. Max convolution of maxpolynomials.
Definition 4.1. Given two maxpolynomials p(x), q(x), their (formal) max convo-
lution of order k (or k-th max convolution) is the k-th derivative of their max-plus
product:
(p⊞k q)(x) = (pq)
(k)(x).
If p(x) =
⊕m
i=0 aix
i, q(x) =
⊕n
i=0 bix
i then
(p⊞k q)(x) = (
m+n⊕
l=0
(
⊕
i+j=l
aibj)x
l)(k)
=
m+n−k⊕
l=0
(
⊕
i+j=l+k
aibj)x
l.
By Leibniz’s rule (Proposition 2.2),
(p⊞k q)(x) =
k⊕
i=0
p(i)(x) q(k−i)(x).
For example, if q(x) = 0, the zero maxpolynomial, then (p ⊞k 0)(x) is the k-th
derivative of p(x), and if k = 0 then (p⊞0 q)(x) is the product of p(x) and q(x).
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Remark 4.2. We defined max convolution is on a formal level since it relies on
the formal derivative. A version respecting functional equivalence would use the
functional version of the derivative, i.e., we would first have to replace both p(x) and
q(x) by their FCF representatives. Since our results below refer to maxpolynomials
which are already in FCF, both definitions of max convolution coincide.
Proposition 4.3. For any FCF maxpolynomials p(x), q(x) of degree m,n respec-
tively the following holds.
(i) For every k < m+ n the max-convolution polynomial (p⊞k q)(x) is an FCF
maxpolynomial of degree m+ n− k.
(ii) The roots of (p ⊞k q)(x) are the maximal m + n − k roots (including multi-
plicities) among the roots of p(x) and the roots of q(x).
(iii) In particular, when p(x) =
⊙n
i=1(x⊕ ri) and q(x) =
⊙n
i=1(x⊕ si) then
(4.1) (p⊞n q)(x) =
⊕
σ∈Sn
n⊙
i=1
(x⊕ ri ⊕ sσ(i)).
Proof. The product (pq)(x) is a maxpolynomial of degree m + n which is an FCF
maxpolynomial by Proposition 2.6. Its set of roots is the union of the roots of
p(x) and the roots of q(x) (counting multiplicity). The k-th max convolution, i.e.,
the k-th derivative (p ⊞k q)(x) = (pq)
(k)(x) is again an FCF maxpolynomial by
Proposition 2.6 and has degree m+n−k. By iterated application of Proposition 2.7
it follows that its roots are the m+ n− k maximal roots of (pq)(x).
As for (4.1), it is clear that there exists a permutation σ0 of [n], such that r1⊕sσ0(1),
r2 ⊕ sσ0(2), . . ., rn ⊕ sσ0(n) are the n maximal numbers among r1, . . . , rn, s1, . . . , sn.
Since each coefficient of
⊙n
i=1(x ⊕ ri ⊕ sσ0(i)) is greater than or equal to the cor-
responding coefficient of any other maxpolynomial
⊙n
i=1(x ⊕ ri ⊕ sσ(i)), the result
follows. 
The following properties of the max convolution are easily verified.
Proposition 4.4. Let p(x), p1(x), p2(x), q(x) be maxpolynomials. Then
(i) Commutativity: (p⊞k q)(x) = (q ⊞k p)(x).
(ii) Distributivity: ((p1 ⊕ p2)⊞k q)(x) = (p1 ⊞k q)(x)⊕ (p2 ⊞k q)(x).
(iii) Homogeneity: (p1p2 ⊞k q)(x) = (p1 ⊞k p2q)(x).
(iv) Leibniz’s rule: (p⊞k q)
′(x) = (p⊞k+1 q)(x) = (p
′
⊞k q)(x)⊕ (p⊞k q
′)(x).
Associativity does not hold in general, but it is satisfied under the following
condition, including the case where all maxpolynomials are of degree n and the
max convolution is of order n.
Proposition 4.5 (Associativity). Let p1(x), p2(x), p3(x) be maxpolynomials of de-
grees n1, n2, n3 ≤ n, respectively. Then
(i) ((p1 ⊞n p2)⊞n p3)(x) = (p1 ⊞n (p2 ⊞n p3))(x).
(ii) If p1(x), p2(x), p3(x) are FCF maxpolynomials then the roots of (p1⊞n p2⊞n
p3)(x) are the maximal n1 + n2 + n3 − 2n roots (including multiplicities)
among the roots of p1(x), p2(x), p3(x).
Proof. (i) We distinguish two cases. First assume that n1+n2+n3 < 2n. Then
((p1⊞np2)⊞np3)(x) = ε for the following reason: either n1+n2 < n and then
(p1 ⊞n p2)(x) is formed by taking the n-th derivative of a maxpolynomial of
12 AMNON ROSENMANN, FRANZ LEHNER, AND ALJOSˇA PEPERKO
degree n1 + n2 < n, which gives ε, and consequently ((p1 ⊞n p2)⊞n p3)(x) =
(ε ⊞n p3)(x) = ε; otherwise deg(p1 ⊞n p2) = n1 + n2 − n ≥ 0, and then in
((p1 ⊞n p2) ⊞n p3)(x) we take the derivative of order n of a maxpolynomial
of degree (n1 + n2 − n) + n3 < n, which again results in ε. Similarly,
(p1 ⊞n (p2 ⊞n p3))(x) = ε, and associativity holds.
Assume now that 2n ≤ n1 + n2 + n3 ≤ 3n. Then necessarily n1 + n2 ≥ n.
Let p1(x) =
⊕n1
i=0 aix
i, p2(x) =
⊕n2
i=0 bix
i and p3(x) =
⊕n3
i=0 cix
i. The
coefficients of (p1 ⊞n p2)(x) = (p1p2)
(n)(x) are the leading n1 + n2 + 1 − n
coefficients of (p1p2)(x). That is,
(p1 ⊞n p2)(x) =
n1+n2−n⊕
i=0
dix
i =
n1+n2−n⊕
i=0
(⊕
j,k
j+k=n+i
ajbk
)
xi.
Then the coefficients of ((p1 ⊞n p2)⊞n p3)(x) are the n1 + n2 + n3 + 1− 2n
leading coefficients of (p1p2p3)(x):
(4.2)
((p1 ⊞n p2)⊞n p3)(x) =
n1+n2+n3−2n⊕
i=0
(⊕
m,l
m+l=n+i
dmcl
)
xi
=
n1+n2+n3−2n⊕
i=0
(⊕
m,l
m+l=n+i
(⊕
j,k
j+k=n+m
ajbk
)
cl
)
xi
=
n1+n2+n3−2n⊕
i=0
(⊕
j,k,l
j+k=n+(n+i−l)
ajbkcl
)
xi
=
n1+n2+n3−2n⊕
i=0
(⊕
j,k,l
j+k+l=2n+i
ajbkcl
)
xi.
By the symmetry of the last expression of (4.2) and by commutativity,
the order in which the 3 maxpolynomials are max convolved is irrelevant
and associativity follows.
(ii) This is clear by Proposition 4.3.

We remark that when Ai, i = 0, . . . , k, are n × n matrices over Rmax, with full
characteristic maxpolynomials pi(x), i = 0, . . . , k, then
(p0 ⊞n p1 ⊞n · · ·⊞n pk)(x) =
⊕
Pi,Qi∈Pn
i=1,...,k
perm(x0⊕ A0 ⊕ P1A1Q1 ⊕ · · · ⊕ PkAkQk),
whose roots are the maximal n roots (including multiplicities) among the roots of
pi(x), i = 0, . . . , k. This follows from Theorem 4.6 below.
4.2. Max convolution of characteristic maxpolynomials. Let Pn be the group
of n× n max-plus permutation matrices, which are similar to the standard permu-
tation matrices, except that the entries are assigned the values 0 and ε instead of
1 and 0, respectively. The permutation matrices are the orthogonal matrices in the
max-plus setting. Given two matrices A,B ∈ Rn×nmax , we show next that the n-th
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max convolution of their full characteristic maxpolynomials equals the maximum
(⊕), over all permutation matrices P,Q ∈ Pn, of the set of full characteristic max-
polynomials of A ⊕ PBQ. Recall from (3.2) that by ηk(A) we denote the maximal
value of all minors of order k of a matrix A.
Theorem 4.6. Given matrices A,B of order n over Rmax, let p(x) = χ¯A(x), q(x) =
χ¯B(x) be the corresponding full characteristic maxpolynomials and let
(p⊞n q)(x) =
∑n
k=0 dkx
k be their max convolution.
(i) The max convolution can be written as
(4.3) (p⊞n q)(x) =
⊕
P,Q∈Pn
χ¯A⊕PBQ(x).
(ii) The coefficients of the max convolution are given by
(4.4) dn−k =
k⊕
l=0
ηl(A) ηk−l(B).
(iii) The roots of (p ⊞n q)(x) are the maximal n roots (including multiplicities)
among the roots of p(x) and q(x).
Proof. From (3.2) we infer that the coefficients ck are certain maximal minors. To
be specific,
cn−k =
⊕
P,Q
ηk(A⊕ PBQ)
=
⊕
σ,τ∈Sn
⊕
i1,i2,...,ik
j1,j2,...,jk
(ai1j1 ⊕ bσ(i1)τ(j1))(ai2j2 ⊕ bσ(i2)τ(j2)) · · · (aikjk ⊕ bσ(ik)τ(jk)),
where σ and τ are the inverses of the permutations induced by the respective per-
mutation matrices P and Q, and where both tuples (i1, i2, . . . , ik) and (j1, j2, . . . , jk)
consist of distinct indices. Using the latter fact, we can expand the products, regroup
and relabel the indices to obtain
=
⊕
σ,τ∈Sn
k⊕
l=0
⊕
i1,i2,...,ik
j1,j2,...,jk
ai1j1ai2j2 · · ·ailjlbσ(il+1)τ(jl+1)bσ(il+2)τ(jl+2) · · · bσ(ik)τ(jk);
now σ and τ are arbitrary permutations and after removing duplicated summands
we remain with
=
k⊕
l=0
⊕
i1,i2,...,il
j1,j2,...,jl
i′1,i
′
2,...,i
′
k−l
j′1,j
′
2,...,j
′
k−l
ai1j1ai2j2 · · · ailjlbi′1j′1bi′2j′2 · · · bi′k−lj′k−l;
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in this sum the entries of A and B are decoupled and again by (3.2) it is further
equal to
=
k⊕
l=0
ηl(A) ηk−l(B)
=
k⊕
l=0
an−lbn−(k−l)
=
⊕
i+j=2n−k
aibj ,
which is indeed dn−k, the (n − k)th coefficient of (p ⊞n q)(x) = (pq)
(n)(x). This
completes the proof of (i) and (ii).
So far, we did not make use of the full canonical form. It is, however, essential
for item (iii) and the discussion of the roots of (p ⊞n q)(x) First, we observe that
both p(x) and q(x) are FCF maxpolynomials by Theorem 3.4. Now, we infer from
Proposition 4.1 that the convolution (p ⊞n q)(x) has the same property and by
Proposition 4.3 its roots are the maximal n roots among the roots of p(x) and the
roots of q(x). 
4.2.1. Principally dominant matrices.
Definition 4.7. A square matrix A ∈ Rn×nmax is max-plus principally dominant
if for every k ∈ {1, . . . , n} the maximal minor permanent of order k is achieved on
a principal submatrix of A of order k, see Definition 3.1.
For example, diagonal matrices are principally dominant, as well as diagonally
dominant matrices (the diagonal elements are the maximal elements of their rows).
Also Gram matrices are principally dominant. In fact, it is easy to generalize Propo-
sition 3.7 to minors and to show that for a Gram matrix G = ATA the maximal
minor is
(4.5) ηk(A
TA) = γ↓1γ
↓
2 · · · γ
↓
k,
where the vector (γ↓1 , γ
↓
2 , . . . , γ
↓
n) is the nonincreasing rearrangement of the vector
(g11, g22, . . . , gnn) = (‖a1‖
2, ‖a2‖
2, . . . , ‖an‖
2) of squared norms of the columns of the
matrix A.
Remark 4.8. A matrix may be symmetric and not principally dominant, e.g.,[
0 1
1 0
]
, or principally dominant and not symmetric, e.g.,
[
2 1
0 0
]
.
Remark 4.9. When A and B are principally dominant then C = A ⊕ B is not
necessarily principally dominant. For example, in
6 5 0 0
5 0 3 0
0 2 0 0
0 0 0 0
⊕

6 5 0 0
5 0 0 2
0 0 0 0
0 3 0 0
 =

6 5 0 0
5 0 3 2
0 2 0 0
0 3 0 0

both A and B are principally dominant, but the maximal minor permanent of order
3 in C = A⊕B, which is 6⊙3⊙3 = 12, is not achieved on any principal submatrix.
The next proposition follows immediately from (3.1) and (3.2).
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Proposition 4.10. A matrix A is principally dominant if and only if χA(x) =
χ¯A(x).
In general, (p ⊞n q)(x) ≥
⊕
P∈Pn
χA⊕PBPT (x) when p(x) = χA(x) and q(x) =
χB(x). However, when A and B are principally dominant then equality holds and
we have the following version of Theorem 4.6, which shows that in this case the max
convolution can be computed on a set of n! instead of (n!)2 permutation matrices.
Recall from (3.1) that by δk(A) we denote the maximal value of all principal minors
of order k of a matrix A.
Theorem 4.11. Given principally dominant matrices A,B of order n over Rmax,
let p(x) = χA(x), q(x) = χB(x) be the corresponding characteristic maxpolynomials
and let (p⊞n q)(x) =
∑n
k=0 dkx
k be their max convolution.
(i) The max convolution can be written as
(4.6) (p⊞n q)(x) =
⊕
P∈Pn
χA⊕PBPT (x).
(ii) The coefficients of the max convolution evaluate to
(4.7) dn−k =
k⊕
l=0
δl(A) δk−l(B).
Proof. Since A,B are principally dominant we have p(x) = χA(x) = χ¯A(x) and
q(x) = χB(x) = χ¯B(x). From (4.4) we infer that the coefficients on the left-hand
side of (4.6) are
dn−k =
k⊕
l=0
ηl(A) ηk−l(B)
and since both A and B are principally dominant, we can replace the minors by
principal minors and obtain
=
k⊕
l=0
δl(A) δk−l(B).
We have thus proved (ii). To prove (i) it remains to show that the coefficients ck
of the maxpolynomial
⊕
P∈Pn
χA⊕PBPT (x) =
∑n
k=0 ckx
k on the right-hand side of
(4.6) coincide with those of the maxpolynomial
⊕
P,Q∈Pn
χ¯A⊕PBQ(x) =
∑n
k=0 dkx
k
which we just computed (4.7).
The idea is as follows. The coefficient cn−k equals the (standard) sum of a maxi-
mal permanent of some submatrix A′ of A of order l and a maximal permanent of
a submatrix B′ of B of order k − l, where there is no common row index or com-
mon column index between A′ and the image of B′ in PBQ. But in the principal
dominant case, since the maximizing submatrices can be chosen to be principal, the
permutation matrix Q may be chosen to be equal to P T and thus A′ and the image
of B′ in PBP T are decoupled.
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The details of the calculation are as follows. Applying (3.1) we can write
cn−k =
⊕
P∈Pn
δk(A⊕ PBP
T )
=
⊕
π∈Sn
⊕
i1,i2,...,ik
⊕
σ∈Sk
(ai1iσ(1) ⊕ bπ(i1)π(iσ(1)))(ai2iσ(2) ⊕ bπ(i2)π(iσ(2)))
· · · (aikiσ(k) ⊕ bπ(ik)π(iσ(k))),
where we switched the notation from the permutation matrices P to the correspond-
ing permutations pi. In order to keep the proliferation of indices within manage-
able bounds, we now replace the sequences of distinct indices by injective functions
g, h : [k]→ [n], where h = pi ◦ g, and obtain
=
⊕
g,h:[k]→[n]
⊕
σ∈Sk
(ag(1)g(σ(1)) ⊕ bh(1)h(σ(1))))(ag(2)g(σ(2)) ⊕ bh(2)h(σ(2))))
· · · (ag(k)g(σ(k)) ⊕ bh(k)h(σ(k))));
after expanding the product we obtain a sum over all partitions of [k] into two
subsets which we denote by index sequences i and j of size l and k− l, respectively:
=
⊕
g,h:[k]→[n]
k⊕
l=0
⊕
σ∈Sk
ag(i1)g(σ(i1))ag(i2)g(σ(i2)) · · · ag(il)g(σ(il))
bh(j1)h(σ(j1))bh(j2)h(σ(j2)) · · · bh(jk−l)h(σ(jk−l));
now the entries of A and B are decoupled and since both A and B are principally
dominant the maximal values are attained when both i and j are invariant under σ
and thus give rise to term from a principal minor, yielding
=
k⊕
l=0
δl(A) δk−l(B)
as claimed. 
4.2.2. Symmetric matrices. The convolution formulas of [21] are based on symmetric
matrices. In Theorem 4.11 we got an analogous formula in the max-plus setting for
matrices that are principally dominant. The following example shows that symmetry
of the matrices is not the right ingredient in our setting. When a max-plus matrix A
is symmetric then χA(x) and χ¯A(x) have the same roots (see [16]), that is, χA(x) and
χ¯A(x) induce the same polynomial function, however, unlike the full characteristic
polynomial χ¯A(x), the plain characteristic polynomial χA(x) is not necessarily in
FCF.
Example 4.12. Let A,B be the symmetric matrices
A =
[
2 ε
ε 0
]
, B =
[
0 10
10 0
]
.
Then χA(x) = x
2 ⊕ 2x ⊕ 2 with roots (2, 0), while χB(x) = x
2 ⊕ x⊕ 20 with roots
(10, 10). For each P ∈ P2 we get
A⊕ PBP T =
[
2 ε
ε 0
]
and therefore
⊕
P∈P2
perm(xI⊕A⊕PBP T ) = χA(x) = x
2⊕2x⊕2 with roots (2, 0).
The max convolution of χA(x) and χB(x) is x
2⊕2x3⊕20 with roots (10, 10). Thus,
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in this case, where B is not principally dominant, Equation (4.6) of Theorem 4.11
does not hold. We remark that equation (4.6) does not hold here even functionally,
nor would it help to use the functional convolution instead of the formal one.
Let us now replace B by the matrix
B′ =
[
10 0
0 10
]
.
Then χB′(x) = x
2 ⊕ 10x⊕ 20 has the same roots as χB, namely (10, 10). However,
for each P ∈ P2,
A⊕ PB′P T =
[
10 ε
ε 10
]
and therefore
⊕
P∈P2
perm(xI ⊕ A ⊕ PB′P T ) = x2 ⊕ 10x ⊕ 20 = (x ⊕ 10)2, which
equals the max convolution of χA(x) and χB′(x). In this case A andB
′ are principally
dominant and Theorem 4.11 applies.
Observe also that χ¯A(x) = χA(x) = x
2 ⊕ 2x ⊕ 2 = (x ⊕ 2)(x ⊕ 0) and χ¯B(x) =
x2⊕ 10x⊕ 20 = (x⊕ 10)2. Then
⊕
P,Q∈P2
perm(x0⊕A⊕PBQ) = x2 ⊕ 10x⊕ 20 =
(χ¯A ⊞2 χ¯B)(x) and so Theorem 4.6 applies.
4.2.3. Max-row convolution. In [21] the “asymmetric additive convolution” of the
characteristic polynomials p(x) and q(x) of AAT and BBT , respectively, is defined
as
p⊞⊞n q(x) = EP,Q χ(A+PBQ)(A+PBQ)T (x),
where the expectation is computed by randomly sampling the matrices P,Q over
the set of orthonormal matrices equipped with the Haar measure. But if we look at
the Gram characteristic polynomial of (A⊕PB)T , i.e., the characteristic polynomial
of ((A ⊕ PB)(A ⊕ PB)T ))◦
1
2 (note the Hadamard power of 1
2
), then the max-plus
analogue, themax-row convolution, can be expressed through the already defined
max convolution, as shown below. In the following theorem we denote by Mi the
i-th row of a matrix M .
Theorem 4.13. Let A,B be matrices of order n over Rmax, and let mi, (resp. li),
i = 1, . . . , n, be the maximal element of row i in A (resp. B). Then the max
convolution of the characteristic maxpolynomials p(x) = χ
ÂT
(x) and q(x) = χ
B̂T
(x)
is
(4.8) (p⊞n q)(x) =
⊕
P∈Pn
χ
Ĉ(P )
(x),
where C(P ) = (A⊕ PB)T and the roots of (p⊞n q)(x) are the maximal n numbers
among (m1, . . . , mn, l1, . . . , ln).
Proof. By (3.5), the roots of χ
M̂
(x) are the maximal elements of the columns of M .
Thus, for a fixed permutation matrix P ,
χ
Ĉ(P )
(x) = (x⊕ r1)(x⊕ r2) · · · (x⊕ rn),
where, for each i,
ri = max
1≤j≤n
(A⊕ PB)Tji = max
1≤j≤n
(A⊕ PB)ij = ‖(A⊕ PB)i‖ = ‖Ai‖ ⊕ ‖(PB)i‖.
Let P represent the permutation pi ∈ Sn. Then
ri = ‖Ai‖ ⊕ ‖Bπ(i)‖ = mi ⊕ lπ(i)
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and
χ
Ĉ(P )
(x) = (x⊕m1 ⊕ lπ(1))(x⊕m2 ⊕ lπ(2)) · · · (x⊕mn ⊕ lπ(n)).
This is a maxpolynomial of degree n with roots ri, which are n elements among
(m1, . . . , mn, l1, . . . , ln). Clearly, the maximum over all these maxpolynomials is
the one whose roots are the maximal n elements among (m1, . . . , mn, l1, . . . , ln). We
claim that this maxpolynomial is achieved when going over all permutations pi in the
right hand side of (4.8). Indeed, suppose that the elements mi are arranged in de-
creasing order according to the permutation σ, that is, mσ(1) ≥ mσ(2) ≥ · · · ≥ mσ(n),
and the elements li are arranged in decreasing order according to the permutation
τ : lτ(1) ≥ lτ(2) ≥ · · · ≥ lτ(n). Then the maximum is achieved for the permutation pi
which couples lτ(i) with mσ(n+1−i):
pi(i) = σ(n+ 1− τ−1(i)).
For example, if m1 ≥ m2 ≥ · · · ≥ mn and l1 ≥ l2 ≥ · · · ≥ ln (σ and τ are the identity
permutation), and m1, . . . , mk, l1, . . . , ln−k are the maximal n elements among the
mi and li then for pi(i) = n + 1 − i, i = 1, . . . , n, the roots of χĈ(P )(x), where P is
the permutation matrix representing pi, are:
m1 ⊕ ln, m2 ⊕ ln−1, . . . , mk ⊕ ln+1−k, mk+1 ⊕ ln−k, . . . , mn ⊕ l1
=m1, m2, . . . , mk, ln−k, . . . , l1.
These roots are also the roots of (p ⊞n q)(x), the left hand side of (4.8), by the
definitions of the Gram characteristic maxpolynomial and the max convolution. 
A max-column convolution can be defined in an analogous way.
5. Hadamard product
5.1. Hadamard product of maxpolynomials. Given two maxpolynomials p(x) =⊕n
i=0 aix
i, q(x) =
⊕n
i=0 bix
i of degree n, their max-plus Hadamard product is de-
fined as
(p ◦ q)(x) =
n⊕
i=0
aibix
i,
that is, the coefficients of Hadamard product (p ◦ q)(x) are the max-products (stan-
dard sums) of the corresponding coefficients of p(x) and q(x). In general, the roots
of (p ◦ q)(x) are not the max-products of the corresponding roots of p(x) and q(x).
For example, let p(x) = x2⊕4x⊕4 and let q(x) = x2⊕1x⊕3. The roots of p(x) are
(4, 0) and the roots of q(x) are (1.5, 1.5), whereas the roots of (p◦q)(x) = x2⊕5x⊕7
are (5, 2). However, for FCF maxpolynomials we have the following result.
Proposition 5.1. Let p(x), q(x) be FCF maxpolynomials with roots r1 ≥ · · · ≥ rn
and s1 ≥ · · · ≥ sn, respectively. Then (p◦q)(x) is an FCF maxpolynomial with roots
ti = ri ⊙ si = ri + si, i = 1, . . . , n. That is,
(5.1) (p ◦ q)(x) =
⊕
σ∈Sn
n⊙
i=1
(x⊕ ri ⊙ sσ(i)) =
n⊙
i=1
(x⊕ ri ⊙ si).
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Proof. Let p(x) =
⊕n
i=0 aix
i, q(x) =
⊕n
i=0 bix
i and let (p ◦ q)(x) =
⊕n
i=0 cix
i, where
ci = aibi, be their Hadamard product. Then
ci−1 − ci = (ai−1 + bi−1)− (ai + bi) = (ai−1 − ai) + (bi−1 − bi)
≤ (ai − ai+1) + (bi − bi+1) = (ai + bi)− (ai+1 + bi+1)
= ci − ci+1
for i = 1, . . . , n− 1. It follows that (p ◦ q)(x) is FCF. Moreover,
ti = ci−1 − ci = (ai−1 − ai) + (bi−1 − bi) = ri + si
for i = 1, . . . , n.
As for (5.1), it follows from the fact that the coefficient of xk in each
⊙n
i=1(x ⊕
ri ⊙ sσ(i)) is a max-product of n − k roots ri and n − k roots sj, and this term is
maximal when σ is the identity permutation. 
The following properties of the Hadamard product of maxpolynomials are easily
verified.
Proposition 5.2. Let p(x), p1(x), p2(x), q(x), q1(x), q2(x) be maxpolynomials. Then
(i) Commutativity: (p ◦ q)(x) = (q ◦ p)(x).
(ii) Associativity: ((p1 ◦ p2) ◦ p3)(x) = (p1 ◦ (p2 ◦ p3))(x).
(iii) Distributivity: ((p1 ⊕ p2) ◦ q)(x) = (p1 ◦ q)(x)⊕ (p2 ◦ q)(x).
(iv) ((p1 ◦ q1)(p2 ◦ q2))(x) ≤ ((p1p2) ◦ (q1q2))(x).
(v) ((p1 ◦ q1)⊞k (p2 ◦ q2))(x) ≤ ((p1 ⊞k p2) ◦ (q1 ⊞k q2))(x).
5.2. Hadamard product of matrices. The max-plus Hadamard product of
matrices is the analogue of the standard Hadamard product in max-plus algebra.
That is, if A,B are two m × n max-plus matrices then their Hadamard product is
C = A ◦B, where C is an m× n matrix satisfying
cij = aij ⊙ bij ,
i.e. cij = aij + bij in standard arithmetic. The Hadamard power A
◦t, t > 0, of
A = (aij) is then naturally defined: (A
◦t)ij = taij , where the product taij is the
standard one.
Below we list some properties of the Hadamard product and Hadamard powers.
Let ν(A) denote the largest eigenvalue of A, i.e., the largest root of χA(x), and
let ‖A‖ = max{aij : i = 1, . . . , m, j = 1, . . . , n}. As before, we denote by Â the
Hadamard root of the Gram matrix of A, i.e., Â = G◦
1
2 = (ATA)◦
1
2 and ÂT =
(AAT )◦
1
2 . The following properties are known or easy to prove (see, e.g., [27, 28]).
Proposition 5.3. Let A,B,A1, . . . , Am ∈ R
n×n
max and t > 0. Then we have
ν(A ◦B) ≤ ν(A) ν(B), ‖A ◦B‖ ≤ ‖A‖‖B‖,
ν(A◦t) = ν(A)t, ‖A◦t‖ = ‖A‖t,
A◦t1 · · ·A
◦t
m = (A1 · · ·Am)
◦t,
ν(AB) = ν(BA),
‖Â‖ = ‖ÂT‖ = ‖A‖ = ν(Â) = ν(ÂT ),
ν(A1 ◦ · · · ◦ Am) ≤ ν(A1 · · ·Am).
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Similarly to [14], we can prove the following max-plus version of [14, Corollary 3.5,
Theorem 3.9, Corollary 3.10]. In the proof it is useful to switch to the isomorphic
max-times algebra setting by using the equality ν(A) = log µ(B), where B denotes a
non-negative n×n matrix B = [eaij ] and µ(B) denotes the largest max-times eigen-
value of B. Then the result follows by replacing the standard product of matrices
by the max-times product and by applying the max-times Gelfand formula for µ(B)
(see, e.g., [27, 28, 25, Equality (4)]) in the proofs of [14, Corollary 3.5, Theorem 3.9,
Corollary 3.10]. To avoid too much repetition of ideas from [14] we omit the details
of the proof.
Theorem 5.4. Let A,B,A1, . . . , Am ∈ R
n×n
max . Then we have
‖A ◦B‖ ≤ ν(ATB),
‖A1 ◦ A2 ◦ · · · ◦ Am‖ ≤ ν(Â1 ◦ Â2 ◦ · · · ◦ Âm) ≤ ν(Â1Â2 · · · Âm),
‖A1 ◦ A2 ◦ · · · ◦ Am‖ ≤ ν(ÂT1 ◦ Â
T
2 ◦ · · · ◦ Â
T
m) ≤ ν(Â
T
1 Â
T
2 · · · Â
T
m).
If m is even then
‖A1 ◦ A2 ◦ · · · ◦ Am‖
2 ≤ ν(AT1A2A
T
3A4 · · ·A
T
m−1Am) ν(A1A
T
2A3A
T
4 · · ·Am−1A
T
m)
= ν(AT1A2A
T
3A4 · · ·A
T
m−1Am) ν(AmA
T
m−1 · · ·A4A
T
3A2A
T
1 ).
If m is odd then
‖A1◦A2◦· · ·◦Am‖
2 ≤ ν(A1A
T
2A3A
T
4 · · ·Am−2A
T
m−1AmA
T
1A2A
T
3A4 · · ·A
T
m−2Am−1A
T
m)
5.3. Hadamard product of characteristic maxpolynomials.
Theorem 5.5. Given matrices A,B of order n over Rmax, let p(x) = χ¯A(x), q(x) =
χ¯B(x) be the corresponding full characteristic maxpolynomials and let (p ◦ q)(x) =∑n
k=0 dkx
k be the Hadamard product of the maxpolynomials.
(i) The Hadamard product can be written as
(5.2) (p ◦ q)(x) =
⊕
P,Q∈Pn
χ¯A◦PBQ(x).
(ii) The ordered vector of the roots of (p ◦ q)(x) is the Hadamard product of the
ordered vectors of the roots of p(x) and q(x).
Proof. The proof is similar to the one of Theorem 4.6, in fact even simpler. When
computing the coefficients of (p◦q)(x) then instead of computing permanent minors
of a maximum of submatrices they are computed on (standard) sums of submatri-
ces. Thus, each coefficient cn−k of
⊕
P,Q∈Pn
χ¯A◦PBQ(x) =
∑n
k=0 ckx
k is obtained as
the (standard) sum of a maximal permanent minor of order k of A and a maximal
permanent minor of order k of B, where the permutation matrices P and Q make
sure that the positions of the elements of B that contribute to the maximal perma-
nent are mapped to the exact positions of the elements of A that contribute to the
maximal permanent minor.
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To be precise, let p(x) =
∑n
k=0 akx
k and q(x) =
∑n
k=0 bkx
k. By (3.2) each coeffi-
cient cn−k is
cn−k =
⊕
P,Q∈Pn
ηk(A ◦ PBQ)
=
⊕
σ,τ∈Sn
⊕
i1,i2,...,ik
j1,j2,...,jk
ai1j1bσ(i1)τ(j1)ai2j2bσ(i2)τ(j2) · · · aikjkbσ(ik)τ(jk)
=
⊕
i1,i2,...,ik
i′1,i
′
2,...,i
′
k
j1,j2,...,jk
j′1,j
′
2,...,j
′
k
ai1j1ai2j2 · · ·aikjkbi′1j′1bi′2j′2 · · · bi′kj′k
= ηk(A) ηk(B)
= an−k bn−k,
which is dn−k, the (n− k)th coefficient of (p ◦ q)(x).
Property (ii) follows from Proposition 5.1. 
5.4. Hadamard product of characteristic maxpolynomials via multiplica-
tive convolution. When trying to form the analogue of Theorem 4.6 with matrix
multiplication instead of summation (max), that is, using an expression of the form⊕
P,Q∈Pn
χ¯APBQ(x), we realize that it cannot be done in general and that we have
to restrict ourselves to specific classes of matrices. The problem lies in the fact that
when performing matrix multiplication we perform a series of scalar products of row
vectors by column vectors, and these operations depend on the order of the elements
in each vector. Specifically, the scalar product is maximal only when the maximal
element in each of the vectors is in the same position.
Hence, it is desired that the matrices A and B match with regard to the positions
of the maximal elements in the rows of A and the columns of B. For example, A
and B match when the maximal elements of the rows of A lie in different columns
and the maximal elements of the columns of B lie in different rows (in case there are
more than one maximal element in a row of A (resp. a column of B), each of these
elements is a legitimate choice). More generally, it is necessary that the matrices AT
and B have the same max-column partition, which is defined as follows. Given a
matrix M ∈ Rn×nmax , for each j, j = 1, . . . , n, let mj be the j-th column of M and let
mijj = ‖mj‖ be the maximal element of this column (if the maximum is attained in
more than one place then we have more than one max-column partition associated
with M). Let σ ∈ Sn be a permutation which arranges the maximal elements of
the columns in ascending order:
miσ(1)σ(1) ≤ miσ(2)σ(2) ≤ · · · ≤ miσ(n)σ(n).
Then a max-column partition of M is a partition of [n] into blocks such that j and
k lie in the same block if the corresponding matrix elements according to the above
order lie in the same row:
j ∼ k ⇐⇒ iσ(j) = iσ(k).
For example, at the bottom of the lattice of partitions is the one where the maximal
elements of the columns of M lie in distinct rows: ij 6= ik for each i 6= k. The max-
column partition of M consists then of n blocks, where each block is a singleton.
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On the other hand, the top partition is the one where there is a single block with
n elements, corresponding to the case where the maximal elements of the columns
belong to the same row: i1 = i2 = · · · = in.
Given two matrices A,B ∈ Rn×nmax , such that A
T and B share a max-column par-
tition, we show now that the Hadamard product of the Gram characteristic max-
polynomials of AT and B equals the maximum (⊕), over all permutation matrices
P ∈ Pn, of the set of full characteristic maxpolynomials of APB. This maximum is
achieved on a specific permutation matrix P0 which “orients” B towards A by rear-
ranging the rows of B. In addition, when we allow multiplication on the right of B
with permutation matrices Q ∈ Pn then we can restrict ourselves to the set of char-
acteristic maxpolynomials instead of full characteristic maxpolynomials. Here the
orientation of B towards A is achieved through two specific permutation matrices
P0 and Q0, which rearrange the rows as well as the columns of B.
Theorem 5.6. Let A,B ∈ Rn×nmax be two matrices, such that A
T and B share a
max-column partition. Let p(x) = χ
ÂT
(x), q(x) = χB̂(x) be the Gram characteristic
maxpolynomials of AT , B, respectively. Then
(5.3) (p ◦ q)(x) =
⊕
P∈Pn
χ¯APB(x) =
⊕
P,Q∈Pn
χAPBQ(x).
Moreover, there exist permutation matrices P0, Q0 ∈ Pn such that
(p ◦ q)(x) = χ¯AP0B(x) = χAP0BQ0(x).
In addition, the vector of ordered roots of (p ◦ q)(x) equals the Hadamard product of
the vector of ordered roots of p(x) and the vector of ordered roots of q(x).
Proof. We start with the polynomial
n⊕
k=0
ckx
k :=
⊕
P∈Pn
χ¯APB(x)
By (3.2) the coefficients are given by
cn−k =
⊕
P∈Pn
ηk(APB)
=
⊕
π∈Sn
⊕
i1,i2,...,ik
j1,j2,...,jk
⊕
l1,l2,...,lk
ai1l1bπ(l1)j1ai2l2bπ(l2)j2 · · · aiklkbπ(lk)jk ;
each summation can be estimated with the Cauchy-Bunyakovsky-Schwarz inequality
(3.4)
≤
⊕
i1,i2,...,ik
j1,j2,...,jk
‖ai1‖‖bj1‖‖ai2‖‖bj2‖ · · · ‖aik‖‖bjk‖,
where by ai we denote the rows of A and by bj the columns of B. Now by (4.5) this
maximum is
= ηk(ÂT ) ηk(B̂)
and we have a chain of equalities interrupted by one inequality. In order for equality
to hold in this inequality, equality must hold in each Cauchy-Bunyakovsky-Schwarz
inequality, which boils down to the requirement that AT and B share a max-column
partition.
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Moreover, there exists a permutation matrix P0 such that
(p ◦ q)(x) =
⊕
P∈Pn
χ¯APB(x) = χ¯AP0B(x).
Indeed, the permutation matrix P0 should arrange the rows of B to match the
positions of the maximal elements in the rows of A. Let r1 ≥ r2 ≥ · · · ≥ rn be
the maximal elements of the rows of A (the columns of AT ), that is, the roots of
χ
ÂT
(x), the Gram characteristic maxpolynomial of AT , and let s1 ≥ s2 ≥ · · · ≥ sn
be the maximal elements of the columns of B. Since AT and B share a max-column
partition, there exists a permutation matrix P0 such that if ri is in column ki then
si is in row ki of P0B, for i = 1, . . . , n.
The elements tj = rj + sj lie in n different rows and n different columns of AP0B.
By multiplying on the right with the appropriate permutation matrix Q0, these
elements can be moved to the diagonal and it follows that χ¯AP0B(x) = χAP0BQ0(x).
By Theorem 3.4 and Proposition 5.1 the set of roots of (p◦ q)(x) is the Hadamard
product of the roots of p(x) and the roots of q(x). In fact, it is easily verified that
p(x) and q(x) are FCF maxpolynomials without the need for Theorem 3.4 since one
can treat ÂT and B̂ as diagonal matrices, as the elements tj are the only elements
that contribute to the characteristic maxpolynomials p(x) and q(x). 
Remark 5.7. It is clear that the condition in Theorem 5.6 about AT and B sharing
a max-column partition is not only sufficient but also necessary for equality (5.3) to
hold.
Example 5.8. Let A,B be the matrices
A =

2 0 3 −1
0 0 1 1
−2 2 2 1
2 −1 1 1
 , B =

0 0 −2 2
−2 1 −1 −1
−1 0 −3 −1
−1 −2 −1 0
 .
The Gram characteristic maxpolynomial of AT is the characteristic maxpolynomial
of
ÂT = (AAT )◦
1
2 =

3 2 5
2
2
2 1 3
2
1
5
2
3
2
2 3
2
2 1 3
2
2
 ,
which is
p(x) = x4 ⊕ 3x3 ⊕ 5x2 ⊕ 7x⊕ 8
= (x⊕ 3)(x⊕ 2)2(x⊕ 1).
Then
B̂ = (BTB)◦
1
2 =

0 0 −1 1
0 1 0 1
−1 0 −1 0
1 1 0 2
 ,
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whose characteristic maxpolynomial is
q(x) = x4 ⊕ 2x3 ⊕ 3x2 ⊕ 3x⊕ 2
= (x⊕ 2)(x⊕ 1)(x⊕ 0)(x⊕−1).
The Hadamard product of p(x) and q(x) is
(p ◦ q)(x) = (0⊙ 0)x4 ⊕ (3⊙ 2)x3 ⊕ (5⊙ 3)x2 ⊕ (7⊙ 3)x⊕ (8⊙ 2)
= x4 ⊕ 5x3 ⊕ 8x2 ⊕ 10x⊕ 10
= (x⊕ 5)(x⊕ 3)(x⊕ 2)(x⊕ 0).
We see that the roots of (p ◦ q)(x) are
(5, 3, 2, 0) = (3, 2, 2, 1) ◦ (2, 1, 0,−1),
the Hadamard product of the ordered roots of p(x) and q(x).
Let us now look at the maximal elements of the rows of A and columns of B
(marked with an asterisk):
A =

2 0 3⋆ −1
0 0 1⋆ 1⋆
−2 2⋆ 2⋆ 1
2⋆ −1 1 1
 , B =

0⋆ 0 −2 2⋆
−2 1⋆ −1⋆ −1
−1 0 −3 −1
−1 −2 −1⋆ 0
 .
The ordered list of column-maximal elements inB is (−1, 0, 1, 2), referring to columns
(3, 1, 2, 4). The corresponding list of rows of these elements is ((2, 4), 1, 2, 1), where
the pair (2, 4) refers to the maximal element of the third column, namely
−1, which occurs in row 2 and in row 4. We see that the matrix B admits two
max-column partitions. If we choose the second row in the third column then the
partition is {(1, 3), (2, 4)}: the first and third ordered elements (−1 and 1) lie in
the same row (second row), whereas the second and fourth elements (0 and 2) lie
also in the same row (first row). The second partition is {(1), (3), (2, 4))}, which is
obtained by choosing the 4-th row as the position of the maximal element of the
third column.
The matrix A admits several max-row partitions (max-column partitions of AT ),
including the partition {(1), (3), (2, 4))}, which is also a max-column partition of B.
The chosen maximal elements in the rows ofA (in ascending order) are a24, a33, a41, a13,
and the chosen maximal elements in the columns of B are b43, b11, b22, b14:
A =

2 0 3⋆ −1
0 0 1 1⋆
−2 2 2⋆ 1
2⋆ −1 1 1
 , B =

0⋆ 0 −2 2⋆
−2 1⋆ −1 −1
−1 0 −3 −1
−1 −2 −1⋆ 0
 .
The list of rows of A ordered by their maximal elements (in ascending order) is
(2, 3, 4, 1), with corresponding columns (4, 3, 1, 3). The list of columns of B ordered
by their maximal element is (3, 1, 2, 4) with corresponding rows (4, 1, 2, 1). In order
to match the positions of the chosen maximal elements of the rows of A and the
columns of B we need to transfer (4, 1, 2, 1) to (4, 3, 1, 3), that is, perform the moves
1 → 3 and 2 → 1. Hence we need to move the first row of B to the third and to
move the second row of B to the first. This can be achieved via the permutation
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matrix P0 that corresponds to the permutation (2 1 3):
P0B =

ε 0 ε ε
ε ε 0 ε
0 ε ε ε
ε ε ε 0


0⋆ 0 −2 2⋆
−2 1⋆ −1 −1
−1 0 −3 −1
−1 −2 −1⋆ 0
 =

−2 1⋆ −1 −1
−1 0 −3 −1
0⋆ 0 −2 2⋆
−1 −2 −1⋆ 0
 .
Then, multiplying A with P0B gives
AP0B =

2 0 3⋆ −1
0 0 1 1⋆
−2 2 2⋆ 1
2⋆ −1 1 1


−2 1⋆ −1 −1
−1 0 −3 −1
0⋆ 0 −2 2⋆
−1 −2 −1⋆ 0
 =

3 3 1 5⋆
1 1 0⋆ 3
2⋆ 2 0 4
1 3⋆ 1 3
 .
The marked elements in AP0B are the roots of the full characteristic maxpolyno-
mial: χ¯AP0B(x) = (x⊕ 5)(x⊕ 3)(x⊕ 2)(x⊕ 0) = (p ◦ q)(x).
Finally, if we want the roots of the full characteristic maxpolynomial to lie on the
diagonal (and then the characteristic maxpolynomial equals the full characteristic
maxpolynomial), then we need to permute the columns of AP0B by multiplying on
the right with the matrix Q0, which represents the permutation (1 3 2 4):
AP0BQ0 =

3 3 1 5⋆
1 1 0⋆ 3
2⋆ 2 0 4
1 3⋆ 1 3


ε ε 0 ε
ε ε ε 0
ε 0 ε ε
0 ε ε ε
 =

5⋆ 1 3 3
3 0⋆ 1 1
4 0 2⋆ 2
3 1 1 3⋆
 .
Clearly, χAP0BQ0(x) = χ¯AP0B(x).
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