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FUKAYA A∞-STRUCTURES ASSOCIATED TO LEFSCHETZ
FIBRATIONS. I
PAUL SEIDEL
1. Introduction
This paper discusses Lagrangian Floer cohomology in the context of Lef-
schetz fibrations, with emphasis on the algebraic structures encountered
there. Part of the intent is expository, which means we’ll review structures
that have appeared in the literature before, but take a point of view which
differs a bit from the usual one. Going beyond that, we obtain a new com-
parison theorem, which corresponds to a weak version of [34, Conjecture
4]. This is intended to be the start of a wider project concerning Fukaya
categories of Lefschetz fibrations. A sneak peek at the possible further de-
velopments is afforded by the papers [22, 23], which share the basic outlook
with this one but take a shortcut through the theory, aiming directly for spe-
cific applications. Finally, there is a significant overlap in the eventual goals,
even though not necessarily in the intermediate steps, with [6] (obviously,
[6] encompasses much more than what we’re aiming for).
Consider a symplectic Lefschetz fibration π : E → C, with fibre M . We
fix a basis of vanishing paths in the base. This gives rise to a collection of
Lefschetz thimbles, which are noncompact Lagrangian submanifolds in E,
as well as the associated vanishing cycles, which are Lagrangian spheres in
M . Using either one as the starting point, one can associate to this basis a
directed A∞-algebra A. In terms of M , one first constructs the full Fukaya
A∞-algebra, and then extracts the directed subalgebra by forgetting part
of the structure in a purely algebraic process, which may seem arbitrary.
However, when one thinks in terms of E, the directedness of A comes from
geometric conventions which govern the treatment of the intersection points
at infinity. In spite of this, it is not hard to see that the two constructions
yield the same result. This has been long implicit in the literature, start-
ing with Kontsevich’s unpublished work, and appears more recently in [33,
Section 18e].
As noted in [34], A comes with an important additional datum, namely
a map of A∞-bimodules over A from the dual diagonal bimodule A
∨ to the
diagonal bimodule A. From the point of view ofM , this is again constructed
algebraically from the full A∞-algebra, and represents the first level of infor-
mation beyond that contained in A. In terms of E, the same kind of datum
can be obtained geometrically, by comparing two different ways of treating
intersection points at infinity. Our main result is the following:
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Theorem. The two maps A∨ → A obtained by working in terms of M
and E, respectively, agree up to homotopy and composition with a quasi-
isomorphism from A∨ to itself.
Obviously, the precise statement depends on first defining all elements
involved. We refer to Corollary 7.1 later in the paper for this, and only
briefly outline the general assumptions and conventions used. We will im-
pose strong exactness assumptions on M and E. These are probably mostly
unnecessary, but any attempt to remove them would complicate the tech-
nical side of the story considerably. Next, all Floer cohomology groups are
taken with coefficients in K = Z/2, and are ungraded. This is again for
simplicity, but the issues are far less complicated than the previously men-
tioned one. The general assumptions and constructions needed to introduce
signs and gradings are standard, and one could easily integrate them into
the developments here, at the cost of lengthening the exposition somewhat.
Acknowledgments. I thank Claude Viterbo and Kai Cieliebak for inviting
me to give lectures in which I inflicted early versions of this material on
unsuspecting audiences. The work described here was partially supported
by NSF grant DMS-0652620.
2. Geometry of the fibre
2.1. Geometric data. We begin by summarizing the basic setup for the
pseudo-holomorphic map equation and perturbations thereof. The terminol-
ogy here follows [33, Chapter 2], but the same material is present in many
places in the literature, going back to Floer’s and Fukaya’s work [11, 13, 16].
Definition 2.1. An exact symplectic manifold (M,ωM , θM , IM ) is a com-
pact 2n-dimensional manifold with boundary, equipped with an exact sym-
plectic form ωM = dθM , as well as with an ωM -compatible almost complex
structure IM which is weakly convex (meaning that IM -holomorphic maps
from an open disc to M can touch ∂M only if they remain entirely inside
it).
From now on, we will work with a fixed such M . An exact Lagrangian
submanifold is an n-dimensional submanifold V ⊂ M , disjoint from ∂M ,
such that θM |V is an exact one-form. All Lagrangian submanifolds occurring
here are implicitly assumed to be connected.
Definition 2.2. A punctured-boundary Riemann surface is a pair (S, V ) of
the following kind. S is a Riemann surface of the form S = S¯\Σ, where S¯ is
a compact connected Riemann surface with nonempty boundary, and Σ is a
nonempty finite set of boundary points. The boundary conditions V = (Vz)
are a locally constant family of exact Lagrangian submanifolds parametrized
by points z ∈ ∂S (or equivalently, the choice of one such submanifold for
each connected component of the boundary).
While this structure is conceptually satisfactory, it is technically conve-
nient to rigidify it a little. First of all, we make an (arbitrary) distinction of
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the punctures into inputs and outputs, Σ = Σin ∪Σout. Secondly, we choose
strip-like ends ǫ = (ǫζ), which are proper holomorphic embeddings
(2.1)


ǫζ : R
+ × [0, 1] −→ S,
ǫ−1ζ (∂S) = R
+ × {0, 1},
lims→+∞ ǫζ(s, t) = ζ
for ζ ∈ Σin, respectively with R
− = (−∞, 0] instead of R+ = [0,∞) for
ζ ∈ Σout. We also ask that the images of the ǫζ for different ζ should be
pairwise disjoint. The resulting (S, V, ǫ) is called a Riemann surface with
strip-like ends. Strip-like ends provide distinguished local coordinates near
the punctures, which is useful for studying the asymptotic behaviour of
pseudo-holomorphic maps, as well as in gluing processes.
2.2. Pseudo-holomorphic maps. We will use almost complex structures
on M which are ωM -compatible and agree with the given IM in some neigh-
bourhood of ∂M . Denote the set of such almost complex structures by
J(M).
Take a Riemann surface with strip-like ends. In addition, choose a family
J = (Jz), z ∈ S, of almost complex structures in J(M). On the strip-like
ends the family should be translation-invariant, which means that Jǫζ(s,t) =
Jζ,t for some Jζ = (Jζ,t) depending only on t ∈ [0, 1]. The associated pseudo-
holomorphic map equation is
(2.2)


u : S −→M,
u(z) ∈ Vz for all z ∈ ∂S,
(du)0,1 = 12 (du(z) + Jz ◦ du(z) ◦ jS) = 0,
where jS is the complex structure on S. At each end ζ we have two La-
grangian submanifolds Vζ,k (k = 0, 1), which are those associated to the
points ǫζ(s, k) for any s. The natural limit condition for (2.2) is that as
s→ ±∞, u(ǫζ(s, ·)) converges to a constant xζ ∈ Vζ,0 ∩ Vζ,1.
A familiar variation on the story above, which is particularly useful when
the boundary conditions fail to intersect transversally, is to introduce a
Hamiltonian inhomogeneous term. We will consider the simplest form of
such terms. Namely, choose H ∈ C∞(M,R) which vanishes near the bound-
ary. Denote by XH its Hamiltonian vector field, and by φH the time-
one map of its flow (the time t map for general t is of course just φtH).
Additionally, choose γ ∈ Ω1(S) which is zero on the boundary (mean-
ing that γ|∂S ∈ Ω1(∂S) is zero), and which over the ends has the form
ǫ∗ζ(γ) = gζ(t) dt for some function gζ ∈ C
∞([0, 1],R). The perturbation of
(2.2) associated to (H, γ) is
(2.3) (du−XH ⊗ γ)
0,1 = 0,
where XH ⊗ γ is thought of as a section of TM ⊗TS
∗ = Hom(TS ,TM )→
S ×M , and evaluated at (z, u(z)). This time, the natural limits are of the
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form lims→±∞ u(ǫζ(s, t)) = uζ(t) for
(2.4)


uζ : [0, 1] −→M,
duζ/dt = gζ(t)XH ,
uζ(k) ∈ Vζ,k for k = 0, 1.
Clearly, such flow lines correspond bijectively to points xζ = uζ(1) ∈ φcζH(Vζ,0)∩
Vζ,1, where cζ =
∫ 1
0 gζ(t)dt .
Remark 2.1. The class of perturbations used in (2.3) is by no means the
most general one, compare [33, Chapter 2] or the treatment of pseudo-
holomorphic maps in Lefschetz fibrations later on (5.6). However, it is
particularly simple from an expository viewpoint, and sufficient for the pur-
pose at hand; the only drawback is that it requires a little more care when
discussing transversality, see Remark 2.5 below.
2.3. An A∞-algebra. Recall first that for any pair (V0, V1) of exact La-
grangian submanifolds we have a Floer cohomology group HF (V0, V1), which
in this very stripped-down framework is a single vector space over the co-
efficient field K = Z/2. It is invariant under isotopies of either V0 or V1
(within the same class of submanifolds). Moreover, for V0 = V1 = V we
have HF (V, V ) ∼= H∗(V ;K) canonically. Our interest is in the cochain
level algebraic structures underlying Floer cohomology. For the moment,
we restrict ourselves to the most elementary instance of such structures,
namely directed Fukaya A∞-algebras. This means that we consider an or-
dered collection of Lagrangian submanifolds (V1, . . . , Vm) in M , and define
an A∞-algebra A¯ whose cohomology is the direct sum of Floer cohomology
groups
(2.5) H(A¯) =
⊕
i<j
HF (Vi, Vj).
The directedness property is technically useful in excluding self-transversality
problems, which means that we can use the unperturbed equation (2.2).
More importantly, directedness has an inherent meaning in terms of Lef-
schetz fibrations, but that will only become clear later.
From now on, we assume that the Vi are in general position in the following
sense:
(2.6)
The intersections Vi ∩ Vj , i < j, are transverse, and the triple
intersections Vi ∩ Vj ∩ Vk, i < j < k, are empty.
For each i < j, let CF (Vi, Vj) be the Floer cochain group in its simplest
version, which is the vector space over K freely generated by the points of
Vi ∩ Vj. Choose a generic one-parameter family of almost complex struc-
tures J1i,j = (J
1
i,j,t)0≤t≤1 in J(M). Consider the pseudo-holomorphic strip
equation, which is the special case of (2.2) given by S = R× [0, 1], Vs,0 = Vi,
Vs,1 = Vj , and Js,t = J
1
i,j,t. Given intersection points x0, x1 ∈ Vi ∩ Vj, let
n1(x0, x1) ∈ K be the (modulo 2) number of solutions of this equation which
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are non-stationary and isolated mod translation, with limits x0 as s→ −∞
and x1 as s → +∞. The Floer differential on CF (Vi, Vj) is defined in the
standard way by
(2.7) µ1(x1) =
∑
x0
n1(x0, x1)x0,
and its cohomology is HF (Vi, Vj). In particular, if we take the direct sum
(2.8) A¯ =
⊕
i<j
CF (Vi, Vj),
then its cohomology is (2.5). Consider the semisimple ring R = Km =
Ke1 ⊕ · · · ⊕Kem, where e
2
i = ei, and eiej = 0 for i 6= j. One can view A¯ as
an R-bimodule, where ek acts on the left by projecting to the summand with
j = k, and on the right by projecting to the summand with i = k. Fukaya’s
construction turns A¯ into a (non-unital and ungraded) A∞-algebra over R.
The A∞-structure is given by a sequence of maps
(2.9) µd : A¯⊗d −→ A¯, d ≥ 1.
Here, the tensor product is taken over R, and the map itself respects the
R-bimodule structure (from now on, this will be the standing convention for
all tensor products and maps involving R-bimodules). When we unpack the
notation, the components of µd are maps
(2.10)
CF (Vid−1 , Vid)⊗ · · · ⊗ CF (Vi0 , Vi1) −→ CF (Vi0 , Vid),
µd(xd, . . . , x1) =
∑
x0
nd(x0, . . . , xd)x0
where i0 < · · · < id, x0 ∈ Vi0 ∩Vid, and xk ∈ Vik−1 ∩Vik for k > 0. For d = 1
this is the previously defined differential.
The coefficients in (2.10) for d ≥ 2 are obtained by counting pseudo-
holomorphic polygons. Concretely, we consider surfaces S which are (d +
1)-punctured discs, which means that S¯ is a closed disc, and |Σout| = 1,
|Σin| = d. Write Σ = {ζ0, . . . , ζd}, where ζ0 is the unique point of Σout, and
the other points are ordered in accordance with the boundary orientation.
Boundary conditions are V = (Vi0 , . . . , Vid), where Vi0 is associated to the
boundary component between ζ0 and ζ1, and so on. For each such surface
we choose a set of strip-like ends, as well as a family J of almost complex
structures, which over the end reduces to the previously chosen J1i0,id and
J1ik−1,ik , k ≥ 1. The last-mentioned piece of data can be more conveniently
thought of as a family of almost complex structures Jdi0,...,id parametrized
by points of the universal family Sd → Rd of (d+ 1)-pointed discs. Besides
the previously mentioned condition, there are more complicated consistency
requirements expressed in terms of the Deligne-Mumford compactification
R¯d. We refer to [33, Section 9] for the details, and assume that a generic
choice of almost complex structures, subject to these requirements, has been
made. Given (i0, . . . , id) and (x0, . . . , xd) as in (2.10), one considers the
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moduli space Md(x0, . . . , xd) of pairs (S, u), where S is a (d+ 1)-punctured
disc, equipped with the previously specified boundary conditions and almost
complex structures, and u is a solution of (2.2) with limits xi. Genericity of
the almost complex structures, even within the overall allowed class, means
that this moduli space is smooth and its zero-dimensional part is a finite
set. One defines nd(x0, . . . , xd) by counting points in that set.
Later on in this section, we carry out several more constructions of the
same kind. To free up some notation, we now introduce the convention that
all structures relating to A¯ will have that added as a subscript. Here is a
list for future reference:
CF A¯(Vi, Vj) unperturbed Floer cochain spaces, defined for i < j
µd
A¯
A∞-operations on A¯
Sd
A¯
→ Rd
A¯
moduli space of (d+ 1)-punctured discs
Jd
A¯,i0,...,id
families of almost complex structures
Md
A¯
(x0, . . . , xd) moduli spaces of pseudo-holomorphic maps
nd
A¯
(x0, . . . , xd) numbers counting points in the spaces above
Finally, we’d like to consider a minor variant. By construction, A¯ is non-
unital. The standard way of addressing this shortcoming is to adjoin strict
units, meaning to pass to A = R ⊕ A¯ with the A∞-structure extended as
follows:
(2.11)
µ1A(ei) = 0,
µ2A(ei, a) = eia, µ
2
A(a, ei) = aei,
µdA(. . . , ei, . . . ) = 0 for all d > 2.
2.4. A bimodule. Think for a moment of general (d + 1)-punctured discs
with boundary components (in their natural order) labeled by Vi0 , . . . , Vid .
By definition, the A∞-structure on A¯ involves only a subset of possible
boundary conditions, namely ones where i0 < · · · < id. We will now consider
the next step after that, which is when ik < ik+1 for all k except one. After
introducing a suitable Hamiltonian perturbation, the resulting information
can be encoded algebraically into a bimodule B over A¯, whose cohomology
is
(2.12) H(B) =
⊕
i,j
HF (Vi, Vj).
For generalities about A∞-bimodules, see for instance [37, 30].
Choose H as in Section 2.2. By making a generic choice, we can achieve
general position in the following sense:
(2.13)
φH(Vi) ∩ Vj is transverse for any i, j. Moreover, the triple inter-
sections φH(Vi)∩φH(Vj)∩Vk and Vi∩Vj ∩φH(Vk), for i < j and
arbitrary k, are empty.
LEFSCHETZ FIBRATIONS 7
This time, write CF (Vi, Vj) for the K-vector space freely generated by points
of φH(Vi) ∩ Vj. The direct sum of these groups, without any ordering con-
dition, forms the R-bimodule
(2.14) B =
⊕
i,j
CF (Vi, Vj).
Fix a cutoff function g ∈ C∞([0, 1],R) vanishing near t = 0 and t = 1,
and such that
∫ 1
0 g(t) dt = 1. Additionally, for each (i, j) in {1, . . . ,m}
choose a family J
0|1|0
i,j = (J
0|1|0
i,j,t )0≤t≤1 in J(M). Consider the perturbed
pseudo-holomorphic strip equation, which is the special case of (2.3) with
S = R× [0, 1], Vs,0 = Vi, Vs,1 = Vj , Js,t = J
0|1|0
i,j,t , and γ = g(t) dt . The limits
(2.4) over the ends correspond bijectively to points of φH(Vi) ∩ Vj . In the
standard way (2.7), we use the numbers n0|1|0(x0, x1) obtained by counting
solutions of this equation (mod translation) to define a differential on B,
denoted by µ0|1|0. Its cohomology is again Floer cohomology, explaining
(2.12).
More generally, the A¯-bimodule structure of B consists of maps
(2.15) µq|1|p : A¯⊗q ⊗B⊗ A¯⊗p −→ B, p, q ≥ 0.
To define these maps for p+q > 0, one proceeds as follows. Take a (p+q+2)-
punctured disc S, equipped with boundary conditions V = (Vi0 , . . . , Vip+q+1)
where i0 < · · · < ip and ip+1 < · · · < ip+q+1. It will be convenient for us to
think of S as a punctured strip, which means to identify
(2.16) S = (R× [0, 1]) \ {ζ1, . . . , ζp, ζp+2, . . . , ζp+q+1}
where ζ1, . . . , ζp lie on R × {0}, and ζp+2, . . . , ζp+q+1 on R × {1} (thus, ζ0
corresponds to the end s = −∞, and ζp+1 to s = +∞). Choose strip-
like ends ǫ for our surface, so that ǫ0 and ǫp+1 are (up to a translation
in s-direction) the obvious local coordinates near the respective ends of
R × [0, 1], and the other ends are disjoint from the support of the function
(s, t) 7→ g(t). Suppose that we have a family of almost complex structures
J = (Js,t) which for ±s ≪ 0 reduces to J
0|1|0
i0,ip+q+1
and J
0|1|0
ip,ip+1
, respectively,
while being given over all the other ǫk by J
1
A¯,ik,ik+1
. We then consider the
same inhomogeneous ∂¯-equation (2.3) as before, for maps u : S → M with
boundary conditions as in (2.2). Limits as s → ∓∞ correspond to points
x0 ∈ φH(Vi0)∩Vip+q+1 and xp+1 ∈ φH(Vip)∩Vip+1 , while over the other ends
they are just constant intersection points xk ∈ Vik ∩ Vik+1 .
One has to consider the universal families of Riemann surfaces S up to
isomorphism, which means dividing by translation in (2.16). Denote these
families by Sq|1|p → Rq|1|p, and choose families of almost complex structures
J
q|1|p
i0,...,ip+q+1
parametrized by their total spaces. These are related to each
other and to the previous choices made for A¯ by appropriate consistency
conditions. More precisely, one can first assume that the choices for A¯ as
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well as the J0|1|0 have been fixed. Then the consistency conditions for the
higher Jq|1|p are inductive with respect to p+q (alternatively, one could solve
the consistency conditions for both A¯ and the bimodule structure together
by common induction on the number of marked points, but that would be
less in tune with the way we are gradually building up the theory here).
Generically within the class of consistent choices, the associated moduli
spaces Mq|1|p(x0, . . . , xp+q+1) yield numbers n
q|1|p(x0, . . . , xp+q+1), which as
in (2.10) appear as coefficients of the structure maps (2.15). Figure 1 shows
the three basic ways in which the Riemann surfaces split, corresponding to
the terms in the bimodule structure formula
(2.17)∑
r,s
µq−s|1|p−r(ap+q, . . . , ap+s+1, µ
s|1|r(ap+s, . . . , ap+1, b, ap, . . . , ap−r+1),
ap−r, . . . , a1)
=
∑
i,r
µq|1|p−r+1(ap+q, . . . , ap+1, b, ap, . . . , ai+r+1,
µr
A¯
(ai+r, . . . , ai+1), ai, . . . , a1)
+
∑
j,s
µq−s+1|1|p(ap+q, . . . , µ
s
A¯
(ap+j+s, . . . , ap+j+1),
ap+j, . . . , ap+1, b, ap, . . . , a1).
We again conclude the construction by adding B to the relevant notation,
as follows:
HB Hamiltonian
gB cut-off function
CFB(Vi, Vj) HB-perturbed Floer cochain spaces,
defined for all i, j
µ
q|1|p
B
A∞-bimodule operations on B
S
q|1|p
B
→ R
q|1|p
B
moduli space of (p+ q + 2)-punctured discs
(these are isomorphic to Rp+1+q
A¯
, but
used differently)
J
q|1|p
B,i0,...,ip+q+1
families of almost complex structures
M
q|1|p
B
(x0, . . . , xp+q+1) moduli spaces of perturbed
pseudo-holomorphic maps
n
q|1|p
B
(x0, . . . , xp+q+1) numbers counting points in the spaces above
Because of the directed nature of A¯, every bimodule over it admits certain
natural submodules. We apply this idea to B, as follows. For each i take
a cocycle ui ∈ CFB(Vi, Vi) which represents the unit class 1 ∈ H
∗(Vi;K) ∼=
HF (Vi, Vi). Then,
(2.18) B+
def
=
⊕
i
Kui ⊕
⊕
i<j
CFB(Vi, Vj) ⊂ B
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ap+j+s
ai+r
ap+j+1
a1 ap
ap+1ap+q
b
ap−r ap−r+1
ap+sap+s+1
ai+1
Figure 1.
is automatically a sub-bimodule. Note that B+ is independent of the choice
of representatives ui up to quasi-isomorphism. Namely, suppose that we
have two different choices ui and u
′
i, and the resulting bimodulesB
+, (B′)+ ⊂
B. By including both choices as well as bounding cochains wi, satisfying
u′i − ui = µ
0|1|0
B
(wi), one gets another submodule of B, which contains both
B+ and (B′)+ as quasi-isomorphic submodules.
Write B− = B/B+. To the short exact sequence of bimodules
(2.19) 0→ B+ −→ B −→ B− → 0
one can associate a boundary map, which is a bimodule homomorphism
(2.20) ∆ : B− −→ B+,
unique up to homotopy. To express this in more abstract terms, take the
differential category C of all bimodules over A¯. The cohomological category
H(C), which is the homotopy category of bimodules, carries a natural tri-
angulated structure, and the homotopy class [∆] completes the maps from
(2.19) to an exact triangle.
Remark 2.2. From the definition (2.18), it is obvious that H(B+)→ H(B)
is injective, which implies that the cohomology level map H(∆), induced
by the linear term ∆0|1|0, is zero. In spite of that, the whole of ∆ still
has an effect which is visible on the cohomology level. Namely, suppose
that we choose our chain level representative so that ∆0|1|0 = 0, which is
always possible (by starting with a splitting of (2.19) which is compatible
with the differential). Then the next order terms ∆1|1|0 : A¯⊗B− → B+ and
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∆0|1|1 : B− ⊗ A¯ → B+ are chain maps, and their induced cohomology level
morphisms define a class
(2.21)
[
[∆1|1|0], [∆0|1|1]
]
∈ Ext1H(A)⊗H(A)opp(H(B
−),H(B+)).
This is independent of all choices, and describes the H(A)-bimodule H(B)
as an extension of H(B−) by H(B+). Here is an example showing the
difference (suggested by discussions with Maydanskiy). Let V1, V2 be two
simple closed curves on a surface M , intersecting transversally in exactly
two points, which are essential (can’t be removed by a Hamiltonian isotopy).
Then A is the algebra corresponding to the Kronecker quiver
(2.22) • **44 •
A simple computation shows that the Ext-group from (2.21) is K3. If the
two curves are Hamiltonian isotopic, the bimodule extension is nontrivial,
but otherwise it is trivial.
Remark 2.3. ∆ can be factored into a sequence of smaller steps. Namely,
assign to our Lagrangian submanifolds Vi real numbers oi, which are strictly
decreasing and otherwise arbitrary. Fix some c ∈ R which satisfies c 6= oj−oi
for all i, j. Consider the sub-bimodule
(2.23) Fc =
⊕
oj−oi<c
CFB(Vi, Vj) ⊂ B.
Define Bc to be the mapping cone Cone(B+ → B/Fc), where the map is
inclusion followed by projection. For c ≪ 0, we have Fc = 0 and Bc is
quasi-isomorphic to B−. For c ≫ 0, we have Fc = B and Bc = B+. In
general,
if c > 0: H(Bc) =
⊕
i<j
HF (Vi, Vj)⊕
⊕
i
H0(Vi;K)⊕
⊕
i>j
oj−oi>c
HF (Vi, Vj),
(2.24)
if c < 0: H(Bc) =
⊕
i<j
oj−oi<c
HF (Vi, Vj)⊕
⊕
i
H˜∗(Vi;K)⊕
⊕
i>j
HF (Vi, Vj).
(2.25)
There are natural projection maps Bc
−
→ Bc
+
for all c− ≤ c+, which are
compatible with composition, and which agree with ∆ up to homotopy when
±c± ≫ 0.
Remark 2.4. Even though we are working with ungraded Floer groups
throughout, it is worthwhile mentioning what would happen if one puts one-
self in a situation where Z-gradings are well-defined (or even if one just keeps
track of Z/2-gradings). It then makes sense to define B− as (B/B+)[−1],
where the upwards shift in the grading ensures that ∆ has degree zero. The
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same holds for the definition of Bc. As a consequence, in (2.24) the sum-
mands in the last term have their degrees shifted up by one. In (2.25), the
same applies to the last two terms.
2.5. A Hochschild cocycle. There are connections between A¯ and B that
go beyond the bimodule structure. This is clear on the level of Floer coho-
mology, where
(2.26) H(A) = R⊕H(A¯) = R⊕
⊕
i<j
HF (Vi, Vj) = H(B
+) ⊂ H(B).
To implement a cochain level version of this observation, we have to use an
analytic framework in which the Hamiltonian term is being gradually turned
on. In the simplest instance, our Riemann surface is the closed upper half-
plane S = R×R+, with boundary condition given by some Vj . We consider
this as a Riemann surface with one output, whose associated strip-like end
is
(2.27) ǫ(s, t) = exp(−π(s + it− i)).
Choose a family J0j of almost complex structures parametrized by this sur-
face, and which over the strip-like end reduces to J
0|1|0
B,j,j . Take H = HB to be
the same Hamiltonian as before, except that we now make one more minor
assumption:
(2.28) No critical point of H lies on any Vj.
Additionally choose γ ∈ Ω1(S) which vanishes near the boundary, and whose
pullback by the strip-like end is gB(t) dt . By counting solutions of the result-
ing equation (2.3), one gets numbers n0(x0) ∈ K for each x0 ∈ φH(Vj) ∩ Vj,
which together form a distinguished cocycle Φ¯0 ∈ CFB(Vj , Vj) representing
1 ∈ H∗(Vj ;K) ∼= HF (Vj , Vj) (this is obvious if the isomorphism between
Floer cohomology and classical cohomology is constructed as a Piunikhin-
Salamon-Schwarz type map; see [26] for the original Hamiltonian version,
and [3, 7] for the Lagrangian counterpart relevant here).
Remark 2.5. At this point, it is maybe appropriate to discuss some transver-
sality issues which have only been mentioned implicitly so far. Using families
of almost complex structures to achieve transversality, as we are doing, has
one potential failure point. Namely, maps which satisfy
(2.29) du = XH ⊗ γ
remain solutions of (2.3) for any choice of almost complex structure, hence
cannot be perturbed away. If γ is not closed, any u as in (2.29) is necessarily
a constant map taking value at a stationary point of XH . In the construction
of Φ¯0, this was precisely avoided by imposing (2.28) (and the same will
apply to the generalizations below). For closed γ, solutions of (2.29) are
less constrained, but still must lie on a single orbit of XH . In the definition
of A¯ where H = 0, these would occur whenever several of the Vi intersect,
but that was ruled out by (2.6); except of course for the case d = 1, where
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they are not part of the moduli space, since they violate the stability (finite
automorphisms) condition. In the definition of B, the same role is played
by (2.13).
To be more technically accurate, those conditions imply that (2.29) must
be violated at some point of S which lies outside the strip-like ends. Locally
near such a point, the choice of family of almost complex structures (Jz) is
essentially unconstrained, and that is sufficient to make standard transver-
sality arguments go through. The exception to this is the definition of the
differentials, where the translation-invariance requires additional arguments,
whose structure we recall briefly. Following [14, 24] (see also the discussion
in Section 7.4 below), the main step is to establish a version of “somewhere
injectivity”, meaning that for any non-stationary solution u : R×[0, 1]→M ,
there is a point (s0, t0) where ∂su is nonzero and u(s0, t0) /∈ u(R \ {s0}, t0).
Additionally, one can require that u(s0, t0) is also distinct from uζ(t0) for
both limits ζ. Roughly speaking, this means that a perturbation of the fam-
ily of almost complex structures, near the parameter value t0 and the point
u(s0, t0), affects the Cauchy-Riemann equation only locally near (s0, t0).
Before continuing, we need to recall some algebraic notions. For any
A¯-bimodule P, the Hochschild complex of A¯ with coefficients in P is
(2.30) CC (A¯,P) =
∏
d≥0
homR⊗R(A¯
⊗d,P).
The hom ’s are maps of R-bimodules; in particular, the d = 0 term is
homR⊗R(R,P) =
⊕
k ekPek. The Hochschild differential is
(2.31)
(δΦ¯)d(ad, . . . , a1)
=
∑
i,j
µ
d−i−j|1|i
P
(ad, . . . , ai+j+1, Φ¯
j(ai+j, . . . , ai+1), ai, . . . , a1)
+
∑
i,j
Φ¯d−j+1(ad, . . . , ai+j+1, µ
j
A¯
(ai+j , . . . , ai+1), ai, . . . , a1).
It is a basic fact that Hochschild cohomology has an alternative interpreta-
tion in terms of bimodule homomorphisms. Namely, let C be the differential
category of bimodules over A¯. In particular, this contains the diagonal bi-
module A = A¯⊕R (the name comes from the fact that C can also be thought
of as the category of strictly unital A-bimodules). Then, there is a canonical
chain map
(2.32) X : CC (A¯,P) −→ homC(A,P).
Explicitly, Φ = X(Φ¯) is given by
(2.33) Φq|1|p(ap+q+1, . . . , a1) =∑
i+j<p+1
µ
p+q−i−j+2|1|i
P
(ap+q+1, . . . , ap+1, . . . , Φ¯
j(ai+j , . . . , ai+1), ai, . . . , a1).
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The restriction on the indices means that the element ap+1 ∈ A always
appears to the left of Φ¯; and to plug that into µP, we are implicitly using
its extension to a strictly unital A-bimodule. In the simplest case,
(2.34) Φ0|1|0(a) = µ
1|1|0
P
(a, Φ¯0).
Remark 2.6. Concerning the asymmetry in (2.33): the alternative formula
with ap+1 appearing on the right of Φ¯ also leads to a chain map, which turns
out to be chain homotopic to (2.32).
Lemma 2.1. (2.32) is a quasi-isomorphism.
Proof. This is again a well-known fact, so we only sketch the argument. One
can filter both sides of (2.32) by length, meaning the number of inputs. De-
noting these (complete decreasing) filtrations by F l, one hasX(F lCC (A¯,B)) ⊂
F l+1homC(A,B). Consider the induced maps between spectral sequences.
At the E2 level one gets two versions of the classical Hochschild cohomology
of H(A) with coefficients in H(B) based of different projective resolutions
of H(A), of the form H(A) ⊗ T (H(A¯)) ⊗ H(A) and H(A) ⊗ T (H(A¯)) ⊗
H(A)⊗ T (H(A¯))⊗H(A), respectively. 
We will use geometry to define a distinguished cocycle Φ¯ ∈ CC (A¯,B+).
Here, the choice made in defining B+ ⊂ B as in (2.18) is to take ui = Φ¯
0,
which is also the leading order term of our Hochschild cocycle. Take a surface
S which is a (d+1)-punctured disc, d ≥ 0, with an additional interior marked
point. There is a unique identification
(2.35) S = (R× R+) \ {ζ1, . . . , ζd}
where ζ1 < · · · < ζd are in R, and the additional marked point becomes
i = (0, 1) ∈ R×R+. Equip this surface with boundary conditions Vi0 , . . . , Vid
for some i0 < · · · < id, as well as with a family of almost complex structures
which reduces to J
0|1|0
B,i0,id
on the end |z| ≫ 0, and to J1
A¯,ik,ik+1
near the other
ζk. Using the same one-form γ as before, one then has all the necessary
ingredients for (2.3). As usual, we actually have to consider the universal
family Sd → Rd of surfaces (of (d + 1)-marked discs with an additional
interior marked point), and choose almost complex structures Jdi0,...,id on the
total space of that family. Counting points in the resulting moduli spaces
Md(x0, . . . , xd) (where x0 ∈ φH(Vi0) ∩ Vid , and xk ∈ Vik−1 ∩ Vik for k > 0)
yields numbers nd(x0, . . . , xd), which assemble into the desired Φ¯
d. Figure
2 shows the degenerations responsible for the two terms in the equation
δΦ¯ = 0.
Remark 2.7. To clarify, the moduli spaces Rd have two equivalent descrip-
tions, both of which have advantages. One is as configuration spaces of
ordered d-tuples of points (ζ1, . . . , ζd) on the real line, as in (2.35) (and R
0
is a point). In that case one does not divide by any symmetries, which is
convenient when one thinks of equipping (R×R+)\{ζ1, . . . , ζd} with an inho-
mogeneous term. From this point of view, the correct compactification R¯d is
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ai+j
ai+1
a1
ad
ai+1
ai+j
Figure 2.
constructed by starting with [15] and then adding more boundary strata which
account for the possibility of some marked points going to ±∞. The second
way to describe Rd is as moduli space of (d+1)-pointed discs with one interior
marked point z, divided by the group of automorphisms Aut(S¯) ∼= PSL(2,R).
The advantage of this viewpoint is that the construction of R¯d is standard,
being a special case of the (real) Deligne-Mumford compactification. The
transition between the two points of view, as already explained above, occurs
by using z and the point ζ0 ∈ ∂S¯ to specify an identification between S¯ and
a fixed closed disc, hence between S \ {ζ0} and the upper half plane.
As usual, we retrospectively adjust the notation:
γΦ¯ one-form on the upper half plane
Sd
Φ¯
→ Rd
Φ¯
moduli space of d+ 1-punctured discs
with an additional interior marked point
Jd
Φ¯,i0,...,ip+q+1
family of almost complex structures
Md
Φ¯
(x0, . . . , xd) moduli spaces of pseudo-holomorphic maps
nd
Φ¯
(x0, . . . , xd) numbers counting points in the spaces above
From (2.34) one sees that the resulting bimodule homomorphism Φ =
X(Φ¯) implements the isomorphism (2.26), which shows that:
Proposition 2.1. Φ : A→ B+ is an A¯-bimodule quasi-isomorphism.
3. Poincare´ duality
3.1. The dual diagonal bimodule. The material in this section, while a
natural continuation of the previous discussion, is not as important for the
main results of the paper, and we’ll therefore cover it in less detail. Assume
that the Vi are K-homology spheres (see Remark 3.1 for further discussion
of this assumption). Then, by Poincare´ duality in Floer cohomology, H(B−)
is canonically dual to H(B+) ∼= H(A).
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To formulate the corresponding chain level results, we need a little more
algebraic generalities. Given any finite-dimensional A¯-bimodule P, consider
the dual vector space P∨ = homK(P,K) with the induced A¯-bimodule struc-
ture. This can be used as coefficient bimodule for the Hochschild complex,
which turns into
(3.1) CC (A¯,P∨) =
∏
d
homR⊗R(A¯
⊗d ⊗ P, R).
The cohomology of this is better known as the dual of Hochschild homology.
Let A∨ be the dual diagonal bimodule. Then there is a canonical quasi-
isomorphism
(3.2) Y : CC (A¯,P∨) −→ homC(P,A
∨).
In terms of the right hand side of (3.1) (whose components are written as
Ψ¯d|1 for d ≥ 1), Ψ = Y (Ψ¯) is given by
(3.3) 〈Ψq|1|p(ap+q+1, . . . , b, . . . , a1), a
′〉 =
∑
i,j
Ψ¯i|1
(
ap+j+i, . . . , ap+j+1,
µ
j|1|p−i
P
(ap+j, . . . , ap+1, b, ap, . . . , a1, a
′, ap+q+1, . . . , ap+j+i+1)
)
.
Now return to the specific bimodule B from (2.14). In parallel with our
previous discussion, geometry yields a distinguished cocycle Ψ¯ ∈ CC (A¯,B∨).
This uses the same Riemann surfaces as in (2.35), but where the end |z| → ∞
is now considered as an input. The leading order term Ψ¯0 : CFB(Vj , Vj)→ K
is a cochain level realization of the integration map HF (Vj , Vj) ∼= H
∗(Vj ;K)→
K. If we restrict Ψ¯ to the sub-bimodule B+, then (because of directedness
and the R-bimodule structure) its only possible nonvanishing term is
(3.4) Ψ¯0|B+ :
⊕
j
ejB
+ej =
⊕
j
Ruj −→ K.
By construction uj represents the identity in HF (Vj , Vj), hence its image
under Ψ¯0 must be zero by the previous observation. This implies that Ψ¯
actually lies in the subspace CC (A¯, (B−)∨). Moreover, just by looking at Ψ¯0,
it follows that Ψ = Y (Ψ¯) implements the isomorphism H(B−) ∼= H(A)∨.
Hence:
Proposition 3.1. Ψ : B− → A∨ is an A¯-bimodule quasi-isomorphism.
Hence, using Ψ and Φ, we can rewrite the short exact sequence (2.19) as
an exact triangle in H(C) of the form
(3.5) A // B // A∨gg
which in particular means that its boundary map (2.20) turns into an ele-
ment
(3.6) [Φ−1 ◦∆ ◦Ψ−1] ∈ H(homC(A
∨,A)),
where Φ−1, Ψ−1 are quasi-inverses (unique up to homotopy).
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Remark 3.1. It is instructive to think of what the appropriate generalization
for Lagrangian submanifolds (V1, . . . , Vm) with different topology might be.
On the level of chain complexes, we leave B as before (2.14). However, our
original definition of A is clearly not appropriate any more, since it is no
longer “half of B”. Instead, suppose that for each i we are given an abstract
(n + 1)-dimensional compact manifold Li with ∂Li = Vi. Choose Morse
functions hVi on Vi and hLi on Li, in such a way that there is a surjective
map of the associated Morse complexes
(3.7) C∗(hLi) −→ C
∗(hVi)
realizing the restriction map on cohomology (this can be achieved by taking
hLi(r, y) = ψi(r)+hVi(y) in a collar neighbourhood (r, y) ∈ (−ǫ, 0]×Vi ⊂ Li,
where the radial component ψi has a single local minimum). Now choose
additional machinery (families of Morse functions parametrized by metrized
ribbon graphs) which makes both Morse complexes into A∞-algebras, and
such that (3.7) is an A∞-homomorphism. We then re-define
(3.8) A =
⊕
i
C∗(hLi)⊕ A¯
and equip that with the structure of a cohomologically unital A∞-algebra
(built from the A∞-structures of each summand, together with the map (3.7)
and auxiliary moduli spaces mixing Morse flow trees and holomorphic discs).
Similarly, B can be made into a cohomologically unital A-bimodule. This
comes with an A-bimodule homomorphism Φ : A → B whose cohomology
level effect is the direct sum of the identity maps on HF (Vi, Vj), i < j,
and the restriction maps H∗(Li;K) → H
∗(Vi;K). The cohomology of its
mapping cone is
(3.9)
⊕
i
H∗(Li, Vi;K)⊕
⊕
i>j
HF (Vi, Vj),
which is dual to H(A). It is therefore reasonable to expect a generalization
of the picture from (3.5). However, setting up the relevant argument re-
quires additional work, which we have not carried out. Such generalizations
may be useful in the context of Landau-Ginzburg models with non-isolated
singularities (this was pointed out to the author by Abouzaid and Auroux).
We’ll underline two points about this generalization. First, even though
we are initially considering n-dimensional manifolds Vi, (n+1)-dimensional
bounding manifolds Li play a natural role. Secondly, if we review our origi-
nal construction from this viewpoint, it appears to be based on a technically
convenient but potentially misleading shortcut, which was to assume that the
Li are K-homology balls, and then to interpret A as the result of the purely
algebraic process of adding units to A¯. No such strategy can work in general,
since (3.8) contains additional information not available in A¯.
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3.2. Full Fukaya categories. There is an alternative approach, which will
play no further role in this paper, but deserves to be mentioned because it
leads to slightly stronger results, and also relates to material that appears
elsewhere in the literature.
Fix (V1, . . . , Vm) as before. The associated Fukaya A∞-structure, in the
non-directed sense of the word, is an A∞-algebra B over R with H(B) =⊕
i,j HF (Vi, Vj). Several definitions are available, which are all equivalent up
to quasi-isomorphism. For instance, [33] uses perturbations of the Cauchy-
Riemann equation similar to (2.3), but where now a different Hamiltonian
Hij is chosen for each pair (Vi, Vj), and correspondingly the inhomogeneous
terms vary over the punctured discs in a more complicated way. Other
approaches use singular cochains [18], or Morse-Bott techniques similar to
the one mentioned in Remark 3.1 [25, 10, 8, 7, 19, 31, 36]. In each of these
approaches, one can ensure (based on our exactness assumption) that the
unit in ejBej is represented by a generator uj satisfying
(3.10) µdB(uj , . . . , uj) =
{
uj d = 2,
0 otherwise.
As a consequence, A =
⊕
j Ruj ⊕
⊕
i<j ejBei is an A∞-subalgebra.
Remark 3.2. This A is quasi-isomorphic to the A∞-algebra obtained by
starting from A¯ =
⊕
i<j ejBei and adjoining strict units as in (2.11). The
proof works as follows. First (for purely algebraic reasons) one can find a
strictly unital A′ and a quasi-isomorphism
(3.11) A −→ A′.
Restrict that to A¯ → A′, and then extend it uniquely to a strictly unital
A∞-homomorphism R⊕ A¯→ A
′, which is necessarily a quasi-isomorphism.
Finally, compose that with the inverse of (3.11).
We then have a short exact sequence of A-bimodules
(3.12) 0 −→ A −→ B −→ B/A −→ 0.
Take ∆ to be the associated boundary map. The A∞-algebra (rather than
bimodule) structure on B yields additional information about ∆. Namely,
it is ambidextrous, which means that the following diagram of A-bimodules
commutes up to homotopy [30, Lemma 3.2]:
(3.13) (B/A)⊗A (B/A)
id⊗∆
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
∆⊗id
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
(B/A) ⊗A A
≃
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
A⊗A (B/A)
≃
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
B/A.
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One can prove that, with the definitions just given, B/A is quasi-isomorphic
to A∨ (see [35, Proposition 5.1] for an outline of the argument), so that the
boundary map takes on the same form as in (3.6). Indeed, one can prove
that the two constructions yield the same result up to chain homotopy.
3.3. Boundary A∞-algebras. There is yet another and more ambitious
approach, which builds Poincare´ duality into the chain level structure it-
self. At least in the form explained here, this only applies over a coefficient
field with char(K) = 0, which in turn requires at least Z/2-gradings; and
to simplify one technical point later on, we will actually use Z-gradings.
This unfortunately means that the conventions here differ a bit from those
elsewhere in the paper.
Following the indication in Remark 3.1, we take the cohomology of man-
ifolds with boundary as a guide. Define an (n + 1)-dimensional algebra
with boundary to be a finite-dimensional graded unital associative algebra
A, together with a distinguished element
(3.14) D =
∑
j
D2,j ⊗D1,j ∈ A⊗A
of degree n + 1, satisfying the following two conditions. First, it should be
graded symmetric up to a factor of (−1)n+1, so
(3.15)
∑
j
(−1)deg(D
j,2)deg(Dj,1)Dj,1 ⊗Dj,2 = (−1)n+1
∑
j
Dj,2 ⊗Dj,1.
Secondly, for all a ∈ A we want to have
(3.16)∑
j
aDj,2 ⊗Dj,1 = (−1)(n+1)deg(a)
∑
j
Dj,2 ⊗Dj,1a,
∑
j
(−1)deg(a)deg(D
j,2)Dj,2a⊗Dj,1 =
∑
j
(−1)deg(a)deg(D
j,2)Dj,2 ⊗ aDj,1
(in view of (3.15), each of the two parts of (3.16) implies the other). One
interpretation of (3.16) is that the two ways of combining the product and
D to obtain a coproduct coincide.
As for any finite-dimensional algebra, A ⊕ A∨[−n] (the bracket means
shifting the grading up by n) is canonically an n-dimensional Frobenius
algebra. The product is obtained from the bimodule structure of A∨ (what’s
known as a trivial extension algebra). The Frobenius map
∫
: A⊕A∨[−n]→
K is (a, a∨) 7→ a∨(e), where e is the unit. The element D gives rise to a
compatible differential, namely
(3.17) d(a, a∨) =
(
(−1)(n+1)deg(a
∨)
∑
j
a∨(Dj,2)Dj,1, 0
)
.
We call the resulting Frobenius dga (A ⊕ A∨[−n], d,
∫
) the boundary of A,
and denote it by ∂A.
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Example 3.1. Take A = H∗(L;K), where L is an (n + 1)-dimensional
compact oriented manifold with boundary. We can make this into an algebra
with boundary, by taking D to be the Poincare´ dual of the diagonal (or
equivalently, the dual of the intersection pairing on homology). From the
long exact sequence
(3.18) · · · → Hn+1−∗(L;K)∨ −→ H∗(L;K) −→ H∗(∂L;K)→ · · ·
we see that H(∂A) = H∗(∂L;K) reproduces the cohomology of the boundary
as a graded vector space. However, the example L = [−1, 1] shows that the
induced product structure on H(∂A) is not necessarily the correct one. This
should be blamed on working on the cohomological level, and ignoring higher
order operations.
The subspace A ⊂ ∂A is a dg subalgebra (with vanishing differential), as
well as an isotropic subspace for the pairing induced by
∫
. When including
higher order operations into our framework, we reverse directions and take
that observation as the starting point:
Definition 3.1. Take a finite-dimensional graded vector space A, together
with the structure of an A∞-algebra on A⊕A
∨[−n], cyclic with respect to the
standard pairing. Assume that A ⊂ A⊕A∨[−n] itself is an A∞-subalgebra,
and that H(A) contains an element which is a unit for the entire algebra
H(A ⊕ A∨[−n]). We then call A an (n + 1)-dimensional A∞-algebra with
boundary, and ∂A = A⊕A∨[−n] its boundary.
In terms of noncommutative geometry [20, Section 10], the data describe
a noncommutative formal symplectic vector space, equipped with a cyclic
function S (with a critical point at the origin) satisfying {S, S} = 0, as well
as a Lagrangian subspace on which S vanishes identically (this follows a gen-
eral philosophical guideline of having a symplectic vector space associated to
a manifold, and a Lagrangian subspace to a filling of that manifold; compare
for instance [28]). On a more pedestrian level, one can give a description of
the structure in terms of operations on A itself. Namely, take any cyclically
ordered finite set I, partitioned into subsets Iin, Iout, and subject to the
conditions that
(3.19) Iout 6= ∅, |Iin|+ 2|Iout| ≥ 3.
For each such I we then have a multilinear map
(3.20) µI : A⊗Iin −→ A⊗Iout [2 + (n− 1)(|Iout| − 1)− |Iin|].
Up to appropriate sign, these operations are preserved under isomorphism
of cyclically ordered sets I, and moreover they satisfy quadratic relations,
which for |Iout| = 1 reduce to the ordinary A∞-relations. Let’s look at the
first level beyond that. The operations with |Iout| = 2 give rise to an A-
bimodule homomorphism ∆ : A∨ → A of degree n+ 1. On the cohomology
A = H(A), we have a product as well as a class D ∈ (A⊗A)n+1 (the latter
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inherited from the operation with |Iin| = 0, |Iout| = 2), and this makes A
into an algebra with boundary in the sense introduced previously.
To apply this to Floer theory, we assume that our symplectic manifoldM
comes with a trivialization of its canonical bundle, and that the homology
spheres Vi are Spin and have zero Maslov index, hence can be equipped
with gradings. Take the coefficient field K = R. Techniques from [17]
(see also [20, Section 10] for the general algebraic framework) allow us to
define a cyclic (and graded) A∞-algebra over R = K
m whose cohomology
is
⊕
i,j HF (Vi, Vj). In fact, we can assume that this algebra is minimal,
meaning that the differential vanishes. Denote it by B, and let R ⊂ B be
the subspace generated by the identity elements in each eiBei ∼= HF (Vi, Vi).
Because of the grading, we can use the same trick as in (3.10) to show that
(3.21) A = R⊕
⊕
i<j
HF (Vi, Vj) ⊂ B
is an A∞-subalgebra. Moreover, it is a maximal isotropic subspace, with
respect to the pairing which is part of the cyclic A∞-structure of B. One
can use the pairing to identify B = A⊕A∨[−n] as vector spaces. Hence, A
is an A∞-algebra with boundary, of dimension n+ 1.
4. Geometry of the base
This section introduces a toy model for our main theory, where the target
space is the complex plane (this will later be thought of as the base of
a Lefschetz fibration). We use the simplified situation to introduce basic
features as well as some useful technical tricks.
4.1. Geometric data. Take the complex plane C = R2, with coordinates
w = p+ iq. We equip it with its standard complex structure and symplectic
form ωC =
i
2dw ∧ dw¯ = dp ∧ dq . We will occasionally use a primitive θC of
this form (the specific choice of primitive is irrelevant).
Informally speaking, we consider C as having a base point at infinity in
positive real direction. In connection with this, subsets bounded by vertical
lines will play a prominent role. For any a < b in R, define
(4.1)
Ua,b = {w = p+ iq ∈ C : a ≤ p ≤ b},
Wa = {w = p+ iq ∈ C : a ≤ p}.
Definition 4.1. A vanishing path l ⊂ C is a properly embedded semi-infinite
path l ∼= R+, with endpoint on C \W−2, such that l ∩W−2 is the graph of a
function q(p), which is constant for p ≥ 1. The constant o = q(p), p ≥ 1, is
called the ordinate of l.
A simply intersecting basis of vanishing paths is an ordered collection
(l1, . . . , lm) with the following properties. First of all, the li do not intersect
each other in C \W−2. Write li ∩W−2 = {q = qi(p)}. Then, the remaining
conditions say that for any i < j, the difference qi(p)−qj(p) is nondecreasing
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for all p ≥ −2, is negative at p = 0 and positive at p = 1, and has positive
derivative for p ∈ (0, 1).
This of course implies that the ordinates oi of paths li in a simply inter-
secting basis are strictly decreasing. Moreover, any two different such paths
li and lj intersect exactly once, and that intersection point is transverse and
lies in the interior of U0,1.
Definition 4.2. Fix c ∈ R. A c-displacement function is an h ∈ C∞(C,R)
with the following properties. h depends only on p = re(w). Moreover,
h(p) = 0 for p ≤ −1, whereas h′(p) = c is constant for p ≥ 2.
We denote by Xh = h
′(p) ∂q the associated Hamiltonian vector field, and
by φh(p+ iq) = p+ iq+ ih
′(p) its time-one map. Take vanishing paths l0, l1,
with ordinates o0, o1. If we choose c ∈ R satisfying
(4.2) c 6= o1 − o0,
then φh(l0) ∩ l1 is compact. Different signs of c− o1 + o0 correspond to the
two possible ways of dealing with the intersection at infinity between our
paths. Figure 3 summarizes some of the conditions from Definitions 4.1 and
4.2 (plus one more notion that will be introduced a little later; also, note
that for space reasons the figure is rotated by π/2).
Our next task is to define the appropriate class of Riemann surfaces.
The difference, with respect to the standard setup in Section 2, is that the
one-forms γ now take on a more fundamental role.
Definition 4.3. A worldsheet (S, γ, l) is a triple of the following form.
S = S¯ \ Σ is a Riemann surface as in Definition 2.2. γ ∈ Ω1(S) is a real
one-form with γ|∂S = 0 ∈ Ω1(∂S). Moreover, it should satisfy
(4.3) dγ ≤ 0,
where the sign is with respect to the complex orientation of S, and dγ = 0
outside a compact subset. Consider a puncture ζ ∈ Σ. For concreteness,
take a local holomorphic coordinate in which S¯ is the upper half plane and
ζ the origin. Because of the previous assumptions,
(4.4) resζ(γ)
def
=
∫
|z|=ǫ γ
is independent of the choice of ǫ, provided that is sufficiently small, and of
the local coordinate. The boundary conditions l = (lz) are a locally constant
family of vanishing paths parametrized by points z ∈ ∂S. In local coordinates
around some ζ as before, we have two vanishing paths associated to points
on the positive and negative real half-axes. Denoting their ordinates by oζ,±,
we additionally require that
(4.5) oζ,+ − oζ,− + resζ(γ) 6= 0.
Remark 4.1. A consequence of the condition (4.3) is that punctures are
divided into two classes depending on the sign of the left-hand side of (4.5).
For instance, if S is the upper half plane with one end, then necessarily
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Xh
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inhomogeneous
term Xk is zero
intersection points of paths
in a simply intersecting basis
vanishing paths are
horizontal
Xk = γ ⊗ ∂q
Figure 3.
resζ(γ) > 0. Similar asymmetries appear in other theories with non-compact
target spaces, such as wrapped Floer cohomology [1] or string topology.
As in our previous discussion of Fukaya A∞-structures, the definition
above is the conceptually correct one, but it is technically convenient to add
strip-like ends, and to restrict the behaviour of γ over those ends. Namely,
we want
(4.6) ǫ∗ζγ = gζ(t)dt ,
where gζ is some function. Denote by lζ,k the vanishing paths associated
to boundary points ǫζ(·, k), and by oζ,k their ordinates. In view of (4.4),
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0 gζ(t)dt = ±resζ(γ), where the sign is − for ζ ∈ Σin, and + for ζ ∈ Σout.
We write cζ for this integral. Then, (4.5) reduces to saying that (4.2) holds
for every ζ:
(4.7) cζ 6= oζ,1 − oζ,0.
We call (S, γ, l, ǫ) with these properties a worldsheet with strip-like ends.
4.2. The perturbed Cauchy-Riemann equation. Let (S, γ, l, ǫ) be a
worldsheet with strip-like ends. Given a 1-displacement function h, one can
consider the analogue of (2.3), where the target space C carries the standard
complex structure:
(4.8)


v : S −→ C,
v(z) ∈ lz for all z ∈ ∂S,
∂¯v = (Xh ⊗ γ)
0,1.
Occasionally, we will need perturbations in a slightly more general class.
Let k be a section of the pullback bundle T ∗S = Hom(TS,R) → S × C.
One can associate to it a section Xk of HomR(TS,C)→ S × C, so that for
each σ ∈ TS, Xk(σ) is the Hamiltonian vector field of the function k(σ) on
C. For v with boundary conditions as in (4.8), one can then consider the
equation
(4.9) ∂¯v = X0,1k .
To preserve important features of the simpler case k = hγ, we need to impose
a number of conditions:
Definition 4.4. An inhomogeneous term is a k such that for each σ ∈ TS,
k(σ) is a γ(σ)-displacement function. There are also restrictions on the
behaviour of k on the boundary and strip-like ends of S. Namely, for any
z ∈ ∂S and any vector σ tangent to ∂S at that point, the restriction of k(σ)
to lz should vanish. Finally, over each strip-like end, we ask that ǫ
∗
ζk =
kζ(t, w) dt for some kζ ∈ C
∞([0, 1]×C,R) (each kζ(t, ·) is then automatically
a gζ(t)-displacement function).
Since any displacement function depends only on p, one can alternatively
write (4.9) as follows. Consider κ = dk/dp, which is again a section of
T ∗S → S × C, depending only on the real part of the C variable. Then
(4.10) X0,1k = (iκ)
0,1 = 12(iκ− ∗κ)
where ∗ is the Hodge operator on Ω1(S) (which is composition with jS ,
hence conformally invariant), and κ is evaluated at point (z, v(z)). The
special case (4.8) then corresponds to taking κ = (dh/dp)γ. The point of
view given by (4.10) is maybe more elementary, but also more remote from
standard Floer-theoretic considerations, and we’ll therefore usually avoid it.
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In parallel with the discussion in (2.4), the natural asymptotic condition
for solutions of (4.9) is lims→±∞ v(ǫζ(s, t)) = vζ(t) for
(4.11)


vζ : [0, 1] −→ C,
dvζ/dt = Xkζ (t),
vζ(k) ∈ lζ,k for k = 0, 1.
Generalizing our previous notation slightly, let φkζ be the time-one map of
the Hamiltonian isotopy associated to the non-autonomous Hamiltonian kζ .
Then solutions vζ of (4.11) correspond bijectively to points wζ = vζ(1) ∈
φkζ(lζ,0) ∩ lζ,1. Since Xkζ = gζ(t)∂q on W2, the situation on that subset is
as in our original discussion of (4.2), meaning that there are no intersection
points. This, together with the boundedness of Xkζ and the given nature of
the vanishing paths, implies that all the vζ lie in a compact subset.
Remark 4.2. The reader may have noticed that in our discussion of Floer
cohomology in the fibre, we have limited ourselves to inhomogeneous terms
of a relatively simple form (2.3), while here (and more importantly, in the
subsequent discussion in Section 5.2) we allow more general terms (4.9),
(5.6). In part, this is due to the difference in expository context. In the case
of Floer cohomology for compact exact Lagrangian submanifolds, we were
building on an existing body of literature (for instance, it was clear that Floer
cohomology groups are independent of the choice of Hamiltonian perturba-
tion), while here we are building a variation on that theory from scratch,
hence have to leave enough freedom to accommodate such arguments, see
for instance (6.3). Of course, the added flexibility also makes transversality
arguments easier. However, the decisive reason is that we will ultimately
end up using the more general form of inhomogeneous terms in the proof of
the main result (see Remark 6.3 and Section 7.3).
4.3. A priori bounds. Fix a worldsheet with strip-like ends, as well as an
inhomogeneous term k, and consider solutions v of (4.9). From now on, it
is implicitly assumed that all such solutions have limits (4.11).
Lemma 4.1. Take a constant R > 0, such that the part of all vanishing
paths lz lying in C \W−1 is contained in the disc of radius R around the
origin. Then, if for any point z we have re(v(z)) < −1, then also |v(z)| ≤ R.
Proof. Since the boundary of v lies on the vanishing paths lz, and all its
limits vζ either lie in the interior of W−1 or else are intersection points of lz,
the degree of v is a locally constant function on C\ (W−1 ∪
⋃
z lz). Since the
image of v is bounded, that function must necessarily vanish at all points
w ∈ C \ W−1 such that |w| > R. But v is holomorphic on the subset
v−1(C \W−1), hence the vanishing degree means that v
−1(w) = ∅. 
Lemma 4.2. For any v, we have re(v) ≤ 2 everywhere.
Proof. We’ve already seen that the limits lie in the region re(v) < 2. Suppose
that re(v(z)) > 2 at some point z ∈ S. Choose holomorphic local coordinates
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z = s+it near that point. Then, (4.9) reduces to ∂tv−i∂sv = γ(∂s)+iγ(∂t),
which in turn implies the Laplace equation
(4.12) ∆re(v) = −dγ(∂s, ∂t) ≥ 0.
If z additionally happens to be a boundary point of S, and the local coor-
dinates around it are chosen so that ∂S = {t = 0}, we have
(4.13) ∂tre(v) = −∂sim(v) + γ(∂s) = 0,
because ∂sv is tangent to lz where that path is horizontal, and γ vanishes in
directions tangent to the boundary. Applying the maximum principle (with
Neumann boundary conditions) leads to a contradiction. 
There are two versions of energy for a solution of (4.9), the geometric and
topological energies
Egeom(v) =
∫
S
1
2 |dv −Xk|
2,(4.14)
Etop(v) =
∫
S
v∗ωC − d(v
∗k).(4.15)
In the second line, we are thinking of k as a one-form on S × C, and pull
that back by the graph of v. The relation between the two energies is that
(4.16) Egeom(v) = Etop(v) +
∫
S
v∗R.
The curvature R is a section of Λ2(T ∗S) → S × C, obtained by taking the
exterior derivative of k in S-direction. As before, we pull it back by the
graph of v to get the integrand in (4.16). In the simpler situation of (4.8)
these expressions reduce to
Egeom(v) =
∫
S
1
2 |dv −Xh ⊗ γ|
2 =
∫
S
v∗ωC − d(v
∗h) ∧ γ,(4.17)
Etop(v) =
∫
S
v∗ωC − d(v
∗h · γ),(4.18)
R = hdγ.(4.19)
It follows from Definition 4.4 that the curvature is bounded on S×C \W2,
and vanishes on the strip-like ends. We therefore get an inequality
(4.20) Egeom(v) ≤ Etop(v) + C
for some constant C which is independent of the particular v. On the other
hand, the topological energy can be explicitly determined by integrating
out. On each vanishing path lz which occurs as boundary condition, choose
a function fz (locally constant in z) such that dfz = θC|lz. If wζ is the point
corresponding to a flow line vζ as in (4.11), define its action to be
(4.21) A(wζ) =
( ∫
[0,1]
−v∗ζθC + kζ(t, vζ(t))dt
)
+ fζ,1(vζ(1)) − fζ,0(vζ(0)),
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where fζ,t are the functions associated to lζ,t. Then
(4.22) Etop(v) =
∑
ζ∈Σout
A(wζ)−
∑
ζ∈Σin
A(wζ).
By comparing this with (4.20), and using the compactness of the set of
possible limits, one sees that there is a uniform bound on Egeom(v) for all
v. Given that, we will use a baby version of Gromov compactness to prove
the following:
Proposition 4.1. For a given (S, γ, l, ǫ) and k, all solutions v of (4.9)
remain within a bounded subset of C.
Proof. From Lemmas 4.1 and 4.2, we know a priori that any v remains in
the region
(4.23) U−1,2 ∪ {|w| ≤ R and p = re(w) ≤ −1} ⊂ C
for a suitable constant R. Suppose that we have a sequence of solutions vj
such that ‖vj‖∞, hence also ‖im(vj)‖∞, goes to infinity. Then, the point
where |im(vj)| achieves its maximum must be increasingly far away from the
boundary conditions. On the other hand, on S itself every point is within
a bounded distance of the boundary, with respect to any metric which is
standard on the strip-like ends. By comparing these two facts, one sees that
‖dvj‖∞ necessarily goes to infinity as well.
Take the points zj where |dvj | reaches its maximum, for j ≫ 0. If vj(zj)
has a bounded subsequence, we can apply the standard rescaling argument to
obtain a limit which is either a non-constant holomorphic sphere CP 1 → C,
or else a non-constant holomorphic disc (D, ∂D)→ (C, lz) for some z ∈ ∂S,
which is a contradiction.
Now consider the other situation, where |im(vj(zj))| goes to infinity. If
zj itself is convergent (possibly after passing to a subsequence), we work in
local holomorphic coordinates near its limit point on S. In the other case,
(possibly after passing to a subsequence) we can assume that all zj lie inside
the strip-like ends, and can use the standard coordinates on those ends. In
either case, we proceed as follows: fix some ρ, and take a closed disc of radius
ρ/‖dvj‖∞ around zj . Assuming that j is large, this disc lies in the interior
of S, because the distance of vj(zj) to vj(∂S) is greater than ρ. Moreover,
the image of this disc under vj lies in U−1,2, because the distance of vj(zj)
to the other part {|w| ≤ R} of (4.23) is again greater than ρ. We restrict vj
to this disc, rescale the domain by ‖dvj‖∞, and subtract a constant which
is the imaginary part of vj(zj). The limit of a subsequence is a holomorphic
map v˜ defined on a slightly smaller disc, satisfying v˜(0) ∈ [−1, 2] ⊂ R and
|dv˜(0)| = ‖dv˜‖∞ = 1, and whose energy is still bounded by the original
upper bound on geometric energies. Repeat this process with subsequently
larger values of ρ, passing to further subsequences. In the end, one again gets
a non-constant holomorphic function CP 1 → C, hence a contradiction. 
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4.4. Barriers. Let (S, γ, l, ǫ) be a worldsheet with strip-like ends, and k an
inhomogeneous term.
Definition 4.5. A barrier is a vertical line B = {p = b} ⊂ C, where b ≥ −2,
such that
(4.24) Xk|S ×B = ∂q ⊗ κ
for some one-form κ ∈ Ω1(S) (note that unlike the general observation in
(4.10), κ may not additionally depend on points in C). We say that the
barrier is closed if dκ = 0 and κ|∂S = 0.
Let v be a solution of (4.9). Assume that the limits wζ of v are disjoint
from B, and that v intersects B transversally (strictly speaking, by this
we mean that both v and v|∂S are transverse to B). These assumptions
imply that v−1(B) is a compact one-dimensional submanifold of S. We
orient that submanifold so that it is the boundary of v−1(C \Wb). Let ν
be an outwards pointing normal vector field, by which we mean a section of
TS|v−1(B) satisfying re(Dv(ν)) = 1. The same argument as in (4.17) shows
that
(4.25) 0 ≤
∫
v−1(B)
ιν
(
1
2 |dv −Xk|
2
)
=
∫
v−1(B)
v∗dq − κ.
This is a local computation, meaning that the integrands are pointwise equal;
in particular, it only depends on the fact that v satisfies (4.9) along v−1(B).
The additional closedness condition on κ introduced in Definition 4.5
has not entered into our discussion so far. However, it is useful when it
comes to applications, where one wants to use (4.25) to restrict the global
behaviour of solutions. We will explain this through examples (which should
be considered as toy models for our later discussion in Section 7).
Example 4.1. Let v be a solution of (4.9) all of whose limits wζ lie on the
same side of a closed barrier B ⊂ C, and which intersects B transversally.
We claim that then, v never meets B. To see this, take the closed half-plane
bounded by B which does not contain any wζ, and let A be its preimage
under v. By assumption, A is a compact subset of S, whose boundary is
the union of v−1(B) and A∩ ∂S. The latter part consists of disjoint circles
and intervals. Each circle is a compact connected component of ∂S, and the
integral of v∗dq − κ over it is necessarily zero. Similarly, each interval is
mapped to some vanishing path lz, and its endpoints are therefore preimages
of the unique point of lz∩B, which means that the integral over it of v
∗dq−κ
is again zero. Applying Stokes yields
(4.26)
∫
v−1(B)
v∗dq − κ = ±
∫
∂A
v∗dq − κ = 0,
which in view of (4.25) implies that dv = Xk = ∂q ⊗ κ along v
−1(B). This
contradicts the fact that v intersects B transversally, unless v−1(B) = ∅.
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Example 4.2. Consider S with a choice of distinguished output end ζ,
whose adjacent vanishing paths are lζ,j. Recall that by definition, lζ,j ∩
W−2 = {q = qζ,j(p)} for some function qζ,j. Suppose that we have a closed
barrier, with the additional condition that ǫ∗ζκ = kζ(t)dt for some function
kζ satisfying
(4.27)
∫ 1
0
kζ(t)dt < qζ,1(b)− qζ,0(b).
Let v be a solution of (4.9) such that wζ lies in the interior of Wb, all
other limits lie in C \Wb, and which intersects B transversally. Set A =
v−1(Wb) \ ǫζ((−∞, s) × [0, 1]), for s ≪ 0. Using the same reasoning as in
the previous example, we have
(4.28)
0 = −
(∫
∂A
v∗dq − κ
)
=
( ∫
v−1(B)
v∗dq − κ
)
+
(
qζ,1(b)− qζ,0(b)
)
−
(∫ 1
0
kζ(t)dt
)
.
Here, the qζj(b) terms come from integrating dq over {s}× [0, 1] and the two
adjacent intervals of v−1(Wb) ∩ ∂S, which together yield a path going from
lζ,0 ∩B to lζ,1 ∩B. This leads to a contradiction between (4.27) and (4.25).
Hence, no such solutions v can exist.
Remark 4.3. The closedness assumption can sometimes be weakened. For
instance, in Example 4.2 it is sufficient if dκ ≤ 0 (still assuming that κ|∂S =
0). The same happens in Example 4.1, provided that all limits wζ lie to the
left of B (correspondingly, if all wζ lie to the right of B, we want dκ ≥ 0).
4.5. Cauchy-Riemann operators. We begin with some facts from Sturm-
Liouville theory (this is understood in the general sense of [9, 21, 38], but our
discussion covers only the most straightforwardly elementary case). Suppose
that we are given the following data:
(4.29)
One-dimensional linear real subspaces λ0, λ1 ⊂ C, and a smooth
family at, t ∈ [0, 1], of symmetric real 2x2 matrices, considered
as elements of HomR(C,C).
To these, we can associate the following operator A:
(4.30)


AY = i(dY/dt) + atY,
Y : [0, 1] −→ C,
Y (0) ∈ λ0, Y (1) ∈ λ1.
This is a selfadjoint elliptic operator, hence has discrete spectrum and an L2
basis of eigenvectors. Next, because the eigenvalue equation (A−µ)Y = 0 is
a first order ODE with one-dimensional space of possible boundary values,
the eigenvalues are all simple. Finally, for the same reason, each eigenvector
is nowhere vanishing, hence defines a path in RP1 from the point λ0 to λ1.
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Lemma 4.3. Each homotopy class of paths in RP1 going from λ0 to λ1
is represented by exactly one eigenvector of A. Moreover, passing from one
eigenvalue to a bigger one corresponds to composing the given homotopy class
with a negative (with respect to the standard identification π1(RP
1) ∼= Z) loop
in RP1.
Proof. The statement is straightforward for the case λ0 = λ1 = R and
a = 0. The general case can be reduced to this by a deformation. Since
that deformation remains within the same class of operators, all eigenvalues
remain simple during it, and can never cross each other; this implies that all
eigenvectors vary continuously, that the associated homotopy classes are pre-
served, and that the order-reversing nature of the correspondence between
eigenvalues and homotopy classes is retained. 
We will now impose the additional condition that AY = 0 should have
no nonzero solutions. Equivalently, if g1 is the path in Sp(2,R) defined by
g0 = Id, (dgt/dt)g
−1
t = iat, then
(4.31) g1(λ0) 6= λ1.
Given any path [0, 1]→ RP1, one can define its (total signed) angle, which is
a real number invariant under homotopies rel endpoints. Our normalization
condition is that the loop going once (anticlockwise) around RP1 has angle
π. Denote by ∡ the angle of the path t 7→ gt(λ0). By (4.31), any path from
λ0 to λ1 must have angle in R \ (∡+ πZ).
Lemma 4.4. Among the eigenvectors of A, those with negative eigenvalues
are precisely those whose associated paths in RP1 have total angle greater
than ∡.
Proof. The proof is again by a deformation argument. We have to be a
little more careful to preserve the additional condition (4.31), which ensures
both that eigenvalues never cross zero, and that the angles associated to
eigenvectors never cross ∡. Nevertheless, within that space, one can always
deform to a situation where at = ∡ Id is a constant multiple of the identity.
There, the eigenvector associated to an eigenvalue µ is Y (t) = exp(i(∡−µ)t).
The path in RP1 associated to Y has angle ∡− µ, which clearly shows the
desired property. 
The class of differential operators considered above appears when ana-
lyzing the asymptotic behaviour of perturbed Cauchy-Riemann operators
on Riemann surfaces with strip-like ends. More precisely, we consider the
following context:
(4.32)
S is a punctured-boundary Riemann surface equipped with strip-
like ends {ǫζ}. Additionally, it should come with a family
λ : ∂S → RP1 of one-dimensional subspaces of C, which is lo-
cally constant over the part of ∂S which belongs to the strip-like
ends. Finally, we want to have a one-form a on S with values
in HomR(C,C), whose restriction to each strip-like end is of the
form aζ,tdt , where the aζ,t are symmetric matrices.
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We can associate to this the Cauchy-Riemann operator
(4.33)


DY = ∂¯Y − (iaY )0,1,
Y : S −→ C,
Y (z) ∈ λz for all z ∈ ∂S.
Here, aY is the complex-valued one-form obtained by multiplying the matrix
(of one-forms) a and vector Y . Note that at each end, we have the same
data as in (4.29), namely: two linear subspaces λζ,k, corresponding to the
points ǫζ(s, k) for any s; and the family of matrices aζ = (aζ,t). If Aζ is the
associated differential operator (4.30), then the restriction of (4.33) to any
end, where Yζ(s, t) = Y (ǫζ(s, t)), is given by
(4.34) DζYζ = ∂sYζ + i(∂tYζ − iaζ,tYζ) = ∂sYζ +AζYζ .
Let (gζ,t) be the path in Sp(2,R) obtained as before by integrating (aζ,t).
We impose the additional assumption that gζ,1(λζ,0) 6= λζ,1, which is just
saying that (4.31) holds at each end. This implies that the Sobolev comple-
tion of (4.33) (taking W 1,p on the domain, and Lp on the range), which we
denote by D : E1 → E0, is a Fredholm operator. Let Sˆ be the compactifica-
tion of S obtained by adding an interval ǫζ({±∞}× [0, 1]) to each end. We
extend λ to a map
(4.35) λˆ : ∂Sˆ −→ RP1,
in a way which is unique up to homotopy. Doing that just means singling
out, for each ζ, a homotopy class of paths from λζ,0 to λζ,1. As before, let ∡ζ
be the angle of the path gζ,t(λζ,0). If ζ is an input, we take the homotopy
class whose angle is smaller than ∡ζ , but as big as possible within that
restriction. If ζ is an output, we similarly take the homotopy class whose
angle is bigger than ∡ζ , but as small as possible within that restriction. We
can now state the index formula for D, which in its most basic form goes
back to [12]:
(4.36) index(D) = χ(Sˆ) + deg(λˆ),
where the second term is the degree of (4.35) with respect to the standard
orientations of ∂Sˆ and RP1.
Proposition 4.2. If deg(λˆ) < 0, D is injective.
This generalizes the classical fact that a negative degree line bundle over
a closed Riemann surface can’t have nonzero holomorphic sections (compare
also [33, Lemma 11.5]). To simplify the notation, let’s assume that all ends of
our Riemann surface are inputs; it is not difficult to see that the definition
of λˆ above, in spite of (in fact, because of) its apparent asymmetry, is
compatible with relabeling outputs as inputs.
Proof. Suppose that Y is a nontrivial solution of DY = 0. This has isolated
zeros, each of which has finite multiplicity (by [14, Theorem 2.2] and its
boundary counterpart [24, Theorem 2.1]). Denote these multiplicities by
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mz, with the convention that the multiplicity for boundary points is half
the order of vanishing, hence usually only a half-integer. Now consider some
end, with its associated selfadjoint operator Aζ . Denote by (Yζ,k) a basis of
eigenvectors for that operator, labeled in increasing order of their eigenval-
ues, and such that Yζ,0 corresponds to the smallest positive eigenvalue. In
view of Lemma 4.4, this means that Yζ,0 lies in the same homotopy class
as the path used to define λˆ(ǫζ(∞, ·)). All the other Yζ,k differ from it by
adding −k times the generators of π1(RP
1).
Expand Yζ(0, ·) = Y (ǫζ(0, ·)) with respect to this basis of eigenvectors.
Because Yζ(s, t) decays as s→∞, only the Yζ,k with k ≥ 0 can contribute.
Let kζ be the index corresponding to the smallest eigenvector that appears
with nonzero coefficient rζ 6= 0, and µζ > 0 its eigenvalue. Then
(4.37) lims→∞e
µζsYζ(s, ·) = rζYζ,kζ .
In particular, Y 6= 0 outside a compact subset of S. An elementary winding
number argument then shows that
(4.38) 0 ≤ 2
∑
zeros z of Y
mz = deg(λˆ)−
∑
ends ζ
kζ ,
which is a contradiction if deg(λˆ) < 0. 
4.6. Linearization. Let v be a solution of an equation (4.9), with limits vζ
as in (4.11). The linearization of (4.9) at v, written in analogy with (4.10)
for simplicity, is the operator
(4.39)


Dv(Y ) = ∂¯Y − (ire(Y )⊗ δ)
0,1,
Y : S −→ C,
Y (z) ∈ (T lz)v(z) for all z ∈ ∂S.
where δ = (d2k/dp2)(z, v(z)) ∈ Ω1(S). Setting λz = (T lz)v(z) and
(4.40) a =
(
δ 0
0 0
)
(here we’re identifying HomR(C,C) = HomR(R
2,R2) = Mat2(R), whence
the matrix notation) turns this into the form (4.33). We can still associate
to each end a translation-invariant operator on R× [0, 1], namely
(4.41)


Dv,ζ(Yζ) = ∂sYζ + i∂tYζ + δζ(t)re(Yζ),
Yζ : R
± × [0, 1] −→ C,
Yζ(s, k) ∈ (T lζ,k)vζ (k).
where δζ = d
2kζ/dp
2 evaluated at (t, vζ(t)). This is again of the same form
as (4.34), with λζ,k = (T lζ,k)vζ (k) and aζ = diag(δζ , 0). However, this time
(4.39) is only asymptotically equal to (4.41). In spite of that, we’ll see that
results from the existing literature allow us to extend the previous argument
to cover this situation.
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Assume from now on that the vζ are nondegenerate, which means that
they correspond to transverse intersection points wζ ∈ φkζ(lζ,0)∩ lζ,1. Then
the Sobolev completion of (4.39) is an elliptic operator Dv : E
1
v → E
0
v , whose
index can be computed as in (4.36) (from which it follows by a deformation
argument). Results of [2], as applied to this problem in [27], show that the
limiting behaviour of solutions of DvY = 0 remains the same as in (4.37)
[27, Lemma 3.5]. Hence, the proof of Proposition 4.2 goes through as before,
which in particular implies the following automatic regularity result:
Corollary 4.1. Suppose that S is a disc with some boundary punctures.
Suppose also that the intersections φkζ (lζ,0) ∩ lζ,1 are all transverse. Then,
every index zero solution of (4.9) has the property that its linearized operator
is invertible. 
5. Geometry of the total space
5.1. Lefschetz fibrations. Here is a preliminary notion of Lefschetz fi-
bration, in an essentially topological context. Define an almost complex
Lefschetz fibration π : E → C as follows: E is a (2n + 2)-dimensional man-
ifold, possibly with boundary, equipped with an almost complex structure
IE. The map π : E → C is proper and pseudo-holomorphic (with respect
to IE), and π|∂E should be a submersion. Moreover, we assume that π
has finitely many critical points, at most one of which lies in each fibre.
Near each critical point x, IE must be integrable, and the complex Hessian
D2xπ : TEx → C at that point must be nondegenerate (as a complex qua-
dratic form). Properness of π, together with the additional condition along
the boundary, ensures that the nonsingular part of any almost complex Lef-
schetz fibration is a differentiable fibre bundle. Near each critical point, the
integrability assumption allows one to apply the complex Morse Lemma [4],
which gives the standard normal form π(x) =
∑
j x
2
j + (constant ) in local
holomorphic coordinates.
To make such a π : E → C into a symplectic Lefschetz fibration, we assume
that additionally, E comes with a symplectic structure ωE compatible with
IE. We also require that the horizontal tangent spaces TE
h
x (defined as the
orthogonal complements of TEvx = ker(Dπx) for any regular point x) are
tangent to the boundary. This implies that TEh, which is a Hamiltonian
connection away from the singular fibres, has well-defined parallel transport
maps. Finally, for our purposes we want to add some more conditions:
Definition 5.1. An exact symplectic Lefschetz fibration is a symplectic
Lefschetz fibration with the following additional properties. ωE = dθE is
exact, and ∂E is weakly convex (compare Definition 2.1). Moreover, the
fibration should be trivial near infinity in the following sense (see (4.1) for
notation): there are no critical points in π−1(W−2); the derivative Dπx :
TEhx → C is a symplectic linear isomorphism for all x ∈ π
−1(W−2); and
parallel transport along any path inW−2 preserves almost complex structures
on the fibres.
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Triviality near infinity can be equivalently expressed as follows. Pick any
point z ∈W−2, and denote by M the fibre over that point, with associated
structures IM and ωM . Then there is a partial trivialization
(5.1) π−1(W−2)
∼=
−→W−2 ×M
which takes IE to the product structure i× IM , ωE to ωC+ ωM , and whose
restriction to π−1(z) = M is the identity (it is clear that the existence of
such a partial trivialization implies the properties stated in Definition 5.1;
to go in the converse direction, use parallel transport). From now on, we’ll
work with a fixed exact symplectic Lefschetz fibration π : E → C.
Definition 5.2. A vanishing path is an l as in Definition 4.1, whose end-
point is a critical value of π, and such that all other points on l are regu-
lar values. We also want to adapt the notion of simply intersecting basis
(l1, . . . , lm) accordingly. Namely, each critical value of π should be the end-
point of exactly one li.
For any vanishing path in the revised sense defined above, there is a unique
properly embedded Lagrangian submanifold L ⊂ E, called the Lefschetz
thimble of l, such that π(L) = l (see e. g. [32, Section 1.3]). It is always
diffeomorphic to Rn+1. Moreover, with respect to (5.1), we have
(5.2) L ∩ π−1(W−2) = (l ∩W−2)× V
where V ⊂M is a Lagrangian sphere, called the vanishing cycle. If (l1, . . . , lm)
is a simply intersecting basis, we also refer to the associated collections
(L1, . . . , Lm) and (V1, . . . , Vm) as bases.
Fix some constant c, and consider functions with the following properties.
(5.3)
H˜ ∈ C∞(E,R) is supported in π−1(W−1) and invariant under
translation in R-direction, hence can be thought of a function of
(p, x) ∈ [−1,∞)×M . Moreover, in a neighbourhood of [−1,∞)×
R × ∂M , H˜ is a function of p alone. Finally, on [2,∞) ×M we
have dH˜/dp = c.
Obviously, one way to satisfy these requirements is to take a c-displacement
function h on C, in the sense of Definition 4.2, and pull that back to E.
Somewhat more generally, one can take H˜(p, x) = h(p) + ψ(p)F (x), where
ψ is a cutoff function satisfying ψ(p) = 0 for p ≤ −1 and ψ(p) = 1 for p ≥ 2,
and F is any function on M which vanishes near the boundary.
Definition 5.3. A c-displacement function is an H which agrees with some
H˜ as in (5.3) outside a compact subset of E \ ∂E.
As usual, we writeXH for its Hamiltonian vector field and φH for the time-
one map. The motivation for allowing extra freedom, compared to (5.3), is
transversality of intersections. Namely, suppose that l0, l1 are vanishing
paths, and L0, L1 the associated Lefschetz thimbles. For any c satisfying
(4.2), we can find a c-displacement functionH such that φH(L0)∩L1 consists
of finitely many transverse intersection points.
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5.2. Maps into the total space. Our first task is to define a suitable class
of almost complex structures, which we will do in two steps following the
model of Definition 5.3. First, consider J˜ as follows:
(5.4)
J˜ is an ωE-compatible almost complex structure, which agrees
with IE in a neighbourhood of ∂E, and which has the following
properties. First, π is J˜-holomorphic. Second, the restriction of
J˜ to π−1(W−1) ∼=W−1×M = [−1,∞)×R×M is invariant under
translation in R-direction.
Definition 5.4. J(E) is the space of all ωE-compatible almost complex struc-
tures J for which there exists a J˜ as in (5.4), such that J˜ = J outside a
compact subset of E \ ∂E.
Take a worldsheet with strip-like ends, (S, γ, l, ǫ), and a 1-displacement
functionH. To the boundary condition l = (lz) which is part of its structure,
one can associate the corresponding family L = (Lz) of Lefschetz thimbles.
Choose a family J = (Jz) in J(E) depending on z ∈ S, such that on the
strip-like ends Jǫζ(s,t) = Jζ,t for some Jζ = (Jζ,t) parametrized by t ∈ [0, 1].
Given such data we can write down an analogue of (4.8):
(5.5)


u : S −→ E,
u(z) ∈ Lz for all z ∈ ∂S,
(du−XH ⊗ γ)
0,1
= 12(du(z) −XH ⊗ γ + Jz ◦ du(z) ◦ jS − JzXH ⊗ γ ◦ jS) = 0.
While this is sufficient for basic purposes, we will also need a more flexible
version, which follows the model of (4.9) by allowing inhomogeneous terms
of the form
(5.6) (du−XK)
0,1 = 0.
Here, K is a section of the bundle T ∗S → S × E, and we are using the
associated section XK of HomR(TS, TE)→ S ×E. The set of allowed K is
defined as follows. First, consider sections K˜ as follows:
(5.7)
For any σ ∈ TS, the function H˜ = K˜(σ) is as in (5.3), with
constant c = γ(σ).
Definition 5.5. An inhomogeneous term is a K which agrees with a K˜
as in (5.7) outside S × (a compact subset of E \ ∂E). Additionally, there
are restrictions on the behaviour of K on ∂S and over the strip-like ends.
Namely, if σ ∈ T (∂S)z, then K(σ) must vanish on Lz. Finally, as in
Definition 4.4 we require that ǫ∗ζK = Kζ(t) dt, where Kζ is a function on
[0, 1] × E. Note that each Kζ(t) is then automatically a gζ(t)-displacement
function.
If we are given such a K as well as a J as before, the pair (J,K) is called a
perturbation datum, since this is what’s needed to write down the perturbed
pseudo-holomorphic map equation (5.6).
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Remark 5.1. Readers having worked their way through the definitions above
may be tempted to take their frustration out on the author in person. Before
that idea takes root, let me give a quick preview of how these technical prop-
erties are used, starting with the more restrictively defined (J˜ , K˜) from (5.4),
(5.7). On the region π−1(C\W−1), we have Dπ ◦ J˜ = i◦Dπ and K˜ = 0. On
π−1(W2), we similarly have Dπ ◦ J˜ = i ◦Dπ and Dπ(XK˜) = ∂q⊗ γ. In both
cases, this allows one to argue by projection to the base, where methods from
Section 4.3 can be applied. Finally, on π−1(W−1) ∼= [−1,∞) × R ×M , the
main additional property of (J˜ , K˜) was independence of the R variable. This
allows us to translate solutions in that direction, and thereby to restrict con-
siderations to a bounded subset. The actual (J,K) satisfy these properties
only outside a compact subset, but that is sufficient for our main a priori
estimate (Proposition 5.1).
The natural limit condition for solutions of (5.6) is lims→±∞ u(ǫζ(s, t)) =
uζ(t), where
(5.8)


uζ : [0, 1] −→ E,
duζ/dt = XKζ (t),
uζ(k) ∈ Lζ,k for k = 0, 1.
Here, Lζ,k are the Lefschetz thimbles associated the boundary components
adjacent to ζ. If φKζ is the time-one map of the Hamiltonian isotopy
induced by Kζ , then solutions of (5.8) correspond bijectively to points
yζ ∈ φKζ(Lζ,0) ∩ Lζ,1.
Lemma 5.1. All limits yζ are contained inside a compact subset of E \∂E.
Proof. It follows from Definition (5.5) thatDπ(XKζ (t)) = gζ(t)∂q on π
−1(WC)
for C ≫ 0. In view of (4.7), this implies that the limits yζ must lie outside
π−1(WC). Next, we also know that Dπ(XKζ ) is bounded. This, together
with the position of the Lefschetz thimbles, ensures that all limits yζ must
stay within a compact subset.
Since those limits themselves form a closed subset, all we need to show
is that no limit can touch ∂E. But that is obvious, since XKζ is always
tangent to the boundary, while the Lefschetz thimbles are contained in the
interior. 
5.3. A priori bounds. Consider solutions of (5.6), which are always as-
sumed to have limits (5.8). We now carry over the discussion from Section
4.3 to this situation.
Lemma 5.2. u−1(∂E) = ∅.
Proof. To see why that is the case, suppose on the contrary that x = u(z) ∈
∂E, which necessarily implies that z ∈ S \ ∂S. If re(π(x)) < −1, we have
J = IE and K = 0 near (z, x). Then (5.6) reduces to the standard IE-
holomorphic map equation, so by the weak convexity of ∂E, an entire neigh-
bourhood of z must be mapped to ∂E. On the other hand, if re(π(x)) > −2,
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one can use the isomorphism π−1(W−2) ∼=W−2 ×M = [−2,∞)×R×M to
write locally u(z) = (u1(z), u2(z)). We still have J = IE = i × IM . More-
over, K(p + iq, x) = k1(p), and hence XK = (Xk1 , 0). It follows that u2 is
an IM -holomorphic map, and by applying weak convexity to M , we reach
the same conclusion as before. We have now shown the set u−1(∂E) is open
and closed, which contradicts the fact that ∂S 6= ∅. 
Lemma 5.3. There is an R≫ 0 such that for all solutions u, the following
holds: if re(π(u(z))) < −1, then |π(u(z))| ≤ R.
Proof. For a suitable R, we know that if z is such that re(π(u(z))) < −1
and |π(u(z))| > R, then J = J˜ and K = K˜ = 0 locally, which implies
that v(z) = π(u(z)) is a holomorphic function. Now apply the same degree
argument as in Lemma 4.1. 
Lemma 5.4. There is a C ≫ 0 such that for all solutions u, we have
re(π(u)) ≤ C everywhere.
Proof. For a suitable C, we know that if re(π(u(z))) > C, then J = J˜ and
K = K˜ locally, which implies that Dπ is Jz-holomorphic and Dπ(XK) =
∂q ⊗ γ. Hence, v = π(u(z)) is locally a solution of ∂¯v = (∂q ⊗ γ)
0,1. Now
apply the same maximum principle argument as in Lemma 4.2. 
Choose, for each boundary condition Lz, a function Fz (locally constant
in z) such that θE|Lz = dFz . With that, the energy-action calculus looks as
follows. Define
Egeom(u) =
∫
S
1
2‖du−XK‖
2,(5.9)
Etop(u) =
∫
S
u∗ωE − u
∗dK,
(5.10)
A(yζ) =
( ∫
[0,1]
−u∗ζθE +Kζ(t, uζ(t)) dt
)
+ Fζ,1(uζ(1)) − Fζ,0(uζ(0)),
(5.11)
where Fζ,k = Fǫζ(s,k), and uζ is the flow line corresponding to yζ . Then
Egeom(u) = Etop(u) +
∫
S
u∗R,(5.12)
Etop(u) =
∑
ζ∈Σout
A(yζ)−
∑
ζ∈Σin
A(yζ),(5.13)
where the curvature, in local coordinates z = s+ it on S, is given by
(5.14) R =
(
∂sK(∂t)− ∂tK(∂s) + {K(∂s),K(∂t)}
)
ds ∧ dt ,
with {·, ·} the Poisson bracket (the absence of a similar term in (4.16) is
explained by the fact that in that situation, both k(∂s) and k(∂t) would be
functions of p, hence Poisson-commute). The curvature integrand in (5.12) is
actually uniformly bounded, independently of the particular u. To see this,
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temporarily replace K by K˜ as in (5.7). Then, its curvature R˜ vanishes
on S × π−1(C \W−1), and is invariant under translation in q-direction on
S×π−1(W−1), hence is bounded on any subset of the form S×π
−1(C\WC).
R differs from R˜ only on a compact subset, which shows that it has the same
boundedness property. Finally, the integrand vanishes on the strip-like ends,
which concludes the argument. The consequence of this and (5.13) is this:
Lemma 5.5. There is a uniform bound on Egeom(u) over all solutions u. 
Proposition 5.1. All solutions u remain within a compact subset of E.
Proof. From Lemmas 5.3 and 5.4, we know a priori that any u remains in
the region
(5.15) {|π(x)| ≤ R} ∪ {−1 ≤ re(π(x)) ≤ C} ⊂ E
for suitable constants R,C. Due to the conditions on E and J , that region
has bounded geometry (see for instance [5] for a consideration of that notion
in the context of pseudo-holomorphic curve theory), and moreover, K and
all its derivatives are bounded on it. In principle, knowing this is already
sufficient to apply a suitable form of Gromov compactness, which implies
the desired result. Nevertheless, it is maybe appropriate to explain more
explicitly how the given problem can be reduced to a more standard form.
Suppose that we have a sequence of solutions uj such that ‖π(uj)‖∞,
hence also ‖im(π(uj))‖∞, goes to infinity. Then, ‖duj‖∞ necessarily goes
to infinity as well. Take the points zj where ‖duj‖ reaches its maximum,
for j ≫ 0. If uj(zj) has a bounded subsequence, we can apply the standard
rescaling argument (taking into account what was said above concerning
bounded geometry) to obtain a nonconstant Jz-holomorphic map CP
1 → E
for some z ∈ S, or else a nonconstant Jz-holomorphic disc (D, ∂D) →
(E,Lz) for some z ∈ ∂S, contradicting exactness.
Now consider the other situation, where |im(π(uj(zj)))| goes to infinity.
We work in local coordinates in S exactly as in the corresponding part of
Proposition 4.1, and proceed similarly: fix some ρ, and take a closed disc
of radius ρ/‖duj‖∞ around zj. Assuming that j is large, this disc lies in
the interior of S, because the distance of uj(zj) to uj(∂S) is greater than
ρ. Moreover, the image of the disc under uj is contained in π
−1(W−1),
because the distance of uj(zj) to the other part {|π(x)| ≤ R} of (5.15) is
again greater than ρ. We restrict uj to this disc, rescale the domain by
‖duj‖∞, and using the trivialization π
−1(W−1) ∼= W−1 × M , subtract a
constant which is the imaginary part of π(uj(zj)). The last-mentioned step
works because the image of uj will lie in a region where J = J˜ is invariant
under translation in imaginary direction. The limit of a subsequence of these
translated maps is a pseudo-holomorphic map u˜ defined on a slightly smaller
disc, satisfying u˜(0) ∈ π−1([−1, C]) and ‖du˜(0)‖ = ‖du˜‖∞ = 1, and whose
energy is still bounded by the original upper bound on geometric energies.
Repeat this process with subsequently larger values of ρ, passing to further
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subsequences. In the end, one again gets a non-constant pseudo-holomorphic
map CP 1 →W−1 ⊂ E, hence a contradiction. 
6. Algebraic structures from Lefschetz thimbles
6.1. Floer cohomology. We begin by considering the cohomology level
theory. This discussion is kept brief, since the overall framework is familiar,
and anyway most of it will be superseded by the cochain level constructions
to be introduced in more detail later on.
Fix an exact symplectic Lefschetz fibration π : E → C, a pair of vanishing
paths (l0, l1) with ordinates (o0, o1), and a real number c satisfying (4.2).
Given that, one can define Floer cohomology HF (L0, L1)
c for the associated
Lefschetz thimbles, as follows. Choose a c-displacement functionH, with the
additional property that φH(L0) intersects L1 transversally. We then define
the Floer cochain space to be the K-vector space freely generated by points
of φH(L0) ∩ L1. Fix a function g ∈ C
∞([0, 1],R) such that
∫ 1
0 g(t) dt = 1.
Additionally, choose a family J = (Jt)0≤t≤1 in J(E). The Floer equation is
(6.1)


u : R× [0, 1] −→ E,
u(s, 0) ∈ L0, u(s, 1) ∈ L1,
∂su+ Jt(∂tu− g(t)XH ) = 0.
For c 6= 0, this is a special case of (5.5), with S = R × [0, 1], worldsheet
structure γ = cg(t) dt , and Hamiltonian c−1H. However, it is more natural
to think of it as an instance of (5.6) with K = Hg(t) dt , and that covers
the case c = 0 as well. Given two intersection points, a generic choice of
J ensures that we have a well-defined count of solutions of our equation
with suitable asymptotics. The ingredients that enter into the proof of
this fact are: transversality, which is not difficult since we have complete
freedom to perturb the almost complex structures on any compact subset of
E \∂E; Proposition 5.1, which gives a C0 bound on solutions; and standard
compactness arguments. The same techniques, together with Lemma 5.2
which excludes families of solutions escaping to the boundary, shows that the
resulting Floer differential squares to zero. Its cohomology is HF (L0, L1)
c.
Example 6.1. Let (l1, . . . , lm) be a simply intersecting basis of vanishing
paths, with associated thimbles (L1, . . . , Lm). Take a pair (Li, Lj) with i < j,
and suppose that c < oj−oi is less than the difference between their ordinates.
Because of the special position of the paths, the Hamiltonian can be chosen
in such a way that φH(Li) ∩ Lj = ∅, so HF (Li, Lj)
c vanishes. The same
holds if i > j and c > oj − oi.
For all c+ ≥ c− such that both sides are defined, we have canonical maps
(6.2) HF (L0, L1)
c− −→ HF (L0, L1)
c+ .
These compose in the obvious way, and reduce to the identity when c+ = c−.
The definition is in terms of continuation map equations, which are of the
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form (5.6) on the following worldsheet:
(6.3)
S = R × [0, 1], with a one-form γ ∈ Ω1(S) which satisfies γ =
c±g±(t)dt for ±s ≪ 0 (this can exist only for c+ ≥ c−, since
otherwise (4.3) would be violated). One similarly chooses the
inhomogeneous term K such that K = H±g±(t)dt for ±s≪ 0.
Suppose that we have c± which both lie on the same side of o1− o0 (both
smaller or both larger). By carefully choosing H± and K, one can achieve
that the associated Floer cochain spaces coincide, and that the cochain level
map underlying (6.2) is an isomorphism. We omit the details, which are
fairly standard (one arranges that the map is compatible with the action
filtration, and that the only terms which strictly preserve the action are
constant solutions). The outcome is that there are really only two essentially
different groups
(6.4)
HF (L0, L1)
− = HF (L0, L1)
c for c < o1 − o0,
HF (L0, L1)
+ = HF (L0, L1)
c for c > o1 − o0.
Finally, there are canonical Poincare´ duality isomorphisms
(6.5) HF (L0, L1)
c ∼= (HF (L1, L0)
−c)∨
which allow one to reduce the framework further by using only HF (L0, L1)
+.
These groups fit into an asymmetric TQFT framework whose structure is
dictated by the notion of worldsheet. As a standard part of this, they carry
associative products, as well as unit elements in HF (L,L)+. The latter
are defined in terms of a surface S which is a once-punctured disc with a
single output end, carrying a one-form γ such that γ = cg(t)dt over the
end, with c > 0. Unlike the more familiar case of Floer cohomology for
compact manifolds, there is no canonical linear map from HF (L,L)+ to
scalars, and no pairing between Floer cohomology groups HF (L0, L1)
+ and
HF (L1, L0)
+. However, the nontrivial map (6.2) translates into a diagonal
class
(6.6) DL0,L1 ∈ HF (L0, L1)
+ ⊗ HF (L1, L0)
+,
satisfying equations which parallel (3.15), (3.16). In fact, for any finite fam-
ily of vanishing cycles {L1, . . . , Lm}, the direct sum A =
⊕
i,j HF (Li, Lj)
+
is naturally a boundary algebra in the sense of Section 3.3, except for the
missing grading.
Example 6.2. Consider a single L. Then HF (L,L)+ ∼= H∗(L;K), HF (L,L)− ∼=
H∗cpt(L;K), where the latter group is compactly supported cohomology. The
homomorphism (6.2) is the standard map from compactly supported coho-
mology to the ordinary one (or equivalently, DL,L is the Poincare´ dual of
the diagonal as in Example 3.1). Of course, since L is contractible, this map
vanishes.
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6.2. An A∞-algebra. From now on, we will work with a fixed simply in-
tersecting basis of vanishing paths (l1, . . . , lm). We will assume that the
associated vanishing cycles (V1, . . . , Vm) in M are in general position in the
sense of (2.6). For fixed paths, this assumption is generic within a suitable
class of perturbations of the symplectic form on E, but here we assume that
it holds for the original ωE.
Remark 6.1. The assumption (2.6) implies the corresponding general po-
sition statement for the Lefschetz thimbles (L1, . . . , Lm), without requiring
any further condition on the vanishing paths (other than those imposed by
the notion of simply intersecting basis, see Definition 4.1). Namely, any two
distinct li intersect transversally, and all intersection points lie in π
−1(U0,1),
which means that the intersections of the vanishing thimbles over such points
are governed by the intersections of the vanishing cycles, hence are trans-
verse. Similarly, while it is possible for three distinct vanishing paths to
meet at the same point, the associated three vanishing cycles will not have a
common point in that fibre, hence Li ∩ Lj ∩ Lk = ∅ for i < j < k.
Let CF (Li, Lj), for i < j, be the K-vector space freely generated by
Li ∩ Lj. We turn
(6.7) T¯ =
⊕
i<j
CF (Li, Lj)
into an A∞-algebra over R = K
m, as follows. For each (i, j), choose a
generic family of almost complex structures J1i,j = (J
1
i,j,t)0≤t≤1 in J(E), and
consider the associated pseudo-holomorphic strip equation, which gives rise
to a differential µ1. This is just the special case of (6.1) where c and H
vanish. To define the higher order operations
(6.8) µd : CF (Lid−1 , Lid)⊗ · · · ⊗ CF (Li0 , Li1) −→ CF (Li0 , Lid)
we consider (d+ 1)-punctured discs, with boundary conditions (li0 , . . . , lid)
for i0 < · · · < id. On the universal family of such discs, we choose a family
Jdi0,...,id of almost complex structures taken from J(E), and subject to stan-
dard consistency conditions. The one-forms on these surfaces are supposed
to be zero, and consequently we consider the pseudo-holomorphic map equa-
tion (5.5) with zero inhomogeneous term. Counting points in the resulting
moduli spaces Md(y0, . . . , yd) leads to numbers n
d(y0, . . . , yd) ∈ K which are
the coefficients of (6.8). We write
CFT¯(Li, Lj) Floer cochain spaces, defined for all i < j
µd
T¯
A∞-operations
Sd
T¯
→ Rd
T¯
moduli space of (d+ 1)-punctured discs
Jd
T¯,i0,...,id
families of almost complex structures
Md
T¯
(y0, . . . , yd) moduli spaces of pseudo-holomorphic maps
nd
T¯
(y0, . . . , yd) numbers counting points in the spaces above
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6.3. A family of bimodules. If (o1, . . . , om) are the ordinates of our van-
ishing paths, fix any number c such that c 6= oi−oj for all i, j (in particular,
c 6= 0). For each such c we will define an A∞-bimodule U
c over T¯. Choose
a c-displacement function H. We require transversality of the intersections
φH(Li) ∩ Lj , and genericity of triple intersections, in the same sense as in
(2.13). Write CF (Li, Lj) for the vector space freely generated by points in
φH(Li) ∩ Lj, and set
(6.9) Uc =
⊕
i,j
CF (Li, Lj).
Fix a function g ∈ C∞([0, 1],R) vanishing near t = 0 and t = 1, and
such that
∫ 1
0 g(t) dt = 1. We consider surfaces S as in (2.16), with the
worldsheet structure γ = cg(t) dt , and carrying the inhomogeneous term
K = Hg(t) dt . In the simplest case, which is S = R × [0, 1] equipped with
boundary conditions (li, lj), we choose a family J
0|1|0
i,j = (J
0|1|0
i,j,t ) in J(E).
The moduli space M0|1|0(y0, y1) of solutions of the associated equation (6.1)
yields numbers n0|1|0(y0, y1) which define the differential µ
0|1|0 on Uc. This
is just one case of the Floer differential from Section 6.1. In particular, in
terms of (6.4) we have
(6.10)
H(Uc) =
⊕
i,j
HF (Li, Lj)
c ∼=
⊕
i≤j
oj−oi<c
HF (Li, Lj)
+ ⊕
⊕
i≥j
oj−oi>c
HF (Li, Lj)
−.
The restrictions to i ≤ j in the first sum, and to i ≥ j in the second sum,
follow from the fact that we are considering a simply intersecting basis, see
Example 6.1.
More generally, consider surfaces S with additional p + q punctures as
in (2.16), where the boundary components are labeled by (li0 , . . . , lip+q+1)
for some i0 < · · · < ip and ip+1 < · · · < ip+q+1. We equip each such S
with the same γ and K as before, and with a family J = (Jz) of almost
complex structures in J(E). For points z = (s, t) with ±s ≪ 0, this should
agree with the previously defined J
0|1|0
i0,ip+q
and J
0|1|0
ip,ip+1
, respectively, while
near all the other punctures it is determined by J1
T¯,ik,ik+1
. More precisely,
we want to choose a family J
q|1|p
i0,...,ip+q+1
on the universal family of surfaces
Sq|1|p → Rq|1|p, and this is subject to suitable consistency conditions. By
counting points in the associated moduli spaces Mq|1|p(y0, . . . , yp+q+1), we
get numbers nq|1|p(y0, . . . , yp+q+1) which form the coefficients of the struc-
ture maps
(6.11) µq|1|p : CF T¯(Lip+q , Lip+q+1)⊗ · · · ⊗ CF (Lip , Lip+1)⊗ · · ·
· · · ⊗ CF T¯(Li0 , Li1) −→ CF (Li0 , Lip+q+1).
As usual, we retrospectively change the relevant notation:
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HUc Hamiltonian
gUc cut-off function
CFUc(Li, Lj) HUc-perturbed Floer cochain spaces,
defined for all i, j
µ
q|1|p
Uc
A∞-bimodule operations on U
c
S
q|1|p
Uc
→ R
q|1|p
Uc
moduli space of (p+ q + 2)-punctured discs
J
q|1|p
Uc,i0,...,ip+q+1
families of almost complex structures
M
q|1|p
Uc
(y0, . . . , yp+q+1) moduli spaces of perturbed
pseudo-holomorphic maps
n
q|1|p
Uc
(y0, . . . , yp+q+1) numbers counting points in the spaces above
6.4. Bimodule homomorphisms. For any c− ≤ c+ such that Uc
±
are
defined, one has a natural bimodule map
(6.12) Γ : Uc
−
−→ Uc
+
.
To construct that, start with R× [0, 1] equipped with a one-form γ and inho-
mogeneous term K as in (6.3), whose behaviour as s → ±∞ is determined
by the previously chosen data for Uc
±
, and with the additional assumption
that both should vanish near R × {0, 1}. Consider surfaces S as in (2.16),
but which now come with a fixed isomorphism of their partial compact-
ification with R × [0, 1]. This means that we no longer identify surfaces
differing by a common translation of the marked points ζi in s-direction,
and allows us to restrict γ and K to S uniquely. On each such surface,
choose a family J = (Jz) of almost complex structures in J(E) as follows.
For points z = (s, t) with ±s ≪ 0, it should agree with the previously
defined almost complex structures for Uc
±
, while near all the other punc-
tures it is determined by those for T¯. Overall, this leads to a family Jq|1|p
parametrized by a suitably defined universal surface Sq|1|p → Rq|1|p. By
counting points in the associated moduli spaces Mq|1|p(y0, . . . , yp+q+1), we
get numbers nq|1|p(y0, . . . , yp+q+1) which form the coefficients of Γ
q|1|p. At
first sight this may look identical to the previous definition of the bimodules
themselves. However, because we are no longer dividing by translation, the
moduli spaces themselves are different: Rq|1|p is of dimension p+ q, and its
compactification R¯q|1|p has more strata. Figure 4 shows the four basic kinds
of codimension one strata in the compactification (the vertical dashed lines
symbolically indicate the breaking of translation invariance, which means
that these are the principal components in the compactification process, the
others being thought of as bubbles). These are responsible for the terms in
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Figure 4.
the bimodule homomorphism formula
(6.13)∑
r,s
Γq−s|1|p−r(cp+q, . . . , cp+s+1, µ
s|1|r
Uc
− (tp+s, . . . , tp+1, u,
tp, . . . , tp−r+1), tp−r, . . . , c1)
+
∑
r,s
µ
q−s|1|p−r
Uc
+ (cp+q, . . . , cp+s+1,Γ
s|1|r(tp+s, . . . , tp+1, u,
tp, . . . , tp−r+1), tp−r, . . . , c1)
=
∑
j,s
Γq−s+1|1|p(cp+q, . . . , µ
s
T¯
(tp+j+s, . . . , tp+j+1), tp+j , . . . , tp+1, u, tp, . . . , t1)
+
∑
i,r
Γq|1|p−r+1(tp+q, . . . , tp+1, u, tp, . . . , ti+r+1, µ
r
T¯
(ti+r, . . . , ti+1), ti, . . . , t1).
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Remark 6.2. More abstractly, one can think of Rq|1|p as a moduli space of
discs with p+ q+2 boundary points, and with an additional marked path in
its interior (a geodesic for the hyperbolic metric on the open disc). To get
to the picture above, one first removes the points marked 0 and p + 1 and
identifies their complement with R × [0, 1], in such a way that the marked
path corresponds to R× (0, 1).
This may remind the reader of the discussion of the spaces RdΦ in Remark
2.7 (the same spaces will come up again in Section 6.5 below). Obviously,
those spaces as well as the ones considered here are topologically open balls,
but the differences become clear once one passes to the appropriate compact-
ifications; this reflects the structural difference between (2.31) and (6.13).
For instance, looking at the two-dimensional moduli spaces, R¯2Φ is a hexagon
(drawn for instance in [33, p. 255]), whereas here we have two different two-
dimensional moduli spaces R¯1|1|1 and R¯2|1|0 (which is isomorphic to R¯0|1|2),
of which the first is a hexagon while the second is a pentagon. In one dimen-
sion higher, R¯3Φ is a polytope whose boundary faces are four hexagons, four
pentagons, and four squares; whereas ∂R¯2|1|1 (as well as ∂R¯1|1|2) consists of
three hexagons, four pentagons, and four squares; and ∂R¯3|1|0 (as well as
∂R¯0|1|3) of six pentagons and three squares.
Here’s the summary of notation for future reference (where the c± have
been suppressed, as in (6.12), to keep things reasonably simple):
γΓ one-form on R× [0, 1]
KΓ inhomogeneous term
S
q|1|p
Γ → R
q|1|p
Γ configuration space of p+ q points on R× {0, 1}
J
q|1|p
Γ,i0,...,ip+q+1
families of almost complex structures
M
q|1|p
Γ (y0, . . . , yp+q+1) moduli spaces of perturbed
pseudo-holomorphic maps
n
q|1|p
Γ (y0, . . . , yp+q+1) numbers counting points in the spaces above
Remark 6.3. In principle, one could simplify the setup a little by assuming
that H± = c±H are both multiples of the same 1-displacement function, and
then choosing K = Hγ. However, the freedom to choose the two functions
independently will be crucial for our applications, which is why we’re working
with the wider class of K (in contrast to the stylistic choices made at other
places in the paper). This has another advantage, this time on the technical
side, namely that transversality is quite straightforward if we allow ourselves
to vary K as well as the almost complex structures.
As should be obvious from the definition, the map between cohomology
groups (6.10) induced by Γ is the direct sum of (6.2). As a consequence, if the
interval [c−, c+] contains none of the oj−oi, Γ is a quasi-isomorphism, which
shows that the Uc are divided into finitely many quasi-isomorphism classes.
On the other hand, if we take c− ≪ 0 and c+ ≫ 0, it follows from (6.10) and
Examples 6.1, 6.2 that the cohomology level map H(Γ) vanishes (but this of
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course does not mean that Γ itself is trivial, not even up to homotopy). We
also want to mention briefly some additional properties. The maps (6.12)
are independent of all choices up to homotopy. In the same sense, they are
compatible with composition. Finally, if c− = c+, then Γ is homotopic to
the identity. The proofs of these statements involve parametrized versions
of the moduli spaces in our construction, together with appropriate gluing
theorems, much as in the classical definition of continuation maps [29].
6.5. Hochschild cocycles. Let T = R⊕ T¯ be the result of adjoining units
to T¯, as in (2.11). Fix a c > 0 such that Uc is well-defined. By looking at
(6.10) and Example 6.2, one sees that there is a natural inclusion
(6.14) H(T) =
⊕
i≤j
HF (Li, Lj)
+ ⊂ H(Uc).
To raise this basic insight to the cochain level, we will construct a Hochschild
cocycle Π¯ ∈ CC (T¯,Uc), in parallel with the discussion in Section 2.5. Namely,
on the upper half-plane R×R+, choose a worldsheet structure γ and an in-
homogeneous term K, with the following property. Both should vanish near
the boundary, and their pullback to the strip-like end (2.27) should be equal
to cgUcdt and HUcdt , respectively (because of (4.3), this would be impossible
for negative c).
The general class of surfaces which we will consider are (d+1)-punctured
discs with an additional interior marked point, realized as in (2.35) as version
of the upper half-plane with additional punctures, and boundary conditions
(li0 , . . . , lid) for some i0 < · · · < id. We equip them with the restrictions
of γ and K, as well as with almost complex structures J = (Jz) whose
restriction to the end im(z) → ∞ is given by J
0|1|0
Uc,i0,id
, and which near the
other punctures are given by J1
T¯,ik,ik+1
. As usual, we actually need one family
Jdi0,...,id on the universal family of surfaces S
d → Rd, for each d ≥ 0. Having
that, we build moduli spaces Md(y0, . . . , yd) and get numbers n
d(y0, . . . , yd),
which are the coefficients of Π¯d. The adjusted notation is:
γΠ¯ one-form on the upper half plane
KΠ¯ inhomogeneous term
Sd
Π¯
→ Rd
Π¯
moduli space of d+ 1-punctured discs
with an additional interior marked point
Jd
Π¯,i0,...,ip+q+1
family of almost complex structures
Md
Π¯
(y0, . . . , yd) moduli spaces of pseudo-holomorphic maps
nd
Π¯
(y0, . . . , yd) numbers counting points in the spaces above
The Hochschild cohomology class [Π¯] is independent of all choices. [Π¯0] ∈
H(Uc) is the sum of unit elements in HF (Li, Li)
+ ∼= H∗(Li;K) for all i.
Consider the bimodule map Π = X(Π¯) : T → Uc constructed from Π¯ using
(2.32). On the cohomological level, is given by multiplying with [Π¯0]. Hence,
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its components are the identity maps on HF (Li, Lj)
+ for all i ≤ j such that
c > oj − oi. In particular:
Corollary 6.1. If c > oj − oi for all i, j, then Π : T → U
c is a T¯-bimodule
quasi-isomorphism. 
There is also a dual picture, which is precisely parallel to that in Section
3.1. One uses the same Riemann surfaces, but where the end im(z)→∞ is
considered as an input, and the condition (4.3) correspondingly requires that
c ≤ 0. For each such c such that Uc is defined (this of course excludes c = 0),
we then get a cocycle Ξ¯ ∈ CC (T¯, (Uc)∨). The leading term [Ξ¯0] ∈ H(Uc)− is
the direct sum of integration maps HF (Li, Li)
− ∼= H∗cpt(Li;K) → K (com-
pare Example 6.2). When composed with multiplication, these integration
maps yield nondegenerate pairings
(6.15) HF (Lj , Li)
− ⊗ HF (Li, Lj)
+ −→ HF (Li, Li)
− −→ K.
The bimodule homomorphism Ξ = Y (Ξ¯), on the cohomology level, consists
of the associated isomorphisms HF (Li, Lj)
− → (HF (Lj , Li)
+)∨ for all i ≥
j such that c < oj − oi (these isomorphisms were already mentioned in
(6.5) as part of the general Floer cohomology setup for Lefschetz thimbles).
Therefore:
Corollary 6.2. If c < oj − oi for all i, j, then Ξ : U
c → T∨ is a T¯-bimodule
quasi-isomorphism. 
In conclusion, we have arrived at the following picture. Fix constants c±
such that c− < oj − oi < c
+ for all i, j. Then we have two T¯-bimodules
Uc
+
and Uc
−
, which are quasi-isomorphic to the diagonal bimodule T and
its dual T∨, respectively. Using these quasi-isomorphisms, one can turn Γ
into a bimodule homomorphism
(6.16) Π−1 ◦ Γ ◦ Ξ−1 : T∨ −→ T,
which is well-defined up to homotopy. This should be considered as a natural
addition to the A∞-algebra structure of T, arising from the specific geometry
of the Lefschetz thimbles.
7. Comparison results
7.1. Outline. Fix an exact symplectic Lefschetz fibration π : E → C, as
well as a simply intersecting basis of vanishing paths (l1, . . . , lm). Consider
on one hand, the associated vanishing cycles (V1, . . . , Vm) in the fibre M ,
assumed to be in general position in the sense of (2.6); and on the other
hand, the Lefschetz thimbles (L1, . . . , Lm) in E. The algebraic structures
obtained from either datum (in Sections 2 and 6, respectively) run partially
in parallel:
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fibre total space
A∞-algebra A¯ A∞-algebra T¯
bimodules B± bimodules U±
morphism ∆ : B− → B+ morphism Γ : U− → U+
where in the right column, U− = Uc
−
for c− ≪ 0, and similarly U+ = Uc
+
for c+ ≫ 0. It is not difficult to see that
(7.1) HF (Li, Lj)
+ ∼= HF (Vi, Vj) for i < j.
Here, the left hand side is Floer cohomology in E in the sense of (6.4), and
the right hand side is the standard Floer cohomology in M . This means
that H(T¯) ∼= H(A¯) as R-bimodules. Further inspection shows that A¯ and T¯
are quasi-isomorphic as A∞-algebras, and actually identical if the choices in
both definitions are correlated appropriately. Concerning the bimodules, we
know from Propositions 2.1, 3.1 that there are quasi-isomorphisms B+ ≃ A,
B− ≃ A∨. Similarly, we know that U+ ≃ T, U− ≃ T∨ by Corollaries 6.1,
6.2.
This leaves the bimodule homomorphisms, which are not covered by the
results mentioned so far. Assume that things have been set up in such a way
that A¯ and T¯ can be identified directly. By further careful choices, we will
single out a sub-bimodule V ⊂ U+. This has the following properties with
respect to the map Γ, as well as the Hochschild cocycles Φ¯, Π¯ from Sections
2.5 and 6.5, respectively.
Theorem 7.1. (i) The map Γ lands in V, and defines a quasi-isomorphism
U− → V. (ii) U+/V is isomorphic to B as a bimodule over A¯ = T¯. (iii) The
image of the Hochschild cocycle Π¯ in CC (T¯,U+/V) = CC (A¯,B) is equal to
Φ¯.
As consequence of this and Proposition 2.1, Corollary 6.1, we have the
following commutative diagram in the homotopy category H(C) of A∞-
bimodules, whose rows are exact triangles, and whose vertical maps are
isomorphisms in H(C) (which means quasi-isomorphisms of bimodules):
(7.2) Cone(Γ)
✤
✤
✤
// U−
Γ //
Γ

U+ // Cone(Γ)
✤
✤
✤
U+/V // V 
 // U+ // // U+/V
B // Cone(Φ)
✤
✤
✤
OO✤
✤
✤
// A
Φ

Π
OO
Φ // B
B // // B−
∆ // B+

 // B
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The maps marked →֒ and ։ are inclusions and projections, respectively.
Those marked 99K are obtained by completing a commutative square to a
map of exact triangles.
Remark 7.1. In the general framework of triangulated categories, the mor-
phisms completing a map of exact triangles are not unique (this is the well-
known issue that cones are unique only in a weak sense). In the specific
situation above, all squares are commutative on the cochain level, and hence
the completions are unique up to homotopy. However, we will not really
make use of this additional degree of precision.
Now suppose that we add quasi-inverses of the quasi-isomorphisms Ψ :
B− → A∨ and Ξ : U− → T∨ to the picture. From the middle two columns
of (7.2) we get a commutative diagram in H(C), where the dotted arrow is
again an isomorphism:
(7.3) A∨
Π−1◦Γ◦Ξ−1
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆OO
✤
✤
✤
✤
✤
✤
✤
A
A∨
Φ−1◦∆◦Ψ−1
88♣♣♣♣♣♣♣♣♣♣♣♣♣
It seems plausible to think that the isomorphism is in fact the identity (this
question makes sense thanks to Remark 7.1), but we will not attempt to
prove that. In the absence of this piece of the overall puzzle, (7.3) shows
the following, as originally stated in the Introduction:
Corollary 7.1. There is a bimodule quasi-isomorphism Θ from A∨ to itself,
such that the bimodule homomorphisms Π−1 ◦Γ◦Ξ−1 and Φ−1 ◦∆◦Ψ−1 ◦Θ
are homotopic. 
The proof of Theorem 7.1 will take up the whole of this section. After
initially setting up the comparison A¯ = T¯, we will study the structure of
the bimodules U±, leading to a proof of part (ii) of the theorem. Next, we
consider the map Γ and derive part (i). Finally, we compare the Hochschild
cocycles appearing in (iii).
Remark 7.2. Up to homotopy, Γ factors through the intermediate bimod-
ules Uc. On the cohomology level, these factorizations agree with the ones
constructed in terms of the fibre in Remark 2.3. It would be nice to show
that the correspondence actually holds on the cochain level, but we have not
tried to do that.
7.2. The A∞-algebras. By definition, each intersection li ∩ lj (i < j) con-
sists of a single point wij , which lies in the interior of U0,1 and is transverse.
Let S be a (d+ 1)-punctured disc, for some d ≥ 1. Equip it with boundary
conditions (li0 , . . . , lid) for some i0 < · · · < id. We consider holomorphic
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maps v : S → C satisfying these boundary conditions, and with limits wi0,id
(over the end ζ0) respectively wik−1,ik (over the ends ζk, 1 ≤ k ≤ d).
Lemma 7.1. There is precisely one such map v for each S. Its image is
entirely contained in the interior of W0. Moreover, the associated linearized
operator Dv is invertible.
Proof. We begin with the case d = 1, which is somewhat trivial. Since
there is only intersection point wi0,i1 , any holomorphic strip v is necessarily
constant, and its linearized operator is the standard Dolbeault operator on
R × [0, 1], with locally constant boundary conditions on R × {k} given by
the tangent space of lik at the point wi0,i1 . It is straightforward to see that
this is invertible (for instance: the index is zero, and the kernel is zero by a
maximum principle).
Assume from now on that d ≥ 2. By assumption, the open subset C \
(W0 ∪ l1 ∪ · · · ∪ lm) is connected and unbounded. Hence, we can apply the
degree argument from Lemma 4.1 to show that no holomorphic map v can
enter this subset. Because of holomorphicity and the fact that the limits
lie in the interior of W0, the whole of v(S) is then necessarily contained in
that interior. (4.36) shows that Dv has index zero, which by Corollary 4.1
implies invertibility.
After these preliminaries, the rest is a deformation argument. In principle,
we could have chosen our basis so that all the li intersect in the same point.
Then, the constant map would be a solution of our equation, and actually
the only one, since any solution necessarily has energy zero by (4.22). Now
deform from this very specific situation back to our original choice of van-
ishing paths, while remaining within the class of simply intersecting bases
(this is always possible). Since there are no nontrivial holomorphic strips
with boundary on any two paths in such a basis, the parametrized moduli
space of maps v appearing in the deformation is compact. Corollary 4.1
shows that the parametrized moduli space fibers smoothly over the defor-
mation parameter. Hence, the number of maps v for each parameter value
is constant (this is the actual number, not a signed or modulo 2 count, since
regularity for each parameter value rules out birth-death processes). 
As pointed out in Remark 6.1, it follows from our assumptions that the
Lefschetz thimbles Li intersect transversally. Moreover, there is an obvious
bijection Vi ∩ Vj → Li ∩ Lj for i < j, which takes x ∈ M to y = (wij , x) ∈
U0,1 ×M ∼= π
−1(U0,1) ⊂ E. This induces an isomorphism of vector spaces
(7.4) CF A¯(Vi, Vj)
∼= CF T¯(Li, Lj).
Fix families of almost complex structures Jd
A¯,i0,...,id
on the fibre M as
needed to define A¯. When defining the corresponding families Jd
T¯,i0,...,id
on
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E, we impose the following conditions:
(7.5)
The restriction of Jd
T¯,i0,...,id
to π−1(W0) =W0×M is the product
of the standard complex structure i on the base and Jd
A¯,i0,...,id
on
the fibre.
This is not a generic property, of course, so we’ll have to explicitly discuss
transversality issues later on.
Lemma 7.2. Let u : S → E be a map which corresponds to a point of
Md
T¯
(y0, . . . , yd). Then u(S) ⊂ π
−1(W0) ∼=W0 ×M .
Proof. We apply the barrier argument from Section 4.4 to v = π(u), with
b > 0 small and κ = 0. More precisely, take b so that all wij lie in the
interior of Wb, and so that v intersects B = {p = b} transversally. Crucially,
v is a holomorphic map on the subset v−1(W0) ⊂ S of the domain, which
contains v−1(B), hence (4.25) applies. This is in fact a particularly simple
special case of Example 4.1. The argument there shows that v(S) lies in the
interior of Wb, which is stronger than what we needed. 
Lemma 7.3. Projection to the fibre yields a bijection
(7.6) Md
T¯
(y0, . . . , yd)
∼=
−→Md
A¯
(x0, . . . , xd),
where the xi and yi correspond as in (7.4).
Proof. The projection map is well-defined thanks to Lemma 7.2. In converse
direction, let u : S → M be a map which contributes to Md
A¯
(x0, . . . , xd),
where the boundary conditions are (Vi0 , . . . , Vid). By Lemma 7.1, there is a
unique holomorphic map v : S → C with boundary conditions (li0 , . . . , lid)
and appropriate limits. Moreover, the image of that map remains inside
W0. Hence, (v, u) yields an element of M
d
T¯
(y0, . . . , yd), which is the unique
preimage of u under (7.6). 
Suppose, to make the notation slightly more homogeneous, that d ≥ 2.
To any map u : S → M in MA¯(x0, . . . , xd) belongs an extended linearized
operator D˜u : E˜
1
u → E
0
u (called extended because it includes deformations of
the conformal structure on S; the restriction to a fixed conformal structure
would be given by the restriction to a subspace E1u ⊂ E˜
1
u of codimension
d−2, which would be denoted by Du). We also have the ordinary linearized
operator associated to v : S → C, denoted by Dv : E
1
v → E
0
v . Finally,
if we consider (v, u) as a point of Md
T¯
(y0, . . . , yd), its associated extended
linearized operator D˜(v,u) : E˜
1
(v,u) → E
0
(v,u) sits in a commutative diagram
with short exact rows, as follows:
(7.7) 0 // E1v
//
Dv

E˜1(v,u)
//
D˜(v,u)

E˜1u
//
D˜u

0
0 // E0v // E
0
(v,u)
// E0u
// 0.
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The intuitive meaning is as follows: a first order deformation of (S, v, u)
induces, by forgetting about v, a first order deformation of (S, u). The kernel
of that forgetful map consists of first order deformations of v, for fixed S.
As part of our assumptions when defining A¯, we required the choices of
Jd
A¯,i0,...,id
to be such that the associated moduli spaces are regular, which
by definition means that D˜u is onto. On the other hand, Dv is invertible,
see Lemma 7.1. In view of (7.7), this implies that D˜(v,u) is onto as well.
Therefore, choosing almost complex structures on E as in (7.5) makes the
spaces Md
T¯
(y0, . . . , yd) regular. A similar (even a little simpler) argument
applies to the case d = 1. Using these almost complex structures to define
T¯, we therefore find:
Lemma 7.4. With respect to the isomorphism from (7.4), the A∞-structures
µd
A¯
and µd
T¯
coincide. 
7.3. The choice of Hamiltonians. Our further argument will depend cru-
cially on specific choices of the Hamiltonian perturbations used to define
the bimodules U±. Recall that li ∩W−2 is the graph of a function qi, with
qi(p) = oi equal to the ordinate for p ≥ 1. Fix c
± such that for all i, j,
(7.8)
c− < qi(p)− qj(p) for all p ≥ 0,
c+ > oi − oj.
Choose c±-displacement functions h± on C (see Definition 4.2) with the
following additional properties:
(7.9)
dh−/dp = c− for all p ≥ 0. On the other hand, h+(p) = h−(p)
for p ≤ 1, and d2h+/dp2 > 0 for p ∈ (1, 2).
Figure 5 shows the effect of the resulting time-one maps φh± on our basis
of vanishing paths. Note in particular that for any (i, j), the intersection
φh+(li) ∩ lj has a unique point lying in W1. We denote it by w
+
ij . It is
automatically transverse.
Take a function H on the fibre M satisfying (2.13). Starting from this
and h±, we choose c±-displacement functions H± on E (see Definition 5.3)
as follows:
(7.10)
First, take a cutoff function ψ, satisfying ψ(p) = 0 for p ≤ −1,
and ψ(p) = 1 for p ≥ 0. Then, the function H˜−(p, x) = h−(p) +
ψ(p)H(x) lies in the class from (5.3). The actual H− should
differ from this H˜− only on a compact subset of E \∂E, which is
disjoint from π−1(W0). Finally, we set H
+(p, x) = h+(p)+H(x)
on π−1(W1), and H
+ = H− on the rest of E.
With respect to the trivialization π−1(W0) ∼=W0 ×M , we then have
(7.11)
XH− |π
−1(W0) = (c
−∂q,XH),
XH+ |π
−1(W0) = ((dh
+/dp)∂q,XH).
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φh−(li)
p = −2 p = −1 p = 0 p = 1 p = 2
φh+(li)
lj (j < i)
li
lk (k > i)
Figure 5.
Lemma 7.5. All points of φH−(Li)∩Lj , for any (i, j), lie in π
−1(C \W0).
Proof. The subset π−1(W0) ⊂ E is invariant under XH− . Hence, if y ∈
φH−(Li) ∩ Lj lies in that subset, so does the corresponding flow line which
joins Li and Lj . In view of (7.11), this shows that w = π(y) satisfies w ∈ lj
and w − ic− ∈ li. But this means that qj(p) − qi(p) = c
− for p = re(w),
contradicting (7.8). 
Lemma 7.6. Each point of φH+(Li) ∩ Lj is of one of the following two
kinds. (i) The first kind lie in π−1(C \W0); these agree with the points of
φH−(Li)∩Lj. (ii) The second kind project to the interior of U1,2; these are
in bijection with points of φH(Vi) ∩ Vj.
Proof. As before, π−1(W1) is invariant under XH+ . Outside that subset,
H+ = H−, so we immediately get part (i), and the absence of any intersec-
tion points in π−1(U0,1). For part (ii), we know that φh+(li)∩lj∩W1 = {w
+
ij}.
In the fibre over this point, we have φH+(Li)∩Lj ∩π
−1(w+ij) = φH(Vi)∩Vj ,
whence the bijection. 
Since the choice of H− on any compact subset of π−1(C \W0) \ ∂E is
free, Lemma 7.5 also implies that by a generic choice, we can achieve that
the intersections φH−(Li) ∩ Lj are transverse. Suppose that this has been
done, and consider the intersections φH+(Li)∩Lj. The points of type (i) in
Lemma 7.6 are automatically again transverse. For type (ii), we know that
the intersection point w+ij ∈ φh+(li)∩lj is transverse, and so is φH(Vi)∩Vj by
assumption, hence the same follows for the resulting points of φH+(Li)∩Lj.
Versions of the same arguments show that the triple intersections φH±(Li)∩
φH±(Lj) ∩ Lk and Li ∩ Lj ∩ φH±(Lk) will be empty for i < j and arbitrary
k, as long as H− is chosen generically, which we will again assume to be the
case from now on.
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7.4. The bimodules. When defining B, we use the Hamiltonian H intro-
duced above, and some function g, which is assumed to be nonnegative
everywhere. When defining U±, we use H± and the same g. The families
of almost complex structures should be chosen so that the following holds:
(7.12)
For any member of J
q|1|p
U−,i0,...,ip+q+1
, projection π : E → C is
pseudo-holomorphic over U0,1. For J
q|1|p
U+,i0,...,ip+q+1
, we impose the
more restrictive requirement that its restriction to π−1(W0) ∼=
W0 ×M should be the product of i and J
q|1|p
B,i0,...,ip+q+1
.
Again, since these are not generic conditions, some care needs to be exercised
concerning transversality. Take a map u : S → M representing a point in
M
q|1|p
U−
(y0, . . . , yp+q+1), and consider its restriction to the output end, which
is a solution of a Floer-type equation:
(7.13)


u : (−∞, s0]× [0, 1] −→ E,
∂su+ J
0|1|0
U−,i0,ip+q+1,t
(u)(∂tu− g(t)XH−) = 0,
u(s, 0) ∈ Li0 , u(s, 1) ∈ Lip+q+1 ,
lims→−∞ u(s, t) = u0(t),
where u0 is the XH−-flow line corresponding to the intersection point y0. A
generic point (s, t) is injective in the following sense:
(7.14)
First, ∂su 6= 0. Second, u(s, t) 6= u0(t). Finally, u(s, t) /∈
u((−∞, s0] \ {s}, t).
The existence of such a point follows from strong unique continuation, as
in [14, Section 4]. Essentially, if one starts by assuming that no such point
exists, this leads to the conclusion that u(s, t) = u0(t), and that equality
then extends over the whole of S (not just on the strip-like end; it is crucial
that (s, t) 7→ u0(t) is indeed a solution of the relevant equation), violating
the assumption made when choosing H. Now, since the limit u0 necessarily
lies in E \ π−1(W0), the choice of almost complex structure J
0|1|0
U−,i0,ip+q+1,t
at
points u(s, t) with s ≪ 0 is essentially unconstrained, and this allows one
to obtain regularity in the same way as for the ordinary Floer equation. Of
course, we could have run the same argument using the opposite end s≫ 0.
For U+, the same arguments yield the regularity of MU+(y0, . . . , yp+q+1)
whenever y0 or yp+1 is of type (i). The remaining case will have to be dealt
with more concretely, which we begin to do now.
Lemma 7.7. Suppose that (in the terminology of Lemma 7.6) y0 ∈ φH+(Li0)∩
Lip+q+1 is of type (ii), yp+1 ∈ φH+(Lip) ∩ Lip+1 is of type (i), and we have
arbitrary auxiliary points yk ∈ Lik−1 ∩ Lik (for 1 ≤ k ≤ p and p + 2 ≤ k ≤
p+ q + 1). Then M
q|1|p
U+
(y0, . . . , yp+q+1) = ∅.
Proof. Assume the contrary, and let u : S → E be a point in that moduli
space, where by definition S = (R × [0, 1]) \ {ζ1, . . . , ζp, ζp+2, . . . , ζp+q+1}.
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Consider the projection v = π(u) : S → C. On v−1(W0) ⊂ S this satisfies
an equation (4.9), where the boundary values are li0 , . . . , lp+q+1, and the
inhomogeneous term Xk = (dh
+/dp)∂q ⊗ g(t)dt . This is a consequence of
(7.12) and (7.11).
We will apply a barrier argument to v = π(u), taking b < 1 so that 1− b
is small, and v intersects B = {p = b} transversally. Since dh+/dp = c− on
the interval [0, 1], we can take κ = c−g(t)dt and (4.24) will be satisfied. For
each k 6= 0, p + 1 we know by definition of a simply intersecting basis that
π(yk) lies in the interior of U0,1. Hence, we may choose b such that all these
points lie to the left of the barrier. By assumption, π(yp+1) lies to the left of
the barrier, while π(y0) lies to its right. This puts us in the situation from
Example 4.2. The requirement (4.27) amounts to c− < qip+q+1(b) − qi0(b),
which is satisfied because of (7.8). 
For each (i, j), take CFV(Li, Lj) ⊂ CFU+(Li, Lj) to be the subspace
generated by those y of type (i). Lemma 7.7 says that the direct sum of
these subspaces, denoted by V ⊂ U+, is a sub-bimodule over T¯. Our next
goal is to determine the structure of the quotient U+/V explicitly.
Lemma 7.8. Suppose that both y0 ∈ φH+(Li0)∩Lip+q+1 and yp+1 ∈ φH+(Lip)∩
Lip+1 are of type (ii), and we have arbitrary auxiliary points yk ∈ Lik−1 ∩Lik
(for 1 ≤ k ≤ p and p + 2 ≤ k ≤ p + q + 1). Then, for any map u : S → M
representing a point in M
q|1|p
U+
(y0, . . . , yp+q+1), the whole image u(S) is con-
tained in the interior of π−1(W0).
Proof. This is another barrier argument, taking the same κ as before, but
now using some small b > 0. One can choose this so that all limits π(yk) lie
to the right of the barrier B, and so that v = π(u) intersects B transver-
sally. This puts us in the situation of Example 4.1, and the result follows
immediately. 
We temporarily return to considering only the base. Let S be a surface
of the form (2.16), for some p, q ≥ 0. Equip it with boundary conditions
(li0 , . . . , lip+q+1), where i0 < · · · < ip and ip+1 < · · · < ip+q+1. We consider
solutions v : S → C of the equation
(7.15) ∂¯v = (Xh+ ⊗ g(t)dt )
0,1,
with limits corresponding to w+i0,ip+q+1 and w
+
ip,ip+1
as s→ ±∞, respectively,
and wik ,ik+1 on the other ends. In analogy with Lemma 7.1, we have:
Lemma 7.9. There is precisely one such map v for each S. Its image is
entirely contained in the interior of W0. Moreover, the associated linearized
operator Dv is invertible.
Proof. The case p + q = 0 is again trivial, since a solution of (7.15) with
both limits equal to w+i0,i1 is necessarily constant.
Assume from now on that p + q > 0. By the same barrier argument
as in Lemma 7.8, any solution v must remain inside W0. Invertibility of
Dv follows as before by combining (4.36) and Corollary 4.1. Moreover,
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Figure 6.
the moduli space of maps v is always compact, for the following reasons.
Bubbling along the ends ζk for k = 1, . . . , p, p + 2, . . . , p + q + 1 is ruled
out since it would lead to a non-constant holomorphic strip with boundary
on (lik , lik+1), which is impossible since these two paths have only a single
intersection point. Consider one of the two other ends, say ζp+1 which
corresponds to s→∞. Bubbling at that end would lead to a non-stationary
solution of (7.15) defined on the whole of R × [0, 1], and with boundary on
(lip , lip+1). The intersection φh+(lip)∩ lip+1 can consist of more than just one
point, so such solutions are not generally ruled out. However, all intersection
points except for w+ip,ip+1 lie outside W0, hence can’t occur as limit bubbles
of solution v, since those stay inside that subset. The same argument applies
to the remaining end.
At this point, the standard deformation argument shows that the num-
ber of maps v is independent of the particular basis of vanishing paths, as
well as of the conformal structure of S. Denote this (unsigned) number by
N
q|1|p
i0,...,ip+q+1
≥ 0. We can get additional information about this by degener-
ating the conformal structure. For instance,
(7.16) N
q|1|p
i0,...,ip+q+1
= N
q′|1|p′
i0,...,ip′ ,ip+q′′+1,...,ip+q+1
N
q′′|1|p′′
ip′ ,...,ip+q′′+1
for p = p′ + p′′, q = q′ + q′′. This corresponds to a neck-stretching degener-
ation, in the limit of which S splits into two pieces S′ and S′′ of the same
type, each carrying part of the marked points (Figure 6). Of course, (7.16)
depends on suitable compactness and gluing results, but these are relatively
straightforward in the present context.
There is one more deformation which is useful for our purpose, depending
on an additional parameter r ∈ [0, 1]. We keep S fixed, but change g(t)dt
to (1− r) g(t)dt , and simultaneously replace the boundary conditions lik by
φrh+(lik) for all k ≤ p, while leaving all others constant. Note that for any
value of r, the limits of solutions v at the ends ζ0, ζp+1 still correspond to
points of φh+(li0)∩lp+q+1 and φh+(lip)∩lip+1 , respectively. The barrier argu-
ment used before applies with minor modifications: setting κr = rc−g(t)dt ,
and taking into account the modified position of the vanishing paths, one
finds that (4.27) is again satisfied. Finally, the same regularity and com-
pactness results continue to hold, so the number of maps v is constant in
r.
From this, the general result that N
q|1|p
i0,...,ip+q+1
= 1 can be derived in the
following steps. First, using (7.16) one can reduce the situation inductively
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to the case where p + q = 1. For simplicity of notation, let’s consider
only one of the two significant cases, namely where p = 0 and q = 1.
There, the deformation we have just described allows one to compute the
numberN
1|1|0
i0,i1,i2
by an ordinary count of holomorphic maps v : S → C, where
S = (R× [0, 1])\{(0, 1)} is a three-punctured disc with boundary conditions
φh+(li0), li1 , li2 , and limits given by the points w
+
i0,i1
, wi1,i2 , w
+
i0,i2
. By a
well-known uniformization argument, this comes down to counting immersed
triangles, and inspection shows that there is exactly one of those. 
Lemma 7.6 gives a bijection between points of φH(Vi) ∩ Vj and points of
type (ii) in φH+(Li) ∩ Lj, hence an isomorphism of vector spaces
(7.17) CFB(Vi, Vj) ∼= CFU+(Li, Lj)/CF V(Li, Lj).
By the same argument as in Lemma 7.3, this time based on Lemmas 7.8
and 7.9, one sees that if y0 and yp+1 are of type (ii), then projection to the
fibre yields a bijection
(7.18) M
q|1|p
U+
(y0, . . . , yp+q+1)
∼=
−→MdB(x0, . . . , xp+q+1).
Moreover, the regularity of the moduli space on the right hand again implies
that of the one on the left, which completes our transversality argument for
U+. The conclusion is the following statement, which is part (ii) of Theorem
7.1:
Lemma 7.10. With respect to the isomorphism from (7.17), the A∞-bimodule
structures µ
q|1|p
U+/V
and µ
q|1|p
B
coincide. 
7.5. The bimodule map. When defining the map Γ : U− → U+, we choose
the worldsheet structures as follows. Let η be a cutoff function, satisfying
η(s) = 0 for s ≪ 0, η(s) = 1 for s ≫ 0 and η′(s) ≥ 0 for all s. For the
inhomogeneous term, set
(7.19) K =
(
η(s)H− + (1− η(s))H+
)
g(t)dt .
The underlying worldsheet has γ =
(
η(s)c− + (1 − η(s))c+
)
g(t)dt , which
satisfies dγ ≤ 0 because of the condition on the derivative of η, together
with the nonnegativity of g. Finally, for the almost complex structure, we
make the following requirement:
(7.20) For any member of J
q|1|p
Γ,i0,...,ip+q+1
, projection π : E → C is pseudo-
holomorphic over W0.
Transversality is established by an argument similar to the one for U±.
Let u : S → E be any map representing a point in M
q|1|p
Γ (y0, . . . , yp+q+1).
Let up+1 be the XH−-flow line corresponding to yp+1. Since that lies in
π−1(C\W0) by Lemma 7.5, the constraint (7.20) does not affect our choices
of almost complex structures at points u(s, t) for s ≫ s0. Then, either
a version of the injectivity property (7.14) holds for such points, or else
u(s, t) = up+1(t) on the whole of S. The second alternative actually happens,
but only if p + q = 0. Note that on π−1(C \W1) we have H
− = H+, hence
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the equation for u reduces to an ordinary Floer-type equation, except of
course that we don’t divide out by translation. It is a standard fact that
stationary solutions are regular.
Lemma 7.11. Take y0 ∈ φH+(Li0) ∩ Lip+q+1 which is of type (ii), and
arbitrary yp+1 ∈ φH−(Lip)∩Lip+1 as well as yk ∈ Lik−1∩Lik , k = 1, . . . , p, p+
2, . . . , p+ q + 1. Then M
q|1|p
Γ (y0, . . . , yp+q+1) = ∅.
Proof. On π−1(U0,1) we have K = H
−g(t)dt , hence XK = (c
−∂q,XH).
Therefore, the same barrier argument as in Lemma 7.7 applies. 
This says that Γ is in fact a map from U− to the sub-bimodule V ⊂
U+. We will now consider the linear terms in this map, which are chain
homomorphisms
(7.21) Γ0|1|0 : CFU−(Li, Lj) −→ CFV(Li, Lj).
Both sides have the same generators, corresponding to points of φH−(Li) ∩
Lj. By construction, H
+ ≥ H− everywhere, which means that ∂sK(∂t) =
η′(s)(H− −H+)g(t) ≤ 0. Since all other terms vanish, the curvature (5.14)
is nonpositive. Hence, if u is any solution of the equation underlying (7.21)
with limits y± as ±s→ −∞, then by (5.12) and (5.13) we have
(7.22) 0 ≤ Egeom(u) ≤ Etop(u) = A(y+)−A(y−).
The only solutions with energy zero are those with ∂su vanishing, which
we already considered above. The upshot is that (7.21) is the identity plus
another term which is strictly lower triangular with respect to the action
filtration. As a consequence, we get part (i) of Theorem 7.1:
Lemma 7.12. Γ : U− → V is a quasi-isomorphism of A∞-bimodules. 
7.6. The Hochschild cocycle. We first consider the relevant piece of data
in the fibre, which is Φ¯ ∈ CC (A¯,B). In order to define this, we require that
our original H should satisfy (2.28), and choose a suitable one-form on the
upper half-plane R× R+ ⊂ C. It will be convenient for us to suppose that,
in the exponential coordinates R× [0, 1]→ R×R+ from (2.27), this is of the
form γ = ξ(s)c+g(t)dt where ξ(s) = 1 for s ≪ 0, ξ(s) = 0 for s ≫ 0, and
ξ′(s) ≤ 0 everywhere. For Π¯ ∈ CC (T¯,U+) we use the same γ, and define
the inhomogeneous term in the following two-step process:
(7.23)
K˜ = ξ(s)H+g(t)dt ,
K = K˜ + (compactly supported perturbation),
where the last-mentioned term is supported in a compact subset of (S \
∂S)× (E \∂E), which moreover is disjoint from π−1(W0). As for the almost
complex structures, we make the following assumptions:
(7.24)
The restriction of Jd
Π¯,i0,...,id
to π−1(W0) ∼=W0×M should be the
product of i and Jd
Φ¯,i0,...,id
.
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Let’s consider the resulting moduli spacesMd
Π¯
(y0, . . . , yd). If y0 ∈ φH+(Li0)∩
Lid is of type (i), all maps in such a moduli space must leave π
−1(W0),
which makes it easy to establish transversality because of the additional
freedom provided by (7.23). The type (ii) case will be addressed by explicitly
determining the moduli spaces. The starting point for that is the following:
Lemma 7.13. Suppose that y0 is of type (ii). Then, for any map u : S →M
representing a point in Md
Π¯
(y0, . . . , yd), the whole image u(S) is contained
in the interior of π−1(W0).
Proof. We place a barrier B at some small b > 0, setting κ = c−ξ(s)g(t)dt .
All limits lie to the right of that barrier. Of course, the barrier is not closed,
but dκ = c−ξ′(s)g(t)ds ∧dt is nonnegative everywhere, since c− < 0. Hence,
the argument from Example 4.1 still applies, see also Remark 4.3. 
Let’s temporarily restrict to taking S to be the whole upper half plane,
with our given γ and boundary condition given by some li0 , and consider
the associated equation ∂¯v = (Xh+ ⊗ ξ(s)g(t)dt)
0,1, with limit w+i0,i0 . For
this equation,
Lemma 7.14. The only solution is the constant map v ≡ w+i0,i0. Moreover,
that solution is regular.
Proof. By construction, Xh+ = 0 at the point w = w
+
i0,i0
∈ li0 . Hence, the
constant map is indeed a solution of our equation. One easily computes that
its index is zero, and then regularity follows as usual from Corollary 4.1.
Suppose that we have another solution v. The same barrier argument
as in Lemma 7.13 shows that its image is contained in W0. Suppose that
we temporarily modify h+ by a constant, so that h+(p) = 0 at p = re(w),
which of course does not affect Xh+ . Then, the fact that h
+ has vanishing
derivative at p, and is convex on [0,∞) by (7.9), implies that the curvature
term (4.19) is nonnegative. At the same time, A(w) = 0 by definition (4.21),
so Egeom(v) ≤ Etop(v) = 0 by (4.22). This implies that dv = Xh+⊗γ, which
because of the limit w means that v must be constant. 
By the same gluing argument as in Lemma 7.9, one can deduce from
Lemma 7.14 that for any S of the form (2.35), with boundary conditions
li0 , . . . , lid for i0 < · · · < id, we have a unique solution of the associated
equation with limits (w+i0,id , wi0,i1 , . . . , wid−1 , wid), and that these solutions
are regular. This implies that projection to the fibre yields a bijection
(7.25) MdΠ¯(y0, . . . , yd)
∼=
−→MdΦ¯(x0, . . . , xd)
whenever y0 is of type (ii), and x0 is the corresponding point of φH(Vi0)∩Vid .
Regularity of the moduli space on the right hand side then implies that on
the left, and we arrive at the following conclusion, which is part (iii) of
Theorem 7.1:
Lemma 7.15. The image of Π¯d in the quotient
(7.26) CC d(T¯,U+/V) = CC d(T¯,U+)/CC d(T¯,V) ∼= CC d(A¯,B)
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agrees with Φ¯d. 
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