Development of a sophisticated tool for siting small-scale, embedded wind projects using a geographical information system by Cozens, Nicola J
Loughborough University
Institutional Repository
Development of a
sophisticated tool for siting
small-scale, embedded wind
projects using a geographical
information system
This item was submitted to Loughborough University's Institutional Repository
by the/an author.
Additional Information:
• A Doctoral Thesis. Submitted in partial fulﬁlment of the requirements for
the award of Doctor of Philosophy of Loughborough University.
Metadata Record: https://dspace.lboro.ac.uk/2134/12690
Publisher: c© Nicola Cozens
Please cite the published version.
 
 
 
This item was submitted to Loughborough University as a PhD thesis by the 
author and is made available in the Institutional Repository 
(https://dspace.lboro.ac.uk/) under the following Creative Commons Licence 
conditions. 
 
 
 
 
 
For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 
 
University Library 
~ 1:1 Loughborough \::::1 University 
AuthorlFiling Title ........... C'O'2..~'S::. .............. . 
•• ................... H.n ............................................................. . 
Class Mark ...................... ~ ...................................... . 
Please note that fines are charged on ALL 
overdue items. 
DEVELOPMENT OF A SOPHISTICATED TOOL FOR 
SITING SMALL-SCALE, EMBEDDED WIND PROJECTS 
USING A GEOGRAPHICAL INFORMATION SYSTEM 
by 
Nicola Jane Cozens 
A Doctoral Thesis 
Submitted in partial fulfilment of the requirements for the award of 
Doctorate of Philosophy of Loughborough University 
1 si August 2004 
© by Nicola Cozens 2004 
~ -"~-~,~;::.- '--;::~'~~::7;~~;wl 
J " ~ 
I ! 
"_0.,". 
" 
'f",.:u-.-,,-,".--
Abstract 
The aim of the research is to produce a methodology for the siting of small-scale, 
embedded wind generators, and implement this within a commercial software package 
designed to use existing digital data sets. There is a widespread opportunity to exploit 
smaller size developments, but potentially large numbers of suitable sites means that an 
automated screening process is essential. Much of the information required for such a 
siting study is spatial in nature and hence the site identification process can be facilitated 
using a geographical information system - GIS. The literature has revealed a number of 
GIS-based assessments, but these have concentrated on large wind farms, and have 
been undertaken at relatively coarse resolution. In contrast, this !research has produced 
a much more sophisticated tool, allowing analysis at much finer resolution and 
encompassing a wider range of relevant factors. 
An attractive site for a wind turbine development requires more than just a suitable wind 
resource; factors such as environmental acceptability, public safety, physical constraints 
such as land use and impact on the electricity supply system will all determine the 
potential of a site. Constraints and parameters have been derived describing these 
factors and from these algorithms and inference rules have been developed. These have 
been coded up for use with a proprietary GIS package, producing a tool that can be 
widely applied. In particular, it has been demonstrated for a test region in Shropshire, 
UK. 
A particular emphasis of this study is the consideration of the impact on the electricity 
network. Relatively, few small installations have been connected to the national 
electricity grid in the UK; there is a range of reasons for this, a lack of suitable siting tool 
being one. Connection to the 11 kV network has been assumed given its relevance to 
smaller scale installations. This can result in a lower grid connection cost than for typical 
large-scale wind farm arrangements, for which connection usually represents a major 
element in the overall project costs. Often these low voltage lines are weak (i.e. 
susceptible to voltage variation), especially in remote rural areas. An appraisal of the 
impact of such embedded generators is important and is an intrinsic part of the 
methodology presented and implemented here. 
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1 Introduction 
It is now widely agreed that onshore wind power is a mature technology. Electricity 
generated from onshore turbines located at sites with a reasonable wind resource is 
competitively priced in relation to that produced from conventional generators. It is also 
now widely accepted that climate change brought about by human activity, poses a 
grave environmental threat. Reductions in greenhouse gas emissions, in particular 
carbon dioxide (C02), feature widely in global and national policies designed to tackle 
climate change. Electricity generation accounts for a large proportion of global CO2 
emissions. Reducing these through widespread take-up of renewable energy based 
electricity generation is an attractive option, and widely supported within the EU. In 
recent years, the UK government has established specific policies to expand the 
contribution made by renewable energy to electricity supply. The Renewables 
Obligation, introduced in 2002, places an obligation on energy suppliers to obtain 
specified amounts of electricity from renewable sources (excluding existing, large-scale 
hydroelectric schemes). The ultimate aim of this obligation is to ensure that the 
Government target of sourcing 10% of UK electricity from renewable generation by 
2010 can be met. Regional assessments have been published which examine how 
this target could be met region by region. These studies show that onshore wind is 
expected to provide between 29% and 37% ofthis 10%. A large number of new sites 
will need to be found to accommodate this substantial capacity. 
To date, most wind power development in the UK is in the form of large wind farms, 
since these benefit from economies of scale. However, recent wind power 
development on this scale has started to run into difficulties at the planning applications 
stage (Hartnell 2001). In the last few years this pattern of development has 
encountered considerable public hostility and although there was a 20% increase in 
capacity in 2002, this was less than half the figure anticipated at the beginning of the 
year. Approximately only 4 in 10 proposals make it through the planning system, a 
figure which will have to improve significantly if the UK targets are to be met (British 
Wind Energy Association 2002). It has been argued that smaller scale developments 
could prove more acceptable in terms of planning acceptability, although this is not 
universally accepted. Smaller scale developments, in the form of single turbines and 
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small clusters can be accommodated on sites too small for large wind farms. 
Consequently, numerous sites become available to the developer, and the process of 
site identification becomes difficult if carried out by hand. A methodology using 
geographical information systems (GIS) has the potential to automate the siting 
process, as many of the constraints that are applied in the identification of suitable sites 
are spatial in nature. This then opens up the possibility of cost effective identification of 
these smaller sites. Although wind energy offers a sustainable form of electricity 
generation, it is not without environmental impact. These too can be assessed using 
GIS techniques. 
1.1 Aims of the thesis 
The main aim of this thesis is to produce a methodology to be used with commercial 
software and existing data sets (where available) to carry out a detailed assessment of 
an area with regard to the siting of smaller-scale, embedded' wind projects2 • Such a 
methodology must consider all the pertinent constraints to development including those 
of a technical nature (for example, adequate wind resource, land availability, access, 
connection to the electricity grid and so on) and those of a more subjective nature in 
particular the perceived visual impact of an installation. The methodology in this 
research has been implemented within a commercial GIS package and a useful 
decision support tool has been demonstrated. 
Many constraints are sensitive to the type of wind turbine proposed and so the 
resultant siting tool must allow the site identification process to be carried out for 
different wind turbines, as selected by the user. The results of such analyses can then 
be compared, allowing the user to identify the most appropriate turbine/so 
The connection of wind turbines to the electricity network can be a costly exercise, and 
thus proximity to the existing network is an important factor. The often-prohibitive costs 
1 Embedded generators are connected to the electricity network at the low voltage, distribution level 
2 Although larger wind farms can be accommodated by such an approach. there is not a demonstrated 
need for this 
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involved in connection and possible network reinforcemene associated with even small 
installations can present a major obstacle to distributed generation. The methodology 
proposed and developed here allows the impact on the electrical grid to be assessed at 
the early stage in the siting process. 
Wind power developers are likely to be the principal users of the decision support tool 
due to its ability to rapidly identify attractive sites. On the other hand, the tool can be 
used to assess the local and regional wind energy potential. This is particularly 
pertinent as local government are now charged with meeting their share of the national 
renewable energy targets. This provides a second potentially significant market for the 
tool. In principal it could play a Significant role in informing and empowering local 
communities concerned with the technical, environmental and socio-economic issues 
surrounding local wind turbine siting decisions, and even perhaps serve as a means of 
conflict avoidance. 
1.2 General approach 
Chapter 2 discusses the background to this project - it introduces the main issues 
involved in wind development siting, citing some of the documented guidelines and 
relevant references. It introduces the reader to the technology of geographical 
information systems (GIS), discussing geographic data types and the many functions 
available with a GIS. Finally, previous studies of automated wind development tools 
are discussed. 
A critical examination has been undertaken of the various factors and constraints that 
should be applied when assessing an area for wind development. In some cases the 
assessment of these factors and constraints is subjective, nevertheless, Chapter 3 
discusses the conversion of such constraints into algorithms appropriate for application 
in a GIS. 
3 Reinforcement of the network usually involves the laying of new cables to increase the current carrying 
capacity of the existing local network. 
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The actual implementation of the siting methodology and the production of the GIS-
based tool is the topic of Chapter 4. This chapter includes descriptions of relevant GIS 
functions and the manner in which the different aspects of site appraisal are integrated. 
Third-party software has been used to carry out the wind resource assessment and 
load-flow analysis; the software is described together with the approaches developed 
to link these proprietary codes to the GIS. All of this functionality including a graphical 
user interface (GUll is implemented in GIS scripting language, Avenue4 • 
Chapter 5 presents an application of the developed methodology to an area in 
Shropshire, and discusses the results. Finally, Chapter 6 concludes the thesis with an 
assessment of the usefulness of the methodology, the practicalities of the tool, and 
provides suggestions of fruitful areas of future research and tool development. 
4 Avenue is the proprietary scripting language associated with ArcView -the commercial GIS 
package used in this work (see section 4.1) 
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2 Background 
2.1 Wind development siting issues 
Site identification techniques for both large and small-scale wind power applications 
have been developing for a number of decades now. Consideration was limited to the 
available wind resource in earlier publications (Bortz, Fieldhouse et al. 1980; Wegley, 
Ramsdell et al. 1980; Heister and Pennell 1981), but in more recent years 
environmental and societal issues have been included (Gorgoulis, Rados et al. 1994; 
Baban and Parry 2001; Clarke 2001). The techniques for wind resource assessment in 
particular have ranged from correlation of wind speed with elevation (Bortz, Fieldhouse 
et al. 1980); through biological wind prospecting using aerial photography of tree 
deformation (Kirchhoff and Kaminsky 1981); to the more sophisticated, and now widely 
used, numerical modelling techniques based on topography and surface roughness 
(Traci, Phillips et al. 1977; Walmsley, Salmon et al. 1982; Troen and de Baas 1986; 
Walmsley, Taylor et al. 1986; XU and Taylor 1992; Montavon 1998). 
An attractive site for a wind turbine development requires more than just a suitable 
wind resource; factors such as environmental acceptability, public safety and impact on 
the electricity supply grid will all determine the potential of a site. Environmental 
acceptability of wind farm developments became a major concern along side the 
growing scale of wind energy installations in the 1980's. Compulsory Environmental 
Impact Assessment (EIA) for certain types of development has made early 
consideration of both environmental and socio-economic issues in the site selection 
process prudent (Secretary of State for the Environment Transportation and the 
Regions 1999). 
A number of guidelines and reports on identification of wind power sites have been 
produced, though it must be said that many of these documents are now fairly old and 
concentrate primarily on the wind resource assessment (Wegley, Ramsdell et al. 1980; 
Pennell 1983; Arkesteijn and van Huis 1987; Berkhuizen, de Vries et al. 1987). Best 
Practice guidelines are also available, outlining the whole development process from 
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site selection through planning application to construction and decommissioning 
(European Wind Energy Association; British Wind Energy Association 1994), however 
these give very broad guidelines intended to flag up considerations and consultation 
processes, they do not give any 'recipe-style' information, so often called for by 
planners (Land Use Consultants 2001). 
Drawing from the range of sources referred to above, a good site selection process 
should include at least the following considerations: 
Suitable wind resource Institutional/Environmental Issues (in terms of) 
Suitability of electricity grid infrastructure Designated areas 
Construction issues (including) Land use regulations 
Site access Archaeological/historic preservation 
Ground slope 
Suitability of bearing ground 
Telecommunications Issues (in terms of) 
Electromagnetic Interference (EMI) 
Safety 
Economic feasibility 
Availability of suitable land without 
physical restrictions 
Visual and Landscape assessment 
Noise 
Shadow Flicker 
Impact on eXisting land use 
Impact on flora and fauna 
Several methods have proposed an overall manner in which these considerations can 
be applied. Figure 2.1 shows the outline suggested by Pennell, here the aim is to look 
at a very large area and rapidly assess economically viable and publicly acceptable 
sites (Pennell 1983). In the first step all areas having less than a minimum 'useful' 
wind speed are eliminated. In this example, the minimum useful wind speed is the 
wind speed that gives the levelised cost of energy5 over the lifetime of the turbine equal 
to the target levelised cost of energy (Le. that of a conventional energy system). 
5 The levelised cost of energy is an annualised unit cost of energy delivered over the lifetime of the 
generator L I' d I et' 't t ""A"-,nn,:;;u",al.:.:is-:,-ed-"-,-co,,,s,-t o,-f",g.,.en_e",ra_ti_on 
. eve Ise e e ne! y cos =-
Annual energy production 
It requires estimates of capital costs, discount rate and operation and maintenance costs and is discussed 
in greater detail in section 3.1.1.3. 
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Define region of interest 
and turbine type 
Determine economic 
parameters 
Determine preliminary 
resource areas 
Screen these 
areas for potential 
sites 
Measure and 
Estimate costs and document 'Nind 
economic potential characterisitcs at 
I----~ of sites f--~ candidate sites 
Choose candidtate Refine costs and 
sites economic potential 
Rank sites 
Figure 2.1 Outline of a siting procedure for utility-scale wind turbines ((After Pennell 
1983)) 
This type of process is most useful for the siting of large-scale developments in a 
national/regional context, and for which wind resource data already exist. It may not be 
a precise or sensitive process, depending upon the resolution of the existing wind data. 
A coarse first pass is likely to exclude many of the areas that would be suitable for 
smaller-scale developments, consisting of a few turbines. In Pennel's method, the 
wind speed estimates can be given a confidence rating used to judge if eliminated land 
should be reassessed to compensate for this. The remaining areas of land are then 
reassessed in terms of suitability of land use and underlying geology to produce 
preliminary resource areas. The spatial resolution is an important factor that will have 
considerable impact on the output from such an analysis; in practice significant 
differences in annual mean wind speed can be detected for sites as close as 1 DDm 
apart. Thus an average value for a kilometre square may well hide local sites with 
considerably high wind speeds, well suited to single turbines or small clusters. 
Moreover, these types of coarse grid based assessments are unable to reflect the finer 
detail often relevant when small groups of turbines are being considered. These wind 
speed dominated assessments can also be criticised for their lack of appropriate 
environmental and social considerations. 
2.2 Geographical Information Systems 
2.2.1 Introduction to GIS 
Geographical information systems (GIS) have seen a rapid growth of use over the past 
couple of decades. Geography plays a major role in many decisions taken; from 
emergency service route preparation to the development of marketing strategies and 
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location planning; each has some spatially specific constraint and will have associated 
with it spatially referenced data. A GI8 is a tool for assisting with such problems and 
more 
Many definitions have been offered to describe a GI8 but in summary it is the 
combination of computer hardware , software and trained personnel to enable the 
capture, storage, manipulation, management, query, analysis and display of spatially 
referenced data (Burrough 1986; Department of the Environment (DOE) 1987; 
Dickinson and Calkins 1988). 
2.2.2 Geographic data 
In a G18, features are represented by both spatial information (entity location and 
shape) and non-spatial, descriptive information known as attributes. Two main data 
models can represent the spatial information: the vector data model and the raster data 
model, demonstrated in Figure 2.2. 
/ 
.X' 
Point feature 
~ 
I 
(b) 
I- Polygon feature 
, 
, 
, 
, 
Figure 2.2 Examples of (a) raster and (b) vector data types 
- T"'/<-
Annotation 
The raster data model is based upon a regular grid or pixels, similar to the graphical 
representation offered by a computer monitor. This type of model is ideal for 
representing continuous surfaces, for example elevation, but can also be used to 
represent objects or entities as shown in Figure 2.2. The resolution of the grid size is 
an important factor; too coarse a resolution will give a very blocky image and is likely to 
have a low spatial accuracy in its representation of the entity, however too fine a 
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resolution will lead to excessively large data sets. In a raster, the object or surface is 
described by a particular value at the centre of each grid cell location. 
In vector data models, objects are represented by points, lines and polygons. A point 
is represented by a single set of coordinates, e.g. (x, y), lines are represented by a 
sequence of coordinates and areas or polygons represented by a closed sequence of 
coordinates. Attribute data is stored separately to the geometrical shape data, but is 
linked by virtue of a unique identifier. 
Raster and vector data models have differing advantages and disadvantages. The 
choice of which model should be used depends on the type of query or analysis 
applied to the data. A vector model more accurate ly represents a feature's shape than 
the raster model, which is highly dependent upon resolution for its accuracy. On the 
other hand , raster data is more easily manipulated and is generally preferred for 
carrying out analyses, for example overlaying one layer of information on another to 
identify geographical features existing at the same location. Such an operation can be 
problematiC with vector data, but is particularly straightforward for raster grids. 
However, the raster data model often requires more storage space than the vector. 
Table 2.1 shows the relative sizes of the files created in Figure 2.2. The raster grid 
storage size in ArcView is actually quite small; there are only three different cell va lues 
and the resolution is low, so this is expected. As the range of cell va lues requ ired to 
represent the surface or entities increases and the resolution of grid becomes finer the 
file sizes increase rapidly. 
Vector Vector Vector 
Point file Polygon file Line file 
Geometry file 1kb 2kb 12kb 
Index file 1kb 1kb 1kb 
Attribute file 2kb 1kb 7kb 
Raster file 
ArcView Grid format 1.B2kB 
In bmp format at 15 dpi 14kb 
In tiff format 15kb 
Table 2.1 Comparison of vector and raster file sizes describing the area in Figure 2.2 
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In a well-designed system, the data are managed by dividing them into thematic layers. 
These layers can be based upon Ihe feature types (i.e. points, lines and polygons in a 
vector GIS) or more usually the entities being represented (e.g. cables, overhead lines, 
roads etc.). 
2.2.3 Query and analysis 
GIS can be applied to answer many types of problems. The types of questions have 
been categorised by Rhind as follows (Rhind 1990):-
• Location based - these type of questions find out what exists at a 
particular location, for example 'what is the wind-speed at (346000, 240000)?'; 
• Condition based - these look at finding locations that satisfy certain 
• 
• 
• 
• 
criteria for example 'where is there land at least 200 metres away from a road 
which is farmed or grazed?'; 
Trend based - these generally deal with trends in spatial data over time, 
for example 'How does the attitude of local residents in the vicinity of a wind 
development change with time?'; 
Routing - these look at the 'best' route between locations, though the 
definition of best can be quite varied, for example the best could be the quickest 
or shortest route between A and B; 
Pattern based - these look at the distribution of certain phenomena to 
see if a particular pattern is followed, for example 'Is there a link between the 
distribution of failed wind development planning applications and the surrounding 
landscape or perhaps the particular demographic of the area?'; 
Model based - these types of questions are generally 'What if. .. ?', for 
example 'how much land is available for wind development if a 6km exclusion 
zone around aircraft radar is applied?; 
These types of questions are readily answered using combinations of the various query 
and analysis functions available in the GIS software and can be easily visualised using 
the display functions . When using a GIS to solve a complex problem, the problem is 
broken down into a series of processes that can be answered by a combination of 
different types of operations. 
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For the purpose of this introduction the more commonly used operations are now 
described: 
Database Query - these are the most fundamental of the sets of functions, examples 
include 
i. simple retrieval and display of data selected on their attribute data, 
ii. more complex retrieval using logical, mathematical or statisti c operators, 
iii. data reclassification 
iv. graphical overlay. 
/\/ Footpaths 
Land use 
.. Arable fa rmland (hedged) f"P-"ol;=o"'n'-t-__ 't-____ -'O"-. ,.,20"'OpDe=ci"'d"'Uo':U"'-'-'W"'o"'od"""'an"'d'-.,--! 
~ Ara ble farmland (open) pol on 0 . 050 Arable farmland to en ) 
.. Coniferous woodland pol on 0 . 020 Grazed land 
c:=J Deciduous woodland pal 01'\ 4 0 . 200 coni terouz woodland 
Grazed land pol on 5 0.100 Arable farmland (had ed) 
_ Selection 
Figure 2.3 Examples of database query functions (a) selection of woodland, (b) selection 
of areas with roughness <= 0.05, (c) selection of areas with roughness <= 0.05 that are 
not intersected by footpaths 
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Distance Operators - these are used to perform functions relating to distance, for 
example 
(a) distance measurement (which may include frictional/cost effects) 
(b) creation of buffers around certain types of data. 
Elecmcol NoOes 
Eleclric.y Orid 
Distance 10 nodes 
(in m) 
=
00250 
250 ·500 
• SOD - 750 
_ 150 ·1000 
. , 000 -1250 
. , 250 -1 500 
_ ,. 1500 
~ D 150m bu n .. O'""od "od, 
Figure 2.4 Examples of distance operators, distance measurement from an electrical 
network and buffering around a road network 
Map Algebra - here map layers are mathematically manipulated i.e. some function is 
performed on the data in question, this is especially useful for modelling. Figure 2.5 
shows, the computation of wind speed from two statistical distribution parameters, the 
Weibull distribution C and k parameters, using some complex map algebra techniques . 
. " . 0. ':' . I·· 
- 0 
.. 
, 
~ 0 
... ". 
". .. '.' .. 
... 
Welbull c parameter 
•. 5 · 5 81_705 
5 · 5.5 1.5 . 8 
5.5 · 6 B · 8.5 
6 . 6.5 . a.5 . 9 
6.5 . 7 . 9 _9.5 
: 
'0 
WeibuU k panmeter 
125 _ 1.5 
1.5 · 1.15 
1.15 _ 2 
2 . 2.25 
225 . 2.5 
Wind speed (in mlsj 
• . • .5 
4.5 . 5 
5 · 5.5 
55 · 6 
6 . 6.5 
Cl 6.5 - 7 
_ 7.7.5 
•
7.5 - 8 
8 . 8.5 
Figure 2.5 Example of map algebra. Using rasters of Weibull C and k parameters it is 
possible to calculate the annual mean wind speed over a grid square. 
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Context Operators (Neighbourhood analysis functions) - this is where existing data is 
manipulated according to the context in which it is found. Figure 2.6 shows an 
example, where the maximum slope is calculated by examining the height of a 
particular cell in relation to its neighbours using basic trigonometry. 
Digital Elevation Model (values in m) 
D 175- 200 
D 150-175 
. 100-125 
. 125-150 
D 75-100 
D 50-75 
. 25-50 
. 0-25 
Figure 2.6 Example of a context operation - computation of slope 
Slope (values in degrees) 
, D 0-2.5 
D 2.5-5 
D 5-7.5 
D 7.5- 10 
10 -1 2.5 
_ 12.5-15 
_ 15 - 17.5 
_ 17.5-20 
_ 20-22.5 
_ 22.5-25 
_ 25-27.5 
_ 27 .5-30 
Some of these processes will be more time consuming and processor hungry than 
others in the methodology, therefore it is important to think carefully about the order in 
which they are used . 
2.3 Model building 
There are several processes in building a model: defining the problem, dealing with 
measurement issues and finally the carrying out the analysis (Mitchell 1979). 
2.3.1 Defining the problem 
The problem addressed by the model can be defined in terms of the operational 
definition, assumptions that need to be made and the variables considered and how 
they inter-relate. The ultimate objective addressed in the model described in this thesis 
is the location of suitable sites for the development of smaller-scale, embedded wind 
projects. The key word in this definition is suitable and this must be further defined 
through the use of immediate objectives. The wind development can be thought of in 
terms of costs and benefits and a suitable site is one that satisfies the immediate 
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objectives of minimising the costs and maximising the benefits. Costs and benefits are 
not always purely financial and it is often the case that the costs are minimised at the 
expense of other objectives. For example, a suitable site where the financial costs are 
minimised is likely to have high implications associated with impact on the 
environment. Some of the immediate objectives to be addressed in this thesis are 
shown in Figure 2.7. 
Suitable site for 
Ultimate Objective Wind turbine development 
I 
I 
I Economic I " . I Safety I I Sociological I Environmental 
I 
Immediate Objectives 
_.- ._. _. _._. _. -j _. _. _. -.-.- ._. -. _. _. _. _. _._.- . _._. -.-. - ,_. _. _. --_.- _. _. _. _. _. _. _. -. _. _. -. _. _. . _. -. _._. _. _. _._. _. _. _. -. 
I I I I 
Increase Infrastructure Reduce Consider 
turbine yield safety noise impact landscape impact 
Reduce Community Avoid land Reduce 
capital costs safety use issues visual impact 
Figure 2.7 Hierarchical representation of ultimate and immediate objectives for the wind 
turbine site selection process 
Assumptions are often made to make a complex problem more manageable and it is 
important to remember that the final result from a model will only be as accurate as the 
assumptions on which it is based. The assumptions made in creating this methodology 
are highlighted in Chapters 3 and 4 along with the definitions of the key variables and 
their relationships . Identification of the variables , how they are measured and 
ope rationalised is a key task of any model building process and is often the core of the 
research effort, which is confirmed in this study. 
2.3.2 Measurement of the variables 
Measurement issues in model building are associated with the types of data, the data 
collection methods, data quality and the sources of error. 
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2.3.2.1 Types of data 
Quantified data is measured in four levels: in order of refinement these are nominal, 
ordinal, interval and ratio. Measurements on the nominal scale are at the lowest level 
and are used when there is only enough information to classify the data. When 
classifying land use a nominal scale is usually applied e.g. agricultural, meadow, 
swamp and marsh, amenity land and settlement. When the data can be both 
categorised and put into rank order then the level of measurement is the ordinal scale. 
The distance between any two points on the scale is not measured by a common 
measurement unit and is not assigned a numerical value. Ordinal scales are often 
associated with measuring social and behavioural variables, for example measuring 
preference to siting a development in landscapes that area mountainous, undulating 
and variable, flat agricultural or industrial. If, however, this interval is known then the 
measurement is made on the interval scale and a numerical value is given to the 
observation. When an interval scale has a true zero, i.e. when any two measurements 
have the same ratio to each other irrespective of the unit, then the scale is at the 
highest level: the ratio scale. Interval and ratio scales are often used with biophysical 
data, for example when measuring noise on a decibel scale an interval scale is used. 
Wind speed measurements are measured on a ratio scale with 0 indicating no wind 
and 2m/s being twice as fast as 1m1s. 
2.3.2.2 Data collection 
Methods for collecting data include interview and questionnaire surveys for socio-
economic data and field studies, laboratory experimentation and computer simulation 
for biophysical data. 
2.3.2.3 Data quality and sources of error 
The data's validity, reliability or quality are very important issues. The validity 
describes if the measurement chosen to represent a particular characteristic does 
achieve it. For example, is the land coverage characteristic that is nominally classified 
valid for measuring the surface roughness of a particular topography? Data quality 
describes the relative accuracy and precision of the data and should be documented as 
part of the dataset. Errors arise from data quality, model quality and the interaction of 
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the two and it is important to know the sources of error and how they will propagate 
through the model. Types of error include: 
• positional accuracy and precision of the data 
• attribute accuracy and precision of the data 
• conceptual accuracy and precision in both the data and the model design (for 
example using inappropriate categories for a particular process or 
misclassifying data) 
• logical accuracy and precision when designing the model 
The sources of these errors are many and varied but it is important to recognise and 
ideally measure these errors. Sources of error include: 
• the age of the data and changes in the data over time: for example land 
coverage changes throughout the year as well as year on year and so the 
dataset only represents a snapshot of time 
• non uniform coverage: it is quite likely for data to be missing in some areas, this 
is often the case at the edges of study areas 
• variations in map scale: the map scale determines the detail of the features on 
the map - a small scale map, say 1 :250000, will generalise features whereas a 
1: 1250 scale map will show much finer detail. If the two maps are used 
together in the model then it is quite possible that the user will believe the small 
scale map to have the same accuracy as the large scale which is incorrect 
• observation density: if insufficient data is collected it will not be possible to 
generate the map feature with a high level of accuracy, for example contour 
lines are generated at intervals determined by the density of observations 
• relevance: if a surrogate data set is being used to infer information about data 
that is not directly available, then there must be a valid relationship 
between the two 
• positional accuracy: errors can be introduced in the production of the maps, for 
example through digitising or scanning. 
• round off errors in computers: different computers can produce significantly 
different results to a mathematical operation often due to limits in rounding off. 
Errors in single data sets may be propagated (usually additively) or cascaded (additive 
or multiplicative) when they are combined during the GIS project. 
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2.3.3 Analysis of the model 
The model processes and solutions should be checked or calibrated against reality, 
this is often achieved using a sensitivity analysis. In the sensitivity analysis either the 
input to the model or the process itself is varied slightly to see how this affects the 
solution. If changing an input or a process has considerable impact then this will have 
a serious implication for the data quality or error associated with it. 
2.4 Multi·Criteria Decision Analysis 
Multi-criteria decision analysis (MeDA) is a tool used to model the decision-making 
process. It is often used for comparing and ranking options, for short-listing items, for 
deciding between acceptable and unacceptable proposals, or to identify a single most 
preferred option. There are many multi-criteria analysis (MeA) techniques but 
essentially they all compare the relative merit of a proposal/option/item using multiple 
q~alitative and quantitative criteria. MeA techniques are useful for appraising sites in a 
site selection process, but are usually only applied once those sites have been 
identified. 
The process of carrying out MCDA can be summarized in the following steps (After 
Dodgson, Spackman et al. 2000): 
1. Establish the decision context. 
2. Identify the options to be appraised. 
3. Identify objectives and criteria. 
4. 'Scoring'. Assess the expected performance of each option against the criteria. 
Then assess the value associated with the consequences of each option for 
each criterion. 
5. 'Weighting'. Assign weights for each of the criterion to reflect their relative 
importance to the decision. 
6. Combine the weights and scores for each option to derive an overall value. 
7. Examine the results. 
8. Sensitivity analysis. 
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The initial stages of an MCDA for a wind turbine development site appraisal are shown 
in Table 2.2. 
Establish the decision context. 
To provide a ranking of suitable sites for wind turbine development with key players being 
wind project developers and local authority planners 
Identify the options to be appraised. 
The possible wind turbine development sites 
Identify objectives and criteria. 
The high level objectives would be to maximize the profit and minimise the costs, maintain 
a high level of safety, minimize the environmental impacts and sociological issues. Criteria 
would include expected annual yield, noise output and expected visual impact. 
Table 2.2 Initial stages of an MCDA for a wind turbine development site appraisal 
GIS provide a useful framework in which MCA techniques can be applied to spatial 
decision making problems (Heywood, Cornelius et al. 1998), with the MCA providing 
the complex evaluation of the problem and the GIS providing the data management 
and display capabilities. For a full discussion of the various MCA techniques available 
and its integration in GIS, the reader is referred to Keeney and Raiffa (1976), Keeney 
(1982), Carver (1991 land Beinat and Nijkamp (1998). The work in this thesis has not 
been carried out as part of a formal multi-criteria decision analysis process, however 
many of the concepts have been used, such as identifying the objectives and criteria, 
scoring the criteria and combining the results to provide an overall value. 
2.5 Review of important literature 
Geographical information systems have been used in many applications, for example 
siting retail centres based on demographics (Clarke 1998); modelling pollution (Lake, 
Lovelt et al. 2003); emergency service routing (Derekenaris, Garofalakis et al. 2001) 
and utilities automated mapping and facilities management (AM/FM) (ESRI 1999). 
More recently, the potential of using GIS as an appropriate tool for wind power siting 
has been realised. Selecting land suitable for wind turbine developments generally 
consists of ruling out certain types of land dependent upon a range of constraints 
which, when implemented by hand, can be both a costly and time consuming 
procedure. Most of the information needed for siting wind turbines is spatially specific 
and hence the process can be readily facilitated by a GIS. 
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In an early example, Bailey used a GIS to screen large land areas for prospective wind 
energy sites (Bailey 1993). He noted that the types of data needed to carry out the 
analyses such as wind resource data, terrain and land use data were available in 
diverse forms such as maps, tables and graphs and that managing and sifting through 
these varied sources by hand was both time consuming and inefficient. He saw that a 
GIS offered great potential in dealing with these different data sets and could be used 
to facilitate the wind energy siting process. 
Bailey carried out an assessment over a large area; the State of New York. Eight 
constraints were applied to the various data sets. Suitable areas had to satisfy a wind 
resource constraint set at class 3 or greater (->5.1 m/s at 10m height). The wind data 
set used was gridded at a resolution of y.o latitude by W longitude (approximately 
25km x 25km in this region). From a land uselland cover database of nine general 
categories, suitable land was designated to be either agricultural, forested, range or 
barren, mapped at a minimum unit size of 16 hectares (16000m2). Water bodies, parks 
and municipalities were also excluded. In terms of terrain constraints, sheltered 
elevations were removed (though it is not clear from the paper what defines a sheltered 
area) and slope and aspect of the terrain were considered. Aspects facing the 
predominant wind direction were retained and the slope constraint was dependent 
upon the type of scenario considered. 
Three scenarios were considered producing a range of land availabilities, the optimistic 
scenario removed land with slopes >5° and low elevation sites in non-shoreline areas. 
Implementing this scenario left 22% of the land area available for wind energy 
development. A more moderate scenario removed land with >30 slope, 25% of the 
agricultural land and 50% of forests. A conservative scenario removed land with >10 
slope, 50% of agricultural land and 100% of forested land. This left only 2% of the area 
available for development. The limits used in these scenarios are a I ittle difficult to 
justify. 
Estimates of the actual installed capacity were then made assuming 30m diameter 
300kW turbines were used to fill these remaining areas with a 10 diameter spacing and 
assuming a capacity factor of 20%. Bailey noted that the limitation of GIS based 
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studies would lie with the availability of datasets especially at suitable resolutions. He 
felt that the coarseness of resolution of the wind resource was a particular drawback. 
In 1995, Simmons and Hill carried out an analysis over the whole of the UK (Simmons 
and Hill 1995). They used a wind speed database with a 1 km square resolution and 
removed areas with an annual average wind speed less than 6.5m/s. A figure for the 
number of turbines physically possible to fit in each square was defined and used to 
produce a map of the unconstrained turbine density. This was then adjusted by the 
percentage of land in each square that was occupied by urban settlement, woodlands 
and water to produce a map of 'feasible' turbine densities. Similarly, the percentages 
of land with designations such as National Parks and Areas of Outstanding Natural 
Beauty were also used to reduce the turbine densities further to reflect what was 
referred to as the 'accessible' turbine density. The wind speed map was combined with 
a power capacity factor table (a look up table relating the wind speed to the capacity 
facto~ of a particular turbine) to produce a map of energy capture. Combining this with 
the turbine density map produced a map of the accessible economic resource. It was 
noted that the algorithms used to produce these maps were not sophisticated and it 
was likely that more reliable estimates could be produced if the number of factors taken 
into account was increased. 
At a similar time Christine Mahony carried out a similar study, focussing on a smaller 
area with slightly more sophistication (Mahony 1995). Mahony's study was applied to 
the Isle of Man, a small island of approximately 572km2• The constraints applied to this 
area included a 350m separation from houses to avoid problems associated with both 
noise and visual effects and a buffer zone around forested areas of 175m to avoid wind 
turbulence effects and removed areas of inland water. 250m buffer zones were also 
placed around archaeological and historical sites. All designated land and protected 
areas were excluded on the basis of visual impact. This justification isn't valid, since a 
turbine sited just outside a designated area may well be viewed from within the 
designated area. A minimum wind resource constraint was also set a 7m/s that was 
applied to a 1 km resolution wind speed data set. Buffers were also used around major 
roads (75m), minor roads, railways and 33kV lines (50m) and 11 kV lines (25m). A 
6 capacity factor = actual yield/yield at 100% rated power 
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maximum distance away from the grid was also considered to avoid the excessive 
costs associated with grid connection. Each constraint was applied separately to the 
manually digitised data sets and the results obtained overlaid to show the areas that 
satisfied all the constraints. 
On running the analysis, some 103 potential sites were located, the majority of which 
would only support a single turbine (assuming a spacing between turbines of 300m). 
12 sites were identified which were greater than 0.5km2 and Mahony concluded that 
fully utilising these areas could supply 60% of the Island's electricity needs. (This 
would imply a 30% capacity factor). Mahony noted that the exploitation of this figure is 
unlikely with the current electricity supply system on the island. This would be unable 
to deal with the excessive generation at times of strong winds and low demand. She 
also felt that visual impact was not appropriately considered, and that this would be a 
serious concern. 
Though in some areas a little Simplistic, these studies demonstrated the potential of 
GIS for wind developers and introduced some of the constraints which need to be 
applied to provide a 1st step in site identification (Le. the removal of unsuitable sites). 
The constraints to development introduced in these studies have been basic technical 
constraints (Le. wind resource in terms of minimum wind speeds), avoidance of 
designated areas and certain land uses and Simple catch-all exclusion buffers around 
houses. Other studies have demonstrated an increase in functionality including basic 
consideration of telecommunications (Paul and Petit 1994) and using the introduction 
of the levelised wind generated electricity cost associated with potential sites 
(Mahmmud, Woods et al. 1996). 
Gorgoulis, Rados et al (1994) carried out an assessment with their 'Decision Support 
Tool, Windiest' over the western part of the Island of Crete. A wind data set was 
produced for a 1 km grid square resolution from which cells with wind speeds less than 
6m/s were discarded. Terrain was considered by excluding areas with greater than 
1000m elevation and slopes greater than 10', again carried out at a kilometre grid 
resolution (with no justification given for these exclusions). Exclusion buffers of varying 
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sizes were created around areas such as urban developments, ports, airports, 
archaeological sites, monuments and monasteries. 
An estimate was then made for the annual energy output of the maximum number of 
225kW turbines that could be fitted into these areas (assuming a spacing of 7 rotor 
diameters. The NOABL model was used with a wind rose for Heraklion to estimate the 
probability distributions of the wind velocities. The annual energy production was then 
deduced using the mean annual wind velocity at each cell. 
Levelised electricity costs (LEC) were calculated for each of the remaining cells Using 
estimated values for the total installed costs, cost of operation and maintenance and 
assuming a 6% rate of interest over a period of 15 years. These were calculated to be 
between 0.05 ECUlkWh and 0.081 ECU/kWh. 
Mahmmud, Woods et al (1996) carried out a similar study in Karnataka in India, an 
area of some 192204 km2• Wind data sets were produced at a resolution of 1 km2 
using elevation data from the Digital Chart of the World. This data set was also used to 
produce slope profiles over the cells. Distances to the medium voltage grid lines and 
substations were calculated as well as distances to roads. From these various data 
sets, the LEC was calculated on a grid cell basis for 1 to 4 MW sized wind farms. 
Unfortunately, it is not obvious how the energy production was calculated or how the 
slope of terrain data was incorporated into the analysis. Sensitivity studies were 
carried out to look at the impact of the wind resource, the distance to the grid and the 
distance to roads. From this it was found that the wind resource was the predominant 
variable with both the distance to the grid and roads having less of an impact than at 
first expected. 
Voivontas et al (1998) also carried out an analysis where the final outcome was a 
prediction of the LEC with the feasibility of the project being based upon the Internal 
Rate of Return. Crete was again used to demonstrate their methodologies. The area 
was assessed to find suitable locations which satisfied the following criteria: annual 
rnean wind speed >6m/s, maximum elevation 1000m, maximum slope 60% (31°), 
minimum distance to towns of 1 OOOm, airports 2500m and archaeological sites 2000m. 
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The LEC has then been calculated on a 2x2km grid using 250kW wind turbines 
covering the whole of the cell area. The grid costs have been estimated by extending 
the existing system up to the cell location, as have the roads. The remaining costs 
have been estimated and the lifetime of the project taken to be 15 years (perhaps a 
little low). Levelised electricity costs were calculated to be in the region of 0.01 - 0.017 
ECU/kWh. By assuming a selling price of 0.064 ECU/kWh, the internal rates of returns 
for each of the areas were calculated and found to be in the range of 11.25 -14.5%, 
which are very healthy. The study was taken a little further in 2001, when the results of 
the above siting analysis have been entered into a network analysis tool, enabling load 
flow assessments to be carried out for selected sites. Electricity network analysis was 
confined to the high voltage transmission system and the medium voltage distribution 
network. It is unclear from the literature the degree to which automation was applied 
(Tigas, Kilias et al. 2001). 
These studies are still relatively coarse, carried out at large regional scales and the 
assumptions made in the analyses are occasionally dubious or perhaps not well 
documented. In parallel to these site selection studies, there have been more specific 
GIS-based investigations looking at particular aspects of wind turbine development. 
These have included early wind resource mapping studies (Rutten, v. d. Haspel et al. 
1988) and visibility analysis (Gatrell and Howes 1993; Kidner and Dorey 1995), a topic 
discussed in greater detail in section 3.2.3.1. 
A more recent study carried out by Baban and Parry (2001), ranked the outcomes 
associated with the various constraints (as opposed to simple Boolean exclusion). The 
scores obtained were then combined using an uneven weighting approach. In their 
work, areas scored an integer value between 0 (no constraint) and 10 (total constraint) 
for various considerations, however, in most cases these extremes were the only two 
values used hence it could still be thought of as being Boolean in nature. The distance 
to the road constraint was one exception, with a score of 10 being assigned between 
the distances of 0 and 100m and then an increase in score from 1 to 9 with every 
1000m distance away from the road (i.e. the further away from the road the least 
suitable). 
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The various constraints were then classified into first, second, third and fourth-grade 
factors based on their perceived importance as shown in Table 2.3. The weightings for 
each constraint were then allocated using a pair-wise comparison for the relative 
importance of each pair of constraints following the methodology of Saaty (1980). The 
overall outcome of the application of the constraints using equal weig htings left 
approximately 4% of the land as prime potential sites (scoring a value of 10) with 73% 
being least suitable (scoring a value of 1) and incorporating the weightings altered this 
to leave approximately 8% for prime sites and 70% for least suitable sites. 
First-grade factors Second-grade Third-grade factors Fourth-grade factors 
(High importance) factors (Low importance) 
r-;;-SI~o:='pe~...!...--....:..-t-A·g=r:;:ic=U;;:ltu-:::r=al"la::-:n:-::d.---1-;H7,i-;st::-on'7·c=s=it:-:e-=-s----t-i:paths 
Roads Railways National Trust property --------1 
Urban centres Rivers 
Woodland 
Water bodies 
Ecological sites 
Table 2.3 Significance of the various constraints to development 
An interesting study was carried out by Sansevic and Radbadan (1996), who combined 
the output of a GIS with a multi criteria modelling code PROMETHEE (Brans and 
Vincke 1985). They noted that it is actually quite difficult to compare the various 
constraints using a common denominator (e.g. a financial index) and that more often 
than not they cannot be expressed as exact values but rely on expert estimates. They 
carried out their analysis on the Island of Rhodes in a two-step, two-stage process. 
The first step was an elimination process that excluded areas based on constraints 
such as low wind power densities (using a 1 km2 wind data set), areas of natural beauty 
and cultural heritage, urban areas and areas where siting is physically impossible or 
unsuitable (not further defined). The outcome of this is a selection of possible macro 
locations that can then be further eliminated by applying ranking criteria. In dOing this, 
the second stage is reached with the production of possible micro-locations. The next 
step of the overall process is to apply the weightings to the various micro (or possibly 
macro) locations using the PROMETHEE method. This involves ranking the various 
criteria including wind power density, terrain size, geological conditions, distance from 
roads and the electricity grid, impact on birds, visual impact and seismic activities. It is 
not made clear in the literature how exactly the various constraints are evaluated, nor 
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how the weighting coefficients have been arrived at, however, the multi-criteria decision 
making tool does appear to provide a useful way to include the significance of the 
various constraints. 
A number of regional renewable energy assessments have been carried out in the UK 
between 2000 and 2002. These were prompted by the need to meet Government 
Renewable Energy targets. In January 2000, the UK Government committed itself to 
achieve a target of 10% electricity demand from renewable energy generation by 2010. 
This has been set into a policy framework with the introduction of the Renewables 
Obligation. It was acknowledged that these were ambitious targets especially in the 
light of the prevalent planning climate, and in 2001, the Department of Industry (DTI) 
and the Department of Transport, Local Government (DTLR) Regions (now DEFRA 
Department of Environment, Food and Rural Affairs) commissioned regional renewable 
energy assessments to encourage the adoption of regional targets and their inclusion 
in Regional Planning Guidance and Regional Sustainable Development Frameworks. 
From these studies, onshore wind power figured as providing approximately one third 
of the aggregated region's assessments. It has been estimated that between 29% to 
37% of the Regional Obligation could be generated by these sources (OXERA 
Environmental and ARUP Economics & Planning 2002). The assumptions made in 
deriving these figures are quite interesting and include: 
• no development within internationally or nationally designated areas 
• minimum annual mean wind speed of 7m/s at 45m height (60m in 
Wales) 
• wind farm centre spacing of 7km 
• buffer zones approx 100 m around roads rivers, railways and canals, 
400m around towns and other settlements and 6km around airports 
• minimum wind farm size of 3-8 1.5 MW turbines and max of 20 1.5 MW 
turbines 
2.5.1 Summary of key papers 
The following tables show the variables used within the key papers reviewed in section 
2.5, highlighting their strengths and weaknesses and noting the constraints that have 
been used or built upon in this thesis. 
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Author WT Pennell. . 
Title Siting guidelines for utility application of wind turbines 
Notes Not a GIS based study 
Processes and constraints identified Comments Application in this thesis 
Identification and ranking of candidate resource areas This assessment is in three stages with the large candidate site assessment used as a 'first pass' 
Define region of interest, number and types of turbine Definition of type of turbine used at start 
Determine minimum useful wind speed for each turbine and Based on LEC so related to turbine. Generally based on USDOE wind resource assessments so Basing wind resource assessment on economic analysis exploited in thesis 
select appropriate areas resolution is low 
Eliminate areas where construction of turbines difficult or Only suggests problems areas such as parks, seashores, wilderness and road less areas, scenic A more flexible approach has been implemented based on land cover that 
impossible - areas, bird and waterfowl refuges, wetlands, military reservations. Very conservative approach allows the user some interpretation of favourability. Designated land is 
flexibility. Subjective assessment only treated separately. 
Eliminate areas with unfavourable geology No information given on how to carry out assessment A more rigorous approach has been included based on safe bearing capacity 
of the soil 
Ranking of resource areas based on: This is the second stage ofthe process where MCA techniques are applied. It enables more Ranking the assessments has been used at each stage of the process where 
appropriate areas to be visualised more easily. applicable rather than applied post analysis on a per site basis 
Magnitude of wind resource Uses an ordinal scale based on maximum wind power density class in the region and a 
confidence rating of the wind speed assessment 
Seasonal load match Uses an ordinal scale based on peak system load . Not used in assessment but would have application if data easily available 
Distance to load centres Binary scale with no indication of how to determine if all electricity would be consumed within the Not used in assessment 
candidate area 
Distance to transmission line Binary scale with no indication of how to assess suitability of transmission and distribution lines Grid connection has been considered using a more rigorous load flow 
technique 
Distance to suitable roads Binary scale with assessment of suitability of road based on consultation with the turbine Not used in assessment 
manufacturer 
Terrain Characteristic Suggested scoring methods based on Hammond's classification of terrain. Ordinal scale used General principle used with adaptation for local terrain classification. Ranking 
with score decreasing almost linearly as the percentage of gently sloping land decreases. No of terrain based on simplified categorisation to six terrain descriptors 
adaptation of Hammond's methods for local terrain description (e.g. a mountain in the USA would 
not relate to a mountain in the UK) 
Meteorological Hazards Ordinal scale based on risk of experiencing the following hazards - icing, extreme winds, salt and Not used in assessment 
dust and grit 
Public acceptance Ordinal scale based on admittedly crude assessment of acceptance. Public acceptance has been used in the comprehensive visual impact 
assessment and also in the technical appraisal of noise 
Screening of resource areas Stage three o!the process that is carried out at a finer resolution. 
Further analysis of wind resource based on either numeric, No indication given of how 'best wind zone' is defined. This fine resolution assessment is used in conjunction with the economic 
physical models, topographical, biological, geomorphological or analysis to assess Wind resource potential at an early stage 
social and cultural indicators to find 'best wind zones' 
Best wind zones with respect to existing roads and No indication given on how this is assessed Grid connection has been considered using a more rigorous load flow 
transmission lines technique 
Evaluate current and future anticipated land use Safety concerns, compatible land uses and surface roughness are discussed but no indication Safety considered with binary score based on technical appraisal, land use 
given on how they are assessed suitability given an ordinal score, surface roughness considered in both wind 
resource assessment and turbulence analysis. 
Evaluate physical size Suitable spacing is discussed Used in assessment with an ideal layout using spacings based on the turbine 
specifications. 
Unsuitable geology and meteorology No difference to earlier screening 
Siting regulation review Federal Aviation issues are discussed but no prescriptive methods are given Aviation issues are considered based on technical issues 
Evaluation of public acceptance Slightly more consideration given to visual impact, EMI, noise and attitudes than in previous Public acceptance has been used in the comprehensive visual impact 
screening but it is a subjective analysis assessment and also in the technical appraisal of noise 
Evaluation of environmental impacts Subjective analysis of a number of issues Environmental impact is given a more objective analysis looking at individual 
issues such as noise 
Table 2.4 Summary of processes identified in Pennell (1983) 
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Author J C Berkhuizen, E T de Vries, A F Slob, J C van den Doel 
Title Siting procedure for large wind energy projects and Estimation of the Wind Energy Potential in the Netherlands taking into Account Environmental Aspects 
Notes Described as a database with computing section - rather like an in-house GIS 
Processes and constraints identified Comments Application in this thesis 
Wind speed> 4m/s at 5km x 5km resolution Binary scale, with too coarse resolution for small developments Wind resource assessment based on wind turbine performance 
Exclude nature reserves, forests and water within each square Binary scale that is too restrictiveJconservative A more flexible approach has been included allowing user some interpretation of 
favourability. 
Exclude built up areas within each square Binary scale that is too restrictive/conservative A more flexible approach has been included allowing user some interpretation of 
favourability. 
Buffer 500m from houses (later reduced to 300m) for noise Distance based upon a fictive 300kW turbine with sound power level 105 dB(A) Noise impact is given a technical appraisal. 
and 40 dB(A) requirement at house. In later work sound power level dropped to 
100 dB(A) 
Buffer 190m from buildings (later reduced to 120m) for safety Distance based upon fictive 300kw turbine with hub height 35 m and 50 rpm using Blade throw considered but rejected see 3.1.3.1. 
trajectory of the rotating blade 
Buffer 215m around turbine for electromagnetic interference (EMI), Distance based upon fictive 300kw turbine with rotor diameter 30m. A more rigorous approach has been implemented 
6km from television transmitting stations and 600m around beam 
transmitters later to include lOOm buffer around 
telecommunication beams, 500m around navigation systems. 
Buffer 135m around buildings for 30-60 min. shadow nuisance or Distance based upon fictive 300kW turbine with maximum height 50m Flicker has not been included 
260m for 15-30 min .. shadow nuisance. 
Landscape scale (small, medium and large) No indication of how this is assessed or used. A landscape assessment has been included 
Percentage of industrial land No indication of how this is assessed or used. Indirectly used with designated land assessment. 
Restrictive poliCies e.g. buffer zone around densely populated Binary scale that is too restrictivelconservative Relevant planning restrictions included where appropriate but are not simple binary 
areas . claSSifications 
Bird migration and bird population No indication of how this is assessed or used Not included 
Valuable flora and fauna No indication of how this is assessed or used InclUded in the relevant planning restrictions but is not simply restricted to a binary 
classification 
Physical restrictions such as lakes rivers forest and military No indication of how the buffer zones were derived and no indication of how other Similar constraints are used but values have either been calculated using appropriate 
grounds. 4000-6000m buffer around airports, 20-75m buffer restrictions are treated. algorithms or have been selected from appropriate planning literature. 
around roads, 50m buffer around rail, lOOm buffer around dikes, 
39-52m buffer around power lines, 90m buffer around pipelines, 
Estimation of cost per kW No indication of how exactly this is computed Economics included based on Levelised ElectriCity Cost 
Table 2.5 Summary of processes identified in Berkhuizen, van den Doel, et aJ. (1986). 
Author 
Title 
Notes 
Processes and constraints identified 
Wind resource class ~ 3 at 11.' latitude by \1,' longitude resolution 
Only consider areas of agricultural land, forested range and barren 
land 
Elevations up to 1530m divided into 8 categories and sheltered 
elevations eliminated 
Eliminate slopes of 1', 3'_5' and greater than 5' depending on 
conservatism of model 
Preference given to land sloping in predominant wind direction 
Exclude water bodies 
Exclude parks and municipalities 
Physical area of contiguous land ~ 200m 
B H Bailey 
Geographical Information Systems for Site Screening 
GIS based with results expressed as a percentage of land conSidered eligible for development. 
Comments Application in this thesis 
Binary scale, with too coarse resolution for small developments 
Binary scale that is a very crude restriciion carried out at coarse resolution (16 
hectares). No reason given for included fa rested land. 
No indication of the rules that were applied to removed the 'sheltered elevations' or 
why applied. 
Binary scale with reasons for considering slopes documented 
No indication of how this is assessed 
Binary scale 
Binary scale that is too restrictivelconservative 
Based on siting (177) 300kW, 30m rotor diameter turbines with 10 x 10 diameter 
spacings. 
A more sophisticated wind resource assessment has been used. 
A more rigorous and flexible approach to land use has been used. 
Not used in this assessment. 
A slope constraint has been included. 
A sophisticated approach to using aspect has been used in this thesis. 
This is included. 
A more flexible approach has been included allowing user some interpretation of 
favourability. 
Physical area used in assessment with an ideal layout using spacings based on the turbine 
specifications. 
Table 2.6 Summary of processes identified in Bailey (1993) 
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Author o Simmons and J Hill 
Title Farming the winds: mapping renewable energy resources with GIS 
Notes GIS based results expressed as number of turbines as a function of load factor or useful turbine density 
Processes and constraints identified Comments Application in this thesis 
Starts with an unrestricted density of wind turbines per 1 Km x An easy method to implement but rather crude 
1Km cell and subsequently removes a percentage of that square: 
Exclude areas of urban settlements, woodlands and water. Binary scale that is too restrictive/conservative A more flexible approach has been included allowing user some interpretation of favourability. 
Exclude national parks, SSSI, greenbelt land and AONB for Binary scale that is too restrictive/conservative A comprehensive visual impact assessment has been developed. 
aesthetic purposes. 
Wind resource ~ 6.Sm/s at 1 km x 1 Km resolution Coarse resolution for small developments. Power capacity factor has been Power capacity factors are considered as an alternative approach to wind reso uree 
considered by using a cut-off of 23% for a 400kW turbine giving the 6.Sm/s limit. assessment. 
Table 2.7 Summary of processes identified in Simmons and Hill (1995) 
Author 
Title 
Notes 
Processes and constraints identified 
Exclude designated landscapes, protected areas, ornithological 
sites and grade 1 and 2 ecological sites for both aesthetic impact 
and impact on flora and fauna. 
Buffer between 3S0-400m around houses to protect for noise 
Buffer around radio, television radar and microwave transmitters 
Buffer 17Sm around forestry for turbulence 
Buffer 2S0m around archaeological and historical sites 
Eliminate areas with less than 7m/s at 1 km x 1 km resolution 
Buffer 7Sm from major roads, SOm from minor roads, railways 
and 33kW power lines and 25m from 11 kV lines for safety 
limit of number of turbines to be connected at anyone point to 
avoid overloading the network. Maximum distance applied 
around the grid network to avoid excessive costs 
It was assumed that 9 turbines could be fit into one square 
kilometre and this value was used for economic analyses 
C Mahony 
The generation game: using G/S to site wind turbines 
GIS based with results presented as suitable locations for wind turbines and approximate generating capacity. 
Comments 
Gives no indication of impact on surrounding land where the turbine would also be 
seen. Rather simplistic and conservative . 
. 
Binary scale that is too restrictive/conservative 
Binary scale that is based on existing height restrictions for airport and transmitter 
stations but it is not clear if these are appropriate. 
Binary scale with no indication of how this value is derived 
Binary scale that is too restrictive/conservative 
Coarse resolution for small developments 
Binary scale with no indication of why these values are used. 
Binary scale WITh no indication of the distance used or how the values have been 
derived 
Rather simplistic and only appropriate forthe size of turbine discussed (300kW 
turbine of 4Sm extended height with spacing distance 300m) 
Application in this thesis 
A more flexible approach to designated land has been used allowing user som e interpretation 
ped. of favourability. A comprehensive visual impact assessment has been develo 
. 
Noise impact is given a technical appraisal. 
A more rigorous approach has been applied 
A more rigorous approach has been developed that includes the predominant wind direction. 
A more flexible approach to deSignated land has been used. 
Similar constraints used but values have either been calculated using appropri ate algorithms or 
have been selected from appropriate planning literature. 
A loadflow analysis have been carried out to assess the impact on the grid, ha wever the 
distance away from the grid in terms of cost has not been considered. 
Minimum physical area is used in this assessment with an ideal layout using s pacings based 
on the turbine specifications. 
Table 2.8 summary of processes identified in Mahony (1995) 
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Author F Paul and C Petit 
Title Geographical Information Systems (G/S) for wind parks location in the north of France 
Notes G/S based with results presented as suitable locations for wind turbines and approximate generating capacity. 
Processes and constraints identified Comments Application in this thesis 
Wind resource ~ 7m/s at 1 km x 1 km resolution. Binary scale. Used WAsP to calculate a wind resource grid. Coarse WAsP has also been used to calculate wind resource grid, but only for areas to be considered and at a higher 
resolution for small developments. resolution. 
Exclude protected natural zones, conservation sites and other Binary scale that is too restrictivelconservative A more flexible approach to designated land has been used allowing user some interpretation of favourability. 
designated areas 
300m buffer around residential areas for noise and visual Binary scale that is too restrictivelconservative with no indication of Noise impact is given a technical appraisal. 
impact why the value is used 
100m buffer around wooded areas Takes account of turbulence A more rigorous approach has been developed that includes the predominant wind direction. 
Exclude electromagnetic clearing areas, TV and radio Binary scale that is rather simplistic with no indication of why the A more rigorous approach has been developed. 
broadcasting areas, military and air safety value is used 
Minimum physical area No indication of value used or how derived Physical area used in assessment with an ideal layout using spacings based on the turbine specifications. 
Consideration given to access to appropriately strong part of No indication of how this has been achieved Grid connection has been considered using a more rigorous load flow technique 
electricity grid 
Each remaining site is then reassessed and an order of priority More appropriate areas can be seen easily. However it would A basic ranking of the sites has been carried out throughout the process 
of construction based on a multi-criteria analysis using the appear that the sites have not had their scores designated 
following variables automatically rather they have been assigned individually by the 
user. 
Wind resource: ordinal scale with site with max power density 
awarded 10 points 
Landscape impact 2 points No indication of how this is assessed A landscape assessment has been included. 
Noise impact 1 point No indication of how this is assessed Noise impact is given a technical appraisal. 
Other impacts such as flora and fauna 2 paints No indication of how this is assessed 
Land availability 1 point No indication of how this is assessed 
Road access 0.5 points No indication of how this is assessed 
Access to electricity grid with suitable capacity 1.5 points No indication of how this is assessed Grid connection has been considered using a more rigorous load flow technique. 
Visibility from major communication lines No indication on how this is assessed A comprehensive visual impact assessment has been developed. 
Table 2.9 Summary of processes identified in Paul and Petit (1994) 
Author M B Gorgoulis, KG Rados, S G Voutsinas 
Title WINDIEST: A Support Tool for DeCision-Making on the Utilization of Wind Energy at a Local Level 
Notes G/S based with resuffs expressed as cost per kWh for a typical' turbine 
Processes and constraints identified Comments 
Exclude Archaeological sites, Airports, Urban districts Binary scale that is too restrictive/conservative 
Wind speed;' 5 or 6m/s at 1 km x 1 km resolution Both wind speed values quoted in the text, no indication of which value used or why. NOABL model used 
on a square kilometre basis which is a coarse resolution for small developments 
Exclude areas higher than 1000m altitude Binary scale with no indication of why this constraint has been used 
Exclude areas> 10' slope Binary scale with no indication of how this value has been derived 
5km buffer around urban districts> 10000 inhabitants, These binary scale buffers appear to be rather arbitrarily chosen, they seem rather conservative and why 
4km buffer around urban districts between 5000 and 10000 inhabitants would a larger city necessarily require a bigger buffer than a small village? 
3km buffer around urban districts between 1000 and 5000 inhabitants 
2km buffer around urban districts between 500 and 1000 inhabitants There seems to be little evidence to support these figures 
1 km buffer around urban districts < 500 inhabitants 
1km buffer around ports No indication of how this value has been derived 
3 km buffer around airports No indication of how this value has been derived 
1 km buffer around archaeological sites No indication of how this value has been derived 
2 km buffer around monuments No indication of how this value has been derived 
1 km buffer around monasteries No indication of how this value has been derived 
Table 2.10 Summary of processes identified in Gorgoulis, Rados et al (1994) 
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Application in this thesis 
A more flexible approach has been. included allowing user 
some interpretation ollavourability 
Not used 
A slope constraint has been inclUded 
Buffers have been applied around buildings for the purposes 
of avoiding noise impact 
A more rigorous approach has been developed. 
A more flexible approach to designated land has been used 
allowing user some interpretation of favourability. 
Author 
Title 
Notes 
Processes and constraints identified 
The study simply looks al using a GIS to implement a wind 
resource assessment based on roughness maps 
B J C Rutten, B van der Haspel, A van Beek 
G/SWA: geographical information system wind resource 
G/S based wind resource assessment 
Comments 
Takes no account of topography, which in the UK can be significant 
Application in this thesis 
Both roughness and topography have been considered when carrying out a wind resource 
assessment. 
Table 2.11 Summary of processes identified in Rutten, van der Haspel et al (1988) 
Author 
Title 
Notes 
Processes and constraints identified 
Wind speed ~ 4m/s at 1km x 1km resolution 
Exclude areas higher than 1300m altitude 
Exclude areas greater than 10 slope 
Consideration given to distance to appropriately strong part of 
electricity grid 
Consider access to primary and secondary roads 
Consideration of electricity demand and population density 
F Mahmmud, J Woods, S Watson, J Halliday 
A G/S tool for the economic assessment of renewable technologies 
G/S based with results expressed as Levelised Electricity Costs based on a !ypical' turbine 
Comments Application in this thesis 
NOABL model used on a fairly coarse resolution for small developments, used to Wind speed has been used to derive an economic type analysis 
generate the Levelised Electricity Costs. 
Binary scale with no indication of why this constraint has been used Not used 
Binary scale with no indication of how this value has been derived A slope constraint has been included. 
No indication of how this has been used - presumably a cost distance analysis has Grid connection has been considered using a more rigorous load flow technique. 
been carried out 
No indication of how this has been used - presumably a cost distance analysis has Not used 
been carried out 
No indication of how this has been used - presumably a cost function has been Grid connection has been considered using a more rigorous load flow technique. 
derived 
Table 2.12 Summary of processes identified in Mahmmud, Woods et al (1996) 
Author o Voivontas, 0 Assimacopoulos, A Moure/atos J Corominas, and K Tigas, V Kifias, J Kabourisand G C Cant axis 
Title Evaluation of renewable energy potential using a G/S decision support system and Design and implementation of a geographical information system to evaluate RES exploitation 
policies in Greece . 
Notes G/S based with results presented as Levelised electricity costs and Internal rates of return for a !ypical' turbine 
Processes and constraints identified Comments Application in this thesis 
Wind speed ~ 6m/s at 2km x 2km resolution. No indicalion of howlhe wind map has been produced. 
Exclude areas higherlhan 1000m altitude Binary scale with no indication of why this constraint has been used. Not used. . 
Exclude areas greater than 60% slope Binary scale with no indication of how this value has been derived. A slope constraint has been included. 
1 km buffer around towns This buffers appear to be rather arbitrarily chosen and rather conservative with little Buffers have been applied around buildings for the purposed of avoiding noise impact. 
supporting evidence. 
2.5km buffer around airports Binary scale with no indication of how this value has been derived. A more rigorous approach has been developed. 
2km buffer around archaeological sites Binary scale with no indication of how this value has been derived A more flexible approach to deSignated land has been used allowing user some interpretation 
of favourability. 
Access to roads Binary scale with no indication of how this has been used - presumably a cost Not used 
distance analysis has been carried out 
Distance to appropriately strong part of electricity grid considered No indication of how this was used - presumably a cost distance analysis has been An integrated and fully automated approach to load flow analysis has been developed. 
in earlier paper. carried out Connection appears to have been implemented by hand and not in an 
In the later paper load flow analysis has been used to consider automatic fashion. 
the effect on the grid This type of analysis is a more realistic approach to assessing potential impact on 
the electricity grid and hence viability of a project. There is little information though 
on how this procedure was carried out, in particular whether it was an integrated 
part of the GIS or not. 
Table 2.13 Summary of processes identified in Voivontas et al (1998) 
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I 
I 
I 
I 
I 
I 
I 
I 
Author M Sansevic, Lj Pilic Radbadan, 
Title A methodology for selection of wind energy system locations using multicrderial 
analysis 
Notes G/S based with resuffs presented as suitable locations for wind turbines 
Processes and constraints identified Comments Application in this thesis 
Exclude areas of very low wind power density AIOLOS used to calculate wind resource but there is no indication of the values 
that are considered suitable. 
Exclude areas of natural beauty and cultural heritage and special Binary scale with no indication of how this is assessed. A more flexible approach to designated land has been used allowing user some interpretation 
purpose areas of favourability 
Exclude areas assigned to housing development Binary scale with no indication of how this is assessed. 
Exclude areas where siting is physically impossible or absolutely Binary scale with no indication of how this is assessed. 
unsuitable 
Exclude areas to protect safety of both people and turbine Binary scale with no indication of how these are assessed. Safety constraints have been considered. 
MeA based ranking of the remaining areas based on: This enables more appropriate areas to be visualised more easily. 
Wind power density There is no indication of how these variables are assessed. 
Terrain size (in terms of length?) Physical area used in assessment with an ideal layout using spacings based on the turbine 
It is quite likely that the areas are merely designated a value on inspection rather specifications. 
Geological conditions than there being an automated process implemented in the GIS. An assessment of geology has been developed based on the safe bearing capacity of the 
ground. 
Distance from road The multi criteria process is carried out in a separate software package and does Not used 
Distance from electricity grid not appear to be integrated. Grid connection has been considered using a more rigorous load flow technique. 
The weightings applied to the different scenarios explored seem fairly arbitrarily Terrain Shape An assessment of shape has been developed 
Terrain Quality (unit cost) chosen. Not used. 
Possible expansion Not used. 
Impact on birds and animals Indirectly used with designated land assessment. 
Visual Impact A comprehensive visual impact assessment has been developed. 
Effect on Development Plans, Tourism, Forestry A more flexible approach to designated land has been used allowing user some interpretation 
of favourability. 
Extreme winds Not used. 
Seismic Activities and Meteorological hazards Not used. 
Maintenance and control Not used. 
Table 2.14 Summary of processes identified in Sansevic and Radbadan (1996) 
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Author D B Kidner, M I Dorey 
Title Visual Landscape Assessment of Wind Farms using a Geographical Information 
System 
Notes GIS based with results presented as sudable locations for wind turbines 
Processes and constraints identified Comments Application in this thesis 
The variables described are only hypothetical and are only used These binary scale constraints are arbitrarily chosen and are frequently rather 
lor illustrative purposes simplistic and conservative. 
3km exclusion buffer around airports A more rigorous approach has been taken 
3 km exclusion around Military reservations 
2km Exclusion zone around built-up areas, 5 km exclusion zone These buffers appear to be rather arbitrarily chosen, they seem rather conservative Buffers have been applied around buildings for the purposes of avoiding noise impact. 
around city centroids, 2,5km exclusion zone around urban and why would a larger city require a bigger buffer than a small village? 
centroids, 1.5 km exclusion buffer around town centroids, 1 km 
exclusion buffer around small town or village centroids, 750m 
exclusion buffer around small villages, hamlets or isolated 
settlements 
250m exclusion buffer around lakes, marshes or reservoirs, Similar constraints used but values have either been calculated using appropriate algorithms or 
300m exclusion buffer around motorways, A-roads and B-roads, have been selected from appropriate planning literature. 
200m exclusion buffer around rivers and canals, 250m exc/usion 
buffer around railways 
250m exclusion buffer around woodlands A more rigorous approach has been developed that includes the predominant wind direction. 
750m exclusion buffer around radio or TV masts A more rigorous approach has been taken 
Exclude areas under 200m in elevation Not considered appropriate 
1 km exc/usion buffer around battletields, castles, county parks, A more flexible approach to designated land has been used allowing user some interpretation 
historic houses and gardens, historic sites, nature reserves and of favourability. 
scenic viewpoints, National Parks, National Trust property, 
Scenic Areas and Forest Parks 
Wind speed" 7.5 mts at 1km x 1km resolution Coarse resolution for small developments 
Area should be intersected by a minor or private road Rather restrictive but could be appropriate for smaller developments due to costs 
involved in constructing new roads 
Area should be within 1 km or the National Grid No technical basis for this distance Grid connection has been considered using a more rigorous load flowtechnique. 
Study details that there should be some inclusion 01 visibility Methods for quantifying visual impact are interesting e.g. assessing the number of A comprehensive visual impact assessment has been developed that includes some ofthe 
analysis. Several methods are discussed however none are turbines visible from buildings or address point data and quantifying the impact methods discussed. 
implemented. based on the population or number of buildings in the viewshed. 
Table 2.15 Summary of processes identified in Kidner and Dorey (1995) 
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2.6 Areas of new work 
This thesis concentrates on using a GIS for the siting of single, or small groups of 
embedded wind turbines, although the methodology developed could also be applied to 
larger wind farms. Application of a GIS to this type of study is still considered to be 
novel as so far the emphasis has been toward regional or national estimates of 
resource often in terms of technical potential only, indeed small developments were 
explicitly excluded from the regional contributions discussed above. When looking at 
smaller scale applications many more potential sites become available as the 
requirement for large areas of land is lowered and automated screening as provided by 
GIS becomes an essential tool. It is noted that the constraints to development are 
many and the ways in which they have been treated are quite varied. A principal aim 
of this work is to consolidate the different approaches and define the constraints in a 
scientific or technical manner - not just an arbitrary value or one that only fits one 
turbine on one occasion. It should also be apparent that proper consideration of small 
installations demands a much more refined and localised wind resource mapping than 
the 1 km grid squares used in the studies cited earlier. It will be shown in Chapter 3 
how this key issue has been addressed. 
In many of the earlier studies, much of data used has been manually digitised. One of 
the objectives of this study is to use the wealth of already available digital data, as data 
retrieval and input is acknowledged as being one of the most time consuming and 
labour intensive parts of a GIS. 
Another key feature of this thesis is the consideration of the electricity grid; at present 
very few small installations are actually connected to the grid. This is in general due to 
high connection and possible reinforcement costs. A hope of the outcome of this thesis 
is to demonstrate that GIS can be used to locate those sites satisfying a great number 
of technical issues that can be readily connected to the low voltage network. This can 
be used to demonstrate just how much energy is available from small, embedded 
installations without negatively affecting the grid. 
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Lastly, the problematic issue of landscape value and environmental impact deserves 
serious attention. Chapter 3 develops a range of methodologies but it has to be said 
that although these represent an improvement over existing approaches, they require 
further refinement. 
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3 Definition of the Constraints to Wind Turbine Development 
and Translation into Suitable Algorithms 
In conclusion from Chapter 2, there are many constraints that should be applied when 
siting a wind turbine development including: suitability of wind resource; availability of 
suitable land without physical restrictions; suitability of electricity grid infrastructure; 
construction issues; institutional issues; environmental impact and economic feasibility. 
The manner and sequence in which these constraints are treated varies throughout the 
studies cited earlier. As an example, Voivontas (1998) suggests a methodology based 
on the process flow shown in Figure 3.1. Here, the theoretical potential is assessed 
first (based solely on the availability of sites conforming to a constraint of a prescribed 
minimum annual average wind speed). The available potential is then assessed by 
applying certain physical and environmental constraints such as maximum slope of 
I i Wind resouri 
data 
Is Wind turbine .; 
specification data 
~ ~ 
Adequate wind I I Selection of resource suitable turbine 
~ ~ 
Theoretical Available Technological ~ Economical potential potential potential potential 
t i 
Physical restrictions: maxaltitude, max slope Levelised electricity 
Other resbictions: cost and Internal 
Proximityto towns airports and archaeological Rate of Return 
sites 
i i 
jc;OP0 9raPhical ~t /~oad and Electr1 grid network data Cartographical data Cost data 
Figure 3.1 Process flow for the GIS wind site selection study of (Voivontas, 
AssimacopoulOS et al. 1998) 
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r 
land, maximum elevation, prescribed distance to archaeological features and so on. 
The technological potential is assessed as a factor of the turbine technology and in this 
specific case is used to assess which turbines are most suitable for the area. Finally 
the economic potential is assessed in terms of levelised electricity costs for the turbine 
selected and project feasibility is given in terms of the internal rate of return of the 
development. Although Voivontas' methodology is attractive for the identification and 
assessment of large areas suited to wind power development, it is inappropriate for the 
study of smaller installations. The primary reason for this is the processor time 
associated with wind resource calculation carried out at the high resolutions required. 
The constraints limiting development, prominent in the literature and highlighted in 
discussion with developers fall into two main groups: techno-economical and socio-
economical/environmental/planning based. These will now be presented and the 
means by which they can be integrated into a GIS will be explored, with specific regard 
to the analysis sequence. 
3.1 Definition of techno-economic factors and constraints 
These factors relate to restricting the turbine development for technical and economical 
reasons. A good example is the wind resource - the power generated by the turbine is 
proportional to the cube of the wind speed (for wind speeds less than the rated wind 
speed of the turbine) and hence higher wind speeds will be more economically 
favourable. This set of constraints will be dependent upon the characteristics of the 
turbine to be used in the development and can be assessed relatively objectively. The 
technical constraints considered in this thesis are as follows: 
Suitability of wind resource, the suitability in terms of wind speed and direction 
relating to the output of the turbine 
Suitability of land, with respect to foundations, civil engineering works, general 
suitability and wind turbulence associated with the site 
Safety issues, in terms of blade throw and set backs from particular objects 
Telecommunications Issues, in terms of electromagnetic interference 
Electrical grid issues, in terms of proxi mity and capacity for connection 
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3.1.1 Suitability of wind resource 
The output of the wind turbine clearly relies upon the wind resource. The wind 
resource or wind climate is composed of a wind profile, a wind speed frequency 
distribution and a directional distribution. The wind profile describes the variation of 
wind speed with height. The wind speed frequency distribution describes the 
frequency of wind speeds experienced at the site, for example it may be a 
predominantly low speed site or alternatively may experience more extreme wind 
speeds and the directional distribution describes the frequency of direction from which 
the winds come. The wind resource can vary quite dramatically with geographic 
location. 
3.1.1.1 Wind profile 
The mean wind speed (0) varies considerably with height (z) within the atmospheric 
boundary layer, as shown in Figure 3.2 and is affected by the roughness of terrain 
(measured by roughness length Zo) over which it is flowing as shown in Figure 3.3. 
An approximation of this variation is given by the log law (for neutral stability): 
( *) - U (z) U(z) = - + In(-) k (zo) [ 3.1] 
where U' is the friction velocity, k is the von Karman constant and Zo is the surface 
roughness length characterising the roughness of the terrain. This is difficult to 
evaluate directly and is more usually evaluated by using a reference wind speed U(r)at 
height Zr to give: 
- In(zl/ 
U(z) /(zo) 
U(r) = In(Zr)/ 
/(zo) 
[ 3.2] 
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3.1.1.2 Wind speed distribution 
The usual representation of the frequency of wind speeds experienced at a site is the 
Weibull distribution. The probability of the wind speed having a value U is given by the 
probability density function (pdf) given in [ 3.3 ], where k is the shape parameter and C 
the scale parameter. 
P(U)= ( ~)(~r .ex{- (~J] [ 3.3 J 
The Rayleigh distribution is a special case of the Weibull distribution where k = 2 and it 
has been found that many Northern European wind climates are well represented by 
this cas~. 'Examples of the Weibull distribution are shown in Figure 3.4. Each of these 
distributions has a rnean wind speed of 6rnls at 10m height but various values of k and 
C. The k parameter affects the spread of the wind speeds, the lower the value of k, the 
greater the variability about the mean value. The higher the value of k. the more 
peaked the distribution, smaller the range. Figure 3.5 shows the effect of the variation 
in C on the probability density function . As the mean wind speed increases, with k 
constant, C increases and the distribution stretches and the height decreases. 
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Figure 3.4 Effect of changes in k on Weibull distribution 
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Figure 3.5 Effect of changes in C on Weibull distribution 
The C and k parameters are usually fitted from inspection of observed data. With an 
average wind speed of 0 m/s at height z, the shape parameter can be estimated using : 
_(0)-1.086 
k- = 
U 
where a is the standard deviation of the pdf. 
The scale parameter C for the site at z can then be estimated using : 
- 1 U = C.r(1 +-) 
k 
where r is the gamma function , defined as 
00 
r (y) = f e,xxy-1dX 
o 
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[ 3.4) 
[ 3.5) 
[ 3.6) 
however a good approximation can be obtained using : 
c= 2U 
,r; (for 1.6 s k s.l.O) 
[ 3.7] 
A method of comparing the wind distributions is to look at either the power or energy 
available from the wind per unit area. The instantaneous power, P, per unit area, A, 
available in the wind is given by [ 3.8 ]. where U is the instantaneous wind velocity and 
p is the density of air (1.225 kg/m3 at 15°C, sea level) 
P 1 3 [ 3.8] 
A ="2 P U 
It is more useful however, to look at the annual average power or energy available 
using hourly average wind speed estimates for the year. The average wind power 
density is given by 
~=~ p .U 3 
A 2 
[ 3.9] 
noting that U3 is the mean cube wind speed . Equation [ 3.9] can then be rewritten 
using the Weibull distribution parameters from equation [ 3.5 ]: 
[ 3.10] 
where r is the gamma function , as defined in [3.6]. An annual average wind energy 
density is then calculated by multiplying the value obtained in [ 3.10 ] by 8760, the 
number of hours in a year. 
If we compare the average annual wind power density at 10m height for each of the 
distributions given in Figure 3.4, we obtain the results shown in Table 3.1, which are 
quite different for the three cases. Although they all have an annual mean wind speed 
of 6m/s, the distribution with the low k parameter has a greater frequency of higher 
wind speeds and as the power increases with the cube of the wind speed, these have 
an overall greater effect on wind power potential. 
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Annual mean wind speed k C 
(m/s) at 10m height 
6 1.5 6.65 
6 2 6.77 
6 3 6.72 
Table 3.1 Comparison of energy densities for 3 sites with an annual mean wind speed of 
6m/s 
When assessing the performance of a wind turbine at a site, it is usual to estimate the 
expected annual energy production (AEP) for the turbine. This can be carried out 
combin ing information on the output of the wind turb ine with predictions of the annual 
distribution of wind speeds at the site. This provides a useful method to select the sites 
that have suitable wind resource characteristics and forms part of the suggested 
methods ofWegley et al (1980) and Pennell (1983). 
A practical way to describe the output characteristics of a wind turbine is through the 
turbine 's power curve. The power curve gives an indication of the electri ca l power 
output of the wind turbine for varying wind speeds given at hub height. It also gives 
information about 
• the cut-in wind speed Uc; (i. e. that wind speed above which the turbine 
produces more power than is lost to rotational losses) 
• the rated wind speed U, (the wind speed where the turbine generates at 
its nameplate rating) 
• the cut-out wind speed Uco (the wind speed at which the turbine is shut 
down to prevent any structural fai lures) 
Between Uc; and U" the power produced by the turbine usually increases in a non 
linear fashion. Ideally, between U, and Uco the wind turbine will produce a constant 
output. Figure 3.6 shows these various points on the power curve obtained for a 
Bonus 1 MW turb ine with the following specifications: 
Hub height:- 50m 
Rotor:- 54.2m diameter 
3-bladed 
upwind 
Generator asynchronous 
2-speed 
rated power of 1000kW/200kW (two speed gearbox) 
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Figure 3.6 Example power curve from the Bonus 1 MW wind turbine 
Figure 3.7 shows a range of power curves for turbines ranging from 20kW to 2MW. 
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Figure 3.7 Comparison of various wind turbine power curves 
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The power curve can be used together with a site's wind speed distribution to estimate 
the energy output of the turbine over a year. It is important that the wind speed 
distribution represents that which is seen at the turbine hub-height. Assuming the 
simple log law applies, then the scale parameter at the hub-height h, of the turbine C, 
can be estimated using equation [ 3. 11 ]. 
Inht / 
/ zO 
ct = A x C 
In z 
o 
It can be assumed that the shape parameter k remains the same (k, = k). 
[ 3.11 ] 
Figure 3.8 shows Weibull distributions for the hub heights of the turbines represented in 
Figure 3.7. 
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Figure 3 .8 Weibull d istributions at various hub heights 
50 
The annual average power for the turbine is given by: 
'" P = fp(U)·P(U)dU 
[ 3.12] 
u:::;Q 
where p(U) is the probability of a wind speed having the value U and P(U) is the power 
output from the turbine at wind speed U. 
Using the power curve data, the annual energy production (AEP) can be calculated by 
numerically evaluating the integral given in [ 3.12] using the average figure for power 
over the n wind speed intervals as demonstrated in [3.13]. This value can then be 
used in a number of ways to determine the suitability of the location and is discussed in 
sections 3.1.1.3 and 3.1.1.4. 
n-1( l(P 1 +P) AEP = 8760x L ipu. - pu. 1 + 1 
i = 1 1+1 1 2 
[ 3.13] 
n-1(P +P) U. t u. t 
[[ [( Jk II [ [( Jk III = 8760x i ~1 I+~ 1 1-exp- ~~1 - 1-exp- c; 
n-1(P +P) U. t u. t 
[[ [( Jk 1 [( Jk III =8760xi~1 I+~ 1 exp- c; -exp- ~~1 
Table 3.2 shows a comparison of some of the methods previously used to assess the 
suitability of the wind resource in the context of siting a wind turbine/farm development. 
As can be seen in the second column, the majority initially assess a location's 
suitability by prescribing a value of the annual mean wind speed below which the wind 
speed is not considered to be effective. In the GIS studies, this is often used as the 
first constraint applied to remove large patches of land when the resource is assessed 
at a very low grid resolution. 
It is difficult to identify a truly usable method from the various studies, since there is a 
considerable amount of variation in minimum wind speeds used, with the range lying 
between about 4 and 7 m/s (only comparing grid connected applications). The height 
at which this cut off is applied to is also rarely cited in the references and this is quite 
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an omission. If it is assumed that these were all used at the same height, then 
although there is only 3m/s difference between the speeds, the difference in mean 
available wind power density (W/m') is quite considerable. If a Rayleigh distribution is 
assumed then a mean wind speed of 4m/s at 10m height will give a mean available 
wind power density of 75 W/m2 and a wind speed of 7m/s at 10m height will give a 
mean wind power density of 400W/m'. This highlights that the cut-off needs to be 
carefully chosen and adequately described. In many cases, the wind speed cut-off 
value is also set without a reference to the size or design of turbine and hence it 
appears to be a rather arbitrary number and will not necessarily give an indication of 
the effectiveness of a particular turbine at a particular location. 
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. 
Reference Constraint Notes 
Wegley, Ramsdell et al (1980) 1: uses annual mean wind speed and estimates of expected average outputs based to assess (Not a GIS-based study) 
energy potential 
2: uses wind speed distribution and turbine power curve to assess energy potential 
Pennell (1983) Using a target levelised electricity cost, works backwards to obtain a minimum annual mean (Not a GIS-based study) 
wind speed for a particular turbine, paying attention to the height. 
Berkhuizen, van den Doel et al (1986) Areas with average wind velocity <4m/s excluded. Carried out for a grid of wind speeds 5x5km< Wind energy potential assessed using rated power 
Height not indicated 
Bailey (1993) Areas with wind class <3 excluded at 10m height (approx 5.1- 5.6 m/s at 10m height) Carried 
out for a grid Y.' lat by y,o long 
Gorgoulis, Rados et al (1994) Exclude areas with mean annual wind speed <6m/s Height not indicated Energy potential assessed . 
Simmons and Hill (1995) Exclude areas with mean wind speed <6.Sm/s. Carried out for a grid of lxl km'. Derived from a typical 400kW turbine with load factors of 10% at Sm/s, 23% at 
Height not indicated 6.Sm/s and 53% at 10.Smls 
AEP assessed using rated power and load factor at indicative wind speeds 
Petit (1995) Exclude areas with mean wind speed <7m/s at 30m height Indicates that constraint is based on electricity purchasing rates 
AEP assessed using turbine power curve 
Mahony (1995) Exclude areas with mean wind speed <7m/s. Carried out for a grid of 1 xl km' Height not indicated 
No indication of energy potential 
Kidner and Dorey (1995) Considers excluding areas with wind speed <7.5 m/s at 45m height. Would be carried out for a Includes a note on the validity and accuracy of the wind data (see discussion on 
grid of lxl km' ETSU NOABL wind speed database) 
Botta, Casale et al (1996) Excludes areas with wind speed <6m/s at 2Sm height 
Ricci and Domizi (1996) Excludes areas with wind speed <4.Sm/s Can assume height is taken as 10m from document, though not explicit 
Sparkes and Kidner (1996) Following on from above, suggests an exclusion based on elevation with areas excluded Uses the premise that wind speeds are generally greater in higher terrain 
<100m 
Voivontas, Assimacopoulos et al (1998) Excludes areas with mean wind speed <6m/s Unclear how energy potential is calculated, mentions power curves but only 
Height not indicated mentions mean wind speeds and not distribution. 
American Wind Energy Association Excludes areas <Sm/s for grid connected applications Can assume height is taken as 10m from document, though not explicit 
(1998) Excludes areas<3-4m/s for stand-alone applications 
Washington State University Energy Excludes areas where measured wind speed < 13mph (-5.8m/s) 
Program (2000) Height not indicated 
Baban and Parry (2001) Excludes areas with wind speed <Srn/s Height not indicated AEP not assessed 
Table 3.2 Comparison of some of the methods of assessing suitability of wind resource 
S3 
With reference to Table 3.2, it has been assumed that when a height is not explicitly 
given, the value is set for a height of 10m, a standard measurement height in 
meteorology. It is possible though that this height is intended to be a particular hub 
height and omitting this information can have serious consequences. 
Inspecting Table 3.2, it can be seen that both Petit (1995) and Mahony (1995) 
recommend a cut-off value of 7mfs, however Petit's specification is taken at 30m height 
and Mahony's is unspecified. Mahony's measurement could be specified at the 10m 
standard, or possibly at 45m height (as this is the hub-height mentioned in Mahony's 
paper for a typical300kW machine). If the cut-off value is specified as 7mfs at 10m, 
30m and 45m height it is possible to extrapolate to obtain the wind speed expected at 
45m height (or hub-height), the wind power density can then be estimated for all cases. 
This is shown in Table 3.3, which has been created using equation [ 3.2], for a location. 
with surface roughness of about 0.01 (Iow grass). These estimates all assume a 
Rayleigh distribution. The values show a wide range emphasising that specification of 
the height is necessary for the cut off value to be sensible. 
Cut-off specification Extrapolated wind speed at Mean available wind power 
45m height density at 45m height 
r7~m~/~s~a7t710~m~h~e~ig~ht~-----t~8~.5~m~/~s~--------------r7~2~5~W~/mC7 
r7~m-/~s-a7t730~m~h-e~ig~ht~-----+~7~.4-m-/~s----------------r4~6~5~W~/mcrnL------------~ 
7m/s at 45m height 7.0 m/s 400 W ImL 
-------' 
Table 3.3 Variations in mean wind power density for different wind speed cut-off 
specifications 
Mahony (1995) suggested that most successful UK wind farm applications at the time 
were in areas where the mean wind speed exceeded 7.5mfs but set her figure lower 
than this to reflect the fact that European wind farms had been successful with lower 
wind speeds. Petit (1995) based her cut off on electricity purchase rates in France. 
Two turbine types are mentioned in the study and it is assumed that the wind speed 
chosen is the minimum that these turbines require to produce enough electricity to 
balance the costs of generation with the possible income. 
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3.1.1.3 Suitability based on economic analysis 
Using a wind speed cut-off exclusion constraint gives no real indication of how well a 
turbine will actually perform at a particular site. The turbine may have been specifically 
designed for a low wind site or conversely to perform well in extreme winds and using a 
wind speed cut-ff may be suitable for one but not the other. The approach favoured in 
this thesis is to use the wind climate information to calculate the economics of the site. 
When considering the economics of the site, the levelised electricity cost (LEG) is used 
frequently. This is the annualised unit cost of energy delivered and is presented as: 
LEG Annualised cost of generation = 
. [3.14] 
AEP 
TIG· (R) + AOM 
= 
AEP.AF 
where AEP = annual energy production, TIG = total installed capital costs, R = annual 
charge rate, AOM = annual operation and maintenance costs and AF is the availability 
factor of the turbine. The lower the LEG the more acceptable the project. The 
components of this type of analysis are described as follows: 
Installed capital costs: The total installed capital costs include items such as: 
• the cost of the turbine and associated equipment 
• cost of the feasibility study 
• cost of site design and development 
• cost of balance of plant (including foundations and grid connection) 
• miscellaneous costs (including training and contingencies 
These items are discussed in greater detail in (Leng, Ah-You et al. 1998). The 
breakdown of the total installed costs will vary between projects and with the size of 
project (numbers of turbines). Example breakdowns are shown in Figure 3.9. 
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Figure 3.9 Breakdown of total initial capital costs for German wind projects from 1997· 
2001 (European Wind Energy Association 2002) and UK projects (DTI2001) 
As expected, the turbine is a large percentage of the installed costs. A range of turbine 
costs is given in Table 3.4. Costs vary with both the size of diameter and size of tower 
for the same generator size. The turbine costs will also vary with the number of 
machines ordered and hence small developments will incur relatively higher costs. 
Smaller sized turbines also tend to be more expensive / rated kW. 
Manufacturer Rated power Hub height (m) Diameter (m) 
Bonus 600 kW 42 44 
" 55 44 
" 58 44 
NEG Micon 750 kW 60 48.2 
Nordex 800 kW 46 50 
Bonus 1MW 50 54.2 
1MW 60 54.2 
" 70 54.2 
Enercon 1MW 70 58.6 
NEG Micon 1.5MW 64 72 
" 80 72 
" 98 72 
Enron (GE Wind) 1.5MW 65 70.5 
" 80 70.5 
" 100 70.5 
" 61 77 
" 80 77 
" 100 77 
Table 3.4 Turbine equipment costs for various makes and sizes of turbine 
(Bundesverband WindEnergie e.V 2001» 
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Cost€ 
475501 
506179 
516405 
577760 
623776 
828293 
858970 
899874 
1060931 
1482746 
1533876 
1585005 
1559440 
1631021 
1733279 
1636134 
1707715 
1809973 
Wind turbine project costs are frequently presented as an overall cost per rated 
installed kW. In Europe, figures between 1000 and 1100 €JkW are recognised as a 
typical installed cost for a large wind farm located on a straightforward site. In the UK, 
figures have decreased from £ 1000/kW (1515€) in 1991 to current estimates of 
£700/kW (1060€) (DTI2001). Once again, these costs will be higher for smaller 
turbines and smaller installations. 
Financing: It is usually the case that the high capital costs associated with wind 
developments have to be met from project financing using money borrowed from either 
a bank or other financial institution. The rate at which interest is paid against this debt 
will be somewhere above the national base rate of interest. For private investors in the 
UK, rates between 8 and 12% (ignoring inflation) have frequently been used, (though 
lower values between 6 and 10% may now be more appropriate). This rate is referred 
to as the discount rate and is used when discounting future cash flows. Project costs 
and revenues occur at different times over the life of the project, discounting is a 
method used to revalue those costs and revenues to a common base to give the 
project's present value. In the calculation of the LEC, the annual charge rate R is used 
to annualise the capital costs and is given by: 
R ~ r 
1-(1+r) n 
[ 3.15] 
where r is the discount rate and n is the number of years over which the capital will be 
repaid. A commonly used value for n in wind energy economic analyses is the useful 
life of the project - approximately 20 years (World Energy Council 1993)). 
The economics of wind generation is particularly sensitive to discount rate because of 
the main proportion of total generation costs are capital costs associated with the 
purchase and installation of the turbine. In contrast to conventional electricity 
generation, running costs are relatively minor. 
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Annual Operation and Maintenance costs: The operation and maintenance costs 
include items such as: 
• insurance premiums 
• land rental costs 
• taxes 
• grid supply maintenance 
• administrative costs 
. . service and maintenance costs (parts, labour, t ravel and 
accommodation) 
• miscellaneous costs (including contingency all owances) 
These costs are usually represented either by a percentage 0 f the turbine capital cost 
of these costs are shown or as a cost per kWh of output. Figures estimating the range 
in Table 3.5 using these various conventions. 
Estimated cost 
1.5 - 2% turbine cost for modern machines 
3.5 - 5% turbine cost over 20 years operation 
4.8% turbine cost for first decade increasing to 
6.6% second decade of lifetime 
Industry target of 0.5 - 1.1 €cents/kWh over 
turbine lifetime 
£8 - £25/rated kW/year 
Source 
(Danish Wind Ind ustry Association 1998) 
pean Wind Energy ISETfrom (Euro 
Association 2002 
DEW I from (Euro 
Association 2002 
) 
pean Wind Energy 
) 
BTM Consult fro m (European Wind 
on 2002) Energy Associati 
Department of Tr ade and Industry from 
(DTI2001) 
Table 3.5 Various estimated operation and maintenance costs 
wn in Table 3.6 taken These costs are also affected by the size of the turbine as sho 
from a study by Lemming et al (1999). Their data is taken for a three-year period from 
1994 -1996. 
Turbine size (kW) O&M as a % of total inst alled cost 
75 2.6 - 3.2 
150 2.1 - 2.3 
225 1.8 - 1.9 
300 0.9 - 1.6 
500 1.0 - 1.9 
Table 3.6 O&M costs for various sized turbines 
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If the operation and maintenance costs are given as a cost per kWh of output then 
equation [ 3.14] can be rewritten as: 
LEe = Tie· (R) + AOM [ 3.16] 
AEP.AF 
Availability factor The availability factor is the percentage of time during the year 
which the turbine is available to generate. For modern wind turbines this has been 
shown to be very high, in the region of 98%. Most manufacturers, however, will 
warrant a figure of about 95%. 
Other losses The calculations of annual energy yield so far have not included losses 
such as electrical losses (transmission and transformer), control losses (such as from 
yawing and blade pitching), aerodynamic losses due to blade SOiling and array losses. 
Typical ranges, from Leng et al (1998), are shown in Table 3.7 
Electrical and 2-6% Array losses for 
control losses 
- one turbine 0% 
Blade soiling 1-3% - closely packed wind farm with 20% 
no predominant wind direction 
Table 3.7 Estimates of various losses 
If we are to use the value of the LEe to decide a location's suitability then these losses 
must be included. If an accurate assessment of the LEe of a project is required, then it 
can be seen that many cost variables will need to be identified for the project in 
question. When specific data is unavailable, the estimates presented above can be 
used to give a reasonable idea of the suitability of a project. 
If adequate cost information were available, then it would be possible to compare the 
LEe calculated for the location against the current wholesale market electricity price. 
However, there are other benefits of wind-generated electriCity that are overlooked in 
this comparison. The actual value of wind energy is a more complex quantity made up 
of a number of elements including: 
• the cost of generation • policy incentives 
• taxes • avoided costs (from a utility perspective) 
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In the UK, market prices paid in the most recent Non Fossil Purchasing Agency7 
(NFPA) auction for wind generated electricity were between 6.36 - 6.9p/kWh (Reay 
2002). This price reflects the positive government policy in place to support 
renewables - the Renewables Obligation. This policy places an obligation upon all 
licensed electricity suppliers in the UK to source an increasing percentage of their sales 
from renewables. Renewable energy generators are awarded Renewable Obligation 
Certificates (ROC) for renewably generated electricity in 1 MWh units. The electricity 
suppliers are then able to purchase the ROC's to discharge their obligation. The 
supplier may also use a process called buy-out to discharge their obligation at a price 
set by OFGEM (Office of Gas and Electricity Markets). The 'buy-out' pot is then 
recycled to the electricity suppliers in proportion to the number of ROC's presented. 
The Climate Change Levy is another mechanism for economically promoting 
renewables. Businesses are charged a Levy on the energy they consume (currently 
set at 0.43p/kWh), with renewably generated electricity being exempt from this Levy 
and thus gaining in value. Exempt generators are awarded a Levy Exemption 
Certificate that may also be sold to the electricity suppliers. 
It is clear from the above that the market price reflects a number of components: the 
wholesale market electricity price (currently around 1.2 - 1.4 p/kWh), a percentage of 
the value of a ROC (say 80% of 3 p/kWhr), a percentage of the Levy Exemption 
Certificate (say 80% of 0.43 p/kWh), plus a speculative element on the amount of buy-
out proceeds to be recycled back (x% of 3p/kWh) (Watson 2002). There may also be 
an element relating to the benefits to the supplier of embedded generation in part to 
reflect a reduction in distribution losses. 
It is possible to compare figures obtained for the LEC with market prices paid for 
current wind generated electricity and produce a numerical grading of site suitability. 
There are many ways to define this suitability. For example, we could define a low 
value limit, made up of say the local sale price of electricity, a percentage of the ROC 
and a percentage of the Levy Exemption Certificate with no buyout consideration. This 
could then be used as a base line to compare the LEC prices against. Alternatively, we 
could look to the other extreme and postulate that the price paid would include the 
7 The NFPA acts agent through which electricity suppliers contract collectively with renewables generators 
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electricity price and 100% of the ROC, Levy Exemption Certificate and buyout price. A 
levelised electricity cost above this value would clearly result in an infeasible project. A 
grading of projects could then be made over the range. An example is shown in Table 
3.8, the low value limit is calculated using 80% ROC, 80% Levy Exemption Certificate, 
no buy-back and 1.3 p/kWh for wholesale market electricity price which gives a value of 
about 4 p/kWh, the high value is calculated to be about 7.7 p/kWh. 
Range (p/kWh) >7.70 6.78 - 7.70 5.85 - 6.78 4.93 - 5.85 4.00 - 4.93 <4.00 
Grade 0 1 2 3 4 5 
Table 3.8 Example grading using low and high value scenarios 
Alternatively the comparison could be made against the range of current wind energy 
sale prices as in Table 3.9. 
Range (p/kWh) >6.90 6.68 - 6.90 6.58 - 6.68 6.47 - 6.58 6.36 - 6.47 <6.36 
Grade 0 1 2 3 4 5 
Table 3.9 Example grading based on current wind market prices (Reay 2002) 
Basing values on historic figures may not be the most appropriate method as energy 
markets fluctuate; hence the grading in Table 3.8 is preferred in this methodology. 
At this stage of the analysis we are primarily interested in the effect of the wind 
resource at the site on the levelised electricity cost. For this purpose it is reasonable to 
calculate the value for the total installed costs based solely on the turbine costs (i.e. 
assuming that the turbine represents 70% of the total installed costs, then 
TIC = turbine costs * 100). In this way we are not excluding the other site dependent 
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factors such as the suitability of the location with respect to foundations, access costs, 
grid reinforcement costs etc, which can be estimated separately. These factors are 
also considered as constraints to development, and are dealt with in following sections. 
By simply using a figure of 30% TIC for the remaining project costs at this stage, we 
avoid penalising a location twice. (Note though, these other site dependent factors can 
be estimated with a reasonable degree of accuracy by using the GIS: for example the 
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foundation costs could be based upon underlying geology and grid connection costs 
upon distance to suitable connection point on the grid.) 
3.1.1.4 Suitability based on estimated power capacity 
An alternative to the LEC is the power capacity factor (PCF): a useful indicator of 
performance that can be calculated according to equation [ 3.17]: 
Power Capacity Factor = Annual Average Power 
Rated Power 
P 
[ 3.17] 
The PCF gives an indication of the performance of the turbine at a specific site and is a 
function of the wind regime at the site. Capacity factors for wind installations can range 
from 20 to 70 %, but are most frequently between 25-35 %; clearly the higher the PCF, 
the better the site. 
Table 3.10 shows comparisons of the annual average power, annual energy production 
and the power capacity factors for 5 turbines spanning the 20 to 2000 kW range for the 
example site described in Figure 3.8. The 1 MW and 2MW turbines seem well suited to 
this particular site with capacity factors above 30% (including 10% losses), the 220kW 
and 750kW turbines are slightly less so, but still have acceptable capacity factor 
values. The smallest turbine appears to be the least suited to this site with a PCF of 
24%. 
Vergnet Vergnet 26/220 NEG Micon Bonus 1MW Vestas V80 
10/20 . 750/44 2MW 
Hub height 24m 50m 46m 50m 67 m 
Rotor d> 10 m 26m 44m 54.2 m 80m 
Ct 7.79 8.65 8.55 8.65 8.99 
P (kW) 5.31 66.04 226.72 355.5 760.71 
AEP (kWhr) 46546.6 578522.00 1986030.00 3114110.00 6663840.00 
PCF 0.24 0.27 0.27 0.32 0.34 
Table 3.10 Comparison of the performance indicators for various sizes of turbine 
(ignoring losses) 
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The proposed methodology uses the PCF as a measurement of the suitability of the 
wind resource when costings are unknown, with areas being numerically graded from 1 
to 5 i.e. least to most suitable. Although the PCF range could be as wide as 20 to 70%, 
most commercial sites have PCFs between 25 and 35%. As this is a relatively small 
range, the proposed grading is narrowed to reflect this. A suggested grading scheme 
is shown in Table 3.11 where the majority of good projects would be graded with a 
value of 4. 
PCF 0-20% 20-25% 25-35% >35% 
Grade o 3 4 5 
Table 3.11 Suggested grading for wind resource suitability based on PCF 
The PCF will not be the most suitable measure in all situations. For sites with extreme 
winds it can be shown decreasing the rotor size for a given generator size or increasing 
the generator size for a given rotor diameter can increase the annual energy yield. 
However this means that the generator will be working at a lower capacity. The 
outcome is that the Power Capacity Factor is lowered, but there is a higher (more 
fluctuating energy output and hence decreased Levelised ElectriCity Costs. This is 
demonstrated in Table 3.12 and Figure 3.10. Here, three turbines with a diameter of 
66m but increasing size of generator are compared for several wind regimes with 
increasing mean wind speed. The PCFs drop slightly but not significantly in this 
example with the increase in annual energy yield, however it should be noted that the 
three turbines used do not show a great range in rated wind speed. The PCF will be 
retained as an effective measure of the site suitability where the various costs required 
for the LEC calculation cannot be obtained. Should it be apparent that wide ranges of 
Ur are available, levelised electricity costs would perhaps be a more effective measure 
of suitability since wind turbine/kW rated costs will rise with reducing Ur. 
k=2.00 Cl-7.49 U-5 k=2.00 Cl-10.49 U-7 k=2.00 Ct=13.49 U=10 
Turbine P AEP PCF P AEP PCF P AEP PCF 
Vestas V66 (1650 kW) 349 3056 0.21 641 5616 0.39 815 7136 0.49 
Vestas V66 (1.75 MW) 362 3169 0.21 670 5867 0.38 855 7492 0.49 
Vestas V66 (2.0 MW) 382 3349 0.19 729 6387 0.36 945 8278 0.47 
Table 3.12 Comparison of energy yields and power capacity factors for the three turbines 
with similar diameters but different generators at the three sites in Figure 3.10. 
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Figure 3.10 Comparison of power curves of three similar 66m diameter turbines and 
Weibull curves describing three different sites. 
A comparison has been made between the two suitability criteria using the five 
previously described turbines at a fictional location with a surface roughness of 0.03 
and a mean wind speed of 6m/s at 10m height. It can be seen that if the LEG is 
calculated on the basis of total instal led costs per kW, then there is a reasonable 
correlation between the PGF and LEG grading with the PGF gradings being slightly 
more conservative. However if the total installed costs are based on manufacturer's 
pricing then the differences in gradings at the very small end of the scale are more 
pronounced . The smallest machine performs quite badly in financial terms as the 
actual cost per rated kW is considerably more than for the other turbines. 
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Vergnet 10/20 Vergnet 26/220 NEG Micon 750/44 Bonus 1MW Vestas V80 2MW 
Hub height 24m 50m 46 m 50 m 67 m 
Rotor <l> 10 m 26 m 44 m 54.2 m 80 m 
Ct 7.79 8.65 8.55 8.65 8.99 
P (kW) 5.31 66.04 226.72 355.5 760.71 
AEP (kWhr) no losses 46546.60 578522.00 1986030.00 3114110.00 6663840.00 
Suitability based on power capacity factor 
PCF with 10% losses 0.24 0.27 0.27 0.33 0.34 
Grade based on PCF 3 4 4 5 5 
Suitabili ty based on LEe using a fixed cost per rated kW for total installed costs 
TIC @ £700/kW 14,000 154,000 525,000 700,000 1,400,000 
AO&M 1.5% of TIC 210 2310 7875 10500 21000 
LEC (inc losses) 0.041 0.036 0.036 0.03 1 0.029 
Grade based on LEC 4 5 5 5 5 
Suitability based on LEe using manufacturer supplied costs (turbine costs are converted from Euros 
using an exchange rate of 0.66) 
Turbine cost (£) T, ' - - 283800 546673 -
TIC (100170' To) 29,700' 198,0003 405,429 780,962 1,419,000'" 
(TIC / kW) 2970 900 541 781 710 
AO&M 1.5% otTlC 446 2970 6081 11714 2128 
LEC (inc losses) 0.087 0.047 0.028 0.034 0.029 
Grade based on LEC 0 4 5 5 5 
Table 3.13 Comparison of suitability of wind resource based on PCF and LEC 
' Obtained from manufacturer (slightly different to value given in Table 3.4 dating from 2001) 
9 Obtained from manufacturer - estimate of turbine + civil works + grid connection in France 
10 Obtained from manufacturer - estimate of turbine + civil works + grid connection in UK 
65 
..... _------------------ - ---- - -
3.1.1.5 Wind speed modelling 
When carrying out assessments over an area, it is highly unlikely that observational 
meteorological records exist to completely cover that area. For a site selection the 
wind climate of the region is best estimated using physically based numerical models. 
Various methods exist for modelling and predicting wind speeds several of which are 
described below and most are available in proprietary computer packages. 
NOABl. Many of the GIS/wind resource assessment studies have all used wind speed 
databases built up using the NOABL model (Numerical Objective Analysis of Boundary 
Layer) (Traci, Phillips et al. 1977) including those carried out in the UK (Mahony 1993; 
Simmons and Hill 1995), Greece (Gorgoulis, Rados et al. 1994) and India (Mahmmud, 
Woods et al. 1996). The NOABL model is uses observed data interpolated in 
accordance with constraints imposed by terrain and conservation of mass to predict the 
effects of large scale orography on steady mean flows. It does not fully model the 
dynamics of the wind, thermal effects (such as those at the coastline) or dramatic 
changes in surface roughness. However, it is noted for ease of computer processing 
and is acknowledged as a satisfactory method for screening large areas (Palutikof, 
Davies et al. 1994). In the UK, the ETSU NOABL database of annual mean wind 
speeds at 10, 25 and 45m height covering the UK at a resolution of 1 km2 has been 
produced using code based on the NOABL model (Burch and Newton 1992). 
MS3DJH/3R. (Mixed Spectral 3-Dimensional Jackson Hunt with Roughness)This more 
sophisticated model is based on the theories of Jackson and Hunt (1975) for flow over 
simple hills . In this model, the flow is governed by linearised forms of the continuity 
and momentum equations which are solved using Fourier transforms. This model also 
allows turbulence to be assessed in an empirical fashion . The model has been 
developed into the MS-Micro/3 PC package which will readily run on a modern PC 
(both executable and source code are provided). The model is most suitable for flat 
areas but can be used with care for slopes up to 30% (Walmsley, Taylor et al. 1986). 
MSFD and NLMSFD models - The MSFD model (Mixed Spectral Finite Difference) 
builds on the MS3DJH/3R model by using less restrictive assumptions. The governing 
equations are still linearised, but need to be solved using finite element methods. As a 
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result, the code requires more CPU time to process, however it is available as a PC 
software package (executable code). NLMSFD takes the model a step further and 
considers the governing equations in a non-linear (NL) fashion . This makes the code 
far more accurate but again increases CPU time and also requi res considerable user 
experience. 
WASP. (Wind Atlas Analysis and Application Program) This was developed in 1987 by 
the Department of Meteorology and Wind Energy at Ris0 in Denmark. Again, it is 
based on the theories of Jackson and Hunt but unlike the MS3DJH/3R model it also 
includes a correction for shelter causing obstacles . It is available as a PC software 
package (executable code). 
Three codes have been selected for possible integration into the GIS methodology: 
WASp, MS3DJH/3R in the form of MS-Micro/3 and NOABL in the form of the ETSU 
wind speed database. The other models have been rejected due to both the expert 
handling and demanding processor requirements . In terms of cost, the ETSU NOABL 
database is obviously very favourable being free of charge; the MS-Micro code is also 
very reasonable . The author is familiar with both the NOABL and WASp packages as 
they are both avai lable for use at Loughborough University, but has no user experience 
with the MS-Micro/3 package. 
In terms of 'accuracy', research work reported in (Halliday, Anderson et al. 1995) has 
found that predictions made with WASp and MS3DJH/3R have a very good correlation, 
with the output from the WASp model being generally slightly lower. Wind speed 
estimates produced from NOABL have been found to be, on the whole, considerably 
lower still and this is enhanced at lower wind speeds , however NOABL does tend to 
overestimate the speeds in sheltered locations. 
To illustrate the differences between the ETSU NOABL wind speed database and 
WASp, a resource assessment has been carried out using the two packages and the 
results are highlighted in Figures 3.1 0 to 3. 19. The area used in this exercise is Clee 
Hill in Shropshire and has been chosen to represent a fairly rounded hill. Figure 3.11 
(a) shows an overview of the area reproduced from Ordnance Survey data. The land 
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coverage over the area is shown in Figure 3.11 (b). There are a few belts of woodland, 
but the majority of the area is either meadow/verge or mown/grazed turf or tilled land 
(i.e . fairly low roughness). There are a couple of significantly higher roughness areas 
notably, Cleehill town lying on the south slope of the hill and an area of suburban 
development to the north of the hill. The elevation (best shown in Figure 3.1 2) ranges 
from about 80m to 530m. The hill is not perfectly smooth, rather it is a conglomeration 
of two hills with a slight valley lying at their conjunction running from southwest to 
northwest. 
Figure 3.13 shows the annual average wind speeds predicted using (a) the ETSU 
NOABL database and (b) from running a WAsp analysis both at a height of 45m. The 
first most obvious difference between the outputs is the resolution . The WAsp analysis 
has been carried out at a resolution of 50m. It can be seen that the output from WAsp 
correlates well to the topography of the area, following quite closely the changes in 
elevation. 
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(a) 
(b) 
Landcover 
_ Inland Water 
D Grass Heath 
_ Mown/Grazed Turf 
CJ Meadow I Verge I Semi-natural 
D Rough I Marsh Grass 
Moor1and Grass 
_ Open Shrub Moor 
_ Dense Shrub Moor 
o Bracken 
_ Open Shrub Heath 
_ Dense Shrub Heath 
o Scrub I Orchard 
_ De CIduous Woodland 
_ Coniferous Woodland 
_ Upland Bog 
_ Lowland Bog 
_ Tilled land 
_ Suburban I Rural Development 
_ Continuous Urban 
Inland Bare Ground 
_ Failed Forest 
CJ Unclassillad 
Figure 3.11(a) Cartographic overview of Clee Hill (b) land cover over Clee Hill 
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Figure 3.12 3D model of the terrain over Clee Hill (Vertical exaggeration set to a factor of 2.5) 
Wind speeds in mJs 
_ 4 -5 0 8 - 9 
_ 5-6 9 -1 0 
(b) _ 6-7 _ 10-1 1 o 7 - 8 _ Erroneously high 
Figure 3.13 Comparison of predicted wind speeds generated from (a) ETSU NOABL 
database (b) WASP 
71 
Figure 3. 14 shows that the WAsp predicted values are on the whole slightly higher than 
those from the NOABL model. This is most noticeable on the summits of the hills as 
illustrated in Figures 3.14 to 3.16. The 1km2 resolution used in the NOABL prediction 
has the effect of missing the extremes of the terrain, i.e. the hills and the valleys, and 
as a result, NOABL has underestimated the hilltop height and hence hilltop wind 
speeds. 
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Wasp windspeed minus NOABL windspeed (in m/s) 
_ -3 --2.5 CJ 0- 0.5 CJ >3 
_ -2.5 - -2 CJ 0.5 - 1 
_ -2--1.5 0 1-1 .5 
_ -1 .5 --1 _ 1.5 - 2 
-1 --0.5 _ 2-2.5 
CJ -0.5 - 0 _ 2.5- 3 
Figure 3.14 Difference between WAsp and NOABL predicted wind speeds 
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Figure 3.1 5 Map of NOABL generated wind speeds draped over the terrain model 
Wind speeds in mls 
_ 4-5 
_ 5-6 
_ 6-7 
07-8 
8 - 9 
9 - 10 
10- 11 
Erroneously high 
Figure 3.16 Map of WAsp generated wind speeds draped over the terrain model 
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Wasp windspeed minus NOABL windspeed (in m/s) 
-3 --2.5 0 0- 0.5 0 >3 
-2 .5--2 0 0.5 - 1 
-2 -- 1.5 0 1- 1.5 
-1.5 --1 _ 1.5- 2 
-1--0.5 _ 2-2.5 
-0.5 - 0 _ 2.5 - 3 
Figure 3.17 Map of prediction differences draped over terrain model 
However, about Y. of the WAsp predictions are lower than the corresponding NOABL 
predicted value. Figures 3.17 and 3.19 show these areas at a higher magnification. 
Many of the areas where the NOABL estimates are greater than the WAsp estimates 
lie in localised dips near the hill summits. The NOABL model will not consider variation 
in terrain with a greater resolution than 1 km x 1 km, which may account for these 
differences. There are also some relatively dramatic localised slopes (with slope 
angles between 10' - 35') where WAsp may not be performing as anticipated. Finally, 
the effects of roughness are not considered in the ETSU NOABL wind speeds, and 
there are several areas of relatively high roughness found around these hills. Figures 
3.17 to 3.20 show some coincidences of suburban development and bracken (which 
has been given a roughness length of 0.06) with lower WAsp predicted wind speeds. 
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Hill summits 
Predominant '"'n''''' 
direction 
Figure 3.18 View from the south of the area looking north onto Clee Hill. 
Landcover 
_ Inland Water 
o Grass Heath 
_ Mown I Grazed Turf 
8 Meadow I Verge I Seml--natural Rough I Marsh Grass 
Moorland Grass 
_ Open Shrub Moor 
_ DenSe Shrub Moor 
o Bracken 
_ Open Shrub Heath 
_ Dense Shrub Heath 
D Scrub I Orchard 
Figure 3.19 Land coverage for the same view 
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_ Deciduous Woodland 
_ COniferous Woodland 
_ UptandBog 
_ Lowland Bog 
_ Continuous Ur1>an 
CJ Inland Bare Ground 
_ Felled Forest 
o Unclassified 
_ Tilled Land 
- SUburDan I Ru~ra~r~~~~~~~f ____ J 
Figure 3.20 View from the north of the area looking south onto Clee Hill. 
l andcove,. 
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Mool1and Grass 
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CJ Bracken 
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o Scrub I O(C;;h"~d n e;;;;; 
Figure 3.21 Land coverage for the same view 
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It is suggested that the ETSU NOABL model for predicting wind speed is not integrated 
into this methodology due to its inherent lower accuracy and the problems associated 
with lower resolution used as highlighted in the previous examples (Halliday, Anderson 
et al. 1995). As the aim of this thesis is to produce a methodology suitable for siting 
single and small groups of wind turbines, we are potentially interested in sites with 
areas as low as 150m x 150m. As seen, the range of variation over a 1 km2 between 
the WAsp and NOABL estimates produced in the preceding examples can be as great 
as 3.5 m/s, a significant amount when considering the energy yields. This problem 
could be alleviated were the NOABL code run over a finer resolution and appropriately 
considered surface roughness . Halliday et al recommend a number of possibilities for 
improving the accuracy of the ETSU wind speed database, but it is not the place of this 
thesis to implement these (Halliday, Anderson et al. 1995). 
In conclusion, either of the two, linearised models would be suitable for integration into 
the GIS methodology as they stand. The WASp package is very highly regarded and is 
very widely used throughout the wind industry. The MS-Micro3 package has the added 
advantage that the source code is also provided , thus making the integration potentially 
easier. WASP has been used in this implementation simply because it was available 
and had been used before. 
3.1.1.6 GIS treatment of wind speed distribution 
Many earlier GIS siting studies have used an initial exclusion-type constraint based on 
a minimum acceptable annual mean wind speed to remove large amounts of land . 
These have generally been carried out at a resolution of 1 km2 and it is not always 
apparent why the cut-off wind speed has been chosen and at what height this applies 
to. The process described by the methodology used in this thesis will lead to the 
detection of small target areas possibly 150mx150m. It has been shown that there can 
be a wide variation of mean wind speeds over a 1 km2 grid square and hence it is 
perceived that this type of exclusion constra int will be inappropriate in this study. 
In this study, the suitability of the wind resource will be assessed in the context of the 
expected output of the wind turbine. This will be carried out using wind speed 
modelling to assign a wind speed distribution at a suitable grid resolution . This 
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distribution will be used in conjunction with the wind turbine's power curve to assess 
the turbine's annual energy yield from which a decision on suitability can be made 
either on economic grounds if the information required is available or on its power 
capacity terms. As the modelling is likely to be relatively heavy in terms of computer 
processing (a WASp assessment at 50m resolution over an area of 10km x 10km can 
take several hours) it is more appropriate that th is part of the methodology does not 
take place first but is used once smaller parcels of 'suitable' land have been 
established. This process is outlined in Figure 3.22 
~ Input : parcels of land I1 
already passed 
through several constrainls 
Calculate wind speed 
distribution over an 
appropriate sized grid 
using eilher WASp or 
MSMicra'3 
Wind speed distribulion in lerms 
of Weibull k and C parameler and 
annual mean wind speed 0 
/ Input: Wind turbine / 
For each grid square: 
calculate annual energy 
power curve ~ produclion for wind 
turbine 
AEP (kWhr) 
continued over . . . 
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AEP (kWhi) 
s data available on 
turbine castings? 
Yes 
Calculate the 
LEC 
Grade output, eg: 
Using the NFPA auction prices as a 
guide: 
o ; >7.70 pA<Whr - least suitable 
1; 6.78 - 7.70 p/kWhr 
2 ; 5.85 - 6.78 p/kWhr 
3 ; 4.93 - 5.85 p/kWh 
4 ; 4.00 - 4 .93 p/kWh 
5 ; <4.00 pA<Whr - most suitable 
Exclude areas with 
o scores using map 
algebra 
No (Default) 
Calculate the 
PCF(including an 
estimation of losses 
Grade output, eg : 
0; 0 - 20% - least suitable 
3; 20 - 25% 
4; 25- 35 % 
5; >35% - most suitable 
Exclude areas with 
o scores using map 
algebra 
Areas graded for suitabi lity 
of wind resource 
Figure 3.22 Process flow diagram for treatment of wind speed distribution in the GIS 
methodology 
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3.1.1.7 Directional distribution of the wind 
The aspect of a slope (or the direction which a slope faces in the downward direction) 
will, to some extent, have an effect on its suitability for the location of a turbine. As 
previously discussed in the wind modelling section, elevated features such as hills , 
ridges and cliffs cause the wind to speed up, with maximum speed-up at, or near the 
summit. However, there will also be areas where the flow decelerates on the 
downwind (leeward) side of a hill and there may possibly be some flow separation in 
cases of more rugged topography. Figure 3.23 shows some examples for which 
separation of flow may occur. Sketches (a) and (b) show the flow over a rounded hill , 
in (a) the upwind slope is quite gentle but the downwind slope is reasonably steep and 
the flow has separated on the leeward side. In (b) both slopes are steep (steeper than 
the previous example - with <1>= tan"(H/L) ",0.45 radians) and as a result the leeward 
side separation point has moved up towards the summit and there is also some 
separation at the base of the upwind slope. Sketches (c) , (d), (e), and (f) show wind 
flows over cliffs . Again the overall affect of the cliff is a speed-up of the wind at the 
summit as indicated by the concentration of lines. Sketch (d) demonstrates the effect 
on turbulence of the cliff height and cliff angle - there is an increase in the size of the 
area of separated flow on the upwind side and flow separation also occurs just 
downwind of the cliff. Sketches (e) and (f) show the effect of change in slope on the 
lee of the cliff - with an increase in slope, the flow separation moves further downwind . 
This is also demonstrated in (g), which shows the impact of the upwind and downwind 
slope over a ridge (Heister and Pennell 1981). 
Siting a turbine in an area of separated flow is not desirable since the turbine blades 
will experience uneven loading and will be subjected to rapid changes in wind direction, 
leading to an increase in fatigue damage and a decrease in fatigue life. The position 
and amount of separated flow due to the effects of topography will be dependent upon 
a number of factors including: 
the type of elevated feature encountered: ridge, hill or cliff (escarpment) 
the shape of the elevated feature 
the upwind and downwind slope of the elevated feature 
the wind speed upwind of the elevated feature 
the atmospheric stability conditions 
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Wind flow over a rounded hill 
(a) steep downwind slope (b) steep upwind and downwind slopes 
Wind flow over a cliff 
(c) (d) increased cliff hei!:lht and slope an91e 
(e) increased downwind slope 
5 
4 
LU/H 
3 
2 
Flow separation 
2 3 
LdlH 
4 
No flow 
separation 
5 6 
(f) 
....JJ_ . 
(Q) impact of the steepness of upwind and downwind slopes on flow separation 
Figure 3.23 Examples of wind ffows over hills and cliffs 
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Previous researchers have suggested that the predominant wind direction for the area 
in question, if known, could be used in conjunction with information prescribing the 
aspect of the slope to eliminate areas not facing the predominant wind direction. In the 
work of Baban and Parry (2001), an overall westerly prevailing wind direction was 
assumed for the UK and potential suitable sites were considered to either be flat or 
have slopes with an aspect facing between the south-west and north-west. Areas not 
conforming to this constraint were excluded. Although no technical reason has been 
given by the researchers for using this constraint, it is assumed that areas are deemed 
unsuitable as they may be in a region of separated flow. As mentioned earlier, the 
likelihood of turbulence is dependent upon many factors, not just the gradient of the 
slope. By excluding areas because the slope is the wrong direction, it is quite likely 
that suitable areas wil l be needlessly removed. 
3.1 .1.8 GIS treatment of directional distribution of wind 
The consideration of the aspect of the slope in terms of flow separation will be most 
important for slopes on the leeward side of an elevated feature opposite the prevailing 
wind direction if the upwind or downwind slope is of sufficient gradient to cause 
separation and associated turbulence and if the winds from that direction are 
sufficiently strong. 
Such factors can be readily assessed by the GIS from topographical data. An example 
is shown in Figure 3.24. The directional frequency distribution of the wind can usually 
be obtained from wind modelling . WAsp allows a sector wise distribution of the wind to 
be created at each point of interest, as shown in Figure 3.25. By combining these 
factors as in the process flow shown in Figure 3.26, it is a straightforward process to 
ascertain whether a slope faces the predominant wind direction or not. 
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165 - 195 (South -facing) 
195 - 225 
225 - 255 
255 - 285 (West..faClng) 
285 - 3 15 
315 - 345 
Flat 
Figure 3.24 Output of a GIS assessment of aspect over Clee Hill. The directional 
frequency of the wind is also shown for three locations using output from a WASP 
analysis. 
Figure 3.25 Output from a WAsp Analysis. the resource file. Fields to the right of nS 
(number of sectors) represent the frequency of occurrence f and the Weibull C and k 
parameters for each of the n Sectors. (Values x 10). 
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Calculate the aspect at 
point (x,y) 
AspectS 
(where e is the mean angle of (he 
distribution and s c is angular standard 
deviation) 
Ise ~ range 
8 ±sc 
Yes >-----.1 point (x,y) would appear to be on 
the windward side of hill 
No 
Is2 in range 
~ + TT}t SC > __ NO_-to{ point (x,y) is neither on windward or leeward side of the hill 
Ye 
point((x,y) would appear to be on 
the leeward side of hill and may be 
prone to turbulence 
gradient 
Downwind 
Gradient > dlm ... 
No turbulence is not likely to cause a 
>=- -.{ problem 
Yes 
Turbulence may be problematic 
Figure 3.26 Process flow for the aspect constraint 
Initially, the aspect of the slope at each pOint to be considered is calculated. The 
frequency distribution for that point is obtained and assuming that the directional 
distribution of the wind is unimodal the mean angle 9 is calculated using circular 
statistical methods (Batschelet 1981 ). Likewise the angular standard deviation Se can 
be calculated, an example is shown in Figure 3.27. The predominant wind direction is 
then represented by the sector bounded by (9 -Se) :s:e Q9 +Se) , following a Gaussian 
distribution , and it is assumed that the leeward side of a hill would then have an aspect 
between (9-Se+TT ) :s:e :s;(9 +Se+TT ) (in radians). 
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Mid-angle e frequency nk Mid-angle e Sector Number k nsine ncos 8 
(.) (%) (rads) 
1 0 4.6 0 0.0000 4.6000 
2 30 5.7 0.523599 2.8500 4.9363 
3 60 6.3 1.047 198 5.4560 3.1500 
4 90 5.8 1.570796 5.8000 0.0000 
5 120 5.1 2.094395 4.41 67 -2.5500 
6 150 5 2.617994 2.5000 -4 .3301 
7 180 8.8 3.141 593 0.0000 -8.8000 
8 210 15.2 3.665191 -7 .6000 -13.1636 
9 240 17.3 4.18879 -14.9822 -8.6500 
10 270 13.4 4.71 2389 -1 3.4000 0.0000 
11 300 8.3 5.235988 -7.1880 4.1500 
12 330 4.4 5.759587 -2.2000 3.8105 
n 99.9 Dlsin e -24.3476 DlC05 e -16.8469 
With 
2TT . 
A ~ - (radians) and n ~ "1 + " 2 + +"k 
k 
where k= number of sectors, A=sector arc length, n" n2 .. . nk frequencies of sample 
in the corresponding sectors the mean vector components x and y can be found 
using: 
- 1 ( x=- n, cos6, + n2 cos6 2+ .. . + nkcos6kl n 
y = ~(n, sinS, + n2 sin62 + .. · + nk sinSk 1 n 
where 6 " 6 2, 6 kare the midpoints of the k arcs. Hence x = -0.24372 and y = 
-0.16864 
The mean angle can be calculated using: 
e = arctan~/x) if x > 0 
= TT + arctan~ Ix) if x < 0 
- -giving: 6 =3.75 radians or 6 =215° 
The angular variance S2 is given by 
5 2 ~ 2(1 - re) (in radians) 
and hence the mean angular devation s is given by 
5 = ~2(1 - re ) (in radians) 
where rc is the mean vector given by 
re ~ ~rx-=-2 -+-y-=-2 
giving s = 68° 
Figure 3.27 Example of the computation of mean angle and mean angular deviation 
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For rounded hills, turbulence will tend to be problematic on the leeward side of the hill 
when the slope downwind is about 14° (EDSU 1993). Therefore we would constrain 
our consideration to relate to slopes that are greater than 14° downwind. Upwind, 
turbulence may be a problem if the slopes are greater than about 22°. 
An example output from this type of analysis is shown in Figure 3.28 where the 
methodology has been run over the area of Clee hill. Those areas with slopes facing 
the predominant wind direction are shaded green and those on the leeward side are 
shaded red . It can be seen that, as expected, the predominant wind comes for the 
south-west and the slopes facing this direction are clearly marked as windward slopes. 
Figure 3.28 Windward and leeward slopes computed from the methodology described in 
Figure 3.26 
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Figure 3.29 Points on the leeward slopes greater than 14° 
Figure 3.29 shows the removal of the downward slopes with slope angles calculated to 
be >14°. In the GIS, slope is ca lculated using the resolution of the terrain grid for the 
horizontal length. In wind flow studies the slope of the hill is usually determined over L, 
the length over which the height of the hill H drops to Y>H. Although the slope is not 
determined over the correct length scale, the amount and distribution of points with 
slope angles> 14° calculated by the GIS, do appear to give a good idea of the relative 
steepness of the hill. It can be seen that there are very few points downwind with 
slopes calculated to be greater than 14° and only slightly more upwind . If we plot a 
profile over the hill as in Figure 3.30 we can see that the upwind slopes Ou are 
approximately 12° (upwind of the hill on the profile line, the ground levels out at about 
BOm) and the downwind slopes Od are around BO (downwind of the hill, the ground 
levels out at about 150m) using the normal length scales. 
_1(220 ) ", tan --
1070 Bd = tan-t~J -1( 185J ", tan --1330 
'" 12° ",go 
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o g 
o 
Figure 3.30 Profile over Clee Hill following the predominant wind direction 
o 
o 
o 
Using the relatively simple methodology presented does not fully describe a location's 
suitability in terms of the likelihood of turbulence, however it presents a good way of 
flagging up probable windward and leeward slopes. It does not consider the type or 
shape of the elevated feature, the upwind and downwind slopes in terms of height and 
length scale or the wind speed upwind of the feature . Neither does it give an indication 
of the location upwind or downwind where turbulence would be expected. In theory 
these considerations could be assessed using the GIS, but it is felt that with the 
number of assumptions that would need to be made, the confidence of the value 
produced would be low. It is therefore suggested that the methodology is used simply 
to indicate to the user the presence of slopes on the windward and leeward sides of 
elevated features using information on the predominant wind direction and the aspect 
of the slope (calculated on a mesh with the same resolution as the wind modelling). 
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Although only an advisory output is obtained, it is felt that the approach used to achieve 
this is more sophisticated than the method described by Baban and Parry (200 1) and 
has a more scientific basis. 
3.1.2 Suitable land type 
Certain geologies, land-covers and land uses will be unsuitable for a turbine installation 
for a number of reasons including civil engineering works (foundations), turbulence and 
general unsuitability and may either be ranked appropriately or excluded. The 
following sections discuss the options available. 
3.1.2.1 Civil engineering works 
Foundations in use for modern tubular type towers include slab (or pad), multi-pile and 
mono-pile designs. Slab foundations are preferred due to their relatively low cost as 
they simply comprise a large block of concrete with some backfill. Piled foundations 
are only used when the bearing soil is unable to support a slab foundation at normal 
foundation levels as these types of foundation designs are relatively high cost. 
Monopiles may be used where water tables are low and the soil is cohesive enough to 
allow the excavation slopes to be unsupported . 
The foundation design is driven by the need to resist both the turbine overturning and 
bearing failure of the ground, and to a lesser extent to avoid sliding . Assessment of 
these needs requires knowledge of the tower base overturning moment under extreme 
wind conditions and the bearing capacity of the underlying sailor rock. 
It can be shown that for a rotor of radius R the thrust force T that the rotor receives is 
given by equation [ 3.18]. 
( 1 2 2) T : C, Z'P Uo rrR [ 3.18] 
C, is the coefficient of thrust, p the air density and Uo the undisturbed wind speed. 
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Using manufacturer's thrust curves for ease or through modelling, the maximum thrust 
the turbine receives in the steady state can be calcu lated. Alternatively, an 
approximation is offered by Germanisher Lloyd for the turbine operating in normal 
operating conditions and normal wind conditions(Germanisher Lloyd 1993): 
[ 3.19] 
Vr is the rated wind speed of the turbine and 8/9 represents the thrust coefficient at 
maximum power output according to Betz (Betz 1926). 
For a tower with hub height H, the tower base overturning moment M. can be 
established : 
[ 3.20] 
This along with the dead-weight load of the machine and foundation can be used to 
calcu late the bearing pressure experienced at the bottom of the foundation for various 
load conditions (combinations of normal and extreme wind conditions and normal and 
extreme operating conditions) for a prescribed foundation area and depth of 
foundation. 
Steadman suggests foundation sizes as shown in Table 3.14 which can be used as 
initial values to a design calcu lation (Stead man 1992). 
Machine Diameter for Thickness for Diameter fo r Thickness for No of 
unpiled unpiled foundation piled piled foundation Piles 
foundation (m) (m) foundatio n (m) (m) 
150 kW 6.5 1.25 8 1.25 4 
3001330 kW 8.0 1.5 11 1.5 9 
750 kW 10.0 1.7 14 1.5 17 
1000 kW 12.0 1.75 16 2.0 24 
2400 kW 14.0 2 20 2.0 40 
Table 3.14 Suggested foundation sizes for p i led and unpi led fou ndat ion lo cated in 
England o r Wales after (Steadman 1992) 
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It is generally found that for modern, large turbines the maximum bearing pressure is of 
the order of 200 to 300 kN/m2 (Rogers 2002). For a foundation design to be 
considered suitable, this value should be less than the safe bearing capacity of the 
underlying rock or soil (the ultimate bearing capacity of soil x safety factor). This value 
must be ca lculated on a site to site basis, however, for preliminary foundation design, 
'presumed bearing values' can be used to indicate the pressures which would normally 
result in an adequate factor of safety. Presumed bearing values based on local 
experience are often given in local or national building regulations. In general they lead 
to conservative estimates. In the UK, BS8004: 1986 describes the code of practice for 
the design and construction of foundations (Civil Engineering and Building Structures 
Standards Cornmittee 1986). This standard sets out presumed allowable bearing 
values for typical rock and soil types encountered in the UK, the values of which are 
reproduced in Table 3. 15. 
Category Types of rocks and soils Presumed allowable Notes 
bearing value kN/m2 
Rocks Strong igneous and gneissic rocks in 10000 These va lues are 
sound condition based on the 
Strong limestones and strong sandstones 4000 assumption Ihat the 
Schists and slates 3000 foundations are taken down to unweathered 
Slrong shales, strong mud stones and 2000 rock. 
strong si ltstones 
Non- Dense gravel, or dense sand and gravel > 600 Width of foundation 
cohesive Medium dense gravel, or medium dense < 200 to 600 not less than 1 m. 
so ils sand and gravel Groundwater level 
Loose gravel, or loose sand and gravel < 200 assumed to be a 
Compact sand > 300 depth not less than below the base of the 
Medium dense sand 100 to 300 foundation. 
Loose sand < 100 depends on 
degree of looseness 
Cohesive Very stiff boulder clays and hard clays 300 to 600 This group is 
soils Stiff clays 150 to 300 susceptible to long-
term consolidation 
Firm clays 75 to 150 
settlement. 
Soft clays and silts <75 
Very soft clays and silts Not applicable 
Peat and organic soils Not applicable 
Made ground or fill Not applica ble 
Table 3.15 Presumed allowable bearing capacities of various rock and soil types (Civil 
Engineering and Building Structures Standards Committee 1986) 
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I n the case of rocks , the strength of the rock is highly dependent upon the presence of 
discontinuities and the state of weathering . Tables 3.16 and 3.17 highlight the 
decrease in presumed bearing values with weathering of a mudstone, Keuper Marl and 
Chalk. The weathering is classified in terms of an engineering grade as follOWS: 
Grade I Fresh rock Grade IV Highly weathered 
Grade 11 Slightly weathered Grade V Completely weathered 
Grade" I Moderately weathered Grade VI Soil 
Generally rocks of weathering grades I and" are suitable for foundations , III is usually 
suitable for small structures, IV is variable and unreliable, V is treated as a soil and 
should be assessed as such and VI is generally unsuitable for foundations . 
Degree of Description INotes Presumed bear ing 
weathering value kN/m' 
Fully Matrix only 
weathered Can be confused with solifluction· or drift deposits, 
but contains no pebbles. Plastic slightly silty clay . 
May be fissured 
Partia lly Matrix with occasiona l clay-stone pellets less than 3 125 to 250 
weathered mm in diameter but more usually coarse sand size 
Little or no trace of orig inal (zone I) structure, though 
clay may be fissured . Lower permeability than 
underlying layers 
Matrix with frequent lithorelicts·· up to 25 mm. As 250 to 500 
weathering progresses lithorelicts become less 
angular 
Water content of matrix greater than that of lithorelicts 
Angular blocks of unweathered marl with virtually no 500 to 750 
matrix 
Spheroidal weathering. Matrix starting to encroach 
along joints: first indications of chemical weathering 
Unweathered Mudstone (often fissured) 750 to 1000 
Water content varies due to depositional variations 
• downslope movement of water saturated surface sediments in permafrost regions 
•• rock fragments 
Table 3.16 Effect of weathering on presumed bearing values of Keuper Marls (mudstone) 
(Chandler 1969) (cited in (Civi l Engineering and Building Structures Standards 
Committee 1986) 
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Grade Brief description Presumed bearing 
value kN/m' 
VI Extremely soft structure less chalk containing small lumps of intact chalk 
V Structureless remoulded chalk containing lumps of intact chalk. Dry 125 to 250 
chalk above the water table 
IV Rubbly partly-weathered chalk with bedding and jointing. Joints 10 mm 250 to 500 
to 60 mm apart , open to 20 mm, and often infilled with soft remoulded 
chalk and fragments 
III Rubbly to blocky unweathered chalk. Joints 60 mm to 200 mm apart, 500 to 750 
open to 3 mm, and sometimes infilled with fragments 
11 Slocky medium-hard (weak) chalk. Joints more than 200 mm apart and 750 to 1 000 
closed 
I As for grade 11 , but hard (moderately weak) and brittle 1 000 to 1 500 
Table 3.17 Presumed bearing values for Chalk (Ward, Burland et al. 1968) cited in (Civil 
Engineering and Building Structures Standards Committee 1986) 
It is then possible to combine this knowledge with digital geological data to derive a 
grading for the suitability of the underlying geology for foundation engineering . In the 
UK the British Geological Survey (BGS) publish such geological maps - an example is 
shown in Figure 3.31 . The description of the rock composition (the lithology) is also 
available from BGS and the lithologies for the sample data is shown in Table 3.18. 
Unfortunately, the depth of the different stratum is not always given and it is quite 
difficult to make a sound judgement on the suitability, however the grading could be 
suitably conservative to reflect this difficulty. 
The bearing capacity of the soilfrock is not the only feature to affect the design and cost 
of a foundation. So-called 'difficult ground' will also lead to expensive foundation 
designs. Difficult ground includes areas with high water tables and any ground likely to 
subsidence, for example 
• rocks with natural cavities (such as limestone with solution cavities) 
• areas with artificial cavities due to mineral extraction (this includes coal 
measures, and also granite and limestones which often have mineral veins) 
• areas of made ground 
When building a foundation upon a soil where there is a high water table, the apparent 
weight of the soil below the water table level is reduced by about 50% due to the 
buoyancy effect. This reduction in weight leads to an apparent reduction in soil density 
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/\ .... Fault line 
Sample. artificial geology 
o MADE GROUND 
~ WORKED GROUND 
D INFILLED GROUND 
Sample· drift geology 
o CHElSFIELD GRAVEL 
o CLAY·WITH·FlINTS 
HEAD {UNDIFFERENTIATEDI 
Sample · solid geology 
o LEWES NODULAR CHALK MEMBER 
o NEW PIT CHALK MEMBER 
o SEA FORD CHALK MEMBER 
Figure 3.31 Digital geological map using British Geological Survey sample data. 
SOLID GEOLOGY 
New pit chalk Smooth, firm, white chalk; mostly flint free, but flints occur in the upper part of the 
sequence on the northern part of the Shaftesbury Sheet. Mytiloides common; marl seams occur. 
Thickness: - 10 - 30m 
lewes nodular chalk Hard nodular chalk and chalkstone, locally porcellaneous. Some interbeds of 
firm chalk, particularly in upper part; some thin marl seams. Th ickness :- 15 - 65m 
Seaford chalk White chalk with beds of flint nodules, some large to very large.Thickness:- 50 - BOm 
DRIFT GEOLOGY 
Head clay Polymict deposit: comprises gravel, sand and clay depending on upslope source and 
distance from source . Poorly sorted and poorly stratified deposits formed mostly by solifluction and/or 
hi llwash and soil creep. Essentially comprises sand and gravel, locally with lenses of si lt, clay or peat 
and organic material. In the Bristo l area: red or brown silt and stony clay with cobbles of hard rock, e.g. 
Carboniferous limestone or sandstone . Argillaceous frost-shattered rock debris either in·situ or 
soliflucted. Soliflucted deposits have variable sand/clay content. 
Chelsfield gravel Well rounded flint pebble gravels, sandy gravels, pebbly sands and sands. 
Lithologies similar to those in Harwich Formation (formerly Blackheath Beds) from which it is thought to 
have been mainly derived. Thickness:- Variable and uncertain, not exposed. Typically 2-5m. May be 
lam where infil ling hollows or pipes in Chalk. 
Clay with flints Clay or sandy clay, reddish brown, with abundant flint and sarsen sandstone pebbles. 
Originates possibly as an insoluble residue after dissolution of chalk and/or possibly from Palaeogene 
sediments. [Generic description: London ALGIJ. 
ARTIFICtAL GEOLOGY 
Worked ground Areas where the ground is known to have been cut away by Man, e.g. quarries, pits, 
cut-away landscaping, dredged channels. 
Infilled ground Variable composition; man-made drift deposit. Areas where the ground has been cut 
away and then had artificial ground deposited, e.g., a backfi lled quarry, landfill. 
Made ground Variable composition. Man-made drift deposit (generic). Areas where the ground is 
known to have been deposited by Man, e.g. embankments, flood defences, spoil heaps. 
Table 3.18 Example description of geology for BGS digital data taken from the sample 
digital geological map 
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and hence there is a reduction in the bearing capacity of the soil. If the water table 
level reaches a depth of approximately 1.5 times the width of the foundation below the 
bottom of the foundation then it can be assumed to have little effect. A high water table 
will require a larger foundation to lower the bearing pressure. 
Geotechnical processes are available to alleviate the problems associated with difficult 
ground, but at a cost. In the case of building on weak and compressible soils, it is 
possible to increase the bearing capacity through compaction or consolidation. The 
problems associated with shallow mine workings or cavities can be alleviated through 
ground stabilisation techniques such as grouting, where a cement grout is injected into 
the ground. The presence of made-ground is usually dealt with using piled 
foundations. 
Several foundation cost scenarios therefore exist: 
• low cost - where the underlying rock or soil has an adequate bearing capacity 
and the water table is low 
• low to medium cost - where the underlying rock or soil has an adequate bearing 
capacity but there is a high water table 
• Medium to high cost - where the site requires some geotechnical process to 
stabilise the ground, e.g. shallow mining areas or a soil with relatively low bearing 
capacity 
• High cost - where the underlying rock or soil is weak or is made ground and 
requires piling 
Unfortunately in order to grade land based on these types of scenarios, not only is data 
required for the underlying lithology, but also the depth of the water table. Although 
water table data is collected across the UK at 170 sites (British Geological Survey 
2000), interpolation between these points is not a straightforward operation. 
3.1.2.2 GIS treatment of suitability of underlying geology 
The usefulness of a grading system based on the geological maps alone is relatively 
low and as with the directional distribution of the wind, it is suggested that if information 
is only available on the geology of the region and no water table information is 
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available, then it is used simply to highlight any high cost areas (Le. artificial geologies 
and geologies with bearing capacities <300kN/m2). Figure 3.32 shows a process flow 
chart for a method of assessing the geological constraints. 
Water table 
Underlying 
geology 
Information on 
water table 
available? 
Ves 
No (Default) 
Determine if low or high water table 
I----~ low water table >13.75m from surface 
high water table <13.75m from surface 
Determine 
bearing 
capacities (BC) 
Grade suitability and reclassify data: 
5 - BC > 300kN/m' & low water table 
4 - 200kN/m'< BC < 300kN/m' & low water table 
3 - BC > 300kN/m' & high water table 
2 - 200kN/m'< BC < 300kN/m' & high water table 
1 - made ground or BC < 200kN/m 2 
Figure 3.32 Process flow for the geological constraints 
3.1.2.3 Turbulence 
Determine 
bearing 
capacities 
Highlight areas with 
bearing capacity 
<300kN/m' 
Turbulence is the term describing the short-term variations of the wind speed with 
periods from less than a second to 10 minutes, which are stochastic in character. The 
importance of turbulence with respect to fatigue damage is discussed in Garrad and 
Hassan (1986). This work used a fictitious weld on the Danish Nibe B turbine to show 
the effect on fatigue life of both the cyclic loads (the loads due to the rotation of the 
rotor which may arise from the weight of the blades, wind shear and yaw motion etc) 
and the stochastic loads. As can be see in Table 3.19, (reproduced from the work), the 
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increase in the turbulence intensity has a dramatic effect on the fatigue damage to the 
turbine. 
Load Type Fatigue Life (years) 
Cyclic alone Infinite 
Cyclic + 5% turbulence Infinite 
Cyclic + 10% turbulence Infinite 
Cyclic + 11 % turbulence 14 
Cyclic + 12% turbulence 11 
Cyclic + 13% turbulence 9 
Cyclic + 15% turbulence 8 
15% turbulence alone 20 
Table 3.19 Fatigue life as a function of turbulence intensity and load ty pe. 
The main causes of turbulence are due to frictional effects (where the flow is disturbed 
s and other by features such as hills, large obstacles such as forests and building 
turbines in a wind farm) and thermal effects. For this thesis, turbulen ce generated by 
thermal effects is not considered. 
Turbulence generated over hills has been discussed in section 3.1.1. 
noted that upwind turbulence could be problematic for upwind slopes 
7 where it was 
greater than 
an about 14°. about 22° and downwind where the downwind slopes were greater th 
Slopes are a complex issue in that on the one hand they are benefici al - they cause a 
bilities shown in speedup of the wind, indeed Frenkiel (1962) suggests the slope suita 
Table 3.20, yet on the other hand they may cause turbulence. 
Suitability for Slope 
wind development 
Ideal 29% (16°) 
Very good 17%(10°) 
Good 10% (6°) 
Fair 5% (3°) 
Avoid <5%, > 50% «3°, >27") 
Table 3.20 Suitability of slopes near the summit of a ridge. (After Frenk ie11962) 
The advantages of the slope in terms of speed up will have been inco 
methodology through the wind modelling. It was discussed in section 
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rporated into the 
3.1.1.7 that it is 
unlikely that the turbulent flow will actually coincide with the steep gradients and it is 
more likely to occur at a distance downwind of this. As a result, it is proposed to keep 
to the recommendations of section 3.1.1.7 in that the upwind and downwind slopes of 
elevated features are simply highlighted. 
Obstacles such as buildings and trees are also a significant cause of turbulent flow. 
The shape and porosity of the obstacle will have an effect on the deg ree of turbulence, 
and the size of the area of disturbed flow both up and downwind. Downwind 
disturbance is highlighted in Table 3.21 taken from the work of Meroney (1977). 
It can be seen from the table that the wider the building, the larger its wake. It is also 
noted that the further downwind of the obstacle, the deeper the region of disturbed 
flow, however the intensity of the turbulence has decreased. It can also be seen that in 
the case of trees in a shelterbelt situation, both the porosity of the shelterbelt (i.e. the 
open area/total area) and the density of the foliage will have an effect on the turbulence 
caused. Increasing the porosity of the shelterbelt tends to decrease the degree of 
turbulence in the downwind direction, however, if the density of the foliage is increased 
then this will lead to an increase in degree of turbulence. 
Turbulence increase with distance from obstacle of height H 
5H 10H 20H 
Building width/height = 4 25% 7% 1 % 
Building width/height - 3 15 % 5% 0.5% 
Building width/height = 1 4% 1% > -
Building width/height - 0.33 2.5% 0.75% -
Building width/height = 0.25 2.5 0 0 0.5% -
Shelterbelt porosity - 0% 18 % 18 % 15%' 
Shelterbelt porosity - 20% 9% - -
(loose foliage e.g. pine and ~ 
deciduous trees) 
Shelterbelt porosity = 40% 34 % - , -
(dense foliage e.g. spruce) 
Table 3.21 Effects on wind speed, turbulence and power downstream of buildings and 
shelterbelts. 
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3.1.2.4 GIS treatment of turbulence generated by obstacles 
Turbulence created by obstacles can be treated in the GIS methodology using 
exclusion type constraints. From Table 3.21 it can be surmised that a distance factor 
of about 10 times the height of the obstacle is a reasonable compromise to reduce the 
effects of the turbulence downwind of most obstacles, (except for very dense 
shelterbelts) assuming that the height of the turbine is sufficiently above the height of 
the obstacle. In practice, if the turbine is upwind of the obstacle it is often placed closer 
than this. Upwind, the turbulence effects extend between 2 and 5 times the height of 
the obstacle (Wegley, Ramsdell et al. 1980). 
/ Obstacle data / 
Predominant wind No (Default) Calculate buffer around 
direction known? obstacle at 10 xobstacle height 
Yes 
r r 
Calculate buffer around obstacle at Convert buffer 
5 x obstacle height in predominant wind sector area to BINARY 
10 x obstacle height in remaining sector RASTER 
Ir 
Convert buffer Exclude area within 
area to BINARY buffer using map 
RASTER algebra 
• 
Exclude area within 
buffer using map 
algebra 
Figure 3.33 Process flow for the turbulence constraints 
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------------------------------------------------------------------------------ , 
3.1.2.5 General land suitability 
There are certain land uses and land coverages that can be considered unsuitable for 
simple, practical reasons including forested land, water features and continuous urban 
areas. If land use/land coverage data is available, then this may be used to either 
exclude these areas, or to grade them with their respect to suitability. Land use and 
land cover data can be interpreted from satellite imagery. 
3.1.2.6 GIS treatment of land type suitability 
The suitability of the land type is very simply treated in the GIS using reclassification of 
the data. 
/ 
Land cover // 
Land use data 
, 
Grade suitability: 
5 - Wos! suitable 
4 
3 
2 
1 - Leastsuitable 
o - Totally inappropriate· exclude 
Figure 3.34 Process flow for the general suitability constraints 
3.1.2.7 Suitability of slope of the land 
The slope of the land will also have an effect on the general suitability and cost of civil 
engineering works. Building a foundation on an area with a steep gradient can be very 
expensive. Transportation also becomes more problematic with an increase in slope. 
On steep slopes, the turbine will generally operate in yaw, due to a combination of high 
shear and flow distortion, which is not ideal. Maximum slopes over the area of the 
foundation preferred by developers are in the range of 10% (Personal communication 
with Harris 2000) to about 12.5% (Personal communication with Rogers 2002). This 
equates to slope angles up to about 6°/ 7". Some wind turbine manufacturers 
recommend a maximum slop of 10° (Personal communication with Harris 2000). 
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3.1.2.8 GIS treatment of land slope suitability 
As steep gradients are problematic for wind turbine siting, areas with slope gradients 
greater than 7" should be excluded. However to allow for a little leeway, the exclusion 
zone can be decreased to include slopes up to 10° with the area between 7° and 10° 
highlighted as possibly problematic as shown in Figure 3.35. 
Digital Elevation Mode 
Calculate slope 
values 
Exclude areas with 
>10' slope 
Retain areas with 
<10oslq:le 
Highlight areas with 
slope values 
betv/een rand 10° 
Figure 3.35 Process flow for slope constraint 
3.1.2.9 Suitability of size of area 
Should this methodology be used for larger scale developments, the size and shape of 
the area available becomes important. The minimum area required for the 
development will be a function of the number of turbines and the size of the turbines 
(height and rotor diameter). The interaction of one wind turbine's wake on another is 
also an important consideration and has consequences on both the size and the 
shape. If a turbine is positioned downwind of another turbine, the distance between the 
two machines will be a compromise between the distance required to avoid the 
turbulence of the wake, excessive velocity deficit, the physical area available and the 
grid infrastructure costs. This distance is often between about 5 and 9 turbine 
diameters as shown in Figure 3.36. 
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3·5D ~ 
8 
8 8 
Figure 3.36 Suggested spacings between turbines 
Predominant 1 wind direction 
It can be seen that for a location with a single prevailing wind direction, the ideal shape 
for the wind farm would be a long row perpendicular to the predominant wind direction. 
However, with the imposed constraints, in particular the land availability, other 
arrangements may be more attractive. Numerous studies have investigated the 
optimisation of wind farm layout, several of which have developed into wind farm 
optimisation software, such as Windfarm (Ruffle and Harris 1997), WindOps (later 
Windfarmer) (Douglas, Robinson et al. 1997) and Wind Pro (Nielsen 2001). These 
programs optimise the layout of the farm, usually to maximise the energy yield. Other 
constraints are often built into the optimisation including minimum noise levels at 
surrounding houses and the reduction of wake effects on surrounding turbines through 
adequate spacing. 
In this thesis we are interested in the minimum land area required for small groups of 
turbines, and in this case it is possible to concentrate on simple rows and if necessary 
clusters as shown in Figure 3.37. There is no attempt here to optimise the layout of the 
development. This would be part of a second stage of detailed site design and is well 
covered by proprietary software. 
Q (a~ (b) (c) 
Figure 3.37 Suggested layouts for small groups of turbines 
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It can be seen that the minimum area required for a row of n turbines is: 
area = TT(1.50)2 + «n -1) x (1.50 x 2}x (sO)) [ 3.21 ] 
sO is the choice of spacing between turbines ( generally between 30 - 50). 
0 G 
(9 G G 
(9 G 
(9 G' 
(a) (b) (cl 
Figure 3.38 Typical layouts for small groups of turbines with limited available area 
In the cases where a row of turbines is not possible and the development must be 
clustered, then it is suggested that for n=3 the area required is approximately that of a 
triangle hence: 
area = 0.5x (3D+ sD)x(3DHD) 
rO is the spacing between the rows (between 50-90) 
For n>3 turbines in m rows, the minimum area is most simply represented by a 
rectangle: 
area=( 30 +( ((ceiling ~) -+ sO )}(30 + ((m-1)xrO)) 
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[ 3.22] 
[ 3.23] 
The ceiling function is used to round-up (n/m) to the next highest integer. It is noted 
though, that this area can be slightly larger than the actual minimum. 
3.1.2.10 GIS treatment of suitability of area size 
The treatment of the area size is shown in Figure 3.39. 
1 (Default) 
Patches of land 
Calculate area 
values 
Number of rows 
ofturbines (m) 
Calculate required areas for n turbines 
area= "(1.50)2 + ((n -1)x (1.50 x 2)x (sO)) 
Calculate required area for n turbines in m rows 
area=( 3D+ ((( ceilin~) -1) x sD )}(3D+ ((m -1)x rD)) 
Discard patches of land 
with area values 
< required area 
Special case n = 3 m = 2 
area=OBx~D+sD)x~D+~) 
Discard patches of land 
with area values 
< required area 
Figure 3.39 Process flow for useful area constraint 
3.1.2.11 Suitability of shape of area 
It is also possible to assess the 'usefulness' of a given shape by looking at a ratio of 
geometric properties. The shapes of the sub-areas that will be produced once a 
number of exclusion type constraints have been applied are likely to be quite complex. 
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The usefulness of a shape is a difficult issue: for siting of one or two wind turbines the 
complexity of shape will have little impact and may possibly be beneficial- it is a good 
way of using a potentially awkward piece of land. However, when siting turbines in the 
conventional wind farm a complex shape may be disadvantageous as array 
infrastructure becomes more involved. 
The concept of the complexity of a shape is used in landscape ecology studies 
(Forman and Godron 1986). Forman used the Shape Index proposed by Patton 
(1975); this shape index compares the complexity of a shape to a standard shape-
either the circle or the square as shown in [ 3.24] and [ 3.25] using perimeter (P) and 
area (A) information: 
For n=1 (i.e. circular) 
For n>1 (i.e. square) 
P Shape Index = c;: 
2-vTTA 
0.25xP Shape Index = .fA 
The Shape Index = 1 for the regular shapes (circle and square respectively) and 
increases without limits as the shape becomes more irregular. 
[ 3.24] 
[ 3.25] 
The Fractal Dimension, given in [ 3.26] and [ 3.27 ]. is another index frequently used in 
ecological studies. 
For n=1 (i.e. circular) 
For n>1 (i.e. square) 
2In(~) 
Fractal Dimension = 2.[; 
Fractal Dimension 
InA 
21n (0.25 x p) 
InA 
[ 3.26] 
[ 3.27] 
For simple Euclidean shapes (e.g., circles and rectangles), the Fractal Dimension = 1 
(the dimension of a line). As the shapes become more complex, the perimeter 
becomes increasingly plane-filling and Fractal Dimension approaches 2. 
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3.1.2.12 GIS treatment of suitability of area shape 
A shape index based on Fractal Dimension must be in the range 1-2,hence it provides 
a suitable method for ranking shapes by their usefulness, as described in Figure 3.40. 
Patches of land 
~ 
Calculate area 
and perimeter 
values 
r Input n 
I (default = 1\ 
1 (Default) Number >1 
of turbines (n) 
~ Ir 
Calculate Fractal Dimension Calculate Fractal Dimension 
Fractal Dimension = 21n P 
InA 
Fractal Dimension = 21n (0.25 x p) 
InA 
" 
,. 
Grade suitability of shape: Grade suitability of shape: 
5 - 1.0<FO<1.2 5 - 1.0<FD<1.2 
4 - 1.2<FD<1,4 4 - 1.2<FD<1.4 
3 - 1.4<FD<1.6 3 - 1.4<FD<1.6 
2 - 1.6<FD<1.8 2 - 1.6<FD<1.8 
1 - 1.8<FD<2.0 1 -1.8<FD<2.0 
Figure 3.40 Process flow for useful shape constraint based on fractal dimension 
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3.1.3 Safety 
In terms of safety, the very unlikely event of a blade or piece of blade being thrown has 
been considered. In addition, although the turbine is considered to be a stable 
structure, set-backs from various infrastructure objects (roads, rail lines etc) are also 
suggested following current renewable energy planning guidance: National Planning 
Policy Guidance Note 22: Renewable Energy (PPG22) (Department of the 
Environment Welsh Office 1993). 
3.1.3.1 Blade throw 
The probability of a blade or blade fragment hitting a stationary object has been found 
to be relatively small (comparable to being hit by lightning). It is a compound problem 
requiring knowledge of the probability of both structural failure of the turbine and the 
areal probability of impact. The distance covered by a thrown blade or fragment will 
depend upon several variables including its mass per unit area (face area), its drag 
coefficient and the release speed. Studies carried out in the eighties by Macqueen et 
al predicted maximum throw distances for which a blade or blade fragment could be 
thrown and the risk levels to a permanent static object in both typical and extreme 
weather conditions, a selection of results from this work are given in 
Table 3.22. 
10 m/s wind speed 40m/s wind speed 
110 m/s tip speed 340 mls ti seed ~------------iM~a~x~tfhr~ow~~r.M~a~X~riS~k~O~U~ffi~id~e--~M~a~x~fufr=ow~~~M~ax~ns~k~o~Ut~si~de~--i 
distance (m) 200m distance (m) 200m 
chance/m'/throw chance/m'/throw ~W'''h-:07::le-;B'''la-:d~e"'''T~um::;bc;;li~ng~2;;;6;-;1------- 10' 799 5xl0' 
Whole Blade Flyil}g 391 10' 1649 2x10' 
Tip FragmentTumbling 371 2xlO' 795 2x10' 
Tip Fragment Flying 841 10' 2245 2x10' 
Table 3.22 Risk levels for tumbling and flying blades (Macqueen, Ainslie et al. 1983). 
These risk levels can be reduced further by at least two orders of magnitude when 
considering the risk to a mobile person. 
Early work cited in (Macqueen, Ainslie et al. 1983) estimated structural failure rates of 
the order of less than 10-& per year per turbine (Eggwertz, Carlsson et al. 1981). When 
107 
multiplied by the risk of structural failure, it can be seen that the risks associated with 
the blade throw in extreme weather cond itions are relatively small and as a result, they 
are not considered in this thesis. 
The risks associated with blade throw for typical weather conditions are also relatively 
low. In the case of whole blade detachment, the distances travelled would appear to 
be in the range those separation distances which may be enforced for other reasons 
(e.g. noise). It is not considered appropriate to create exclusion zones around the 
turbine based on these risk levels, and although it could be included in the 
methodology by creating warning zones it is felt that this would give more weight to the 
subject than is justified in the context of the other constraints. 
3.1.3.2 Set backs 
Planning policy guidance in the UK recommends that developments should be set back 
from certain objects including power lines, airports and the road and rail infrastructure. 
The main reason given for these types of setbacks are the collapse of the wind turbine 
tower. As noted earlier structural machine failure is relatively unlikely and we could 
argue that as with blade throw this type of constraint could be ignored. However, it 
does appear as a constraint to development in planning policies therefore it will be 
considered. 
Road infrastructure - PPG22 recommends that advice be sought from both the 
Department of Transport for trunk roads and the local highway authority for all other 
publicly maintained roads. 
This recommendation was turned on its head when the conclusion of a discussion with 
the Department for Transport was the suggestion that the advice from the guidance 
note should be used. However, a recommendation is given in PPG22, paragraph 37 
that suggests " ... it may be advisable to achieve a set-back from roads and railways of 
at least the height of the turbine proposed, so as to achieve maximum safety." 
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Similarly, it has been found that most local authority's highways departments do not 
have general guidelines on this topic as they tend to assess developments on an 
individual basis. Of the local authorities who do, their guidelines either prescribe 
minimum separation distances (generally 1 OOm) or a separation distance based on the 
size of the turbine. A good example is set by Charnwood Borough Council, who 
suggest that a distance of 1 Y, times the extended height would be sufficient for an 
exclusion zone between roads and footpaths. (Charnwood Borough Council 1998-
2002). The second type of constraint would be more appropriate as with these types of 
set backs, we are really considering the safety in terms of the turbine falling and thus 
the value should relate to the size of the turbine. This may be considered a little harsh 
though as some wind farms open to the public encourage walking around the turbines. 
Rail Infrastructure - PPG22 recommends that advice is sought from British Rail (later 
Railtrack and now pari of Network Rail). On consultation with the Outside Party 
Engineers of (then) Railtrack, a distance of 100m from the track was specified for an 
exclusion zone. Again this seems to be a rather arbitrarily set figure with no regard for 
the size of the turbine. The value of this separation distance would be suitable for most 
of the pre MW turbines, but a lot of the post MW turbines extend to heights greater than 
this value - for example the Vestas V80 onshore turbine can have an extended height 
in the region of 160m. 
Footpaths, Bridleways etc - UK Planning policy does not include a recommendation 
for a setback from footpaths or bridleways, however its use has been seen in local 
plans when it was used with information on the height of the turbine. 
Rivers, Canals and Lakes - Again there is no policy driven need for this type of set-
back to be considered. However, if set-back constraints are considered as above, then 
it would seem inappropriate not to consider other possible objects to which they could 
be applied. 
Very few of the GIS studies cited earlier have considered constraints at this level of 
detail. Only Kidner and Dorey (1995) really go into such detail, but even then they 
present the criteria as hypothetical and for illustrative purposes only. As we are looking 
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at siting at the local scale, then it would seem appropriate to include these localised 
constraints. 
Electricity grid - PPG22 advises that turbines should be separated from overhead 
power lines in accordance with the Electricity Council Standard 44-8 'Overhead line 
clearances'. The clearance distances quoted in this standard are for between the 
overhead conductor and the obstacle, as a result the separation distance will be 
dependent upon the location of the conductor and the height of the object. Figure 3.41 
shows the minimum clearance distances from a line conductor (both hanging vertically 
in still air and when deflected up to 45° from the vertical by wind) to a street lighting 
standard which is the most similar of the obstacles cited to a wind turbine. 
Description 
(x) streellighling falling towards 
Une with line conductors 
"'"" I 
vertlcall on 
(y) line conductor to street 
li hlin In l'lOrTT1al sition 
(z) streellighting falling towards 
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", 
c 45° 
,,/ ,/ '~ " 
Z ' " 
"" .. , ' 
" a .-' 
" 
x 
~--.--.----. 
b 
, 
Minimum Clearance (m) at System 
<33 
1.7 
1.7 
••• 
, 
, 
. , 
, 
, 
66 
1 .• 
I., 
•. 7 
Volta e kV 
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2,3 3.3 4 .• 
2.3 3.3 4,. 
••• 1.4 1.9 
Figure 3.41 Minimum clearances from ESI (Electricity Supply Industry) overhead lines 
and street lighting. 
In the case of a wind turbine, it is most likely that ht. the height of the turbine, will be 
greater than the height of the lower conductor. In this instance, case y will not be 
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relevant. The greatest buffer distance will :. occur when the obstacle is falling towards 
the pylon which is at its full swing of 45°and is approximately given by equation [ 3.28] 
buffer = b + «c + z)sin45° + ~(htP - (a - cos45°· (c + z))2 [ 3.281 
buffer distance = b + L1 + L2 where 
L1 = (c + z)sin45° 
and 
L22 + (a - ((c + z)cos45o))2 = ht 2 
L2 = J(ht~ - (a - cos45°· (C+ z))2 
-. ----.------.---,----~~-"---, .... i ['. __ n_ • 
If the dimensions of the pylon are known then the buffer distance can be calculated 
using the above method. If we assume approximate dimensions for large transmission 
size pylons of the order of a = 25m, b = 7m and c=8m (for a span of about 400m we 
could expect a 4m sag) and use the maximum clearance distance of z = 1.9m then 
from inspection, a buffer distance of 1 Y. times the extended height of the turbine will 
allow the correct clearance distance to be maintained where the dimensions are not 
known for most cases. 
Aerodromes - Safety is an issue of great concem at airports and hence tall objects 
must be sited carefully to avoid interference with the take off and landing paths. 
Planning policy advises that developments within a certain radius of aerodromes 
should are subject to mandatory consultation with the Civil Aviation Authority or 
Ministry of Defence under the Town and Country Planning Direction 1992 (Aerodromes 
and Technical Sites). This radius is currently set at 30km for major airports and 
aerodromes for the purposes of flight path interference (electromagnetic interference 
will be dealt with separately) (Wind Energy Defence & Civil Aviation Interests Working 
Group 2002). The radius drops to 2km for aerodromes that are not safeguarded. The 
111 
extent to which a wind turbine will actually be problematic is dependent upon the 
geography of the area and the weather conditions. In a flat region a wind turbine is 
unlikely to cause safety problems for approach aircraft, whereas in a hilly region this is 
not necessarily the case. Wind turbines may also be problematic in areas used for low 
flying. This is generally a military restriction, developments are not necessarily 
excluded within these areas, however a planning application will be very carefully 
scrutinised. 
3.1.3.3 GIS treatment of setbacks 
All these setback type problems can be dealt with readily using buffering techniques. 
The outcome will depend on whether the constraint set is advisory, as in the case of 
aerodromes and airports or exclusive (the case for the rest). Process flow diagrams 
are shown for the various setback constraints in Figures 3.41 to 3.43. 
The input data must be in vector format with the road, rail, footpath, waterways and 
electricity grid in vector line format and the aerodrome and airports in polygon vector 
format. The buffering is carried out on the selected features and a buffer polygon is 
created. In the case of the polygon shapes (aerodromes, airports and low flying 
zones), the buffer is only applied to the outside of the shape. In the case of the 
waterways, lakes can be included as either line or polygon features. Polygon features 
are preferable as the buffer can be applied similarly to the case of the aerodromes. 
However, it is not a problem if they are represented as line features as the lake itself 
will be excluded through earlier considerations. 
In the case of the exclusion buffers, these will be converted into binary rasters with land 
outside the buffer designated a 1 value and land inside the buffer given a 0 value. By 
using very Simple map algebra, the output can be combined with earlier outputs using 
multiplication. Areas within the buffer will be reassigned a value 0 and areas outside 
the buffer will keep their existing values. (A x 0 = 0, A x 1 = A). 
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Figure 3.42 Process flow for the road, rail, footpath and waterways setbacks 
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Figure 3.43 Process flow for the electricity grid setback 
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Figure 3.44 Process flow for the aerodrome and airport setbacks 
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Figure 3.45 Process flow for the low flying restrictions 
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3.1.4 Electromagnetic interference 
Large structures have the potential to interfere with the electromagnetic (EM) signals 
between a transmitter and receiver. Wind turbines, being generally large structures, 
can contribute to this and have the added complexity of the rotating blades. There are 
three recognised degradation mechanisms: 
• a wind turbine in close vicinity to an EM signal may 'scatter' the signal if 
the rotating blade passively reflects it as shown in Figure 3.46. 
Interference is then caused when the receiver acquires both signals with 
the scattered signal being either delayed in time or distorted. 
• an object may also diffract an EM wave if it obstructs a part of the 
wavefront 
• finally, it may also affect a transmitter or receiver in the near field zone 
due to inductive fields. 
The extent of electromagnetic interference (EMI) caused by a turbine is dependent 
upon a number of elements including the turbine location, the blade material, rotor 
diameter and rotational speed, the presence of metallic components (e.g. lightning 
protection), the tower construction, the EM signal frequency and modulation, the 
antennae characteristics and atmospheric conditions. 
Tx 
Figure 3.46 Scattering of EM signals by a wind turbine 
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There are numerous services which may be affected including television and radio 
broadcasts, microwave links, radar satellite stations, marine radio, cellular radio, 
instrument landing system (llS) Safety of Life at Sea (Solas), radar, VHF omni-
directional ranging (VOR) and long-Range Navigation (lORAN), typical frequencies 
are shown in Figure 3.47. 
30MHz 300MHz 3GHz 
Figure 3.47 Range of frequencies of various transmission systems 
There have been many studies into wind turbines and EMI, including a particularly 
relevant piece of work carried out by EMRAD (Dabis and Chignell 1997) to establish 
co-siting guidelines. The intention of this work was to produce widely accepted 
planning guidelines in the form of 'minimum separation distances or other geometric 
features that could be easily built into planning models'. Unfortunately, the definitive 
guidelines were not produced due to a reduction in funding in the work. However, the 
report does provide a useful introduction to the subject and does present the 
formulations which could be used in guidelines. 
The report also reviewed current EMI problems at existing wind farms by surveying 
wind farm operators. Of the 26 out of 46 respondents who had either experienced 
problems or who had identified possible problems, the most frequently reported were 
interference with television reception and rebroadcast links. The remaining problems 
were with microwave links and to a lesser extent local radio and radar. 
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3.1.4.1 Microwave fixed links 
A recent report has been submitted to the Radiocommunications Agency to propose 
exclusion zones around fixed link transmitters (Bacon 2002). This report suggests 
methods to calculate zones around the transmitter/receiver system to avoid the three 
types of degradation: a near field zone, a Fresnel zone for the diffraction and a 
reflection/scattering zone. The calculation of these zones is presented in the following 
sections, however it can be seen that a possible problem of integrating this type of 
analysis into the GIS lies once again with the amount of data required. 
Near field interference 
The calculation of the near field interference zone around a transmitter/receiver is given 
by either [ 3.29] or [ 3.30 ] depending upon the antennae. 
for a horn or dish antennae 
for other types of antennae with 
no recognisable physical aperture 
[ 3.29] 
[ 3.30] 
where Nnt is a constant representing the degree of conservatism (in the range 1-3), 11 is 
the antennae efficiency, Da is the antenna's physical aperture diameter and A the 
wavelength. The linear boresight gain or maximum gain, g is given by 
[ 3.31 ] 
where G is the boresight gain in dB; 
Although the near field zone is not represented in reality by a sphere, Bacon (2002) 
proposes that the distance Dnt is used in all directions at the transmitter or receiver. 
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Interference by diffraction 
In order to avoid any EMI caused by diffraction, the wind turbine should be sited a 
specified distance away from the line of sight signal path. This distance is specified 
using a proportion of the first Fresnel zone. The Fresnel zone is the envelope 
describing the radiation pattern of the antennae, it is elliptical with the axis being the 
line of sight. Within the first Fresnel zone, the EM waves arrive at the receiver in phase 
and it is these waves which make up the majority of the signal received. Interference 
of the signal is unlikely if at least 60% of this first Fresnel zone is kept unobstructed. 
The nth Fresnel zone is given by [ 3.32] with distances d1 and d2 as shown in Figure 
3.48 
[ 3.32] 
d, d, 
Figure 3.48 Fresnel zone approximation around an EM signal 
Hall (1992) suggests that the complete first Fresnel zone should be avoided whereas 
Bacon takes a more conservative approach and recommends the complete second 
Fresnel zone to account for the varying geornetry of a wind turbine. Again, this zone 
would be in 3D space but Bacon (1992) advises that in most cases it is adequate to 
apply it horizontally to the EM signal path. 
Table 3.23 shows example maximum radii for the first and second Fresnel zones for 
antennas of 1500 MHz and 7 GHz for varying link lengths. It can be seen that none of 
these radii are particularly large distances. 
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Antenna Frequency (GHz) Link length (kmt Max 1" Fresnel Radius (m) Max 2" Fresnel Radius m ~1~.5~~~~~~::~~~:~~=t.1~Ot~::~~~~=+2~2~~~~~:~:~:::~~~~3~2~ ____________ ~ 1.5 30 40 55 
~1~.5~ ____________ -+6~0~ ______ -+5~5~ ____________ -+77.7~ ____________ ~ 
~7~ ______________ ~1~0~ ______ -+1~0~ ____________ -+~15~ ____________ ~ 
~7~ ______________ r,3~0~ ______ -+1~8~ ____________ -+2~5~ ____________ ~ 
~7 ______________ ~6~0~ ______ ~2~5 ______________ ~3~6~ __________ ~ 
Table 3.23 Example maximum first and second Fresnel zone radii 
Interference due to reflection and scattering 
This type of EMI is probably the most complicated to deal with and some of the detail of 
the research work has yet to be completed. The method in which an analysis is made 
is to compare the useful carrier signal e to the interfering signal I. For each radio link 
there will be a value of the carrier to interference ratio ell below which the interference 
to the signal is deemed unacceptable. This ratio is defined as in equation [ 3.33]. 
C [3.33] T = 71-1010g(O') + 2010g(D,wOwr) - 2010g(O'r) + G, + Gr - G,w - Grw 
where Otw. Owr and Otr are the unwanted and wanted path lengths as shown in Figure 
3.46. Gt is the transmitter boresight gain. Gr• the receiver boresight gain. Gtw the 
transmitter gain at angle Otw. Gwr is the receiver gain at angle Owr. 0 is the angle 
between the wanted signal path and the unwanted signal path at both antennae also 
shown in Figure 3.46. a is the radar cross sectional area (in m2 in this equation) which 
describes how well a given target reflects the incident energy and is defined as the 
projected area that would intercept the transmitted signal and reflect isotropically an 
amount that produces the retumed signal at the receiver. This is one area of wind 
turbine EMI where further work is still required. Hall suggests a method of calculating a 
based on an adjusted rotating rectangular flat plate model. as given in equation [ 3.34] 
a = 2010g [AX(a)] + 11- e 
A 
[ 3.34] 
A is the area of one blade. A is the wavelength of the signal. e is a calibration constant 
(Hall suggests a value of 15 can be safely assumed) and X(a) is a function describing 
the scattered signal in the direction a (the maximum value of unity is of most concern 
for microwave links). 
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A forbidden zone can then be created around the radio path in a similar manner to the 
Fresnel zone. This requires moving along the EM signal path and evaluating the C/I 
ratio for incrementing values of Ds. the lateral distance from the path to the obstacle. A 
protection ratio of 65dB is commonly recommended (Hall 1992). 
Rules of thumb: The exclusi on zones presented require large amounts of data to be 
tering/reflection zones. Several rules of thumb have been 
ed bodies that could be used as an alternative should 
known, especially for the scat 
suggested by various interest 
sufficient data not be availabl e. 
Tables 3.23 to 3.25 show som e in house current practice from two communications 
d NTL: it should be noted that the distances described 
nd the operators do require that developments are 
operators, British Telecom an 
are only general guidelines, a 
considered individually. Agai 
considerably with the type of t 
n it can be seen that the distances specified vary 
ransmitter being considered. If a rule of thumb were to 
mmunications, an exclusion zone of 250m each side of 
o be a good compromise between the various options, 
ne highlighting areas up to 500m away from the lines of 
be derived for line of sight co 
the line of sight would seem t 
with an extended advisory zo 
sight. 
Point to point microwave links 
MF and VHF Maritime Radio 
Services 
Satellite earth stations 
Table 3.24 Guideline separatio 
1 900MHz - 11.7GHz 500m each side of the line of sight between 
two radio terminals on a microwave radio path 
1 7.7 - 39.5 GHz 200m each side of the line of sight between two 
adio terminals on a microwave radio path r 
not closer than 225m to coast station or ship for a wind cluster of 
-5 turbines. 1 
1 km under present conditions. 
n distances from various electromagnetic signals from 
gneIl1997). British Telecom (Dabis and Chi 
Microwave Fixed Links Outside the first Fresnel Zone 
UHF links Outside 60° of the relative direction of the receive antenna - no problems 
15° - 60° some problems Between 
Within 1 5° major problems 
Table 3.25 Guideline separatio n distances from various electromagnetic signals from 
NTL (Dab is and ChigneIl1997). 
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Microwave links A distance of 200m from the boresight should be avoided. This 
distance being 10 times the radius of the 1" Fresnel zone at the mid-
point of the longest links at the lowest frequency of operation. 
Table 3.26 Guideline separation distances from various electromagnetic signals from The 
Radio Communications Agency (ET5U, Bond Pearce et al. 1994). 
3.1.4.2 Television interference 
There are two main considerations with interference to television transmission, first 
there is the possibility of interfering with the rebroadcast links and second is the 
possibility of interference to domestic reception. There are some 950 relay stations 
operating around the UK that receive their signals from nearby transmitters and then 
reradiate these to the domestic receivers. Of the two considerations, those of the 
rebroadcast links are the most important as if the rebroadcast link is degraded then the 
domestic reception will be degraded too (Wright 1994). In cases where domestic 
reception has been shown to be degraded directly by the wind farm, this has been 
dealt with by the developer by installing self-help relay stations or using more 
directional antenna at the house and in the future this is likely to alleviated by providing 
access to digital television reception. 
The rigorous assessment of the rebroadcast links (which operate with UHF links) can 
be carried out in a similar fashion to that of the microwave fixed links. The protection 
ratio for television is slightly lower than that of microwave links and is in the region of 
38-39dB for good to excellent picture quality with a hardly perceptible impairment level 
(Hall 1992). There is also an added complication in that the radar cross section used 
to calculate the exclusion zones has been found to differ depending upon whether the 
turbine is located in the forward or backward scattering region by about 10dB. 
However, in this analysis only the forward scatter case has been assessed which is a 
limitation of the implementation. (It may be noted however, that the backward scatter 
region around a turbine is a relatively small sector). 
The rigorous techniques above may also be used for asseSSing the degree of 
interference caused directly to domestic reception, however this is not recommended 
due to the number of iterations which would need to be carried out and because it is 
relatively straightforward to mitigate these effects. Instead it is suggested that rules of 
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thumb are used to estimate advisory zones around buildings showing where turbine 
siting could affect domestic reception. 
Rules offhumb: Hall (1992) suggests a rule of thumb approach to assessing the 
degree of TV interference (TVI) on domestic reception as shown in Figure 3.49. It can 
be seen that the interference zone around a turbine depends upon whether the 
scattering is through the forward or backward mechanism. TVI through forward 
scattering leads to a periodic variation of the brightness of the video picture and 
through backward scattering a ghost image appears as the signal arrives slightly 
delayed. 
To Transmitter (m in 6km away for primary transmitter. 
200m away for relay transmitter) 
Figure 3.49 Rule of thumb evaluation of TVI after (Hall 1992) 
So. as a rule of thumb an advisory zone of 500m could be placed around TV receivers 
(Le. houses) which also corresponds to the BBC's recommendations {British 
Broadcasting Corporation (2002a». and a exclusion zone of 200m could be put around 
relay transmitters and up to 6km away from primary transmitters. 
3.1.4.3 Radar 
It is very important that the radar coverage of the UK is not affected by a wind turbine 
installation for aviation safety reasons. There are two types of radar to be considered: 
• Primary Radar - These send out a beam strong enough to be reflected back to 
source and can have up to a 200 mile range. 
• Secondary Surveillance Radar (SSR) - These send out a much weaker signal 
not strong enough to be reflected. The signal is sent out and picked up by an 
aircraft transponder, it is then amplified and sent back to the source with extra 
data about the aircraft. 
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Operational experience from Europe indicates that a turbine would have to be located 
extremely close to an SSR (Spaven Consulting 2001), indeed the returned signal is of 
a higher power than that of a returned primary signal and the readout from a secondary 
radar can only be from an aircraft, hence the wind turbine is likely to have little effect. 
Of the two types, the primary radars are most likely to be affected by the presence of 
wind turbines. A turbine can affect primary radars in two ways, the rotating turbine can 
present a false radar return and may also mask a genuine aircraft return. False returns 
may occur when the turbine blade is rotating with the turbine facing in a particular 
orientation, so it will not be a permanent feature on the scope. The problem of false 
returns will only occur if there are more than one turbine, as a false return from a single 
turbine will always be in the same position, however the random returns from a wind 
farm, could be interpreted as a moving aircraft. Masking may occur if the turbine 
returns are so numerous that they 'clutter' the scope, or more likely if the turbine falls 
between the line of sight of the radar and the aircraft. These effects will be dependent 
upon the turbine dimensions, the radar specifications and the aspect of the turbine 
relative to the radar. However, there is only a real problem with the primary radar if 
there is no remedy. Remedies do exist and have been successfully employed in other 
countries, such as using more up-to-date antenna with greater clutter elimination 
capabilities, employing various processing techniques or even elevating the antenna 
beam angle. 
Recently produced guidelines from the Wind Energy, Defence and Civil Aviation 
Interests working group (2002}discusses these issues in some detail and highlights 
some of the stakeholder's policies for developments and radar co-siting. For example, 
the Civil Aviation Authority, Safety Regulation Group will assess the impact of a 
development within 30km of an airfield where air traffic services are provide and 34km 
if Instrument Landing systems are involved, NATS En-Route Ltd also require 
consultation if a development is proposed within 30km of a National Air Traffic System 
facility (radar, navigational aid or communication antennae). Both organisations 
require that the criteria set out in the Civil Air Publication (CAP) 168 and 670 be met. A 
summary of some of the guidance frames 11 from CAP 670 are presented in Table 3.27 
11 A guidance frame is a technical safeguarding area for each aeronautical radio aid 
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Equipment CAP 670 guidance frame 
I LS localiser Cat 1111 750m radius sector centred on localiser ±60' about runway centreline at 
ground level, in the direction of the runway threshold 
A sector, centred on the localiser, ±15' about the runway centreline and 
1500 metres along the runway, at ground level, in the direction of the runway 
threshold. 
ILS Localiser Cat III as above plus a rectangle 300 metres either side of and parallel to the 
extended runway centreline commencing 100 metres behind the respective 
localiser and extending to 100 metres beyond the end of concrete at the 
landing end of the respective runway. This space is from ground level 
From 100 metres from the end of concrete at ground level on a projected 
1 :50 slope to a range of 1000 metres and ±300 metres about the extended 
runway centreline. 
ILS Glide Path 750 metres radius sector ±60' about a line originating at the glide path aerial 
parallel to the approach runway centreline from ground level. 
DME (Distance measuring 500 metres radius inverted cone with a 2% (1 :50) slope, originating at the 
equipment) associated base of the DME aerial. 
with ILS or MLS 
MLS (Microwave Landing A rectangle ±100 metres either side of the extended runway centreline 
System) originating 100 metres behind the aerial and extending to 100 metres 
Azimuth System beyond the landing end of the respective runway from ground level. 
Elevation Systems 500 metres radius sector, centred on the elevation aerial, ±30o about a line 
parallel to the approach runway centreline. 
VOR 230 metres radius circle at ground level from the site centre with a further 
slope at 2% (1 :50) out to 900 metres radially from the site centre. 
DME as above where co-located with a VOR otherwise a 2% (1 :50) slope surface 
originating at the site ground level extending 300 metres 
RADAR - S 232, AR1, 1 :100 slope from elevation of the centre of radar aerial out to 4600 metres 
ACR 430, S 511 radially 
Watchman (10cm) 
illustrative list only 
S264A, AR 5 (50cm Sterile Zone 100m radius then slope 1:100 to 4.6km. 1 :200 slope from 
Radar) , 23cm elevation of radar aerial out to 4.6km radially. 
SSR 1 :200 slope from the elevation of the centre of the aerial out to 4.6km 
radially, with consultation regarding the non-use of certain materials 
considered to be reflective (Le. metallised glass, metal cladding, chain link 
fencing, etc) on elevations facing the SSR installation. 
Surface Movement Radar The airport boundary from ground level 
VHF Direction Finder Ground level safeguarding of circle radius 120 metres centred on aid, and 
2% (1 :50) slope from ground level at aid out to 450 metres radially. 
VHF / UHF Receivers I Ground level safeguarding of circle radius 91 metres centred on the base of 
Transmitters the main aerial tower (or equivalent structure). Additionally, from an elevation 
of 9 metres on this circle a 2% (1 :50) slope out to a radius of 610 metres. 
Radar and Radio Link Certain areas of high ground may need to be safeguarded against 
Routes development in order to protect radar/radio beams. Such areas should be 
individually specified. 
75 MHz Marker Beacons Ground level safeguarding out to 100 metres radially. 
NDB (Non directional From the centre of the aerial, at a height of 5 metres out to 30 metres radius, 
beacon) with a further slope to a height of 14 metres above ground, out to 90 metres 
radius. 
Table 3.27 Guidelines for physical protection frames around various CAA radio aid 
aerials within which developments will need to be further assessed for safeguarding 
purposes (Civil Aviation Authority 2002) 
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It is interesting to note that a sub-document of the CAP 670 guidance is dedicated to 
wind farms and within this chapter the recommended consultation distance is 
prescribed as 20km - a figure that also appears in PPG22. 
Presently the MOD policy is to refuse developments falling within 74km of an air 
defence radar site unless it can be proved that it will have no impact on the radar (Jago 
and Taylor 2002). This is a fairly new restriction that came into force following the 
terrorist attacks on September 11th, however, it is hoped that this blanket constraint 
may be reduced in the near future. 
It would seem reasonable to set an advisory zone around civil radar locations 
extending to a distance of 30km as this figure covers all the consultation zones 
described. An advisory zone may also be included around MOD radar that should 
extend to 74km, or whatever figure is currently appropriate. 
3.1.4.4 Radio 
It has been found that interference to AM radio signals are confined to up to a few 
meters in the immediate vicinity of the wind turbine (Sengupta and Senior 1994), hence 
for this type of study they will be ignored. Sengupta and Senior also carried out 
experiments with FM systems and concluded that interference effects on FM radio 
reception was similarly negligible with the exception of areas of low signal to noise 
ratios for particular stations, and even then only to within a few meters of the turbine. 
Once again, it is felt that within this study these effects can be ignored without serious 
consequence. 
3.1.4.5 GIS treatment of EMI 
EMI can be dealt with in the GIS using buffering techniques. The outcome will depend 
on whether the constraint set is advisory, as in the case of the radar constraints and 
anywhere a rule of thumb has been implemented or exclusive as with the case of the 
television interference exclusion zones when the rigorous calculations have been 
applied. A process flow diagram is given in Figure 3.50. 
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The input data must be in vector format with the location of the transmitters and 
receivers in vector point format and the lines of sights between the communication aids 
in vector line format. The buffering is carried out on the selected features and a buffer 
polygon is created. 
In the case of the exclusion buffers, these are next converted into binary rasters with 
land outside the buffer designated a 1 value and land inside the buffer given a 0 value. 
By using very simple map algebra, the output can be combined with earlier outputs 
using multiplication, to assign a value 0 to areas within the buffer. 
Rigorous Methods 
TV I Microwave 
location and 
line of sight data 
Convert buffer 
area to BINARY 
RASTER 
Exclude area within 
buffer using map 
algebra 
ECTOR 
around radar 
sites 
Highlight area 
within buffer for 
urther attention 
Calculate buffer 
around radar 
and TV sites 
Highlight area 
within buffer for 
further attention 
Figure 3.50 Process flow diagram for the EMI constraints 
3.1.5 Integration with the electricity grid 
Rule of thumb methods 
TV I Microwave 
location and 
line of sight data 
ECTOR 
Convert buffer 
area to BINARY 
RASTER 
Exclude area within 
buffer using map 
algebra 
In this thesis the micro siting of wind turbines for embedded generation is considered. 
Embedded generation refers to the fact that the wind turbines will be connected to the 
electricity grid at the distribution level (normally between 230/400V and 33kV in the 
UK). When the electricity grid system was originally designed, the intention was that it 
would be used to supply electricity to consumers produced at large power stations 
using conventional generators (large synchronous generators powered by conventional 
fossil fuels, nuclear fuels and also hydroelectric turbines). Thus the power would be 
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flowing in one direction - from the central generators down to the consumers as shown 
in Figure 3.51. The introduction of connecting renewable energy generators to the 
network and its perceived growth has meant that the network operators now have to 
consider power flowing in both directions and the challenges which go with this. 
The most suitable voltage at which the generator should be connected depends upon 
the size of the generator. Ideally wind turbines are connected to the distribution 
network (balanced three phase), as connecting to the transmission system would be 
very costly. However, connecting too large a generator onto a low voltage network 
may have undesirable effects on the system voltage or fault level. In this thesis the 
11 kV line has been chosen as a suitable connection line voltage as it should allow 
connection of both small and large turbines (up to -5MW (Santjer, Gerdes et al. 2001 )). 
When larger turbines are considered, this connection line voltage may need to be 
reconsidered. Other impacts on the grid include power quality issues (for example 
transient voltage variations as experienced when a turbine connects or disconnects, or 
when the generators are switched on a two generator machine) and distortion and 
harmonics (for example if a soft start is used - though this will have only a very minor 
impact). These latter aspects of power quality will not be discussed in the scope of this 
thesis. 
3.1.5.1 Load flow analysis 
A voltage drop is seen along the distribution lines as current flows through the 
line/transformer impedance. UK statutory limits require that on the LV system (230V) 
the steady-state voltage should be kept within +10% and -6%, between 230V and 
132kV the range is ±6% and above 132kV, ±1 0%. Ideally, the system will have been 
designed so that when there are times of maximum load, the voltages seen by the 
consumers will be just above the minimum allowed and conversely at times of 
minimum load, the customers will see voJtages just below the maximum voltages 
allowed. When an embedded generator is connected to this system, the voltage will go 
up and it can be seen that problems may occur at times of minimum load. In the UK, 
the system operators are likely to be concerned if the embedded generator causes a 
voltage rise in the system of 1 %. Modelli ng of the system using load flow analysis 
allows the effect of adding a generator to be predicted. A load flow analysis allows the 
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$ $ $ Distribution System 11000V 
11000V 
240V Single phase supply 
Figure 3.51 Electricity transmission and distribution system 
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voltages at the various nodes in a system to be calculated using information on the line 
impedances and loads. If the load flow is run for both the before and after scenarios of 
adding a generator, the change in voltage at each node can be assessed. 
A good description of the basis of the load flow analysis can be found in (Jenkins, AIIan 
et al. 2000). For an in-depth discussion of the basic concepts, and the iterative 
processes employed in the mathematics see Grainger and Stevenson (1994). 
The data required to be able to carry out a load flow analysis are quite comprehensive. 
These will include: 
• the line impedances; which are often derived from knowledge of the length and 
type of line (e.g. a 240AL underground cable has a per km resistance of 0.10331 n, 
and an inductive reactance of 0.05389 n) 
• ratios and impedances of any transformers, including details of tap-changers (if a 
complete network analysis is to be performed) 
• information on the loads (most easily represented by the active power and reactive 
powers). Unfortunately, true loads at the low voltage (domestic) level cannot really 
be represented by a single value as they are constantly changing. Distribution 
Network Operators (ONO's) often use an average load value based on the sum of 
the maximum expected individual loads multiplied by a diversity factor for the type 
of load (household, commercial etc) 
• information on the generators again this can be represented by the active and 
reactive powers but similar problems exist with the variability of the load. As with 
the LV network loads, the variability could be dealt with using the capacity factor 
however, we are probably most interested in the times when the worst case 
scenario occurs - when the generator operates at rated capacity 
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3.1.5.2 GIS treatment of electrical grid integration 
Electrical network 
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Figure 3.52 Process flow diagram for the grid connection factors 
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3.2 Definition of the socio-economical, environmental and planning 
based constraints 
A suitable site for wind turbine development needs not only to be technically viable. but 
should also be appropriate with respect to the environment in which it is located. This 
will involve assessing the development in terms of aesthetics. impact on the amenity 
and sociological structure. In the UK, developments are subject to planning 
procedures - systems which are designed to ensure that development within the local 
region are in keeping with the character of the area, meet the needs of the local 
population socially and economically and protect local, valuable resources. 
Each local authority will have drawn up certain planning conditions with respect to new 
developments in their Structural and Local Plans. The structure plan sets out the 
overall planning policy for the area, whilst the local plan will give guidance on specific 
areas for development and will also set out the criteria against which developments are 
judged. Some authorities may have included guidelines on wind turbine developments 
in these plans often under the heading of 'Environment' or 'Energy'. 
Where no provision is made for renewable energy developments in the local plans, 
guidance is also offered under national Planning Policy Guidance Note 22: Renewable 
Energy (PPG22) (Department of the Environment Welsh Office 1993). 
Using these sources, some general planning aspects can be summarised as follows. 
Developments should: 
• show that the wind regime should be capable of supporting wind power 
generation 
• be sensitively located in relation to the existing landform and landscape 
characteristics so that visual impact is minimised 
• not have an unacceptable impact on areas of special landscape character or 
areas of particularly attractive countryside or other locally designated landscaper 
values 
• have no detrimental impact on sites of special scientific interest, areas of nature 
conservation, ancient monuments or archaeological sites 
• not have a negative impact on the surrounding properties due to noise nuisance 
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These aspects will now be looked at in terms of their implementation into the GIS 
methodology. 
3.2.1 Impact on designated areas 
Within the UK there are a number of national and local and non-statutory land 
designations. Assessment of developments within these areas requires care and will 
receive special attention from the planning authorities. The following is a non-
exhaustive list of the land designations throughout the UK: 
3.2.1.1 National designations 
National Parks: these have the highest level of landscape designation on a national 
level. They represent extensive areas of beautiful and relatively wild country and are 
designated by the Countryside Agency. The main aim of these designations is to 
'strictly' preserve the landscape beauty, protect the wildlife, buildings places of historic 
and architectural interest and the ways of life found in them and provide opportunities 
for relaxation and outdoor recreation for the public. There are soon to be 14 National 
Parks throughout the UK covering about 10% of the UK's rural area (Association of 
National Park Authorities 2002). 
AONB: Areas of Outstanding Natural Beauty are areas with landscapes of national 
importance. The designation is designed to conserve and enhance natural beauty in 
the landscape, protect and enhance the quality of the areas and to promote 'quiet 
enjoyment of the countryside' by the public eNS Atkins 1996). Development within 
AONBs is regulated by existing planning laws, and in some cases, certain development 
is prohibited. AONB cover some 13% of the UK land area. 
SSS/: Sites of Special Scientific Interest are areas of land that have been identified by 
scientific survey to be of special interest due to flora, fauna and geological or 
physiographical features. The aim of this designation is to protect, conserve or 
enhance the range of habitats and biodiversity of the wider countryside. 
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National Nature Reserves: again, these are areas of importance for flora, fauna or 
features of geological or other special interest. National nature reserves number 
around 200 in England covering 80533 hectares and are managed by English Nature. 
Heritage Coasts: these are designated by the Countryside Agency and their aim is to 
protect and conserve their beauty and promote their enjoyment by the public. There 
are 39 Heritage Coasts in England and Wales (covering over 900 miles of coastline), 
almost all of them being seashore frontages to National Parks or Areas of Outstanding 
Natural Beauty (AONBs). Heritage Coasts are not bound by such tight planning 
controls as National Parks and AONBs, utilising existing planning and development 
controls only. 
Scheduled Ancient Monuments: monuments such as buildings, excavations, remains 
of vehicles, vessels and aircraft which are of public interest by reason of the historic, 
architectural, traditional, artistic or archaeological interest attached to it may be 
scheduled by the Secretary of State for National Heritage. 
Green Belt: Greenbelts, enforced by the county councils, were devised to control the 
growth of built up areas and prevent neighbouring towns from merging. They consist of 
'green' woodlands, agricultural land, open spaces and parks. The designation also 
aims to preserve the character of the towns in their settings and to provide a visual 
amenity resource to the public. Strict planning controls exist in these areas. 
Wildlife Trusts: these are non-statutory designations of areas of important ecological 
value. 
Ancient Woodlands: These are non-statutory areas of woodland of important 
ecological value which have been in existence since at least the Middle Ages and 
contain a natural mixture of trees and shrubs governed by soils, topography and 
history. English Nature maintains a register of the ancient woodlands. 
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National Trust and English Heritage sites: these parks, gardens and historic houses 
are used to preserve and protect coastlines, countryside and historic buildings, 
broaden public access to the heritage and increase people's understanding of the past. 
3.2.1.2 Local designations 
Designated by the County councils, these will be specific to a county region, but may 
include: 
Areas of Special Landscape Character - these are landscapes designated by the 
County Structure Plan as being of special value however, the regionally adopted 
Landscape Character Approach for assessing the intrinsic value of all landscapes has 
on the whole superseded this designation. 
Local Conservation areas: these are to preserve or enhance areas of special 
architectural or historic interest. 
Listed Buildings - these include buildings and structures of national architectural and 
historical significance. 
Park and Gardens of Special Historic Interest - these acknowledge important visual, 
historical and ecological significance of a county's manmade landscape. 
3.2.1.3 International designations and non-statutory designations 
Biosphere Reserve: These are designated by UNESCO to protect areas of significant 
examples of biomes (major communities, classified according to the predominant 
vegetation and characterized by adaptations of organisms to that particular 
environment). They are used as benchmark areas for the measurement of long-term 
changes in the biosphere. 
Biogenetic Reserve: These designations form part of a network of reserves to conserve 
representative examples of European flora, fauna and natural areas as recommended 
by a European Ministerial Conference on the Environment. All biogenetic reserves in 
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the UK are existing Sites of Special Scientific Interest (SSSls), and most are also 
National Nature Reserves (NNRs). 
Ramsar Site: Ramsar sites are designated by the UK government under the advice of 
the conservation agencies under the Ramsar Convention. They cover wetland areas of 
significant importance to waterfowl conservation. 
Environmentally Sensitive Areas: designated by DEFRA under an EU regulation, these 
areas are again parts of the countryside where the landscape, wildlife and historic 
interest are of national importance. DEFRA offer farmers incentives to encourage the 
adoption of agricultural practices that safeguard features such as hedges, walls, 
ditches hay meadows, heather moorland and river valley grasslands (ryvS Atkins 
1996). There are now 22 ESAs in England, covering some 10% of agricultural land. 
(DEFRA 2002) 
Special Protection Area: This designation aims to conserve rare and vulnerable 
species of birds and migratory birds with well known, regularly used migration routes 
partly by protecting their breeding and over-wintering grounds with the SPAs. These 
areas are designated by the government under the direction of the EU. 
Special Areas of Conservation: This designation, implementing the EC Habitats and 
Species Directive identifies areas as outstanding examples of selected habitat types or 
areas important for the continued well-being or survival of selected non-bird species. 
World Heritage Site: These designations are used to identify, protect, conserve and 
promote sites of outstanding cultural and natural heritage on a world-wide scale. They 
were devised by UNESCO and are implemented in the UK by the Government. 
3.2.1.4 GIS treatment of designated areas 
Although wind developments are not precluded from designated areas, PPG22 
emphasises that when assessing such proposals, a careful balance needs to be struck 
between the benefits of exploiting a clean renewable energy resource with the need to 
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take full account of the specific features or qualities that justified designation. It has 
been decided therefore not to simply exclude all designated areas from this study. 
Instead the following options are presented: 
• to set an advisory zone on the designation 
• to blanket score all areas falling within the designation with respect to its 
appropriateness for development or 
• to score each individual area within that designation with respect to their 
appropriateness for development. 
Scores range from 0 to 5 with sites to be excluded ranked 0 (impossible) and most 
appropriate sites ranked 5. 
3.2.2 Impact due to noise 
The problems associated with wind turbine noise are generally becoming a thing of the 
past as good design has led to quieter modern machines and noise prediction 
procedures are more reliable. There are two main types of noise associated with wind 
turbines, mechanical and aerodynamic noise. 
Mechanical noise is often tonal in nature and comes predominantly from the gearbox 
and generator. Gearboxes in modern turbines are now purpose-built to a very high 
standard; the gear wheels are made with fairly flexible cores and hardened outer 
surfaces. The high standards and flexibility reduces the noise of the meshing of the 
gear teeth. Anti-vibration mountings are also used to reduce the amount of noise re-
radiated through the tower or the blades via the nacelle. 
Aerodynamic noise is caused by various interactions with the blades including inflow 
turbulence, trailing edge interactions with the turbulent boundary layer, blunt trailing 
edge vortex shedding, surface flaws and rotor tip noise. Careful blade and tip design 
has been demonstrated to reduce the aerodynamic noise (Hagg, van Kuik et al. 1997; 
Klug, Osten et al. 1997; Oerlemans, Schepers et al. 2001). Also, as these 
mechanisms are greatly affected by the rotor speed, the use of two speed gearboxes 
or variable speed turbines has reduced the noise levels substantially when the turbine 
is operating in low wind speed conditions. 
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3.2.2.1 Assessment of wind farm noise 
There are several guidance documents relating to planning and potential community 
response to noise including and the British Standard BS4142 and more explicitly for 
renewable energy developments, the planning policy guidance note PPG22. These will 
now be briefly discussed. 
8841421997 Method for rating industrial noise affecting mixed residential and 
industrial areas. The rating method described in BS4142 compares the incident noise 
from an industrial source (be it calculated or measured) with the measured background 
noise at the position where the new noise source will be incident. 
The method of assessment subtracts the measured background noise level from the 
rated noise level plus a possible 5dB(A) penalty for tonal or irregular noises. A 
difference of 1 OdB(A) or greater is considered to indicate that complaints are likely. A 
difference of around 5dB(A) is of marginal significance. The lower the value the less 
likelihood there is of complaints. 
PPG22 1993 (Annex on wind energy) This part of the guidance note covers the 
technology and planning implications for wind turbines. It discusses the use of BS4142 
as the standard that comes closest to dealing with issues on wind turbine development, 
although it clearly states there are limitations to its use. It may be used in assessing 
potential or actual perceived noise nuisance. PPG22 advises that using BS4142 may 
be inappropriate for wind turbine assessment for several reasons (Department of the 
Environment Welsh Office 1993): 
• The standard has been developed to be applied in mixed residential and 
industrial areas, however wind farms are likely to be developed in largely rural 
areas, (though this rather presupposes that people living in rural areas are more 
sensitive to noise) 
• The scope of BS4142 advises that the method is not suitable where background 
and rating noise levels are low (background below 30dB(A) and rating noise 
below 35dB(A)). Background noise levels in rural areas may frequently fall below 
this level. 
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• B84142 recommends that noise measurements should not be taken in extreme 
weather conditions such as high wind speed greater than 5m/s average. This is 
because high winds may create extraneous noise at the microphone thus giving 
erroneous readings and may also affect the sound propagation. Wind farms are 
likely to be sited in windy conditions where these conditions are not likely to be 
met. 
DTt Working Group Recommendations on Wind Turbine Noise A working group 
was set up by the DTI to tackle the lack of a generally agreed procedure for 
determining noise levels thought to provide acceptable protection to the amenity of 
local residents near wind turbines. In 1996 the group produced 'The Assessment and 
Rating of Noise from Wind Turbines' providing information and advice to developers 
and planner on the environmental assessment of noise from wind turbines (The 
Working Group on Noise from Wind Turbines 1996). The document defines a 
framework that can be used to measure and rate the noise from wind farms and 
provides indicative noise levels thought to offer a reasonable degree of protection to 
wind farm neighbours. 
The working group recommends that controlling wind farm noise by the application of 
external, daytime and night-time noise limits at the nearest noise-sensitive properties is 
an appropriate approach. The noise limits applied to protect the external amenity 
should only apply to those areas of the property that are frequently used for relaxation 
or activities for which a quiet environment is highly desirable. The recommended limits 
are a combination of a margin set relative to the background noise (over a range of 
wind speeds up to 12m1s when measured at 10m height at the wind farm site) and of 
absolute limits to be used in certain cases. The measurements of background noise 
and predictions of the turbine noise should be in consistent units, and the working 
group recommend that both should be measured using the LA90.10min descriptor. 
In essence, the recommendations state that 'Noise from the wind farm should be 
limited to 5dB(A) above background for both day and night-time with the exception of 
lower limits'. In low noise environments the day-time level of the L A90 10mln of the wind 
farm noise should be limited to an absolute level within the range of 35 - 40dB(A). A 
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fixed limit of 43dB(A) is recommended for the night-time lower level. This limit is 
derived from a 35dB(A) sleep disturbance criteria referred to in PPG24 Planning and 
Noise with an allowance of 1 OdB(A) for attenuation through an open window (free field 
to internal) and 2dB(A) subtracted to account for the use of L A90 10min rather that 
Laeq.10min. It is suggested that both the day and night-time limits may be increased to 
45dB(A) and that consideration should be given to increasing the permissible margin 
about background where the occupier of the property has some financial involvement 
in the wind farm. 
Selected European Noise Requirements Noise limits relating to both general new 
noise sources and wind turbine noise sources for the Netherlands, Germany and 
Denmark are given in Table 3.28. It can be seen that there is quite a wide range of 
acceptable levels, with high absolute limits corresponding to areas or situations where 
the background noise level is expected to be relatively high. Note that most levels are 
based on LAeq. 
Limits 
NL 35dB(A) night-time, 40dB(A) daytime rural areas no traffic 
40dB(A) night-time, 45dB(A) daytime quiet residential areas in city 
45dB(A) night-time, 50dB(A) daytime residential areas in city 
Not exceed prevailing background noise level where no noise zone 
exists 
Notes 
Not specifically for wind 
turbines 
Noise emission measured 
using LAeq descriptor 
Background noise 
measured using LAgS 
DE 35dB(A) night-time, 50dB(A) daytime pure residential areas Not specifically for wind 
40dB(A) night-time, 55dB(A) daytime general residential areas turbines 
45dB(A) night-time, 60dB(A) daytime mixed areas Noise measured using 
50dB(A) night-time, 65dB(A) daytime commercial areas LAeq descriptor ~~~----~~~~------~ DK 40dB(A) residential and noise sensitive outdoor open spaces Turbine noise measured 
45dB(A) rural outdoor open spaces using LAeq descriptor at 
Bm/s and 10m height 
Table 3.28 Noise limits in the Netherlands, Germany and Denmark (The Working Group 
on Noise from Wind Turbines 1996) 
3.2.2.2 Prediction of wind turbine noise 
The noise working group documentation does not describe the prediction of wind 
turbine noise. However, noise level estimations can be made relatively simply using 
sound propagation models (National Agency of Environmental Protection Ministry of 
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the Environment Denmark 1991; Ljunggren 1994). The models suggested in these 
recommendations are only slightly different in that the lEA documentation recommends 
using a hemispherical model and the Danish model is spherical with a correction for 
hard ground, however this correction has the effect of changing the model to 
hemispherical radiation as confirmed in Table 3.29. 
Figure 3.53 Prediction of noise levels at nearby residences 
lEA Model Danish Model 
Lp(R) = LWA,ref + Lp,norm -1010g(2nR2 ) - AL. 
[3.35] 
Lp(R) = LWAref -1010g(4nR2 )+3dB-AL. 
[3.36] 
Lp is at a height of 1.5m above the ground 
Lp,norm is the normalised spectrum levels 
Lp is at a height of 1.5m above the ground 
Example: H = 6Bm, LWA,ref= 100 dB at 10m height and Bm/s 
D = 350m and AL. = 0.005* R 
Looking at the broad band noise only: 
Lp(R) =100 -59 - 2 Lp(R) 
= 39 dB(A) 
= 100 - 62 + 3 - 2 
= 39 dB(A) 
Table 3.29 Example calculation of predicted noise at a nearby residence using both the 
lEA and Danish models 
In order to calculate the predicted noise level for several turbines, the individual noise 
levels may be added energetically: 
Lp!o!.1 =10109[(:J +(::r + ... +(:J] [ 3.37] 
=1010+0(~:;l +10(~~l + ... +10(~~l] 
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The Danish model recommends that for wind developments greater than 10 turbines, 
the representative noise level at a residence should be determined using the 
measurements of at least 3 turbines chosen at random and for developments less than 
10 turbines it should be determined using all turbines. 
3.2.2.3 GIS treatment of noise impact 
To be able to use the type of margin analysis suggested by the Noise Working Group 
with a GIS requires data on background noise levels at a good proportion of local 
residences. It is highly unlikely that this data will be available, and as a result, 
exclusion zones are therefore best set around dwellings in order to limit the expected 
wind turbine noise at the residence to a prescribed level. 
A distance is calculated at which the expected noise level from the turbine will have 
dropped to 40dB(A), using either equation [3.35] or [3.36]. This represents the upper 
value of the noise range considered acceptable for low noise areas determined by the 
Noise Working Group. This distance is used to apply an exclusion buffer around noise 
sensitive dwellings. A similar distance can be calculated representing the reduction of 
the turbine noise level to 35dB(A) and an advisory zone is set between these 
distances. 
If more than one turbine is to be considered, it will be assumed that all the turbines will 
be positioned equidistant away from the noise sensitive location. In this way, the n 
turbines can be treated as one turbine with a sound output level equal to the energetic 
sum of the combined n turbines (calculated using equation [ 3.37 D. The line of sight 
distance (and therefore ground distance) can be calculated using equation [3.35] or 
[3.36]. This is a very conservative approach and reflects several worst-case scenarios. 
3.2.3 Visual impact and landscape character 
Once upon a time, noise was the main cause of concern for wind turbine developers 
and the majority of failed planning applications were refused on noise impact grounds. 
Now, as quieter turbines have been developed and well-established criteria have been 
agreed, the attention has shifted to visual impact. 
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Visual impact is probably the hardest constraint to development to assess. It is 
undoubtedly a very subjective topic. A wind turbine is a large feature that may be 
considered by some to be a alien, modern structure in a traditional landscape setting 
whereas others consider its form to be slender and graceful and view it as a sculptural 
element in an ever-changing landscape. 
There are a number of factors which affect the visual impact of a development 
including those presented in Table 3.30. 
the visual elements of the wind • the size, type, colour of turbines 
development • the number of turbines 
• the layout of the turbines 
• the rotor speed 
• the associated developments such as switchgear 
housing, access roads and meteorological masts 
the characteristics of the • physical attributes - landform, land use 
surrounding landscape • aesthetic and perceptual factors (scale, enclosure, 
line, diversity etc) 
• sociological aspects 
the viewer • viewer's perception of the landscape 
• viewer's perception of renewable energy 
• position and distance of the viewer from the 
development 
the atmospheric conditions 
the presence of other wind • cumulative impact effects 
developments 
Table 3.30 Factors affecting the visual impact of a wind turbine development. (After 
Stevenson and Griffiths 1994) 
Stanton comprehensively reports on how each of these aspects affects the impact of a 
development on the surrounding landscape, based on case studies of wind farms in the 
UK, the Netherlands and Denmark (Stanton 1996). A brief summary is given next. 
Visual elements. Landscape architects tend to agree that the most pleasing 
perceptions of wind turbines occur with clean simple images. In the UK, consensus of 
opinion has led to the majority of wind farms being developed using three-bladed 
machines on tapering, tubular towers. Three-bladed rotors appear to rotate far more 
smoothly than two bladed counterparts, which appear to have a jerky movement. 
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Similarly, slower rotational speeds have been shown to be more acceptable. There are 
varying opinions on the acceptable number and size of turbines, with some opinion 
polls showing a preference for a few, large machines and others suggesting that larger 
machines are more visually dominant. Either way, most landscape architects seem to 
agree that the manner in which the development is laid out is crucial, with an emphasis 
being put on order, be that linear or geometric. It could be argued that the order in a 
geometric layout will only really be noticeable from certain view points. However 
Stanton suggests that wind farms laid out in a geometric fashion will be viewed 
positively as a coherent mass. Studies tend to agree that the associated developments 
such as substations and access roads create visual confusion, Stanton even goes as 
far as to say that they should be avoided and located underground. 
Surrounding landscape characteristics There are many aspects which contribute to 
the way we see, value and experience landscapes. Some of these aspects are 
physical, such as the landform and the geology; some are visual such as proportion, 
scale and enclosure; and some sociological such as cultural features, historic features, 
and land use. The way in which a landscape is assessed and then evaluated requires 
both objective analysis and subjective judgement. How the landscape is described -
its landscape character type - will also be dependent upon the scale at which it is 
being assessed, nationally, regionally or locally. The manner in which a landscape 
should be characterised and evaluated is well documented in (Swanwick and Land Use 
ConSUltants 2002). 
The viewer The perception of the viewer will play an important role in how the 
development is seen in the context of the surrounding landscape. Sociological studies 
have shown that there is wide support for power generated by the wind, for example 
91 % of local residents near the Cammaes wind farm who responded to a survey, 
thought wind power was a good alternative to other energy sources (Esselmont 1994). 
30-40% of respondents to similar surveys believed wind turbines to be beneficial to the 
environment (Robertson Bell Associates 1993; Robertson Bell Associates 1994; 
Robertson Bell Associates 1995). Opinions vary when residents are asked about the 
support of a project in the locality, early studies showed that there was a certain 
amount of 'NIMBYism' i.e. I support wind but 'Not In My Back Yard'. In a survey carried 
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out for the first major wind farm in the UK in Cornwall opposition was seen in 
responses of approximately one third of those sampled, unfortunately, exactly the 
same question was not asked after the development had been built to obtain a direct 
comparison, but in general where opinion towards wind developments had changed it 
was in a positive direction. This is a trend that repeats itself in the other studies, and in 
general it can be said that those people more likely to accept wind developments have 
had some experience of a wind farm. If this is truly the case, then why are wind 
developments currently having such a hard time at the planning application stage? 
Well, perhaps one can't underestimate the power of the vociferous minority, the ardent 
anti wind lobbyist. The BWEA regularly monitor media coverage of wind issues and 
have recently found that a good proportion of anti-wind lellers to newspaper editors are 
written by the same few people! (Hill 2002) 
Cumulative Impact. A fairly recent study initiated by the DTI highlighted the need for 
a consensus approach to assessing the cumulative impact of wind developments 
(Landscape Design Associates 2000). Cumulative impact is currently a key planning 
issue and has been cited at a number of recent planning inquiries. Although the work 
undertaken for the DTI produced guidance for cumulative impact assessment (the DTI 
see this as of limited use (Land Use Consultants 2001 i). A generally accepted 
methodology for its assessment has yet to be agreed for this important aspect of 
planning appraisal. 
Atmospheric conditions. It should be noted that for a good percentage of the year 
the visibility of wind development is likely to be reduced by the weather. Fog, mist and 
rain all affect how much of a landscape is seen. If wind turbines are seen against the 
skyline and are painted in a light grey colour then the chances are that the typical 
English low cloud base will mask their impact. Stanton actually advises against trying 
to mask a development and recommends that turbines be painted in cool, clean white. 
She argues that white is pure and neutral, grey is technologically backward and grubby 
- she feels we should acknowledge that these are man made features and should treat 
them as sculptural features rather than try to camouflage them. 
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3.2.3.1 Assessment of visual impact 
There are two main techniques employed by wind farm developers in the assessment 
of visual impact: Zones of Visual Influence and Viewpoint Analysis. 
Zones of Visual Influence - ZVI. lVI techniques have been employed in analysing 
an object's visibility for many years now (Tandy 1971) and since the introduction of 
GIS, this type of analysis is now carried out relatively simply (Aylward and Turnball 
1977). A zone of visual influence in its simplest form describes the envelope of 
visibility of the objecVdevelopment within the landscape and is purely dependent upon 
terrain. There are a number of problems associated with this very simple definition of 
lVI: 
• it does not consider the effect of tall objects (such as forests) blocking the view 
between the observer and the object 
• it does not consider the effect distance has on the visibility of the object 
• it does not consider the effect of atmospheric conditions 
• it does not consider ifthere is likely to be a viewer at the viewing location 
• it does not consider how much of the object is seen (though it is not completely 
obvious in the case of a wind farm if to only see a part of the development is a 
good thing - Stanton (1996) certainly does not think so) 
A number of GIS studies looking at the visual impact of wind turbines have built upon 
the simple lVI analysis and have tried to include some of the pOints noted above. 
Gatrell and Howes performed a study around Gaton Moor whilst a wind farm was being 
proposed there (Gatrell and Howes 1993). They used the proposed site boundaries to 
define the object being viewed and for each viewing location on a 50m resolution grid, 
calculated the number of vertices on the boundary visible and represented the sum as 
a percentage of the total number of vertices. The distance to the receptor was then 
included using a distance weighting of 1/(distance from centre of wind farmf From 
this modified ZVI map, they next considered if there was likely to be a receptor within 
the view envelope. This was considered by using address point data and weighting the 
visibility score data by the number of addresses within that grid cell. The subject of 
intermediate objects was discussed however they did not consider raising the terrain to 
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be a worthwhile process as their intention was to produce a general rather than a 
highly accurate visibility map. 
This method was reiterated in Kidner and Dorey (1995), who also went on to discuss 
the possible problems associated with the surface representation. Each GIS has its 
own method of interpolating the surface from digital elevation data and as a result each 
GIS is likely to produce different versions of the visibility analysis (as highlighted in a 
study by Fisher (1993)). Kidner et al (1999)went on to study this area in greater detail, 
with the intention of applying the findings to 'develop the 'perfect' GIS for wind farm 
assessment', however the author is unable to find evidence that this goal was attained. 
The Macaulay Land Use Research Institute carried out a study commissioned by the 
Countryside Council for Wales to look at cumulative impact of wind turbines (Miller, 
Wherrett et al. 2002). The work gives an excellent background to landscape 
assessment, landscape assessment techniques and visual impact methodologies and 
tools. Unfortunately the most exciting pieces of work regarding how the visual impact 
methodologies were carried out, the conclusions and recommendations for the most 
appropriate methods of assessing cumulative visual and landscape impact seem to be 
incomplete. The types of analyses recommended to be used in the visual impact tie in 
with the areas noted earlier, i.e.: 
• Visibility census, scoring and ranking; 
• Accumulated visibility of turbines and wind farms; 
• Visibility of turbines with respect to road network; 
• Visibility of turbines with respect to road type; 
• Accumulated visibility of turbines with respect to road type; 
• Turbine locations with respect to viewer's horizon; 
• Relative exposure of wind turbines; 
• Combined analysis of turbine exposure and accumulated visual impact 
The wind farm optimisation software packages mentioned earlier ( WindFarm, 
Windfarmer and WindPro), also include a ZVI module to assess the visual impact of a 
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particular, defined wind farm. Both WindFarm and Windfarmer also allow cumulative 
impact to be assessed. 
Windfarm has several methods for creating the ZVI: it can score if a turbine is visible 
(with a choice of defining the reference point on the turbine), and it can look at the 
amount of turbine visible with a maximum score defined by the user for each part of the 
turbine seen, blade tip, nacelle and tower. In terms of cumulative impact the same 
methods can be used over the multiple sites i.e. the different wind farms are 
considered as a single group. An alternative is offered whereby the number of wind 
farms visible (or part thereof) are counted. In all methods a correction for earth 
curvature can be implemented. Windfarm does not allow for the inclusion of 
intermediate objects in the analysis per se, however it does allow exclusion zones to be 
created where the visibility of the development will be zero, for example in the middle of 
a forest. 
The creation of a ZVI by Windfarmer resembles that of the Windfarm software. The 
ZVI is based on a line of sight analysis for the tip or the hub of the turbine. Cumulative 
impact analysis treats multiple sites as one. As with Windfarm, the user has control 
over the resolution of the line of sight analysis, the height of the observer, and can 
apply a correction for earth curvature. The graphical output of the ZVI can be either the 
number of turbine tips or hubs visible, the percentage of the development seen, the 
total vertical angle subtended or the total horizontal angle subtended. This last output 
could be useful in cumulative impact terms if it is demonstrated that the amount of 
horizon taken up by multiple turbine developments significantly affects peoples 
perception of a wind development. In addition to this, Windfarmer can consider the 
visual impact as an optimisation constraint. The user selects viewpoints of local 
importance and for these prescribes the maximum number of turbine tips or hubs 
visible that must not be exceeded. It is not completely clear how this can be used 
practically as it requires a decision as to how many turbines visible would be 
considered as acceptable. Presumably the critical number would increase with 
distance. 
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WindPro allows a relatively simple analysis of ZVI to be performed with two choices of 
turbine height available (hub height and extended tip height). It does not have a built in 
cumulative impact facility, but it should be possible to carry out the single group 
analysis similar to the other packages by altering the wind farm layout to include 
multiple groups. It does allow intermediate objects to be considered. 
Viewpoint Analysis In viewpoint analysis, two or three dimensional representations of 
the landscape before and after development are created from which an evaluation of 
the impact is made. When carried out using computer simulation methods the analysis 
can be prepared using wire frame models, perspective plots or photomontages. 
Viewpoints are chosen (in consultation with the local authority) to represent typical 
loc<;ltions surrounding the development covering different character areas and hence 
different sensitivities, over a range of distances and compass directions. 
GIS is not necessarily the ideal environment to carry out this type of study however 
many GIS packages do offer the capability of 3D surface representation. Tullett used 
this capability to produce a 3D representation of the landscape onto which several 
turbine-like objects were placed (Tullett 2002). He then created a drive through this 
landscape by processing several hundred images of the view incremented along a 
chosen path into a short movie. He noted several limitations with the approach 
including poor representation of the wind turbines (they were simply extruded 
columns). poor representation of the surrounding landscape and intermediate tall 
objects and the long processing times to create the drive through. 
Miller et al (2002) also demonstrated the 3D visualisation of wind developments. 
however, they used specialist geographical imaging software ERDAS Imagine. This 
allowed the turbines to be modelled more realistically. but without movement. In some 
of the scenes presented. the landscape was realistically shown using a draped over 
ortho-photo. 
Once again. the wind farm optimisation and planning software packages allow 
viewpoint analysis to be carried out. Wind Farm enables the user to visualise the 
development in both a 2D wireframe and photomontage environment. The 
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photomontage view gives a very realistic impression of the development. The often-
missing attribute of movement can be included using convincingly rendered, animated 
turbines. Building up the photomontage is fairly painless, using the wireframe drawing 
to align the photographic image. This will of course be made easier if the photo is 
taken precisely with care being taken to level the camera in two opposing horizontal 
planes and if the photographer makes comprehensive notes regarding the lighting, 
position etc. Opposers to wind developments have claimed that photomontages may 
misrepresent the landscape geometry in that the vertical dimensions may be reduced, 
however it has been shown that by ensuring the camera is level this is not the case 
(PowerGen Renewables 2002). 
WindFarmer has the same capabilities with the added ability to render the wireframe 
drawing to give a rendered landscape. Wind Pro offers very good visualisation 
capabilities with all the options of the previous two tools, plus a neat virtual reality fly-
through tool. Additionally it has a database of over 500 types of turbine descriptions for 
creating animated images and creating the photomontage is relatively straightforward 
as long as the camera settings such as lens focal length are known. 
3.2.3.2 GIS treatment of visual impact assessment 
ZVI It is relatively straightforward to implement a ZVI analysis using the GIS, either 
using line-of-sight analysis in a similar fashion to that shown in the enclosure analysis 
of Figure 3.56, or using a grid-based 'viewshed"2 analysis function. Modifications for 
obstacles, attenuation with distance, amount of turbine seen and atmospheric 
attenuation can also be implemented in the GIS as described below. 
Obstacles may be added onto the terrain by virtue of their height, though various 
researchers including Gattrell and Howes (1993) and Kidner (1995) have discussed 
this, it has not been implemented for the assessment of wind turbine visual impact until 
now. The modification has been implemented in this thesis. 
12 viewshed is the ArcView function for calculating a ZVI 
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Several approaches to distance attenuation have been tried out in the past including 
weighting the impact by the inverse square distance (Gatrell and Howes 1993) and 
application of a rule-based distance related weighting (Bass 2002). More recently, 
Bishop (2002)has devised a sophisticated analysis that brings together several issues 
concerning visual impact including people's perception of the size of a moving turbine, 
its contrast against its surroundings, the effects of distance and atmospherics and 
impact range. In this thesis, an approach combining these elements of Bishops work 
has been developed within the GIS and so his approach is explained in some detail 
below. 
In Bishop's earlier work, an estimate of the probability of detection, recognition and 
impact of a visual element was developed based upon controlled perception studies 
(Shang and Bishop 2000). These studies looked at the relationship between the visual 
element's size and contrast and the probability a person would detect or recognise the 
object. The probabilities were derived based on several linear-log it models developed 
for a factor Z as given in equations [ 3.38] - [ 3.41 ] 
Model Category 
Uninformed detection 
Linear-Iogit model 
Zud = -16.02+ 0.0124(CS)+ 12.75(0)+ 1.525(H) [ 3.38] 
Uninformed recognition Zur = -7.56 + 0.0017(CS) + 5.014(0)-1.623(H) + 0.037(S) [ 3.39] 
Informed recognition Zir = -30.7336 + 0.0089(CS) + 27.971(0) 
Informed visual impact Zimp = -19.7861 + 0.0045(CS) + 14.457(0) 
[3.40] 
[ 3.41 ] 
In these equations, Hand D are binary indicator variables, for a tower H = 0 and for 
positive contrast D = 1. C is the perceived contrast of the object that relates to the 
colour contrast of the object seen against the background and the amount of 
atmospheric scattering. Colour contrast is a value that can be calculated using the 
'lightness' or intensity of the turbine against the 'lightness' of the landscape against 
which it will be viewed and can be carried out using photographs and image processing 
techniques. Shang and Bishop have found typical wind turbinellandscape contrast 
values are about 12% for a white-coloured turbine against an occluded sky (a typical 
English day) and up to 55% when the background has darkened considerably as with 
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the onset of a storm. The contrast is distance related and Cd, the perceived contrast at 
depth d is given by equation [3.42]. 
Cd = Ciexp( -(3d) [ 3.42] 
In equation [3.42], Cj is the initial contrast at d = 0, d is the distance in m and P is the 
extinction coefficient. The extinction coefficient is the loss of image forming light per 
unit distance due to scattering and absorption by particles and gases in the 
atmosphere. S is the angular dimension of the object given in square minutes of arc, 
which can be converted from the cross sectional area as follows: 
S = A[ arctan(~) x 60 r [ 3.43] 
A is the cross sectional size of the object in m2 and d is the distance between the 
viewer and the object in m. Finally the probability of detection/recognition/impact is 
given by [ 3.44] 
probability = 1 
1 + exp(-Z) 
[ 3.44] 
Shang and Bishop (2000) defined the impact threshold as 'the physical condition of an 
object at which 50% of the viewers' impact assessments, based on original and altered 
scenes shown side-by-side exceed the middle position between low and high visual 
impact levels'. For a turbine approximately 45m tall, with a 3m diameter at the base 
and 2m at the hub with three blades 25m long of average width of 30cm, the cross 
sectional area of the turbine is approximately 135m2 in the worst-case scenario (i.e. 
face-on). Using a factor of 20% to account for the increased visual perception of the 
rotating blades (Bishop 2002) this turbine has a cross sectional area of approximately 
160 m2. It can be seen in Figure 3.54 that the visual impact threshold of this turbine 
(P=0.5) varies considerably with atmospheric conditions both in contrast against the 
background and with the effect of atmospheric scattering caused by fog, mist and rain 
etc (here a light haze is defined as having a P value of 0.00008). 
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Figure 3.54 Rates of decay of visual impact of a tower with distance for dif fering 
atmospheric conditions (Bishop 2002). 
The decay of visual impact of the turbine with distance is included in the GIS 
methodology to calculate the ZVI scores, using worst case values for exti nction 
coefficient (p=O), face-on value of cross-sectional area and a typical valu e for the 
turbine contrast (Bishop recommends 12.5%). 
Using a range of values of p, various ZVls can be built up to represent di 
atmospheric conditions. It is proposed that values of p may derived from 
fferent 
visibility 
optical range 
eter. 
weather data as the coefficient of extinction is related to the metrological 
(MOR) (see equation [3.45 j), which is a recorded meteorological param 
E = exp(- ~ . MOR) [ 3.45 ) 
In this equation, f is a threshold contrast and, for World Meteorological 0 rganization 
weather data, is recommended to be 0.05 (van der Meulen 1992). In the 
implementation described in Chapter 4 section 4.5.3.4, ZVls have been c reated using a 
weather data value of {3 based on an annual average visual range derived from WMO 
to demonstrate its effect. 
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An impact score for the turbine can be calculated by summing the amount of area 
where the turbine is visible multiplied by its probability 0 f impact and comparing this to 
can be created using the 
perfectly flat terrain and 
a maximum impact value. The maximum impact value 
adjusted ZVI output for a typical large turbine sitting on 
summing the amount of area where the turbine is visibl e multiplied by its probability of 
impact. 
Viewpoint analysis is not included in the study as it is a more appropriate tool to use 
after site selection has been carried out. 
3.2.3.3 Landscape assessment 
During the course of the study, the complexity and impo rtance of landscape character 
ted. The work here presents a 
uture study. It is proposed that 
f landscape characterisation 
mmended by Stanton 
and the physco/sociological aspects has been apprecia 
starting point for what is considered to be an important f 
the GIS is used to explore the more objective aspects 0 
and the relationship with wind farm acceptance as reco 
Tables 3.30 and 3.31 show some of the checklists items used by landscape planners 
rs presented, those considered 
sity as these are the most 
when carrying out landscape field surveys. Of the facto 
in this study are limited to landform, enclosure and diver 
readily assessed in an automated fashion using the GIS . These are then related to the 
cape studies and evidence from acceptance of the development using the various lands 
existing wind farms and wind farm planning applications (Stevenson and Griffiths 1994; 
Stanton 1996). 
Aesthetic Factors 
Balance Harmonious Balanced Discordan 
Scale Intimate Small Medium 
Enclosure Confined Enclosed Open 
Texture Smooth Texlured Rouqh 
Colour Monochrome Muted Colourful 
Diversitv Uniform Simple Diverse Com lex 
Unity Unified Interruoted Fraoment ed Chaotic 
Form Straight Angular Curved Sinuous 
Tab!e 3.31 Countryside character aesthetic factors check! ist (After Swanwick and Land 
Use Consultants 2002) 
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Landform Flat Plain Ridge Broad valley 
Undulating Lowland Rock outcrop Narrow valley 
Rolling Plateau Knoll Deep gorge 
Steep Dip slope Rounded hilltop Gully 
Vertical Escarpment Peak 
Hydrological and Reservoir Marsh/bog Beach Cliffs 
coastal features Canal Stream Dunes Headland 
Pond River Mudllats 
Lake Waterfall Salt marsh 
Water park Estuary 
Land use/cover Agriculture: Forestry/woodland: Industry: Open land uses: 
Arable Orchard/horticulture Mineral extraction Moor 
Permanent pasture Parkland Waste disposal Heathland 
Ley/improved Deciduous woodland Light industrial Common 
Semi-improved Mixed woodland Energy generation Recreation grounds 
Rough grazing Coniferous plantation Oil refinery/storage MoD 
Scrub/bracken Commercial forestry Gas terminal 
Landscape Built elements: Verlical elements: Transport routes: Other Elements 
elements Farm buildings Communication Motorvvay Hedgerows 
Churches Electricity pylons Main road Hedgerow trees 
Castle 33kV pores and wires Minor road Tree clumps 
Ruins Telegraph poles Lane Copses 
Stately homes Chimneys Track Shelter belt 
Hamlets Cooling towers Bridleway Stone walls 
Villages Flare stacks Footpath Brick walls 
Towns Railway Post and wire 
Housing estates Airport fences 
Industrial estates Ferry terminal/route Banks 
Landscape patterns SeHlement: Field patterns: Roads: Dispersed SmalVmedium/large Grid 
Nucleated Irregular/regular Follow contours 
Linear In valleys 
On ridges 
Landscape quality: Exceptional High Medium Low Very low 
Clarity: Strong Very clear Clear Vague Muddled 
Distinctive/less: Bold Distinct Obvious Indistinct Obscure 
Intactness: Unified Integrated Interrupted Fragmented Remnant 
Balance: V harmonious Harmonious Balanced Discordant Chaotic 
Condition: Prime Very good Good Fair Poor 
Other aesthetic and perceptual factors 
Scale: Intimate Small Medium Large Vast 
Enclosure: Confined Enclosed Semi-enclosed Open Exposed 
Pattern: Formal Organised Regular Random Chaotic 
Line: Straight Angular Curved Sinuous Erratic 
Texture: Smooth Grainy Textured Rough Very rough 
Colour: Monochrome Muted Pastel Colourful Vibrant 
Diversity: Uniform Simple Varied Diverse Complex 
Movement: Still Calm Gentle Busy Very busy 
Tranquillity: Silent Serene Peaceful Active Very active 
Remoteness: Inaccessible Isolated Secluded Accessible Very accessible 
Security: Secure Comfortable Sale Unsettling Threatening 
Stimulus: Awe inspiring Impressive Interesting Bland Dull 
Pleasure: Exquisite Beautiful Pleasant Unpleasant Offensive 
Table 3.32 Typical Landscape Character Assessment form (E4Environment 2002) 
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3.2.3.4 Landform 
Landform can be described in a number of ways including morphological descriptions 
(size and shape), in terms of the process that created it (glacial, fluvial, volcanic etc) or 
in terms of the geology of the area. The 'automation' of classifying landforms using 
GIS has received a lot of attention in recent years. Some of these studies have built on 
the early manual classifications of Hammond (Hammond 1954; and 1964) that were 
based on definable properties of contour maps - relative relief, slope and profile type 
as shown in Tables 3.32 and 3.33. Relative relief describes the maximum range of 
elevation over a prescribed area and profile type is used to define if a relatively flat 
region is either upland or lowland (mainly used to distinguish tablelands). 
A B C 0 
Slope More than 50·80% of 20·50% of Less than 
(percent) 80% of area area < 8 area < 8 20% of area 
<8 <8 
1 2 3 4 5 6 
Relative 0·30 30·91 91·152 152·305 305·915 >915 
relief (m) 
a b c d 
Profile Type > 75% of 50 -75% of 50·75% of > 75% of 
gentle slope gentle slope in gentle slope in gentle slope 
in lowland lowland upland in upland 
Table 3.33 Landform classification scheme (Hammond 1964) 
Plains Open hills and Tablelands Hills and Plains with hills 
mountains mountains or mountains 
A 1 Flat plains C2 Open low hills B3c,d Tablelands, 03 Hills A,B3a,b Plains 
moderate relief with hills 
A2 Smooth plains C3 Open hills B4c,d Tablelands, 04 High hills B4a,b Plains with 
considerable relief high hills 
B1 Irregular C4 Open high B5c,d Tablelands, D5 Low mountains B5a,b Plains with 
plains, slight hills high relief low mountains 
relief 
B2 Irregular C50pen low B6c,d Tablelands, 06 High mountains B6a,b Plains with 
plains mountains very high relief high mountains 
C6 Open high 
mountains 
Table 3.34 Landform classification descriptions (Hammond 1964) 
Hammond (1954 and 1964) used a moving window of 9.65km (6 miles) to define the 
area over which these properties were assessed. 
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Other manual classifications have been based on this work, adapted to the country in 
which the assessment is being carried out, for example Table 3.35 shows Wallace's 
landform descriptions for New Zealand (Wallace 1955) and Table 3.36 gives Unton's 
adaptations for Scotland (Unton 1970) . 
Parameters .., .., .. .. 
.c .c .c U 
..,en .c U en ~"'"" ~ Cl) ~ ~[ .. .., ~ :e:: [Cl) >< c ~.!!! ~1V ~ en en _c :c ~en= " 
.;; 
enGi en ~ :c III >-== U co Cl) »:2 co -
en 
c 
.;; 
-c c ..... .. - c c ~ ~ s::::-;.c en.!!! .c c- ~ ~ 5 .c" ._ "C Cl) 'n; ~ -§, .;; ~ .;;.., ~ «10::: en.c Cl :f~ 0:: 0 C:Ee 0 O::'i 0 am :r ' 0:: 'i :c 0:: q E ...J 
Slope - - >8 <8 <8 >8 <8 <8 - -(percent) 
Altitude (m) 
- - -
nva nva - nva nva - -
Relative <30 30-100 100-200 100-200 100-200 200-300 200-300 200-300 300-900 >900 
relief (m) 
Table 3.35 Description of landform types in terms of elevation and slope (Wallace 1955) 
Parameters Mountains Bold Hill Plateau Low Lowlands 
hills country uplands uplands 
Slope nva nva 
Altitude (m) 200-600 nva < 300 < 150 
Relative relief (m) > 750 > 400 < 300 < 100 
Table 3.36 Description of landform types in terms of elevation and slope (Linton 1970) 
Automation of Hammond's work has been carried out using a GIS by Dikau, who used 
neighbourhood functions (see section 2.2.3 and Figure 3.55 for a brief description) to 
determine the slope, relief and profile properties for 200m resolution grid cells using a 
9.8km moving window Le. 49x49 neighbourhood (Dikau 1989). 
13 nva - this attribute is mentioned but no value is applied 
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9x9 Neighbourhood of cells used to generate the value of the focal cell 
::' VI/ /,1/1/ /I/V V 
1/1/ /1/1/ /VV V focal cell 
• VI/ /1/1/ /I/V V V 
1··'I/I/~L?11:'" 
II/I//~VVV 
I·: VI/ /f/v /VV V I~ 
1.;1// I///V//I-----
I,,: VV V / / V V / Moving window 
Iq / /,V V VV] / 
/ 
Initial focal cell 
Figure 3.55 Definition of the moving window used in neighbourhood functions 
This work was later refined by Brabyn (1998) to be applied to a New Zealand 
landscape. He used a circular neighbourhood window as he felt this was more 
appropriate, decreased the slope percentage to 4% and included a process to identify 
open valleys (i.e. flat areas with relief both sides). Brabyn (1998) classified landforms 
somewhat differently to Dikau, producing a simple 8 class morphological coverage (5 
relief classes, open valleys, plains and tablelands) that was then transformed into a 
landform composition coverage with the classifications shown in column 1 of Table 
3.37. The transformation was based on the combination of percentage occurrence of 
each type of morphology identified over a 3000m radius neighbourhood. For example, 
the landform classification 'High Mountains' was assigned to cells containing the 
following combinations of occurrences of the morphological classes: 
plains <= 20% and valleys <= 20% and low hills <= 100% and hills <= 100% 
and high hills <= 100% and mountains <= 100% and high mountains> 20% 
and tablelands <= 20% 
Brabyn (1998) also proposed generalizations of his classification as shown in columns 
2 to 6 of Table 3.37. 
Other properties of landform which may be easily derived using a GIS include the plan 
and profile curvatures - that is the rate of change of aspect and slope respectively 
(Evans 1981). These properties are most frequently used in the analysis of soil 
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processes and in the analysis of water drainage systems, but have also been used in 
deriving GIS descriptions of landform and landscape ryJood 1996). 
Level 1 Level 2 Level 3 Level 4 LevelS Level 6 
(22 classes) (12 classes) (9 classes) (6 Classes) (4 Classes) (2 Classes) 
Plains Plains Plains Plains Plains Plains 
Plains Low Hills Plains Hills Plains Hills Plains Hills Hills Not Flat 
Plains Hills 
Plains High Hills 
Low Hills Low Hills Hills Hills 
High Hills Hills 
Open Valley Low Hills High Hills 
Open Valley Hills Open Valley Hills Open Valley 
Open Valley High Hills Hills 
Mountains Mountains Mountains Mountains Mountains 
High Mountains High Mountains 
Open Valley Open Valley Mountains 
Mountains 
Open Valley High 
Mountains 
Plains Mountains 
Plains High Mountains Plains Mountains Plains Plains 
Tablelands Plains Mountains Mountains 
Tablelands Low Hills Tablelands Plains Tablelands Hills Tablelands Tablelands 
Tablelands Hills 
Tablelands High Hills 
Tablelands Mountains 
Tablelands High Tablelands Mountains Tablelands 
Mountains Mountains 
Table 3.37 Brabyn's landform classifications and generalisations (Brabyn 1998) 
3.2.3.5 GIS treatment of landform 
The methodology produced by Dikau (1989) has been used in this research with some 
of the modifications suggested by Brabyn (1998) as these automated analyses of 
Hammond's landform classifications are generally well accepted. A simplified 
categorisation has been used at this stage in an attempt to mimic the broad terms used 
in the relationship between landform and wind farm acceptance, which can be 
improved upon in the future. 
Tables 3.37 to 3.39 show the relationships between landform and wind farm 
acceptance derived from three visual landscape studies. It can be seen that there is 
some agreement that flat landforms readily accept wind farms either because flat 
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landforms tend to be associated with exposed landscapes, which also readily accept 
wind farms, or because the turbines 'create interest'. Stanton suggests that wind farms 
do not tend to dominate in mountains and moorlands, generally because there is an 
agreement between scale and also because these areas are associated with high 
exposure. The studies of Stevenson (1994) and the Danish Energy Centre 
(Energicenter Danmark) tend to agree that small clusters of turbines would be more 
easily absorbed in undulating landscapes. However, Stanton's ((Stanton 1996)) study 
also suggests that wind farms tend to have a greater dominance in highly variable 
landforms and as a result, their presence may cause visual confusion. The 
acceptability is very much dependent upon the scale of the development. 
Landscape Appropriate wind development Notes on acceptability 
character type 
scale layout 
Mountains and medium (25-50), very formal layout, linear or 'do not appear to dominate' 
moorland large (200) grid and 'can look stunning if 
they contrast to the simple 
visual composition' 
Variable single, small scale cluster extent of visibility is 
landform with (3-10) reduced, however tend to 
dispersed small have a greater dominance 
settlement and can result in visual 
confusion 
Flat or gently single turbines, small formal layout or often seem appropriate, 
sloping scale developments related to landscape simple visual contrast, often 
agricultural «5) and intensive feature difficult to perceive size 
landscape developments (-40) 
scale relates 10 
enclosure 
Coastal medium (-40) large linear layout often appear inferior in 
(-80) scale, relate to the 
dominance of the wind 
Industry and single, large scale formal, linear relating comparable to other 
services to landscape features structures such as cranes 
such as roads and chimneys but has a 
positive image, do not 
dominate 
Table 3.38 Landform and wind farm acceptance derived from Stanton (1996) 
159 
Landscape Appropriate wind development Notes on acceptability 
scale layout 
Hilly small scale (3-6) linear or formal highly visible, however able to 
up to 40m high relating to landscape absorb small groups 
feature such as 
fences 
Heavily small groups difficult to predict as view is likely to 
rolling change dramatically from different 
perspectives 
Moderately single, small scale more freedom more possibilities for discrete 
rolling (2-3) up to 40m generally relating to turbines, terrain forms are not as 
tall landscape features, obvious and hence more freedom in 
clusters the layout 
Flat able to accept formal, linear layout or more able to accept large turbines 
landscape very large turbines related to landscape 
(50-60m high) feature 
Nearshore large turbines may sensitive area, difficult to predict 
appear excessive 
Table 3.39 Landform and wind farm acceptance derived from Energicenter Danmark 
Landscape Appropriate wind development Notes on acceptability 
scale layout 
Upland plateaux small and Informal, staggered views are extensive, exposure 
medium sized arrangement with a tends to reduce the impact 
proportion off the skyline 
Gently rolling small scale site off prominent hill tops, generally merge in well with the 
upland site a different heights surrounding landscape 
Gently undulating small to relate to landscape visual intrusion is lessened due 
hills medium sized elements such as hedges, to numerous visual detractors 
follow skyline. 
Upland edge small scale hide bases from view sensitive, transitional nature 
(transitional zone) tends to increase impact 
Enclosed, gently small scale informal irregular layout readily absorbs small 
undulating developments, many visual 
coastal plain features (small scale) tend to 
mask development 
Open undulating medium sized relate to landscape readily absorbed, 'activity'in the 
coastal plain elements such as hedges, landscape reduces impact 
site at different heights on 
gradual slopes 
Open, flat coastal small and easily absorbed, can create 
plain medium sized interest 
Degraded small scale visually prominent features help 
industrial integration and reduce impact 
Table 3.40 Landform and wind farm acceptance derived from Stevenson and Griffiths 
(1994) 
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Table 3.41 shows the descriptions of landforms based on elevation range suggested 
for the methodology. 
Low hills Hills High hills Low High 
mountains mountains 
Elevation o -100m 100 - 250m 250-350m 350-750m >750m 
range 
Table 3.41 Description of landform types in terms of elevation. 
3.2.3.6 Enclosure 
Various elements such as landform, forestry and even hedgerows can contribute to the 
feeling 01 enclosure experienced at a given location. In this work the analysis of 
enclosure has been restricted to that due to landform. Two recent and related studies 
have estimated enclosure based on landform. Enclosure was interpreted using the 
horizontal distance to the point of the interception of the line of sight with the terrain 
over 16 sectors (Clark 2000; Bass 2002). The first of these studies took a long handed 
approach: the elevation was measured at discrete intervals along the horizontal line 
from the source to a prescribed cut-off distance, if the elevation measured at the 
interval was greater than the elevation at the source location then this distance was 
measured and the process repeated for 16 sectors around the source. The values 
obtained in this way were then averaged over the 16 sectors and a final value ascribed 
to enclosure as follows: 
Distance 0-2.5 km 2.5-5 km 
Enclosure 1 - confined 2 - enclosed 
The second study used a built-in GIS line-ol-sight function to calculate the distance to 
the first object which obstructs the horizontal line of sight from the source, again for 16 
sectors around the source point as illustrated in Figure 3.56. It is felt that this analysis 
is slightly too sensitive to increases in elevation and is likely to result in most 
landscapes being designated as enclosed or confined. The method described by Bass 
(2002) however also included a distance weighting to account for a perception that the 
closer the elevation rise, the more its presence would be experienced by the observer, 
a distinct improvement on the approach of Clarke (2000). Distances were squared 
before being averaged for the 16 sectors and finally the square root was taken of this 
average and the enclosure ascribed as in the earlier study. 
161 
Enclosure Elevation in m 
Line of sight _ Confined 150 _ 200 
Not visible Cl Enclosed 100 -150 
Visible Cl Open 
Exposed 
Figure 3.56 Line of sight calculations for one particular point and overall enclosure 
analysis based on the analysis of Bass (2002) 
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Figure 3.57 Enclosure based on the analysis of Bass (2002), draped over 3D model and 
viewed from the east 
3.2.3.7 GIS Treatment of enclosure 
A new approach is proposed here for the assessment of the enclosure, based on the 
slope va lues around the pOint in question. Ideally this would be carried out using grid-
based neighbourhood analysis, with a moving window of 9800m x 9800m. Again the 
analysis can be distance weighted, more heavily weighting the contributions from the 
closer locations. Negative distance weighted scores suggest that the predominant 
surrounding landscape is falling away - i.e. the point is on a hillside, the more negative 
the value, the closer to the top of the hill or the steeper the hill and thus the more 
exposed this site will feel. Positive scores reflect points likely to be at the base of a hill , 
with higher values indicating either steeper slopes or a greater degree of enclosure. 
Table 3.42 shows the values of slope used to define the various enclosure 
descriptions. 
Exposed Open Enclosed Confined 
Slope angles >2° 
Table 3.42 Description of enclosure based on distance weighted slope values 
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Figures 3.58 to 3.59 show an example of the enclosure analyses. Initially, the 
elevation grid has been resampled from a 50m resolution down to a 200m resolution as 
shown in Figure 3.58. This has been carried out to coincide with the landform analysis 
and to reduce the considerable amount of time that would be required to complete the 
analysis at the 50m resolution. Figure 3.59 shows the results of the enclosure analysis 
when the slope values from a neighbourhood of 9.8km around each grid square have 
been averaged using an inverse distance weighting and Figure 3.60 is the result when 
an inverse distance squared weighting is applied . It can be seen that the weighting 
allows the effect of a close by slope to be more pronounced. 
Inspection of the relief map reveals that the inverse distance squared approach is too 
sensitive and thus tends to produce measures at the extremes of the enclosure 
descriptions. Consequently in this work a simple inverse distance weighting has been 
used. This approach to enclosure analysis deserves validation as part of a future 
study. 
Figure 3.58 Elevation of test area (west of Clee Hili) 
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O~~~~~",,150io;;;iiiiiiiiiiiiiiiiiiii;ii20~~~~~~30iiiiiiiiiiiiiiiiiiiiiiiiiiioi40 Kilometers 
Figure 3.59 Enclosure analysis based on a neighbourhood analysis of slope from the 
point analysed with an inverse distance weighting 
Enclosure Elevation in m 
... Confined 150 - 200 
o Enclosed 100 -150 
c=J Open 50 -100 
_ Exposed 0 - 50 
350 -400 
300 - 350 
250 - 300 
O~i ~~~~~~10~iiiiiiiiiiiiiiiiiiii.20~ ~~~~30§,iiiiiiiiiiiiiiiiiiii~· ~omeler! 
Figure 3.60 Enclosure analysis based on a neighbourhood analysis of slope from the 
point analysed with an inverse-distance-squared weighting 
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Stanton (1996) advises that in exposed areas, turbines are less likely to dominate the 
overall landscape, as it is only likely to occupy a small portion of the visibility zone. 
Conversely, a development in a spatially confined or enclosed landscape will occupy a 
greater proportion of the visibility zone and may be considered to cause a detrimental 
impact. However, the size of the development is likely to have an effect on this impact. 
3.2.3.8 Diversity 
In the studies of Clark (2000) aod Bass (2002), diversity was evaluated by counting the 
different types of land use. This is a reasonable starting point in that it gives an 
indication of the richness or compositional aspect of diversity. However, the approach 
gives no indication of the structural component or evenness of that diversity. For 
example, the two areas in Figure 3.61 have exactly the same richness of diversity 
despite their differences. 
(a) (b) 
Figure 3.61 Diversity of two similar sized areas 
Diversity is a term that is often used in landscape ecology studies to quantify landscape 
composition, and is used in the study of the effect of spatial heterogeneity on ecological 
processes. In this study landscape diversity in the context of richness and evenness of 
visual elements is to be assessed . It is proposed that diversity indices used in 
landscape ecology provide a sound method on which to base such an assessment. 
There are a great number of diversity indices used in landscape ecology to measure 
landscapes and plant and animal species. A widely used index is Shannon's Diversity 
index (SHDI) given in [3.46]. This does not give a absolute value, but it does provide 
a relative index with which to compare landscapes (Shannon and Weaver 1949). 
m (3.46J 
SHDI = - 2)p; X InP;) 
1=1 
SHDI ~O , without limit 
In equation [ 3.46 J P is the proportion of the landscape occupied by patch type i, and m 
is the number of different patch types present in the landscape. A patch is a basic 
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element within a landscape - it is defined in the context of the phenomenon under 
consideration, for example in ecology studies it often relates to an area of 
homogeneous environmental conditions particular to a species (Forman and Godron 
1986). In this type of study, looking at the aesthetics of a particular landscape, using 
land covert land use descriptors seems a natural choice as a patch description. SHOI 
= 0 when the landscape contains only 1 patch (i.e., there is no diversity). SHOI 
increases as the number of different patch types (i.e., patch richness) increases and/or 
the proportional distribution of area among patch types becomes more equitable. 
Shannon's index is slightly more sensitive to richness than evenness. 
An alternative, Simpson's diversity index (SIDI) [ 3.47) gives the probability that any 
two types selected at random will be different, and thus can be made to give an 
absolute value (Simpson 1949). SIOI = 0 when the landscape contains only 1 patch 
(i.e., no diversity). SIDI approaches 1 as the number of different patch types (i.e., patch 
richness) increases and the proportional distribution of area among patch types 
becomes more equitable. Simpson's index is relatively less sensitive to richness than 
Shannon's index. 
3.2.3.9 
m 
SIDI = 1- LP;2 
i=1 
Range: 0 s;SIDI < 1 
GIS treatment of diversity 
[ 3.47] 
As Simpson's diversity index must be between 0 and 1, it provides an attractive method 
for ranking diversity, and is thus the method adopted in this work. Descriptions of 
diversity are presented in Table 3.41. Stanton (1996) advises, on the relationship 
between diversity and wind turbine acceptability, that a wind development being sited 
in a landscape with a multitude of visual elements may cause a 'negative image of 
visual confusion'. The clarity of the image is derived from a number of visual elements 
including the sky, horizontal lines, landscape pattern and surface texture. The diversity 
index for the purposes of visual assessment should therefore represent this 
composition. 
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Uniform Simple Varied Diverse Complex 
Simpson's 0.0 - 0.2 0.2 - 0.4 0.4 - 0.6 0.6 - 0.8 0.8 - 1 
diversity index 
Table 3.43 Classification of landscape diversity. 
Finally, there have been a number of studies relating human perception and cognition 
of visual/landscape/View analysis with GIS modelling, for example Baldwin et al (1996) 
suggest some GIS based methods of assessing significance of relief, depth of view, 
view shapes and the interpretation of drama and mystery. These methods have not 
been employed here, however, it is felt that this topic should receive greater attention 
than can be given in the scope of this PhD and it is suggested that this area be 
followed up with further research. 
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4 Implementation of Algorithms into the GIS 
The approaches described in Chapter 3 are now implemented in a GIS environment. 
As will be seen, some are straightforward to implement, others require considerable 
effort. The siting methodology has been implemented within a specific commercial 
GIS, resulting in the development of a powerful tool for wind site identification. 
A software package was identified that provided an integrated developer environment, 
allowing the constraints and factors outlined in Chapter 3 to be operationalised in an 
automated fashion. The analyses have been tested out on a randomly selected area in 
Shropshire near Much Wenlock (363000, 298000). 
4.1 Choice of geographical information system for implementation 
There is a wide choice of GIS packages available on the market today. Several GIS 
packages were looked at in the formative part of the study period (1996 -1998) for use 
in this thesis. These included Atlas GIS, Genamap, Arclnfo, ArcView, IDRISI and 
GRASS. A brief resume of each of these products now follows: 
Atlas G/S: Atlas GIS is a 'Desktop Mapping System' or as it is advertised 'the GIS for 
business when your business is business, not GIS' and as such is a very useful 
presentation tool. It has a wide application in the sales and marketing areas and in 
retail planning. It is a relatively cheap package and a copy was available on the 
Loughborou9h Campus at the start of the thesis. 
Atlas GIS specifically uses a vector system i.e. it only copes with line, point and area 
features. Analysis is fairly limited to combining geographical features, aggregating or 
disaggre9ating the data and buffering. Atlas GIS is comparatively simple to use - it is 
designed with the non-specialist in mind. As a result it was not considered to be 
powerful enough to carry out the types of analyses envisaged. 
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GenaMap GenaMap, produced by GenaWarehouse (originally Genasys Illnc), is an 
integrated vector and raster GIS, used by governments, some emergency services, 
defence organisations and resource managers. At the start of the thesis, it was 
available to educational establishments for non-commercial work free of charge; 
otherwise it is a relatively expensive system. A copy is available on campus. 
GenaMap enables the essential GIS functions to be performed such as digitising and 
editing, extensive analytical operations, internal data management and hardcopy 
output. It boasts a simple to use interface and has the flexibility of being capable to 
maintain seamless maps or individual maps that are indexed. At the time of 
consideration, it was designed to run on a range of UNIX platforms, however now it is 
available for UNIX, Windows and Linux. 
Idrisi Idrisi is a raster based GIS with limited vector capabilities produced by the 
Graduate School of Geography at Clark University, USA. It was designed as a low-
cost non-profit based research tool but has since become the largest raster-based 
microcomputer GIS and image processing system on the market. A copy of the DOS 
version is available on campus. It has exceptionally good raster analytical functionality 
but is also capable of very basic vector functions and vector data input. It is relatively 
simple to use. 
GRASS GRASS - the Geographic Resources Analysis Support System was 
developed by the United States Army Construction Engineering Research Laboratory. 
The system was set up to facilitate land management problems, for example the 
optimisation and maintenance of the land used for training, protection of natural 
resources and establishment of secondary land uses. 
GRASS can handle raster and vector data, analysis is generally carried out using the 
raster format but this can be combined with vector data for display and analysis. At the 
time of consideration, the system was built to run on a number of Unix based platforms. 
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SmaJlworld GIS Smallworld GIS produced by Smallworld Systems Ltd (Now GE 
Network Solutions) is a GIS aimed at the utilities, telecoms, retail and marketing and 
local government sectors. 
It is mainly designed for use with vector data - especially network style data. It has 
limited capabilities for raster analysis (basically display). Development in Smallworld is 
reported to be both time and effort saving as it is carried out in an object-oriented 
environment, however as with most powerful software, the learning curve is actually 
relatively steep. Originally it was designed to run on UNIX based systems, but it is now 
available for Windows NT platforms. 
Maplnfo 
Maplnfo is again more of a desktop mapping package with some added GIS analysis 
functionality. It is widely used throughout the business sector, retail, marketing and 
local government. 
It's strengths lie with vector data display and query and raster data analysis is very 
limited (display only). Customisation can be carried out using Map Basic (a visual basic 
style language). It is produced to run on Windows operating systems. 
Arc/lnfo 'The World's GIS', produced by Environmental Systems Research Institute, 
Inc (ESRI), is described as the 'industry standard' of geographical information systems. 
It is one of the oldest, most used systems but not necessarily one of the most intuitive 
and is amongst the most expensive to purchase in the commercial world, however 
educational establishments can obtain it at a greatly reduced price. 
ArC/lnfo is a vector-based system with the capability of integrating raster data and 
images using its module GRID. It has a wealth of analysis tools and it is here where it 
surpasses many other systems. Raster and network modelling, surface analyses and 
specific techniques such as hydrologic modelling enhance analysis techniques such as 
overlaying and buffering common to most GIS's. Application development can be 
undertaken using the arc macro language (AML). 
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As ArC/lnfo is the 'Standard GIS' importing and exporting data to and from other GIS's 
should be relatively straightforward. Commercial data is also frequently available in an 
ArC/lnfo format. At the time of consideration it was a UNIX based system designed to 
run on many platforms, however it is now available as ArcGIS for both UNIX and 
Windows. 
ArcView Also produced by ESRI, ArcView is described as both a desktop mapping 
package and GIS - i.e. it is relatively straightforward to use yet has the powerful GIS 
analysis options which are not normally common to other desktop mapping systems. 
Again it is one of the most widely used GIS applications and is used in many different 
sectors including environment, retail, distribution, finance, government, utilities and 
marketing. Though less expensive than Arclnfo, commercially it is still pricey, however 
a substantial discount is offered to educational establishments. 
As with Arclnfo, the more common GIS functionality is enhanced by network and 
surface modelling. File import and export is also a key feature. Importantly, ArcView 
offers user customisation through a scripting language Avenue and various inter-
application communication possibilities including DDE and DLL support and remote 
procedure calls (RPC). ArcView was designed to run on a number of operating 
systems including Windows and UNIX. 
ArcView could be considered the little brother of Arclnfo, indeed, both products have 
now been combined into the ArcGIS software family - a suite of GIS products ranging 
from the introductory level ArcView, through the intermediate level ArcEditor to the 
more powerful Arclnfo. Stepping up through the products increases both the 
complexity of the analysis functions and the data models. The latter is the main 
difference between the older versions of the products -Arclnfo allows a topological 
data model to be implemented, whereas ArcView uses non-topological shapefiles. As 
a result, many of the operations which are easily carried out in Arclnfo tend to be 
slower and more prone to memory related problems when repeated in ArcView. In the 
new software suite, customisation can be carried out using Visual Basic and is 
common to all products. 
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GIS selection considerations 
Various considerations were used to chose the most appropriate GIS for the 
implementation of the methodology, including: 
• RasterNector Capabilities - a system offering the combination of both raster and 
vector based analyses is essential; 
• Surface Representation - modelling terrain is important for many of the 
assessments. The types of surface model available (TIN, Lattice, DEM etc.) and 
the types of height interpolation available were considered; 
• Analysis Functions - these must include the critical analysis functions expected of 
the project and others that although may not have an immediate use looked 
promising for future studies; 
• Processing Abilities - enabling large amounts of data to be processed easily; 
• Macro/Scripting Languages - application development and customisation is a 
necessity with ease of learning an important factor; 
• Built In Data Manager - user-friendly data management capabilities. 
• Compatibility With Other DBMS - support of other databases, for example dBase 
and Access; 
• File Exchange Capabilities - extensive import/export facilities were considered 
crucial; 
• Interoperability with Regional Electricity Companies existing GIS packages 
• Interoperability with Local Authorities existing GIS packages 
• Ease of Learning and Training/Maintenance/Support 
• Price - Little budget was available to carry out this work hence an inexpensive 
package was appropriate in this case; 
• Hardware - the software should be able to run on commonly available hardware, 
(e.g. at the time, a pentium 120Hz PC). 
Early on in the thesis an agreement was made with East Midlands Electricity to supply 
digital network data and limited cartographic data for a region around Northampton. 
EME use Smallworld GIS and so some time was spent in becoming familiar with this 
GIS package, however it was felt that the software was not ideal for the task. A good 
deal of time was also wasted attempting to move data from their system to another GIS 
using so-called standard data formats. Many of these problems were caused due to 
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the complexities of the Smallworld GIS, in that the GIS operates in many 'worlds' with 
the location of the electricity system represented in one world and importantly, the 
electrical topology in another. 
Of the packages assessed, Arclnfo and ArcView actually satisfied the most criteria. 
Some time into the thesis, a fruitful collaboration developed with Shropshire County 
Council, who are long-time users of ArcView. They were happy to provide digital data 
to enable the methodology to be trialed, and to reciprocate the coding of the 
methodology has been carried out in ArcView. This has had some limitations on both 
the amount of data that can be processed successfully and the time in which this can 
be carried out. 
4.2 Implementation process 
The constraints identified in Chapter 3 have been operationalised using the GIS 
scripting language Avenue. Over 100 scripts have been written to automate the site 
identification process. These scripts carry out numerous additional functions that 
include 
• automation of data input - graphical user interfaces(GUls) have been 
developed to prompt the user for the location of data 
• interrogation of data input files - to enable generic data file types to be used, 
input files are interrogated and the data fields found presented to the user in a 
GUI so that pertinent information is identified 
• presentation of the output to the user in an understandable fashion 
• allowing the user to control the analyses through the input of certain values and 
rankings 
The codes have been tested using the data made available from Shropshire County 
Council, however as discussed above, wherever possible they have been designed to 
accept varied forms of input. The assessment is partially modular in that each 
constraint or factor has been coded as a series of separate scripts. However, the 
running of the tool IS not modular in that a technical or planning or complete 
assessment is carried out as one process; the user cannot dip in and examine 
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constraints individually. The sequence of graphical user interfaces presented to the 
user is demonstrated in Appendix C and example scripts are given in Appendix B. 
4.3 Sequence of process 
In the resource, siting and economic studies which have carried out cost of electricity 
(LEC) sensitivity analyses, it has been found, somewhat predictably, that the wind 
resource is a critical factor (Mahmmud, Woods et al. 1996) (Swift-Hook 1989). A 
consequence of this is that, in siting studies, the wind constraint is usually applied first. 
It is commonly implemented by imposing a minimum average resource limit (e.g. Bailey 
1993; Paul and Petit 1994; Voivontas, Assimacopoulos et al. 1998). The process flow 
then continues assessing the remaining constraints (mainly technical and 
environmental) for the siting of a large development. 
The main difference between this study and those presented earlier is the concern with 
single and small groups of turbines. The physical area required to site a single, typical 
1 MW turbine is slightly over 150m x 150m (O.225km2). The large scale regional 
resource studies generally calculated wind resource assessments at a 1 krn2 grid 
resolution. Such a resolution will miss a number of promising sites for smaller scale 
development. A wind resource assessment able to resolve these smaller sites will 
require time consuming calculations. As a result, the process flow suggested in Figure 
3.1, in which the wind resource assessment is carried out first may not be the most 
efficient for this type of study. 
The order in which the constraints are applied should be devised to remove as much 
area as possible using the computation ally easiest operations first followed by 
increasingly more demanding operations. To some extent this order will be dependent 
upon the location to be studied, however it is possible to devise some broad guidelines 
which are used in this implementation of the methodology. 
Demanding GIS operations include buffering over very large sets of input data and 
nested looping through records. As a result, constraints involving buffers have been 
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applied towards the end of the overall process when it is hoped the work area will have 
been reduced. Similarly the wind resource calculations are carried out latterly. 
As the constraints naturally fall into two groupings, techno-economic and 
environmental, these are considered separately. The methodology has therefore been 
implemented in a fashion that allows the user to look simply at the technical 
constraints, at the environmental constraints or at the impact of all the constraints. The 
various constraints have been coded to allow as much user intervention as possible. 
The onus is put on the user to draw up rules, for example the user is asked to define 
certain separation distances. Default values have been programmed, based upon the 
most frequently applied values that have been previously presented in the appropriate 
sections in Chapter 3. 
A simplified process flow chart for the implementation of the methodology is shown in 
Figure 4.1, more detail is given in the pull-out flow chart given in Figure 8.1, which also 
includes a breakdown of the scripts written and their complicated interactions. The 
process starts with the user selecting the method of analysis: a technical analysis, an 
environmental analysis or a complete analysis (the dialog box presented is shown in 
Figure 8.2). Since many of the constraints are dependent upon the type of turbine to 
be used, the user is prompted to choose a turbine from a list of 'generic' wind turbines 
of varying sizes (Figure 8.3), or provide data for a specific turbine that is added to the 
database (Figure 8.4). Behind this selection lies a database of turbine specifications, in 
a dbf format, that may be replaced with the users wind turbine database. 
The next step in the process is to choose the area over which the analysis is to be 
carried out. The user is requested to load a base map to use as a guide to selecting 
the area, as shown Figure 4.2. The most useful type of base map is a simple 
georeferenced bitmap. This is quick to load, is recognisable and can be navigated 
around rapidly. The user is presented with some basic tools to help navigate around 
the base map including zoom in, zoom out and pan. 
When the user has navigated to the area of interest, a bounding polygon must be 
specified. A simple to use self-closing polygon tool has been created to facilitate this. 
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The output at this stage is shown in Figure 4.2, which also shows a vertex cleanup 
facility that has been included to allow the user to round the x, y values of the vertices 
to more appropriate values. The bounding polygon can therefore be roughly selected 
from a map of low positional accuracy with a few mouse click and refined through 
keyboard entry. 
4.4 Assessment of techno-economic constraints 
With the area selected, the process by which the various constraints are applied can 
begin. The precise order in which the functions are carried out will depend upon the 
area under examination and the data available. For example, if few roads exist in the 
locality, their buffering should be straightforward and thus carried out at an early stage. 
As a general rule, it is easier to compute with raster data and hence it is preferable to 
start with raster data analysis where possible. 
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4.4.1 General suitability of land 
Of the technical constraints, the general suitability of land constraint (3.1 .2.5) offers a 
good starting point as the GIS functions used will be the more simple data query and 
reclassification operations. Such functions are straightforward to implement in both 
vector and raster format. The process also enables large areas of unsuitable land, 
such as lakes and forests, to be quickly removed. Land cover or land use data can be 
used to assess general suitability. It is often available in raster format especiall y when 
derived from satellite imagery. The user is prompted to select the land cover data, then 
prompted to select the data field that contains the land cover/use descriptor (Figure 
8.5). The user then inputs appropriate scores associated with each land cover/use 
type 
With a raster map, the processing is simply that of reclassification of the data, with the 
reclassification values derived from the scores input by the user. An example output is 
given in Figure 4.3 
land cover 
[:J Bracken Meadow I Verge I Semi-natural 
.. Coniferous Woodland Mown I Grazed Turf 
.. Continuous Urban Open Shrub Heath 
.. Deciduous Woodland Open Shrub Moor 
.. Felled Forest .. Suburban I Rural Development 
o Grass Heath _ Tilled Land 
Figure 4.3 Reclassification of the land cover data to show general suitability, with a score 
of 5 being most suitable 
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4.4.2 Civil engineering works 
Assessing the suitability of the underlying geology for civil engineering works also 
makes use of the more simple data query and reclassification functions and would 
normally be implemented next. Unfortunately, appropriate test data was not available 
and the constraint has not been implemented in this study. It would closely follow the 
implementation of the general suitability of land constraint and the reader is advised to 
use this approach. The data set used would be digital geological data similar to the 
example data in Figure 3.31 and the user would be prompted to supply the geological 
descriptor field (lithology) and rank the various lithologies appropriately using the 
information on suitability from section 3.1.2.1. 
4.4.3 Suitability of slopes 
Another relatively straightforward operation is that of deriving the slope and aspect of 
the terrain. This is carried out using surface information either from a raster digital 
elevation model (DEM), a triangulated irregular network (TIN), or a lattice. Terrain data 
is often supplied in DEM format and the DEM format has been used in this 
implementation. (The raw data was not supplied in a raster OEM format, instead the 
raster OEM has been created from contour data (point source data could also be used) 
and this will be shown in section 4.5). Aspect will not be used at this point of the 
analysis, but as the slopes wi ll be derived now, it is appropriate to also derive the 
aspect of these slopes to be called up later. 
Once the slopes have been derived, they are reclassified to show their suitability, as 
described in 3.1 .2.5. In the example shown in Figure 4.4, slopes with less that rare 
deemed suitable, slopes greater than 10' are unsuitable, and anything in between may 
possibly have some potential. 
181 
- - - - ---------
Figure 4.4 Output of the derivation of slopes from a digital elevation model 
Slopes 
O· _ 7· 
re _10· 
>10· 
Two reciassifications are involved , one is used to remove the areas with slopes in 
excess of 10· from the previous analysis results and the other is to derive the advisory 
zones. For the exclusion zones, the slopes >10· are reclassified to a value of 0 and 
values < 10· with a value of 1. The suitable land grid is then multiplied by this grid thus 
removes the areas with values of O. For the advisory zones, the slopes with values 
between O· and re are reclassified to a value of 1 and between re and 10· a value of 2. 
The latter value is then used to create advisory polygons for display purposes. 
Problems were encountered in the reclassification of floating point data. Unlike 
categorical landcover data, elevation and slope data are represented by floating point 
data. It is not possible to reclassify floating point data in the conventional sense i.e. 
using a simple reclass function . Two methods of reclassifying floating point grids have 
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been derived and both have been implemented within the code on different occasions 
for demonstration purposes. The options implemented are: 
i. multiply the floating point values by 1000 and round off using an integer 
function - in this way, the precision of the data is not lost. The integer data 
can then be reclassified in the normal way remembering to multiply the limit 
values by 1000; 
ii. use some simple map algebra in a clever way: by using the local statistics 
function GridsGreaterThan, (syntax aGrid .GridsGreaterThan (aGridList)) , it is 
possible to bin the floating point values. For each cell, the function 
GridsGreaterThan, returns the number of Grids in aGridList greater than 
aGrid. So, the following example, [slopegrid] .GridsgreaterThan({7.AsGrid, 
10.AsGrid }), will return a value of 0 at cells where slopegrid is greater than 
10, 1 where slopegrid is between 7 and 10 and 2 where slopegrid is less than 
7. This method is slightly more efficient in processing terms than method I, 
but needs care when implementing as it is easy to get wrong! 
The remaining technical constraints all require buffering type analyses, Logically, it is 
better to apply those that have the least vector data associated with them first. 
4.4.4 Electromagnetic interference buffering 
Possibly the least data intensive set used here is that of telecommunications, hence 
this is dealt with next. The user is offered the option to carry out the analyses using 
rigorous techniques or to use the more simple rules of thumb discussed in 3,1.4,1 and 
3.1.4.2, (see Figure 8.6). In the implementation shown in this section, the rigorous 
techniques have been used. 
Of the rigorous techniques for fixed link microwave, the near field exclusion zone is the 
most straightforward buffer process to be easily applied to a pOint data set and is 
applied first with the buffer distance calculated using equation [ 3.30] . 
Although the exclusion zones created for diffraction, reflection and scattering are 
essentially buffers around a vector line object, a built-in buffer operation cannot be 
used . This is because the buffer distance varies depending upon the distance away 
183 
from the transmitter or receiver. As a result the buffering process has been replicated 
using vector geometry to build-up varying width buffer polygons around the EM lines of 
sight. 
This process is now described. The radii at certain points along the line of sight line 
need to be calculated using equations [ 3.32] and [ 3.33] for diffraction or reflection 
and scattering respectively. Vector geometry is used to calculate the unit direction 
vector of the line of sight line and from this it is easy to calculate the unit direction 
vector of the normal to this line which, when multiplied by the radius length gives the 
outline of the buffer. For the refraction analysis, the first Fresnel zone radius is simply 
calculated from [ 3.32] at regular points along the line. For the reflection analysis the 
signal to noise ratio is calculated for increasing values of the radius ontil the desired 
signal to noise ratio is reached, this process is repeated at regular intervals along the 
line of sight line. Among other things, equation [3.33] requires knowledge of the 
antenna pattern, if this is not know (the case here), it can be estimated using a 
recommendation from the ITU for reference radiation patterns for coordination studies 
and interference assessments (International Telecommunication Union 1997). This 
document provides several equations describing reference radiation patterns for 
various ranges of the off-axis angle. These calculations require a vector line data file 
describing the lines of sight between the transmitter and the receiver. 
Data was not available describing either the location of fixed line microwave 
transmitters or the lines of sight between them. Nevertheless, a point data set has 
been fabricated to test the implementation. It has been assumed that all the 
transmitters transmit to each other to enable the line of sight file to be created. (A 
routine has also been included to remove any identical lines generated when the 
transmitter becomes the receiver). 
Point data was available describing the TV relay stations, and the line of sight file has 
been created using information on the location of the primary transmitters and their 
associated relay stations. This information is available from the BBC (2002b). The 
routine facilitating the creation of lines of sight has been included in the tool and the 
graphical user interfaces (GUI's) requesting the necessary information are shown in 
Figure 8.9. The analyses using the rules of thumb follow much the same lines as the 
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rigorous techniques except this time the buffers applied are simply prescribed 
distances based on the literature. (The graphical user interfaces from both the rigorous 
calculation methods and the rule of thumb methods are given in Figures 8.6 to 8.9). 
~ TV Domestic reception advisory zones 
L Radar Advisory Zones 
Figure 4.5 Advisory zones for domestic reception and radar these area the same for both 
the rigorous and rule of thumb techniques in this example 
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Figure 4.6 Exclusion zones around fixed link microwave and TV lines of sight and based 
on rigorous techniques 
Fxd link Line of site 
TV -line of site 
Rule of thumb analysis 
- exclusion zones 
Suitable land 
.1 
. 2 
. 3 
0 ' . 5 
Figure 4.7 Exclusion zones around fixed link microwave and TV lines of sight and based 
on rules of thumb 
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The polygon buffers created are then rasterised to allow map algebra to be performed 
on the previously created suitable land grid using the resolution of the suitable land 
grid. The output of this rasterisation gives a grid with a value of 0 for those cells falling 
outside the buffer and a value of 1 for cells falling inside the buffer. The cells within the 
exclusion zones need to be removed from the previously created suitable land grid. 
There are several ways in which map algebra can be employed to 'remove' the 
unwanted cells. One method could be to reclassify the values of the cells inside the 
buffer to 0 and outside the buffer to 1 and multiplying the original suitable land grid by 
the resulting Boolean grid. Cells in the suitable land grid coinciding with those within 
the buffer are multiplied by 0 and cells outside the buffer are multiplied by 1 and hence 
remain at their original value. This is rather long winded and consequently more simple 
method using local condition checking on a cell by cell basis has been implemented 
using the ArcView Con function: aGrid.Con (yesGrid, noGrid). This returns the value of 
yesgrid if the cell value of agrid is true and the value of nog rid if the cell value of agrid 
is false, where agrid is a valid Boolean expression . So for the removal of the buffer 
cells from the suitable land grid the following expression is used : 
suitablelandgrid = (buffergrid= 1 ).con(O.asgrid, suitablelandgrid) 
where the buffer grid has a value of 1 (i.e. inside the buffer), the value in the suitable 
land grid will be changed to 0, however for all other grid cells, the value in the suitable 
land grid will remain the same. 
Figure 4.8 and Figure 4.9 show the outcome of this map algebra, first using the 
rigorous analysis techniques and secondly using the rules of thumb. The outcomes are 
quite different with the rules of thumb removing substantially more land than the 
rigorous techniques, hence it can be seen that all effort should be made to source 
accurate and complete transmitter data. Note though the microwave data used in this 
example is fabricated and in reality there may not be quite so many lines of sight as 
presented in this example. 
A problem that presents itself is over what area should the EMI analysis be carried out? 
If the study area is quite small , it is highly likely that there will not be a transmitter or a 
receiver in this area, however it is quite possible that a line of sight between two distant 
transmitters will pass through this area. If the line of sight file has been generated from 
187 
the transmitter pOint data, then its extent will be relatively large in comparison to the 
study area, As a result many excess lines of sight may exist that do not pass through 
the study area, As buffering is an intensive process and can be very time consuming 
when 1000's of calculations need to be made, it is imperative that only the necessary 
lines are processed, Unnecessary lines of sight have been weeded out by selecting 
only those that fall within an appropriate distance of the extent of the study area, This 
is highlighted in Figure 4.6 and Figure 4,7 where it can be seen than only a selected 
number of the many lines of sight have been buffered, 
Suitable land 
.' 
. ' ~: 
. ' 
Figure 4,8 Remaining suitable land after EMI analysis using rigorous techniques 
Suitable und 
.' 
.' 
. ' , 
. ' 
Figure 4.9 Remaining suitable land after EMI analysis using rules of thumb 
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4.4.5 Set back buffering 
The next constraints considered are the set backs. Although these will be data 
intensive, these are the last constraints to be considered before the wind analysis is 
carried out. 
The simplest set back constraints to deal with are the aerodrome and low flying zone 
setbacks. The actual area of the aerodrome is excluded by converting the vector 
polygon data into a binary raster grid and using map algebra to remove the aerodrome 
locations from the suitable land grid produced in the previous exercise. Buffers of 
30km are also applied to the polygon data to produce polygon advisory zones where 
consultation would be required. With the low flying zones, these are simply reclassified 
to produce vector polygon advisory zones to denote where further consultation will be 
required . 
The remaining set back constraints are presented to the user with suggested distances 
(Figure 8.12) . The default distances are based on the literature, summarized in 
3.1.3.2. The user is given the option to change these figures and with the electricity 
grid setback is given the option to calculate the buffer zone based on pylon 
dimensions . This requires that the user has a pylon file associated with the electricity 
grid data including the relevant pylon dimensions (arm height from ground , arm length 
from centre and insulator length). 
The various buffers are applied to the objects using the distances specified by the user 
and the results are merged to produce an overall exclusion polygon as shown in Figure 
4.10. If the user has opted to use pylon data, the GIS selects the pylon closest to the 
start of cable line run to determine the buffer distance away from the length for that 
particular line. This may give slightly erroneous results where there are two different 
pylons at each end, but the distances involved are so slight that they are likely to be 
insignificant compared to the errors brought in when the rasterising of the data occurs. 
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Figure 4.10 Buffering of the various objects (roads, water features etc) using the buffer 
distances specified in by the user and from the pylon dimensions in the case of the 
electricity grid 
Figure 4.10 also shows how the outcomes of the GIS manipulations are only as good 
or as accurate as the input data allows. There are some discrepancies between the 
raster background map and the vector representation, for example several footpaths 
indicated on the raster map are not present in the vector data (both are shown as 
dashed red lines in the figure). It should be noted that the electricity grid and pylon 
data used in this section are purely fictitious. There is also a small amount of 
difference in the location of the entities in the raster and vector representations. This 
type of error may occur in the georeferencing of the raster map, i.e. when the raster 
image was tumed into a geographical representation of that image (sometimes referred 
to as map transformation). However in this case it is probably more a result of a 
difference in scale: the raster map is produced at a scale of 1 :50 000 whereas the 
vector map was surveyed at a scale of 1 :2500 (the raster map is only being used in this 
situation as a backdrop and is not used for analysis purposes.) The polygon buffers 
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are rasterised as before so that map algebra can be used to remove the exclusion 
zones from the previously created suitable land grid as shown in Figure 4.11. 
Suitable Land 
_ 1 _ 2 _ 3 D 4 _ 5 N Electricitygrid 
Figure 4.11 Outputs of applying the setback buffers. Left hand picture shows land 
remaining when the default settings are used along with the pylon dimension based 
buffer. Right hand picture shows the relatively small decrease in available land when all 
buffer defaults are used. 
It can be seen in Figure 4.11 that there is very little difference in the buffer created 
round the electrical grid lines using the pylon dimension data and the buffer created 
using the turbine height information. even for a 50m tall. 54m diameter turbine and it is 
suggested that this refinement is only necessary when considering exceptionally large 
turbines. 
At this point the tool carries out a quick check on the size of the sub-areas created. If 
the size of the sub-area is less than that required for 1 turbine calculated from equation 
[ 3.21 J. it is discarded. In this way. unnecessary wind resource computations are 
avoided. 
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4.4.6 Wind resource assessment using WAsp 
As discussed in 3.1 .1.6, the wind resource assessment is carried out using the WAsp 
software. WAsp is a tool for both the creation of regional wind climatologies (or wind 
atlases) from site specific raw wind data and calculating a wind climate at specific sites 
based on the atlases. Both processes are shown diagrammatically in Figure 4.12. 
The wind atlas describes the wind climate of the region once the local characteristics 
such as shelter from nearby obstacles, terrain orography and terrain roughness have 
been removed . WAsp can generate the wind atlas from raw, time-series wind 
measurements as outlined in Figure 4.13 
Wind Atlas Analysis 
Shelter model 
Roughness model 
Orography model 
Regional v.1"nd 
climatology - 'Wind 
Alias' 
Wind Atlas Application 
14-----{ Obstacle positionr--__ ~ 
and dimensions 
Terrain roughness data 
(contours or roughness rose) 
Terrain height /-__ --.! 
data (contours) 
Wind Atlas 
Shelter model 
Roughness model 
Orography model 
Site specific lAtnd 
climatology 
Figure 4.12 Wind Atlas Analysis and Application methodologies WASP (Mortensen, 
Landberg et al. 1993) 
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... 
Logarithmic extrapola tion of 
WeibuU parameters to standard 
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• 
Stability correction 
... 
Wind atlas data set: 
we ibull parameters at 
standard conditions 
Figure 4.13 Schematic of the WASP analysis model- creation of a Wind Atlas from raw 
meteorological data 
Time-series data spanning at least one year and preferably more are processed to give 
binned, sectorised statistical wind tables. The pre-processing will have removed 
erroneous data and descretisation effects (i.e. effects caused if the raw data has been 
previously truncated , rounded or converted). The statistical data is then 'cleaned ' to 
transform the data into what would have been measured if it had been collected in flat, 
homogeneous terrain with no surrounding obstacles for heights of 10, 25, 500, 100 and 
200m. This is carried out through application of models for shelter, orography and 
roughness. The data are then extrapolated up to obtain the geostrophic wind climate, 
which can be considered to be independent of the conditions at the surface in that it 
can be translated spatially. Geostrophic data may then be used in a reverse process to 
infer the wind climate at the standard heights listed and for various standard surface 
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roughness lengths. Finally, the 'wind atlas' is produced by deriving the Weibull 
parameters from the data. The output from this process is the generalised wind 
climatology (or wind atlas) for the region in question. 
The process is more or less reversed to obtain the wind climatology for a prospective 
wind turbine site as shown in Figure 4.14. Wind atlas data are interpolated to the 
height of the turbine or desired height and corrected for upstream roughness effects. 
Roughness, shelter and orography effects at the prospective site are also corrected for, 
giving sector-wise Weibull parameters of the prospective site. 
Wind atlas data sel: 
Effective upstream roughnesses 
Logarithmic interpolation 
r-------------~ of Weibull parameters 
\0 turbine hei ht 
Correction fa ctors for 
upstream roughnesses 
Orographic correction factors 
Obstacle carrection factors 
SectoH',;se upstream 
WeibuU parameters 
Site climatolog ical data: 
and derived data for 
turbine (eg AEP) 
Stability correction 
Figure 4.14 Schematic of WASp application model - estimation of site wind climatology 
The WASp software is available in two variants: WASp for Windows (V6 at the time) 
and WASp 5.2 for DOS. It was hoped that the more recent Windows option cou ld be 
utilised , using ArcView's various inter-application communication methods (RPC, DOE 
or DLL's). Unfortunately none of these methods could be applied to the WASp 
software without considerable cooperation from Risl2l who were unable to provide 
assistance without financia l support, (it should be noted that WASp is a commercial 
package and Ris l2l were understandably unable to allow access to the source code). A 
limited amount of time was spent looking at interfacing with the Windows version 
without using complex programming methods. Though a certain amount of automation 
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can be brought into the WAsp for windows assessment, a number of procedures 
require the user to interact directly with the WAsp Graphical User Interface. For 
example, the user would be expected to invoke updating of the resource grid, save the 
calculated resource grid then close WAsp, before returning to the GIS-application. It 
was felt that this was not appropriate and so it was decided to use the DOS version. 
Work has been carried out on creating an easy to use user interface to link the two 
applications. ArcView can communicate with the DOS package very simply through 
system level commands. 
Several inputs are required in the WAsp assessment and a control script has been 
written in Avenue to create the necessary files and produce a command file that 
enables the WAsp application to run in an automated fashion. The following figure 
shows the overall flow of the process as implemented in the GIS tool and a description 
of each sub-process follows. 
Obtain Wind 
Atlas Data 
Create Roughness 
Changelines Map 
Create Height 
Contour Map 
Yes 
No Divide map up into 
Run WASP for 
each tile 
convenient tiles 
Figure 4.15 Overall process flow for the wind resource assessment 
4.4.6.1 Wind atlas data 
It is not the intention of this thesis to provide a methodology to create wind atlas data 
from raw meteorological data, as the WAsp software contains tools to enable this. 
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However, during the process of creating the alias, the roughness, shelter and 
orography models will require map input and modules have been writ ten to create 
the WAsp these maps. The roughness and orography models are also used in 
application method and will now be described. 
4.4.6.2 Roughness of terrain 
As discussed in 3.1.1.2 wind speed will be retarded by the collective effect of the 
surface of the terrain and any obstacles, this is known as the roughne ss of the terrain. 
ngth. The This cim be parameterized by a length scaled called the roughness le 
roughness length Zo can be obtained for a number of roughness elem ents distributed 
evenly over an area using the formula: 
(hXS) Zo ~0.5x ~
[4.1 1 
where h is the height of the roughness element, S its cross-section fa cing the wind and 
ontal area AH, represents the density of the elements given as the average horiz 
available to each element. Equation [ 4.1 1 is appropriate when AH is 
S, otherwise it tends to overestimate Zo. Tables relating roughness le 
much larger than 
ngth to terrain 
type are available and are generally easier to use than formulae, Tabl e 4.1, Table 4.2 
and Table 4.3 show some examples. 
Terrain surface characteristics 
City 
Forest 
Suburbs 
Shelter belts 
Many trees and or bushes 
Farmland with close appearance 
Farmland with open appearance 
Farmland with few buildings & trees I airports with buildings & trees 
Airport runway areas 
Mown grass 
Bare soil (smooth) 
Snow surfaces (smooth) 
Sand surfaces (smooth) 
Water areas (lakes. fjords. open sea) 
Table 4.1 Typical surface roughness values from (Troen and Petersen 1 
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indicative Zo 
1.00 
0.8 
0.5 
0.3 
0.2 
0.1 
0.05 
0.03 
0.01 
0.007 
0.005 
0.001 
0.0003 
0.0001 
989) 
Terrain description indicative z. 
City centres 0.7 
Forest 
Small towns, suburbs 0.3 
Wooded country (many trees) 
Outskirts of small towns 0.1 
Villages 
Countryside with many hedges, some trees and some buildings 
Open level country with few trees and hedges and isolated 0.03 
buildings; typical farmland 
Fairly level grass plains with isolate trees 0.01 
Very rough sea in extreme storms (once in 50yr extreme) 
Flat areas with short grass and no obstruction 0.003 
Airport runway areas 
Rough seas in annual extreme storms 
Snow covered farmland 0.001 
Flat desert or arid areas 
Inland lakes in extreme storms 
Table 4.2 Typical surface roughness values from (ESDU 1984) 
Terrain surface characteristics indicative z. 
City 1.0 - 4.0 
Suburbia 1.0 - 2.0 
Forest and woodland 0.1 - 1.0 
Palmeto 0.1- 0.3 
High grass 0.04 -0.1 
Fallow field 0.02 - 0.03 
Low grass steppe 0.01 - 0 04 
Mown grass (0.01m) 0.001 - 0.01 
Snow Surface 0.001 - 0.006 
Sand 0.0001 - 0.001 
Smooth sea 0.0002 - 0.0003 
Mud flats, Ice 0.00001 - 0.00003 
Table 4.3 Typical surface roughness values from (Frost, Long et al. 1978) 
There are two ways of inputting the roughness characteristics of an area into the WAsp 
roughness model: by using a digital map of roughness change lines or using a site-
specific roughness description (or roughness rose), The aim of the GIS tool is not to 
look at solitary sites hence the roughness map is the more applicable method. The 
roughness change lines can be digitised from cartographic maps, however in this 
thesis the emphasis has been on reusing existing digital data where possible and so a 
method whereby the land use data is converted into the roughness map has been 
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developed. In fact, three routines have been produced to create roughness change 
maps and an extra routine included to re-use an existing map file as described below: 
i. Re-use a map file: The first and most simple method is to use a previously 
created WAsp map file. In this case, the role of the GIS is simply to count the 
number of points in the file. 
ii. Use an ArcView grid or polygon file: This is the slowest method. The file 
is first interrogated and the user requested to choose the field containing the 
roughness data and then prompted to provide suitable roughness lengths for 
each of the values. As the ArcView shape file has no concept of topology (i.e. 
what lies to the left and right of a line), the script has to interrogate each 
polygon, splitting it into component lines and defining what land coverage is on 
the left and right of the polygon and converting that into left and right roughness 
lengths. The information is then written out to a text file. This process is 
described in greater detail in Figure 4.16 
iii. Use a polygon coverage created with Arc/nfo: This is more suitable for 
both small and large areas. Arclnfo stores topological information about the 
polygons in a polygon attribute table (once the polygon file has undergone a 
process called topology building). If the topology is built for the polygon 
coverage using the 'line' feature class the resulting line coverage feature 
attribute table will contain information on the polygons that were to the left and 
to the right of the component lines. As before, the file is interrogated and the 
user prompted to provide suitable roughness lengths for each of the land cover 
values. This information is used directly and written out to a text file. This 
process is also described in greater detail in Figure 4.17. (Example GUls for 
this are given in Figures 8.16 and 8.17). 
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Ves 
Summarize the feature table to produce a 
dictiana of land cover cate ories 
Request the user to assign roughness 
len ths to the various land cover cats ories 
Create a temporary table 
to store information in 
Loop through each polygon in the feature table 
f\k:lle the land cover value of the polygon and 
convert 10 roughness length 
Selecl all the polygons lMlich are 
attached to the polygon 
Loop through each attached polygon 
Return the tine lMlich is the 
intersection of the t'Ml 01 ons 
Note the roughness of the 
attached poly on 
Add information 10 the temporary table: 
Line. startpoint (x.y) endpolnt (x,Y). leftpoly 
rou hness, rl ht 01 rou hness 
No Assume these are on the boundary and 
assign the roughness length of the 1---*----------------------' 
01 on to both sides 
Write out the information 
to a text file ~rough. map" 
Figure 4.16 Creation of WASp roughness file - grid file/shapefile converter 
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Summarize the Arc Attribute Table to produce 
a dictiona of land cover cate aries 
Request the user to assign roughness 
len ths to the various land cover cate ories 
Loop through each line in the feature table 
Write out the information 
to a text file "rough.map" 
Figure 4.17 Creation of WAsp roughness file - Arclnfo polygon coverage converter 
iv. Use an Arclnfo interchange (*,eOO) file: This is suitable for both large and 
small areas. A polygon .eOO file comprises a number of sections: the 'ARC' 
section containing information on the lines making up the polygons, a 'CNT' 
section containing information on the centres of each polygon, a 'lAB' section 
containing labelling information, a 'PAL section, a 'TOl' section, an 'AAT' 
section containing the Arc Attribute Table information, a 'BND' section 
containing information on the extent of the coverage a PAT section containing 
information on the polygon attribute table and a 'TIC' section containing 
information on any TIC marks. The information required for the roughness map 
is contained within the 'ARC' and 'AA T' sections and, with a little manipulation, 
is used to produce the map file. This process is described in greater detail in 
Figure 4.18 
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locate start positi'Co of 
L 
__ ~:==:~AA~T~S:ect~io~n~in:fi~'le~~~",,~ While loop through each line 
Read in the line as a list and add informaiton on field name 
and number 'Of characters to a dictionary Ask user to choose 
which element of the list defines the land cavera e field 
Read in each line as a list until 
"BND~ i ache While loop through each Un 
Read in remaining AA T section lines as a lists, select the elame nls containing the record 
number of the right poly and land coverage and add to two dictio naries one with the right 
poly as the key (Dict1) and the other with the land coverage as the key (Oict2) 
Une contains 
coordinates, write out to 
text file ~rough,map" 
Remove duplicates and summarize Dict2 to produce 
a dictiona of land cover cate ories 
Request the user to assign roughness 
len Ills to the various land cover cate ories 
Go back to the beginning of the '*,eOO file 
Does the line 
contain "E+"? 
Une contains attribute Information select 
left and right poly elements and find 
value of roughness length from Dict1 
Ye. 
Does the land coverage I 
roughness value. nil? 
No 
write out in10rmalion to 
text file ~rough,map" 
Assume line is on the boundary and 
assign the roughness length of the 
nnner side 10 bOth side 
Figure 4.18 Creation of WAsp roughness file - Arclnfo interchange (*.eOO) file converter 
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4.4.6.3 Height ofterrain 
In WAsp orography is modelled using Troen's BZ-model (Troen and de Baas 1986). It 
is similar to the MS3DJH family of models, but was developed specifically with wind 
energy siting in mind. The most important difference between the models is that the 
SZ model uses a polar representation, allowing a high resolution of the model to be 
concentrated on the central point, chosen to coincide with the point of interest. 
Data must be input into WASp as a digital contour map, and radial grid point values are 
then interpolated from these. A routine has been produced to create the contour maps 
from existing terrain data and again a routine is in,cluded to re-use an existing map file: 
i. Re-use a map file: Again, the first and most simple method is to use a 
previously created WASp map file and the role of the GIS is to count the number of 
points in the file. 
ii. Use an ArcView po/yline file: The feature attribute table of a contour 
shapefile will contain information on the elevation of the contour line. The user is 
requested to choose the field containing the elevation data. This contour lines are 
interrogated and written out to a text file. This process is shown in more detail in 
Figure 4.19. The method used here would be identical if an Arclnfo coverage was 
available. (Example GUls are given in Figure 8.19 and Figure 8.20). 
Request the user to select the elevation field from 
the available fields in the feature attribute table 
Loop through each line in the feature table 
Obtain x and y coordinates 
makin u each line 
Write out the information 
to a text file "contour. map" 
Figure 4.19 Creation of WAsp contour file - ArcView polyline shapefile converter 
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4.4.6.4 Obstacles 
Obstacles such as buildings and shelter belts cause a relative decrease in wind speed 
due to sheltering effects. Obstacles could be considered as part of the roughness of 
terrain, however, close to the point of interest (meteorological site or wind turbine site) 
they will have more of an effect than that considered by the roughness model. 
Whether the obstacle will cause shelter depends upon its height, its porosity and the 
height of the point of interest. 
When the WAsp analysis is carried out for multiple pOints over a large area, the shelter 
effects caused by obstacles are generally ignored. As a result, the generation of the 
obstacle file has not been included in the GIS tool. However obstacles are considered 
when a single site is under scrutiny or for when a wind atlas is being prepared. The 
GIS has been used to facilitate the creation of the obstacle file for the local wind atlas 
used in the tool. This was a one-off process and so has not been included in the tool. 
When preparing the various map files, it should be noted that the area they cover 
should contain both the area under scrutiny and an overlapping border. This 
overlapping border ensures that upwind effects can be properly considered. In terms 
of the roughness map, this should extend at least 5km from any site to be investigated 
and if there are considerable areas of water, then this should be extended to 10km or 
more. To ensure a good accuracy of predicted wind speeds, it has also been shown 
that the orography map should extend Skm in all directions from the investigation site 
with a height contour interval of less than ",20m (Mortensen and Petersen 1997). 
When running the WASp application in the DOS mode, the maximum number of paints 
accepted in the mapfile is 300,000. This causes problems with the tool when using 
roughness change maps created from satellite images of land cover if the study area is 
large. Here, land cover is represented by relatively fine resolution grids (25m x 25m). 
If there is a large diversity of land coverage, and the lines are created by following the 
outline of the contiguous grid cells, files with large numbers of points are produced. 
The only method available to reduce the number of paints without lOSing the shape of 
the areas is to reclassify the various land cover categories that have the same 
roughness lengths to a common value. This will ensure that any neighbouring grid 
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squares with different land cover categories but identical roughness length values will 
not be divided. This does not reduce the number of points dramatically and hence 
there is a drawback to using this kind of data. With the height contour maps, if the 
number of points describing the line seems excessive then the GIS can be used to 
simplify the lines through a generalisation (or weeding out) process using a simple 
implementation of the Douglas-Peucker algorithm (Douglas and Peucker 1973). A 
check is included in the tool to see if the number of pOints in the mapfiles are greater 
than 300,000 and if this is still the case the area is split up into appropriate sections 
and corresponding mapfiles created for each. 
WASp is then run in a batchwise mode using a command file for each of the 
prospective sub-areas identified. The command file is created using the information on 
the location of the mapfiles along with the location of the relevant atlas file (requested 
from the user), the extent of the area to be analysed (interrogated with an ArcView 
command) and the resolution of the analysis (requested from the user), (Figure 8.21). 
An example command file is shown in Appendix C, 8.4.1. 
A problem was noted when this routine was run with sub-areas that contained 
doughnut polygons. For some reason the extent of a doughnut polygon could not be 
interrogated with ArcView. A routine was produced to work around this. Firstly it must 
be determine if the sub-area is just a multipart polygon (see Figure 4.20 (a)) or a 
doughnut polygon (see Figure 4.20 (b)). It is exploded into component polygons, each 
of these component polygons are tested to see if they contain more than 1 part, if they 
do then it can be concluded that the polygon is a doughnut (as the exploding function 
separates plain multi part polygons into single-part component polygons whereas 
doughnuts remain as doughnuts). The doughnut polygon is then treated as a list of 
polygons and it is assumed that the polygon with the most points will be the outer 
polygon. By comparing the number of points in each separate polygon in the list, the 
outer polygon can be singled-out. The extent of this single outer polygon can then be 
interrogated. 
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(a) (b) 
Figure 4.20 (a) multipart polygon made of two adjoining component polygons. (b) 
doughnut polygon comprised of outer and inner polygon 
The WAsp analysis is run automatically in a succession of DOS windows. This part of 
the process runs most effectively if the WAsp program is set to run in a window that is 
set to close on exit as opposed to running in full-screen mode. These options are set 
in the wasp.exe file program properties in the Windows environment (outside the GIS 
program). If this is not set appropriately, a specially written script is required to assess 
when the program finishes. This uses the Windows User32.dll dynamic link library that 
is dependent upon the operating system being used. It is presently hard coded to 
operate in the Windows NT/2000 environment, though a previous incarnation was 
written for Windows 95. Examples of the DOS windows that appear are given in Figure 
4.21. It has to be said that this process does not run 'smoothly': for each sub area a 
new DOS window is opened up that 'flicks' to a full-size DOS screen when the WAsp 
analysis is actually working through the points and then switches back to the DOS 
window when the process is finished. 
If this were a fully fledged commercial package it is anticipated that communication with 
the WAsp program could be carried out more effectively using inter-application 
communication protocols; ideally this would be through direct communication with the 
WAsp dynamic link libraries. Avenue allows this type of communication to be carried 
out relatively simply, it only requires that the DLL's return type and argument list are 
known. 
Running WAsp with the 'resourcefile' option allows the analysis to be carried out for a 
number of points, either randomly spaced or in a regular grid. The output is a resource 
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file containing information on the overall distribution Weibull parameters, the sector-
wise frequencies and Weibull parameters, and the energy content or power production 
if a particular turbine is included. 
Figure 4.21 WAsp analysis running in a DOS window 
In the GIS tool created, only suitability based on power capacity factors has been 
coded. Suitability based on levelised electricity costs has not been included in the tool. 
The pOints produced in the separate resource files are merged into one table, and the 
power capacity factor for each point calculated. This is determined using the power 
production figure calculated by WAsp and the rated power figure. 
A short routine has also been included to calculate the overall, annual average wind 
speed based on the calculated Weibull C and k parameters, (this is not split up into the 
sector-wise averages, though these could be produced if required). The wind speed is 
calculated using the equations given in [ 3.5) and [3.6). This requires the gamma 
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function of _ 1_ to be computed which is most easily done using the numerical recipe 
1+ k 
based on Lanczos's approximation for Ingamma (Lanczos 1956). 
An x, y event theme is then created using the information on the location of the pOints 
from the table and a grid built from this. The point location given in the resource file 
represents the central point of the grid square with the resolution prescribed by the 
user. However if the x, y event theme were simply rasterised with default settings, this 
point would be shifted to the bottom left corner of the grid square. In order to avoid this 
error, the grid analysis ex1ent must be expanded by half the grid resolution on each 
side of the bounding extent before rasterising. 
231 ' 
o Outline of 
su itable areas 
PCF for Generic 1 MW 
_ 0.00-0.20 
-71-~>I!' _ 0.20 - 0.25 
0 0 .25-0.35 
_ >0.35 
Figure 4.22 Example power capacity factor output for a generic 1 MW turbine 
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3-4 
4-5 
5-6 
6-7 
7-8 
8-9 
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10 -15 
Figure 4.23 Example of wind speed output. 
As the sector-wise frequency distribution is also given for each location in the 
resourcefile , it is now an appropriate point to consider the effects of turbulence caused 
by slopes as discussed in 3.1 .1.7 and 3.1.2.3. The mean angle is calculated using the 
equations given in Figure 3.27, and the range calculated using the standard deviation 
(with attention given to those ranges that exceed the 2" angle). Polygons are then 
created highlighting those areas falling on the windward side of slopes and those on 
the leeward side of slopes as shown in Figure 4.24 
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_ Windward slopes 
_ Leeward slopes 
o Outline of 
suitable areas 
Figure 4.24 Areas highlighted as being on windward and leeward slopes 
The scores calculated so far are combined in a suitable manner over the remaining 
areas. This has been carried out in the tool by simply averaging the scores obtained 
from the output of the suitable land (with the various exclusion constraints applied) and 
the scores obtained from the power capacity factor analysis using an equal weighting. 
An example of this can be seen in Figure 4.25. 
Average score from 
PCF and suitability 
_ 1 - 2 Fairly inapp(opriate 
· · · · 1~~_ 2-3 
;0 3 - 4 
_ 4 - 6 Highly appropriate 
o Excluded 
Figure 4.25 Average of scores arising from the wind resource assessment and the overall 
technical suitability 
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4.4.7 Exclusion of turbulent areas caused by the presence of obstacles 
The effect of turbulence caused by obstacles is now assessed. Using information on 
the mean angles and standard deviations produced earlier, the predominant wind 
sector found near each obstacle is defined . The user is prompted for the multiplier 
va lues both upwind and downwind from obstacles which, when multiplied by the 
obstacle height, give the distances over which turbulence effects are considered 
detrimental. Default va lues are given based on the literature as discussed in 3.1.2.3. 
Once again, to avoid any unnecessary computing, only the obstacles that lie within a 
prescribed distance from the remaining suitable areas are selected for analysis; this 
distance is set at the maximum downwind buffer distance. Two buffers are then 
created for each selected obstacle, one at the upwind distance and one at the 
downwind distance from the object. A line is created using vector geometry to describe 
the predominant wind sector, centred on the area, as shown in Figure 4.26. 
downwind buffer 
u wind buffer 
sub area 
Figure 4.26 Buffering around an obstacle for turbulence effects 
The area's centroid is computed using O'Rourke's (1998) C routine rather than 
ArcView's built in 'shape.returncenter' function since this is known to have limitations. 
This routine only works with simple polygons, i.e. not multi part or doughnut polygons. 
Dealing with multi part polygons is relatively straightforward in that the polygon can be 
exploded into single part polygons, however with doughnut polygons, this is not 
possible in ArcView and the routine described in the wind resource assessment section 
is used to determine the outer polygon. The sector line is used to split the two buffer 
shapes and unwanted parts are discarded. The parts describing the upwind buffer and 
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the downwind buffer are then unioned together to produce the resultant obstacle buffer. 
An example outcome of this process is shown in Figure 4.27. The buffers created are 
rasterised and as before are removed from the suitable land grid that has been carried 
through so far. This leaves behind the remaining suitable areas as demonstrated in 
Figure 4.28. 
~ 1/ 
Obstacles (trees and houses) 
Houses 
Coniferous trees 
Oe<:iduous trees 
n Outline of suitable areas 
Average score from 
"'"' . -,~ and suitability 
1·2 Filirty inappropriate 
2 • 3 
3 • 4 
4·5 Highly appropriate 
Excluded 
Figure 4.27 Buffering of the obstacles for turbulence reasons 
Technical Scores 
~_ : . .' :.;d, ;n.pp,op,;.'e 3 • 4 4 • 5 Highly appropriate , Eltcluded-
totally Inappropriate 
Figure 4.28 Suitable areas ready to be assessed for grid integration 
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4.4.8 Impact on electrical network 
Originally it was the intention of this study to use a commercially available load flow 
package to assess the impact of the embedded generators on the electricity network. 
Some of the packages reviewed are shown in Table 4.4. Unfortunately, the cost of 
majority of products prohibited their use for this study. However, two products were 
originally considered because of their claimed integration with GIS software, the PSS 
suite and D/PAG (now known as Synergy). 
The PSS software produced by Power Technology Inc appeared to have the most 
highly advanced GIS interface, especially the Engine products which were designed as 
libraries to be called from within the customer's own packages (be they GIS or 
distribution management systems etc). Unfortunately, the company were reluctant to 
become involved in research work with CREST and the high cost of their products 
meant that author was unable to make use of what may have been an ideal solution . 
The D/PAG produced by Stoner was also considered appropriate, with a relatively low 
cost, offering the modelling capabilities required (simple, balanced load flow) and also 
the possibility of modelling unbalanced loads. The product was purchased and was 
used in a variety of internal CREST projects. However, the GIS interactions alluded to 
by the company were not as useful as anticipated and the problems of getting data to 
and from the GIS although not insurmountable were considerable. 
Software Prices (1997) Used by the following DNOs 
11kV-132 415kV 
IPSA - Widely used for 33kV and £ 10000 basic EME, MEB, 
above, detailed modelling, package. Additional Northern Electric, 
schematic, user unfriendly. Not modules. Up to NORWEB 
generally used with GIS. UNIX £12500 Commercial 
based use 
PSS/E - On ly for balanced loads. £6300 basic -£12000 EME, Seaboard, 
Sophisticated analysis tools . for non-commercial SWEB, Scottish 
Windows based use Power 
ERACS - Widely used academia, £3750 basic. 
module specifically for wind Additional modules. 
turbines , user unfriendly. DOS £2000 - 7000 
based Commercial use 
DIN IS - Geographical interface, £25000 basic £10000 Yorkshire, Northern London 
useful optional modules. Unix per module Electric, SWALEC, Electricity 
based London Electricity, 
NORWEB, ESBI 
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PSSIU - Handles unbalanced £2000 basic - £5000 SWEB 
loads, not as sophisticated non-commercial use 
modelling as PSS/E. Windows 
based 
OCEPS - Modules tend to be £30000 non- MEB, Scottish 
called from a GIS. Unix based. commercial use Power, Southern 
Electr ic, 
PSSIEngines - Intended for use Not available at the EME, 
with external software packages time 
such as GIS. Similar to PSS/E. 
DPAlG - Links to GIS, models £250 non commercial ESBI 
unbalanced networks, no detailed use 
modelling. Windows based. 
DEBUT - Only useful for network Not applicable Manweb Yorkshire 
planning, not really load- flow Electricity 
software MEB, SWEB 
Table 4.4 Assessment of load flow packages after (Thomson 1997) 
For these reasons, it was decided to use in-house load flow written in MA TLAB by 
Murray Thomson of CREST. Originally the load flow analysis software was in the form 
of a series of interacting MATLAB functions that used hard coded network data. Time 
was spent in this thesis, restructuring the MATLAB code into one complete script and 
modifying it to accept electrical network data in the form of text files generated from the 
GIS. The code was then compiled using the Borland compiler (Borland C++ builder v4) 
and now runs as an executable file that may be directly called from ArcView using 
system level commands. The program carries out a balanced load flow analysis using 
both real and reactive power elements. The network is represented through the 
creation of a nodal admittance matriX". The power flow equations are then solved 
iteratively using a Newton-Raphson method and the voltage magnitudes determined at 
each of the nodes. 
The first stage of analysis requires the user to select the electrical node and line 
shapefiles and a textfile/table describing the line types. This format was chosen to 
reflect how most of the DNOs store their network data. Network data represented 
14 (admittance ; reciprocal of impedance). In power flow analysis, Kirchhoff's current law is used to 
formulate equations at the nodes describing the sum of currents at that node. The simultaneous equations 
formed can be written in terms of 3 matrices - the admittance matrix, a voltage matrix and a current matrix, 
for more detail refer to Grainger and Stevenson (1994). 
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geographically is usually composed of separate files containing the line locations with a 
pointer to the line type (usually a line-type id) and the node locations (with details of the 
generators and loads connected at these points). The user is able to choose the 
connection line voltage through the choice of file , in this implementation the 11 kV line 
has been chosen as a suitable connection line voltage as it should allow connection of 
both small and large turbines (up to -5MW (Santjer, Gerdes et al. 2001 )). When larger 
turbines are considered, this connection line voltage may need to be reconsidered. 
The user is prompted for information on the location of the data files and the field 
names for numerous attributes including the real and reactive powers and fault levels 
associated with the nodes, information on the topology of the lines and the reactance 
and impedance of the lines (Figures 8.21 - 8.24). From this information the relevant 
text files are created for use in the load flow analysis. A pre-connection load flow is 
then run to see how the system behaves in its normal operational state. 
In order to limit load flow analysis to the most appropriate sites, some weeding out of 
the sub areas is performed. The user is prompted for the lowest acceptable average 
score for those areas deemed suitable so that low scoring areas may be discarded 
(Figure 8.26). Each of the remaining suitable areas are then assessed for the number 
of turbines which they can support in terms of physical area 15, using the equations 
[ 3.21 ] - [3.23] . The allowable number of turbines is added as an attribute to the sub 
area's existing attribute table. Sub-areas that cannot support a turbine are also 
removed in this stage of the analysis. 
Centroids of the remaining sub-areas are computed and the electrical node that is 
located closest to each centroid is chosen as the pOint of connection. Alternatively and 
just as applicable, the point on the nearest line representing the shortest distance to 
this line could have been chosen for connection with the physical connection to the line 
being made by breaking the line, however this has not been implemented . Whichever 
method is used, an extra node is generated at the centroid of the sub-area and a line 
15 At present this is limited to a maximum of three turbines as we are only interested in small groups of 
turbines for this work although this could easily be increased to cover larger wind farms if desired by the 
user 
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created between the two points. In the GIS tool, the line type chosen for this 
connection has been set at a fairly heavy duty 50AAAC cable, with an ampere-rating of 
219A, resistance 0.549700 and reactance 0.372200. Consequently this line will have 
relatively little effect on the load flow. In future implementations of the tool , the choice 
of line type could be given to the user. The line type used will have an impact on the 
economics of the development. 
Using the nearest connection node or line may not necessarily be the best option. For 
example, a connection point with a higher fault level may be only slightly further away 
but in the opposite direction, connecting at this point may allow more generating 
capacity. It would be possible to extend the analysis to consider several connection 
points by finding the closest connection point and searching within a slightly extended 
radius of the site's centroid to find other close connection points - it would slightly 
increase the run time as the number of iterations would increase proportionally. 
Each generator node is assigned a rated capacity in terms of real and reactive power. 
For the tool currently implemented, only the real power has been considered, as this is 
likely to give a worst-case scenario. It would be a fairly easy task to include the 
reactive power component by adding the power factor value of the turbine to the 
turbine database and then calculating the reactive power flows using equations [ 4.2] 
and [ 4.3]. 
Power factor ~ real power [ 4.2) 
apparent power 
reactive power ~ ~ apparent power2 - real power2 [ 4.3) 
New text files are created that include the additional node and line and the load flow is 
rerun for the maximum number of turbines that the sub-area can spatially support. If 
the difference between the pre connection voltage and the post connection voltage at a 
node is greater than 1 %, this is deemed unacceptable . If the assessment has been 
carried out for more than one turbine then the number of turbines is reduced and the 
load flow analysis run again for this reduced number. This process is continued until 
the voltage differences drop below 1%, or the number of turbines has reduced to zero 
at which point the area is given a value of 0 designating that no turbines are 
supportable. The final areas are then presented to the user showing the number of 
turbines that may be connected to the electricity grid as demonstrated in Figure 4.29 
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Areas which will 
support turbines 
I...,. I~'O\I_ 0 - No turbines supportable 
'WJrA\~ tev ~ 
3 
Figure 4.29 Final outcome of the technical considerations: polygons of possible sites 
coded with the number of turbines which they could support. 
It should be understood that the tool only considers connections where the existing grid 
can be used without reinforcement. This is quite appropriate when the primary interest 
is in small groups of turbines since the costs involved in any grid reinforcement would 
probably outweigh the financial benefits of installing the turbines in the first place. If the 
tool were to be applied to large wind farm development, then a more sophisticated 
approach would be needed. Either this would involve the user specifying reinforcement 
of cables identified by the load flow as being critical, or an iterative optimal 
reinforcement identification procedure would need to be written. 
The present implementation also only considers connecting up one sub-area at a time. 
This could be improved by firstly carrying out the implementation as it is, then looking 
at the effect of adding turbines into different parts of the network at the same time. The 
process involved would be computationally intensive as the number of possible 
iterations would be considerable, however it would make for an interesting study. 
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4.5 Assessment of socio-economic, environmental and planning 
constraints 
The planning constraints have been coded so that they may be run separately or as 
part of a complete assessment. The following discussion will consider their 
implementation as if they have been run separately i.e. without a preceding technical 
assessment. The initial processes of selecting the turbine and choosing the study 
area are exactly the same as for the technical constraints, and use exactly the same 
scripts. 
4.5.1 Impact on designated land 
The least complex of the planning constraints, and which involves the fewest 
computing overheads is the consideration of designated land ; these sites are re-
classified to reflect their suitability. Initially the user is prompted for the files containing 
the locations of the various areas, first for national designations as depicted in Figure 
8.27 and then for the remaining designations. The user is then presented with a matrix 
of possible ways to rank each of the designations '6 . This allows the user to have 
complete control over the designation approach and the associated subjective 
judgements. 
As discussed in section 3.2.1, page 120, the user has three options for ranking 
designated areas, a blanket score can be given to all the areas of a particular 
designation, this is useful if it is known that a planning department takes a particular 
position with regard to certain specific designations. For example, it may be the local 
planners view all Areas of Outstanding Natural Beauty as unavailable for development. 
The second option is to individually score each area of a particular designation. This is 
useful if it is known that the planning department does not view all areas of a 
designation as of equal value. The advisory zone option can be used where it is not 
16 If the user has chosen not to look at a particular designation by selecting "Cancel" during the 
data input request, then these designations will be greyed out as shown in Figure 4.30. 
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possible to quantify or rank a particular designation , or simply to highlight areas where 
development would be generally acceptable . 
• :J Select searin methods 
Please seled!he malhods which you would like to use to score the l!pprOprialeness 
of each designation 
Blanket score Individual score Advisory 20ne 
Areas of Outstanding Natural Beauty re r r 
Sites of Spetial Scientific Interest 
I ~t:11 anti] llltu e Re ~I'VE 
Green Belts 
r 
r 
r 
r 
r. 
r 
r 
r 
r 
r 
r. 
r 
OK 
Figure 4.30 Choice of scoring methods for national land designations 
For those designations that are to be scored with a blanket score, the user is next 
presented with a choice of scores to select from. 
With the individually scored designations, the user is presented with the list of fields 
from the data file from which the field correspond ing to the identifier of the sub areas 
can be selected (e.g. its name), (Figure 8.29). The user is then presented with the 
each of the sub-areas in turn and asked to rank each one. If there are no areas within 
the selected study reg ion, then these are not presented (as is the case in th is example 
area). 
Local, non-statutory and international designations are assessed in the same way as 
the national designations. (GUls are presented in Figures 8.29 to 8.32). In the 
example used here, wildlife sites have been scored individually and there are two of 
these sites encroaching onto the study area as can be seen in Figure 4.31. 
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The outcomes of these various assessments are combined together ensuring that only 
the lowest score is kept for each cell. In the GIS tool , this has been done by rasterising 
the score polygons where the data is in vector polygon format. The resulting grids are 
then compared with an initial 'perfect score' grid and then with each other using the 
.con function mentioned on page 169, with only the lowest score being kept i.e. 
initialgrid = 5.asgrid, then 
initialgrid = (designationgrid<initialgrid ).con( designationgrid, initialgrid) 
The advisory zone polygons are simply presented to the user. An example of these 
outcomes is shown in Figure 4.31. There were very few land designations in this 
particular study patch and thus most of the area is scored at 5 (i.e. highly appropriate). 
There are no advisory zones in this example. 
Figure 4.31 Output from Assessment of designated areas 
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_ 1 Fairly inappropriate site 2 
0 3 
l 11: -Highly appropriate site 
o Excluded - totally 
inappropriate site 
IIIIlIII Designated land 
advisory zones 
4.5.2 Assessment of noise impact 
The assessment of noise requires buffering to be carried out around noise sensitive 
objects (i.e. buildings) and this can be a time consuming process. The user is 
prompted that if the area under scrutiny is large, then they may consider using 
settlement polygons rather that discrete buildings, however this is likely to give an 
unrealistically optimistic result for rural areas, where noise problems can be a sensitive 
issue due to low prevailing background noise levels. 
Considerable effort has been put into producing a more efficient buffering process to 
reduce processing time. The difficulties with buffering mainly arise from having to loop 
through large feature tables. 
The first stage in reducing the amount of processing is to make sure that only the 
objects which fall within a certain radius of the study area are selected, as discussed 
previously. These are then be exported to a temporary table. The next stage involves 
reading all the shapes from the table into a list. In this way the shapes are only 'read ' 
once and it is more efficient to process a list than to keep accessing a table. The 
remaining processes rely on bitmap operations. A bitmap is a series of O's and 1 's and 
in this case these represent the record numbers in the temporary table. If a record is 
selected then the bit is set, (taking a value of 1), and if it is not selected, the bit is unset 
(taking a value of 0) . If the temporary table contains more than a certain number of 
records (i.e. the bitmap size is large) then the study area can be split up into two 
overlapping rectangles. This is carried out by polygon selection . All objects that fall 
within the polygon are selected (i.e. those bits are set) and all outside the polygon 
remain unselected . This splitting up of the area continues until the number of records 
reach a more manageable size. In reality, the bitmap size remains the same, but the 
number of set bits is reduced until the preferred number is reached. Each bitmap is 
then added to a stack for further processing. Stacks are very efficient ways of 
collecting and using elements, they rely on a First In First Out principle and so once an 
element is 'popped' off the stack the stack size reduces (unlike a list which remains the 
same size). Bitmaps are popped off the stack and for each set bit in the bitmap, the 
corresponding shape stored in the shape list is read, buffered and added to a results 
table. This rather complex, yet somehow very simple process, has reduced processing 
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time considerably, though it should be noted that if the number of objects is very large, 
then the processing time can be in the order of hours. 
If planning constraints are being assessed separately, then the number of turbines for 
which the assessment is to be carried out is unknown (whereas if this follows on from a 
technical assessment, then each area has a maximum number of turbines already 
associated with it). If this is the case then the user is prompted to enter the maximum 
number of turbines to be considered (Figure 8.35). The user will be presented with a 
minimal exclusion zone around a nOise sensitive object based on the siting of a single 
turbine and a maximal exclusion zone, produced by siting the user determined 
maximum number of turbines. Exclusion zones are characterised by the distance 
taken for noise levels to drop to 40dB(A). Advisory zones represent areas where the 
noise levels fall between 35 and 40 dB(A) 
The noise analysis reflects worst-case scenarios, in particular it has been assumed that 
all the turbines will be positioned equidistant away from the noise sensitive location and 
that no air absorption effects exist. Recall that this method is used so that the n 
turbines can be treated as one turbine with a sound output level equal to the energetic 
sum of the combined n turbines (calculated using equation [ 3.37]) and the line of sight 
distance (and therefore ground distance) can be calculated using equation [3. 35] or 
[3.36]. It can be appreciated that for n greater than about 3, this can lead to very 
conservative buffer distances as shown in Figure 4.34 and it is recommended that 
when n is greater than 3, the maximum number should be reset to 3, following the 
Danish recommendations for assessing over 10 turbines (National Agency of 
Environmental Protection Ministry of the Environment Denmark 1991). As an example, 
a group of 6 turbines with sound output levels of 101dB(A) all at a distance R=775 from 
an object produce a noise level of 43d8(A) at the object, whereas if the group were 
split into three turbines at a distance of 775m and another 3 turbines at a distance 775 
+ 350m this could be reduced to a level of 41.7dB(A) and so on. 
Figures 4.31 to 4.33 show the exclusion and advisory zones for 1,3 and 10 turbines. It 
can be seen that the exclusion zones are quite restrictive. In this example, the turbine 
has a sound power level of 101 dB and a hub height of 50m. It isn't until a distance of 
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445m is reached that the noise level at the bui ldings drops to 40dB for one turbine 
(neglecting air absorption effects). It should be noted however that this constra int has 
been applied to all buildings in the area - not all of these will necessarily be noise 
sensitive and as a result the outcome seen wil l be conservative. In the cases of 3 and 
10 tu rbines there are no areas within this 3x3km region which satisfy the noise 
constraint, using the equid istance rule . This is expected as the noise level is not 
acceptable until distances of 775m and 1415m respectively are reached. 
1 Turbine 
o Advisory zone 
Exclusion zone 
_ Buildings 
Figure 4.32 Exclusion and advisory noise zones around buildings for 1 turbine 
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3 Turbines 
~ Advisory zone 
_ Exclusion zone 
_ Buildings 
Figure 4.33 Exclusion and advisory noise zones around buildings for 3 turbines 
.. 
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10 Turbines 
o Advisory zone 
Exclusion zone 
_ Buildings 
Figure 4.34 Exclusion and advisory noise zones around buildings for 10 turbines 
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The outcome of the noise analysis is four-fold: the suitable areas remaining after 
analysis for the maximum number of turbines; the suitable areas if only one turbine is 
assessed; and the respective advisory zones. The areas remaining after analysis of a 
single turbine, gives the largest area of suitable land , and it is this area that is used 
throughout the remaining analyses to ensure that all eventualities are covered. 
4.5.3 Landscape assessment and visual impact 
4.5.3.1 Assessment of diversity. 
The GIS tool uses Simpson's diversity index with the land cover / land use data as the 
basis for the assessment. It is relatively easy to implement using map algebra and 
neighbourhood analysis. A choice has to be made upon the size of the area over 
which diversity is to be considered. Originally it was thought that a 9.8 x 9.8km area 
should be chosen to be consistent with the other landscape assessments (landform 
and enclosure). This would be sensible if both the area under consideration and the 
patch sizes were suitably large, however over small study areas with relatively small 
patch sizes, the output is likely to be fairly homogeneous and will not reveal anything 
significant regarding visual diversity. Instead a window of 2km x 2km has been used to 
calculate diversity. This corresponds to the small areas of likely interest and typical 
patch sizes. It also represents an area over which the various visual elements are 
likely to have significant impact upon a viewer. 
The results of the analysis are classified according to Table 3.43. The user is 
presented with the various diversity descriptors and is required to rank these in terms 
of suitability; default values are presented reflecting the conclusions of the diversity 
work in sections 3.2.3.8 and 3.2.3.9. An example of the classification and ranking is 
given in Figure 4.35. 
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Figure 4.35 Landscape diversity classification and ranking 
4.5.3.2 Preliminary assessment of landform. 
Diversity classification 
and ranking 
uniform·5 
simple· 4 
varied - 3 
diverse - 2 
complex - 1 
Due to time constraints, only a preliminary assessment of landform has been 
implemented in the GIS tool, based on the work in section 3.2.3.3. However, the 
implementation does demonstrate that a reasonable assessment of landform can with 
a GIS. It is an area of analysis deserving further research and development. 
The assessment of the landform relies heavily on neighbourhood analysis of the terrain 
data. The DEM is initially resampled to a resolution of 200m to conform to Dikau 
(1989) and Brabyn 's (1998) models. 
As with Dikau 's model, the neighbourhood used is a rectangle of 9.8km by 9.8km. The 
assessment has followed Dikau's model, with some modifications: gently sloping land 
with at least 50% of land within the neighbourhood having slope angles < 4% (following 
Brabyn's modifications) is termed as flat or gently sloping land and can be either 
upland or lowland. 
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nm 
450 -550 
400 -450 
350 -400 
300 - 350 
Figure 4.36 Resampling of Digital Elevation Model 
200 - 250 
150 - 200 
100 -150 
50 - 100 
For areas not gently sloping , the rather simplified classification given in Table 3.41 is 
used. This has been based on a combination of Unton's (1970) and Brabyn's (1998) 
classification of local relief with some slight adjustments to better reflect the UK 
perception of landform. This really is an incomplete analysis of landform classification 
as it only determines the morphologicallandform classes (five relief classes and flat 
areas). It is not a true landscape classification, as it does not contain the composition 
classes such as those suggested in Table 3.34 or Table 3.37. However, it does show 
boundaries between different landform types and provides a good starting point for 
further work in this area. 
The classifications produced are easily compared with the descriptors given in Tables 
3.37 to 3.39 where typical landscapes are assessed for their ability to absorb wind 
turbines and hence there is some justification for using these generalised 
morphological classes. 
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Once again , the user is presented with the various landform descriptors and is required 
to rank these in terms of suitability; with default values based on sections 3.2.3.4 and 
3.2.3.5. 
~ . t \ 1 ' .. .... ,.< ._- ., , 
o Slopes>4% 
c:::J Slopes < 4% 
_ No Data 
Figure 4.37 Stage 1 in the Hammond Classification, identification of areas with less than 
4% slopes 
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Classification of slope 
< 50% of slopes witt 
< 4% slope (not flat) 
> 50% of slopes wilt 
< 4% slope (nat) 
Figure 4.38 Stage 1 a in Hammond Classification with slight modifications - classification 
of areas with more than 50% of slopes < 4% 
., 
t " 
Figure 4.39 Stage 2 in the Hammond Classification process, determination of local relief, 
based on elevation range. 
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... " ... J 
Figure 4.40 Stage 3 in the Hammond Classification, determination of lowland and upland 
areas (not used in final analysis) 
, 
I 
f Classification of landform 
Flat or gently sloping land 
0- 100m tow hills 
100· 250m hills 
260 . 350m high hills 
350 - 750m low mountains 
>750m high mountains 
Figure 4.41 Classification of landforms, using only the outcomes of Stage 1 and Stage 2. 
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5 ~ Highly appropriate site 
Figure 4.42 Outcome of the ranking process, scores for the suitability of the landforms. 
When using neighbourhood functions, it is important to note that the analysis is carried 
out over potentially large neighbourhoods, in this example measuring 9.Bkm x 9.Bkm. 
As a result, the terrain data must cover the area under scrutiny plus half the 
neighbourhood width in all directions. This can be clearly seen in the preceding 
figures . Any values outside the area marked with a black boundary are dubious as 
they have been calculated using varying sizes of neighbourhood, this is especially true 
towards the borders. 
These analyses use standard neighbourhood functions that are relatively quick to 
perform, consequently the landform assessment is carried out over the initial bounded 
area, rather than just the sub-areas. 
4.5.3.3 Assessment of enclosure. 
This assessment is one of the trickier landscape assessments to implement. It was 
originally hoped to carry out this procedure using standard neighbourhood analyses, 
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however, ArcView does not enable the slope function to be calculated for a large 
neighbourhood. The neighbourhood style analysis has been mimicked as described 
below. The script is included in Appendix B (B.2.1). 
The process begins by creating a 9.Bkm x 9.Bkm grid with the midpoint cell of this grid 
given a value of 1 and the remaining cells set to 'No data' - this will be referred to as 
the initgrid. A mask grid is also created from this grid for use further down the line. 
The first calculation stage in the process is to create a grid of Euclidean distances from 
the mid point of the initgrid using the function agrid.EucDistance. The inverse distance 
weighting grid is then prepared by calculating the reciprocal of the Euclidean distance 
grid (invdistgrid), carrying out a neighbourhood analysis to get the sum of Euclidean 
distances for the cell at the midpoint and dividing the invdistgrid by the sum value. This 
grid will be reused throughout the analysis by shifting its origin to an appropriate 
location and need not be computed again. 
The following process is repeated for each cell found within a distance of 150m of the 
sub-areas which have been previously determined. It involves calculating the slope 
values from the grid midpoint to the midpoint of each cell of the 9.B x 9.8km grid. This 
is done by subtracting the elevation at the midpoint of the grid from each of the 
remaining cell elevations on the grid, dividing by the shifted Euclidean distance grid 
and taking the arclan of this value. These slope values are weighted, multiplying by 
the shifted distance weighting grid and then summed using the standard 
neighbourhood analysis sum function . The masking grid is then used to extract the 
midpoint cell and this final grid is added to a stack. The process is repeated, moving 
along and up the study area by suitable increments (200m) . The single cell value grids 
are then popped off the stack and merged together to create the distance weighted 
slope grid. This can then be reclassified to give the enclosure descriptions of exposed, 
open, enclosed and confined. The reclassification values are given in Table 3.42. 
In this approach a hilltop site is viewed as very exposed . In this case, the majority of 
the slopes will have negative gradients. The absolute size of the slope values will 
naturally depend upon how steep the hill is. Once the distance-weighted values 
approach and exceed 0, we know that a good proportion of the surrounding landscape 
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slopes upwards, or the site is at the base of a steep and enclosing hill. Open areas are 
defined here as either being large flat expanses or sites near the summits of hills. For 
the large flat expanses, slope values will be close to O. For the areas near the bases of 
hills, a good proportion of the values will be positive. Positive inverse distance 
weighted values indicate that the majority of surrounding slopes are upwards, and the 
site is to an extent enclosed. The values calculated will be rather low, since they have 
been generated from a combination of slope values covering a large area (maximum 
horizontal distance 4.9km). The classification has been based upon inspection of the 
contour map, if the area or resolution over which the analysis is changed, then re-
classification should be considered . Figure 4.44 shows the classification the small test 
area. 
11 
' . oa 
{ 
Figure 4.43 Cartographic map of test area 
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------------------------------ - - -
Enclosure 
_ exposed 
D open 
, _ enclosed 
_ confined 
Figure 4.44 Classification of enclosure of the landscape 
Once again the user is prompted to rank these classifications with respect to the 
acceptability of the particular development they are interested in, with default values 
given based on the conclusions of sections 3.2.3.6 and 3.2.3.7. An example of the 
outcome of such a ranking is shown in Figure 4.45. 
Figure 4.45 Ranking of the enclosure of the landscape 
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4.5.3.4 Visual impact assessment using ZVI 
In the GIS tool the visual impact is assessed by siting a single turbine at regular 
intervals across the area under study and examination of its zone of visual influence. 
Although this will not give an absolute value for the impact of group of turbines sited at 
precise locations, it will give an idea of the relative impact a turbine will have over the 
area and hence group of turbines, assuming the impact increases linearly with the 
number of turbines (a slight over simplification considering that the positions of the 
turbines will affect the output) . 
The first stage in this analysis is to add the obstacles to the Digital Elevation Model. 
There is likely to be a conflict between the scale representing the obstacle features, 
and the scale of the DEM at which an efficient analysis can be performed . The 
smallest obstacles in this implementation are obtained from a vector map with a scale 
of 1 :2500 with the features presented having an absolute positional accuracy of ± 4.8m 
(at a confidence level of 95%) and a relative accuracy (i.e. the accuracy of the distance 
between features on the map and in real life) of ±2.3m (also at the 95% confidence 
level). For the smallest types of building obstacle, the plan dimensions are likely to be 
in the region of 8m x 8m, which may be represented on the map with dimensions 
between (5.7m -10.3m) x (5.7m -10.3m). 
The obstacles must be rasterised before their heights can be added to the DEM. The 
user is prompted to select the field containing the height information from the obstacle 
data file (shown in Figure 8.40). The choice of grid resolution should be a reasonable 
compromise between the size of obstacle features and the demands of the grid 
analyses. Increasing the resolution increases the processing time of the viewshed 
analysis, however decreasing the resolution will have serious implications for the 
accuracy of the obstacles and the true shape of the object will also be lost on 
rasterising. The DEM has also been resampled to a resolution of 10m using a cubic 
convolution interpolation method. The terrain and obstacle grids are then added 
together to create the modified elevation grid . 
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Ideally the GIS should allow the visibility analysis to be carried out using the elevation 
model in grid format with an obstacle model using extruded polygons, however this is 
not the case and so the rasterising of the obstacles is thought to be at present the best 
method for including them . Figure 4.46 shows the effect of rasterising the polygon 
obstacles and adding them to the original digital elevation model. The tree stands, are 
clearly well represented on the adjusted DEM. A slight shift in position is noted in 
places, this arises because the original tree data was taken from a grid with a 25m 
resolution, which is not wholly divisible by 10. There also appears to be a height 
increase where buildings are present, though the intricate shapes and orientations 
have been lost as shown in the upper pictures of Figure 4.47. 
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o Obstacles 
Elevation in m 
55 - 60 
60 -65 
65 -70 
70·75 
D 75 - 80 0 95 - 100 
o 80 - 85 0 100 - 105 
0 85-90 0 105-110 
0 90-95 0 110-115 
115-120 
120-125 
125 - 130 
130 - 135 
Figure 4.46 Comparison of the original digital elevation model a) with the digital elevation 
model & obstacles b) 
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On closer inspection it can be seen that on rasterising the obstacle theme, where a 
small building straddles two or more grid cells and the amount of building occupying 
each cell is less that 50%, the obstacle is not included. This is demonstrated in the 
lower pictures in Figure 4.47. 
o 
o 10 20 30 40 50 60 70 80 90100 Meters 0 10 20 30 40 50 60 70 80 90100 Meters 
a) b) 
Figure 4.47 Building representation in the digital elevation model original digital elevation 
model a) and the digital elevation model & obstacles b) 
Figure 4.48 shows an example of extruded obstacle polygons sitting on top of a 3D 
representation of the digital elevation model. One advantage of combining the 
rasterised obstacle theme with the DEM is demonstrated here; the height of the 
obstacle is added on to each cell, so with the tree stands, these follow the shape of the 
terrain whereas if the polygon is extruded on top of the DEM, the height of the obstacle 
is added either to the minimum or maximum height of the terrain under the feature. 
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This can lead to the features having a wedge shape and in effect the height of the 
obstacles vary. 
Figure 4.48 Obstacle polygons extruded on top of the digital elevation model - red 
polygons are buildings. light green polygons are deciduous tree stands and dark green 
are coniferous tree stands. Roads are also shown draped on the DEM for locating 
purposes. 
A distance decay grid is created next that will be used to factor in the effect of distance 
on the visual impact of the turbine. A Euclidean distance grid is calculated in the same 
way as for the enclosure analysis. this is then used to calculate the probability of 
impact with distance grid using equations [ 3.41 ] - [ 3.44] as shown in Figure 4.49. 
The following process is repeated for each cell in the overall grid within a 150m 
distance of the sub-areas. The zone of visual influence for a single turbine sited at the 
midpoint of the cell being interrogated is calculated using the grid . visibility function . 
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Distance decay grid 
_ 0-0.1 
_ 0.1-0.2 
_ 0.2-0 .3 
0.3 - 0.4 
0 0.4-0 .5 
0 0.5-0 .6 
0 0.6-0.7 
_ 0.7-0 .8 
_ 0.8-0 .9 
_ 0.9-1 
• Cell midpoint 
D Studyarea 
Figure 4.49 Decay in probability of impact with distance for a 1 MW, 50m hub-height, 54m 
diameter wind turbine sited at the indicated point (p=O) 
The turbine location paint is given a vertical offset equal to the extended height of the 
turbine minus the height of an obstacle if the turbine location is coincident with an 
obstacle. It would be fairly straightforward to allow the user to choose the value which 
they think is most appropriate such as the extended height or the hub-height, however 
this has not been implemented. A second offset is included which is the vertical 
distance to be added to each cell as it is considered for visibility. This has been set at 
1.5m to represent a typical human eyelevel. Finally, the ZVI is limited to a 10km 
radius , considered to be an adequate va lue based on the research carried out in 
3.2.3.2. The output of the ZVI is a value of 0 or 1 depending on whether the turbine is 
visible or not. It would be possible to calculate the ZVI using the different height offsets 
and by adding the output scores and dividing by the number of different heights used it 
would be possible to score the ZVI on the amount of turbine seen, however this has not 
been implemented. 
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The lVI output is then adjusted for distance by multiplying by the shifted distance 
decay grid. An impact score for the turbine at each location is calculated by summing 
the amount of area where the turbine is visible multiplied by its probability of impact 
and comparing this to a maximum impact value. The maximum impact value has been 
created for this tool using the adjusted l VI output for a typical 2MW turbine sitting on 
perfectly flat terrain and summing the amount of area where the turbine is visible 
multiplied by its probability of impact. The 2MW turbine is not the largest wind turbine 
available on the market (at present this is the 4.5MW Enercon E-112 with a hub height 
of 120m and a diameter of 112m), however it is presently the largest best seller, 
installed in at least 182 plants worldwide (Anon. 2002)). To cover the eventuality of a 
larger turbine being examined , a lVI score greater than 1 is included in the ranking of 
the lVI scores as shown in Table 4.5. As the larger sized turbines become more 
common, the maximum impact va lue may be increased to ensure that the l VI score 
remains less than 1 for the majority of cases. 
0-0.15 0.15 -0.3 0.3 - 0.5 0.5 - 1 >1 
5 4 3 2 1 
Table 4.5 Ranking of the ZVI scores 
Figures 4.49 to 4.51 show the outcomes of the various stages for one cell in the study 
area and Figure 4.53 shows the overall outcome of the ranked visual impact 
assessment. 
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Vis ibility grid 
D o-not vi sib le 
_ 1 -visible 
• Cell midpoint 
D Studyarea 
Figure 4.50 ZVI calculated for a 1 MW 50m hub-height, 54m diameter wind turbine at 
indicated point extending to a radius of 10km (p=0) 
Visibility g rid with 
distance attenuation 
_ 0.0 - 0 .1 
_ 0.1 -0.2 
_ 0.2 -0.3 
0.3 - 0.4 
0 0.4 - 0.5 
0 0.5 - 0 .• 
D o .• -0.7 
•
0.7 -O.B 
0.8 - 0 .9 
_ 0.9- 1 
• Cell m idpoint 
D Studyarea 
Figure 4.51 ZVI adjusted for decay in probability of impact with distance (p=0) 
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ZVI over areas of 
possible impact with 
distance attenuation 
0 0.5 • 0 .• 
0 0 .• ·0.7 
•
0.7 ·0.8 
0.8 ·0.' 
. 0.9.' 
• Cell midpoint 
D Studyarea 
Figure 4.52 locations where 1MW 50m hub height. 54m diameter wind turbine may have 
a visual impact (P=O) 
Figure 4.53 Visual impact scores based on ZVI (P=O) 
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IVI scores for 1 MW turbine 
beta = 0 
. '.F,IOy 
2 Inappropriate site 
. 5.Hlghly 
appropriate sUe 
The effect of weather conditions can be assessed by changing the value of the 
coefficient of extinction, which used to calculate the distance decay grid (see section 
3.2.3.1). The effect of changing this value has been explored in the GIS tool by simply 
changing the hard-coded value and rerunning the assessment. This is demonstrated in 
Figures 4.53 to 4.57 showing the difference in the ZVI output using a value of 0.00018 
for the extinction coefficient. It can be seen that the distance over which the impact 
drops to 50% has decreased from 5.3 km to 3.8 km. Comparing the scores for the 
overall impact, a slight improvement is seen when weather conditions are included, 
which is to be expected. For future implementations, a module could be written to look 
at meteorological records and calculate the extinction coefficient from the visibility 
range. With the World Meteorological Organization (WMO) 'International Surface 
Weather Observation' data, equation [ 3.45 ] can be used to calculate the extinction 
coefficient. The value of 0.00018 used for the comparison described above has been 
based on this approach using five years of WMO records for Birmingham. 
Oistance decay grid 
_ 0.0.1 
_ 0.1 ·0.2 
_ 0.2·0.3 
0.3 -0 .4 
D O.4·0 .• 
D O.5·0.5 
0 0.5 • 0 .7 
_ 0.7·0 .8 
_ 0.8·0.9 
_ 0.9·1 
• Cell midpoint 
D Studyarea 
Figure 4.54 Decay in probability of impact with distance for a 1 MW, 50m hub-height, 54m 
diameter wind turbine sited at the indicated point (p=O.00018) 
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Visibility grid 
D O· not visible 
_ 1- visible 
• Cell midpoint 
O S\Udyarea 
Figure 4.55 ZVI calculated for a 1 MW 50m hub-height, 54m diameter wind turbine at 
indicated point extending to a radius of 10km (p=0.00018) 
Visibility grid with 
distance attenuation 
_ 0.0 ·0.1 
_ 0.1·0.2 
_ 0.2 · 0.3 
0.3 - 0.4 
0 0.4-0.6 
0 0.5 - 0 .6 
L.:J 0.6 - 0.7 
_ 0.7 ·0.8 
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_ 0.9-1 
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Figure 4.56 ZVI adjusted for decay in probability of impact with distance (p=0.00018) 
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Figure 4.57 Locations where 1 MW 50m hub height, 54m diameter wind turbine may have 
a visual impact (p=O.00018) 
ZV1 scores for 1 MW turbine 
beta = 0 
_ 1 - Falr1y 
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0 3 
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Figure 4.58 Visual impact scores based on ZVI with P=O.00018 
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The various landscape assessment scores and visual impact scores are then 
combined to give an equally weighted average. The ranking of the suitability with 
respect to designated land is also combined with this output, using the assumption that 
the designated land score takes priority (i.e. if the designated land score is less than 
the landscape assessment score then the former score will be used ). The analysis is 
carried out at the highest resolution of the two grids. This output is further refined using 
the outline of the suitable areas left after the noise constraint has been applied, the 
output is presented to the user as shown in Figure 4.59. 
Planning scores 
_1-2 Fairly 
inappropriate 
_2 -3
D 3 - 4 
_ 4- 5 Highly 
appropriate 
D Excluded 
_gjJj91~ totally inappropriate 
Figure 4.59 Planning assessment scores - landscape assessment, visual impact 
assessment, designated areas and noise impact. 
Finally, Figure 4.60 shows the locations of the planning advisory zones covering the 
majority of areas that have not been excluded for noise or other reasons. 
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Planning scores 
1 - 2 Fairly 
inappropriate 
2 - 3 
4 - 5 Highly 
appropriate 
...... 1_-' Excluded 
totally inappropriate 
1//""",,"'1 Noise advisory zone 
for 1 turbine 
Figure 4.60 Ranking of suitable areas based on planning constraints and location of 
planning advisory zones 
The tool was next tested on progressively larger areas. This 'prototyping' phase 
revealed problems with some of the scripts; these were immediately dealt with. The 
principle problem was linked to a specific limitation of Arc View, in that there is a limit to 
the number of internal spatial analyst operations that may be called in any Arc Vie w 
session. This limit is approximately 215 operations since the limit counter is stored as 
an unsigned two-byte integer. Several of the landscape assessments used a function 
called 'cel/value ' to access the value of a particular grid cell. This function translates 
into many internal operations and it can be appreciated that if it is cal/ed tens of 
thousands of times it is not long before the operation limit is exceeded, a work round 
was created using the grid. sample function . 
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4.6 A note on the measurement scales used with reference to multi 
criteria decision analysis 
Although a formal multi-criteria decision analysis has not been undertaken, many of the 
concepts have been used in the implementation of the methodology. For example, the 
objectives and criteria have all been identified, then scored and finally combined using 
an equal weighting linear additive thechnique to provide an overall value. 
4.6.1 Scoring 
To enable the various criterion identified to be compared and combined a scoring 
system has been devised. Instead of the usual 0 - 100 scoring system used by most 
MCDA procedures, scores have been simplified using a 0 - 5 integer ordinal scale with 
o denoting areas that are totally inappropriate and 5 for sites that are highly suitable. 
This scale has been chosen for ease of use by most users: with the number of 
variables it would be quite difficult for a user to apply balanced judgments on 
consecutive runs of an analysis using a hundred point scoring system. Where these 
scores are to be presented to the user a graduated colour scheme has been applied 
ranging from red (1) through yellow (3) to green (5) and with (0) denoted by an 
absence of colour. Th is scheme has been used as it is familiar to most people, being 
the colours of traffic lights (red - stop, green - go). 
4.6.2 Weighting and combining 
The criteria have been given equal weighting in the implementation used and in effect a 
linear additive model used to combine the results to obtain an overall score. This 
simple approach is only appropriate if the criteria are mutually preference independent 
(Dodgson, Spackman et al. 2000), something that has not been identified in this thesis . 
The overall technical , socio-economic, environmental and planning scores along with 
the overall combined scores have been presented using a 0-5 floating point interval 
scale, with similar traffic light colours used to denote the 1-2, 2-3, 3-4 and 4-5 intervals. 
Post viva note: with hindsight this final combination scale should have included the 0-1 
interval, however this error was found too late for the final thesis as some of the data 
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that would be required to amend this throughout the thesis was lost with a computer 
hardware failure On inspection, the only figures that this will affect in the example 
application of Chapter 5 are Figures 5.29, 5.31, 5.50, 5.51, 552, 5.53 and 5.54. As the 
missing interval denotes highly inappropriate locations it is not considered too critical 
but does need to be addressed in future implementations. 
Table 4.6 shows a summary of the constraints and variables used in the methodology 
produced , their data sources and how they are measured . The method in which they 
are finally scored is also shown along with the values used and what the scoring is 
based upon . 
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Constraint Data source How measured Final score measurement level and values 
Contours, land cover, 
meteorological data and turbine Intervals of LEC plkWhr based on integer ordinal 0,1 , 2,3,4,5 
Wind resource 
data including costings NFPA prices based on non-linear scaling 
Contours, land cover, 
meteorological data and turbine Intervals of PCF based on expert integer ordinal 0,3,4,5 
data knowledge based on non-linear scaling 
ordinal windward & leeward advisory 
Directional distribution Slope, aspect, wind resource Intervals of aspect zones 
Combination of intervals of bearing 
Civil Engineering Bearing capacity and water table capacity and water table depth integer ordinal 0,1,2,3,4, 5 
Directional wind distribution, binary 0,1 
Turbulence obstacles Intervals of aspect o denoting exclusion buffers around obstacles 
General suitability of integer ordinal 0, 1, 2, 3, 4, 5 
land Land cover Nominal classification of land cover based on user preference 
binary i- 0,1 & advisory zone 
Slope Slope Intervals of slope values o denoting exclusion buffers where too steep 
Intervals of area based on minimum binary 0,1 
Size Area required ° denoting exclusion of areas if too small 
Intervals of fractal dimension integer ordinal 0,1,2,3,4,5 
Shape Perimeter and area between 1-2 based on linear scaling 
Aerodromes, roads, rail, 
footpaths, water features and binary i- 0,1 & advisory zone 
Set backs electricity grid Distance buffer o denoting exclusion buffers around obstacles 
Microwave, tv transmitters, binary + 0,1, & advisory zone 
EMI receivers and lines of site, radar Distance buffer o denoting exclusion around txrs , rxrs and lines of site 
Electrical grid impact Electrical grid nodes and lines Number of turbines connectable ratio 0,1 ,2 ,3 
Constraint Data source How measured Final score measurement level and values 
Combination of technical Using equal weighting linear floating point ordinal 0-5 
constraints Output from all of above addition 
Nominal classification of integer ordinal + 0, 1, 2, 3,4, 5 & advisory zone 
National designations Designated land designations based on user preference 
Nominal classification of integer ordinal + 0, 1, 2, 3 , 4, 5 & advisory zone 
Local designations Designated land designations based on user preference 
binary + 0,1 and advisory zone 
Noise impact Houses Distance buffers o denoting exclusion buffers around obstacles 
Visual impact based on Intervals of ratio of impact area to integer ordinal 0,1,2,3,4,5 
ZVI DEM impact area of a large turbine based on non-linear scaling 
Combination of intervals of relief integer ordinal 0, 1,2,3,4,5 
Landform DEM and slope based on user preference 
integer ordinal 0,1,2,3.4,5 
Enclosure DEM Intervals of neighbourhood slopes based on user preference 
Intervals of Simpson's diversity integer ordinal 0,1,2,3.4,5 
Diversity Land cover index based on user preference 
Output of all of socio-economic, 
Combination of environmental and planning Using equal weighting linear floating point ordinal 0-5 
'planning' resu lts constraints above addition 
Combination of technical Technical and 'planning' Using equal weighting linear floating point ordinal 0-5 
and planning constraints combination scores addition 
Table 4.6 Summary of the criterialvariables used in the implementat ion , the main sources of data to assess them, how they are initially 
measured and the basis of the final measurement leve 
5 Application to an Example Area 
Following the prototyping stage, the methodology developed has been applied to a 
small area in Shropshire to provide an assessment of potential wind generator 
development sites. The area has been chosen based on the availability of data , in 
particular the electricity network. Unfortunately, only a limited sample of electrical 
network data has been made available from the area 's Distribution Network Operator 
(ONO), Aquila Networks . This covers a small area around Highley, which is located in 
the south-eastern corner of the county, just south of Bridgenorth, as shown in Figure 
5.1. The River Severn flows down the middle of the study area bordered on both sides 
by its valley sides. The elevation of the 1 Ox1 Okm study area ranges from about 25m at 
the south end of the river valley to about 200m in the south east corner near 
Shatterford. 
Historically, Highley is known for its coa l mining , though this ceased in 1969 and since 
then the mines have been transformed into the Severn Valley Country Park situated in 
between Aveley and Highley (shown in Figure 5.1 as an industrial estate). The area is 
one of pleasant rolling countryside , mostly farmland and woods, with occasional 
industrial sites situated along the river valley (The Countryside Agency 1999). 
The Severn Valley Railway runs alongside the river and is the main tourist attraction of 
the area. To the south is the Wyre forest, a large Forestry Commission managed area 
that is one of the largest surviving ancient semi-natural woodlands in Great Britain . 
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Figure 5.1 Location of application area in the context of the county of Shropshire 
-------------------------------------------------------------------------------------------------------------------------------
5.1 Collection and processing of data 
The following section describes the data collection exercise, demonstrates the 
techniques applied and discusses the results. Data has been made available for this 
thesis from Shropshire County Council as follows: 
5.1.1 Background raster maps 
Raster data sets in the form of Ordnance Survey (OS) 20x20km 1:50000 and 1 :10000 
scale tiles provide a useful backdrop for analysis. The raster tiles are provided as tiff 
image files and require georeferencing. The OS supplied Tiff World Files (TWF) for 
use with ArcView to facilitate this process . The TWF file contains the parameters 
required for a six-parameter affine transformation of the form (ESRI 2000) 
x1 = Ax + By + C 
y1 = Dx + Ey + F 
with x1 = calculated x-coordinate of the pixe l on the map 
y1 = calculated y-coordinate of the pi xel on the map 
x = column number of a pixel in the image 
y = row number of a pixel in the image 
A = x-sca le; dimension of a pixe l in map units in x direction 
E = negative of y-scale; dimension of a pixel in map units in y direction 
C, F = translation terms; x, y map coordinates of the centre of the upper-left 
pixel 
B, D = rotation terms, which are not actually used in ArcView 
An image catalogue was created to enable the display of all tiles at once, this 
catalogue is simply a database table containing the filename and minimum and 
maximum x and y coordinates of each of the images. The only drawback with using an 
image catalogue to load the files is that the legend for the catalogue is based solely 
upon the first image in the catalogue. It is assumed that all images in the catalogue 
have the same colourmap, this is not always the case and can lead to darkening and 
lightening of the image in certain areas. 
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The raster data has also been used to provide digitised representations of a number of 
feature themes. This process was carried out by Shropshire County Council. The 
resulting data sets include airfields, greenbelt and areas of special landscape character 
from the 1 :50000 raster data , AONBs, SSSls and historic parklands from the 
1: 10 000 data. Unfortunately the accuracy of the processed data is unknown, although 
the raster data itself has relative accuracy of ±3.5m and an absolute accuracy of ±4.1 m 
for the 1: 1 0 000 set. Operator induced errors from the digitising process must be 
considered which is expected to decrease the resulting accuracy considerably at these 
scales. 
5.1.2 Vector cartographic maps 
Vector data representing natural and man-made features have been made available in 
the form of Ordnance Survey Landline maps at a scale of 1 :2500 for rural areas and 
1: 1250 for urban areas. These maps have been used to create a number of data 
themes used throughout the analysis, including the building, footpath and water feature 
themes. The Landline data are spaghetti-like in nature - features are represented 
purely by lines that have a feature code. There is no topology, neither are there any 
area features per se, instead areas are implied by the presence of a seed or point 
denoting the centre of the area. Additionally, the lines bounding the area mayor may 
not be of the same feature code. There are 37 feature codes representing the 
following real world object groups: 
• Buildings and structures, including roofed buildings, glasshouses, 
cooling towers, tanks and bridges. 
• Roads - including data on road kerbs, road furniture, bounding features 
and carparks. 
• Tracks and paths. 
• Railways - including data on tracks, crossings, tunnels and platforms. 
• Fences, hedges and walls . 
• Water including streams, rivers, lakes, ponds and water marks. 
• Overhead features including electriCity transmission line, pipelines and 
radar masts. 
• Underground features, including underpasses and tunnels. 
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• Landscape, surface features and landform, including information on 
woodland, heaths, bogs and tops and bottoms of slopes. 
• Administrative and electoral boundaries. 
• Antiquities, including earth works, ruins and tombs. 
• Horizontal and vertical controls , including triangulation points, bench 
marks and spot heights. 
From this , it would appear to be very easy to query a line to reveal exactly what type of 
feature it represents. Unfortunately, this is not the case in practice since many of the 
items listed above share feature codes. For example, the feature code 0030 is a 
'General Line Detail' and actually represents the following items: 
Antiquities above ground level Bridges Filter beds 
Burial grounds, cemeteries , Viaducts Watercress beds (man-made) 
graveyards Cairns Aqueducts Settling tanks, sludge beds, 
Chimneys Piers slurry pits, tailing lagoons 
Cooling towers Breakwaters Hedges 
TV masts Waterfa lls, weirs Walls 
Retarders (railway) Cisterns Sloping masonry, walls 
Turntables (railway) Lock gates Solid objects 
Loading gauges Sluices Minor building outlines 
Banks (linear) Ruined buildings 
Water troughs Internal building divisions 
There is another Ordnance Survey data set that would have been more appropriate for 
analysis; the OS Mastermap. However this was not available at the start of this 
research. Unlike Landline, Mastermap is a topological dataset with unambiguous 
referencing, where points, lines and polygons represent features. Future GIS studies 
would do well to use such high quality OS data sets. 
Landline is supplied in two formats : DXF (a CAD exchange format) and NTF National 
Transfer Format, the British Standard for the transfer of geographic data. Data was 
provided as 4386 NTF files, each one describing a 1 km x 1 km tile . These were 
converted into three Arclnfo coverages per file , one with the line data, one with the 
point data and one with the annotation data. The individual tiles can be built into one 
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apparently seamless tile by creating an Arclnfo library. (The tiles remain in their 
original directories, but are accessed as one). 
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Figure 5.2 Extract of vector cartographic map 
-- Bottom of Slope or Cliff 
Several of the themes used by the tool have been generated from the Landline data. 
This process has not been straightforward as will be described below, but it is 
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anticipated that this processing would have been far simpler had OS Mastermap data 
been available. 
Buildings. In order to create the buildings theme (used in the analysis of noise, 
turbulence created by obstacles and in the calculation of the zone of visual influence), 
the Landline theme was queried to identify only lines with a building feature code. 
These selected lines have been saved as an ArcView shapefile. This file was imported 
into Arcinfo, where it underwent a process called 'cleaning' to create a polygon 
coverage. The cleaning process is used to split lines and generate nodes at places 
where lines cross and is also used to correct undershoots and overshoots to within a 
specified tolerance. A very fine tolerance was set to ensure that the digitised building 
shapes remained true. Cleaning also creates the list of arcs that define each polygon 's 
boundary and builds the topology for each polygon. An extra field was added to the 
data attribute table containing height information. For simplicity, all heights have been 
set to a constant value (presently gm), thus introducing an accepted degree of error. 
Footpaths and tracks. Footpath and track data are used in the creation of setback 
exclusion zones. These were somewhat harder to create than the buildings theme 
primarily due to the generalisation of the feature codes and in part due the digitisation 
process used to create the original data. Footpaths and tracks are included within 
feature code '0032' corresponding to 'General Peck Detail'. This code includes 
entities as diverse as antiquities, bowling greens, level crossings and weighbridges. To 
create the footpath theme, a script was written to carry out a sequence of selection 
processes. First, items with a feature code of 0032 are selected and saved to a 
temporary table. This table was 'summarized ' to merge individual lines together to 
form a single multi part line. The digitized fragments that make up a single footpath are 
not connected in any way. To connect such fragments, the ReturnConnected function 
is applied to the multi part line. This function will join up parts of a polyline wherever 
two nodes are coincidentH Once the connected lines have been joined, the large 
multipart line is 'exploded' into single part polylines and these polylines are written to a 
new table. The final stage of the process is to select only the footpaths from these 
17 This relies on the nodes being exactly coincident, which in turn relies on the skill of the 
digitizing technician 
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polylines. This is done using the associated Landline annotation theme. Annotation 
associated with the footpaths includes 'Path', 'Path (um)" 'Track' and 'Tk' (where um = 
unmade). A query is used to select only these annotations from the annotation theme. 
Finally a selection is made on the polyline table to select the polylines falling within a 
certain distance of the selected annotation (10m). This final selection is then saved as 
the footpath and track theme. 
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- Wa te r features '-'-- R ail - - Foo tpaths and tracks _ Buildings 
Figure 5.3 Extract showing the various data themes derived from the vector cartographic 
data 
Water features. The Landline water feature feature code contains very little 
extraneous information and so lines depicting water features including canals , rivers 
streams and pond and lake outlines are created by simply querying the Landline 
theme. The selection created is then saved as the water theme. 
Rail Infrastructure. Once again, the rail lines (both standard and narrow gauge) can 
be straightforwardly queried from the Landline data and the selection saved as a 
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theme. Unfortunately, the Landline data was not complete for the 10x10km example 
area. Data in the south-east corner (approximately 2km x 4krn) corresponding to the 
areas outside the Shropshire County border were not supplied. 
5.1.3 Road network. 
Road network data has been made available in the form of vector data which has been 
digitized by a third party based on a 1:2500 Ordnance Survey OSCAR map. OSCAR 
maps show the centerlines of all classes of roads including motorways, A and Broads, 
minor roads, non-networked roads and private roads. Unfortunately the road network 
does not completely cover the test area, as with the Landline data an area of 
approximately 2km x 4km is missing. 
... ... ... " .. 
CLASS 
_ A-road _ B-road = Minor road = Other road. drive or track 
Figure 5.4 Road network data covering the study area 
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In the absence of OSCAR data, the Landline data may be queried to select the roads 
using the 'road centerline' feature code, though this will not identify all the minor roads 
present in the OSCAR data. 
5.1.4 Topographic data 
Terrain data has been bought for the thesis in the form of Ordnance Survey (OS) 
Landform Panorama data. This was available in two formats, a Digital Elevation Model 
(DEM) grid format and contour data format. It was decided to use the contour format, 
digitally representing the contours from the 1 :50000 scale Landranger maps. The 
contours were chosen over the DEM as they are more easily applied to wind resource 
modeling and because the DEM is actually created by the OS by interpolating the 
contour data and this can be reproduced using the GIS when required. The data were 
supplied in DXF format. The contour data comprise height contours at 10m intervals, 
spot heights, lakes, coastlines, break lines (which indicate an abrupt change in height) 
and formlines (which are supplementary lines not at normal contour height intervals but 
used when there is insufficient detail to create a DEM). The positional accuracy of this 
data is given at ±3.0m rms error evaluated by comparison with local control points. 
Creation of the Digital Elevation Model It was originally intended to directly 
interpolate the DEM from the pOints of the contour polylines. However, the data points 
were so numerous that all attempts failed, regardless of the type of interpolation used 
(inverse distance weighting, spline, or kriging). Consequently, two alternative options 
were explored: one carried out in ArcView and the other using Arcinfo. 
In ArcView, a Triangulated Irregular Network (TIN) was built directly from the contour 
lines. Regular contour lines were selected from the contour theme and the TIN built 
using the digitised points along the contours as mass points. Essentially, a TIN is built 
by joining up each point to its nearest neighbours producing a surface layer of non-
overlapping triangles. Information is stored on the points, lines and faces that make up 
the triangles and is used for display, query and analysis. Next, the lakes were selected 
from the contour theme and added to the TIN as hard breaklines, as the elevation 
remains constant across the lake. Finally, formlines were selected from the contour 
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theme and added as soft breaklines. The resulting TIN is shown in Figure 5.5. This 
TIN can be used directly as a digital elevation model, however many of the analyses 
implemented are facilitated by the use of a grid based DEM, and so the TIN has been 
converted to a grid. 
TIN 
Elevation Range (in m) 
450 - 500 
400·450 
350 - 400 
lOO - 350 
250 - 300 
200 - 250 
150 - 200 
100 -150 
50 -100 
0-50 
Figure 5.5 Triangulated Irregular Network (TIN) built from contour data. 
This two-stage process obviously has an effect on the accuracy of the final DEM. This 
can be seen in Figures 5.6 to 5.9. Figure 5.6 shows a comparison of the original 
contour data to contours derived from the TIN for a small area (approx 5km x 5km). 
Where the distance between contours is quite small, the interpolated contours match 
the original contours very well. However, when the distance between the contours 
becomes greater than the distance between the digitised points along the contour, or 
when the contour turns back on itself, the interpolated contours no longer exactly follow 
the original contours. In these areas the pOints used to create the triangles for the TIN 
all have the same elevation value, (as the nearest neighbours are all sample pOints 
along the same contour) and a flat triangle is generated, illustrated in Figure 5.7. This 
will cause problems when the surface is used for modeling purposes. 
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Figure 5.6 Comparison of original height data with contours interpolated from the TIN 
Contours from TIN 
Original contours 
Slope ofthe TIN 
c:J 00 • flat triangles 
Figure 5.7 Flat triangles on the TIN i.e. triangle faces have a slope of O· 
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In Figure 5.8 and Figure 5.9, grids have been created from the TIN with 25 and 50m 
resolutions for comparison purposes. The slight increase in error when the TIN is 
converted to a grid is highlighted in Figure 5.8 and Figure 5.9. Again, the original 
contours are compared with the interpolated contours. As before, there is a good 
match where the distance between the contours is small, but jumps present in the TIN 
contours are exacerbated , with contours following the outlines of grid cells . 
Consequently, the TOPOGRID command in Arclnfo has been used instead to create 
the digital elevation model. TOPOGRID interpolates the data to create a hydrologically 
correct DEM. This Arclnfo funct ion is based on Hutchinson's ANUDEM program 
(Hutchinson 1988; Hutchinson 1989). When the initial data is in contour format, 
Hutchinson's method is generally considered to produce the best DE Ms (Tchoukanski 
2002). 
TOPOGRID uses an iterative finite difference interpolation technique, which is as 
computationally efficient as the local interpolation methods (such as inverse distance 
weighting), but retains surface continuity. Some generalization of the contours is 
made, which has some smoothing effect. Nevertheless, the output is very good, as 
can be seen in Figure 5.10. 
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I I 25m grid 
Original contours 
Figure 5.8 Comparison of original height data with contours derived from the 25m 
resolution DEM 
I, 
l 
Contours from 
50m grid 
'" \.: Original contours 
Figure 5.9 Comparison of original height data with contours derived from the 50m 
resolution DEM 
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Figure 5.10 Comparison of original height data with contours interpolated from the grid 
produced by the TOPOGRID method. 
o Study area 
Elevation Model (in m) 
450·500 
400·450 
350 · 400 
300·350 
250 · 300 
200·250 
150·200 
100 · 150 
50·100 
0 · 50 
Figure 5.11 Digital Elevation Model created using TOPOGRID - resolution 25m 
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5.1.5 Land cover data 
The raster dataset used for land cover data is 'The Land Cover Map of Great Britain' 
developed by the Institute of Terrestrial Ecology (now the Centre for Ecology and 
Hydrology) (ITE Monks Wood 1990). This map has been created using predominantly 
cloud free images from the Landsat Thematic Mapper Satellite. Combined summer 
and winter data have been used to attempt to improve classification accuracies. 
The data is collected as digital scenes measuring 185km square represented by light 
reflected from the ground in seven wavebands. These are registered to the UK 
national grid using an output grid cell size of 25m. The classification is initiated by a 
training exercise used to identify key land cover types in the field with areas on the 
digital scene. The pixels in each waveband are selected for each area and the 
statistical properties of the reflectances calculated. Remaining pixels in the scene are 
then classified using a maximum likelihood classifier to one of 25 target cover classes 
given in Table 5.1. The data is further corrected to take account of coastlines, upland 
and lowland areas, urban areas and to remove isolated pixels in a 3x3 pixel region (as 
these are assumed to be noise). Accuracy of the classification is estimated to be in the 
region of 80-85% (Fuller, Groom et at. 1994). 
Almost 5% of the land cover data supplied had a target class of 0, i.e. unclassified. 
These occurrences are most likely to represent small areas within scenes that were 
either obscured by cloud or are unusual cover types not defined by the classifier 
training exercise. For the purpose of this implementation, unclassified data have been 
treated as being caused by cloud coverage and have been reclassified using a simple 
nearest neighbour based reclassification (the nibble function in ArcView), Alternatively, 
they could have been left as unclassified and any values associated with them in the 
analysis suitably chosen to reflect their uncertainty. 
Land cover data has been used in the generation of the obstacle theme. Grid cells 
containing either deciduous or coniferous woodland have been selected and vectorised 
into polygons containing woodland. The coniferous stands have been assigned a 
height of 20m and the deciduous stands, 15m. Once again, as with the building data, 
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this wi ll introduce a degree of error. With the polygons being created from gridded 
data, the shape representation is obviously of very low accuracy. 
Target Class Includes: 
1 . Sea and estuary Coastal waters and estuaries. 
2. Inland Water Inland fresh and estuarine waters . 
3. Beach and Coastal Bare Ground Intertidal mud, sand, rocks . Shingle, sand-dunes, 
bare rocks . 
4. Saltmarsh Intertidal seaweed beds, saltmarshes up to 
normal levels of high water spring tides . 
5. Grass Heath Semi-natural grasslands of dunes, heaths and 
lowland/upland margins. 
6. Mown or grazed Turf Improved pasture and amenity swards forming a 
turf throughout the growing season. 
7. MeadowNerge/Semi-natural Low intensity management and cropped swards. 
grass Not maintained as a short turf. 
8. Rough/Marsh grass Lowland grasslands, mostly uncropped. Mainly 
perennial species. with high winter litter content 
Not cropped or grazed. 
9. Moorland Grass Montane/hill grasslands, mostly unenclosed 
moorland. 
10. Dense Shrub Moor Upland evergreen dwarf shrub dominated 
moorland . May be burned in cycles. 
11 . Open Shrub Moor Upland dwarf shrub/grass moorland . May be 
burned in cycles . 
12. Bracken Bracken dominated plant communities. 
13. Dense Shrub Heath Lowland evergreen shrub dominated heathland. 
14. Scrub/Orchard Deciduous scrub and orchards. 
15. Deciduous wood land Deciduous broadleaved and mixed wood lands. 
16. Coniferous woodland Conifer and broad-leaved evergreen trees . 
17 . Upland Bog Upland herbaceous wetlands. 
18. Tilled land Arable and other seasonally or temporarily bare 
ground. 
19. Ruderal weed Ruderal weeds colonising natural and man-made 
bare ground. May include brushwood and some 
rough grass. 
20. Suburban/rural development Developed land comprising buildings and roads 
but with some cover of permanent vegetation . 
21 . Continuous Urban Industrial, urban and other development, lacking 
permanent vegetation. 
22. Inland Bare Ground Ground without vegetation, or surfaced with 
imported gravel/sand .. 
23. Felled Forest Felled forest with ruderal weeds and rough grass. 
24. Lowland Bog Lowland herbaceous wetlands. 
25. Open Shrub Heath Lowland dwarf shrub/grass heathland. 
O. Unclassified Land which did not fit into the 25 categories above 
Table 5.1 Landcover Map of Great Britain - target classes (After Fuller 1995) 
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Figure 5.12 Land cover map for the extent of the study area 
Land cover 
_ Inland Water 
o Grass Heath 
_ Mown I Grazed Turf 
o Meadow I Verge I SemI-natural 
o Rough I Marsh Grass 
.. Moorland Grass 
Dense Shrub Heath 
Open Shrub Heath 
Bracken 
Dense Shrub Moor 
Open Shrub Moor 
o Scrub I Orchard 
_ Coniferous Woodland 
_ Deciduous Woodland 
_ Felled Forest 
_ Upland Bog 
_ Lowland Bog 
Tilled Land 
_ Continuous Urban 
_ Suburban I Rural Development 
o Inland Bare Ground 
Landcover perhaps more than any other geographical feature, is subject to evolution 
and change, and care should be taken to ensure that data is current. 
5.1.6 Electrical grid data 
Grid data has been made available by the ONO, Aquila Networks (formerly GPU Power 
UK and before that Midlands Electricity Board). Only a small portion of the network has 
been made available and this covers the example area at the 11 kV level. Many 
unsuccessful attempts were made to transfer the data electronically. These failed in 
part due to the lack of a suitable standard data format (though it had been plainly 
specified how the data should be transferred), but also because the ONO lacked the 
much needed commitment - a reflection of the significant upheaval being experience at 
that time following numerous take-avers and associated cut backs. 
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Following much negotiation, a paper map for the area was provided, output from the 
ONO's in-house GIS. This was digitised and georeferenced with the attribute data 
present on the paper map used to attribute the digital data, supplemented by any 
electronic data that could be correctly identified . Load data was estimated by 
distributing the total load at the primary transformer in proportion to the ratings of the 
distribution transformers (11 kV-400V). 
line types 
• 30-60 
. 60 · 90 
. 90·120 
. 120·150 
Bus Bar 1V00erhead line IV Underground Cable 
I 
Figure 5.13 Electrical grid data showing fault levels at the nodes of the existing system 
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5.1.7 Meteorological data 
Met data has been collected from two locations: the aerodrome at Shawbury; and from 
the Harper Adams Agricultural College, near Newport. The Meteorological Office 
supplied data from an anemometer located at Shawbury Aerodrome (355200, 322800), 
74m amsl' 8, see Figure 5.14. Information was not available on the sampling rate , 
however, the data has been averaged on a hourly basis. The data set covers exactly 1 
year from Jan 1st 1999 - Dec 31 't 1999. There are 193 noted calms's, the wind speed 
is recorded in knots to the nearest integer and the direction is given to the nearest 10 
degrees. 
The Harper Adams Agricultural College collect a range of meteorological data including 
wind speed and direction available as an average over the last 10 minutes of every 
hour, together with an hourly average value. Unfortunately the location (371112, 
320306) and height of the anemometer (2m) are not ideal, as indicated in Figure 5.1 5. 
The data covers the period from Feb 22nd 1999 through to March 29th 2000, for which 
there are some 558 noted calms. 
Only the Shawbury data was regarded of sufficient quality, and has been used to 
create a wind atlas file for this study. Using WAsp, this data has been corrected for 
discretisation effects and filtered into bins of 1 m/s width for each of the 12 azimuth 
sectors. Data for each sector are corrected for the effect of obstacles, surface 
roughness and orography. The latter two using roughness and contour maps created 
from the GIS used in conjunction with terrain roughness and orographic models, and 
the former through the creation of an obstacle file used in conjunction with a shelter 
model. The geostrophic wind climate is derived by extrapolating the data using 
empirical relationships. An inverse calculation is then used to yield the wind climate at 
several standard heights for several standard surface roughness lengths from which 
the Weibull parameters can be obtained, completing the wind atlas. 
Figure 5.16 shows the binned raw data and wind atlas created for Shawbury along with 
photos showing the surrounding countryside. 
,. effective height of anemometer 10m 
19 calms are defined in this study as having a wind speed value of Omls 
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Figure 5.14 Location of Anemometry at Shawbury 
o 0.5 1 1.5 2 Kilometers ~~~~~~~
r-- Anorroometry Mut 
Figure 5.15 Location of Anemometry at Newport 
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Figure 5.16 Observed wind climate and wind at las created for Shawbury and examples of 
surrounding countryside 
5.1.8 Turbine data 
A small turbine database has been compiled from various sources, for use in the GIS 
tool. The turbines are based on actual examples but are described in the database as 
generic turbines representing a particular size of turbine. The turbines used are as 
follows: Vergnet 7110, Vergnet 26/220, NEG Micon 750/44, Bonus 1MW, Vestas V80 
2MW. Power curves have been compiled for each of the turbines and where data is 
missing (e.g. for some of the blade and tower dimensions) a best estimate has been 
applied . 
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Machine Rated power (kW) Hub height (m) Rotor diameter (m) Blades 
Generic 10 kW 10 24 7.0 2 
Generic 220 kW 220 50 26.0 2 
Generic 750 kW 750 46 44.0 3 
Generic 1 MW 1000 50 54.2 3 
Generic 2 MW 2000 67 80 .0 3 
Machine Cut-in speed Nominal speed Cut out speed Rotor speed 
(m /s) (m/s) (m/s) (rpm) 
Generic 10 kW 5 12 70 195 
Generic 220 kW 5 14 52 51 
Generic 750 kW 4 17 25 27/18 
Generic 1 MW 3 15 25 22 / 15 
Generic 2 MW 4 15 25 9/19 
Machine Generator type Sound power Tower base 13 Tower top 13 (m) 
level dB(A) (m) 
Generic 10 kW Asynchronous 51.00 0.35 0.35 
Generic 220 kW Asynchronous 99 .00 1.50 1.50 
Generic 750 kW Asynchronous 97.90 3.00 1.64 
Generic 2 MW Asynchronous 103.00 4.50 2.25 
Generic 1 MW Asynchronous 101 .00 3.30 1.70 
Machine Blade tip chord (m) Blade root chord (m) Blade length (m) 
Generic 10 kW 0.35 0.35 3.15 
Generic 220 kW 0.60 1.20 12.40 
Generic 750 kW 0.40 1.65 19.04 
Generic 1 MW OAO 1.65 19.00 
Generic 2 MW 0.75 3.00 39.00 
Table 5.2 Wind turbine database used in implementation 
5.2 Results of the assessment 
The assessment was run using the GIS tool , as described in Chapter 4, for a 220kW 
turbine and a 1 MW turbine so as to investigate the impact of size on the results. 
Technica l and planning assessments were run separately with the technical 
assessment carried out fi rst. 
5.2.1 Assessment of techno-economic constraints 
5.2.1.1 General suitability of land 
The constraint to be assessed first was the general suitability of land . The suitability of 
the land cover / land use for both turbines has been determined as illustrated in Table 
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5.3. The majority of land cover types have been given high scores when considering 
the general suitability. Only the areas of water, forest and continuous urban 
development have been removed. The inland bare ground and felled forest have been 
given average scores to represent the 'unknown' nature of these descriptors. Inland 
bare ground comprises of many types non vegetated surfaces including rock, sand , 
gravel or soil which may have occurred through natural or manmade processes (a car 
park would be classified as inland bare ground). Felled forest is mostly covered in 
brushwood and is generally under re-vegetation, it has been given a low value as it is 
likely to be found amongst forested areas. 
Landcover Value Landcover Value 
Inland Water 0 Deciduous Woodland 0 
Grass Heath 5 Coniferous Woodland 0 
Mown I Grazed Turf 5 Tilled Land 5 
Meadow I VerQe I Semi-natural 5 Suburban I Rural Development 2 
Rough I Marsh Grass 4 Continuous Urban 0 
Bracken 4 Inland Bare Ground 3 
Dense Shrub Heath 4 Felled Forest 3 
Scrub I Orchard 2 Open Shrub Heath 5 
Table 5.3 Suitability of land cover values used in example assessment 
o 2 3 4 5 Kilometers 
-----
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Suitability 
_ 1 leasl suilable 2 
_3 
0 4 
_ 5 mosl sui lable 
----------------------- --- - ---------------------------------------------
Figure 5.17 Output from the general land suitability assessment 
5.2.1.2 Suitability of slopes 
Inconveniently sloping land has been considered next. Figure 5.18 shows that there 
are relatively few areas with slopes greater than 10°. On the whole these are limited to 
the river valley sides. Figure 5.19 shows the limited effect of the removal of these areas 
and highlights the slopes between rand 10°. again this analysis is independent of the 
size of the turbine. 
o 1 2 3 4 5 Kilometers ~~~~~ 
Figure 5.18 Assessment of the slope of the terrain 
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o 2 3 4 5 Kilometers ~~~~~ 
~ Advisory zones 
7"<slope<10' 
Figure 5.19 Removal of s lopes greater than 10· and identificat ion of zones with s lope 
angles between 7· and 10· 
5.2.1.3 Electromagnetic interference buffering 
For the consideration of EMI, only data on the location of the television relay stations 
and aviation radars were available for this area. Consequently, no microwave fixed link 
analyses or MOD radar analyses have been carried out. The protection ratio used for 
the analysis of the TVI was set relatively high at 39dB after (Hall 1992). Figure 5.20 
shows the buffering around the TV lines of sight between a relay station and primary 
station and Figure 5.21 shows the relatively limited affect this has had on the 
assessment. On inspection, it can be seen that within the test area there is no 
difference between the buffers created for the 1 MW and 220kW turbines. The portion 
of the line of sight fa lling within the test area is around 21-24km from the relay station 
along a beam of total length = 61km. The portion is therefore fairly near the centre of 
the beam. The near field zone will have no affect at this distance and the reflection and 
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scattering zone (which is dependent upon the turbine's radar cross section) will have 
dropped to it lowest levels. Only the zone created to avoid diffraction effects will be 
approaching its maximum value and this is based on the Fresnel zone calculations, 
which are independent of the turbine dimensions, hence identical for the two turbine 
cases. 
vr-... , ,,,, J.,<"--~'r· '· .. EMI exclusion 
f~~~?i~~5~ zones 
Figure 5.20 Buffering around the TV relay link 
Figure 5.21 also shows the extent of the advisory zones created through the EMI 
analysis. It can be seen that the whole area falls within 30km of an aviation radar, 
highlighting that consultation will be needed with the appropriate authorities. 
Numerous domestic receivers are also revealed which may also need to be 
considered. 
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o 1 2 3 4 5 Kilometers ~~~~~ 
EMI Advisory Zones 
t222 Domestic 
o Radar 
Figure 5.21 Suitable land remaining after EMI constraints have been applied and location 
of EMI advisory zones 
5.2.1.4 Setback buffering 
In the assessment of the set back constraints the difference in size of the two turbines 
considered becomes noticeable, though with a 50m hub height on the 220kW machine 
the difference is perhaps not as great as would be anticipated for the comparative rated 
powers. The outputs can be seen in Figure 5.22 and Figure 5.23. The set back 
analysis took approximately 40 minutes to run over the study area. 
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Suitabil ity 
_ 1 least suitable 2 
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Figure 5.22 Remaining land after set back constraints have been applied for the 220kW 
turbine 
Suitability 
_ 1 least suitable 2
_3 
CJ 4 
_ 5 most suitable 
o 2 3 4 5 Kilometers 
I 
Figure 5.23 Remaining land after set back constraints have been applied for the 1 MW 
turbine 
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There appears to be a large area of suitable land in the south-east corner of the test 
area. This corresponds to the area of missing Landline and road network data. The 
sub-areas remaining in this 2x4km corner are therefore not necessarily as large as 
predicted. 
5.2.1.5 Wind resource assessment using WASp 
The WASp analysis was then run for the remaining areas able to accept more than one 
turbine. It can be seen from both Figures 5.22 and 5.23 that there are numerous such 
areas, highlighting the need for this type of automated approach. A roughness map 
was created using an Arclnfo polygon coverage of land cover and took approximately 8 
minutes to create. Values used to relate the land cover type to the roughness lengths 
are given in Table 5.4. These values have been assigned by comparing the 
descriptions of the various land cover types to the descriptions given in Tables 4.1,4.2 
and 4.3. Ideally a field study should be carried out to confirm these values, selecting 
several locations representing the various categories and checking that the roughness 
lengths predicted are sensible. This has not been carried out with this data set as the 
land cover data dates from 1990 and hence if the values do not appear to be sensible 
then it will be difficult to confirm if this is due to the choice of roughness length or 
because the land cover has changed since 1990. 
Landcover 
Inland Water 
Grass Heath 
Mown I Grazed Turf 
Meadow I Ver!:je I Semi-natural 
Rough / Marsh Grass 
Bracken 
Dense Shrub Heath 
Scrub / Orchard 
Value 
o 
0.025 
0.007 
0.02 
0.055 
0.06 
0.07 
0.3 
Landcover 
Deciduous Woodland 
Coniferous Woodland 
Tilled Land 
Suburban I Rural Develo ment 
Continuous Urban 
Inland Bare Ground 
Felled Forest 
Open Shrub Heath 
Value 
0.8 
0.8 
0.02 
1.0 
2.0 
0.04 
0.055 
0.06 
Table 5.4 Roughness lengths assigned to the land cover data for the example area 
The orographic map was created using the Panorama contour data and took only 
seconds to create. The extent of these maps continued 5km in all directions from the 
extent of the whole test area. 
The actual WASp analysis tool approximately 1 hour to run for the 1454 sub areas of 
the 220kW turbine, and slightly less for the 1 MW turbine for which there were 855 sub 
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areas to consider. The suitability's of the sub-areas were based on the power capacity 
factors. The 220kW turbine appears to perform moderately well as illustrated in Figure 
5.24 
o 1 2 3 4 5 Kilometers 
~iiiiiiiiiiiiiii~~""""I 
Figure 5.24 Power capacity factors for a 220kW turbine 
PCF for 220 kW turbine 
_ 3= 0.20 - 0.25 
o 4 = 0.25 - 0.35 
_ 5=>0.35 
Figure 5.25 shows a slightly better performance for the 1 MW turbine. Looking at the 
power curves in Figure 5.26, the 220kW turbine does appear to be more suited to 
higher wind speed climates: it cuts in at a speed 1 m/s higher than the larger turbine 
and reaches its maximum at a higher wind speed. It also drops below rated power 
above the rated wind speed thus reducing the peF. 
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Figure 5.25 Power capacity factors for a 1 MW turbine 
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Figure 5.26 Comparison of the two wind turbine power curves 
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PCF for 1 MW turbine 
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5.2.1.6 Aspect 
The consideration of the aspect of the slopes in relation to the directional distribution of 
the wind produces the output seen in Figure 5.27. This highlights all the leeward and 
windward slopes regardless of how steep they are. It was discussed in section 3.1.1 .7 
that only the leeward slopes greater than about 14' were likely to cause significant 
turbulence problems. As all the slopes greater than 10' have previously been removed 
it is debatable whether or not this information needs to be shown to the user. There is 
some value in highlighting the windward slopes however due to the benefits of speed 
up, although this will already have been highlighted in the output of the wind resource 
assessment. 
Figure 5.27 Outcome of directional distribution analysis showing windward (green) and 
leeward (red) slopes shown on a 3D terrain model 
5.2.1.7 Exclusion of turbulent areas caused by the presence of obstacles 
Turbulence from obstacles is considered next with the upwind buffer distance set at 5 
times the height of the obstacle and the downwind distance 10 times the height. The 
extent of these buffers is shown in Figure 5.28 and Figure 5.30 for the 220kW and 
1 MW turbines respectively. The scores obtained after the setback analysis and from 
the wind resource assessment are then combined together using equal weightings and 
the turbulence exclusion zones are removed from this . Figures 5.29 and 5.31 show the 
outcomes from these operations for the 220kW and 1 MW turbines respectively. The 
performance characteristics of the turbines in this particular wind regime has had an 
affect on the overall technical scores with the majority of the suitable areas for the 
1 MW turbine scoring within the 4-5 bracket and the 220kW turbine scoring within the 3-
4 bracket. 
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Figure 5.28 Creation of turbulence exclusion zones for the 220kW turbine 
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_ 1·2 
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_ 2 · 3 
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Figure 5.29 Removal of turbulence exclusion zones from the previous analysis and effect 
of averaging the general suitability and wind resource scores for 220kW turbine 
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Figure 5.30 Creation of turbulence exclusion zones for the 1 MW turbine 
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remaining sites 
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Figure 5.31 Removal of turbulence exclusion zones from the previous analysis and effect 
of averaging the general suitability and wind resource scores for 1 MW turbine 
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5.2.1.8 Impact on electrical network 
The final assessment of Ihe technical constraint analysis concerns the impact upon the 
electrical grid. The load flow assessment has only been carried out on areas 
previously scoring 3 or higher (the majority of sub-areas for the two examples). The 
maximum number of turbines considered is three, and the sub areas are queried to 
determine if they are physically large enough to accept this number. The area required 
for 1 and 2 turbines is determined using equation [ 3.21 1 with s=3 (spacing between 
turbines), and for 3 turbines using equation [3.22] with s=3 and r =5 (spacing between 
rows). The load flow analysis is quite a lengthy procedure with the 1 MW turbine taking 
40 minutes to complete and 1 hour 30mins for the 220kW machine. 
The results of the analyses can be seen in Figure 5.32. The output is essentially as 
expected with sub-areas close to the bus-bar able to support the most turbines and the 
areas towards the ends of the lines, where fault levels are particularly low and the lines 
are not particularly heavy-weight, unable to support any turbines, regardless of size. 
However, there were two issues of concern: 
i. for the 220kW turbine analysis, several areas have been identified as able 
to support 1 turbine in-between areas which were unable to support any. These 
are on the same branch of network located in the north-east corner. 
ii. for both sizes of turbine, there appear to be areas in the south at the end of 
a line capable of supporting one 1 MW turbine and up to three 220kW turbines. 
Substantial testing of the load flow procedure confirmed that the output produced was 
valid. It turns out that the result of the analysis is sensitive to the node chosen to 
connect to . There is a slight difference in the fault levels at the connection nodes in 
question. The percentage voltage differences of the areas accepting a turbine all lie on 
the 1 % threshold, the distance to the nearest connection node is insignificant due to 
the high ampere rating of the connecting line used . Likewise, the voltage differences in 
surrounding areas unable to support turbines are just over the threshold at 1.01% 
The ability of the southern branch of the network to accept numerous turbines even at 
the ends of the lines is thought to attribute in part to the more heavyweight cabling in 
this area. 
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Figure 5.32 Outcome of the technical assessment for the 220kW (upper) and 1MW (lower) 
turbines - the number of turbines that may be supported by each identified sub-area 
288 
o 1 2 
Fault levels (MVA) 
0- 30 
• 30 - 60 
• 60 - 90 
• 90 - 120 
• 120 - 150 
3 4 5 Kilometers 
Line ampere ratings 
N 99-105 
N 106-140 
141 - 170 
N 171- 255 
N 256- 345 
Areas which will 
support turbines 
o none 
1 
2 
3 turbines supportable 
Figure 5.33 Output from load flow analysis run without physical size constraint, but 
including minimum score constraint used to test the validity of the load flow procedure 
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5.3 Assessment of socio-economic, environmental and planning 
constraints 
The assessment of the area with respect to the planning constraints has been run 
separately to fully explore some of the outcomes. Had the assessment followed on 
from the technical assessment, the number of areas considered and their relative sizes 
would have been too small to really appreciate the functioning of the tool. Three 
varying sizes of turbines have been used in this assessment to examine the effects of 
size on the outcomes. The examples chosen are the 220kW and 1 MW turbines used 
in the technical assessment along with a 2MW turbine. 
5.3.1.1 Impact on designated land 
National and local land deSignations have been considered first using the following 
scoring schemes: 
National Designations Local Designations 
AONB Blanket s core = 1 Areas of special Blanket score = 3 
landscape character 
SSSI Individual scores Heritage sites Blanket score = 3 
National nature reserves no data a vailable Conservation areas Individual scores 
Greenbelt Advisory zone Wildlife sites Individual scores 
Scheduled ancient no data a vailable 
monuments 
Table 5.5 Methods of ranking the designated land 
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o 1 2 3 4 5 KiJometers ---~~o;;;;;;;;;;;;;;~ 
ISSSSl Wildlife sites 
\El] SSSI 
[]]] English Heritage Park 
Iiliili] Conservation Ivea 
o Greenbelt 
o Nea of Special 
Landscape Character 
Figure 5.34 Location of the nationally and locally designated areas 
SSSI designated areas have been ranked with scores between 0 and 4, conservation 
areas between 2 and 3 and wildlife sites between 1 and 4. The outcome of the 
reclassification can be seen in Figure 5.35. 
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Figure 5.35 Ranking of the designated areas 
5.3.1.2 Assessment of noise impact 
)".,inn",,,d land scores 
1 
2 
3 
4 
5 
Excluded 
9 Designated land 
advisory zones 
Noise analysis has been carried out considering a single tu rbine only, with exclusion 
zones created around the bui ldings shown in Figures 5.36 to 5.38 for the various sized 
turbines. Considerable amounts of land are removed by this constraint. The advisory 
zones, where the noise levels drops from 40 - 35dB, are shown in Figure 5.39 for the 
1 MW turbine, completely covering the remaining areas of suitable land . This is also 
the case for the 2MW turbine, however there are some areas completely free of noise 
constraints for the 220kW turbine (which has a noise output of 99dB compared to 101 
and 1 03dB for the larger machines - still significant for the relative size). Buffering of 
the 3500 buildings was quite a lengthy process taking approximately 40 minutes. 
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Figure 5.36 Noise exclusion zones around buildings calculated for the 220kW turbine 
O~!,!,!.j;;;_iii!2 !,!,!~3~_~4!,!,!~5 K1lometers 
Buildings 
_ Noi .. exclu s ion. zon .. 
for 1MW turbine 
Figure 5.37 Noise exclusion zones around buildings calculated for the 1 MW turbine 
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Figure 5.38 Noise exclusion zones around buildings calculated for the 2MW turbine 
O~, ~~i;;;;;_;J2~~.:;3 __ 4~~"I5 Kilometers 
~ Noise advisory zone 
Suitable land scores 
1 
2 
3 
4 
~~CIUded 
Figure 5.39 Suitability of land and noise advisory zones for the 1 MW turbine 
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5.3.1.3 Assessment of diversity 
Landscape analysis is carried out next, with the assessment of the diversity dealt with 
first. On the whole, the assessment shows a reasonable diversity of land coverage 
types. Comparing Figures 5.12 and 5.40 the areas of low diversity are centred on the 
agricultural areas with predominantly tilled land and mown grass. Conversely, the 
areas of greatest diversity are either centred on populated areas or follow the river and 
stream courses. Diversities have been ranked as shown in Figure 5.40 using the 
default values. The assessment of diversity was completed in a matter of minutes. 
o 1 2 3 4 5 Kilom eters 
- -
- - -
Figure 5.40 Classification and ranking of the diversity of the landscape 
5.3.1.4 Preliminary assessment of landform 
Diversity 
5 uniform 
4 simple 
3 varied 
2 diverse 
1 complex 
The next landscape assessment to be carried out is that of landform. With the 
elevation of the area being between 25m and 200m rising to only 450m in a few places 
within the extended neighbourhood, it is expected that most of the area will be 
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described as hilly. This is confirmed in Figure 5.41 . There is a small region in the 
northwest corner that has been classified as predominantly flat or gently sloping. 
Inspection of the 3D terrain model, Figure 5.42, does indeed confirm that this area and 
the neighbourhood appear relatively flat. 
o . <} 
O~~i;;;;_~2~~3_iiiil4~......j5 Kilometers 
Figure 5.41 Classification of the landform 
Landform classification 
Fl at or gently sloping land 
o - 100m low hills 
100 - 250m hills 
250 - 350m high hills 
350 - 750m low mountains 
>750m high mountains 
Figure 5.42 3D terrain model showing the example area. Note: vertical exaggeration = 2.5 
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The landforms have been ranked in terms of wind turbine absoptance using the default 
values given in Table 5.6 to produce the scores shown in Figure 5.43. Once again this 
was a fairly rapid analysis taking only minutes to complete. 
Landform descriptor Rankil!9 
Flat, gently_ sloj)ing land 5 
Low hills 4 
Hills 3 
High hills 3 
Low mountains 5 
High mountains 5 
Table 5.6 Ranking of landform classifications 
o 
o 1 2 3 4 5 Kilom eters 
-----
Figure 5.43 Ranking of the landforms 
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Landform scores 
_1 
0 2 
0 3 
0 4 _5 
5.3.1.5 Assessment of enclosure 
The final landscape assessment to be carried out is that of enclosure. Predictably, the 
most confined landscapes follow the river valleys and the most exposed site is found 
on the top of a hill , as shown in Figure 5.44. 
Figure 5.44 Classification of the enclosure of the landscape 
Enclosure 
exposed 
open 
enclosed 
confined 
The enclosure classifications have been ranked using the default values shown below 
and the outcome is shown in Figure 5.45. 
Enclosure Exposed Open Enclosed Confined 
Ranking 5 4 2 1 
The enclosure analysis is relatively slow to complete taking approximately 12 hours for 
the area shown above. For each grid cell the process is undertaking many operations: 
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for example calculating over 2300 slope values. The result of the analysis for each grid 
cell is also kept in memory until the end of the calculation when all these individual 
values are combined to provide the overall output grid, which will slow down the 
processing . 
o 1 2 3 4 5 Kilom eters 
- -- - -
Figure 5.45 Ranking of the enclosure of the landscape 
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Figure 5.46 Combination of the designated land scores and the average of the landscape 
suitability scores and removal of noise exclusion zones for the 1 MW turbine 
5.3.1.6 Visual impact assessment using ZVI 
The visual impact of the three turbines is next calculated . The 220kW turbine si ts on a 
relatively tall tower having a hub height of 50m (comparable to the 1 MW turbine hub 
height), and so it will have a slightly greater impact than expected for its rated capacity. 
It does however have a relatively slim tower and only two blades which means that the 
worst case cross sectional area adjusted for the perception of movement is still 
considerably less than the 1MW turbine as shown in Table 5.7. 
220kW turbine 1MW turbine 2MW turbine 
Cross sectional area m 115 220 535 
Table 5.7 Comparison of turbine cross sectional areas with a 1.2 factor included for the 
perceived increase in size caused by the rotation of the blades. 
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Again the results for ZVI are as anticipated, with the lowest scores for each size of 
turbine found in exposed areas on the tops of hills and the high scores in the river 
valleys and the dips in terrain. The area in the south-east corner scores reasonably 
well. Considering this is a local hill it would be expected that the area is reasonably 
visible. However, there are substantial areas of woodland to the south and east of the 
hill Oust outside the study area boundary) that will have blocked some of the view thus 
reducing the visual impact of turbines located in this area. 
The scores for the 1 MW and 2MW turbines have been calculated using a value of 0 for 
the coefficient of extinction (fJ) i.e. no atmospheric scattering effects. As expected, the 
visual impact increases with an increase in the cross sectional area of the turbine. The 
scores for the 220kW turbine have been calculated using a value of 0.00018 for fJ used 
to consider the average weather conditions and pollution levels in this area . The 
scores reflect both the decrease in visibility and the decrease due to relative size. 
' . "7'V' scores for 220 kW turbine 
_ 1-Fairly 
inappropriate site 
4 
appropriate site 
o 2 3 4 5 Kilom eters 
-----
Figure 5.47 Outcome of the visual impact assessment for the 220kW turbine 
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Figure 5.48 Outcome of the visual impact assessment for the 1 MW turbine 
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Figure 5.49 Outcome of the visual impact assessment for the 2MW turbine 
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for 220kW turbine 
_ 1- 2 Fairly 
inappropriate site 
2 - 3 
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4 - 5 Highly 
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Planning scores 
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inappropriate site 
_2 -3 
D 3 -4 
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inappropriate site 
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advisory zones 
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for 1 turbine 
Figure 5.50 Combination of the landscape assessment scores, visual impact scores and 
designated land scores with removal of noise exclusion zones for the 220 kW turbine, 
with the planning advisory zones also shown in the lower f igure. 
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Figure 5.51 Combination of the landscape assessment scores, visual impact scores and 
designated land scores with removal of noise exclusion zones for the 1MW turbine, with 
the planning advisory zones also shown in the lower figure. 
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Figure 5.52 Combination of the landscape assessment scores, visual impact scores and 
designated land scores with removal of noise exclusion zones for the 2MW turbine, with 
the planning advisory zones also shown in the lower figure. 
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5.3.2 Combined technical and socio-economic, environmental and 
planning assessment 
Although the planning and technical assessments have been performed separately, it 
is possible to combine the results to see if there are any technically viable sites that are 
also suitable when planning constraints are considered for this case. The results for 
the 200kW and 1 MW turbines are shown in Figure 5.53 and Figure 5.54. It should be 
noted however, that the results obtained will not be identical to those obtained if the 
planning assessment had followed the technical assessment, as the noise analysis 
would be carried out for the specific number of turbines suitable for each individual sub-
area. 
In order to compare the individual sites, the technical scores obtained before the 
loadflow analysis have been combined with the planning scores using an equally 
weighted average. The areas that would not support any turbines following the load 
flow analysis have then been removed . These scores are shown in Figure 5.53 with 
the two locations available for the 1 MW turbines highlighted in pink due to their small 
size. As these areas look quite small in places a minimum physical size limit has also 
been imposed based on the number of turbines technically suitable for each individual 
sub-area. Figure 5.54 shows the number of turbines that would be possible to site in 
each sub-area once this limit has been applied and it can be seen that there are 69 
feasible locations for the 220kW turbines supporting between 1 and 3 turbines (from a 
possible 97 identified locations). In contrast, it can be seen that neither of the two 
possible sub-areas identified for the 1 MW turbines are physically large enough. 
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Figure 5.53 Combination of the technical and planning scores for the 220kW (upper) and 
1 MW (lower) turbines 
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Figure 5.54 The number of turbines that may be supported by each identified sub-area 
once physical size is considered for the 220kW (upper) and 1 MW (lower) turbines. 
308 
5.4 Analysis of implementation 
The overall assessment proceeded without difficulties, but does require a lot of user 
interaction. It is felt that without this user interaction , the tool would be too prescriptive 
and would not allow for variations in opinions based on expert, local knowledge. User 
interaction also allows the tool to make use of input data files in a wide variety of 
formats . This aspect will be of key importance if the tool were to be commercialised. 
Some of the analyses are very time consuming, which is more of an annoyance than a 
major problem. There are a number of reasons for this : 
• the software is running on a PC with a 1.2GHz AMD processor with 512 MB of 
RAM. It is envisaged that some time saving could be achieved with an increase 
in processor speed and RAM. A faster hardware platform such as UNIX is also 
likely to improve the performance, but may reduce the overall marketability of 
the tool ; 
• the GIS software used is limited in its capability to handle very large data sets, 
and manipulate these efficiently and quickly. Had the methodology been 
implemented in the Arclnfo environment, for example, the timings of many of 
the operations would be improved. For example, a buffering process on a 4414 
line shapefile takes 273 seconds in ArcView and 58 seconds in Arclnfo when 
the file is converted to a topologically correct coverage. As discussed in section 
4.1 ArcView was chosen to provide a tool compatible with those already used 
by Shropshire County Council who have provided valuable data and time to this 
work; 
• inefficient programming. There is likely to be some inefficiently written code -
the author has learnt to program 'on the job' and does not come from a 
professional programming background. The tasks have been tackled in a 
logical step-wise manner. This may not always be the most time saving 
approach when programming in an object-oriented environment. Nevertheless, 
wherever possible attempts have been made to organise the software and 
processing sequences to minimise run time. 
The slow running ZVI analysis raises additional questions. In particular how much 
value does the inclusion of obstacles add to the ZVI? Recall that by including building 
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information, it was necessary to resample the terrain model to a resolution of 10m. 
This results in some routines'" being performed on up to 4000000 cells for each turbine 
location. Removing the buildings from the obstacle theme and using only the woodland 
obstacles created from the 25m resolution land cover data would reduce the number of 
such operations to up to 640000. This should reduce processing time to a sixth of the 
present value. Moreover, the fact that the final ZVI scores obtained are grouped into 5 
classes, makes it likely that the high resolution information will be lost in any case. 
The various landscape assessment results have been represented using quantised , 
category based, raster output. For example, with the enclosure scoring, the point at 
the centre of a 200m grid cell is used to provide the value for the whole of this cell. An 
alternative that may prove more suitable would be to use these spot values to 
interpolate a surface to represent these results . This could be applied to the enclosure 
and diversity analyses since they change continuously rather than step-wise. 
Looking at the output of the diversity analysis, the results do suggest a slightly greater 
diversity of landscape than expected, since this area is described as pleasant rolling 
countryside predominantly made up of woodland and farmland . The land cover 
classes of the ITE dataset have been chosen to represent distinct ecological classes. 
In terms of landscape aesthetic elements, these classes may not be the optimal 
representation as they are perhaps a little too specific. It is recommended that the 
effect of generalisation of the land cover data be investigated through aggregating 
similar land coverages or uses. An aggregation technique work further investigation is 
the 17 class representation suggested by the Institute for Terrestrial Ecology (now the 
Centre for Ecology and Hydrology) (ITE Monks Wood 1990). 
20 calculation of the Euclidian distances, calculation of the probabilities of impact and the 
viewshed analYSis 
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Alternatively, the generalisation could be represented by the following class 
descriptions: 
Inland Water features Sea and Estuary Coastiand 
Heath land Saltrnarsh Bog and marsh land 
Moorland 
Woodland 
Agricultural land (cropped) Agricultural land (grazed) 
Urban 
It is expected that both of these approaches will reduce the diversity indexes. 
Initially, it was thought that the user would be presented with only the final combined 
technical and planning scores. In practice, the output from the individual analyses that 
produce a ranked output are also made available to the user. There are a number of 
reasons for this. Some of the ranked outputs conflict with each other and when 
combined with equal weight, have the effect of concealing important factors. For 
example if the ranking of the enclosure of the landscape is based on Stanton's 
guidelines, and the visual impact ranks areas with large visual impact as bad then a 
good site in terms of landscape enclosure (exposed) will be a bad site in terms of 
extent of impact. 
The choices the user makes in terms of ranking the various outcomes are a key 
element affecting the suitability of an area to wind development. In the context of the 
landscape constraints, they must be made with consideration of the scale of the 
development. In the example used a single turbine has been considered and it could 
be argued that the default values used in the assessment of enclosure are not 
appropriate for this scale. A single turbine may not be viewed quite as negatively in an 
enclosed or confined landscape as the example portrays. The decisions made by the 
user will vary with size and scale of development, they will differ depending on 
whereabouts in the country the user is and unfortunately they will probably depend on 
the political persuasion. By giving the user control of the output these factors can all be 
handled to some degree by the tool and different scenarios can be examined. 
In the example presented the technical factors having the greatest affect on the overall 
outcome are the set-back constraints and the electrical connection constraints. The set 
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back constraints remove large portions of land as there are numerous rivers, roads, 
footpaths and overhead lines. The electrical connection constraint probably the most 
interesting as it is the factor that really makes or breaks a sub-area's suitability, this is 
especially so with the larger rated power turbines. In the analysis of the 1 MW turbine, 
855 prospective sites were whittled down to just 10 that could support embedded 
turbines without any grid reinforcement using only the technical considerations. When 
planning considerations were applied no areas were suitable using the default ranking 
suggestions where available and quite restrictive rankings on the designated land (of 
which there is a large percentage in the study area) 
Of the environmental constraints the noise constraint has proved to be the most 
restrictive removing between 74% and 92% of the land in just one process (depending 
on the size of turbine). There is a lot of dispersed housing in the semi-rural area 
assessed with many isolated farm buildings. However, the amount of land excluded in 
this analysis may be rather too great since: 
• the data describing the 'noise sensitive' buildings has been created from OS 
landline data that does not discriminate between the types of buildings. 
Therefore the exclusion buffers will be applied to industrial and commercial 
buildings, uninhabited buildings, glasshouses, cooling towers and large tanks 
as well as houses; 
• the constraint does not consider the possibility that the owner of the noise 
sensitive property may have a connection to the development (probably 
financial), a factor which has been shown to increase the tolerance to noise; 
• the constraint does not consider the effects of noise absorption either from 
atmospheric conditions, ground absorption or though the presence of solid 
barriers 
The first factor listed will have the greatest effect, but is the most readily dealt with 
since only the input data needs to be improved. This could be partially achieved using 
the Landline data with intricate selection processes using associated annotation and 
point features. However it will be most easily achieved using the OS Mastermap data 
referred to earlier. 
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Inspecting Figure 5.53and Figure 5.54 it is seen that there are very few sub areas 
within this example area for which both technical and environmental constraints are 
satisfied. With the 1 MW turbine there are 2 places where sub-areas from each 
analysis slightly overlap and 97 places for the 220kW. Unfortunately the 2 areas 
identified for the 1 MW turbines are not physically large enough (to be able to comply 
with the safety setback constraints), however 69 of the sub-areas identified for the 
220kW turbines are suitably large. 
Despite some of the limitations highlighted above, the example has shown that the tool 
created can assess a great number of constraints in a repeatable, understandable and 
acceptably accurate manner. It can be used to assess different scenarios, such as the 
effect of changing the wind turbine type and size and changing the rule base values 
(e.g. the distances used up and downwind of obstacles for turbulence effects). It can 
even be used to a degree to examine people's perception of landscapes able to accept 
wind turbines without excessive intrusion. 
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6 Conclusions 
6.1 Research aims and objectives 
The objectives of the thesis were to produce a methodology for the siting of small-
scale. embedded wind generators, and implement this within a commercial software 
package designed to use existing data sets. The resulting siting tool can be used by 
developers to identify promising sites, and by planners to assess the total wind 
potential of selected areas subject to locally relevant constraints. 
A thorough review of the constraints appropriate to wind energy development has been 
drawn on in the design of suitable algorithms covering the main technical, economic, 
environmental, social and planning factors. The implementation of these algorithms in 
a GIS has been described in detail. The final result is a sophisticated, operational 
siting and regional appraisal tool that can be run on a desktop PC. 
Constraints considered important to the process of site selection include: 
Suitable wind resource 
Suitability of electricity grid infrastructure 
Construction issues (including) 
Site access 
Suitability of bearing ground 
Telecommunications Issues (in terms of) 
Electromagnetic Interference (EMI) 
Safety 
Economic feasibility 
Availability of suitable land without 
physical restrictions 
Institutional Issues (in terms of) 
Designated areas 
Land use regulations 
Archaeological! historic preservation 
Environmental Impact (in terms of) 
Visual and Landscape assessment 
Noise 
Shadow Flicker 
Impact on existing land use 
Impact on flora and fauna (though this 
could be considered in the designations) 
The factors highlighted in italics have not been explicitly dealt with in this thesis, but 
could be included in future versions of the tool. Costs are associated with many of the 
factors considered in the analysis; for example suitability for civil engineering works, is 
assessed in terms of the ranking of geologies according to the costs involved with any 
314 
remediation measures required. Costs associated with grid reinforcement are 
considered by avoiding sites that would require such measures. Although no explicit 
economic analysis is included in the tool, suitable information is available to make an 
assessment of relative project costs. A full economic analysis could be developed for 
future versions of the tool, but this would make substantial demands on the user to 
obtain accurate cost data. 
The literature review highlighted the wide range of approaches taken by researchers 
both to describe and to assess the differing constraints. The suitability of wind 
resource was variously described using minimum elevation, lowest acceptable annual 
average wind speed and lowest acceptable wind class for example. In addition, no 
consensus for the lowest acceptable annual average wind speed exists with lower 
limits set at 4.5, 5, 6, 7 and 7.5m/s, some defined at the same height, some defined 
with regard to the turbine hub-height, some at heights not specified and some defined 
as the value which would produce a target levelised electricity cost for a particular 
turbine. 
The tool resulting from the research undertaken for the thesis has consolidated a 
number of the approaches described in the literature, and has defined the constraints 
to development as far as possible in a scientific or technical manner. Where possible, 
algorithms have been written so as to be applicable to a wide range of situations. 
Some of these are location specific, but can be adapted to different locations through 
parameter selection. For example, when assessing the wind resource using the 
levelised electricity cost, rankings could be altered to take account of the relevant 
energy policies. 
The way in which the methodology is implemented in the tool reflects location specific 
constraints. For example, distances used to define set backs from roads and paths etc 
are presented to the user based on turbine height, but the user has the option to 
change these values to reflect local policy. With landscape assessment, the GIS 
provides a way to assess objective descriptions such as landform and diversity, 
however the valuation of these class descriptions in the context of wind turbine 
acceptability is subjective and must allow the user to reflect their own perceptions or 
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prejudices. This is important since there is no real agreement as to which landscapes 
can most readily absorb wind turbines, reflected in the conflicting positions adopted by 
Stanton and Stevenson (Stevenson and Griffiths 1994; Stanton 1996). 
To date, the context of site identification studies undertaken has been to estimate 
regional or national resource. In many instances these assessments have only 
considered the most easily defined technical constraints. There are numerous 
deficiencies in such coarse assessments, the main being that they exclude many areas 
that would be suitable for smaller scale developments. Spatial resolution of the wind 
resource is crucial; a kilometre resolution may well hide local sites with considerably 
higher mean wind speeds, well suited to small turbines or small clusters. With this tool, 
the user will be able to assess the wind resource at appropriate resolutions, limited only 
by time available to carry out the assessment since too fine a resolution may require 
excessive processing time. Likewise, there is little point in undertaking calculations at 
a finer resolution than the input data. If the size of the area required for a particular 
turbine is in the region of 150m x 150m, then it is important that the various constraints 
to development are assessed at a similar scale. Such an intricate analysis requires 
sophisticated algorithms and input data of an appropriate scale and accuracy. A 
couple of the siting studies described have used wind resource assessments carried 
out at a kilometre resolution, but inconsistently other constraints have been 
implemented at a much higher resolution e.g. creating buffers less than 100m around 
houses and roads (Mahony 1993; Baban and Parry 2001). 
Finer resolutions require an increase in both the amount and intricacy of data required. 
Existing data sets were used where possible but this has proved to have both 
advantages and disadvantages. If appropriately sourced, digital data allows the user to 
have confidence in the accuracy. It can also reduce the time and effort required in 
compiling the data, for example by eliminating the need to digitise data. However this 
is not always the case and numerous problems were encountered when transferring 
electrical grid data from one GIS to another (from both EME and Aquila Networks). A 
strong case can be made for the standardisation of electrical network data, a theme 
echoed by the Embedded Generation Working Group (Porter and Jones 2000). 
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Use of existing digital data is not always the most appropriate option; data has to be fit 
for purpose. For example, for very large areas, use of the land cover data to create the 
roughness map for WASP is not satisfactory. Maps produced in this way will have in 
excess of 300000 points and the areas will need to be split up many times to achieve 
workable files. 
The presented tool offers distinct improvements over existing GIS based site selection 
approaches and implements techniques not previously applied, in particular: 
• Load flow analysis has been used to assess the impact of wind turbine 
connection to the low voltage distribution system. Analyses at this level have 
not been undertaken in other site selection tools. In this case, the load flow 
software can run automatically from the GIS; 
• Turbulence caused by obstacles is considered using information from the wind 
resource assessment to develop upwind and downwind buffers; 
• The shapes of the resulting areas are considered by using a shape index based 
on geometric properties of the area; 
• The impact of wind turbines on telecommunication systems received little 
attention in earlier siting studies, whereas the algorithms implemented in the 
tool provide a sophisticated approach to EMI assessment; 
• Landscape assessment has been approached in a novel and timely manner 
setting the scene for further debate. As discussed earlier, the GIS provides a 
means to create objective descriptions of the landscape based on established 
characterisation of terrain and land use or land cover. It is left to the user to 
decide how this affects the overall acceptability of a particular turbine 
development within the landscape in question. The view among planners at 
present is that one shouldn't ascribe values to a landscape which judge one as 
better than another. Instead landscapes should be described in terms of 
relevant characteristics, which may then be used to provide guidance for 
development. This tool has made a positive contribution to this important and 
difficult subject. 
• Visual impact is quantified automatically as part of the site selection process, a 
truly novel approach. This has been accomplished using the zone of visual 
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influence (lVI) generated by the turbine. The lVI created at a particular point is 
compared to the lVI generated by a large commercial turbine sited on 
completely flat terrain. The analysis of the lVI in this study includes the effect 
of obstacles and implements recent proposals for incorporating the effects of 
distance and atmospheric conditions. 
6.2 Development of a commercial tool from the methodology 
The tool developed to apply the methodology to an example area is at the prototype 
level. A commercial GIS (ArcView from ESRI) has been used to provide the shell of 
the system and the constraints identified in Chapter 3 have been operationalised using 
the scripting language Avenue. Over 100 scripts have been written to automate the 
site identification process. These scripts carry out numerous additional functions that 
include 
• automation of data input - graphical user interfaces(GUls) have been 
developed to prompt the user for the location of data, examples of which 
are shown in section 8.1 
• interrogation of data input files - to enable generic data file types to be 
used, input files are interrogated and the data fields found presented to 
the user in a GUI so that pertinent information is identified 
• presentation of the output to the user in an understandable fashion 
• allowing the user to control the analyses through the input of certain 
values and rankings 
A large pullout flow diagram is shown in Figure 8.1 that shows the procedures carried 
out in each script and their complicated interactions. 
There are a number of modifications that need to be carried out to enable the tool to be 
commercially developed. These include breaking the scripts up into smaller routines, 
enhancing the error handling routines and creating a suitable graphical user interface 
that will allow the constraints to be considered separately. 
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6.2.1 Creation of smaller 'routines' 
For commercial software to be produced from the prototype the large unwieldy scripts 
should be broken down further into smaller chunks that can be called up from the main 
constraint/process script. This will make it easier to update the software in the future, 
potentially make it easier to bug fix and importantly will also help to reduce duplication 
in the scripts. An easy example to demonstrate this is the egg timer message box that 
lets the user know that a particular process may take a while to complete. It appears in 
some 11 scripts, each time rewritten with a particular message or image. Ideally there 
should be a small stand-alone script called 'egg timer dialog box' with arguments 
'message' and 'image' that would be run each time it was required with the associated 
message or image simply added as the arguments (in Avenue these are not really 
arguments but are subjects of an action, as it is an object oriented programming 
language, however the function argument language is used as it is more widely 
recognised and is similar in meaning.) 
6.2.2 Error handling 
The scripts written incorporate a number of error handling processes however there are 
not enough of these for a commercialised tool and this would have to be considered 
more thoroughly. 
6.2.3 Modularisation of the processes 
The tool has been written to assess a site technically, or for socio-economic, 
environmental and planning considerations or looking at a combination. A 'run' will 
consider, in order, each of the various constraints that make up either the technical 
analysis, the planning analysis or all of them. It has been carried out in this way to 
make sure that the more processor hungry routines are only carried out on smaller sub-
areas within anyone study area as described in section 4.3. When creating a 
commercial tool, it may be beneficial to the user to be able to run each of the 
constraints separately. This could be fairly readily achieved with the prototype tool 
created for this thesis as each of the constraints have been coded up in separate 
modules as can be seen in Table 8.1, listing all the scripts written. For example there 
are 19 scripts associated with operationalising the wind resource constraints that can 
be broken down further into 2 control type scripts, 9 associated with creating a 
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roughness map, 6 for creating a contour map and 2 for carrying out the WAsP 
assessment. 
6.2.4 Improvement of the Graphical User Interface (GUI) 
To be able to carry out the refinements suggested in section 6.2.3 it is necessary to 
substantially improve the GUI. At present the routines are run within an ordinary 
ArcView session that has all the system default settings. The user is presented with 
tools, buttons and menu items that are not required for carrying out the wind turbine 
site selection process. Ideally the whole tool (processes and GUI's) should be 
developed into an independent application that would not require the user to have 
ArcView installed on their PC. This would require considerable resources to implement 
that are not available to the author at present. An achievable solution for the author to 
implement is to create a customised ArcView project or an ArcView extension. A 
customised project would have only the tools, buttons and menu bars that would be 
required to carry out the site selection. An example of a possible customised project is 
shown in Figure 6.1. Note that if the user wishes to assess the outcome of only one of 
the constraints, then the user would have to specify whether this should be carried out 
over the whole area, or over a previously created set of sub-areas. 
320 
CMI Engineering 
Slopes 
EMI 
Solely 
Wind resource 
Turbulence 
Grid integll1tion 
- - --- - --------- ---- -
Plennlng Anolysis GIS \ools ~ndow Jjelp 
When reody. 
pleose seieC1l'lreo 01 in\e"~$\ 
double-did<.inglhe lost pomt 
Figure 6.1 A graphical user interface from an example customised project 
At this level of customisation though, the scripts required to run the analyses are 
theoretically available to user, so the project is not entirely secure. To overcome this, 
scripts may be encrypted so that they cannot be viewed or edited as a readable text 
file, though it has been shown that the encryption methods used in ArcView are not that 
infallible. 
As an alternative to a customised project, an ArcView extension can be created . This 
is something that can be loaded up into ArcView to extend its functionality, it makes it 
easy to share customisations and is a widely used method for smaller companies to 
sell customisations. 
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6.3 Areas of fruitful future research 
Research in this thesis has covered considerable territory so it is not surprising that a 
number of areas deserving of further research have been identified. 
" The analysis of grid connection could be extended to consider the impact from 
turbines at multiple sites. This is not a simple task and will also have 
implications for related areas of work - for example the visual impact can no 
longer be restricted to a single development and the issue of cumulative impact 
will need to be addressed. 
". Grid reinforcement options could be considered in the site selection tool, though 
this will be most appropriate for larger developments where the high costs 
involved may be offset. 
" The landscape assessment presented here has provided a good starting point 
for future work and indeed has already received interest from a range of parties, 
including academics, planners, environmental lawyers and developers. It is a 
timely subject and one that deserves more attention. The visual impact of wind 
power development in the context of the existing landscape is a large area of 
concern in the planning process, being the basis of many recent planning 
refusals. 
• The work carried out here has demonstrated that assessment of objective 
landscape characteristics can be implemented within a GIS framework. It has 
pulled together work from a number of different fields. Important work on 
human perception and cognition of visual landscape using GIS modelling to 
interpret some of the more subjective criteria such as 'mystery' and 'drama' has 
been sourced and requires further attention in the context of wind development. 
• The evaluation of cumulative impact has not been included in the visual impact 
assessment, simply because of the lack of an agreed methodology. A GIS can 
certainly be used to assess multi-site visibility, it can also assess over what 
horizontal extent developments would be visible, but guidance as to what is 
deemed acceptable is problematic. Progress in this area needs to be made 
before this obviously important procedure can be included in the site selection 
process. 
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• Several of the factors affecting wind development that are not simply 'yes/no' 
constraints have been ranked using a score of 1-5. These have been combined 
to assess the overall technical or planning performance of a site with equally 
weighted averages. The effect of using more sophisticated multi criteria 
analyses should be explored as outlined in Sansevic and Radbadan (1996). 
• Finally, the tool runs very well as a prototype, but would be improved 
considerably if the separate analyses could also be run as stand alone 
modules. The various assessments are currently coded up in separate 
modules, however they automatically run on from each other using output from 
one as input to the next. Although this makes running a technical, planning or 
complete assessment relatively simple, exploring different scenarios requires 
the whole assessment to be re-run. Restructuring the tool in this manner would 
also make it more flexible so that the order of the analyses could better reflect 
the characteristics area or detail of the available data. 
6.4 In conclusion 
This research work should prove important for two main reasons. First, a sophisticated 
methodology to identify sites for small wind projects has been developed and 
demonstrated; these smaller-scale wind developments will be of increasing importance 
as the locations for large wind farms are progressively used up. Second, pressure on 
local authorities to identify suitable sites for wind development is currently intense and 
this tool provides a valuable aid to local resource identification with due regard to 
sensitive planning considerations. 
Finally, if the reader now requires a little light relief the author recommends McNoleg 
(1996) as a worthy application of GIS! 
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8 Appendices 
8.1 Appendix A: Scripts written and their interaction 
wind_complete_initiaL dialog 
wind_complete_next_dialog 
wind_complete _planning_control_ dialog 
wind_complete_technical_control_dialog 
wind _planning_advisoryzone 
wind_plannin9_blanketscore 
wind_plannin9_designation_results 
wind_planning_individualscore 
wind_planning_initiaL dialog 
wind_planning_localdesignationJnitiaLdialog 
wind_planning_localdesignationJb,-ok 
wind_planning_nationaldesignation_initiaLdialog 
wind_planning_nationaldesignationJbt_ok 
windylanning_next_dialog 
wind_planning_noisecompJbt_ok 
wind_planning_noiseonly-Ibt_ok 
wind_planning_noise _initiaL dialog 
wind_planning_visuaL diversity JnitiaLdialog 
wind ylanning_ visual_diversity Jbt_ ok 
windylanning_visuaLdiversity_scoreJbt_ok 
wind ylanning_ visuaL enclosure JnitiaL dialog 
windylanning_visuaLenclosureJb,-ok 
windylanning_visuaUnitiaLdialog 
windylanning_visualJandformJnitiaLdialog 
windylanning_visuaIJandformJbt_ok 
windylanning_ visuaLzvUnitiaLdialog 
windylanning_ visuaL zvLlb'-ok 
windylanning_visuaLzvLobstacles 
wind_selectarea_initiaLdialog 
wind_selectarea_nextJbt 
wind_selectarea_tool 
wind_startup_explanation_dialog 
wind_startup_explanationJbt_ok_update 
wind_startup_updatescript 
wind_tech_aspect&slopeJnitiaLdialog 
wind_tech_emLinitiaLdialog 
wind_tech_emUigorousanalysis 
wind_tech_emUofthumbanalysis 
wind_techJnitiaLdialog 
wind_techJoadflow_analysis 
wind_tech_next_dialog 
wind_tech setback_aerodrome 
wind_tech_turbulenceJnitiaLdialog 
wind_tech_turbulenceJbt_ok 
wind_tech_updatepylonatlributes 
wind_tech_wasp_closewindow 
wind _tech_wasp _contour _ combo _select 
wind_tech_wasp_contouUbt_ok 
wind_tech_wasp_contour_mapfileconverter 
wind_tech_wasp_contour_modal_cancel 
wind_tech_wasp_contour_shapefileconverter 
wind_tech_wasp_contour_updateexplanationline 
wind_tech_wasp_controLdialog 
wind_tech_wasp_createwindgridwithaspect 
wind_ tech_wasp _rough_ combo _select 
wind_tech_wasp_rough_eOOconverter 
wind_tech_wasp_rough_lbt_ok 
wind_tech_wasp_roughJineconverter 
wind_tech_wasp_rough_mapfileconverter 
wind_tech_wasp_rough_modaLcancel 
wind_tech_wasp_rough_modaLok 
wind_tech_waspJoughyolyconverter 
wind_tech_wasPJough_updateexplanationline 
wind_ tech_ wasp _runwasp 
wind_turbine_addnew 
wind_turbine_combo_select 
wind_turbine JnitiaL dialog 
wind_turbineJbt_add 
wind_turbineJbt_new 
wind_turbineJbt_ok 
wind_turbine_updatebladelength 
wind_turbine_updateblade_fDot_chord 
wind_turbine_updateblade_tip_chord 
wind_turbine _ updatecut-in_ speed 
wind_turbine_updatecut_ou,-speed 
wind_turbine_updatefilename2 
wind_turbine _ updategenerator _type 
wind_turbine_updatehub_height 
wind_turbine_updatelistbox 
wind_turbine_updatemachine 
wind_turbine_updatenominal_speed 
wind_turbine_updateno_oCblades 
wind_turbine_updaterated_power 
wind turbine updaterotor diameter 
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wind_tech_setback-,nitiaLdialog 
wind_tech_setback-'bt_ok 
wind_tech_setbackyylonattributes 
wind_tech_suitableland-,nitiaLdialog 
wind_tech_suitableland-'bt_ok 
wind_wasp _ closewindow 
wind_wasp_contourscript_combo_select 
wind_wasp_contouUbCok 
wind_wasp _contour _mapfileconverter 
wind_ wasp_contour _modaL cancel 
wind_wasp_contour_shapefileconverter 
wind_wasp_contour_updateexplanationline 
wind_wasp_controLdialog 
wind_wasp _ createwindgrid 
wind_wasp_initiaLdialog 
wind_wasp _next_ dialog 
wind_turbine_updaterotor_speed 
wind_turbine_updatespla 
wind_turbine_updateswept_area 
wind_turbine_updatetower_base_diame 
wind_turbine_updatetower_top_diamet 
wind_wasp_rough_combo_select 
wind_wasp_rough_eOOconverter 
wind_wasp_rough-'bt_ok 
wind_wasp Jough _Iineconverter 
wind_wasp_rough_mapfileconverter 
wind_wasp_rough_modaLcancel 
wind_wasp_rough_modaLok 
wind_wasp_roughyolyconverter 
wind_wasp_rough_updateexplanationline 
wind_wasp_runwasp 
clear_analysisenvironment 
wind_cancel 
Table 8.1 List of scripts written for the application of the methodology to an example area 
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Figure 8.1 Process flow chart showing the implementation of the methodology. a 
breakdown of the scripts written and their complicated interactions 
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8.2 Appendix B: Sample scripts 
8.2.1 Assessment of suitable land 
'INITIAL INFO BOX TO REMIND USER OF DATA REQUIREMENT 
Msgbox.report(1I1. General Land Suitabilityll 
+NL+NL+ II Initally, land will be removed which is deemed generally unsuitable 
due to the landcover or landuse. You will need to load landuse/landcQver 
datal!, "General landuse/landcover suitability") 
'GET AREA OF STUDY 
origareaftab = self.get(O} 
theview = av. finddoc (IIResults view ll ) 
.########################################################################### 
'ASK USER FOR LANDCOVER THEME 
while (true) 
thethemelist = SourceDialog.Showclass (IIPlease select landcover theme (grid 
or polygon) IT, grid) 
if (thethemelist.count ~ 1) then 
return nil 
end 
thesrc = thethemelist.get(O} 
theTheme=Theme.Make(thesrc) 
theclass = thetheme.getclass.getclassname 
If « (theclass = I1Ftheme"» or {theclass 
( (thesrc. getfilename .getextension = 11 It) . not) ) 
break 
end 
"Gtheme ll » then 'and 
MsgBox.Warning (nThe selected theme is neither a grid theme or a feature 
theme" +nl+ "Please select again!!, 1111) 
end 
'########################################################################### 
'EGG TIMER DIALOG 
aRect = Rect.Make( O@O,300@lOO} 
landusewait= Dialog.MakeSized (true, true, true, false, aRect) 
AVUpperLeft = av.ReturnOrigin 
AVCenter = avUpperLeft + (av.ReturnExtent / (2@2)) 
halfDialogwidthHeight = landusewait.ReturnExtent.ReturnSize / (2@2) 
MovePoint = AVCenter - ~alfDialogWidthHeight 
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landusewait.MoveTo(MovePoint.GetX, MovePoint.Gety) 
landusewait.SetTitle (11 
acontrolpanel = landusewait.getcontrolpanel 
theinfo = textlabel.make 
" .working rl ) 
theinfo.SetLabel("Interogating land use file."+nl+nl+ "This may take a little 
time ll +nl+ "if the file is large!!!) 
anewGraphicControl =aControlPanel.Add{theinfo, Rect.Make(100@40, lBO@50» 
'atextlabel.SetTag (IIStartup.txt_label11) 
anI con = Icon.make(n$AVHOME/tools/bitmaps/timer.gif".AsFileName} 
anIcon.SetSize (75, 100) 
anlconbox = Iconbox.make 
anlconbox.setlcon(anlcon) 
anewGraphicControl =aControlPanel.Add(aniconbox f Rect.Make(10@5 , 75@100» 
av.GetProject.AddDialog{landusewait) 
landusewait.Open 
System. RefreshWindows 
'########################################################################### 
'CHECK TYPE OF THEME INPUT 
'OPTION 1 - GRID 
If (theclass = "Gtheme") then 
'srcname is not correct so remake theme 
thesrc = thethemelist.get{O) 
theSrcName = Grid.MakeSrcName(thesrc.getfilename.getfullname.asstring) 
theGrid = Grid.Make(theSrcName) 
ae = theView. GetExtension (AnalysisEnvironment) 
ae.Activate 
aeext = thegrid.getextent 
thecellsize = thegrid.GetCellSize 
_cellsize = thecellsize 'for use later 
ae.SetExtent{#ANALYSISENV_VALUE, aeExt) 
ae.SetCellSize{#ANALYSISENV_VALUE, thecellsize) 
grid.SetAnalysisCellSize { #GRID_ENVTYPE_VALUE, theCellSize 
grid.SetAnalysisExtent ( #GRID_ENVTYPE_VALUE , aeext ) 
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r----------------------------------------------------------------------------------------------I 
I Activate the settings for the analysis environment as returned 
1 by the above lines of code. 
ae.Activate 
extract area of interest from landcover data 
areagrid = thegrid.extractbypolygon(_thearea, Prj.MakeNull, false} 
areaGrid. SaveDataSet (FileName .Make {'I $HOME"} . MakeTrnp ("exlcQv", It 11) ) 
areaGrid.BuildVAT 
polyftab = areaGrid.GetVTab 
'OPTION 2 FEATURE THEME 
Elseif (theclass = "Ftheme") then 
(thetheme.getftab) .SeleetByPolygon (_thearea.aspolygon, #VTAB_SELTYPE_NEW) 
aFilename=lI$HOME II ,asfilename.MakeTmp (Ulcovsl" I Irshp/I) 
aName = afilename.getfullname 
polyftab = thetheme.getftab.Export ( aFileName, Shape, TRUE) 
End \if gtheme or ftheme 
'########################################################################### 
Script. The. SetNumberFormat {lid"} 
TheFtab = polyFtab 
shapeField = theFtab.FindField(IIShape ll ) 
IDField = theFtao.FindField("ID") 
fieldlist2 = theftao.getfields 
'########################################################################### 
'ASK USER TO SELECT THE LAND COVER DESCRIPTOR 
lCField = msgbox.listasstring(fieldlist2, "Select the field that contains the 
land use descriptor, this may be in either numeric or text format 11, "Select 
land use indicator If ) 
'SUMMARIZE THE FTAB SO THAT EACH DESCRIPTOR APPEARS ONLY ONCE 
sumFN = ({"$HOMEII.asfilename.getfullname) .asstring+"\lcslsum lf ) .asFileName 
sumftab2 = theftab.summarize(sumFN, dBase, lcfield, (Fuller 1995), 
{#VTAB_SUMMARY_FIRST}) 
diet list = {} 
for each arec in sumftab2 
dictlist.add(sumftab2.returnvalue(sumftab2.getfields.get(O), arec» 
end 
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I 
-------------------- -------------------------
'########################################################################### 
'CREATE THE LAND COVER SUITABILITY DICTIONARY WITH USER INPUT 
aDialogDoc = Dialog.Make (true, true, true, true, false) 
adialogdoc.setmodalresult(NIL) 
AVUpperLeft = av.ReturnOrigin 
Avcenter = avUpperLeft + (av.ReturnExtent / {2@2}} 
halfDialogWidthHeight = adialogdoc.ReturnExtent.ReturnSize / (2@2) 
MovePoint = AVCenter - halfDialogWidthHeight 
adialogdoc.MoveTo(MovePoint.GetX, MovePoint.GetY) 
aDialogdoc.settitle{" Suitable Land Types\!) 
aContrclPanel = aDialogDoc.GetControlPanel 
atextlabel= textlabel.Make 
aTextLabel.SetLabel {·!Please enter scores ranging from 0 {impossible} to 5 
(most suitable)lI+NL+ "for the suitability of certain landcovers for civil 
engineering works"+NL+ "and general factors then click OK!!) 
anewGraphicControl =aControlPanel.Add(atextlabel, Rect.Make(15@10, 400@100» 
aLabelButton=labelbutton.make 
aLabelButton. SetClick ( l1 wind. tech. sui tableland.lbt_OK") 
,alabelButton.Settag(dictlist.count.asstring) 
alabelbutton. setlabel ("OK!! J 
anewGraphicControl = aControlPanel.Add(alabelbutton, Rect.Make(425@lS, 63@20)) 
anewGraphicControl. SetName (" 8uitland .1bt_OK!!) 
pointer = 55 
multiplier = 25 
counter = dictlist.count 
count = pointer + ((counter*multiplier)/2) 
adialogdoc.Resize (500, count + 55) 
For each avalue in dictlist 
atextline = textline.Make 
atextline.setLabel(avalue.asstring} 
aTextLine.SetText (O.asstring) 
if (count>pointer) then 
anewGraphicControl = aControlPanel.Add(atextline, Rect.Make(15@count, 
180@8S) ) 
else 
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anewGraphicControl = aControlPanel.Add(atextline, 
Rect.Make{ZSS@{count+{{multiplier*counter)/2)), lSO@SS)) 
end 
count = count-multiplier 
atextline.setLabelSize(150) 
end 
aDialogDoc. SetName (nMyDialog2 n) 
av.GetProject.AddDialog(aDialogDoc) 
aDialogDoc.Open 
Mresult = adialogdoc.getmodalresult 
System. RefreshWindows 
If (Mresult = nil) then 
landusewait.close 
return nil 
end 
'############################################################################# 
'CARRY OUT THE RECLASSIFICATION 
'OPTION 1 - GRID 
If (theclass = nGtheme") then 
TheClassList = {} 'this must be numbers for grid 
for each akey in Mresult.ReturnKeys 
if (Mresult.get(akey)<>"on) then 
theNewClass = Classification.Make«akey.asnumber } 1 (akey.asnumber ) 
theNewClass.SetLabel(mresult.get(akey)) 
theclasslist.add(thenewclass) 
elseif (Mresult.get(akey)="0") then 
theNewClass = Classification.Make«akey.asnumber), (akey.asnumber » 
theNewClass. Set Label (l'NO Data ll) 
theclasslist.add(thenewclass) 
end 
end 
theresul tgrid = areaGrid. ReclassByClassList {lI value lI, theClassList, true) 
theresultgrid. savedataset (FileName .Make (n$HOMEn) . MakeTmp ("relcov", 11 ") ) 
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'IMPLEMENT THE NEXT PART IF GRAPHICAL OUTPUT IS REQUIRED 
suitfilename = FileName .Make (U$HOME U ) • MakeTmp ("suit", lIshp") 
polyFtab = theresultGrid.AsPolygonFTab (suitfilenarne,false,Prj.MakeNull 
shapefield = polyftab. findfield (IIShape") 
thepolyresulttheme = Ftheme.make(polyftab) 
apolygon = thepolyresulttheme.returnextent 
theresulttheme = gtheme.make(theresultgrid) 
theView.AddTheme(theresulttheme) 
theresulttheme. setname ("suitable land themel l1 ) 
create a legend for theme 
theLegend = theresultTheme.GetLegend 
theLegend. Interval (theresultTheme, lcfield.getname / 6) 
theSymbolList theLegend.GetSymbols 
theNullSymbol theSymbolList.Get(theSymbolList.count - 1) 
theSymbolList.Remove(theSymbolList.Count - 1) 
theSymbolList.RampColors(color.getblue,Color.Getred) 
theSymbolList.Add(theNullSymbol) 
theresultTheme.SetVisible (true) 
theresulttheme. setname ("Suitability") 
theresultTheme.UpdateLegend 
landusewait,close 
return({theresultgrid, apolygon, theresultgrid,getclass,getclassname}) 
'OPTION 2 - FEATURE THEME 
Elseif (theclass = IlFtheme ll ) then 
TheClassList = {} 
for each akey in Mresult,ReturnKeys 
theNewClass = Classification,Make«(Mresult,Get(akey» ,asnumber, (akey» 
theNewClass.SetLabel(Mresult.Get(akey)) 
theclasslist,add(thenewclass) 
End 
aFilename=Il$HOME" ,asfilename,MakeTmp (1l1covsl ll , IIshp") 
aName = afilename.getfullname 
polyftab = thetheme.getftab.Export ( aFileName, Shape, TRUE) 
, add a field to the polyftab with the results 
suitabilityfield = Field.Make (IILandcover Suitability", #FIELD_BYTE, 10, 0) 
polyftab. seteditable (true) 
newfieldlist = {suitabilityfield} 
polyfTab.AddFields (newfieldlist) 
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for each arec in polyftab 
polyftab.setvalue(suitabilityfield, arec, 
mresult.get(polyftab.returnvalue(lcfield, arec») 
end 
polyftab. seteditable (false) 
'query to remove the places of zero suitability 
abitmap = polyftab.getselection 
abitmap.clearall 
aquerystring = "[Landcover Suitability] = 0" ) 
polyfTab.Query (aQueryString, aBitmap, #VTAB_SELTYPE_NEW 
polyfTab.UpdateSelection 
newbitmap~ polyftab.getselection 
newBitMap.Not 
shapefield == polyftab.findfield{"Shape"} 
mergefilename == FileName . Make ("$HOME") . MakeTmp ("suitmerge", "shp") 
apolygon = polygon.makenull 
'merge all the polygons to make a big polygon to change selected area 
for each arec in newbitmap 'polyftab.getselection 
apolygon ; apolygon. returnunion (polyf tab. returnvalue (shapefield, arec» 
end 
suitabilityftab == polyFTab.Summarize (mergeFileName, shape, 
Buitabilityfield, {Shapefield}, {#VTAB_SUMMARY_AVG }) 
• IMPLEMENT THE NEXT PART IF GRAPHICAL OUTPUT IS REQUIRED 
theresulttheme = Ftheme.make(suitabilityftab) 
agraphic; GraphicShape.Make (apolygon) 
aGraphic .SetDisplay ( (av. finddoc ("viewl"» .GetDisplay 
aGraphic.GetSymbol.SetColor( color.GetRed ) 
aGraphic. Draw 
aGraphic, Invalidate 
, create appropriate legend for theme 
theLegend == theresultTheme.GetLegend 
theLegend.SetLegendType (#LEGEND_TYPE_COLOR) 
theLegend. Interval (theresul tTheme, "landcover_"; 5) 
theSymbolList ; theLegend.GetSymbols 
theSymbolList.RampColors(color.getblue,Color.Getred) 
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theresultTheme.SetVisible (true) 
theresulttheme. setname (I1Suitability") 
theresultTheme.UpdateLegend 
landusewait.close 
return ({theresulttheme, apolygon, theresulttheme.getclass.getclassname}) 
End 
'############################################################################# 
'Script wind.tech.suitableland.lbt_OK 
thedialog = self.getdialog 
thenewdictionary = Dictionary.make(self.gettag.asnumber) 
for each c in theDialog.GetControlPanel.GetControls 
if (c.Is(TextLine)) then 
thenewDictionary.add(c.getLabel, c.getText) 
end 
end 
'for each akey in thenewdictionary.ReturnKeys 
I MsgBox.report{akey++thenewdictionary.Get(akey) .asstring, UII} 
rend 
thedialog.setmodalresult(thenewdictionary) 
thedialog.close 
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8.2.2 Enclosure 
't = date.now 'for testing 
theView = av. finddoc (IIResults view") 
'##################################################################################### 
I CLEAR GRID AUALYSIS ENVIRONMENT 
av, run (lIclear. analysisenvironment tl , {theview}) 
'##################################################################################### 
'GET WORKING AREA 
theareaftab = self.get(O) 
theareapoly self .get (1) 
therect = _aeext 
thewidth = therect.getwidth 
theheight = therect.getheight 
firstx = (therect.getleft) 
firsty = (therect.getbottom) 
lastx = firstx + thewidth 
lasty = firsty + theheight 
testrect = rect.make(firstx@firsty, thewidth@theheight) 'for testing 
'##################################################################################### 
'CREATE A GRID WITH MID POINT OF LOWER LEFT CELL HAVING A VALUE OF 1 
'AND REMAINING CELLS VALUE OF 0 (MASK GRID) 
p = (~;"E"~"t!"(')!:"~E-""1:YL-:J.."Q.Q'~!"9Q) 
midpoint = p 
'assumes grid resolution will be 200m 
midpoint re et = rect.make(midpoint, O@O) 
midpointrect = midpointrect.expandby(4900) 
grid.SetAnalysisExtent(#GRID_ENVTYPE_VALUE, midpointrect) 
grid.SetAnalysiscellsize(#GRID_ENVTYPE_VALUE, 200) 
lae.activate 
tmpidfld", field.make ("IDIl, #field_long, 16, 0) 
tmpvalfld '" field.make (l1Value n , #field_double,40, 8) 
newval = 1 
tmpfn ",av . getproject .getworkdir .maketmp ("encrem", l1shp") 
tmpftb = ftab.makenew(tmpfn,pointl 
shpfld::::: tmpftb.findfield(l1shape") 
tmpftb.seteditable(true) 
tmpftb.addfields({tmpidfld,tmpvalfld}) 
newrec = tmpftb.addrecord 
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tmpftb, setvalue (shpfld, newrec,p) 
tmpftb. setvalue (tmpidfld, newrec, newrec) 
tmpftb. setvalue (tmpvalfld,newrec,newval) 
tmpftb.seteditable(£alse) 
tmpgr = Grid.MakeFromFTab(tmpftb,prj.makenull,tmpvalfld,{200, midpointrect}) 
maskgrid 
maskgrid 
tmpgr 
(maskGrid O.AsGrid) .SetNull(maskGrid) 
'##################################################################################### 
'CREATE A GRID OF EUCLIDEAN DISTANCES FROM MID POINT OF LOWER LEFT CELL 
eucgrid = tmpgr.EucDistance (Nil, Nil, Nil) 
invsqeucgrid 1.asgrid/(eucgrid) 
sumsqeucgrid invsqeucgrid,FocalStats (#GRID_STATYPE_sum, (NbrHood.MakeRectangle (9800, 
9800 I true», false) 
sumvalue = sumsqeucgrid.CellValue (p, Prj.makenull) 'ONLY WORKS FOR <31267 CELLS - OK 
adjgrid = invsqeucgrid/(sumvalue.asgrid) 
originfirstx 
originfirsty 
({midpointrect) .returnorigin) .getx 
({midpointrect) .returnorigin) .gety 
'##################################################################################### 
'REQUEST DEM AND CHECK TO SEE IF IS A GRID 
while (true) 
thethemelist = SourceDialog.ShowClass (IIPlease select Digital Elevation Model grid 
theme 11 , grid) 
if (thethemelist.count < 1) then 
return nil 
end 
the src = thethemelist.get(O) 
theTheme=Theme.Make(thesrc) 
theclass :: thetheme.getclass.getclassname 
If (theclass = "Gtheme") then 
break 
end 
MsgBox.Warning (liThe selected theme is not a grid theme" +nl+ "Please select again", 
"") 
end 
'##################################################################################### 
'EGG TIMER DIALOG 
aRect :: Rect.Make( O@O,300@100) 
answait:: Dialog.MakeSized (true, true, true, false, aRect) 
AVUpperLeft :: av.ReturnOrigin 
AVCenter = avupperLeft + (av.ReturnExtent / (2@2» 
halfDialogwidthHeight :: answait.ReturnExtent.ReturnSize / (2@2) 
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MovePoint ~ AVCenter - halfDialogWidthHeight 
answait.MoveTo(MovePoint.GetX, MovePoint.GetY) 
answait .SetTitle (" 
acontrolpanel = answait.getcontrolpanel 
theinfo :: textlabel.make 
... working") 
theinfo. SetLabel ("Calculating enclosure. lI+nl+nl+ tlThis may take a while") 
anewGraphicControl ::aControIPanel.Add(theinfo, Rect.Make(100@40, 180@SO» 
'atextlabel. SetTag (IIStartup. txt_label tl ) 
anlcon :: Icon.make(tI$AVHOME/tools/bitmaps/timer.gif".AsFileName) 
anlcon.SetSize (75, 100) 
anlconbox = Iconbox.make 
anlconbox. setlcon (anlcon) 
anewGraphicControl =aControlPanel.Add(aniconbox, Rect.Make(10@5 , 7S@lOO» 
av.Getproject.AddDialog(answait) 
answait.Open 
System.RefreshWindows 
'CLEAR ANALYSIS ENVIRONMENT 
av. run ("clear. analysisenvironment ll , {theview}) 
'srcname is not correct so remake theme 
thesrc :: thethemelist.get(O) 
theSrcName = Grid.MakeSrcName(thesrc.getfilename.getfullname.asstring) 
aGrid :: Grid.Make(theSrcName) 
ae :: theView.GetExtension(AnalysisEnvironment) 
ae .Activate 
, ashpext=areapolygon.returnextent 
'Grid. SetAnalysisExtent {#GRID_ENVTYPE_VALUE, ashpext) 
'##################################################################################### 
'RESAMPLB ELEVATION GRID TO 200M RESOLUTION 
grid.SetAnalysisExtent(#GRID_ENVTYPE_VALUE, theextent) 
grid.SetAnalysisCellSize(#GRID_ENVTYPE_VALUE, 200) 
agrid = agrid.resample(200, #GRID_RESTYPE_B!LINEARl 
tmpgdname = av . getproject .getworkdir .maketmp ("demcoarse ll I "") 
aGrid.SaveDataSet (tmpgdname) 
gridstack stack. make 
'CLEAR ANALYSIS ENVIRONMENT 
av. run ("clear. analysisenvironment", (theview}) 
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'##################################################################################### 
'CARRY OUT THE ENCLOSURE ANALYSIS ON THE GRID CELLS IN THE WORKING AREA 
for each y in (originfirsty) .. (originfirsty + (theheight -200» by 200 
for each x in (originfirstx).. (originfirstx + (thewidth -200» by 200 
themidpoint : (x@y) .+(4900@4900) 
If (themidpoint,IsWithin (theareapoly, 150) then 
midpointrect2 = rect.make(x@¥, 9BOO@9800) 
grid,SetAnalysisExtent(#GRID_ENVTYPE_VALUE, midpointrect2} 
ae.Activate 
adjgrid = adjgrid.shift(x@y, nil) 
eucgrid = eucgrid.shift(x@y, nil) 
maskgrid = maskgrid.shift(x@y, nil) 
test = maskgrid.isinteger 'used just to make sure grids are evaluated 
theptelev = agrid,Elevation (themidpoint) 
testgrid aGrid.ExtractByRect (midpointRect2, Prj.MakeNull, false) 
elevgrid = testgrid - (theptelev.asgrid) 
slopegrid ~ (elevgrid/eucgridl.atan) 
slopegrid = ({slopegrid*lS0)/{number.getpi) 
invslopegrid = slopegrid*adjgrid 
lin radians 
I in degrees 
suminvslopegrid = invslopegrid.FocalStats (#GRID_STATYPE_sum, 
(NbrHood.MakeRectangle (9800, 9aoO, true», false) 
meangrid = suminvslopegrid. extractbymask (maskgrid) 
gridstack.push(meangridl 
End lif point is in working area 
end for each x 
end 'for each y 
'##################################################################################### 
I CLEAR ANALYSIS ENVIRONMENT 
av. run ("clear. analysiaenvironment ff , (theview}) 
tgrid.SetAnalysisExtent(#GRID_ENVTYPE_VALUE, _aeext) 'testing 
grid. setanalysiscellsize {#GRID_BNVTYPE_VALUE, 200) 
ae. activate 
mygrid = gridstack.pop 
'##################################################################################### 
\MERGE THE GRIDS ~ 
while (gridstack.isempty.notl 
gridlist " {} 
I for each i in 1. .40 
part = gridstack.pop 
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gridlist.add(part) 
'end 
test"" mygrid.isinteger 
mygrid : myGrid.Merge (GridList) 'NOTE can only merge SO grids in grid list 
test"" mygrid.isinteger 'this is added to ensure that mygrid is evaluated 
'otherwise it fails 
end 
'MsgBox. Info( « (Date .Now-t) .AsSeconds) .AsString) ++ "seconds l1 • "") 'for testing 
'##################################################################################### 
'Clean up 
tmpftb.deactivate 
tmpftb = nil 
av.purgeobjects 
tempfiles == av. getproject .getworkdir. readfiles ("encrem*") 
if (tempfiles.isempty.not) then 
for each f in tempfiles 
if(file.candelete(f» then 
file.delete(f) 
end 
end 
end 
tmpgdname "" av .getproject .getworkdir. maketmp ("encgd", "") 
myGrid.SaveDataSet (tmpgdname) 
theGTheme = GTheme.Make(mygrid) 
theView.AddTheme(theGTheme) 
return({theGtheme}) 
answait.close 
357 
8.3 Appendix C: Graphical User Interfaces from the GIS site selection 
tool 
The following graphical user interfaces are presented to the user on running the GIS 
based site selection tool 
8.3.1 Opening windows, common to all assessments 
This tool allows you to run various types of wind development ~ 
assessments on an areB of your choice . 
• B technical assessment 
This seleds areas which are suitable for wind developments 
based on technical considerations 
- e. planning assessment 
This seleds arBas which BrB suitable for wind developments 
based on planning considerations 
- a complete assessment 
This seleds areas which are suitable for wind developments 
based on both technical and planning considerations. -' 
Please select which type of assessment you would like to run: 
Assessment based on technical considerations (" 
Assessment based on planning considerations ('" 
Complete assessment r 
IClick to Continu~ 
Figure 8.2 Initial selection window 
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Cancel 
~ 
Please choose e. turbine forthis e.natysis from the drop down list or o.dd anew turbine. then click 'OK' 
Machine Nome: OK 
I Generic 1 MW 03 Add new Cancel ~~~I,~:d~d'~P'ow~"~~~/n~'~~~P:~~~~e~':'~g~~~t~,i~'~"i:~~~~~====:·:·:·~i1~i.~:t~!i!C"~BZ"$~.~j~tt~··~.~~l-:----__ .--.-".,,~ 
I I Please choose a turbine forlhis analysis from the drop down list or odd 0. newttJrbine, then click 'OK' 
Rotor speed 
I 
Swept area I Machine Neme: OK 
Noise - SPlA Blode-tip chc Gf'nprlC 1 MW 1:1 AcId new I Cancel 
I I 
Selected turbine specifications 
Reled power Hub height(s) 
pOOo 150 
Swepte.rea 
12300 
Ro1or Diemeter Pnwer curve file No ofbltldes 
154.2 I C:\GIS\Allener\Data\" 13 
CuHn speed 
13 
Nominal speed Cut-oul speed 
115 125 
GenerotorT e 
Asynchronous 
Rotor speed 
122/15 
Noise· SPI.A 
1101.00 
Ble.de-tip chord 81ade-root chord Blade length 
1040 p.65 11900 
Towertop diam Tower base diam 
P.70 13.30 
Figure 8.3 Selection of a generic wind turbine from the built-in turbine database 
ifl·;··1ti=@m!·x 
Pleo.se choose 0. turbine forthis o.no.lysis from the drop down list. or o.dd 0. new turbine. then click 'OK' 
Please insert name and edit specifications then click OK 
I Test 
Selected turbine specifico.tions 
Rated power Hub height(s) 
11000 150 
Swepte.reo. 
12300 
Rotor Dio.meWlr Power CUNe file 
154.2 loop~ 
CUt-in speed 
13 
Nominal speed 
Power curve does n 
OK 
Concel 
No of blo.des 
p 
Rotor speed 
122/15 
Noise~SPLA 
P01.00 
8lade-tip chord 
10.40 
Blade-root chol Ale N-- . 
11.65 .':=""'_:;;;;"e.':::::::-___ _ 
fbns_,OoO.pow 
Diredories: 
c:\gis\oItener\data\turbine 
OK 
,,, Concel 
[) bns_150.pow 
[) bns_300.pow 
[) bns_ 450.pow 
[) bns_600.pow 
[) bonus 1 mw.pow 
[) bonus 150 kw mkiiLpc _I 
~ hnnlJ~ ::Inn kw mkiii n~ 
Ust Files of Type: Drives: r.1-~.P~OW~.~P~ow~'~;le5,~--~;1. ~Ic~,~~----~~~ 
Figure 8.4 Addition of a new turbine to the built-in database with the user's specifications 
error checking is included to ensure that items such as the power curve file exist, if not, 
the user is prompted to select the correct file. 
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8.3.2 Assessment of techno-economic factors and constraints 
Dire c1ory: I c:\gis\altener\date,\landcover 
-~~ 
OK I 
Cancel I 
t['~!1"IIll@!' mlll-!l'llfflfttll"I!Wm!, mM:li·tfm:,,!!j&~. L' _:_~=_=-==--~ 
Select the field that cantoins the land use 
descriptor. this may be in either numeric or 1r:::~::9K"·:::!1 iJ text format 
i'llrlr.nVRrlln 
Data Source Types: Value a 
I Grid Data Source Count 
Please enter scores ranging from 0 (impossible) to 5 (most suitable) 
forthe suitability of certain land covers for civil engineering works 
and general factors then click OK 
16 
15 
13 
7 
6 
5 
25 
22 
21 
20 
19 
OK 
Cancel I 
Figure 8.5 Implementation of general land suitability constraint. In this example, the land 
use data is an integer raster file with the 'values' ranging from 0-25. A key to these 
values is given in Table 8.2. 
Value Landcover Value Landcover 
0 Unclassified 13 Dense Shrub Heath 
1 Sea I Estuarv 14 Scrub I Orchard 
2 Inland Water 15 Deciduous Woodland 
3 Beach and Coastal Bare 16 Coniferous Woodland 
4 Saltmarsh 17 Upland Bog 
5 Grass Heath 18 Tilled Land 
6 Mown I Grazed Turf 19 Ruderal Weed 
7 Meadow I Verge I Semi-natural 20 Suburban I Rural Develo ment 
8 Rough I Marsh Grass 21 
9 Moorland Grass 22 
10 Open Shrub Moor 23 
11 Dense Shrub Moor 24 
12 Bracken 25 
Table 8.2 Key to land cover values used in Figure 8.5 
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';M@%J.il!@1;;.j,!&ui,[mt"Mmf:Um'i[~' 
3. Analysis of Elec1romagnetic Inteference 
Do you wish to carry aut B. thorough investigation using rigorous analysis 
techniques? If not rules of thumb ofwlll be used. 
A thorough investigation will require detailed information on the types ot 
communication systems in use including frequency and antenna gain 
Yes 1[:: No ':::::11 
Figure 8.6 Choice of EMI analysis technique 
I ill Directory: I d:\shropshire data\emi OK 
[~'~.j~u~!¥~.~t~~i~"~§~fj~n~i~!~;'~k~U~;'~,:~~i~!~tif~,~,n~. ~1~j!~!~~,~!~it~4~t~h~i~(j[[~'~illJl1J~.~. ~,[,~--.~"",,~,~ .. ~, ~ ;. microwave sh ~ IS 
~ microwavelos.shp 
er radar.shp Directory: J d:\shropshire data\emi 
Cl television.shp 
Cl tvprimary.shp 
Cl tvrelay.shp 
Data Source Types: 
I Feature Data Source 
1:1 television.shp 
~ tv'primary.shp 
C! lVrelay.shp 
Data SourCe Types: 
I Feature Data Source 
~d:\ 
fa- shro shire data 
Drives: 
Figure 8.7 Selection of fixed link microwave data 
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OK 
Cancel 
r. Direc10ries 
r Libraries 
(Aiji¥M444&§iftl@lmt.jiiMj,&.if.+'\ ...M!rmj&i4t;t.tii!:t~rdii~~ki~~;-~·~I 
Directory. I c:\gis\altener\dato\emi . OK I 
1::1 radar.shp 
Cl! radio.shp 
I:!I rs.shp 
~ television.shp 
Cl! tvlineofsite.shp 
Data Source Types: 
!i. r.r. !ill iT! i iT 
Directory: I c:\gis\altener\data,\emi 
I:!I oirtield.shp 
I:!I primol)l.shp 
~ radar.shp 
~ radio.shp 
~ rs.sh 
I Feature Data Source r:I tvlineofsite.shp 
OK 
Cancel 
Data Source Types: 
: I Feature Data Source 
No line of site theme selected. lines of site will be 
generated from the point theme 
Figure 8.8 Input of television relay and primary transmitter data and generation of line of 
sight theme 
Ycoord 
Select the field that contains the TV link 
frequencydetBils (,~"'@inlfi@&! ~~~ 
Feature 
Eo-sting 
Northing 
Name 
Frequency 
Select the field that contoins the 1V 
antenna maximum gain details 
Feature 
Ee.sting 
Northing 
Name 
Frequency 
OK 
Conesl I 
Figure 8.9 A selection of inputs required for the generation of the line of sight theme 
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Data Source 
, !Featur. Oat 
Data Source Types: 
I Feature Data Source 
OK 
• 
Drives: 
OK 
Cancel 
• 
OK 
Cancel 
r. Directories 
(' Libraries 
Figure 8.10 Input of data for domestic receiver data, radar and MOD radar 
I:'!I radar.shp 
~ radio.shp 
~ rs.shp 
~ television.shp 
~ tviineofsite.shp 
! Data Source Types: 
I Feature DatE! Source 
~~~~I~~~~~'\~~~~~~~~~.~==~~~."~nr~p~I==~I==~~~~~~ {f14!¥t1414mlst4IMfuj4~J,i~iJti5t!!!~"illj}bt:ui1h~"iiidj -~ .. ~ Diredory: 1 •• '@U$mm.,ll OK ~ airfield.shp ... 
~ radar.shp 
~ radio.shp 
~ rs.shp 
~ television.shp 
~ tvlineofsite.shp 
• 
Data Source Types: Drives: 
Ir"F"'eC:at-l'u=re";o::':,,"'ta"'s'fo;'::u=rc':.---::::J:1 rl c"': ='-------:::J"'1 
Cancel 
r. Directories 
r Libraries 
Figure 8.11 Selection of aerodrome and low flying zone data 
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]] 
An exlusion zone will be set around various objects for safety ond planning 
reasons. The setback distance from the relevant objects is shown below 
Oick OK if you wish to accept these values. 
otherwise make any chonges required then click OK r.:::~:::o.K~::::::1 
SetBack from rood infrastructure (all types) 
SetBack from Rail infrastructure (all guoges) 
SetBack from the footpath and bridlewoy network 
SetBack from water features (canals. rivers.lokes) 
1115.65 
1115.65 
111565 
rm-
SetBack from electricity grid infrastructure and other overhead lines 1115.65 
Use pylon dimensions from pylon location file. otherwise 
r 0: default distance of one and e. hoJf times extended 
height of turbine from the grid lines will be used 
Figure 8.12 Selection of setback distances 
Directory I c:\gis\oltener\dota OK 
~ c:\ 
~ gis Cancel 
~ fCJ altener 
D atlas 
- .. ~. 
~ ploces.shp 
~ roil.shp 
m setback.shp 
m test.shp 
D boundary 
LI contours 
r. Diredories 
r librOJies 
= wAt~rf~RtllrR ~hn . 
Data Source Types: 
I Feature Data Source 
il rlR~innf'ltinn1=t 
Drives: 
le: 
r safety and planning 
cts is shown below 
OK 
15.65 
SetBack from water features (conoJs. rivers. lakes) In.1 
SetBack from electricity grid infrastructure and other overhead lines ~ 
r;71'~~~r~;~~~!~~e;~s'~'~:~~o~'~~~~i~~~::~:~~~~i:'~Mrwis';1 
L~.~.~~,1~!'~'!M!.~.~~l~.~j~9'!!.!"!~'~'''~H~~~ ... I.!.~.~.~ .. ~'!~'~'~"~'~~_~"""HHH"""H""_'.J 
Figure 8.13 On choosing to use pylon dimensions to calculate the electricity grid buffer, 
the user is prompted to locate the pylon data. Note that the setback distance has been 
automatically changed to ....... to reflect this choice. 
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r Q PI:.1'5lW':!t!!'ffiVh jJ!@biL"," . .!!J 
Sk 
x..r 
Id 
ArmJength 
InsJength 
Arm_height 
Select the field that contains the arm length 
details OK 
.-------[ftt1ffl!IM fflt.Tjr,ii1.l!tIHMl X 
y 
P 
Q 
Sk 
x..r 
Id 
Select the field that contains the insulator 
length details 
Q 
Sk 
x..r 
J 
Id 
ArmJength 
Arm_height 
OK 
Cancel I 
Figure 8.14 Selection of fields containing pylon dimension details 
p,"nlr,"",h, Directory: jc:\gis\o.llener\data 
places,shp 
• rail.shp 
.. setback,shp 
I 
Data Source Type' 
I Feature Data SOUl 
• Imaomo E'lec sh 
.. imaginarypylon,shp 
.. palhntrack.shp 
.. pl!1CEl8.shp 
.. rail.shp 
.. setback.shp 
III test.shp 
!'i l, 
123 c:\ 
egis 
~ allenar 
CJ otJas 
LJ boundary 
LJ contours 
OK 
• WI'IIRrlA ... lufR !lhn 
Data Source Types: 
r1 NR!linnl"ltinm:. 
Drives: 
I Feature Data Source 
Figure 8.15 The user is prompted for the various setback data files 
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OK 
cancel 
to' Directories 
r Libraries 
"i#iH1m il i,i4Ui@ . 
You must choose the method in which you wish to creote the 
roughness file 
USF' El WAsP Ma file a 
This method enables a previously created WAsP 
compatible roughness map file to be used. This is the 
fastest method and is highly recommended. 
C6Ilcel IClick to Continu3 
I;iWfti@!til,i,i4U il&-
You must choose the method in which you wish to create the 
roughness file l~u~s-e-6-S~h6-P-.7fil~e---------iJ' 
This method converts on ArcView polygon or grid 
sho.pefile into 0. WAsP compatible roughness mop file. 
This is the slowest method and is not advised for large 
files. 
You will be asked for the field which describes the 
roughness and asked to provide suitable roughness (zO) 
values for these descriptions. 
Cancel plick to continu3 
Figure 8.16 Choice of method for creating a roughness file, reusing a map file and using 
an ArcView shape file. 
Cj'Clllli!!-jllqliit'"!l!!i~i·lIi;lIIi.i:l!4:!:,,-jliiii!:t!L===:-= __ -----··-·-~--
You must choose the method in which you wish to createthe 
roughness file 
-OVBra ecreatedwllhArclnfol:\l 
This method converts anAAC/lNFO polygon coverage 
into 0 WAsPcompalible roughness map file. It is 
successful for both large and small files. 
You will be asked for the field which describes the 
roughness and asked to provide suitable roughness (zO) 
values for these descriptions. 
Concel Pick to continu3 
I;Z¥iffi :M·i.i4{jij@ 
You must choose the method in which you wish to create the 
roughness file 
Use I'm Arclnfo eOO file a 
This method converts o.nARC/lNFO interchange file 
(.eOO) file into a WAsP compatible roughness mop file. Of 
the four methods. it is relatively quick for large files. 
You will be asked for the field which describes the 
roughness and asked to provide suitable roughness (zO) 
values forthese descriptions. 
Cancel IClick 10 conlinu3 
Figure 8.17 Choice of method for creating a roughness file, using an Arclnfo coverage 
file and using an Arclnfo export file. 
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t[.4~-a:Il@!l:-~@!!':li~nm~, ~:Z~i.~il~ii~i,j~~'~;~,(~'l~~i;~,i~.(~'i~~~~~~~~~-:---_-~---"""}!I 
Oiredory: I c:\gis\altener\data\landcover OK 
~D~~~a~S=o~ur~c~e~Typ~e=s~:~~~ rD~rN~e~s~: ___ _ I Fao.ture Data Source iJ le: 
Cancel 
ii i ; 
Select the field that contoins 
descriptor, OK 
this may be in either numeric or text format 
Tnode_ 
Lpoly_ 
Length 
Ldplycl_ 
Cancel I 
Rpoly_ J 
Please entsr the roughness values for each of the following ~ LdplycUd 
c1o.ssesthen click OK J~I~d~~~~~~~~~~~~ ____ J 
14 JOT 25 
13 Iiill fI04 jlo6 22 12 
[655 21 ["2 a 
Ilo2 20 11 7 
fOol la Ilo2 6 16 [OF 
5 [025 
ro- 15 [OF 2 
Figure 8.18 GUl's from creating roughness file using an Arclnfo coverage 
!MU) Itiffl fflttj ij m 
You must choose 1he method in which you wish to ct90telhe 
contour file 
Use aWAsP MI!I hie a 
This method enables a previously created WA£,P 
compatible contour map file to be used. This is the 
fostest method and is highly recommended. 
Cancel IClick to continu3 
You must choose the method in which you wish to create the 
contour file 
I Use a shapefile 3 
This method converts on ArcView polygon shope/He into 
o WAsP compatible contour mop file. 
You will be asked for the field which describes the 
eleve.tion. 
Cancel @icktoContinu3 
Figure 8.19 Choice of method for creating a topography file. reusing an mapfile and using 
an ArcView shapefile. 
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Qi#@4!iI!lililb14.I.I!.ii.'i"I"i,itlilili'iltj'tti,I"d 'ilt;;,;) '~-']J 
Diredory: \c:\gis\altener\do.to.\contours 
.shp 
i1 plygnseleC10r 
11 polygonseleC1or.shp 
n spotheights.snp 
OK 
Cancel 
(Jt;.i.i·M4§mij.tijiffi~t 
Please select the elevation (heigh~ field: 
]J 
OK 
Data Source Types: 
CJlegends 
il sh ... nA 
Dri"ves: Rpoty. Cancel I 
\ Fe o.ture Data Source 3 le: ::::J Length 
Contours_ J Contoursj Entity 
Layer 
Thickness .=J 
Figure 8.20 GUI's from creating topography file using an ArcView shapefile. 
tCl·i]lilI4i!l¥!!-?'1!!411@!%·!I'l,Il!):::!· ~'t·!Zhi!:fjll:ijll®Lm:· =-!!:!lI.:::L. = .. :,: .. ':' ....... -------.----.-~ 
File Name: Directories; 
c:\gis\wo.sp52 
OK 
Fe:1 •• Conee' ta is lii·M4,j,Pliil ~2I!'~' r"Il!OilIil ••• ~ Is the WAsP program set ID close on exit? 5exe IS 
'· .. .f§MiiiMtiM41·@!ttrb __ ~_. "]J 
Please select the resolution for the wind 
analysis output grid. The finerthe OK ILio,]1 No 
resolution, the slowerthe process 
10m 
25m 
Cancel I [.tiWM'tilffhltti 
100m 
1 DOOm 
2000m 
File Name: 
J sho.wbury.lib 
Cl harper.lib 
Cl london.lib 
I) lowther.lib 
Cl manchestlib 
Cl snaefell.lib 
Cl velley.lib 
f) ........ rJrJinnt lih 
List Files of Type: 
I Wind Atlas files 
~ 
.=J 
::::J 
Directories: 
c:\gis\o.lte ner\d ate. \atlas 
<:; e:1 
~gis 
~ altener 
~ data 
Drives: 
le: ::::J 
Please locate the Wind Atlas file closest in distance ... 
and cho.raC1erto the location being analysed. lfthe 
area is hilty or mountainous. please ensure thatthe 
atlas file represents this. 
The most suitable atlas file will be one created 
especioflyforthe purpose, using locally colleC1 
meteorological data. For further information on how 
to prepare such 0 file, please consult the Europo.n 
Wind Atl.s: (ISBN 67·550·1462·6) 
Figure 8.21 GUl's used to request the information required to create the command file 
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OK 
.,i, 
roil.shp 
11 roads98.shp 
11 roadstw.shp 
Direct0lY: Id:\shropshire do.tO,\setbacks OK 
~"~~"i~rtiie'~d~'~h ~;;fl E!lCillll!mmmlllllmlll:! T!l!I';!l:!f':.'~.~ ..~.,J.. --=_.! .. -.----~-'EI 
I!II om '_~........ h F"i:::'e"N::"::,:m:;:e;,,' _____ Directories: OK 
• Wl"ItRriRI"IIIJrA Rhr. 
Oe.la8ourceTypes: 
I Feature Data Source 
I o.gm=yt-'y,an.s P 1"',·"etype.1xt d \ h h· \ b n pothntro.ck.shp" : s rops Ire data set o.cks 
a rail.shp 
III roods9Rshp 
I!!I roodstw.shp 
• WI"ItRrfAl"lturA Rhn 
Do.to Source Types: 
J Feature Data Source 
List Files of Type: 
IDelimited Text r.W) 
Figure 8.22 GUI's prompting the user for the various electrical grid data 
Rating_a_ 
Line 
Linetype 
Pleose select the Xfield: 
Rating_a.. 
Line 
Linetype 
Please select the Line Type id field: 
Type 
Rating_c_ 
line 
lmetvpe 
• 
Cancel 
OK 
Concel I 
Figure 8.23 Selection of the real power, reactive power, fault level, XlR ratio and unique id 
fields for the nodes - generators and loads . 
. -. ·xrl 
~t~l1ll!!'!!!j.!!j.!!M!I:;llrllliii!@m-&ri·;===:::-::=:--,~,c_"--""xfl 
Please seledthe From Nodefie!d: tfll/,I,i.tJ4'Mji.;.I:.tfflM 
r=:---------- Please select the To Node field: 
Shape Please select the Une Type id field: 
Id Shape 
Id Shape 
To Id 
Linetype Unetype 
From_x Frorn..x From..x 
From-y Frorn...,y From...,y 
To_x To"" To_x 
To_y ToS 
Figure 8.24 Selection of the from node, to node and line type for the lines 
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ttu ii.'-0JiifM' 
Please select the P field: 
Shope 
X 
Y 
Please gelectthe Sk field: 
Please select the Node ID field: 
. y 
p 
•••••••• ~k 
Id 
Arm_length 
InsJength 
Arm_heiqht 
X_, 
Arm_leng1h 
In!Uenqth 
Figure 8.25 Selection of the resistance, inductive reactance and line type fields from the 
line type descriptor table 
tj'imt9ib -i] i 
Please select the lowest acceptable score 1[::: ok ::] 
10·1 Cancel I 
Figure 8.26 GUI for selection of lowest acceptable average score 
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8.3.3 Assessment of socio-economic, environmental and planning 
factors and constraints 
Ii 
III sssi.shp 
• wlifRnk l'lhn 
Data Source Types: 
I Feature Data Source 
t! aonb.shp 
~ asle.shp 
= consoreo..shp 
Cl eheripk.shp 
l!I gbellshp 
~ listbld.shp 
~ sssi.shp 
III wlifF!nkl::hn ~ 
Data Source Types: Drives: 
I Feature Doto. Source :=:J Ii'd;;;: ='-------:::!J" 
OK 
Cancel 
(i' Directories 
r Ubro.ries 
Figure 8.27 Selection of data for assessment of national land designations 
'-"'i _. 
Please seledthe methods which you would like to use to score the appropriateness 
of each designation 
Blanket score Individual score Advisory 20ne 
Areas of Outstanding Notural Beouty (i r r 
Sites of Special Scientific Interest r r. r 
f'>iatilJnol )\Je.tlJre P.es8rves r r r 
Green Bells r r r. 
ScJH~dl.Jl!?cJ Ancierl\ ~\~onurn0n\s r r r 
OK 
Figure 8.28 Choice of scoring methods for national land designations 
t·C j;·i;;lMf·l.ib¥ 
Please input the score for all AONBs 
ranging from 0 (exclude) to 5 (highly 
appropriate) 
o 
J 
4 
5 
Please seled the field contoining the 
identifiers of the areas within SSSI 
Shape 
Id 
Sccnum 
Nome 
Enfc 
Ensc 
Type 
Act1not 
Figure 8.29 Selection of scores for the blanket scored AONBs and selection of field with 
identifiers for 5S51 areas 
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;i ~ .... 
Q Please select Conseryatlon Areas them& canmt If~ 
a conso.rea r;;;-:::-:;:-:;:=-
n aheripk.st 
11 gbellshp ~g~~~lii n listbld.shp 
n $ssi.shp 
• wlifl'lnk ~h I,,;, "o"'."'p n e.onb.shp 
Do.to. Source T- I! sssi.shp Il!!I asle.shp 
!!!I consoreashp I Feo.lure Do.to: - loIiIitl'lnk !'Inn "I;, HO"''''P !!J eheripkshp 
----- Oo.to. Source Ty III sssi.shp I:!!I gbellshp 
IFeotureDotoS • wlifl'lnk!'lhl I!!!II listbld.shp 
Data Source T~ ~ sssLsh I Feature Data ~ lr..iiiimiim ••• ..,J 
Do.to Source Types: 
I Feature Data Source iJ 
i:1 i 
Drives: 
Id, 
: ; 
OK 
Cancel 
r. Directories 
r Ubraries 
iJ 
Figure 8.30 Selection of data for local, non-statutory and international deSignations 
k.J1tG, ... '2:\j 
Pleo:se select the methods which you would like to use 10 score the appropriateness 
of each deSignation 
Blanket score 
Areas of Special Landscape Character ~ 
Heritoge Sites and English Heritage Parks r. 
Conservation Areas r 
Wildlife Sites r 
Individual score Advisory Zone 
r r 
r r 
r 
r 
OK 
Figure 8.31 Choice of scoring methods for these deSignations 
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Shope 
Id 
Globolkey 
Caname 
Designated 
Revised 
Digby 
Datediq 
Shope 
Id 
Mop 
Ref 
S 
Di9-by 
Dote_diq 
H~~~ge Sites ~o.ngml Please input the score for 0.11 ASLCs 
(hlq V oppropm1te) ranging from 0 (exdude) to 5 (highly r()'KI 
o appropriate) ~
r.,:.-:.-..:.----------, .::- Conesl I 0 
1 
3 
4 3 
5 4 
5 
-:.. 
Figure 8.32 Selection of fields with identifiers for Conservation areas and wildlife sites 
and selection of scores for the blanket scored Areas of Special Landscape Character and 
English Heritage sites. 
1 E!~i:I"~;~·;q~4~fflj~·I!:fflm~3~3~·j~t~lim!t~OI)=:-:·~::-:-:-:--"::··--:--~·--I~---OK· ~IX I 
Please input the score for Birch Coppice ranging 
;rr~Q:m~o~(e:x~c~IU~d~e~)t~Q~5~(~h~i9~h~ly~a~p~p:r~QP~r~ia~t~~~ __ .IE~~t~~;~.~i;moliMj~.mc:~&ea~n;,~jl~q~,j~4~.~lmtQt~~~-=~: ..____ --~---------~·~~ 
12 _ _ Please input the score for Hawthorne Dingle ranging IQi(I 
from 0 (exclude) to 5 (highly appropriate) L-.::::...J 
12 Cancel I 
Figure 8.33 Scoring individual areas for the wildlife sites 
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An exlusion zone will be set around objects which 
may be subject to wind turbine noise. 
.. 2!J. 
lIthe area under question is smolL it is suggested thet 
this zone may be applied to individual buildings. 
lithe area is large, then this mayto.ke considerable 
lime and it is suggest that the analysis is limited 10 
settlements only. 
Figure 8.34 Warning to the user that buffering of the obstacles can take some time 
t1 Mi:;,liiIFi@'·lItMmW> -.~ I 
Please enter the maximum number of LtU@Miwmifi@,I,i%no'l]iill'lliUUi,,·li,kl,! ~i!lO.L-": 
turbines to assess for, then click OK Directo!y: I c:\gis\phd\dato 
Maximum number of turbines 
OK 
r:~~~~~:C:hn 
Data Source Types: 
I Feature Dota Source 
CJ building2 
CJ dem 
il infn 
Drives: 
le: 
OK 
Cancel 
r. Directories 
r Libraries 
Figure 8.35 Prompt for maximum number of turbines to be assessed for and selection of 
noise sensitive object data 
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4. Visual Impact and Landscape Assessment ..=.. 
: A landscape assessment and zones ofl,lisue.l impact 
. will now be carried out. You will need to load the 
Digital Elevation Model. ~[~~I~~mi¥~.4~1~1*~§~@~!!'~'lm~.j~S~I~'~&MM~'~'~@~Ii~r~t.~!.M~,,~ft~'~dl~,~!j~~'!;d~==~--------~2il 
Directory: I c:\gis\phd\date. 
I!I build3 
n building2 
It dem 
~ obstades 
Data Source Types: 
I Grid Date. Source _ 
.!. 
-; 
:::J 
OK 
I~ cl f50 gis Cancel 
e; hd 
CJ build 
CJ build2 re Directories 
CJ building 
il huilrlnntlf 
..!.1 (" Libre.ries 
Drives: 
le: 
Figure 8.36 GUl's from the start of the visual impact assessment, loading the DEM 
Please select the scores which describe the suitability 
of the various landscape diversities to acceptlllrbines. 
then did<. 'OK' 
Complex 
Diverse 
Varied 
Simple 
Uniform 
OK 
Figure 8.37 Ranking of the various landscape diversities in terms of suitability for wind 
developments 
Plee.se select the scores which describe the suite.bility 
of the various landforms to accepttllrbines. 
then dick 'OK' 
Flat gently sloping land 
Low Hills 
Hills 
High Hills 
Low Mountains 
High Mountains 
OK 
Figure 8.38 Ranking of the various landform types in terms of suitability for wind 
developments 
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Please select the scares which describe the suitebiJily 
of the various landscapes to accept turbines. 
then click 'OK' 
Exposed 
Open 
Enclosed 
Confined 
OK 
Figure 8.39 GUI requesting grading of landscape with respect to enclosure 
Directory: I d:\shropshire data\obstacles 
la d:\ 
e shro shire data 
•• ii -
Data Source Types: Drives: 
I Feature Oo.ta Source 
OK 
Cancel 
Please selecHhe field containing the 
obstacle height information: 
Shape 
Area 
Perimeter 
Wembuild_ 
I 
Figure 8.40 GUls requesting the obstacle information for ZVI analysis 
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... ,.<9 
OK 
Cancel I 
8.4 Appendix 0: WAsp analysis input 
8.4.1 Wasp command file example 
#First load the turbine information: 
IweclC:\GIS\Altener\Data\Turbines\gen 1 MW.pow 
#Next orography mapfile: 
loro/map/rellc:\gis\temp\contou20.map 1354000 273000 358000 281000 
#Next roughness mapfile: 
Irou/map/+rel/c:\gis\\emp\rough40.map 1354000 273000 358000 281000 
#Finally load the most similar wind atlas 
/atllrellc:\gis\altener\data\atlas\shawbury.lib 
#Run the resourcefile using a grid option 
/res/grid/c:\gis\wasp52\res 1.rsf 
# Escape graphics mode: 
16 27 
#Set the extent and resolution of the resourcefile and let it run 
354000,273000,358000,281000 
50m 
#quit the application when finished 
stop 
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