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ABSTRACT 
A new partial ordering in the set of complex matrices is defined, which is weaker 
than the star ordering introduced by Drazin in 1978 and stronger than the minus 
ordering introduced by Hartwig in 1986. This ordering refers to singular values of 
matrices, and the interest in it was generated by canonical interpretations of the 
minus and star orderings, given by Hartwig and Styan in 1986. For Hermitian 
matrices, a similar ordering referring to eigenvahres is also considered, and its 
connection with a problem concerning distributions of quadratic forms in normal 
variables is pointed out. 
1. INTRODUCTION 
Let gm,, stand for the set of m x n complex matrices, and let 27: stand 
for the subset of %?,,, m consisting of Hermitian matrices. Given A E 27,, fi, the 
symbols A*, r(A), and l[All, will denote the conjugate transpose, rank, and 
spectral norm, respectively, of A. Furthermore, a(A) and A(A) will denote the 
set of all nonzero singular values of A E %‘,,,, n and the set of all nonzero 
eigenvalues of A E ‘27/, respectively. Clearly, the cardinality of both a(A) and 
A(A) is equal to r(A). 
The star ordering A < B and the minus ordering A < B in V,,,, are * 
defined by 
A*A = A*B and AA* = BA*, (I4 
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and 
A-A= A-B and AA= =BA’ forsome A-,A=EA{~}, (1.2) 
respectively, where A{ l} in (1.2) is the class of alI generalized inverses of A 
specified as {X E %,,, :AXA = A}. The definition of the star ordering as in 
(1.1) was given by Drazin [3]; the definition of the minus ordering as in (1.2) 
is a modification [7, 91 of the definition originally given by Hartwig [5], who 
also showed that (1.2) is equivalent to 
r(B - A) = r(B) - r(A). (1.3) 
In their recent study concerned with various aspects of the implication 
Hartwig and Styan [9, Theorem l] derived canonical interpretations of the 
two orderings involved. They are quoted in the following. 
LEMMA. Let A, B E g,,,,, and let r(A)=a and r(B)= b, with l<a 
< b. Then A < B if and only if there exist unitary U E %‘,,,, and V E %,,, 
such that - 
U*AV = diag( A, 0) and U*BV = diag(M, 0)) 0.5) 
where A E %?a,0 is diagonal positive definite (with the elements of a(A) on its 
diagonal) and where M E V,,, is nonsingular and admits a representation of 
the form 
0.6) 
for some F, G E go,, b_ (1 and some diagonal positive definite D E %?b_a, b _a. 
Moreover, A < B if and only if both F and G in (1.6) are null matrices, that 
is, if and or& if A and B admit a simultaneous singular decomposition and 
a(A) c a(B). (1.7) 
The results of the lemma suggest considering a relation defined as the 
conjunction of the conditions (1.3) and (1.7) and denoted by A < B. Several 
properties of this relation, which lies between the minus ordering &id the star 
ordering, are examined and compared with the corresponding properties of 
the latter. Moreover, for Hermitian matrices, a modification of A < B to 
(I 
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A < B is defined by replacing (1.7) by the condition h(A) c x(B). This 
h 
modification is then shown to be closely connected with a problem concem- 
ing distributions of quadratic forms in normal variables. 
2. DEFINITIONS AND SOME PROPERTIES 
Since the relation (1.3) specifies a partial ordering of %‘,,,, and the 
relation (1.7) specifies a preordering (see [13, p. 131) of %‘,,_, it follows that 
the pair (1.3), (1.7) defines a new partial ordering of %?,,,,.“. 
DEFINITION 1. Let A, B E Vm,.. We say that A < B if A < B and 
CJ _ 
a(A) c a(B). 
On account of the lemma, it is clear that the ordering defined above lies 
between the minus and star orderings, thus extending the implication (1.4) to 
the form 
A<B + A<B * * 0 
The matrices 
and B= 
A < B. (2.1) 
( 2 011 0 1 0 , 2I (2.2) 
with a(A) = (1) and a(B) = ((3 - 6)/2, (3+6)/2, ]z]}, show, by taking 
z = 1 in the one case and any z with ]z I# 1 in the other case, that the 
implications in (2.1) are not reversible. 
Theorem 3 of Drazin [3] and Lemma 2 of Hartwig and Spindelbock [8] 
state that if B is a partial isometry, a contraction, an orthogonal projector, or 
an idempotent, then every A satisfying A 5 B inherits the same property, 
that is, 
B=BB*B and AgB 3 A=AA*A, * (2.3) 
]]B]], G 1 and A Q B =c. IIAII, Q 1, (2.4) * 
B=BB* and A<B =. A=AA*, * (2.5) 
B=B2 and AgB j A=A2. * (2.8) 
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Later on, Hartwig and Styan [9] pointed out (originally for Hermitian 
matrices, but this assumption is not necessary) that the idempotency is 
inherited also under the (weaker) minus ordering, thus strengthening (2.6) to 
the form 
B = B2 and A Q B j A = A2. (2.7) 
This result is to be supplemented by a remark that the minus ordering is 
insufficient for each of the remaining three implications, a common counter- 
example for partial isometrics and contractions being the matrices 
A=(; -“z) and B=(i _y), 
and a counterexample for orthogonal projectors being any non-Hermitian 
idempotent matrix A together with B = I, the identity matrix of an ap- 
propriate order. It proves, however, that the implications (2.3), (2.4), and 
(2.5) can be strengthened by utilizing the preordering a(A) G a(B) and the 
partial ordering A < B. 
THEOREM 1. Zf B is a partial isomety or a contraction, then every A 
satisfying a(A) G a(B) inherits the same property, and if B is an orthcgod 
projector, then every A satisfying A < B inherits this property. 
0 
Proof. Since B is a partial isometry if and only if all its nonzero singular 
values are 1, and since B is a contraction if and only if its maximal singular 
value does not exceed 1, it is clear that (1.7) is sufficient for the inheritance of 
these two properties. The latter part of the theorem follows directly by 
combining (2.7) with the former part and using the fact that a matrix is an 
orthogonal projector if and only if it is simultaneously idempotent and a 
partial isometry. W 
If the set of matrices considered is restricted to %‘J, then a matrix is a 
partial isometry if and only if it is tripotent. Theorem 1 then leads to the 
following. 
COROLLARY 1. Zf B* = B = B3, A* = A, and u(A) c u(B), then A = A3. 
Using the equivalences A < B = AA+ = AB+ and A+A = B+A, and 
A<B = BB+A = AB+ B = ABfA = A (cf. [4] and [12, Theorem 171, _ 
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respectively), it can easily be verified that 
f B*A < B*B, 
A<B =+ 
AB* < BB*, 
B+A<B+B, 
AB+,<BB+, 
(2.8) 
where B+ is the Moore-Penrose inverse of B and the inequality sign means 
either the star ordering or the minus ordering. However, none of the 
implications in (2.8) is valid for the < -ordering, although its position is 
intermediate between the minus and syar orderings. Counterexamples are 
provided by the matrices A and B as in (2.2), the latter with z = 1, in which 
case a(BB*) = a(B*B) = ((7 - 3$%)/2, 1, (7+3$%)/2} and a(B+ B) = 
a(BB+)= {l,l,l}, 
= {a}. 
while u(B*A) = u(AB*) = {&} and u(B+A) = u(AB+) 
It can also be verified that 
A*A < B*B, * 
A<B j * AA* < BB*. * 
(2.9) 
Now it is obvious that if u(A) c u(B), then u(A*A) = u(AA*) c u(BB*) = 
u(B*B). Nevertheless, neither of the implications in (2.9) remains valid when 
the star ordering is replaced by the < -ordering, as can be seen by taking 
again A and B as in (2.2) the latter wi:h z = 1. 
On the other hand, it is clear that 
A<B = B-A<B and A<B e B-AgB. * * _ 
The equivalence of this type is not true for the < -ordering, a counterexam- 
nle being the matrices A and B as in (2.2). the lattzr with z = 1. in which case 
;I(B - A;; = { I,2} $L ((3 - 6)/2,1, (3;&)/2} = u(B). Moreover, 
the relations A < B and B - A < B hold simultaneously, they do 
general) entail th> star ordering Ab5 B. This can be seen taking 
, jz+fi 1 0 o’\ 12 1 0 o\ 
even if 
not (in 
in which case r(B) = 4, r(A) = r(B - A) = 2, and u(A) = u(B - A) = {2,2} c 
{ 1,2,2,3} = u(B), but AB # A’. However, a characterization of the star 
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ordering in terms of singular values, by strengthening the conditions a(A) c 
a(B) and a(B - A) c a(B), is possible. With •I denoting concatenation, the 
result (3.3) of Hartwig and Styan [9] asserts that 
A<B 0 * u(B)=u(A)Ou(B-A). 
For Hermitian matrices we may additionally consider a partial ordering 
referring to their eigenvalues. 
DEFINITION 2. LetA,BE%'$ We say that A z B if Ag B and X(A)c _ 
h(B). 
Since the singular values of a Hermitian matrix are the absolute values of 
its eigenvalues, it follows that 
and that these two orderings coincide for nonnegative definite Hermitian 
matrices. 
3. A VERSION OF COCHRAN’S THEOREM 
All the matrices considered in this section are real and symmetric. Let x 
denote a random m x 1 vector, distributed normally with expectation E(x) = 0 
and with dispersion matrix D(x) = I,, which will be written x - .N(O,I). It is 
known 12, p. 17021 that x’Ax is distributed as a linear combination c,xf 
+ . . . + c,xf of independent central cm-squared variables XT,. . . , xz, s < m, 
if and only if ci,..., c, are the eigenvalues of A, the number of degrees of 
freedom of x3 being equal to the multiplicity of cj, j = 1,. . ., s. With this 
result in mind, Theorems 2 and 2’ below, expressed in terms of matrices and 
in terms of quadratic forms, respectively, may then be viewed as extended 
versions of Cochran’s theorem. 
THEOREM 2. Let A ,,...,A, be symmetric mxm matrices, and let 
A=A,+... +A,. Consider the following statements: 
(a) p(Ai) c {cl, c2} for all i = l,.. ., k, 
(b) A,A, = 0 for all i, j = l,..., k; i # j, 
Cc) /J(A) c {cvcz>> 
(d) AizA foralli=l,...,k, 
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where in (a) and (c) the sets p( .) comprise all distinct nonzero eigenvalues, 
while c1 and c2 are distinct nonzero real numbers. Then 
(4 ad 04 - (c) and (d). 
Proof. Styan and Takemura [14, Theorem 41 established that if (b) 
holds, then the set of nonzero eigenvalues of A coincides with the set of all 
the nonzero eigenvalues of all the Ai, i = 1,. . . , k. It follows at once, 
therefore, that (a) and (b) imply (c). Further, an immediate consequence of 
(b) is that AA, = A,A = A:, i.e., 
Ai Q A forall i=l,...,k. (3.1) * 
On account of Corollary 1 in [9], it is clear that if A,B E %‘z, then A < B * t 
A : B, and thus (3.1) entails (d). 
Conversely, it is obvious that (c) and (d) imply 
and 
A = ciPi + czPZ 
(a). Now, let 
(3.2) 
Ai = c,P,, + c2Pi2, i=l k ,...? 3 (3.3) 
where Pi,Pa in (3.2) and PinPig in (3.3) are symmetric idempotent matrices 
such that PiPa = 0 and P,iP,a = 0. In view of Theorem 17 in [12], a 
consequence of (d) is 
AA+Ai=AiA+Ai, ,..., k. i=l (3.4) 
From (3.2) it follows that A+ = Pi/cl + Pa/ca and AA+ = P, + Pa, and hence 
pm- and postmultiplying the equality in (3.4) by Pii yields 
i 1 1 - : P,,PaP,, = 0. 
Since ci # c,, this implies PZPi, = 0. Combining PZPi, = 0 with AA+AiPil = 
A,P,, gives Pip,, = Pi1. Similarly, it follows that Pip,, = 0 and PZPiZ = Pia. 
Now it is seen that 
AA, = c,“P,, + c;pis, 
andhenceAA,=A,A, i=l,..., k. In view of Theorem 15 in [ 121, this leads 
to (b), thus concluding the proof. W 
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THEOREM 2'. Let A i,...,A, be symmetric matrices, let A = A, 
+ . ’ . +A,, and let c1 and c2, c1 # c2, be given rwnzero real numbers. 
Further, let x - X(0,1), let q = x’Ax, and let qi = x’Aix, i = 1,. . . , k. Then 
(a) qi is distributed as c,xfI + c,x$, i = 1,. . . , k, 
and 
(b) 41,. . . > qk are distributed independently 
if and only if 
(c) q is distributed as cIxy + c,x?j 
and 
(d) Ai:A, i=l,..., k, 
where xfI and xf2 for each i in (a) and xf and ~22 in (c) are independent 
central chi-squared variables, some of which may have zero degrees of 
freedom. 
Theorems 2 and 2’ are comparable to a part of Theorem 3 of Khatri [lo], 
in which the condition Ai < A, i = 1,. . . , k, is replaced by the equality 
A 
r(A) = r(A,) + . . . +‘(A,) (3.5) 
accompanied by the requirement that 
where Qj = I - (A - cjI)+ (A - cjI), j = 1,2. Notice that, in view of 
Hartwig’s [6, Theorem 11, (3.5) is equivalent to Ai < A for all i = 1,. . . , k. 
On the other hand, it should be pointed out thatrbecause of the invalidity 
of the implication “(a), (c), and (d) * (b),” Theorems 2 and 2’ are no longer 
true when more than two cl are considered in (a) and (c). For instance, if 
ci = 1, c2 = 2, and cs = 3, then taking A, B - A, and B, with A and B 
specified in (2.10), as A,, A,, and A, respectively, yields a counterexample. 
An interesting particular case of Theorems 2 and 2’ is obtainable by 
setting ci = 1 and cs = - 1. It is known that p(A) c { - 1, l} is a necessary 
and sufficient condition for a symmetric matrix A to be tripotent, in which 
case the quadratic form x’Ax is distributed as xf - xg, where xf and xi are 
independent chi-squared variables with the degrees of freedom equal to the 
multiplicities of 1 and - 1, respectively; cf. [ll, p. 6831. 
PARTIAL ORDERINGS OF MATRICES 25 
COROLLARY 2. Let A 1,. . . ,A, be symmetric matrices, and let A = A, 
+ 
1 
..’ +A,. Then Ai=A3 for all i=l,...,k and A,A,=O fw all i, j= 
,..., k, i#j, ifandonlyifA=A3and A,zA foralla= ,..., k. 
Corrollary 2 is comparable to Theorem 3.2 of Anderson and Styan [l], in 
which the condition Ai < A, i = 1,. . . , k, is replaced by the equality (3.5) 
accompanied by either &AA .) >, tr(A:), i = 1,. . . , k - 1, or tr(A’) >, tr(At) 
+ . . . +tr(Ai) or r(A,) > tr(i:), i = l,..., k - 1, where tr( 0) denotes the 
trace of a matrix argument. 
The authors are thankful to the referees for their detailed and valuable 
suggestions and to Professor Robert E. Hartwig for pointing out an error in 
the earlier version of the paper. 
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