This paper proposes a discrete-time linear parameter varying (LPV) unknown input observer (UIO) for the diagnosis of actuator faults and ice accretion in unmanned aerial vehicles (UAVs). The proposed approach, which is suited to an implementation on-board, exploits a complete 6-degrees of freedom (DOF) UAV model, which includes the coupled longitudinal/lateral dynamics and the impact of icing. The LPV formulation has the advantage of allowing the icing diagnosis scheme to be consistent with a wide range of operating conditions. The developed theory is supported by simulations illustrating the diagnosis of actuator faults and icing in a small UAV. The obtained results validate the effectiveness of the proposed approach.
Introduction
Due to the increasing demand of reliability and safety, fault tolerant control techniques have been investigated widely in the last decades, with the aim of maintaining stability and acceptable performances in the event of faults [1] . As a consequence, the problem of detecting and identifying any kind of potential abnormalities and faults has been a hot topic of research, which has led to the development of several fault diagnosis techniques [2] . Fault diagnosis includes three tasks, namely fault detection (determining whether there is a fault in the system, as well as the time at which the fault occurs), fault isolation (determining the location of the faulty component), and fault estimation (providing information about the type, shape, and size of the fault). During the last decades, several approaches have been proposed as possible solutions, e.g. the geometric [3] and the observer-based [4, 5] ones.
Among the most significant faults that affect aviation safety, there is icing, i.e. the accretion of ice on aircraft wings, control surfaces and other critical locations [6] . Ice accretion decreases the lift and the static longitudinal stability, while at the same time increasing the drag and the mass of the vehicle. Consequently, it can have a profound impact on the aircraft's performance, inducing a safety risk that can potentially lead to the crash [7] . The type and severity of icing are determined by several factors, such as velocity of the airplane, exposure time, atmospheric air temperature, and liquid water content [8] .
For manned aircraft, the mitigation of in-flight icing can be done by manually activating an ice protection system, which is usually either chemical, thermal or pneumatic. However, these systems are usually heavy, expensive, and structurally intricate, hence they cannot be applied to small unmanned aerial vehicles (UAVs) . For this latter class of vehicles, alternative solutions have been proposed recently, such as heat conducting tapes [9] and electrically conductive carbon nanomaterial based coating for temperature control of UAV airfoil surfaces [10, 11] . However, due to power consumption, fault/icing detection schemes with fast and accurate responses are needed to guarantee the efficiency of these systems [12] .
Several approaches have been studied recently for the icing detection in aircrafts and UAVs, including observer-based [13] and statistical [14] methods. An approach that has shown to be promising in the last years involves the use of unknown input observers (UIOs), a special class of observers which has found several applications for UAVs, e.g. fault detection and isolation [15] . UIOs are observers that allow estimating the state of a given system, independently of some unknown inputs [16] . First introduced in [17] and [18] , this technique has been further developed using different techniques, such as the geometric [19] and the algebraic [20] approaches. UIOs are a very useful tool for achieving a successful fault detection and isolation [21] , because they can be made insensitive to certain input space directions if some structural algebraic conditions on the system are fulfilled [22] .
The application of UIOs to the problem of icing detection started with [23] , where it was addressed considering the linearized longitudinal model of the vehicle. Further improvements have been obtained using multiple models [24] and linear parameter varying (LPV) methods [25, 26] . LPV techniques have attracted a lot of attention in the last decades, as testified by the increasing number of publications dealing with this topic [27, 28] , some of which are related with controller design for aircrafts/UAVs [5] . The LPV paradigm has provided an elegant way to apply linear-like techniques to nonlinear systems, with theoretical guarantees of stability and performance [29] . Unlike linearization techniques, LPV methods do not involve any approximation, since they rely on exact transformation of the original nonlinear system into a quasi-linear one, by embedding all the original nonlinearities within some varying parameters that schedule the state space matrices [30] . As a consequence, an LPV UIO-based icing detection scheme has the advantage of being consistent with a wide range of operating conditions.
The main and novel contribution of this paper is the generalization of the fault and icing diagnosis method introduced in [25] , where it was developed for the longitudinal dynamics, to the complete 6-DOF UAV model, which includes the coupled longitudinal/lateral dynamics. Another contribution of this work is the adaptation of the continuous-time formulation of the UIO proposed in [25] to deal with discrete-time models, which makes the methodology more suitable for a practical implementation in the UAV on-board computer. The developed theory is supported by simulations illustrating diagnosis of actuator faults and icing in a small UAV, with results that are thoroughly discussed.
The paper is structured as follows. Section 2 presents the UAV 6-DOF model, and shows how a quasi-LPV model can be obtained using a nonlinear embedding in the parameters approach. Following the established terminology, a quasi-LPV model has the same structure of a pure LPV model, but the varying parameters depend on endogenous signals, such as state and input variables [31] . Also, the modeling of undesired effects, such as wind disturbance, actuator faults, and icing, are presented. Section 3 is dedicated to the design of a discrete-time LPV UIO for performing fault and icing diagnosis in UAVs. In addition, a metric that can be used for analysing the robustness of the LPV UIO is proposed, along with a Monte Carlo strategy for obtaining an estimate with some desired bound on the standard deviation. Simulation results are presented in Section 4 to demonstrate the effectiveness of the proposed approach, and Section 5 outlines the main conclusions.
Notation
The notation is listed in Table 1 using alphabetical order, where the romanized names of Greek letters have been used. For example, α is listed as if it were spelled alpha.
Model and setup

Nonlinear model
The UAV nonlinear model consists of an equation for the altitude h, three equations for the airspeed components (u, v, w), three equations for the Euler angles (φ, θ, ψ), and three equations for the angular rates (p, q, r) [32] : 
where the linear/angular accelerations a x , a y , a z , a p , a q , a r are given by:
The nondimensional coefficients C i are usually referred to as stability and control derivatives. Some of them are nonlinear functions of:
according to:
Quasi-LPV model
The nonlinear model (1)-(10) can be brought to a quasi-LPV form using the nonlinear embedding in the parameters approach [33, 34] :
where x = (h, u, v, w, φ, θ, ψ, p, q, r) T , υ = (δ 2 t , δ e , δ a , δ r ) T , and the matrix functions A (x(t)), B (x(t)), d (x(t)) are given by:
The expression of the coefficients appearing in the matrices are detailed in the Appendix.
Wind disturbance
The system dynamics is affected by the wind velocity, which can be expressed by the additional input:
where v w = (v N , v E , v D ) T is the gust component of the wind speed expressed in the North-East-Down (NED) coordinate frame and W is the rotation matrix from NED to body:
In order to model the wind gusts in a realistic way, the widely accepted Dryden wind turbulence model, also known as Dryden gusts, is used [35] . The Dryden model uses spatially varying stochastic processes to represent the components of the gusts, specifying their power spectral density.
Measured outputs
The UAV is assumed to be equipped with a sensor suite which includes a pitot static tube aligned with the longitudinal body axis, a GPS, an altimeter, gyroscopes and accelerometers. In addition, it is assumed that an accurate wind speed estimator is available [36] , such that the interpolation of the estimated wind speed with the average UAV speed, that can be computed through the GPS data, provides also a measurement of the velocities v, w. Hence, the output matrix of the system verifies C = I 10 .
Actuator faults
Actuator faults may affect the system and can be represented as an additive unknown input term F (t) given by:
where ϕ t , ϕ e , ϕ a , ϕ r represent the effects of faults in propellers/engines, elevator, aileron and rudder, respectively.
Icing effect model
The accretion of ice on the UAV surfaces modifies the stability and control derivatives according to the following linear model [37] :
where η denotes the icing severity factor and the coefficients K i depend on the UAV design, the atmospheric conditions and the icing location. The clean condition corresponds to η = 0, while the worst icing condition occurs for η = 0.2.
As a consequence, the overall effect of icing can be regarded as an additive input described by:
with:
The expressions of the coefficients g i are detailed in the Appendix. Remark 1: As a matter of fact, icing may also affect the airspeed measure-R4 ments, since the pitot tube may be clogged by the ice [38, 39] . A blocked pitot tube will cause typically the airspeed indicator to register an increase in airspeed when the UAV climbs, even though actual airspeed is constant. This is caused by the pressure in the pitot system remaining constant when the atmospheric pressure is decreasing. In reverse, the airspeed indicator will show a decrease in airspeed when the UAV descends. However, many pitot tubes are equipped with a heating element, which is required in all UAVs certified for instrument flight, such that a straightforward accommodation of icing effects on sensors can be obtained.
Actuator faults and icing diagnosis
This section describes the LPV UIO-based strategy for performing fault and icing diagnosis in UAVs. The overall conceptual scheme of the proposed approach is given in Fig. 1 . The LPV UIO uses the state measurements coming from the UAV's sensors and the control input, along with the UAV's model, to compute an estimatex, which is later compared to the measurements. The observation error ε is fed to the decision algorithm, which decides about the occurrence of faults/icing. 
Discrete-time LPV unknown input observer
Taking into account the wind, the actuator faults and the icing, the quasi-LPV model (24) is slightly modified, as follows:
which can be rewritten in a more general form for further reasoning:
where ϑ is some varying parameter vector, containing exogenous variables, endogenous variables (e.g. states and/or inputs), or a combination of them, υ un (t) and ω(t) are unknown vectors containing the fault effects ϕ(t) and the wind/icing effects given by termsv w (t), η(t), respectively, and B un (ϑ(t)) is the matrix that describes how υ un (t) affects the system's state. The continuous-time LPV system (34) can be brought to the discrete-time form:
using discretization methods, such as Euler, Runge-Kutta or other approaches [40] .
In the following, the continuous-time LPV unknown input observer introduced in [25] is adapted in order to cope with the discrete-time formulation (35) . As remarked by [21] , the main advantage of such observers is that, if some structural conditions are met, the parameters can be designed such that the resulting observation error is independent of some inputs of the system, even if these are not measured directly.
More specifically, let R (ϑ(k)) and F (ϑ(k)) be some given matrix functions, calculate the following matrix functions:
and let the unknown input observer for the system (34) be given by:
Then, the observation error ε(k) = x(k) −x(k) is given by:
which, taking into account (36) , can be rewritten as:
Then, combining (37)- (38) with (39), it can be shown that (43) is equivalent to:
It is easy to see that the following comes from (44), after taking into account (41):
Notice that F (ϑ(k)) can be chosen as a constant matrix F through an appropriate choice of the matrix function Σ 1 (ϑ(k)), which allows assigning some desired eigenvalues of F and assure convergence of the observation error ε when υ un = 0 and ω = 0. On the other hand, the matrix function R (ϑ(k)) can be chosen to constrain the range of R (ϑ(k)) B un (ϑ(k)), in such a way that different output directions of the residuals are assigned for the unknown inputs acting on the system, with the aim of identifying the cause for some detected system malfunctions.
Application to the UAV fault/icing diagnosis
Due to the superposition of effects and the lack of degrees of freedom in the unknown input observer design, it is not possible to decouple completely the wind disturbance and icing effects from the actuator faults. However, it is still possible to design the unknown input observer matrices such that a successful fault/icing diagnosis can be achieved.
Let us consider the discrete-time model of the UAV obtained from (33) using the Euler approach with sampling period T s :
with A d (x(k)) = I + T s A (x(k)), B d (x(k)) = T s B (x(k)), W d (x(k)) = T s W (x(k)), G d (x(k)) = T s G (x(k)) and d d (x(k)) = T s d (x(k)), and let us denote by e 1 , . . . , e 10 the canonical basis vectors of R 10 . Then, the following condition holds:
which allows defining our target as designing the unknown input observer matrices with the following properties:
R (x(k)) e 3 e 4 B d (x(k)) e 1 e 5 e 6 e 7 = I 10 (48)
. . , 10 are the desired eigenvalues of the matrix F (λ F i inside the unit circle, in order to assure the stability of the observer).
It is easy to check that the matrix satisfying (48)-(49) has the following structure: 
where the elements r 18 (·), r 110 (·), r 29 (·), r 39 (·), r 58 (·), r 510 (·), r 68 (·), r 610 (·) are functions of the elements of the matrix B d (x(k)).
Under the assumption that at a given instant either a single fault or icing could act on the system (no simultaneous multiple faults and icing), (48)-(49) lead to the following algorithm for deciding about the occurrence of faults/icing.
Decision Algorithm.
if
then "fault in rudder" else "icing"
The thresholds ε th i , i = 1, . . . , 6 should be calculated in such a way that the residuals never exceed them due to the wind turbulence. It is worth noticing that:
for some W R (x(k)), which means that (at least in theory) the wind turbulence should affect only the residuals ε 1 (k), ε 2 (k), ε 3 (k). However, due to undesired effects such as discretization errors, presence of sensor noise and parametric uncertainties, in practice the wind turbulence would affect the other residuals as well (although at a much smaller extent than the first three residuals).
Robustness analysis
Hereafter, a metric based on the idea of stochastic robustness [41, 42] is proposed in order to analyse the robustness of the LPV UIO-based faults and icing diagnoser. This metric is given by the probability that the LPV UIO will exhibit an unacceptable behaviour. More specifically, let us denote the LPV UIO as O, while the set of possible scenarios is denoted by S(µ), where µ ∈ M denotes possible variations due to model uncertainty, noise, etc. within a bounded set M, which can be described by a probability density function pr(µ). Then, the performance metric can be defined as the integral of an indicator function over the space of expected variations:
where I is a binary function which describes if the behaviour of the fault/icing diagnoser for a given realization of µ is acceptable (I = 1) or not (I = 0). Unfortunately, (51) cannot be integrated analytically. A practical alternative is to use Monte Carlo methods [43] with pr(µ) shaping random values of µ that will be denoted by µ i . When M random µ i , i = 1, . . . , M are generated, then an estimate of Ψ is given by:Ψ
whereΨ approaches Ψ in the limit as M → ∞. However, it is impossible to set M = ∞, thus it is interesting to choose M in such a way thatΨ has standard deviation less than a desired value σΨ. Since I is binary,Ψ has a binomial distribution, such that M can be chosen as [41] :
Results
In this section, the proposed actuator faults and icing diagnosis through discrete-time LPV unknown input observer is validated through the application to the case study of a typical small UAV, which is supposed to encounter icing conditions. The parameters appearing in the nonlinear model detailed in Section 2.1 are provided in Table 2 [32] . The UAV is controlled by an autopilot, working at a sampling period of T s = 0.05 s, which is responsible for tracking some desired total airspeed V re f a , altitude h re f and course angle χ re f . In particular, the desired trajectory depicted in Fig. 2 is considered for the subsequent simulations.
Four different scenarios have been analysed, namely: 
1) Fault in thrust 2) Fault in elevator 3) Fault in ailerons 4) Icing
The effective thrust input is subject to a loss of efficiency with respect to its nominal values δ * t : δ t (t) = 0.7δ * t (t) The fault is considered to be abrupt, starting from time t = 135 s.
Fault scenario 2 (FS2)
The effective elevator deflection δ e is subject to a loss of efficiency with respect to its nominal value δ * e : δ e (t) = 0.9δ * e (t) The fault is considered to be abrupt, starting from time t = 135 s.
Fault scenario 3 (FS3)
The effective aileron deflection δ a is subject to a loss of efficiency with respect to its nominal value δ * a : δ a (t) = 0.6δ * a (t) The fault is considered to be abrupt, starting from time t = 135 s.
Fault scenario 4 (FS4)
The UAV is subject to icing, i.e. the stability and control derivatives are modified according to (30) , taking into account the coefficients K i listed in Table 3 . The icing starts at time t = 135 s, and slowly increases from η = 0 to η = 0.2, such that η = 0.2 starting from time t = 235 s.
Remark 2:
The coefficients K i used in this work have been computed mimicking the proportional variation of the stability and control derivatives for a Twin Otter aircraft subject to all iced conditions [37] , and they could differ in the case of a real Aerosonde UAV. However, since the proposed LPV unknown input observer does not depend on the values of these coefficients, which are included in the simulator only to provide realistic icing effects, it can be expected that similar results would be obtained with different values of the coefficients K i .
Results without sensor noise/uncertainties
Hereafter, the results related to the application of the UIO-based fault/icing diagnosis strategy described in Section 3 are presented. The proposed UIO, with a choice of F = 0.9I 10 , is tested against the nonlinear continuous-time UAV simulator, which is affected by the wind turbulence acting as an exogenous undesired unknown effect. Also, in order to show the advantages of using an LPV framework when dealing with highly nonlinear systems, the results obtained with the proposed LPV UIO (plotted as blue solid lines) are compared with the ones obtained using a linear time invariant (LTI) UIO (plotted as green dotted lines). The LTI UIO has been tuned on the LTI model of the UAV working at the operating point given by V a = 18 m/s, h = 50 m, χ = 0 rad, which corresponds to the desired operating point at the beginning of the simulations, i.e. from t = 0 s to t = 50 s (see Fig. 2 ).
It has been noticed that the frequency content of the residuals ε i (t) changes under faults/icing occurrence. In fact, in absence of faults/icing, the residuals are excited only by the wind acceleration, which is mostly a high frequency disturbance. On the other hand, the actuator faults and icing effects increase the low frequency content of the variables ε i (t). Thus, low-pass filtering the residuals indicates more clearly the presence of faults/icing. More specifically, the low-pass filtered residuals are obtained as follows:ξ
where a i is a design parameter that should be chosen to guarantee that only the part of the frequency spectrum of ε i (t) affected by faults/icing is presented (hereafter, a value a i = 0.995 is used). Then, the decision algorithm proposed in the previous section is slightly modified by replacing all instances of ε i with ξ i and all instances of ε th i with ξ th i , i = 1, . . . , 10.
Using a simulation scenario without faults/icing acting on the UAV, the values for the thresholds ξ th i , i = 1, . . . , 6 for the LPV UIO have been calculated as follows: ξ th 1 = ξ th 2 = 0.06, ξ th 3 = 0.02, ξ th 4 = 0.002 and ξ th 5 = ξ th 6 = 0.001 (red solid horizontal lines in the plots). Figure 3 shows the evolution of the residuals ξ i in fault scenario 1. The LPV UIO behaves as expected, since all the residuals are within the calculated thresholds, except for ξ 3 , which exceeds its threshold starting from time t = 135.65 s. According to the Decision Algorithm presented in the previous section, this allows determining correctly that a fault is acting on the thrust. On the other hand, note that the LTI UIO's residuals are sensitive to operating point changes and exogenous disturbances, such as the wind gusts, and hence they cannot be used effectively for performing the diagnosis of faults and icing. Figure 4 shows the residuals ξ i obtained in fault scenario 2. The presence of a fault in the elevator is clearly identified due to the response of the residual ξ 4 , which exceeds the threshold ξ th 4 (red line) starting from time t = 135.2 s. On the other hand, the response of the residual ξ 5 allows isolating a fault in the aileron at time t = 135.65 s, as shown by Fig. 5 , which presents the residuals' responses in fault scenario 3. It is worth noticing that the effect of ϕ a on ξ 5 is weaker than the one of ϕ e on ξ 4 . This is due to the operation conditions of the UAV, which works with a δ a close to zero value, such that a loss of effectiveness of this actuator has less severe effects on the system (see Fig. 6 , where both δ a and δ e for the nominal scenario are shown). In case of doubt about the actual presence of a fault in the aileron, the control system could force the UAV to perform manoeuvres requiring different values of δ a , thus improving the effectiveness of the fault diagnosis algorithm.
Finally, Fig. 7 presents the residuals ξ i obtained in fault scenario 4 (icing). In this case, all the residuals exceed the respective thresholds, which according to the Decision Algorithm presented in the previous section allows inferring correctly the presence of ice on the UAV.
Results with sensor noise/uncertainties
To conclude the analysis of the proposed method, let us assess its robustness against undesired effects, such as sensor noise and uncertainties. To this end, the approach described in Section 3.3 has been applied to choose appropriate thresholds ξ th i for the residuals. The Monte Carlo simulations used for calculatingΨ, as in (52), con- sider that all the stability/control derivatives are affected by normally distributed uncertainty with standard deviation equal to 3% of their nominal values, and that the noise affecting the sensor measurements is normally distributed around zero mean value, with the following standard deviations: σ 1 = 0.25 m, σ 2 = σ 3 = σ 4 = 0.25 m/s, σ 5 = σ 6 = σ 7 = 0.002 rad, σ 8 = σ 9 = σ 10 = 0.0005 rad/s. For each residual ξ i , i = 1, . . . , 6, the metric (52) has been calculated for different thresholds by using an indicator function I that takes into account whether the behaviour of the considered residual is compatible with a given fault scenario or not. For example, in the case of the residual ξ 3 , I = 1 in case the residual does not exceed its thresholds in scenarios with no faults/icing, fault in elevator, fault in aileron and fault in rudder, or in case the residual does exceed its thresholds in scenarios with faults in thrust or icing (see Decision Algorithm in Section 3.2), while I = 0 otherwise. Notice that by performing Monte Carlo simulations for different values of fault magnitudes, it is possible to select appropriately the thresholds, taking into account the existence of a trade-off between avoiding false alarms and making the LPV UIO-based scheme sensitive to faults/icing. For each considered scenario, M = 100 Monte Carlo simulations have been performed which, given (53), corresponds to ensuring a standard deviation σΨ = 0.05. For each residual, a table has been obtained, providing the estimated metric for different scenarios and thresholds (see Tables 4-9) , which is useful for choosing appropriate threshold values. For example, if a 95% success rate in avoiding false alarms is Table 6 Estimated metricsΨ for residual ξ 3 .
ξ th 3 = 0.20 ξ th 3 = 0.25 ξ th 3 = 0.30 ξ th 3 = 0.35 No faults 
Conclusion
This paper has proposed a discrete-time LPV UIO fault/icing diagnosis scheme for unmanned aerial vehicles (UAVs). It has been shown that the nonlinear 6-DOF model of a UAV can be brought to a quasi-LPV form using the nonlinear embedding in the parameters approach. Wind disturbance, actuator faults and icing are added into the model as additive disturbances. Then, the LPV UIO matrices are designed such that different output directions of the residuals are assigned for the unknown inputs acting on the system. In this way, an algorithm for deciding about the occurrence of faults/icing can be proposed, under the assumption that at a given instant either a single fault or icing could act on the system. In addition, a metric that can be used for analysing the robustness of the proposed method has been suggested, along with a Monte Carlo strategy for estimating this metric with some desired bound on the standard deviation. The proposed actuator faults and icing diagnosis method has been validated using the case study of a typical small UAV. Four different scenarios have been analysed, i.e. i) fault in thrust; ii) fault in elevator; iii) fault in ailerons; and iv) icing. The results obtained without sensor noise and uncertainties show that the proposed approach is able to diagnose correctly all the considered faults when the theoretical assumptions under which the UIO has been developed hold. However, when sensor noise and uncertainties are included into the simulations, the trade-off between avoiding false alarms and making the LPV UIO-based scheme sensitive to faults/icing must be taken into account, in order to choose appropriate values for the residual thresholds. In this case, the robustness metric and the extensive Monte Carlo simulations have proven to be useful tools for performing this choice. It seems evident that before achieving a successful application of the proposed strategy on a real UAV operating under harsh weather conditions, it will be necessary to enhance the sensitivity of the UIO to faults and icing while decreasing the sensitivity to noise and uncertainties. Also, active trajectory planning will be investigated, in particular with the aim of allowing a successful aileron fault diagnosis. ρV 2 a SbC r δr g 2 (·) = ρV 2 a S 2m K L α C L α α sin α − K D 0 C D 0 cos α + K L q C L q sin α cq 2V a + K L δe C L δe δ e sin α g 3 (·) = ρV 2 a S 2m K Y β C Y β β + K Y δr C Y δr δ r g 4 (·) = − ρV 2 a S 2m K L α C L α α cos α + K D 0 C D 0 sin α + K L q C L q sin α cq 2V a + K L δe C L δe δ e sin α g 8 (·) = 1 2 ρV 2 a Sb Γ 3 K l β C l β β + Γ 4 K n β C n β β + Γ 3 K l p C l p bp 2V a +Γ 4 K n r C n r br 2V a + Γ 3 K l δa C l δa δ a + Γ 3 K l δr C l δr δ r + Γ 4 K n δr C n δr δ r g 9 (·) = ρV 2 a Sc 2J y K m α C m α α + K m q C m q cq 2V a + K m δe C m δe δ e g 10 (·) = 1 2 ρV 2 a Sb Γ 4 K l β C l β β + Γ 8 K n β C n β β + Γ 4 K l p C l p bp 2V a +Γ 8 K n r C n r br 2V a + Γ 4 K l δa C l δa δ a + Γ 4 K l δr C l δr δ r + Γ 8 K n δr C n δr δ r
