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We consider Hermitian random matrices of the form H = W + λV , where W is a Wigner matrix and V
a diagonal random matrix independent of W . We assume subexponential decay for the matrix entries of W
and we choose λ ∼ 1 so that the eigenvalues of W and λV are of the same order in the bulk of the spectrum.
In this paper, we prove for a large class of diagonal matrices V that the local deformed semicircle law holds
for H , which is an analogous result to the local semicircle law for Wigner matrices. We also prove complete
delocalization of eigenvectors and other results about the positions of eigenvalues.
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1. Introduction
Consider large matrices whose entries are random variables. Famous examples of such matrices are Wigner
matrices: a Wigner matrix is an N ×N real or complex matrixW = (wij) whose entries are independent random
variables with mean zero and variance 1/N , subject to the symmetry constraint wij = wji. The eigenvalues of
Wigner matrices are highly correlated; the empirical density of eigenvalues converges to the Wigner semicircle
law [40] in the large N limit. Under some additional moment assumptions on the entries this convergence also
holds on very small scales: denoting by GW (z) = (W − z)−1, z ∈ C+, the resolvent or Green function of W ,
the convergence of the empirical eigenvalue distribution on scale η at an energy E ∈ R is equivalent to the
convergence of the averaged Green function mW (z) = N
−1TrGW (z), z = E + iη. The convergence of mW (z)
at the optimal scale N−1, up to logarithmic corrections, the so-called local semicircle law, was established for
Wigner matrices in a series of papers [16, 17, 18], where it was also shown that the eigenvectors of Wigner matrices
are completely delocalized. The proof is based on a self-consistent equation for mW (z) and the continuity of the
Green function G(z) in the spectral parameter z. In [22, 23] convergence of Green function entries was established
on optimal scales. Precise estimates on the averaged Green function mW (z) and on the eigenvalue locations are
essential ingredients for proving bulk universality [19, 20] and edge universality [24] for Wigner matrices.
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Diagonal matrices with i.i.d. random entries are another example of random square matrices. Their eigenvalues
are independent, hence uncorrelated, and their eigenvectors are localized. Physically, the diagonal matrix may
represent an on-site random potential on a lattice system. Compared to the mean-field nature of Wigner matrices,
which are in the weak disorder or the delocalization regime, the diagonal randomness also provides a good example
of the strong disorder or localization regime.
In this paper we consider the interpolation of the two, i.e., the N ×N random matrix
H = λV +W , λ ∈ R , (1.1)
where V is a real diagonal random matrix, or a ‘random potential’, and W is a real symmetric or complex
Hermitian Wigner matrix independent of V . The matrix V is properly normalized so that the typical eigenvalues
of V and W are of the same order. (See Definition 2.1 for a precise statement.) The parameter λ determines the
relative strength of each part in this model.
For λ ∼ 1 the eigenvalue density is not solely determined by V or W in the limit N → ∞, but can be
described by a functional equation for the Stieltjes transforms of the limiting eigenvalue distributions of V
and W ; see [33, 34]. In general, this limiting eigenvalue distribution, referred to as the deformed semicircle law,
is different from the semicircle distribution. The equal strength of V and W makes it non-trivial to find the
spectral properties of H . We remark that there are some results related to this model [8, 29, 4].
When W belongs to the Gaussian Unitary Ensemble (GUE), H is called the deformed GUE, and it can
describe Dyson Brownian motion [10] on the real line; see, e.g., [27]. There has been much important work on
various scales of λ: Related to symmetry-breaking, transition statistics for eigenvalues in the bulk, especially the
nearest neighbor spacing, were studied in [32, 25] for λ ∼ N1/2. In this situation, the diagonal part λV controls
the average density, while the GUE part induces fluctuation of eigenvalues. For λ . 1, it was shown in [35] that
universality of eigenvalue correlation functions holds in the bulk of the spectrum. Concerning the edge behaviour,
it was shown in [28] that the transition from the Tracy-Widom to the standard Gaussian distribution occurs on
the scale λ ∼ N−1/6. For λ ≪ N−1/6, the Tracy-Widom distribution for the edge eigenvalues was established
in [36].
In this paper, we prove, for λ . 1 and a large class of random potentials, convergence of the empirical density
of eigenvalues down to the optimal scale 1/N , i.e., we show a local deformed semicircle law for the averaged
Green function mH(z) = N
−1Tr(H − z)−1 , z = E + iη, for all η ≫ N−1. Unlike in the Wigner case, the
diagonal disorder of V prevents the diagonal Green function entries from concentrating around mH(z) for λ 6= 0.
Following [24] we derive a self-consistent equation for mH(z), whose analysis requires a stability estimate that
forces interesting conditions on V and λ. As an intermediate result, we obtain a weak local deformed semicircle
law for mH(z) and complete delocalization of the eigenvectors of H up to the edge. In [23] a ‘fluctuation average
lemma’ was proven that yielded optimal rigidity estimates on the location of the eigenvalues of H in the bulk [23]
and up to the edge [24]. Combining the weak deformed semicircle law with the ‘fluctuation average lemma’ [23] we
obtain convergence of mH(z) on the optimal scale. However, the self-averaging mechanism of the Wigner matrix
W in the bulk is only observed after the leading fluctuations stemming from V are subtracted. For example, for
λ ∼ 1, the rigidity of eigenvalue location is weaker than in the Wigner case, but we show that the eigenvalue
spacing is rigid in the bulk on intermediate scales.
The paper is organized as follows: In Section 2, we introduce the precise definition and assumptions of the
model, state the main results and give a short outline of the proofs. Our assumptions on λV mainly depend on the
behaviour of the deformed semicircle law as described in Lemmas 2.4 and 2.7 (see also Lemma 3.2 in Section 3).
For similar results on the deformed semicircle law; see [5, 36]. In Section 3, we prove a weak local (deformed)
semicircle law and complete delocalization of eigenvectors. The proof of the local deformed semicircle law follows
closely the proof of the weak local semicircle law for sparse random matrices given in [12]. In Section 4, we give
a proof of the average fluctuation lemma (Lemma 4.1). The proof is inspired by [14], where fluctuation averages
are considered for generalized Wigner and random band matrices. The combination of the fluctuation average
lemma with the weak local (deformed) semicircle law, yields a proof of the strong local deformed semicircle law
as in [24, 12]. In Section 5, we identify the leading corrections due to the random diagonal part to the strong
local semicircle law on scale N−1/2, in the bulk of the spectrum. In Section 6, we establish, following the Helffer-
Sjo¨strand argument given in [15], estimates on the density of states and the rigidity of eigenvalues. Using the
results obtained in Section 5, we obtain estimates on the rigidity of the eigenvalue spacing on intermediate scales
in the bulk of the spectrum. Technical details about the square root behaviour and the stability bounds for the
deformed semicircle law are given in the Appendix.
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2. Definition and Results
In this section, we define our model and state our main results.
2.1. Free convolution.As first shown in [33] the limiting spectral distribution of the interpolating model (1.1)
is given by the (additive) free convolution measure of the limiting distribution of the entries of λV and µsc,
the semicircular measure. In a more general setting, the free convolution measure, µ1 ⊞ µ2, of two probability
measures µ1 and µ2, is defined as the distribution of the sum of two freely independent non-commutative random
variables, having distributions µ1, µ2 respectively; we refer to [39, 30, 26, 1]. The (additive) free convolution may
also be described in terms of the Stieltjes transform: Let µ be a probability measure on R, then we define the
Stieltjes transform of µ by
mµ(z) :=
∫
R
dµ(x)
x− z , z ∈ C
+ . (2.1)
Note that mµ(z) is an analytic function in the upper half plane, satisfying limy→∞ iymµ(iy) = 1. As shown
in [38, 6], the free convolution has the following property: Denote by mµ1 , mµ2 , mµ1⊞µ2 , the Stieltjes transforms
of µ1, µ2, µ1 ⊞ µ2, respectively. Then there exist two analytic functions ω1, ω2, from C
+ to C+, satisfying
limy→∞ ωi(iy)/iy = 1, (i = 1, 2), such that
mµ1⊞µ2(z) = mµ1(ω1(z)) = mµ2(ω2(z)) ,
ω1(z) + ω2(z) = z − 1
mµ1⊞µ2(z)
, (2.2)
for z ∈ C+. The functions ωi are referred to as subordination functions. Note that (2.2) also shows that
µ1 ⊞ µ2 = µ2 ⊞ µ1. It was pointed out in [9, 3] that the system (2.2) may be used as an alternative definition of
the free convolution. In particular, given µ1, µ2, the system (2.2) has a unique solution (mµ1⊞µ2 , ω1, ω2).
The system (2.2) has been used in [34] to exploit the limiting eigenvalue distributions for random matrices of
the form A+UBU∗, with A, B deterministic or random N ×N matrices and U an N ×N random Haar unitary
matrix. Free probability theory turned out to be a natural setting for studying global laws for such ensembles;
see, e.g., [39, 1]. For more recent treatments, including local laws, we refer to [29, 8, 4].
In case we choose the measure µ2 as the standard semicircular law dµsc(E) =
1
2π
√
(4− E2)+dE, a simple
computation reveals that the Stieltjes transform, mµsc ≡ msc, satisfies
msc(z) = − 1
z +msc(z)
, z ∈ C+ .
Using this information, we can reduce the system (2.2), to the self-consistent equation
mfc(z) =
∫
dµ(x)
x− z −mfc(z) , z ∈ C
+ , (2.3)
Immfc(z) ≥ 0, for z ∈ C+, with limy→∞ iy mfc(iy) = 1, where we have abbreviated µ ≡ µ1. Equation (2.3) is
often called the Pastur relation. A slightly modified version of the functional Equation (2.3) is the starting point
of the analysis in [33] and also of the present paper; see (2.9).
The (unique) solution of (2.3) has first been studied in details in [5]. In particular, it has been shown that
lim supηց0 Immfc(E + iη) < ∞, E ∈ R, and hence the free convolution measure µfc ≡ µ ⊞ µsc is absolutely
continuous (for simplicity we denote the density also with µfc) and we conclude from the Stieltjes inversion
formula that
µfc(E) = lim
ηց0
1
π
Immfc(E + iη) , E ∈ R .
Moreover, it was shown in [5] that the density µfc is analytic in the interior of the support of µfc. We refer to,
e.g., [2] for further results on the regularity of the free convolution measure.
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2.2. Assumptions. In this section, we define the model (1.1) in details and list our main assumptions.
2.2.1. Definition of the model.
Definition 2.1. Let W be an N ×N random matrix, whose entries, (wij), are independent, up to the symmetry
constraint wij = wji, centered, complex random variables with variance N
−1 and subexponential decay, i.e.,
P
(√
N |wij | > x
)
≤ C0 e−x
1/θ
, (2.4)
for some positive constants C0 and θ > 1. In particular,
Ewij = 0 , E|wij |p ≤ C (θp)
θp
Np/2
, (p ≥ 3) , (2.5)
and,
Ew2ii =
1
N
, E|wij |2 = 1
N
, Ew2ij = 0 , (i 6= j) . (2.6)
Remark 2.2. We remark that all our methods also apply to symmetric Wigner matrices, i.e., when (wij) are
centered, real random variables with variance N−1 and subexponential decay. In this case, (2.6) gets replaced by
Ew2ii =
2
N
, Ew2ij =
1
N
, (i 6= j) . (2.7)
Let V = (vi) be an N × N diagonal random matrix, whose entries (vi) are real, centered, i.i.d. random
variables, independent of W = (wij), with law µ. More assumptions on µ will be stated below. For λ ∈ R, we
consider the random matrix
H = (hij) := λV +W . (2.8)
In the next sections, we will choose µ, such that suppµ = [−1, 1], but we observe that varying λ is equivalent to
changing the support of µ.
We define the resolvent, or Green function, G(z), and the averaged Green function, m(z), of H by
G(z) = (Gij(z)) :=
1
λV +W − z , m(z) :=
1
N
TrG(z) , z ∈ C+ .
Frequently, we abbreviate G ≡ G(z), m ≡ m(z), etc..
2.2.2. Free convolution.Following the discussion in Subsection 2.1, we define mλfc as the solution to
mλfc(z) =
∫
dµ(v)
λv − z −mλfc(z)
, z ∈ C+ , (2.9)
with Immλfc(z) ≥ 0, z ∈ C+. We denote by µλfc the corresponding probability measure. For simplicity, we discard
the superscript λ from our notation. Let us list some easy examples:
i. Choosing µ = δ1, one directly sees that µfc is a semicircle law of radius 2 centered at λ.
ii. For the choice µ = 12 (δ−1 + δ1), (2.9) reduces to a cubic equation and the support of the measure µfc can
be inferred from a simple analysis of the discriminant of that equation. As it turns out, the support of µ
consists of a single interval for λ ≤ 1 and of two intervals for λ > 1. For simplicity, we will exclude the
possibility of µfc having support on several disjoint intervals in the following. However, some of our results
can be generalized to this setting.
iii. If µ is the standard Gaussian measure, no closed expression for µfc exists, but the moments of µfc can
be computed recursively; see [7]. Moreover, the density of µfc is a smooth function with Gaussian tails.
Although the Gaussian case is important, we will not deal with measures of unbounded support, but
comment on the Gaussian case in Remarks 2.11 and 2.16.
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2.2.3. Assumptions on λV and µ. We state our assumptions on µ the distributions of the entries (vi) of V . From
now on, we choose µ with µ = supp[−1, 1]. Depending on the size of the ‘perturbation’ parameter λ, we have to
distinguish two cases: For |λ| ≤ 1, we will assume the following:
Assumption 2.3. [Small λ] The entries of the diagonal matrix V = (vi) are centered, real, i.i.d. random variables,
independent of W = (wij). For |λ| ≤ 1, we assume that the distribution of (vi) has a continuous density µ(v),
such that µ(v) > 0, v ∈ (−1, 1), and µ(v) = 0, v 6∈ [−1, 1].
This assumption ensures that the deformed semicircle law µfc is supported on a single interval [L1, L2], with
a square root behaviour at the edges. More precisely, we have the following result:
Lemma 2.4. Let λ ≤ 1 and assume that µ satisfies Assumption 2.3. Then there are −∞ < L1 < 0 < L2 <∞,
such that supp µfc = [L1, L2]. Moreover, denoting by κE the distance to the endpoints of the support of µfc, i.e.,
κE := min{|E − L1|, |E − L2|} , E ∈ R , (2.10)
there exists C ≥ 1 such that
C−1
√
κE ≤ µfc(E) ≤ C√κE , E ∈ [L1, L2] . (2.11)
In a slightly different setting this lemma has been proven in [36]; see also [5, 31]. In the Appendix we explain
how to adopt the proof in [36] to our setting.
Remark 2.5. Above, we have chosen λ to be independent of N . However, we may choose λ = CN−δ, for some
constants C and δ > 0. In this setting all our results hold true as well, in particular, in all the bounds one may
simply replace λ by CN−δ.
Remark 2.6. Determining the endpoints L1 and L2 of the support of µfc explicitly is, in general, not pos-
sible, since it involves solving an implicit equation. However, for λ sufficiently small, one can show that
L1 = −2
√
1 + λ2 + O(λ3) and L2 = 2
√
1 + λ2 + O(λ3). Also the measure µfc is O(λ)-close to the semicir-
cular measure of radius 2
√
1 + λ2 in an appropriate distance, but we refrain from going into the details of this
‘perturbative approach’.
For |λ| > 1, we have to strengthen the above assumptions, since the square root behaviour at the endpoint of
the support of µfc may fail, for λ large enough. We call a probability measure µ a Jacobi measure if it is given
by a density of the form
µ(v) = Z−1(1 + v)a(1− v)bd(v)1[−1,1](v) , (2.12)
where d ∈ C1([−1, 1]), with d(v) > 0, v ∈ [−1, 1], −1 < a, b <∞, and Z a normalization constant.
We have the following result.
Lemma 2.7. Let µ be a centered Jacobi measure; see (2.12). Then, for any λ ∈ R, there are −∞ < L1 < 0 <
L2 <∞, such that supp µfc = [L1, L2]. Moreover,
(1) for −1 < a, b ≤ 1, for any λ ∈ R, µfc has the square root behaviour (2.11);
(2) for 1 < a, b <∞, there exists λ1 ≡ λ1(µ) > 1 and λ2 ≡ λ2(µ) > 1 such that,
(2a) for |λ| < λ1, |λ| < λ2, µfc has the square root behaviour at both endpoints;
(2b) for |λ| < λ1, |λ| > λ2, µfc has the square root behaviour at the lower endpoint of the support (i.e., for
E ∈ [L1, 0]), but there is C ≥ 1, such that
C−1(L2 − E)b ≤ µfc(E) ≤ C(L2 − E)b , E ∈ [0, L2] . (2.13)
Analogue statements hold for |λ| > λ1, |λ| < λ2, etc..
The proof of the lemma is given in the Appendix.
For our methods to work, we have to exclude situation (2b) of Lemma 2.7. For |λ| > 1, we will thus assume:
Assumption 2.8. [Large λ] The entries of the diagonal matrix V = (vi) are centered, real, i.i.d. random variables,
independent of W = (wij). For |λ| > 1, we assume that the distribution of the (vi) is given by a centered Jacobi
measure, and λ and a, b are chosen as in (1) or (2a) of Lemma 2.7.
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2.2.4. Notations and Conventions. To state our main results, we need some more notations and conventions. For
high probability estimates we use two parameters ξ ≡ ξN and ϕ ≡ ϕN : We assume that
a0 < ξ ≤ A0 log logN , ϕ = (logN)C , (2.14)
for some fixed constants a0 > 2, A0 ≥ 10, C ≥ 1. These constants are chosen such that large deviation estimates
in Lemma 3.5 hold. They only depend on θ and C0 in (2.4) and will be kept fixed in the following.
Definition 2.9. For ν > 0, we say an event Ω has (ξ, ν)-high probability, if
P(Ωc) ≤ e−ν(logN)ξ ,
for N sufficiently large.
Similarly, for a given event Ω0 we say an event Ω holds with (ξ, ν)-high probability on Ω0, if
P(Ω0 ∩Ωc) ≤ e−ν(logN)
ξ
,
for N sufficiently large.
For brevity, we occasionally say an event holds with high probability, when we mean (ξ, ν)-high probability.
We do not keep track of the explicit value of ν in the following, allowing ν to decrease from line to line such that
ν > 0. From our proof it becomes apparent that such reductions occur only finitely many times.
We use the symbols O( · ) and o( · ) for the standard big-O and little-o notation. The notations O , o, ≪, ≫,
usually refer to the limit N → ∞. Here a ≪ b means a = o(b). We use c and C to denote positive constants
that do not depend on N . Their value may change from line to line. Finally, we write a ∼ b, if there is C ≥ 1
such that C−1|b| ≤ |a| ≤ C|b|, and, occasionally, we write for N -dependent quantities aN . bN , if there exist
constants C, c > 0 such that |aN | ≤ C(ϕN )cξ|bN |.
2.3. Results. In this subsection we state our main results. The presentation of our results follows the one in [12].
Since we choose the measure µ to be centered, we may assume that λ ≥ 0, without loss of generality in the
following. Fix some λ0 > 0, then we assume that the perturbation parameter λ is in the domain
Dλ0 := {λ ∈ R+ : λ ≤ λ0} . (2.15)
Here λ0 is an arbitrary constant, but recall that in case λ0 > 1, Assumption 2.8 may not be satisfied for a, b > 1.
We define the spectral parameter z = E + iη, with E ∈ R and η > 0. Let E0 ≥ 3 + λ0 and define the domain
DL := {z = E + iη ∈ C : |E| ≤ E0 , (ϕN )L ≤ Nη ≤ 3N} , (2.16)
with L ≡ L(N), such that L ≥ 12ξ. Here, we chose E0 bigger than 3 + λ, since we know that the spectrum
of W lies in the set {E ∈ R : |E| ≤ 3} with high probability. Thus spectral perturbation theory implies that the
spectrum of H is contained in {E ∈ R : |E| ≤ 3 + λ}, with high probability.
Recall the definition of κE , the distance to the endpoints of the support of µfc, in (2.10). In the following,
we often abbreviate κ ≡ κE .
2.3.1. Local Laws.
Theorem 2.10. [Strong local law] Let H = λV +W , where W satisfies the assumptions in Definition 2.1 and λV
satisfies Assumption 2.3 or Assumption 2.8. Let
ξ =
A0 + o(1)
2
log logN . (2.17)
Then there are constants ν > 0 and c1, depending on the constants θ and C0 in (2.4), λ0 in (2.15), E0 in (2.16),
A0 in (2.17), and the measure µ, such that for L ≥ 40ξ, the events⋂
z∈DL
λ∈Dλ0
{
|m(z)−mfc(z)| ≤ (ϕN )c1ξ
(
min
{
λ1/2
N1/4
,
λ√
κ+ η
1√
N
}
+
1
Nη
)}
(2.18)
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and ⋂
z∈DL
λ∈Dλ0
{
max
i6=j
|Gij(z)| ≤ (ϕN )c1ξ
(√
Immfc(z)
Nη
+
1
Nη
)}
(2.19)
both have (ξ, ν)-high probability.
Remark 2.11. If we choose the entries of V = (vi) to be independent standard Gaussian random variables, we
have the following result: Under the same assumptions as in Theorem 2.10 (except Assumption 2.3 or 2.8) and
with similar constants, the events
⋂
z∈DL
λ∈Dλ0
{
|m(z)−mfc(z)| ≤ (ϕN )c1ξ
(
λ√
N
+
1
Nη
)}
(2.20)
and ⋂
z∈DL
λ∈Dλ0
{
max
i6=j
|Gij(z)| ≤ (ϕN )c1ξ
(√
Immfc(z)
Nη
+
1
Nη
)}
(2.21)
both have (ξ, ν)-high probability. Note, however, that the result only applies to the compact domain DL of the
spectral parameter z (i.e., for some fixed E0), but the limiting spectrum of H = λV +W has unbounded support.
The proof of the estimates (2.20) and (2.21) is similar to the proof of Theorem 2.10 and we refrain from stating
it explicitly.
For λ = 0, we have mfc = msc, where msc is the Stieltjes transform of the standard semicircle law. In this
case stronger estimates have been obtained; see, e.g., [11]. Roughly speaking, in this situation we have the high
probability bounds
|m(z)−msc(z)| . 1
Nη
and |Gij(z)− δijm(z)| .
√
Immsc(z)
Nη
+
1
Nη
, (λ = 0) , (2.22)
(up to logarithmic corrections), within the range of admitted parameters.
This suggests that the bound on Gij(z), (i 6= j), in (2.19) is optimal. However, for λ 6= 0, Gii(z) strongly de-
pends on vi, i ∈ {1, . . . , N}, and the diagonal resolvent entries do not concentrate round their mean m(z).
This becomes apparent from Schur’s complement formula (see, e.g., (3.17)) and one easily establishes that
|Gii(z)−m(z)| ≤ Cλ + o(1), with high probability.
Comparing the estimate on m − mfc in (2.18) with the corresponding estimate in (2.22), one may sus-
pect that the leading correction terms in (2.18) stem from fluctuations of the random variables (vi). The next
theorem asserts that this is indeed true, at least in the bulk of the spectrum: There are random variables,
ζ0 ≡ ζN0 (z), which depend on the random variables (vi), but are independent of the random variables (wij),
such that |m(z)−mfc(z)− ζ0(z)| . (Nη)−1 with high probability in the bulk of the spectrum; see (2.23). Con-
cerning the spectral edge, we remark that the estimate in (2.18) is optimal for λ ≪ N−1/6, but it is not known
whether λ1/2N−1/4 is the optimal rate for λ≫ N−1/6.
To state our next result, we define the domain
BL := DL ∩ {z = E + iη ∈ C :
√
κE + η ≥ (ϕN )LξN−1/4} .
We have the following result:
Theorem 2.12. Let H = λV + W , where W satisfies the assumptions in Definition 2.1 and λV satisfies
Assumption 2.3 or 2.8. Then, for any z ∈ DL, λ ∈ Dλ0 , there exist random variables ζ0(z) ≡ ζN0 (z), depending
only on (vi) such that, with the same constants as in Theorem 2.10, the event⋂
z∈BL
λ∈Dλ0
{
|m(z)−mfc(z)− ζ0(z)| ≤ (ϕN )c1ξ 1
Nη
}
(2.23)
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has (ξ, ν)-high probability. The random variables ζ0(z) have the following property: The event⋂
z∈DL
λ∈Dλ0
{
|ζ0(z)| ≤ (ϕN )c1ξmin
{
λ1/2
N1/4
,
λ√
κ+ η
1√
N
}}
(2.24)
has (ξ, ν)-high probability.
Remark 2.13. The estimates in (2.23) and (2.24) need some explanation: Choosing E in the bulk of the
spectrum, i.e., κE ≥ κ, for some κ > 0, we have
|m(z)−mfc(z)− ζ0(z)| ≤ (ϕN )c1ξ 1
Nη
, |m(z)−mfc(z)| ≤ (ϕN )c1ξ
(
λ√
N
+
1
Nη
)
, (2.25)
with high probability and the estimate seems to be optimal. In particular, on microscopic scales, η ≪ N−1/2, the
local fluctuations stem from the Wigner matrix W , whereas on intermediate scales, η ∼ N−1/2, the fluctuations
due to the Wigner matrix are of the same size as the fluctuations due to the diagonal matrix V . Finally, on
macroscopic scales, η ∼ 1, the fluctuations are dominated by the matrix V .
Remark 2.14. The random variable ζ0 ≡ ζ0(z) is defined as the solution to a quadratic equation; see (5.2)
below. In the bulk of the spectrum, we can approximate ζ0 by
ζ˜0(z) :=
(
1−
∫
dµ(v)
(λv − z −mfc(z))2
)−1(
1
N
N∑
i=1
1
λvi − z −mfc(z) −
∫
dµ(v)
λv − z −mfc(z)
)
, z ∈ DL , (2.26)
that only depends on (vi). Note that ζ˜0(z) embodies, up to a deterministic (z-dependent) prefactor, the expected
fluctuation corresponding to the λN−1/2 term in (2.18). For κE ≥ κ, for some fixed κ > 0, we will argue in
Subsection 6.2.1, that |ζ0(z)− ζ˜0(z)| ≪ (Nη)−1 and we may thus replace ζ0 in (2.25) by ζ˜0 without changing the
bounds; c.f., Lemma 6.3.
2.3.2. Eigenvector delocalization. Next, let µ1 ≤ . . . ≤ µN denote the eigenvalues of H = λV + W , and let
u1, . . . ,uN denote the associated eigenvectors. We use the notation uα = (uα(i))
N
i=1 for the vector components.
All eigenvectors are ℓ2-normalized. The next theorem asserts that, with high probability, all eigenvectors of
H = λV +W are completely delocalized:
Theorem 2.15. [Eigenvector delocalization] Assume that H = λV +W satisfies the assumptions in Definition 2.1
and Assumption 2.3 or 2.8. Then there is a constant ν > 0, depending on θ and C0 in (2.4), λ0 in (2.15), E0
in (2.16), A0 in (2.17), and the measure µ, such that, for any ξ satisfying (2.14), we have
max
1≤α≤N
max
1≤i≤N
|uα(i)| ≤ (ϕN )
4ξ
√
N
,
with (ξ, ν)-high probability.
Remark 2.16. In case the entries of V = (vi) are independent Gaussian random variables, the situation is more
subtle. For any finite E0, there exists a constant cE0 , independent of N , and a constant ν, depending on A0,
E0, θ and C0, such that, for any ξ satisfying (2.14), the following holds: Let α ∈ {1, . . . , N} be such that the
eigenvalue µα satisfies |µα| ≤ E0. Then we have
max
1≤i≤N
|uα(i)| ≤ cE0
(ϕN )
4ξ
√
N
, (2.27)
with (ξ, ν)-high probability. However, cE0 →∞ and ν → 0, as E0 →∞.
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2.3.3. Density of States. Next, we state our main results about the local density of states of H = λV +W . For
E1 < E2, we define the counting functions
n(E1, E2) :=
1
N
|{α : E1 < µα ≤ E2}| , nfc(E1, E2) :=
∫ E2
E1
dx ρfc(x) , (2.28)
where we denote by ρfc the density of the free convolution measure µfc.
Theorem 2.17. [Local density of states] Let H = λV +W , where W satisfies the assumptions in Definition 2.1
and λV satisfies Assumption 2.3 or 2.8. Let ξ satisfy (2.17). Then there are constants ν > 0 and c, depending
on θ and C0 in (2.4), λ0 in (2.15), E0 in (2.16), A0 in (2.17), and the measure µ, such that, for L ≥ 40ξ, the
following holds: For any E1, E2, satisfying −E0 ≤ E1 < E2 ≤ E0, E2 > E1 + (ϕN )LN−1, and any λ ∈ Dλ0 , the
estimate
|n(E1, E2)− nfc(E1, E2)| ≤ (ϕN )cξ
(
1
N
+
λ(E2 − E1)√
κ+ (E2 − E1)
1√
N
)
, (2.29)
holds with (ξ, ν)-high probability.
Moreover, let κ > 0. Then, there exists a constant Cκ, depending only on κ, such that, for any E1, E2,
satisfying L1 + κ ≤ E1 < E2 ≤ L2 − κ, E2 > E1 + (ϕN )LN−1, and any λ ∈ Dλ0 , the estimate
|n(E1, E2)− nfc(E1, E2)| ≤ Cκ(ϕN )cξ
(
1
N
+
λ2(E2 − E1)2√
N
)
, (2.30)
holds with (ξ, ν)-high probability.
We remark, however, that the estimate in (2.30) deteriorates at the edge: Cκ →∞, as κ → 0.
2.3.4. Rigidity of eigenvalue spacing. Recall that we denote by µ1 ≤ µ2 ≤ . . . ≤ µN , the eigenvalues of
H = λV +W . The estimates on the density of states in Theorem 2.17 imply the following result on the ri-
gidity of eigenvalue spacing, which establishes the relation between |µi − µj | and |i− j|.
Theorem 2.18. Assume that H = λV + W satisfies the assumptions in Definition 2.1 and Assumption 2.3
or 2.8. Consider µi < µj, with i ≥ ǫN and j ≤ (1− ǫ)N , for some constant ǫ > 0. Assume that |i− j| ≥ (ϕN )C′ξ,
for some constant C′ > C, where C is the constant in (2.30). Then, there exist constants C1, C2, depending only
on ǫ, max{ρfc(x) : µi ≤ x ≤ µj} and min{ρfc(x) : µi ≤ x ≤ µj}, such that the following holds: For ξ and ν > 0,
as in Theorem 2.17, the estimate
C1
|i− j|
N
≤ |µi − µj | ≤ C2 |i− j|
N
,
holds with (ξ, ν)-high probability, for all λ ∈ Dλ0 . If we assume further that |i − j| ≤ (ϕN )cξN1/2, for some
constant c > 0, then there exists a constant K such that∣∣∣∣|µi − µj | − |i− j|Nρfc(µi)
∣∣∣∣ ≤ (ϕN )Kξ 1N , (2.31)
with (ξ, ν)-high probability, for all λ ∈ Dλ0 .
Remark 2.19. The estimate in (2.31) can be extended to |i − j| ≤ (ϕN )−cξN3/4 in the following sense: There
exists a constant K such that, for some µ′i ∈ [µi, µj ],∣∣∣∣|µi − µj | − |i− j|Nρfc(µ′i)
∣∣∣∣ ≤ (ϕN )Kξ 1N , (2.32)
with (ξ, ν)-high probability. The estimate (2.32) easily follows from the proof of Theorem 2.18.
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2.3.5. Integrated density of states and rigidity of eigenvalues. Define the integrated density of states by
n(E) :=
1
N
|{α : µα ≤ E}| .
Similarly, we set
nfc(E) :=
∫ E
−∞
ρfc(x) dx ,
where ρfc denotes the density of the free convolution measure µfc. Then we have the following result:
Theorem 2.20. Let H = λV +W , where W satisfies the assumptions in Definition 2.1 and λV satisfies Assump-
tion 2.3 or 2.8. Let ξ satisfy (2.17). Then there are constants ν > 0 and c, depending on the constants θ and C0
in (2.4), λ0 in (2.15), E0 in (2.16), A0 in (2.17), and the measure µ, such that the event⋂
E∈[−E0,E0]
λ∈Dλ0
{
|n(E)− nfc(E)| ≤ (ϕN )cξ
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
+
λ
√
κE√
N
)}
,
has (ξ, ν)-high probability.
Our last result concerns the rigidity of the eigenvalue location. We define the ‘classical’ location of the
eigenvalue µα of H , γα, by ∫ γα
−∞
ρfc(x)dx =
α
N
, α ∈ {1, . . . , N} , (2.33)
where ρfc is the density of the free convolution measure µfc.
Theorem 2.21. Let H = λV +W , where W satisfies the assumptions in Definition 2.1 and λV satisfies Assump-
tion 2.3 or 2.8. Let ξ satisfy (2.17). Then there are constants ν > 0 and c, depending on the constants θ and C0
in (2.4), λ0 in (2.15), E0 in (2.16), A0 in (2.17), and the measure µ, such that
|µα − γα| ≤ (ϕN )cξ
(
N−2/3
[
α̂−1/3 + 1
(
α̂ ≤ (ϕN )cξ(1 + λ3/2N1/4
)]
+ λ2N−1/3α̂−2/3 + λN−1/2
)
, (2.34)
with (ξ, ν)-high probability, for all λ ∈ Dλ0 , where we have abbreviated α̂ := min{α,N − α}.
Remark 2.22. Let us compare this rigidity result with the corresponding rigidity result for Wigner matrices
(λ = 0): In the bulk of the spectrum, where α ∼ N , we obtain from (2.34),
|µα − γα| ≤ (ϕN )cξ
(
1 + Cλ
N
+
λ√
N
)
, (2.35)
with (ξ, ν)-high probability. Thus, for λ 6= 0, the leading corrections in the rigidity estimate arise from fluctuations
in the diagonal matrix V , and the eigenvalues do not satisfy as strong a rigidity estimate for their locations as
in the Wigner case; see, e.g., [19, 20, 16, 17]. However, the eigenvalues satisfy a strong rigidity estimate on
intermediate scales for their relative position or their spacing; see Theorem 2.18 above. For λ = 0, the rigidity of
eigenvalue spacing is an immediate consequence of the rigidity of eigenvalue location.
Remark 2.23. For λ = 0, the model is known to exhibit bulk universality, (see, e.g., [19, 20, 22, 23, 21]), and
it is easy to see that bulk universality holds true for the choice λ = CN−δ, with δ ≥ 1/2. In case W is a GUE
matrix, bulk universality has been proved to hold for λ order one; see [35].
A corner stone in the proof of bulk universality for Wigner matrices in, e.g., [24], is the rigidity estimate
1
N
N∑
α=1
E|µα − γα|2 ≤ CN−1−2a , (λ = 0) , (2.36)
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for some a > 0, where (µα) are the eigenvalues of W and (γα) are the classical locations of the eigenvalues (with
respect to the standard semicircle law). For λ 6= 0, one can show that (2.34) implies
1
N
N∑
α=1
E|µα − γα|2 ≤ C(ϕN )cξλ2N−1 + CN−1−2a , (2.37)
for some constants C, c and a > 0, where now (γα) denote the classical locations with respect to the deformed
semicircle law. For λ = CN−δ, with δ > 0, it is thus conceivable that one can prove bulk universality following
the lines of, e.g., [24], using local ergodicity of Dyson Brownian motion and Green function comparison. Note
that for λ≪ 1, the limiting eigenvalue distribution of H is the semicircle law. For λ order one, the proof of [24]
seems not to be applicable without greater modifications.
Remark 2.24. When V is a deterministic instead of a random diagonal matrix, one can still prove the results in
this paper, provided that the limiting density of the eigenvalues of V satisfies the required assumptions. Moreover,
when V is symmetric andW is GUE or GOE, it is possible to prove the same results after diagonalizing λV +W ,
due to the invariance of GUE (GOE) under unitary (orthogonal) conjugation; some knowledge on the convergence
of empirical eigenvalue distribution is required, e.g., the analogue statement to (3.35) below. The extension to
the more general case where V is non-diagonal and W is a general Wigner matrix requires a further investigation;
the usual Lindeberg replacement strategy using moment matching conditions (e.g., [37]) may not be sufficient,
because the statements in this paper are stronger than those one gets from the moment matching conditions in
the sense that the former hold with high probability while the latter hold after taking expectation.
2.4. Outline of proofs. In this subsection, we briefly outline the proofs of the main results.
In Section 3, we derive a weak local deformed semicircle law, Theorem 3.1. Following the lines of [12] we derive
a (weak) self-consistent equation for m −mfc. The main differences with the Wigner case are: (1) The limiting
eigenvalue distribution follows the deformed semicircle law instead of the semicircle law. For Wigner matrices,
the stability of this self-consistent equation is obtained by elementary calculus using the exact form of msc. For
the deformed model, the stability of the self-consistent Equation (3.33) follows from the (µ- and λ-dependent)
stability estimate (3.5). (2) When taking the normalized trace of the Green function, we average over the random
variables (vi); see (3.34). Eventually, we replace this average by its expected value. This replacement results
in an error term that is, according to the CLT, of order λN−1/2 (up to logarithmic corrections); see (3.35).
These fluctuations should be compared with the other error terms. Among those error terms the dominating one,
the Zi defined in (3.15), is of order (Nη)
−1/2. Since z ∈ DL, we can combine the error terms and our estimates
in Theorem 3.1 are the same as the corresponding estimates in [12]. However, due to the order one diagonal
entries (vi), Gii is not self-averaging. In Section 3, we also prove Theorem 2.15: Delocalization of eigenvectors
can be obtained as in [22] as a corollary of the local deformed semicircle law, Theorem 2.10.
In Section 4, we prove the fluctuation average bound | 1N
∑
i Zi| . (Nη)−1; see Lemma 4.1. The proof of this
lemma is inspired by [14], where more general fluctuation averages are considered for Wigner and random band
matrices. Our treatment is in so far different as fluctuations of (diagonal elements of) Green functions are not
self-averaging. Having established an optimal error bound on the average of (Zi), we have to keep track of the
(η-independent) λN−1/2 fluctuation from the CLT alluded to above ((Nη)−1 cannot be compared with λN−1/2
on DL). As in [22], we obtain a (strong) self-consistent equation, Equation (4.35), whose stability analysis yields
a proof of the strong local deformed semicircle law.
In Section 5, we prove Theorem 2.12. In (5.2), we define a random variable ζ0, depending only on (vi), such
that |m(z) − mfc(z) − ζ0(z)| is minimized. This can be achieved by defining ζ0 as the solution to the strong
self-consistent equation with all error terms but the ones depending only on (vi) discarded. Defining ζ0 in this way
yields an optimal bound on |m(z)−mfc − ζ0(z)| away from the spectral edges, or more precisely, for energies E
satisfying κE & N
−1/4.
In Section 6.1, we establish, using the Helffer-Sjo¨strand formula in the argument in [15], estimates on the
density of states and the rigidity of eigenvalues. Using the results obtained in Section 5 on ζ0, we obtain in
Section 6.2 estimates on the rigidity of the eigenvalue spacing on intermediate scales in the bulk of the spectrum.
More precisely, in the bulk of the spectrum we approximate ζ0(z) by ζ˜0(z); see Remark 2.14 above for a definition.
In Lemma 6.4, we show that the z-dependent random variables ζ˜0(E+iη) is, for fixed η, a slowly varying function
of E in the bulk of the spectrum. This in turn can be used to get more precise estimates on the density of states
in the bulk of the spectrum; see (2.30). In Section 6.3, we prove Theorem 2.18, based on results on the local
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density of states. Using once more the random variables ζ˜0, one can obtain stronger estimates on the eigenvalue
spacing in the bulk of the spectrum; see (2.32). Following [12], we prove in Section 6.4 Theorems 2.20 and 2.21.
In the Appendix, we discuss properties of the deformed semicircular law, µfc, in particular, we prove
Lemma 2.4 (λ ≤ 1), Lemma 2.7 (λ > 1). In a slightly different setting Lemma 2.4 has been proven in [35],
but we recall parts the proof, since it is used in the proof of Lemma 2.7. The first part of 2.7, can be proved in a
similar way, but we have to impose some stronger assumptions on µ; c.f., (A.6). The second part of Lemma 2.7
shows that the deformed semicircle law may not have a square root behaviour at the edge. Our proof is based
on elementary estimates, but we expect that the statement can be proven using methods of complex analysis.
3. Weak Deformed Semicircle Law
In this section, we prove a weaker form of the deformed semicircle law. This weak deformed semicircle law will
be used to prove the strong deformed law in Theorem 2.10. Moreover, complete delocalization of eigenvectors is
a direct consequence of the weak law stated in the next theorem.
Theorem 3.1. [Weak deformed semicircle law] Let H = λV +W satisfy the assumptions in Definition 2.1 and
Assumption 2.3 or 2.8. Then there are constants C, ν > 0, depending on the constants θ and C0 in (2.4), λ0
in (2.15), E0 in (2.16), A0 in (2.17), and the measure µ, such that, for
a0 ≤ ξ ≤ A0 log logN , L ≥ 12ξ ,
the event ⋂
z∈DL
λ∈Dλ0
{
max
i6=j
|Gij(z)| ≤ C (ϕN )
ξ
√
Nη
}
, (3.1)
has (ξ, ν)-high probability.
Denote by Evi , the expectation with respect to the random variable vi, i ∈ {1, . . . , N}. Then the event⋂
z∈DL
λ∈Dλ0
{
max
1≤i≤N
|EviGii(z)−m(z)| ≤ C(ϕN )ξ
(
λ√
N
+
1
(Nη)1/3
)}
, (3.2)
has (ξ, ν)-high probability.
Moreover, we have the weak local deformed semicircle law: The event⋂
z∈DL
λ∈Dλ0
{
|m(z)−mfc(z)| ≤ C (ϕN )
ξ
(Nη)1/3
}
, (3.3)
has (ξ, ν)-high probability.
The rest of the section is devoted to the proof of Theorems 3.1 and 2.15. The proof follows closely the proof
for Wigner matrices, see, [12] and [24]. We will always assume that W satisfies the assumptions in Definition 2.1
and that λV satisfies Assumption 2.3 or 2.8.
3.1. Preliminaries.
3.1.1. Some properties of µfc and mfc. The next lemma collects some useful properties of mfc under Assump-
tions 2.3 or 2.8.
Lemma 3.2. There exist L1 < L2 such that the free convolution measure µfc has support [L1, L2]. For all
z = E + iη ∈ DL, λ ∈ Dλ0 , the Stieltjes transform, mfc, of µfc has the following properties:
i. Let κ := min{|E − L1|, |E − L2|}, then
Immfc(z) ∼
{√
κ+ η , E ∈ [L1, L2] ,
η√
κ+η
, E ∈ [L1, L2]c . (3.4)
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ii. There exist constants C, c > 0, depending on µ, E0 and λ0, such that
c ≤ |λ− z −mfc(z)| ≤ C . (3.5)
We refer to (3.5) as ‘stability bound’ and remark that a similar condition has already been used in [36]. The
proof of Lemma 3.2 is given in the Appendix.
3.1.2. Minors.
Definition 3.3. Let T ⊂ {1, . . . , N}. Then we define H(T) as the (N − |T|)× (N − |T|) minor of H obtained by
removing all columns and rows of H indexed by i ∈ T. Note that we do not change the names of the indices of
H when defining H(T). More specifically, we define an operation πi, i ∈ {1, . . . , N}, on the probability space by
(πi(H))kl := 1(k 6= i)1(l 6= i)hkl .
Then, for T ⊂ {1, . . . , N}, we set πT :=
∏
i∈T πi and define
H(T) := ((πT(H)ij)i,j 6∈T .
The Green functions G(T), are defined in an obvious way using H(T). Moreover, we use the shorthand notation
(T)∑
i
:=
N∑
i=1
i6∈T
,
and abbreviate (i) = ({i}) and, similarly, (Ti) = (T ∪ {i}). Finally, we set
m(T) :=
1
N
(T)∑
i
G
(T)
ii .
Here, we use the normalization N−1, instead (N − |T|)−1, since it is more convenient for our computations.
3.1.3. Resolvent identities. The next lemma collects the main identities between resolvent matrix elements of H
and H(T).
Lemma 3.4. Let H be an N ×N matrix. Consider the Green function G(z) ≡ G := (H − z)−1, z ∈ C+. Then,
for i, j, k ∈ {1, . . . , N}, the following identities hold:
- Schur complement/Feshbach formula: For any i,
Gii =
1
hii − z −
∑(i)
m,n himG
(i)
mnhni
. (3.6)
- For i 6= j,
Gij = −GiiG(i)jj (hij −
(ij)∑
m,n
himG
(ij)
mnhnj) . (3.7)
- For i, j 6= k,
Gij = G
(k)
ij +
GikGkj
Gkk
. (3.8)
- Ward identity: For any i,
N∑
n=1
|Gin|2 = 1
η
ImGii , (3.9)
where η = Im z.
For a proof we refer to, e.g., [12].
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3.1.4. Large deviation estimates. We collect here some useful large deviation estimates for random variables with
slowly decaying moments.
Lemma 3.5. Let (ai) and (bi) be centered and independent complex random variables with variance σ
2 and
having subexponential decay
P (|ai| ≥ xσ) ≤ C0 e−x
1/θ
, P (|bi| ≥ xσ) ≤ C0 e−x
1/θ
,
for some positive constant C0 and θ > 1. Let Ai ∈ C and Bij ∈ C. Then there exist constants a0 > 1, A0 ≥ 10
and C ≥ 1, depending on θ and C0, such that for a0 ≤ ξ ≤ A0 log logN , and ϕN = (logN)C ,
P
∣∣∣∣∣
N∑
i=1
Aiai
∣∣∣∣∣ ≥ (ϕN )ξσ
(
N∑
i=1
|Ai|2
)1/2 ≤ e−(logN)ξ , (3.10)
P
∣∣∣∣∣
N∑
i=1
aiBiiai −
N∑
i=1
σ2Bii
∣∣∣∣∣ ≥ (ϕN )ξσ2
(
N∑
i=1
|Bii|2
)1/2 ≤ e−(logN)ξ , (3.11)
P

∣∣∣∣∣∣
N∑
i6=j
aiBijaj
∣∣∣∣∣∣ ≥ (ϕN )ξσ2
∑
i6=j
|Bij |2
1/2
 ≤ e−(logN)ξ , (3.12)
P

∣∣∣∣∣∣
N∑
i,j=1
aiBijbj
∣∣∣∣∣∣ ≥ (ϕN )ξσ2
∑
i6=j
|Bij |2
1/2
 ≤ e−(logN)ξ , (3.13)
for N sufficiently large.
We refer to [22] for a proof.
3.1.5. Schur complement formula. The proof of Theorem 3.1 starts with Schur’s formula
Gii =
1
hii − z −
∑(i)
k,l hikG
(i)
kl hli
, z ∈ DL , (3.14)
where, for brevity, Gij ≡ Gij(z). Define Ei to be the partial expectation with respect to the ith-column/row
of W and set
Zi := (1− Ei)
(i)∑
k,l
hikG
(i)
kl hli =
(i)∑
k,l
(hikG
(i)
kl hli −
1
N
δklG
(i)
kl )
=
(i)∑
k
(|wik |2 − 1
N
)G
(i)
kk +
(i)∑
k 6=l
wikG
(i)
kl wli , (3.15)
here we used hik = wik + λδikvi. For a family of random variables (F1, . . . , FN ) we introduce the notation
[F ] :=
1
N
N∑
i=1
Fi . (3.16)
Recalling the definition m(i) = 1N TrG
(i) = 1N
∑(i)
k G
(i)
kk , we obtain from Equations (3.14) and (3.15)
Gii =
1
λvi + wii − z −m(i) − Zi
=
1
λvi − z −mfc − ([v]− Yi) , (3.17)
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where
vi := Gii −mfc , Yi := wii − Zi − (m(i) −m) . (3.18)
Note the difference between vi and wii: Since we assumed that the (rescaled) entries ofW have subexponential
decay, we have
|wij | ≤ C (ϕN )
ξ
√
N
, (3.19)
with (ξ, ν)-high probability, whereas vi = O(1), almost surely.
Lemma 3.6. There is a constant C such that, for z ∈ DL, λ ∈ Dλ0 and 1 ≤ i ≤ N , we have
|m(z)−m(i)(z)| ≤ C
Nη
. (3.20)
Proof. The claim follows from Cauchy’s interlacing property of eigenvalues ofH and its minor H(i). For a detailed
proof we refer to [11].
3.2. A priori estimates on the domain Ω(z). Define the z-dependent control quantities
Λo := max
i6=j
|Gij | , Λd := max
i
|Gii| , Λ := |m−mfc| . (3.21)
Note that these quantities also depend on λ, but we do not display this dependence, since, as we shall see,
uniformity in λ can always be achieved on the domain Dλ0 using the stability bound (3.5).
For z ∈ DL, we define an event Ω(z) by
Ω(z) := {Λo ≤ (ϕN )−2ξ} ∩ {Λ ≤ (ϕN )−2ξ} . (3.22)
First, we check that we can bound the matrix elements of the Green function of the minor H(i) in terms of the
matrix elements of the Green function of H .
Lemma 3.7. Let z ∈ DL, λ ∈ Dλ0 . Then there are constants C, c > 0 such that, for any T ⊂ {1, . . . , N} with
|T| ≤ 10, the following statements hold with high probability on Ω(z):
i. For any i 6∈ T,
c ≤ |G(T)ii | ≤ C . (3.23)
ii. For any i, j 6∈ T, i 6= j,
cΛo ≤ |G(T)ij | ≤ CΛo . (3.24)
iii.
|m−m(T)| ≤ CΛ2o . (3.25)
Moreover, the constants C and c can be chosen uniformly in z ∈ DL, λ ∈ Dλ0 .
Proof. Let z ∈ DL and λ ∈ Dλ0 . We will successively use (3.8), i.e.,
Gij −G(k)ij =
GikGkj
Gkk
. (3.26)
Since we are working on Ω(z) we have |Gij | ≤ Λo ≤ (ϕN )−2ξ, for i 6= j. Next, Equation (3.17) yields∣∣∣∣ 1Gii
∣∣∣∣ = |z +m(i) − λvi − wii − Zi| .
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By the large deviation estimates (3.11), (3.12), the Ward identity (3.9) and Inequality (3.20) we have
|Zi| ≤ C(ϕN )ξ
 1
N2
(i)∑
k,l
|G(i)kl |2
1/2 ≤ C(ϕN )ξ
√
Imm(i)
Nη
≤ C(ϕN )ξ
√
Λ + Immfc
Nη
+ C(ϕN )
ξ 1
Nη
, (3.27)
with high probability on Ω(z). Since Λ ≤ (ϕN )−2ξ on Ω(z) and since Nη ≥ (ϕN )12ξ, we conclude that |Zi| = o(1),
with high probability on Ω(z), for z ∈ DL and λ ∈ Dλ0 . Finally, since∣∣m(i)∣∣ = ∣∣mfc∣∣+O( 1
Nη
+ (ϕN )
−2ξ
)
,
on Ω(z), by (3.20), we find ∣∣∣∣ 1Gii
∣∣∣∣ = |λvi − z −mfc|+ o(1) ,
with high probability on Ω(z). This, together with the stability bound (3.5), proves the lower and upper bound
on Gii. Note that by (3.5), we can choose the upper and lower bound on Gii to be uniform in λ ∈ Dλ0 , z ∈ DL.
Statements i-iii now follow by iterating (3.26).
Next, we define the control parameter Ψ(z), for z ∈ DL, by
Ψ(z) := (ϕN )
ξ
√
Λ + Immfc
Nη
, (3.28)
where Λ = |m −mfc|. Again, we suppress the λ-dependence of Ψ(z) from our notation. We will use Ψ ≡ Ψ(z)
to bound various quantities in the following:
Lemma 3.8. Let z ∈ DL, λ ∈ Dλ0 . Then there is a constant C such that we have with (ξ, ν)-high probability
on Ω(z):
Λo ≤ CΨ , (3.29)
max
i
|Zi| ≤ CΨ , (3.30)
max
i
|Yi| ≤ CΨ . (3.31)
The constant C can be chosen uniformly in z ∈ DL, λ ∈ Dλ0 .
Proof. We prove (3.29). Let i 6= j, then by Equation (3.7), the large deviation estimates of Lemma 3.5 and
Inequality (3.19),
|Gij | ≤ C(|wij |+
(ij)∑
k,l
|wikG(ij)kl wlj |) ≤ C(ϕN )ξ
 1√
N
+
√√√√ 1
N2
(ij)∑
k,l
|G(ij)kl |2

= C(ϕN )
ξ
 1√
N
+
√
Imm(ij)
Nη
 ,
with high probability, where we used in the last step the Ward identity (3.9). Since |m(ij) − m| ≤ CΛ2o, by
Lemma 3.7, we get
|Gij | ≤ C
(
(ϕN )
ξ
√
N
+Ψ(z)
)
+ C
(ϕN )
ξ
√
Nη
Λo ,
with high probability. Since Immfc(z) ≥ Cη, by (3.4), we can absorb the term (ϕN )ξN−1/2 into the term Ψ(z).
Taking the maximum over i 6= j, inequality (3.29) follows. The proofs for Zi and Yi are similar.
16
3.3. Derivation of the weak self-consistent equation. We now put Equation (3.17) into a form which
admits an analysis of the average of the diagonal resolvent entries. For n ∈ N, define
Rn(z) :=
∫
dµ(v)
(λv − z −mfc(z))n , z ∈ DL , λ ∈ Dλ0 . (3.32)
For any n, Rn is bounded uniformly in z and λ. This follows from the stability bound (3.5). Note the special
case R1 = mfc. Recall the definitions [v] =
1
N
∑
iGii −mfc and |Λ| = |m−mfc|.
Lemma 3.9. [Weak self-consistent equation] There is a constant C such that, for all z ∈ DL, λ ∈ Dλ0 , we have
on Ω(z) with (ξ, ν)-high probability ∣∣(1 −R2)[v]−R3[v]2∣∣ ≤ CΨ+ C Λ2
logN
. (3.33)
Proof. Since |λvi−z−mfc| is bounded below by (3.5), we can expand Equation (3.17) to second order in ([v]−Yi),
1
N
N∑
i=1
Gii =
1
N
N∑
i=1
1
λvi − z −mfc +
1
N
N∑
i=1
1
(λvi − z −mfc)2 ([v]− Yi)
+
1
N
N∑
i=1
1
(λvi − z −mfc)3 ([v]− Yi)
2 +O(Λ3) +O(max
i
|Yi|3) , (3.34)
where Yi = wii − Zi − (m(i) −m); see Equation (3.18).
Next, we use the ‘law of large numbers’ to replace the averages in the first two terms on the right side of (3.34)
by their expectation: It follows from the stability bound in (3.5) that the family of functions gi : Dλ0×DL → C+,
(λ, z) 7→ (λvi − z −mfc(z))−1 are jointly Lipschitz continuous with a constant depending only on E0, λ0 and µ.
Since the (vi) are i.i.d. random variables, McDiarmid’s inequality implies that, for λ ∈ Dλ0 , z ∈ DL, n = 1, 2, 3,
there is a constant C′, ∣∣∣∣∣ 1N
N∑
i=1
1
(λvi − z −mfc)n −
∫
dµ(v)
(λv − z −mfc)n
∣∣∣∣∣ ≤ C′ λ(ϕN )ξ√N , (3.35)
with (ξ, ν)-high probability. Uniformity in λ, z and ν can be established by a lattice argument: Choose a lattice
L ∈ Dλ0 × DL, with |L| ≤ CN4, such that for any (λ, z) ∈ Dλ0 × DL there is (λ′, z′) ∈ L, with |z − z′| ≤ N−2
and |λ−λ′| ≤ N−2. Then (3.35) holds for all (λ, z) ∈ L for some sufficiently large C′ and some sufficiently small
ν > 0. Using the joint Lipschitz continuity of (gi), we conclude that there is a constant C ≥ C′ such that the
event ⋂
n=1,2,3
⋂
(λ,z)∈Dλ0×DL
{∣∣∣∣∣ 1N
N∑
i=1
1
(λvi − z −mfc)n −
∫
dµ(v)
(λv − z −mfc)n
∣∣∣∣∣ ≤ Cλ(ϕN )ξ√N
}
, (3.36)
has (ξ, ν)-high probability, for some ν > 0, depending on E0, λ0 and the distribution µ.
Hence, we obtain from (3.34),
1
N
N∑
i=1
Gii =
∫
dµ(v)
λv − z −mfc +R2[v] +R3[v]
2 +
1
N
N∑
i=1
1
(λvi − z −mfc)2Yi
+
1
N
N∑
i=1
1
(λvi − z −mfc)3 (Y
2
i − 2[v]Yi) +O(Λ3) +O(max
i
|Yi|3) +O
(
λ(ϕN )
ξ
√
N
)
,
with high probability on Ω(z), for z ∈ DL and λ ∈ Dλ0 . Recalling the functional Equation (2.9) for mfc, we
obtain
(1−R2)[v] = R3[v]2 + 1
N
N∑
i=1
1
(λvi − z −mfc)2Yi +
1
N
N∑
i=1
1
(λvi − z −mfc)3 (Y
2
i − 2[v]Yi)
+O(Λ3) +O(max
i
|Yi|3) +O
(
λ(ϕN )
ξ
√
N
)
, (3.37)
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with high probability on Ω(z). Recalling that |[v]| = Λ, we obtain
|2[v]Yi| ≤
(
Λ2
logN
+ (logN)max
i
|Yi|2
)
,
(the added factor logN will be useful below). Using the estimates in (3.30) and (3.31), Equation (3.34) thus
becomes
(1 −R2)[v] = R3[v]2 +O
(
Λ2
logN
)
+O
(
λ(ϕN )
ξ
√
N
+Ψ
)
,
which holds with high probability on Ω(z), z ∈ DL and λ ∈ Dλ0 . Next, observe that, since Immfc(z) ≥ Cη, we
can absorb the third term on the right side of the above equation into the forth term. Finally, we note that we
can choose the constants uniform in z and λ.
To conclude the proof of Theorems 3.1 we reason as follows. Assume, for simplicity, that 1−R2(z), (z = E+iη),
is bounded below (this holds true for E in the bulk of the spectrum). Recalling that |[v]| = Λ and the definition
of Ψ(z), we are going to show that (3.33) implies
Λ ≤ CΛ2 +O
(
(ϕN )
ξ
(Nη)1/3
)
,
with high probability on Ω(z). Hence, we obtain the following dichotomy: Either
Λ ≤ C (ϕN )
ξ
(Nη)1/3
, or Λ ≥ c , (3.38)
for some N -independent constant c > 0, with high probability on Ω(z), z ∈ DL, λ ∈ Dλ0 . Using the self-
consistent equation (3.33), we establish in the next section, that, for large η, i.e., η ≥ 2, Λ+Λo ≤ (ϕN )−2ξ, with
high probability. In other words, Ω(z) holds with high probability, for Im z ≥ 2. But then the first inequality
in (3.38) must hold, for sufficiently large N , and we can reject the second inequality in (3.38) for such η. To extend
this conclusion to all η ≥ (ϕN )LN−1, we make use of the Lipschitz continuity of the resolvent mapping z 7→ G(z),
which not only allows us to establish that Ω(z) holds with high probability for η small, but also shows that (3.38)
holds for small η. This continuity, or bootstrapping, argument is outlined in Section 3.5. This argument applies
in a straightforward way in the bulk of the spectrum where we have |1 − R2(z)| ≥ c > 0. For z close to the
spectral edge, |1 − R2(z)| can become very small and a slightly modified version of the above dichotomy has to
be applied (see Lemma 3.12), but the bootstrapping method still applies.
3.4. Initial estimates for large η. To get the bootstrapping started, we need estimates on Λo and Λ, for η ∼ 1.
Lemma 3.10. Let η ≥ 2. Then, for z ∈ DL, λ ∈ DL, we have
Λo + Λ ≤ (ϕN )
2ξ
√
N
, (3.39)
with (ξ, ν)-high probability.
Proof. Let λ ∈ DL. We fix z ∈ DL, with η ≥ 2. Then we have the following trivial estimates
|G(T)ij | ≤
1
η
, |m(T)| ≤ 1
η
, |mfc| ≤ 1
η
, |Rn| ≤
(
1
η
)n
, (3.40)
for any T ⊂ {1, . . . , N}.
We start with estimating Λo: From Equation (3.7) we obtain using the large deviation estimates in Lemma 3.5,
that
|Gij | ≤ C
 (ϕN )ξ√
N
+ (ϕN )
ξ
√
m(ij)
Nη
 ≤ C (ϕN )ξ√
N
, (3.41)
18
with high probability.
To bound Λ, we note that
|Yi| ≤ |Zi|+ |m(i) −m|+ |wii| ≤ C (ϕN )
ξ
√
N
,
with high probability. The self-consistent equation (3.17) can be written as
[v] =
1
N
N∑
i=1
[
1
λvi − z −mfc − ([v]− Yi)
−
1
λvi − z −mfc
]
+
1
N
N∑
i=1
∫
dµ(v)
[
1
λvi − z −mfc
−
1
λv − z −mfc
]
. (3.42)
The second term on the right side of the above equation is bounded by C (ϕN )
ξ
√
N
with high probability, as follows
from (3.36). To bound the other term, we rewrite it as
1
N
N∑
i=1
([v]− Yi)
(λvi − z −mfc − ([v]− Yi))(λvi − z −mfc) .
Taking the imaginary part, we see that the denominators of the summands are with high probability larger in
absolute value than (
2− 1 +O
(
(ϕN )
ξ
√
N
))
2 ≥ 3
2
,
for η ≥ 2. Thus, taking the maximum over i, we can bound the right side of (3.42) as
Λ = |[v]| ≤
|[v]|+O( (ϕN )ξ√
N
)
3/2
+O
(
(ϕN )
ξ
√
N
)
,
with high probability. This completes the estimate of Λ and hence the proof.
3.5. Proof of Theorem 3.1.We introduce the control parameters
α(z) ≡ α := |1−R2| , β(z) ≡ β := (ϕN )
2ξ/3
(Nη)1/3
. (3.43)
Note that for any z ∈ DL, we have β ≪ (ϕN )−3ξ. Also note that we have chosen β to be independent of λ.
Lemma 3.11. For R2 and R3, we have the following estimates:
i. There exists a constant K > 1, depending only on E0, λ0 and µ, such that,
1
K
√
κ+ η ≤ α(z) ≤ K√κ+ η , z ∈ DL , λ ∈ Dλ0 . (3.44)
In particular, we have Immfc(z) ≤ C2α(z), for some C2 ≥ 1.
ii. There exists a constant C3 such that |R3(z)| ≤ C3 uniformly in z ∈ DL and λ ∈ Dλ0 . Moreover, there exist
constants c and ǫ0 such that |R3(z)| ≥ c whenever z ∈ DL satisfies |z − Li| < ǫ0, i = 1, 2.
The proof of this lemma is stated in the appendix; see Lemma A.6.
Next, we fix E and vary η from 2 down to (ϕN )
LN−1. Since
√
κ+ η is increasing and β(E+ iη) is decreasing
in η, we conclude that the equation
√
κ+ η = 2U2Kβ(E + iη) (3.45)
has a unique solution η = η˜(U,E), for any U > 1. Note that η˜(U,E)≪ 1.
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Lemma 3.12. There exists a constant U0 such that, for any fixed U ≥ U0, there exists a constant C1(U),
depending only on U , such that the following estimates hold for any z ∈ DL:
Λ(z) ≤ Uβ(z) or Λ(z) ≥ α(z)
U
, if η ≥ η˜(U,E) , (3.46)
Λ(z) ≤ C1(U)β(z) , if η < η˜(U,E) , (3.47)
on Ω(z), with (ξ, ν)-high probability.
Proof. Fix z ∈ DL. Since
Ψ2 = (ϕN )
2ξΛ + Immfc
Nη
= O(β3Λ + β3α) ,
we can write the weak self-consistent Equation (3.33) as
(1 −R2)[v] = R3[v]2 +O
(
Λ2
logN
)
+O
(
λ(ϕN )
ξ
√
N
+
√
β3Λ + β3α
)
. (3.48)
Since
√
β3Λ + β3α ≤ β√βΛ + β√αβ ≤ C(β2 + βα+ βΛ) by Young’s inequality, we obtain from (3.48)
∣∣(1−R2)[v]−R3[v]2∣∣ ≤ O( Λ2
logN
)
+ C∗(βΛ + αβ + β2) , (3.49)
with high probability on Ω(z), for some C∗ ≥ 1. We set U0 := 9(C∗ + C3 + 1), where C3 is the constant in
Lemma 3.11. Depending on the size of β relative to α, we estimate either [v] or [v]2 using the above inequality.
We have to consider two cases:
Case 1: η ≥ η˜(U,E) (“Bulk estimate”) From (3.45) we find √κ+ η ≥ 2U2Kβ(z) and hence, using (3.44) and
the definition of C∗,
β ≤ α
2U2
≤ α
2C∗
≤ α .
Thus we find from (3.49) with high probability on Ω(z) that
αΛ ≤ (|R3|+ 1)Λ2 + C∗(βΛ + αβ + β2) ≤ (C3 + 1)Λ2 + αΛ
2
+ 2C∗αβ .
Hence, αΛ ≤ 2(C3+1)Λ2+4C∗αβ. Thus, we either have αΛ/2 ≤ 2(C3+1)Λ2 implying Λ ≥ α/[4(C3+1)] ≥ α/U
(recall that U ≥ U0 = 9(C∗ + C3 + 1)), or αΛ/2 ≤ 4C∗αβ implying Λ ≤ 8C∗β ≤ Uβ. This proves (3.46).
Case 2: η ≤ η˜(U,E) (“Edge estimate”). Note that, when κ ∼ 1, the left side of (3.45) is of order 1, while the
right side 2U2Kβ(E + iη) = o(1). (Recall that η ≥ (ϕN )NN−1.) Thus, if η ≤ η˜(U,E), then κ < ǫ0, where ǫ0 is
the constant in Lemma 3.11. In particular, |R3| > c in this case.
From (3.44) and (3.45) we find α ≤ 2U2K2β. Thus from (3.49), we find
cΛ2 ≤ 2αΛ + 2C∗(βΛ + αβ + β2) ≤ C′βΛ + C′β2 ,
for some constant C′ depending on U . Inequality (3.47) follows.
With Lemmas 3.11 and 3.12 at hand, we are prepared to start the continuity argument: We choose a decreasing
sequence (ηk), k = 1, . . . , k0 satisfying k0 ≤ CN8, |ηk − ηk+1| ≤ N−8, η1 = 2 and ηk0 = (ϕN )LN−1. For fixed
E ∈ [−E0, E0] we set zk = E + iηk. Recall Lemma 3.12. We fix a U ≥ U0 throughout the remainder of this
section.
One easily sees that, for large enough N , η1 ≥ η(U,E), for any E ∈ [−E0, E0]. Therefore Lemma 3.10 implies
that Ω(z1) holds with high probability. This is the starting point of the continuity argument. The next lemma
extends this result to all k ≤ k0.
Lemma 3.13. Define the event
Ωk := Ω(zk) ∩ {Λ(zk) ≤ C(k)(U)β(zk)} , (3.50)
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where
C(k)(U) :=
{
U if ηk ≥ η˜(U,E) ,
C1(U) if ηk < η˜(U,E) .
Then, there exists ν > 0, such that for any ξ, 1 ≤ k ≤ k0,
P(Ωck) ≤ 3k e−ν(logN)
ξ
. (3.51)
Note that the estimates in this lemma are uniform in λ ∈ Dλ0 .
Proof. We proceed by induction on k. The case k = 1 has just been proven. Hence, assume that (3.51) holds for
some k ≥ 2. Then
P(Ωck+1) ≤ P(Ωk ∩ Ω(zk+1) ∩ Ωck+1) + P(Ωk ∩ (Ω(zk+1))c) + P(Ωck) =: B +A+ P(Ωck) ,
where we set
A := P
({Ωk ∩ {Λ > (ϕN )−2ξ}} ∪ {Ωk ∩ {Λo > (ϕN )−2ξ}}) ,
B := P
(
Ωk ∩ Ω(zk+1) ∩ {Λ(zk+1) > C(k+1)(U)β(zk+1)}
)
.
We start by estimating A. Using the Lipschitz continuity of the resolvent map z 7→ G(z), z ∈ C+, we obtain
|Gij(zk+1)−Gij(zk)| ≤ |zk+1 − zk| sup
z∈DL
|G′ij(z)| ≤ N−8 sup
z∈DL
1
(Im z)2
≤ N−6 .
Thus Λ(zk+1) ≤ Λ(zk) +N−6 ≤ Cβ(zk)≪ (ϕN )−2ξ and
Λo(zk+1) ≤ Λo(zk) +N−6 ≤ CΨ(zk)≪ (ϕN )−2ξ ,
with high probability on Ω(zk), where we used Lemma 3.8. Thus A ≤ 2 e−ν(logN)ξ .
To bound B, suppose first that ηk ≥ η˜(U,E). Then, using the Lipschitz continuity of the resolvent map we
find |Λ(zk+1)− Λ(zk)| ≤ N−6. Thus we find on Ωk with high probability
Λ(zk+1) ≤ Λ(zk) +N−6 ≤ Uβ(zk) +N−6 ≤ 3
2
Uβ(zk+1) ,
where we used that β is a deterministic decreasing function of η.
Suppose next that ηk > ηk+1 ≥ η˜(U,E). Then since 32Uβ < αU−1, by Equation (3.45), we find, in this case,
Λ(zk+1) < αU
−1. But the dichotomy of Equation (3.46) then implies on Ωk ∩Ω(zk+1) with high probability that
Λ(zk+1) ≤ Uβ(zk+1). If ηk+1 < η˜(U,E), the dichotomy immediately yields Λ(zk+1) ≤ Uβ(zk+1). This shows
that B ≤ e−(logN)ξ if ηk ≥ η˜(U,E).
If ηk < η˜(U,E), then also ηk+1 < η˜(U,E) and hence Equation (3.47) gives Λ(zk+1) ≤ C1(U)β(zk+1).
Thus, we have proven that, for all k ≤ k0, P(Ωck+1) ≤ 3e−ν(logN)
ξ
+ P(Ωck). This concludes the proof of the
lemma.
To complete the proof of Theorem 3.1, we need to extend the conclusion of the previous lemma to all z ∈ DL.
To accomplish this we use a simple lattice argument using the regularity of the Green function.
Corollary 3.14. There exists constants C and ν > 0, such that, for ξ satisfying (2.14),
P
 ⋃
z∈DL
λ∈Dλ0
Ω(z)c
+ P
 ⋃
z∈DL
λ∈Dλ0
{Λ(z) > Cβ(z)}
 ≤ e−ν(logN)ξ . (3.52)
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Proof. We choose a lattice L ⊂ DL with |L| ≤ CN6 such that for any z ∈ DL there is a z′ ∈ L satisfying
|z − z′| ≤ N−3. Using the regularity of the Green function we have for z, z′ ∈ DL,
|Gij(z)−Gij(z′)| ≤ η−2|z − z′| ≤ 1
N
. (3.53)
Lemma 3.13 yields
P
 ⋂
z′∈L
λ∈Dλ0
{
Λ(z′) ≤ C
2
β(z′)
} ≥ 1− e−ν(logN)ξ , (3.54)
for some constants C and ν. Hence, combining (3.53), (3.54) and N−1 ≤ β(z), we get
P
 ⋃
z∈DL
λ∈Dλ0
{Λ(z) > Cβ(z)}
 ≥ 1− e−ν(logN)ξ .
The first term of (3.52) is estimated in a similar way.
This proves (3.3) of Theorem 3.1. To prove (3.1), we observe that (3.29), (3.43) and (3.52) imply that
Λo ≤ C (ϕN )
ξ
√
Nη
,
with high probability on Ω(z). Then (3.52) and a similar lattice argument as above yields (3.1). To prove (3.2),
we note that (3.17) yields
|EviGii −m| =
∣∣∣∣∣
∫
dµ(v)
λv − z −mfc(z) −
1
N
N∑
i=1
1
λvi − z −mfc
∣∣∣∣∣+O([v] + maxi |Yi|) ,
with (ξ, ν)-high probability on Ω(z), z ∈ DL, λ ∈ Dλ0 . From the large deviation estimate in (3.36) we find
|EviGii −m| ≤ C
(
λ(ϕN )
ξ
√
N
+
(ϕN )
ξ
(Nη)1/3
)
,
with high probability on Ω(z), and we can conclude the proof of (3.2) as above. This finishes the proof of
Theorem 3.1.
3.6. Delocalization of eigenvectors. Next, we show that the eigenvectors of H are completely delocalized.
We denote by uα the normed eigenvector to the eigenvalue µα of H = λV +W , i.e.,
(λV +W )uα = µαuα ,
such that ‖uα‖22 =
∑
i |uα(i)|2 = 1, where (uα(i)) are the components of uα.
Proof of Lemma 2.15. We follow [12]. For z ∈ DL and λ ∈ DL, we have
|Gii(z)| ≤ 1|λvi − z −mfc + ([v]− Yi)| .
From the weak deformed semicircle law, Theorems 3.1, we conclude that |[v]−Yi| = o(1), with high probability.
Since |vi − z −mfc(z)| ≥ c > 0 is bounded below uniformly in λ ∈ Dλ0 and z ∈ DL, by (3.5), we have
max
i
|Gii(z)| ≤ C ,
with (ξ, ν)-high probability, uniformly in z ∈ DL and λ ∈ Dλ0 . Set η := (ϕN )LN−1, L := 12ξ. Then, by the
spectral decomposition of H ,
C ≥ ImGii(µα + iη) =
N∑
β=1
η|uβ(i)|2
(µα − µβ)2 + η2 ≥
|uα(i)|2
η
,
with (ξ, ν)-high probability. This concludes the proof.
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4. Fluctuation Lemma and Strong Deformed Semicircle Law
In this section, we prove a fluctuation Lemma (see Lemma 4.1 below) that, when combined with the weak local
deformed law yields a proof of the strong local deformed law, i.e., Theorem 2.10.
Recall that we denote by Ei the partial expectation with respect to the i
th-column/row of the matrix W .
Set Qi := 1 − Ei. Roughly speaking, the main result of Subsection 4.1 asserts, assuming the conclusions of
Theorem 3.1, that we have
1
N
N∑
i=1
Qi
(
1
Gii
)
.
1
Nη
, (4.1)
with high probability, up to logarithmic corrections. For a detailed study of fluctuation averages (for generalized
Wigner- and band matrices) similar to (4.1) we refer to [14], see also [13], whose arguments we follow. The
situation for the deformed ensembles considered here is in so far different as Qi(Gii) is of order λ, whereas
Qi(Gii)≪ 1 in the Wigner ensemble. Note, however, that Qi(G−1ii ) . (Nη)−1/2 for the deformed model studied
here as well; see below.
Using the result of Subsection 4.1, we derive in Subsection 4.2 a ‘strong’ self-consistent equation for m−mfc.
In Subsection 4.3, we prove, following the arguments of [12], Theorem 2.10.
4.1. Fluctuation lemma.Recall the notation Λ = |m−mfc|. We set Qi := 1−Ei, where Ei denotes the partial
expectation with respect to the ith-column/row of the matrix W .
Lemma 4.1. Suppose ξ satisfies (2.14) and let L ≥ 12ξ. Let Ξ be an event defined by requiring that the following
holds on it: There are constants C, c > 0 such that,
i. for all z ∈ DL, λ ∈ Dλ0 ,
Λ(z) ≤ γ(z) , (4.2)
where γ is a deterministic function satisfying γ(z) ≤ (ϕN )−2ξ;
ii. for all z ∈ DL, λ ∈ Dλ0 ,
Λo(z) ≤ CΨ(z) ≤ CΦ(z) , (4.3)
where
Φ(z)2 := (ϕN )
2ξ Immfc(z) + γ(z)
Nη
is a deterministic control parameter;
iii. for all z ∈ DL, λ ∈ Dλ0 and any i ∈ {1, . . . , N}, c ≤ |Gii(z)| ≤ C and∣∣∣∣Qi( 1Gii(z)
)∣∣∣∣ ≤ C ( (ϕN )ξ√N +Ψ(z)
)
≤ CΦ(z) . (4.4)
Assume that Ξ holds with (ξ, ν)-high probability, then there exist constants C, c, independent of λ and z, such
that, for p ∈ N, even and satisfying p ≤ ν(logN)ξ−3/2,
E
∣∣∣∣∣ 1N
N∑
i=1
Qi
(
1
Gii(z)
)∣∣∣∣∣
p
≤ (Cp)5p (Φ(z))2p , (4.5)
for all z ∈ DL, λ ∈ Dλ0 .
For the proof of this lemma, we need the following two auxiliary results:
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Lemma 4.2. Let the event Ξ be defined as in Lemma 4.1. Let ξ satisfy (2.14) and let L > 12ξ. Then there exists
a constant C such that, for z ∈ DL, λ ∈ Dλ0 , the following holds: For any T ⊂ {1, . . . , N}, with |T| ≤ (logN)ξ−1,
max
i6∈T
|G(T)ii (z)−Gii(z)| ≤ C|T|(Λo(z))2 , max
i6=j
i,j 6∈T
|G(T)ij (z)| ≤ CΛo(z) ,
on Ξ. In particular, we have that |G(T)ii (z)| ≥ c, for some c > 0, uniformly in T and z ∈ DL, λ ∈ Dλ0 .
Proof. For simplicity we drop the z-dependence from the notation. For l ∈ N, we set
Γl := max
{∣∣∣G(T′)ij ∣∣∣ : i, j 6∈ T′ , i 6= j , |T′| = l} , Γ˜l := max{∣∣∣G(T′)ii −Gii∣∣∣ : i 6∈ T′ , |T′| = l} .
Equation (3.8), i.e., Gij = G
(k)
ij +GikGkj/Gkk, implies that we have on Ξ
Γ1 ≤ Λo + CΛ2o ≪ (ϕN )−2ξ , Γ˜1 ≤ CΛ2o ≤ C(Γ1)2 ≤ Γ1 ≪ (ϕN )−2ξ .
In particular, we have on Ξ that |G(k)ii | ≥ |Gii| − Γ˜1 ≥ |Gii| − 2Γ1 > 0, for any k 6= i and z ∈ DL, λ ∈ Dλ0 .
Assume that there is a constant C0 such that |G(T
′)
ii | ≥ |Gii| − 2Γ1 ≥ C−10 for any T′ with |T′| ≤ l, i 6∈ T′, and
z ∈ DL, λ ∈ Dλ0 . Then Equation (3.8) implies
Γl+1 ≤ Γl + C0Γ2l , Γ˜l+1 ≤ Γ˜l + C0Γ2l ,
thence
Γl+1 ≤ Γ1 + C0
l∑
n=1
Γ2n , Γ˜l+1 ≤ Γ˜1 + C0
l∑
n=1
Γ2n .
Thus, as long as C0lΓ1 ≤ 1/4, we obtain by induction that
Γl+1 ≤ 2Γ1, Γ˜l+1 ≤ Γ˜1 + 4C0l(Γ1)2 ≤ 2Γ1 ,
and |G(T′)ii | ≥ C−10 , for any i 6∈ T′, |T′| = l+ 1, l ≤ (logN)ξ−1. By induction on l, this proves the desired lemma.
Lemma 4.3. Let the event Ξ be defined as in Lemma 4.1. Let ξ satisfy (2.14) and let L ≥ 12ξ. Assume that Ξ
has (ξ, ν)-high probability. Then there is a constant C such that for any p, l ∈ N, with p, l ≤ (logN)ξ−3/2, and
for any z ∈ DL, λ ∈ Dλ0 , we have
E
∣∣∣∣∣ 1G(T)ii (z)
∣∣∣∣∣
p
≤ Cp , (4.6)
where T ⊂ {1, . . . , N}, with |T| ≤ l, and i 6∈ T.
Proof. For simplicity we drop the z-dependence from our notation. By Lemma 4.2 we have |G(T)ii | ≥ c on Ξ, for
any T 6∋ i with |T| ≤ (logN)ξ−1. On the complementary event Ξc, we use Schur’s complement formula (3.6),
1
G
(T)
ii
= λvi + wii − z −
(iT)∑
k,l
wikG
(iT)
kl wli , i 6∈ T .
Then by Cauchy-Schwarz, the trivial bounds |G(T)ii | ≤ η−1 ≤ N , E|hij |p ≤ Np and E|λvi|p ≤ λp0, and the
boundedness of DL, we find
E
∣∣∣∣∣ 1G(T)ii
∣∣∣∣∣
p
1(Ξc) ≤
E ∣∣∣∣∣ 1G(T)ii
∣∣∣∣∣
2p
1(Ξc)
1/2 P(Ξc)1/2 ≤ (C + CN + CN3)pP(Ξc)1/2 ≤ Cp ,
where we used that Ξ has (ξ, ν)-high probability and that p ≤ (logN)ξ−3/2.
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Proof of Lemma 4.1. For simplicity we drop the z-dependence from our notation. We illustrate the idea of the
proof for the simple case p = 2:
E
∣∣∣∣∣ 1N
N∑
i=1
Qi
(
1
Gii
)∣∣∣∣∣
2
=
1
N2
N∑
i=1
E
∣∣∣∣Qi( 1Gii
)∣∣∣∣2 + 1N2 ∑
i6=j
EQi
(
1
Gii
)
Qj
(
1
Gjj
)
. (4.7)
The first term on the right side is bounded by
1
N2
N∑
i=1
E
∣∣∣∣Qi( 1Gii
)∣∣∣∣2 1(Ξ) + 1N2
N∑
i=1
E
∣∣∣∣Qi( 1Gii
)∣∣∣∣2 1(Ξc) ≤ CN Φ2 + o(1)N2 ≤ CΦ4 , (4.8)
where we used that Ξ has (ξ, ν)-high probability and that N−1/2 ≤ CΦ(z), since Immfc(z) ≥ Cη, z ∈ DL.
To handle the second term on the right side of (4.7), we use Equation (3.8) to write
Qj
(
1
Gjj
)
= Qj
(
1
G
(i)
jj
− GijGji
GjjG
(i)
jj Gii
)
, (4.9)
for i 6= j. Hence,
EQi
(
1
Gii
)
Qj
(
1
Gjj
)
= EQi
(
1
Gii
)
Qj
(
1
G
(i)
jj
− GijGji
GjjG
(i)
jj Gii
)
= −EQi
(
1
Gii
)
Qj
GijGji
GjjG
(i)
jj Gii
,
where we used that G
(i)
jj is independent of the entries in the i
th-column/row of W , and that, for general random
variables A = A(W ) and B = B(W ), E[(QiA)B] = E[BEiQiA] = 0 if B is independent of the variables in the
ith-column/row of W . Using Equation (4.9) once more and applying the same reasoning we obtain
EQi
(
1
Gii
)
Qj
(
GijGji
GjjG
(i)
jj Gii
)
= EQi
(
GjiGij
GiiG
(j)
ii Gjj
)
Qj
(
GijGji
GjjG
(i)
jj Gii
)
.
Hence, ∣∣∣∣∣∣ 1N2
∑
i6=j
EQi
(
1
Gii
)
Qj
(
1
Gjj
)∣∣∣∣∣∣ ≤ supi6=j E
∣∣∣∣∣∣Qi
(
GjiGij
GiiG
(j)
ii Gjj
)
Qj
(
GijGji
GjjG
(i)
jj Gii
)∣∣∣∣∣∣ . (4.10)
Using that, for a general random variable A = A(W ), q ∈ N,
E|QiA|q ≤ 2q−1(E|A|q + E|EiA|q) ≤ 2qE|A|q , (4.11)
where we used Jensen’s inequality for partial expectations, we obtain∣∣∣∣∣∣ 1N2
∑
i6=j
EQi
(
1
Gii
)
Qj
(
1
Gjj
)∣∣∣∣∣∣ ≤ supi6=j C
E ∣∣∣∣∣ GjiGijGiiG(j)ii Gjj
∣∣∣∣∣
2
1/2E ∣∣∣∣∣ GijGjiGjjG(i)jj Gii
∣∣∣∣∣
2
1/2 . (4.12)
Using that |G(T)ij | ≤ CΦ, (i 6= j), |G(T)ii | > c, on Ξ, we have, for i 6= j,
E
∣∣∣∣∣ GjiGijGiiG(j)ii Gjj
∣∣∣∣∣
2
1(Ξ) ≤ CΦ4 . (4.13)
Using Lemma 4.3 and |Gij | ≤ η−1 ≤ N , Ho¨lder’s inequality yields
E
∣∣∣∣∣ GjiGijGiiG(j)ii Gjj
∣∣∣∣∣
2
1(Ξc) ≤ C P(Ξc)1/2N4 ≤ CΦ4 , (4.14)
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where we used that Ξ has (ξ, ν)-high probability, and the fact that N−1/2 ≤ CΦ(z), z ∈ DL.
Combining the estimates (4.8), (4.12), (4.13) and (4.14), Inequality (4.5) follows for p = 2.
Next, let 4 ≤ p ≤ ν(logN)ξ−3/2 be even. Writing p = 2r, we have
E
∣∣∣∣∣ 1N
N∑
i=1
Qi
(
1
Gii
)∣∣∣∣∣
2r
=
1
N2r
∑
i1,...,i2r
E
r∏
j=1
Qij
(
1
Gij ij
) 2r∏
j′=r+1
Qij′
(
1
Gij′ ij′
)
. (4.15)
For simplicity, we first assume that we can replace the sum over the indices i ≡ (i1, . . . , i2r) by a truncated sum,
where all indices are distinct, i.e., we consider
1
N2r
∑
i1,...,i2r
all distinct
E
r∏
k=1
Qik
(
1
Gikik
) 2r∏
k′=r+1
Qik′
(
1
Gik′ ik′
)
. (4.16)
As in the p = 2 case, we make each factor of Gii in the above expression independent as of many summation
indices as possible by an expansion procedure that uses the identities
G
(T)
ij = G
(Tk)
ij +
G
(T)
ik G
(T)
kj
G
(T)
kk
, (4.17)
for i, j, k 6∈ T, k 6= i, j, and
1
G
(T)
ii
=
1
G
(Tk)
ii
− G
(T)
ik G
(T)
ki
G
(T)
ii G
(Tk)
ii G
(T)
kk
, (4.18)
for k 6∈ T, k 6= i.
The expansion procedure goes as follows: We start with expanding Fi1 := (Gi1i1 )
−1 in (4.16). Using for-
mula (4.18), where the choice of k ∈ {i1, . . . , i2r}\{i1} is immaterial, we can add to (Gi1i1)−1 one upper index k.
This results in two terms, (Fi1 )1 := (G
(k)
i1i1
)−1 and (Fi1 )0 := −Gi1kGki1/Gi1i1G(k)i1i1Gkk. Using formula (4.18) we
can further expand (Fi1)1 as (Fi1 )11 + (Fi1 )10, where (Fi1)11 = (G
(kl)
i1i1
)−1, for l ∈ {i1, . . . , i2r}\{i1, k} (again the
choice of l is immaterial), and (Fi1 )10 is a fraction with two off-diagonal resolvent entries in the numerator and
three diagonal resolvent entries in the denominator. Similarly, we can split the term (Fi1 )0 = (Fi1)00 + (Fi1 )01,
where we applied (4.17) or (4.18) to one resolvent entry of (Fi1 )0, with an index l 6= i1, k. There is some arbitrar-
iness in the choice of the resolvent entry used for the splitting that can, if desirable, be removed by choosing an
ordering on the set of all resolvent entries G
(T)
ij . We continue the splitting of the terms (Fi1 )σ, hereby generating
terms indexed by sequences σ of zeros and ones.
The precise procedure is the following. Let G denotes the set of monomials of resolvent entries of the form
G
(T)
nm, with n 6= m, T ⊂ {i1, . . . , i2r}\{n,m}, and 1/G(T)nn , T ⊂ {i1, . . . , i2r}\{n}. Given F ∈ G, the formulas (4.17)
and (4.18) define an operation, F 7→ F1 ∈ G, by adding an upper index, e.g., G(T)nm 7→ G(Tk)nm , and its complementary
operation F 7→ F0, e.g., G(T)nm 7→ G(T)nkG(T)km/G(T)kk , such that F = (F )0 + (F )1. Composing these operations we
generate from F ≡ (F )∅ ∈ G, elements (F )σ ∈ G, labeled by binary sequences σ. For these operations we use the
notation σ 7→ σ0 and σ 7→ σ1. Given F ≡ (F )∅ ∈ G, the recursive algorithm is as follows:
(A) Stopping rules
(1) If all terms in (F )σ are maximally expanded, i.e., each resolvent entry in (F )σ is of the form G
(T)
nm with
n,m 6∈ T, (Tnm) = {i1, . . . , i2r};
(2) else if (F )σ contains at least 2p off-diagonal resolvent entries in the numerator;
we stop the expansion.
(B) Else, we choose an arbitrary resolvent entry G
(T)
nm in (F )σ. If n = m, we use (4.18), with some arbitrary
k ∈ {i1, . . . , i2r}\{(Tn)}, to split (F )σ = (F )σ0 + (F )σ1. If n 6= m, we use (4.17), with some arbitrary
k ∈ {i1, . . . , i2r}\{(Tnm)}, to split (F )σ = (F )σ0 + (F )σ1.
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Below, we show that the stopping rules ensure that the recursive procedure is terminated after a finite number
of steps. Choosing F = (Fi1) = (Gi1i1)
−1, the above procedure yields
Qi1
(
1
Gi1i1
)
Qi2
(
1
Gi2i2
)
. . .Qip
(
1
Gipip
)
=
∑
σ
Qi1(Fi1)σQi2
(
1
Gi2i2
)
. . . Qip
(
1
Gipip
)
+Ri1 , (4.19)
where the summation index σ runs over a set of finite binary sequences (the number of terms in the sum is
estimated below). The summands (Fi1)σ ∈ G are fractions with off-diagonal entries of G in the numerator
(except for the maximally expanded leading term (G
(T)
i1i1
)−1) and diagonal resolvent entries in the denominator.
All these entries are maximally expanded in the summation indices. Each term in the rest term Ri1 , a fraction
of resolvent entries, contains at least 2p off-diagonal resolvent entries in the numerator.
We claim that the total number of terms generated by the above recursive procedure is bounded by (Cp)2p,
for some p-independent constant C. Indeed, the procedure described above generates a finite rooted binary tree,
whose vertices are labeled by binary sequences σ. By the stopping rules (1) and (2), each term on the right side
of (4.19) corresponds to a leaf node of this tree. Thus to get an upper bound on the number of terms in (4.19),
it is enough to estimate the depth of this tree.
To estimate the depth of the tree, we estimate the maximal length of a generated sequences σ. We first observe
that the number of off-diagonal resolvent entries is raised by one or two under the operation σ 7→ σ0 (in case it
is first applied to Fi1 , the number is raised by two). Hence, by stopping rule (2), the leaf nodes are labeled by
sequences σ with less than 2p zeros in it. Also note that the operation σ 7→ σ0 increases the number of resolvent
entries by at most 4, but the operation σ 7→ σ1 does not change this number. Thus the total number of resolvent
entries in a term (Fi1 )σ is bounded by 8p + 1. Hence, a bound on the number of upper indices for a vertex is
(8p+1)p. In other words, a sequence labeling a vertex has at most (8p+1)p ones in it. Thus a sequence labeling
a leaf node has a most (8p+ 1)p ones and 2p zeros, therefore has length at most 8p2 + 3p and we conclude that
the number of leaf nodes of the tree is bounded by
2p∑
q=0
(
8p2 + 3p
q
)
≤ (2p+ 1)(11p
2)2p+1
(2p)!
≤ (Cp)4p(2p)−2p ≤ (Cp)2p ,
for some constant C, independent of p.
It follows that the right side of (4.19) contains at most (Cp)2p terms. In particular, the remainder Ri1 contains
at most (Cp)2p terms, each of which contains at least 2p off-diagonal matrix resolvent entries and less than 3p
diagonal resolvent entries. By assumptions ii, Inequality (4.11), Lemma 4.2 and Lemma 4.3, the rest term Ri1
satisfies
E|Ri1 | ≤ (Cp)2pΦ(z)2p ,
for some sufficiently large C.
Next, we expand the term term (Gi2i2)
−1 in (4.19). We apply the same procedure to each ‘leaf node term’
Qi1(Fi1 )σQi2
(
1
Gi2i2
)
. . . Qip
(
1
Gipip
)
in (4.19). Note that we do not expand the remainder term Ri1 any further nor start a new expansion separately
for (Gi2i2 )
−1 (this would yield an expansion with too many terms for our purposes). We also modify the stopping
rule (2) accordingly: We stop expanding a term in (4.19) whenever it contains at least 2p off-diagonal resolvent
entries. Applying the algorithm (A)-(B) to (4.19) we find
Qi1
(
1
Gi1i1
)
Qi2
(
1
Gi2i2
)
. . . Qi2r
(
1
Gi2ri2r
)
=
∑
σ1,σ2
Qi1(Fi1 )σ1Qi2(Fi2 )σ2 . . . Qi2r
(
1
Gi2r i2r
)
+Ri1 +Ri2 ,
(4.20)
where the remainder Ri2 satisfies the same bound as Ri1 . The effect of the modified stopping rule (2) is that the
sequences σ1 and σ2 together contain in total at most 2p− 1 zeros.
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Expanding the remaining 2r − 2 factors of (Gii)−1 in (4.20), we find
E
r∏
k=1
Qik
(
1
Gikik
) 2r∏
k′=r+1
Qik′
(
1
Gik′ ik′
)
=
∑
σ1,...,σ2r
E
[
Qi1(Fi1 )σ1 · · ·Qi2r (Fi2r )σ2r
]
+ ER , (4.21)
where the remainder R =∑pq=1 Riq satisfies
E|R| ≤ (Cp)2pΦ2p , (4.22)
for some sufficiently large C. It therefore suffices to consider only the first term on the right side of (4.21),
in which all monomials (Fik)σk are maximally expanded and the summation runs over 2r binary sequences of
finite length. Note that the total number of zeros in the array of sequences σ = (σ1, . . . , σ2r) is, by the modified
stopping rule (2), at most 2p− 1. It follows that the total number of terms in (4.20) is less than (Cp)3p. Indeed,
this can be checked in the same way as is done above: A term in (4.20) corresponds to a leaf node on a rooted
binary tree, whose vertices are labeled by σ. The total number of zeros in σ indexing a leaf node is bounded
by 2p and the number of ones is less than (8p+ 1)p2. It follows that the total number of terms in the expansion
of (4.20) is bounded by (Cp)3p and we find∣∣∣∣∣ ∑
σ1,...,σ2r
EQi1(Fi1 )σ1 · · ·Qi2r (Fi2r )σ2r
∣∣∣∣∣ ≤ (Cp)3pΦp . (4.23)
Recall that, due to our simplification assumption all indices (i1, . . . , ip) are distinct. As in the case p = 2 we now
use the presence of the Q’s: First, we claim that, for any label a ∈ {1, . . . , 2r},
|(Fia )σa |1(Ξ) ≤ (CΦ)1+0(σa) , (4.24)
where 0(σa) denotes the number of zeros in the sequence σa. For 0(σa) = 0, this follows from hypothesis iii.
If 0(σa) ≥ 1, the successive application of the operation σ 7→ σ0 has generated at least 0(σa) + 1 off-diagonal
resolvent entries and at most 3 0(σa) + 1 diagonal resolvent entries.
Next, choose (i1, . . . , i2r) and (σ1, . . . , σ2r) in (4.23) such that
EQi1(Fi1 )σ1 · · ·Qi2r (Fi2r )σ2r 6= 0 . (4.25)
The key observation is the following:
(C) Let a ∈ {1, . . . , 2r}, then there is a label b ∈ {1, . . . , 2r}\{a}, such that the monomial (Fib )σb contains an
off-diagonal resolvent entry with ia as a lower index. We use the notation b = l(a), if b is linked to a in this
sense.
Indeed, assuming the contrary, we conclude that all monomials (Fic)σc in (4.25), but (Fia)σa , are independent
of the random variables indexed by ia. But due to the presence of the Qia this term has vanishing expectation.
Note that this argument relies on the assumptions that all indices (i1, . . . , i2r) are distinct.
Next, let a ∈ {1, . . . , 2r} and denote by la := |l−1({a})|, the number of times the label a is linked to some
label b in the sense of (C). Then,
|(Fia )σa |1(Ξ) ≤ CpΦ1+la . (4.26)
Indeed, for each label c ∈ l−1({a}) we had to use at least once the operation σ 7→ σ0 to get the lower index ia.
Hence, 0(σb), the number of zeros in σb, is at least la. Inequality (4.26) follows from (4.24). Finally, noting that∑
a la ≥ p by (C), we find that, for terms as in (4.25),∣∣∣EQi1(Fi1 )σ1 · · ·Qi2r (Fi2r )σ2r ∣∣∣ ≤ (CΦ)2p . (4.27)
Combination with the bound (4.22) on the remainder term, the estimate on the number of terms in (4.21),
we thus obtain ∣∣∣∣∣∣∣
1
N2r
∑
i1,...,i2r
all distinct
E
r∏
k=1
Qik
(
1
Gikik
) 2r∏
k′=r+1
Qik′
(
1
Gik′ ik′
)∣∣∣∣∣∣∣ ≤ (Cp)cpΦ2p ,
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for any p ≤ ν(logN)ξ−3/2, under the simplifying assumption that all indeces are distinct in the sum.
To deal with the general case, we go back to (4.15). Abbreviate i = (i1, . . . , i2r). Denote by P2r the set of
partitions of {1, . . . , 2r}. Let Γ(i) be the element of P2r defined by the equivalence relation a ∼ b, if and only if
ia = ib. Then we can write
E
∣∣∣∣∣ 1N
N∑
i=1
Qi
(
1
Gii
)∣∣∣∣∣
2r
=
1
N2r
∑
Γ∈P2r
∑
i1,...,i2r
1(Γ = Γ(i))EQi1
(
1
Gi1i1
)
. . . Qi2r
(
1
Girir
)
. (4.28)
Fix now i, and denote by Γ := Γ(i), the partition induced by the equivalence relation∼. For a label a ∈ {1, . . . , 2r},
we denote by [a] the block of a in Γ. Let S(Γ) := {a : |[a]| = 1} ⊂ {1, . . . , 2r} denote the set of single labels
and abbreviate by s := |S(Γ)| its cardinality. We denote by iS(Γ) := (ia)a∈S , the summation indices associated
with single labels. Notice that if a is a single label (for some Γ), then there is exactly one Qia on the right side
of (4.28). However, if a is not a single label (for some Γ), Qia appears more than once on the right side of (4.28).
Next, we expand the summands on the right side of (4.28), using the recursive procedure (A)-(B), but we
only expand in the single labels. More precisely, the recursive procedure is now defined as follows:
(A) Stopping rules
(1′) If all terms in (F )σ are maximally expanded in the single labels; a resolvent entry G
(T)
nm, is maximally
expanded in the single labels if iS ⊂ (Tnm), n,m 6∈ T;
(2) else if (F )σ contains at least 2p off-diagonal resolvent entries in the numerator;
we stop the expansion.
(B′) Else, we choose an arbitrary resolvent entry G(T)nm in (F )σ. If n = m, we use (4.17), with some arbitrary
index k ∈ {iS}\{(Tn)}, to split (F )σ = (F )σ0 + (F )σ1. If n 6= m, we use (4.18), with some arbitrary
k ∈ {iS}\{(Tnm)}, to split (F )σ = (F )σ0 + (F )σ1.
Applying this procedure to (Gi1i1)
−1, we obtain a similar expansion as in (4.19). Expanding the remaining factors
of (Gij ij )
−1 as before (using only single labels), we obtain the analogue expression to (4.21). The remainder terms
can be estimated in the same way as before, simply by using the fact that each term in the remainder contains
at least 2p off-diagonal resolvent entries. Also note that the bounds on the number of terms in the expansion
still apply. It therefore suffices to bound the summands in the first term on the right side of (4.21), (now some
of the indices may coincide). Recall that s denotes the number of single labels in the fixed configuration i. We
claim that ∣∣∣EQi1(Fi1 )σ1 · · ·Qi2r (Fi2r )σ2r ∣∣∣ ≤ C2pΦp+s . (4.29)
This follows in a similar way as above, using the following observation:
(C′) Let a ∈ S(Γ), then there is an label b ∈ {1, . . . , 2r}\{a}, such that the monomial (Fib )σb contains an
off-diagonal resolvent entry with ia as a lower index.
The bound (4.29) now follows in the same way as above, by only considering single labels.
We now return to the sum in (4.28). We perform the summation by first fixing a partition Γ ∈ P2r. Then
1
N2r
∑
i
1(Γ = Γ(i)) ≤
(
1
N
)2r−|Γ|
≤
(
1√
N
)2r−s
. (4.30)
Here we used that any block in the partition Γ that is not associated to a single label, consists of at least two
elements. Thus |Γ| ≤ (2r+s)/2 = r+s/2. Now, using N−1/2 ≤ CΦ, we find, combining (4.30), (4.29) and (4.22),
E
∣∣∣∣∣ 1N
N∑
i=1
Qi
(
1
Gii
)∣∣∣∣∣
2r
≤ (Cp)3p
∑
Γ∈P2r
(CΦ)2p .
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Finally, we recall that the number of partitions of p elements is bounded by (Cp)2p, thus
E
∣∣∣∣∣ 1N
N∑
i=1
Qi
(
1
Gii
)∣∣∣∣∣
2r
≤ (Cp)5pΦ2p .
This proves the desired lemma.
We will use the fluctuation Lemma 4.1 in a slightly generalized setting. Abbreviate
gi(z) :=
1
λvi − z −mfc(z) , z ∈ DL , λ ∈ Dλ0 , i ∈ {1, . . . , N} , (4.31)
and also recall that the random variables (gi) are bounded uniformly in λ and z as follows form the stability
bound (3.5). We will use the following corollary of the fluctuation lemma:
Corollary 4.4. Suppose ξ satisfies (2.14) and let L ≥ 12ξ. Let Ξ be the event defined in Lemma 4.1 and assume
it has (ξ, ν)-high probability. Then there exists a constant C, independent of λ and z, such that, for p ∈ N, even
and satisfying p ≤ ν(logN)ξ−3/2, and n = 1, 2, 3,
E
∣∣∣∣∣ 1N
N∑
i=1
Qi
(
gni
1
Gii
)∣∣∣∣∣
p
≤ (Cp)5p (Φ(z))2p , (4.32)
for z ∈ DL, λ ∈ Dλ0 .
Proof. In the proof of Lemma 4.1, we used the following two properties of (Qi):
i. For general random variables A = A(W ) and B = B(W ), E[(QiA)B] = E[BEiQiA] = 0, if B is independent
of the variables in the ith-column/row of W .
ii. For a general random variable A = A(W ), q ∈ N, E|QiA|q ≤ 2qE|A|q ; see (4.11).
Fix n and define Q˜i := Qig
n
i . Since the random variables (vi) are independent of the random variables (wij),
property i holds true with Qi replaced by Q˜i. (Here E stands for the expectation with respect the (wij) and
the (vi) random variables, but, since the random variables (gi) are uniformly bounded, one could replace E by the
conditional expectation with respect the (wij)). Since the family of random variables (gi) is uniformly bounded
and independent of W , property ii holds now with E|Q˜iA|q ≤ 2qE[|gi|qn]E[|A|q] ≤ CqE|A|q, for some constant C,
for any random variables A = A(W ) depending only on W . Thus the proof of Lemma 4.1 also applies to left side
of (4.32): It suffices to multiply the bounds with Cp.
4.2. Strong self-consistent equation.With Corollary 4.4 at hand, it is easy to derive a stronger self-consistent
equation for m−mfc than the one obtained in Lemma 3.9. Recall the notation [Z] = 1N
∑N
i=1 Zi.
Lemma 4.5. Suppose ξ satisfies (2.14). Assume that there exists a deterministic function γ(z) with γ(z) ≤ (ϕN )−2ξ
such that, for all z ∈ DL, λ ∈ Dλ0 ,
Λ(z) ≤ γ(z) ,
with (ξ, ν)-high probability. Then we have with (ξ − 2, ν)-high probability
|[Z]| ≤ C(ϕN )10ξ
(
Immfc(z) + γ(z)
Nη
)
, (4.33)
and, for n = 1, 2, 3, ∣∣∣∣∣ 1N
N∑
i=1
Qi
(
gni
1
Gii
)∣∣∣∣∣ ≤ C(ϕN )10ξ
(
Immfc(z) + γ(z)
Nη
)
, (4.34)
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where the constant C can be chosen uniformly in z ∈ DL and λ ∈ Dλ0 .
Moreover, the strong self-consistent equation∣∣(1−R2)[v]−R3[v]2∣∣ ≤ O( Λ2
logN
)
+O
(
(ϕN )
10ξ
(
Immfc(z) + γ(z)
Nη
))
+O
(
λ(ϕN )
ξ
√
N
)
(4.35)
holds with (ξ − 2, ν)-high probability, uniformly in z ∈ DL, λ ∈ Dλ0 .
Note that in the above lemma we have not changed the value of the parameter ν, but replaced the N -dependent
parameter ξ by ξ− 2. This is necessary at this point, since in the iteration procedure below we apply this lemma
log logN times.
Proof. We begin by proving (4.33). From Schur’s complement formula we obtain
Qi
(
1
Gii
)
= Qi
λvi + wii − z − (i)∑
k,l
hikG
(i)
kl hli

= wii −Qi
 (i)∑
k,l
hikG
(i)
kl hli

= wii − Zi . (4.36)
Since |wii| ≤ (ϕN )ξN−1/2, with high probability, we obtain from the large deviation estimate (3.10),∣∣∣∣∣ 1N
N∑
i=1
wii
∣∣∣∣∣ ≤ (ϕN )2ξN ,
with (ξ, ν)-high probability. Hence it suffices to bound the average of the left side of (4.36) to get (4.33).
Theorem 3.1 and Lemma 3.8 imply that assumptions i and ii of Lemma 4.1 hold with high probability. By
Lemma 3.7, we have c ≤ |Gii| ≤ C, with high-probability. Finally, from the estimate on Zi in (3.30) and the
bound on wii, we conclude that assumption iii of Lemma 4.1, i.e., Inequality (4.4), holds with high probability.
Hence the event Ξ, as defined in Lemma 4.1, being the intersection of several (ξ, ν)-high probability events, has
(ξ − 1/2, ν)-high probability. Thus we can apply Lemma 4.1: Choosing p in (4.5) as the largest even integer
smaller than ν(logN)ξ−2, Markov’s inequality yields (4.33). Note that we have not changed the parameter ν
here, but have replaced ξ by ξ − 2.
Similarly, (4.34) follows from Corollary 4.4 and a high-moment Markov estimate.
To derive the self-consistent Equation (4.35), we return to (3.37), i.e.,
(1−R2)[v] = R3[v]2 + 1
N
N∑
i=1
1
(λvi − z −mfc)2Yi +
1
N
N∑
i=1
1
(λvi − z −mfc)3 (Y
2
i − 2[v]Yi)
+O(Λ3) +O(max
i
|Yi|3) +O
(
λ(ϕN )
ξ
√
N
)
, (4.37)
which holds with (ξ, ν)-high probability. Recall that, on the event Ξ,
Yi = wii − Zi − (m(i) −m) = wii − Zi +O
(
Φ2
)
= Qi
(
1
Gii
)
+O (Φ2) . (4.38)
Using (4.34) to control the second term on the right side of (4.37) and the apriori bound (3.31) on |Yi| to control
the terms O(Y2i ) in (4.37), we obtain
(1 −R2)[v] = R3[v]2 − 2 1
N
N∑
i=1
1
(λvi − z −mfc)3 [v]Yi +O
(
(ϕN )
10ξ Immfc(z) + γ(z)
Nη
)
+O(Λ3) +O
(
λ(ϕN )
ξ
√
N
)
,
with (ξ − 2, ν)-high probability. Arguing as in the proof of Lemma 3.9, we obtain (4.35).
31
4.3. Proof of the strong deformed semicircle law.The proof of Theorem 2.10 is based on an iteration using
the weak semicircle law, i.e., Theorem 3.1, and Lemma 4.5. We start with an entirely deterministic lemma:
Lemma 4.6. Assume that 1 ≤ ξ1 ≤ ξ2. Let 0 < τ < 1 and L > 40ξ2. Suppose that there is a function γ(z)
satisfying
γ(z) ≤ (ϕN )11ξ2
(
λ1/2
N1/4
+
1
Nη
)1−τ
, (4.39)
such that Λ(z) ≤ γ(z), for all z ∈ DL, λ ∈ Dλ0 . We also assume that, for z ∈ DL, λ ∈ Dλ0 ,∣∣(1−R2)[v]−R3[v]2∣∣ = O( Λ2
logN
)
+O
(
λ(ϕN )
ξ1
√
N
+ (ϕN )
10ξ1 α(z) + γ(z)
Nη
)
, (4.40)
where α = |1−R2| was defined in (3.43). Moreover, we assume that Λ≪ 1, if η ∼ 1. Then
Λ(z) ≤ (ϕN )11ξ2
(
λ1/2
N1/4
+
1
Nη
)1−τ/2
, (4.41)
for all z ∈ DL, λ ∈ Dλ0 .
Proof. The proof is based on a dichotomy argument. We set
α0(z) := (ϕN )
(10+3/4)ξ2
(
λ1/2
N1/4
+
1
Nη
)1−τ/2
.
Note that α0 ≤ γ and α0 ≪ 1. Using (4.39) we find
C(ϕN )
10ξ1
(
λ√
N
+
γ(z)
Nη
)
≤ α20 + (ϕN )21ξ2
1
Nη
(
λ1/2
N1/4
+
1
Nη
)1−τ
≤ (ϕN )22ξ2
(
λ1/2
N1/4
+
1
Nη
)2−τ
.
First consider the case α ≤ α0: In this case, κ ≪ 1 and |R3| > c for some constant c. From equation (4.40) we
find that
|[v]2| ≤
∣∣∣∣[v]2 − α[v]c
∣∣∣∣+ α|[v]|c ≤ o(1)|[v]|2 + (ϕN )22ξ2
(
λ1/2
N1/4
+
1
Nη
)2−τ
+ C(ϕN )
10ξ2
α
Nη
+
α|[v]|
c
,
and hence
(|[v]| − α
c
)2 ≤ α
2
c2
+ (ϕN )
22ξ2
(
λ1/2
N1/4
+
1
Nη
)2−τ
+ (ϕN )
(10+3/4)ξ2
α
Nη
.
(Note that we used here ϕN to compensate for various constants, as we shall do below.) Thus taking the square
root, recalling that α ≤ α0 and using the definition of α0, we find
|[v]| ≤ Cα0 + (ϕN )11ξ2
(
λ1/2
N1/4
+
1
Nη
)1−τ/2
,
and the claim follows for α ≤ α0.
Next, consider α > α0: Recall that |R3| < C3 for some constant C3 > 0. Assume first that Λ ≤ α/(2C3).
Then in (4.40) we can absorb the terms R3[v]
2 and Λ2/ logN into the term α|[v]| and we get
Λ ≤ C(ϕN )10ξ1
(
λ
α
√
N
+
1
Nη
+
γ
αNη
)
≤ 1
(ϕN )ξ2/4
(
α20
α
+ α0 +
α20
α
)
, (4.42)
where we used the definitions of γ and α0. Since we assumed that α > α0, we get Λ≪ α/(2C3) if Λ ≤ α/(2C3).
Thus, if α ≥ α0, we either have Λ > α/(2C3) or Λ ≪ α/(2C3). By the continuity of Λ(z) in η = Im z, we must
have Λ≪ α, since we assume that Λ(z)≪ 1 = O(α), for η ∼ 1. Thus, the claim follows from (4.42).
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Proof of Theorem 2.10. We prove (2.18). Let ξ = A0+o(1)2 log logN and set
ξ˜ := 2(log logN/ log 2) + ξ .
Note that ξ˜ ≤ 3ξ/2 ≤ A0 log logN . Let L ≥ 40ξ˜. To prove (2.18) it suffices to prove
⋂
z∈DL
λ∈Dλ0
{
|m(z)−mfc(z)| ≤ (ϕN )12ξ˜
(
min
{
(ϕN )
12ξ˜
α
λ√
N
,
λ1/2
N1/4
}
+
1
Nη
)}
, (4.43)
with (ξ, ν)-high probability.
The weak semicircle law, i.e., Theorem 3.1 with ξ˜ replacing ξ, yields
Λ ≤ (ϕN )2ξ˜
(
1
Nη
)1/3
≤ (ϕN )2ξ˜
(
λ1/2
N1/4
+
1
Nη
)1−2/3
,
for z ∈ DL, λ ∈ Dλ0 , with (ξ˜, ν)-high probability. Thus (4.2) holds with
γ(z) := (ϕN )
11ξ˜
(
λ1/2
N1/4
+
1
Nη
)1−2/3
.
Since L ≥ 40ξ˜, we also have γ(z) ≤ (ϕN )−2ξ˜. Hence, by Lemma 4.5 we have∣∣(1−R2)[v]−R3[v]2∣∣ ≤ C Λ2
logN
+ C(ϕN )
10ξ˜
(
λ√
N
+
Immfc(z) + γ(z)
Nη
)
,
for z ∈ DL, λ ∈ Dλ0 , with (ξ˜ − 2, ν)-high probability. Since Immfc ≤ Cα, by Lemma 3.11, this implies (4.40)
with ξ1 = ξ˜. Also, γ satisfies (4.39) with ξ2 = ξ˜ and τ = 2/3. Moreover, since Λ ≤ γ ≤ (ϕN )−2ξ˜, we have Λ≪ 1,
if η ∼ 1. Therefore, we can apply Lemma 4.6 with ξ1 = ξ2 = ξ˜ to obtain
Λ ≤ (ϕN )11ξ˜
(
λ1/2
N1/4
+
1
Nη
)1−1/3
,
for z ∈ DL, λ ∈ Dλ0 , with (ξ˜ − 2, ν)-high probability. Iterating this process M times, we find that
Λ ≤ (ϕN )11ξ˜
(
λ1/2
N1/4
+
1
Nη
)1− 2
3 (
1
2 )
M
,
for z ∈ DL, λ ∈ Dλ0 , holds with (ξ˜ − 2M, ν)-high probability. We choose M = ⌊log logN/ log 2⌋ − 1, here ⌊·⌋
denotes the integer part. Since λ1/2N−1/4 +N−1/2 + (Nη)−1 ≥ cN−1 on DL, we get
(
λ1/2
N1/4
+
1
Nη
)− 2
3 (
1
2 )
M
≤ C ≤ (ϕN )ξ˜ .
Thus
Λ ≤ (ϕN )12ξ˜
(
λ1/2
N1/4
+
1
Nη
)
, (4.44)
for z ∈ DL, λ ∈ Dλ0 , with (ξ+2, ν)-high probability (the factor of 2 comes from the −1 in M). This proves (4.43)
when
(ϕN )
12ξ˜
α
λ√
N
≥ λ
1/2
N1/4
.
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In case
λ1/2
N1/4
≤ (ϕN )−12ξ˜α ≤ λ
1/2
N1/4
+
1
Nη
,
we have
min
{
(ϕN )
12ξ˜
α
λ√
N
,
λ1/2
N1/4
}
+
1
Nη
≥ λ√
N
(
λ1/2
N1/4
+
1
Nη
)−1
+
1
Nη
≥ 1
2
(
λ1/2
N1/4
+
1
Nη
)
,
and the proof for (4.43) is similar to the above case. Finally, when
(ϕN )
−12ξ˜α ≥ λ
1/2
N1/4
+
1
Nη
, (4.45)
set
γ(z) := (ϕN )
12ξ˜
(
λ1/2
N1/4
+
1
Nη
)
.
Then by Lemma 4.5 we have
α|[v]| ≤ CΛ2 + C(ϕN )10ξ˜
(
α+ γ(z)
Nη
)
+ C
λ(ϕN )
ξ
√
N
,
with (ξ, ν)-high probability, where we used that Immfc ≤ Cα. Assuming that (4.45) holds and using the definition
of γ, we have γ(z) ≤ α(z), and we get, using (4.44),
|[v]| ≤ C(ϕN )24ξ˜ λ
α
√
N
+ C(ϕN )
12ξ˜
(
1
Nη
+
γ
αNη
)
≤ (ϕN )12ξ˜
(
(ϕN )
12ξ˜ λ
α
√
N
+
1
Nη
)
. (4.46)
Hence, combining (4.44) and (4.46) we find, using a simple lattice argument, (4.43). Inequality (2.19) then
follow from (4.43) combined with (3.29).
5. Identifying the leading corrections in the bulk
In this section, we identify the leading correction terms tom−mfc stemming from the diagonal random matrix V .
We define random variables ζ0(z) ≡ ζN0 (z), which only depends on the random variables (vi), such that, in the
bulk of the spectrum, the leading correction term in the estimate on |m(z) −mfc(z) − ζ0| is of order (Nη)−1.
This estimate is then used to prove Theorem 2.12.
In this section, we fix ξ = A0+o(1)2 log logN and choose L ≥ 40ξ.
5.1. Preliminaries. Recall the notation Λ = |m −mfc| and the definition of (Rn) in (3.32). In Lemma 3.11,
we showed that 1 − R2 ∼ √κ+ η, R3 = O(1), for all z ∈ DL, λ ∈ Dλ0 . We will need some more notation. For
z ∈ DL, λ ∈ Dλ0 , n ∈ N, set
rn(z) ≡ rn := 1
N
N∑
i=1
1
(λvi − z −mfc)n −
∫
dµ(v)
(λv − z −mfc)n .
Recall from (3.36) that |rn(z)| ≤ (ϕN )ξ λ√N , with high probability, uniformly in z ∈ DL and λ ∈ Dλ0 . Thus,
combining the above observations, we obtain
C−1
√
κ+ η ≤|1− R2 − r2| ≤ C
√
κ+ η , |R3 + r3| ≤ C , (5.1)
for all z ∈ DL, λ ∈ Dλ0 , with (ξ, ν)-high probability, for some C > 1.
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5.1.1. Definition of ζ0. In order to define ζ0 ≡ ζ0(z), it is convenient to introduce a high-probability event Ξ0,
by requiring that (5.1) holds on it. We define ζ0 as the solution to the equation
(1−R2 − r2)ζ0(z) = r1(z) + (R3 + r3)ζ0(z)2 , z ∈ C+ , λ ∈ Dλ0 , (5.2)
such that ζ0(z)→ 0, as Im z →∞.
First, note that ζ0(z), z ∈ DL, is well-defined on Ξ0. Second, note that ζ0 only depends on (vi), but is
independent of the random entries (wij) of the Wigner matrix W . Third, from the discussion in the preceding
subsection, we infer:
Lemma 5.1. There is a constant c > 0, such that, for z ∈ DL, λ ∈ Dλ0 , we have on Ξ0,
|ζ0(z)| ≤ (ϕN )cξmin
{
λ1/2
N1/4
,
λ√
κ+ η
1√
N
}
,
with (ξ, ν)-high probability.
We omit the proof and just remark that it is suffices to consider the cases κ+ η ∼ |1 − R2|2 ≪ |r3| and
|r3| ≪ |1−R2|2.
Recall the (strong) self-consistent equation for m(z)−mfc(z) in (4.35). The definition of ζ0 is natural in the
sense that it embodies the leading correction to m−mfc stemming from the random matrix V : Subtracting the
defining equation for ζ0 from the self-consistent Equation (4.35), we obtain, after some manipulations,
(1−R2 − r2)(m−mfc − ζ0) = (R3 + r3)(m−mfc)2 − (R3 + r3)ζ20 +O(Λ3) +O
(
(ϕN )
cξ Immfc + Λ
Nη
)
,
on some high probability event Ξ. Theorem 2.12, now follows easily from analyzing the stability of this equation
in the variable ζ(z) := m(z)−mfc(z)− ζ0(z).
5.2. Proof of Theorem 2.12. Next, we carry out the details of the proof of Theorem 2.12.
Proof of Theorem 2.12. Recall the event Ξ0 defined in (5.1). Let
γ(z) := (ϕN )
c1ξ
(
min
{
λ1/2
N1/4
,
λ√
κ+ η
1√
N
}
+
1
Nη
)
, z ∈ DL . (5.3)
Choosing c1 sufficiently large in (5.3), we can achieve that |ζ0| ≤ γ(z) on Ξ0. Next, it follows from Theorem 2.10,
Lemma 4.5 and Lemma 3.8, that there is an event Ξ1, having (ξ, ν)-high probability, such that the following holds
on it: There is a constant c0 such that |Λ(z)| ≤ γ(z),
max
i
|Yi(z)| ≤ (ϕN )c0ξ/2
√
Immfc(z) + γ(z)
Nη
, (5.4)
and, recalling (4.31), ∣∣∣∣∣ 1N
N∑
i=1
gni Yi(z)
∣∣∣∣∣ ≤ (ϕN )c0ξ
(
Immfc(z) + γ(z)
Nη
)
, (5.5)
for n = 1, 2, 3, where Yi = wii−Zi−(m(i)−m); see (3.18). Since both events Ξ0 and Ξ1 have high probability, the
event Ξ := Ξ0 ∩ Ξ1 has (ξ, ν)-high probability, with a slightly smaller ν > 0. Set ζ(z) := m(z)−mfc(z)− ζ0(z).
Subtracting the defining equation of ζ0, from Equation (3.34), we obtain, using the bounds in (5.4) and (5.5),
(1−R2 − r2)ζ = (R3 + r3)(m−mfc)2 − (R3 + r3)ζ20 +O(Λ3) +O
(
(ϕN )
c0ξ
Immfc(z) + γ(z)
Nη
)
, (5.6)
on Ξ, for z ∈ DL, λ ∈ Dλ0 . Let c2 > max{c0, c1} and set
α0(z) := (ϕN )
c2ξ
(
min
{
λ1/2
N1/4
,
λ√
κ+ η
1√
N
}
+
1
Nη
)
.
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Thus, on Ξ, we have Λ≪ α0 and |ζ0| ≪ α0, for all z ∈ DL, λ ∈ Dλ0 .
Recall that we defined the domain
BL = DL ∩ {z = E + iη ∈ C :
√
κE + η ≥ (ϕN )LξN−1/4} .
Note that we have on the domain BL,
min
{
λ1/2
N1/4
,
λ√
κ+ η
1√
N
}
=
λ√
κ+ η
1√
N
.
First, consider the case
λ√
κ+ η
1√
N
≥ 1
Nη
.
In this case, we can easily see that
α˜ :=
∣∣∣∣1−R2 − r2R3 + r3
∣∣∣∣ ≥ α0 ,
on Ξ. Then we obtain from (5.6),
|m−mfc − ζ0| ≤
∣∣∣∣m−mfc + ζ0α0
∣∣∣∣ |m−mfc − ζ0|+ CΛ3α˜ + C (ϕN )c0ξα˜ Immfc + γ(z)Nη
≤ o(1)|m−mfc − ζ0|+ C γ(z)
3
α˜
+ C
(ϕN )
c0ξ
α˜
Immfc + γ(z)
Nη
,
on Ξ. By Lemma 3.11, we have Kα˜ ≥ √κ+ η ∼ Immfc on Ξ0, for some constant K, and we obtain, for some
c > c2,
|m−mfc − ζ0| ≤ (ϕN )cξ
(
λ3
(κ+ η)2
1
N3/2
+
1
Nη
)
,
on Ξ, for all λ ∈ Dλ0 . Since the condition
√
κ+ η ≥ (ϕN )LξN−1/4 implies that
λ3
(κ+ η)2
1
N3/2
≪ 1
N(κ+ η)
≤ 1
Nη
,
we conclude that
|m−mfc − ζ0| ≤ (ϕN )
cξ
Nη
,
on Ξ, for λ ∈ Dλ0 . If
λ√
κ+ η
1√
N
≤ 1
Nη
,
we may use the bound
|m−mfc − ζ0| ≤ Λ + |ζ0| ≤ 2γ ≤ (ϕN )
cξ
Nη
,
on Ξ, for λ ∈ Dλ0 . This finishes the proof.
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6. Density of states
In this section, we prove Theorems 2.17, 2.18, 2.20, and 2.21. Recall that we denote by (µα) the eigenvalues of
H = λV +W . Define the normalized eigenvalue counting function of H by
ρ(x) :=
1
N
N∑
α=1
δ(x− µα) . (6.1)
Then we can write
m(z) =
1
N
N∑
i=1
Gii(z) =
∫
R
ρ(x)dx
x− z , z ∈ C
+ .
For E1 < E2, we defined in (2.28) the counting functions
n(E1, E2) =
1
N
|{α : E1 < µα ≤ E2}| , n(E) = 1
N
|{α : µα ≤ E}| .
Similarly, we have denoted
nfc(E1, E2) =
∫ E2
E1
ρfc(x) dx , nfc(E) =
∫ E
−∞
ρfc(x) dx ,
where ρfc stands for the density of the free convolution measure µfc.
Throughout this section we fix ξ = A0+o(1)2 log logN and choose L ≥ 40ξ.
6.1. Local density of states.Recall that κE := min{|E − Li| , i = 1, 2}. In the following, we set η := N−1.
The first part of Theorem 2.17, Inequality (2.29), is an immediate consequence of the next two lemmas. Their
proofs follow closely the proof of Lemma 8.1 and Lemma 8.2 in [12].
Lemma 6.1. Let η := N−1. For any E1 < E2 in [−E0, E0], we define f(x) ≡ fE1,E2,η(x) to be an indicator
function of the interval [E1, E2], smoothed out on a scale η, i.e., f(x) = 1, for x ∈ [E1, E2], f(x) = 0, for x in
[E1 − η,E2 + η]c, |f ′(x)| ≤ Cη−1 and |f ′′(x)| ≤ Cη−2. Assume that the event⋂
z∈DL
λ∈Dλ0
{
|m(z)−mfc(z)| ≤ (ϕN )c0ξ
(
min
{
λ1/2
N1/4
,
λ√
κE + η
√
N
}
+
1
Nη
)}
, (6.2)
holds with (ξ, ν)-high probability with L := C0ξ, for some constant C0 > 0. Abbreviate
κ := min{κE1 , κE2} , E := max{E2 − E1, (ϕN )LN−1} .
Then, we have ∣∣∣∣∫
R
f(x)(ρ− ρfc)(x)dx
∣∣∣∣ ≤ (ϕN )cξ ( 1N + Eλ√κ+ E 1√N
)
, (6.3)
with (ξ, ν)-high probability, for some c > c0.
Proof. For convenience denote
ρ∆ := ρ− ρfc , m∆ := m−mfc .
We use the Helffer-Sjo¨strand formula. We set y0 := (ϕN )
LN−1 and choose a smooth cut-off function χ such that:
χ(y) = 1 , on [−E , E ] ; χ(y) = 0 , on [−2E , 2E ]c ; |χ′(y)| ≤ CE . (6.4)
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Starting from the Helffer-Sjo¨strand formula,
f(w) =
1
2π
∫
R2
iyf ′′(x)χ(y) + i(f(x) + iyf ′(x))χ′(y)
w − x− iy dxdy , (6.5)
we obtain∣∣∣∣∫
R
f(w)ρ∆(w)dw
∣∣∣∣ ≤ C ∫ dx∫ ∞
0
dy(|f(x)|+ |y||f ′(x)|)|χ′(y)||m∆(x + iy)|
+ C
∣∣∣∣∫ dx∫ η
0
dyf ′′(x)χ(y)y Imm∆(x+ iy)
∣∣∣∣+ C ∣∣∣∣∫ dx∫ ∞
η
dyf ′′(x)χ(y)y Imm∆(x+ iy)
∣∣∣∣ . (6.6)
Using that χ′ is supported on [E , 2E ], we can bound the first term on the right side of the above inequality by
(ϕN )
cξ
E
∫
dx
∫ 2E
E
dy (|f(x)|+ y|f ′(x)|)
(
λ√
κx + E
√
N
+
1
EN
)
≤ (ϕN )cξ
( Eλ√
κ+ E
√
N
+
1
N
)
, (6.7)
with (ξ, ν)-high probability. In order to bound the two remaining terms in (6.6), we first bound the imaginary
part of m∆(x+ iy). For y ≥ y0, we can use (6.2). So assume that 0 < y < y0. Using the spectral decomposition
of λV +W , it is easy to see that the function y 7→ y Imm(x+ iy) is monotone increasing. Thus
y Imm(x+ iy) ≤ y0 Imm(x+ iy0) ≤ y0 Immfc(x+ iy0) + (ϕN )cξy0
(
λ1/2
N1/4
+
1
Ny0
)
, (y ≤ y0) . (6.8)
Recalling that, by Lemma 3.2, we have Immfc(x+ iy) ≤ C√κx + y, we get
y Imm(x+ iy) ≤ y0C
√
κx + y + (ϕN )
cξy0
(
λ1/2
N1/4
+
1
Ny0
)
≤ (ϕN )
cξ
N
, (y ≤ y0) , (6.9)
with (ξ, ν)-high probability. Using that y ≤ y0 = (ϕN )LN−1, we can now easily bound
|y Imm∆(x+ iy)| ≤ (ϕN )
cξ
N
, (y ≤ y0) , (6.10)
with (ξ, ν)-high probability. Since by assumption we have η ≤ y0, we can bound the second term on the right
side of (6.6) by
(ϕN )
cξ
N
∫
dx|f ′′(x)|
∫ η
0
dy χ(y) ≤ (ϕN )
cξ
N
, (6.11)
with (ξ, ν)-high probability, where we used that the support of f ′′ has measure O(η). To bound the third term
on the right side of (6.6), we integrate by parts, first in x then in y to find the bound
C
∣∣∣∣∫ dxf ′(x)ηRem∆(x+ iη)∣∣∣∣+ C ∣∣∣∣∫ dx∫ ∞
η
dyf ′(x)χ′(y)yRem∆(x+ iy)
∣∣∣∣
+ C
∣∣∣∣∫ dx∫ ∞
η
dyf ′(x)χ(y)Rem∆(x+ iy)
∣∣∣∣ . (6.12)
The second term in (6.12) can be bounded similarly to the first term of (6.6) and we obtain∣∣∣∣∫ dx∫ ∞
η
dyf ′(x)χ′(y)yRem∆(x+ iy)
∣∣∣∣ ≤ (ϕN )cξ ( Eλ√κ+ E√N + 1N
)
, (6.13)
with (ξ, ν)-high probability. To bound the first and the third term in (6.12), we write, for y ≤ y0,
|m∆(x+ iy)| ≤ |m∆(x+ iy0)|+
∫ y0
y
du (|∂um(x+ iu)|+ |∂umfc(x+ iu)|) . (6.14)
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The first term on the right side of (6.14) can be estimated using (6.2). For the others we observe that the Ward
identity (3.9) implies, for u ≤ y0,
|∂um(x+ iu)| = | 1
N
TrG2(x+ iu)| ≤ 1
N
N∑
i,j=1
|Gij(x+ iu)|2 = 1
u
Imm(x+ iu) ≤ 1
u2
y0 Imm(x+ iy0) .
Similarly, we obtain
|∂umfc(x+ iu)| ≤
∫
ρfc(t)dt
|t− x− iu|2 =
1
u
Immfc(x+ iu) ≤ 1
u2
y0 Immfc(x + iy0) .
From (6.14) we hence obtain
|m∆(x+ iy)| ≤ (ϕN )cξ
(
1 +
∫ y0
y
du
y0
u2
)
≤ (ϕN )cξ y0
y
, (y ≤ y0) , (6.15)
with (ξ, ν)-high probability. Thus we can bound the first term on the right side of (6.12) by∣∣∣∣∫ dxf ′(x)ηRem∆(x+ iη)∣∣∣∣ ≤ (ϕN )cξN , (6.16)
with high probability. To bound the third term on the right side of (6.12), we split the integration in the y
variable into the pieces [η, y0) and [y0,∞). Using (6.15) we can bound the first piece by∫
dx |f ′(x)|
∫ y0
η
dy |m∆(x+ iy)| ≤ (ϕN )
cξ
N
,
with high probability. For the second integration piece we find∫
dx |f ′(x)|
∫ 2E
y0
dy |m∆(x+ iy)| ≤ (ϕN )cξ
∫
dx |f ′(x)|
∫ 2E
y0
dy
(
λ√
κx + y
1√
N
+
1
Ny
)
≤ (ϕN )cξ
(
1
N
+
1√
N
∫ 2E
y0
dy
λ√
κ+ y
)
≤ (ϕN )cξ
(
1
N
+
Eλ√
κ+ E
1√
N
)
,
with high probability. Adding all the contributions together, we have proven that∣∣∣∣∫
R
f(w)ρ∆(w)dw
∣∣∣∣ ≤ (ϕN )cξ ( 1N + Eλ√κ+ E 1√N
)
,
with (ξ, ν)-high probability.
As a simple corollary, we obtain:
Corollary 6.2. Under the assumptions of Lemma 6.1, there is c > 0 such that, for any −E0 ≤ E1 < E2 ≤ E0,
|(n(E2)− n(E1))− (nfc(E2)− nfc(E1))| ≤ (ϕN )cξ
(
1
N
+
Eλ√
κ+ E√N
)
, (6.17)
with (ξ, ν)-high probability.
Proof. Observe that, for η = N−1,
|n(x+ η)− n(x− η)| ≤ Cη Imm(x+ iη) ≤ (ϕN )
cξ
N
,
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with (ξ, ν)-high probability, where we used (6.8). Hence,∣∣∣∣n(E1)− n(E2)− ∫
R
f(w)ρ(w)dw
∣∣∣∣ ≤ C ∑
i=1,2
(n(Ei + η)− n(Ei − η)) ≤ (ϕN )
cξ
N
, (6.18)
with (ξ, ν)-high probability. Moreover, since ρfc is a bounded function, we find∣∣∣∣nfc(E1)− nfc(E2)− ∫
R
f(w)ρfc(w)dw
∣∣∣∣ ≤ Cη = CN .
Combination with the claims of Lemma 6.1 yields the statements.
The first statement of Theorem 2.17, i.e., (2.29), now follows easily from the two preceding lemmas.
6.2. Bulk fluctuations.The aim of this section is to prove the second part of Theorem 2.17, i.e., Inequal-
ity (2.30). Recall the definition of the random variables ζ0 in (5.2). Since we will restrict the discussion to the
bulk of the spectrum, we may use slightly modified random variables, ζ˜0(z) ≡ ζ˜N0 (z), approximating ζ0 in the
bulk that are easier to handle in computations.
6.2.1. Definition of ζ˜0.We define a random variable ζ˜0(z) ≡ ζ˜N0 (z) by
ζ˜0(z) = (1 −R2(z))−1
(
1
N
N∑
i=1
1
λvi − z −mfc(z) −mfc(z)
)
, (6.19)
for z ∈ C+, λ ∈ Dλ0 , where (Rn) have been defined in (3.32). Recall that, 1 − R2(z) ∼
√
κ+ η. Hence, by the
large deviation estimate (3.36),
|ζ˜0(z)| ≤ (ϕN )
cξλ√
κE + η
√
N
, (z = E + iη) , (6.20)
with (ξ, ν)-high probability, for some c, uniformly in z ∈ DL and λ ∈ Dλ0 . Also note that ζ˜0 approximates the
random variables ζ0 in the bulk: Since 1−R2 ∼ 1 away from the spectral edge, it is straightforward to show that
|ζ0(z)− ζ˜0(z)| = O(N−1), with high probability for such z.
Lemma 6.3. Under the assumptions of Theorem 2.17, there is c > 0 such that the event
⋂
z∈DL
λ∈Dλ0
{
|m(z)−mfc(z)− ζ˜0(z)| ≤ (ϕN )cξ
(
min
{
λ√
κE + η
1√
N
,
λ2
(κE + η)3/2
1
N
}
+
1
Nη
)}
, (z = E + iη) ,
(6.21)
has (ξ, ν)-high probability.
We omit the proof of this lemma since it is similar to the proof of Theorem 2.12. Note, however, that the
estimate in (6.21), deteriorates at the spectral edge and we have to restrict the discussion below mostly to the
bulk of the spectrum.
Next, we show that the random variable ζ˜0(z), z = E + iη, is a slowly varying function of E (for fixed η), in
the bulk of the spectrum.
Lemma 6.4. Under the assumptions of Theorem 2.17, the event
⋂
z∈DL
λ∈Dλ0
{∣∣∣∣∣∂ζ˜o(E + iη)∂E
∣∣∣∣∣ ≤ (ϕN )2ξλ(κE + η)3/2 1√N
}
,
has (ξ, ν)-high-probability.
40
Proof. Recalling the definition of ζ˜0 in (6.19), we compute, for z ∈ DL, λ ∈ Dλ0 ,
∂ζ˜0(E + iη)
∂E
=
(
∂
∂E
1
1−R2(z)
)(
1
N
N∑
i=1
Qvi
1
λvi − z −mfc(z)
)
+
1
1−R2(z)
(
1
N
N∑
i=1
Qvi
1
(λvi − z −mfc(z))2
)
(1 +m′fc(E + iη)) ,
where we abbreviate m′fc(E + iη) ≡ ∂mfc(E+iη)∂E and Qvi := 1 − Evi , where Evi denotes the partial expectation
with respect the random variable vi. Differentiating the functional Equation (2.9) for mfc(z), we get
m′fc(E + iη) =
∫
dµ(v)
(λv − E − iη −mfc(E + iη))2
(
1 +m′fc(E + iη)
)
,
hence,
|1 +m′fc(E + iη)| =
1
|1−R2(E + iη)| ≤
K√
κE + η
,
for some constant K > 1, where we used Lemma 3.2. Similarly,
∂
∂E
1
1−R2(E + iη) =
2(1 +m′fc(E + iη))
(1−R2(E + iη))2
∫
dµ(v)
(λv − z −mfc(E + iη))3
=
2(1 +m′fc(E + iη))R3(E + iη)
(1−R2(E + iη))2 ,
and hence, by Lemma 3.2, ∣∣∣∣ ∂∂E 11−R2(E + iη)
∣∣∣∣ ≤ C(κE + η)3/2 ,
for some constant C. The terms involving the Qvi can be bounded by the large deviation estimates (3.36).
Uniformity in λ and z follows from a lattice argument using the stability bound (3.5).
Next, let f(x) ≡ fE1,E2,η(x) be an indicator function of the interval [E1, E2], smoothed out on scale η = N−1.
Let χ(y) be a smooth cut-off function as defined in (6.4). We set m∆ := m −mfc. Appealing to the discussion
in Section 6.1, we define
X0(E1, E2) :=
1
2π
∫
R2
dxdy
(
iyf ′′(x)χ(y) + i(f(x) + iyf ′(x))χ′(y)
)
ζ˜0(x+ iy) , (6.22)
where we extend ζ˜0 to the lower half-plane as ζ˜0(z) = ζ˜0(z), z ∈ C+.
Lemma 6.5. There is a constant c > 0 such that, for E1 < E2 with E1, E2 ∈ [−E0, E0] and for λ ∈ Dλ0 , we
have
|X0(E1, E2)| ≤ (ϕN )cξ E
2λ
(κ+ E)3/2
1√
N
, (6.23)
with (ξ, ν)-high probability, where E = max{E2 − E1, (ϕN )LN−1} and κ = min{|Ei − Li| : i = 1, 2}.
Choosing the energies E1, E2, such that min{κE1, κE2} ≥ κ, for some fixed κ > 0, we obtain
|X0(E1, E2)| ≤ Cκ(ϕN )cξ E
2λ√
N
, (6.24)
with (ξ, ν)-high probability, for some constant Cκ , depending on κ.
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Proof. Starting from the definition of ζ˜0, we find
|X0(E1, E2)| ≤ C
∣∣∣∣∫ dx∫ ∞
0
dy f(x)χ′(y)ζ˜0(x+ iy)
∣∣∣∣+ ∣∣∣∣∫ dx∫ ∞
0
dy yf ′(x)χ′(y)ζ˜0(x+ iy)
∣∣∣∣ (6.25)
+ C
∣∣∣∣∣
∫
dx
∫ 2E
0
dy f ′′(x)χ(y)y Im ζ˜0(x+ iy)
∣∣∣∣∣ .
To bound the first term on the right side of (6.25) we integrate by part in the variable y to find, with (ξ, ν)-high
probability, ∣∣∣∣∣
∫
dx f(x)
∫ 2E
E
dy χ′(y)ζ˜0(x + iy)
∣∣∣∣∣ =
∣∣∣∣∣
∫
dx f(x)
∫ 2E
E
dy χ(y)∂y ζ˜0(x+ iy)
∣∣∣∣∣
=
∣∣∣∣∣
∫
dx f(x)
∫ 2E
E
dy χ(y)∂xζ˜0(x + iy)
∣∣∣∣∣
≤ (ϕN )cξE
∣∣∣∣∫ dx f(x) λ(κx + E)3/2 1√N
∣∣∣∣
≤ (ϕN )cξ Eλ
(κ+ E)3/2
1√
N
, (6.26)
where we used in the second line that ζ˜0(z) in an analytic function in the upper half plane, and in the third
line we used Lemma 6.4. In the fourth line we used that κx ≥ κ = min{κE1, κE2}. Finally, we used that f is
supported on [E1 − η,E2 + η], η = N−1.
To bound the second term on the right side of (6.25), we integrate by part in the variable x and find, similarly
to the computation above,∣∣∣∣∣
∫ E2+η
E1−η
dx
∫ ∞
0
dy yf ′(x)χ′(y)ζ˜0(x+ iy)
∣∣∣∣∣ =
∣∣∣∣∣
∫ E2+η
E1−η
dx
∫ ∞
0
dy yf(x)χ′(y)∂xζ˜0(x+ iy)
∣∣∣∣∣
≤ (ϕN )cξ
∫ E2+η
E1−η
dx
∫ 2E
E
dy yf(x)|χ′(y)| λ
(κx + E)3/2
1√
N
≤ (ϕN )cξ λ
(κ+ E)3/2
1√
N
∫ E2+η
E1−η
dx f(x)
∫ 2E
E
dy
y
E
≤ (ϕN )cξ E
2λ
(κ+ E)3/2
1√
N
, (6.27)
with (ξ, ν)-high probability.
Finally, the third term in (6.25) can be bounded by integrating by parts in x to obtain∣∣∣∣∣
∫
dx
∫ 2E
0
dy f ′′(x)χ(y)y Im ζ˜0(x+ iy)
∣∣∣∣∣ =
∣∣∣∣∣
∫
dx
∫ 2E
0
dy f ′(x)χ(y)y Im ∂xζ˜0(x+ iy)
∣∣∣∣∣
≤ (ϕN )cξ
∣∣∣∣∣
∫ 2E
0
dy
λy
(κ+ y)3/2
1√
N
∣∣∣∣∣
≤ (ϕN )cξ E
2λ
(κ+ E)3/2
1√
N
, (6.28)
with (ξ, ν)-high probability. Adding up the estimates (6.26), (6.27) and (6.28) yields the claim.
6.2.2. Local eigenvalue density in the bulk. In this subsection, we show that we can control the difference
n(E2)−n(E1) in terms of nfc(E2)−nfc(E1) in the bulk of the spectrum up to an optimal error: Fix some κ > 0.
We consider energies E1 < E2, such that min{κE1 , κE2} ≥ κ, L1 < E1 < E2 < L2 and E2 − E1 ≥ (ϕN )LξN−1.
We denote with Cκ constants that only depend on κ (with Cκ →∞, as κ → 0).
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As above, let f(x) ≡ fE1,E2,η(x) be an indicator function of the interval [E1, E2], smoothed out on scale
η = N−1. Let χ(y) be a smooth cut-off function as defined in (6.4) and let m∆ := m−mfc. Define
X1(E1, E2) :=
1
2π
∫
R2
(
iyf ′′(x)χ(y) + i(f(x) + iyf ′(x))χ′(y)
)
m∆(x + iy) , (6.29)
and recall the definition of X0 in (6.22),
X0(E1, E2) :=
1
2π
∫
R2
(
iyf ′′(x)χ(y) + i(f(x) + iyf ′(x))χ′(y)
)
ζ˜0(x + iy) . (6.30)
Here we implicitly assume that the functions f and χ in both definitions agree.
Following the discussion in Section 6.1, one easily sees that
|(n(E1, E2)− nfc(E1, E2))− X1(E1, E2)| ≤ (ϕN )
cξ
N
, (6.31)
with (ξ, ν)-high probability. Recalling the estimate on X0 in (6.23), we observe that it suffices to bound X1 −X0
in order to control the density of states.
Lemma 6.6. Let L1 < E1 < E2 < L2, with min{κE1 , κE2} ≥ κ and E2 − E1 ≥ (ϕN )LξN−1. Then
|X1(E1, E2)− X0(E1, E2)| ≤ Cκ(ϕN )cξ 1
N
, (6.32)
with (ξ, ν)-high probability. The constant c > 0 can be chosen independent of E1, E2 and λ ∈ Dλ0 .
Proof. We set y0 := (ϕN )
LN−1 and abbreviate ζ˜(z) = m(z)−mfc(z)− ζ˜0(z). Using the definition of ζ˜0, we find
|(X1 − X0)(E1, E2)|
≤ C
∫
dx
∫ ∞
0
(|f(x)|+ |yf ′(x)|)|χ′(y)| |ζ˜(x+ iy)|+ C
∣∣∣∣∫ dx∫ y0
0
dyf ′′(x)χ(y)y Im ζ˜0(x+ iy)
∣∣∣∣
+ C
∣∣∣∣∫ dx∫ y0
0
dyf ′′(x)χ(y)y Imm∆(x+ iy)
∣∣∣∣+ C ∣∣∣∣∫ dx∫ ∞
y0
dyf ′′(x)χ(y)y Im ζ˜(x+ iy)
∣∣∣∣ . (6.33)
Using (6.21) we can bound the first term on the right side of (6.33) as∣∣∣∣∣
∫
dx
∫ 2E
E
(|f(x)|+ y|f ′(x)|)|χ′(y)| |ζ˜(x+ iy)|∣∣∣∣∣ ≤ Cκ (ϕN )cξE
∫
dx
∫ 2E
E
dy(|f(x)|+ y|f ′(x)|) 1
Ny
≤ Cκ(ϕN )cξ 1
N
, (6.34)
with (ξ, ν)-high probability.
The second term on the right side of (6.33) is, by (6.20), bounded by∣∣∣∣∫ dx∫ y0
0
dyf ′′(x)χ(y)y Im ζ˜0(x+ iy)
∣∣∣∣ ≤ (ϕN )cξ λη
∫ y0
0
dy χ(y)y
1√
κ+ y
1√
N
≤ (ϕN )cξ 1
η
∫ y0
0
dy
λ
√
y√
N
≤ (ϕN )
cξ
N
, (6.35)
with (ξ, ν)-high probability.
To control the third term, we note that both functions y 7→ y Imm(x + iy) , y Immfc(x + iy), are monotone
increasing. Thus we get from (6.2),
y Imm(x+ iy) ≤ y0 Imm(x+ iy0) ≤ (ϕN )cξy0
(√
κx + y0 +
λ1/2
N1/4
+
1
Ny0
)
≤ (ϕN )
cξ
N
, (y ≤ y0) ,
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and
y Immfc(x+ iy) ≤ y0 Immfc(x + iy0) ≤ Cy0
√
κx + y0 , (y ≤ y0) .
Since y0 = (ϕN )
LN−1, this yields
y | Im ζ˜(x+ iy)| ≤ (ϕN )
cξ
N
, (y ≤ y0) , (6.36)
with (ξ, ν)-high probability. The third term on the right side of (6.33) is thus bounded as∣∣∣∣∫ dx∫ y0
0
dyf ′′(x)χ(y)y Imm∆(x + iy)
∣∣∣∣ ≤ (ϕN )cξN
∫
dx|f ′′(x)|
∫ y0
0
dy χ(y) ≤ (ϕN )
cξ
N
, (6.37)
with (ξ, ν)-high probability.
To bound the fourth term in (6.33), we integrate first by parts in the variable x and then in y, to find the
bound ∣∣∣∣∣
∫
dx
∫ 2E
y0
dyf ′(x)∂y(χ(y)y)Re ζ˜(x + iy)
∣∣∣∣∣+
∣∣∣∣∫ dxf ′(x)χ(y0)y0Re ζ˜(x + iy0)∣∣∣∣ . (6.38)
Using the a priori high probability bounds
|m∆(x+ iy0)| ≤ (ϕN )cξ
(
λ1/2
N1/4
+
1
Ny0
)
≤ (ϕN )cξ , |ζ˜0(x+ iy0)| ≤ (ϕN )cξ λ√
κx + y0
1√
N
≤ (ϕN )cξ ,
we bound the second term on the right side of (6.38) as∣∣∣∣∫ dxf ′(x)y0ζ˜(x+ iη)∣∣∣∣ ≤ (ϕN )cξy0 ≤ (ϕN )cξN ,
with (ξ, ν)-high probability. It remains to bound the first term in (6.38),∣∣∣∣∣
∫
dx
∫ 2E
y0
dyf ′(x)∂y(χ(y)y)Re ζ˜(x + iy)
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
dx
∫ 2E
y0
dyf ′(x)χ′(y)yRe ζ˜(x+ iy)
∣∣∣∣∣
+
∣∣∣∣∣
∫
dx
∫ 2E
y0
dyf ′(x)χ(y)Re ζ˜(x+ iy)
∣∣∣∣∣ . (6.39)
For the first term on the right side, we use (6.21) to find∣∣∣∣∣
∫
dx
∫ 2E
y0
dyf ′(x)χ′(y)yRe ζ˜(x+ iy)
∣∣∣∣∣ ≤ Cκ(ϕN )cξ 1N ,
with (ξ, ν)-high probability. Using once more (6.21), we bound the second term on the right side of (6.39) as∣∣∣∣∫ dx∫ ∞
y0
dyf ′(x)χ(y)Re ζ˜(x + iy)
∣∣∣∣ ≤ Cκ(ϕN )cξ ∫ 2E
y0
dy
1
EN ≤ (ϕN )
cξ 1
N
, (6.40)
with (ξ, ν)-high probability. Adding up the different contributions, we find (6.32).
To conclude this subsection, we prove (2.30) of Theorem 2.17:
Proof of (2.30). Let E1 < E2. Then we have from (6.31)
|n(E1, E2)− nfc(E1, E2)| ≤ |X1(E1, E2)|+ C(ϕN )cξ 1
N
≤ |X0(E1, E2)|+ |X1(E1, E2)− X0(E1, E2)|+ C(ϕN )cξ 1
N
,
with (ξ, ν)-high probability. Using Lemma 6.5 and Lemma 6.6, we therefore get
|n(E1, E2)− nfc(E1, E2)| ≤ Cκ(ϕN )cξ
(
1
N
+
λ2E2√
N
)
,
with (ξ, ν)-high probability. Inequality (2.30) follows by choosing E2 − E1 ≥ (ϕN )LξN−1.
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6.3. Eigenvalue spacing in the bulk. In this subsection, we prove Theorem 2.18.
Proof of Theorem 2.18. Let λ ∈ Dλ0 . Starting from the identity
i− j
N
= n(µi)− n(µj) ,
we obtain from (2.30) that
nfc(µi)− nfc(µj) = i− j
N
+O
(
(ϕN )
cξ (µi − µj)2√
N
)
+O
(
(ϕN )
cξ 1
N
)
,
with (ξ, ν)-high probability, for some c large enough. Then, using nfc(µi)−nfc(µj) = (µi− µj)n′fc(µ′i), for some
µ′i ∈ [µi, µj ],
µi − µj = i− j
Nρfc(µ′i)
+O
(
(ϕN )
cξ (µi − µj)2√
N
)
+O
(
(ϕN )
cξ 1
N
)
, (6.41)
where we used that n′fc(µ
′
i) = ρfc(µ
′
i) > 0 and 1/C
′ < ρfc < C′ in the bulk for some constant C′ > 1, depending
on λ and µ. Since |µi − µj | = O(1), we have
(ϕN )
cξ (µi − µj)2√
N
≪ |µi − µj | ,
which shows that the second term in the right side of (6.41) can be absorbed into the left side. Similarly, the
last term on the right side can be absorbed into the first term in the right side, as we can see from the condition
|i− j| ≫ (ϕN )cξ. Thus,
C1
|i− j|
N
≤ |µi − µj | ≤ C2 |i− j|
N
, (6.42)
with (ξ, ν)-high probability for some constants C1, C2 > 0. This proves the first part of the theorem.
If |i− j| ≤ (ϕN )cξN1/2, we find from (6.42) that |µi − µj | ≤ C2(ϕN )cξN−1/2. In this case,
(ϕN )
cξ (µi − µj)2√
N
≪ 1
N
,
with high probability. Furthermore, since |µ′i−µi| ≤ |µi−µj | and since ρfc is Lipschitz continuous inside suppµfc
(see, e.g., [5]), we get
|ρfc(µ′i)− ρfc(µi)| ≤ (ϕN )Kξ
1√
N
, (6.43)
hence ∣∣∣∣ i− jNρfc(µ′i) − i− jNρfc(µi)
∣∣∣∣ ≤ C |i− j|N |ρfc(µ′i)− ρfc(µi)|ρfc(µ′i)ρfc(µi) ≤ (ϕN )KξN−1 .
with (ξ, ν)-high probability, for some constant K. Thus, we obtain that∣∣∣∣|µi − µj | − |i− j|Nρfc(µi)
∣∣∣∣ ≤ (ϕN )KξN−1 ,
with (ξ, ν)-high probability, proving the second part the theorem.
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6.4. Integrated density of states and rigidity of eigenvalues.The goal of this subsection is to prove
Theorems 2.20 and 2.21. The proofs follow closely [12].
6.4.1. Estimate on ‖H‖. As a first step, we need an estimate on the operator norm of H = λV +W . We have
the following result:
Lemma 6.7. There is a constant c0 > 0, such that for all λ ∈ Dλ0 , we have
‖H‖ ≤ max{|L1|, L2}+ (ϕN )c0ξ
(
λ√
N
+
1
N2/3
)
,
with (ξ, ν)-high probability.
Proof. We will only consider the largest eigenvalue µN . A bound on the lowest eigenvalue µ1 is obtained in a
similar way. From the strong local law (2.18), we get
Λ(z) ≤ (ϕN )cξ
(
λ1/2
N1/4
+
1
Nη
)
, z ∈ DL , λ ∈ Dλ0 ,
with (ξ + 2, ν)-high probability. Then we can apply Lemma 4.6, with
γ(z) := (ϕN )
cξ
(
λ1/2
N1/4
+
1
Nη
)
,
to get, for some sufficiently large constant c1,∣∣(1−R2)[v]−R3[v]2∣∣ ≤ C Λ2
logN
+ C(ϕN )
c1ξ
(
λ√
N
+
Immfc(z) + γ(z)
Nη
)
,
with (ξ, ν)-high probability, for any z ∈ DL and λ ∈ Dλ0 . Now, if E > L2 and κ ≥ η, we have Immfc(z) ∼ η/
√
κ
and
α := |1−R2| ∼
√
κ ,
by the Lemmas 3.2 and 3.11. Thus, we obtain, upon using Young’s inequality,
∣∣(1−R2)[v]−R3[v]2∣∣ ≤ C Λ2
logN
+ C(ϕN )
c1ξ
(
λ√
N
+
1
(Nη)2
+
1
N
√
κ
)
, (6.44)
with (ξ, ν)-high probability, for some c1 sufficiently large.
Given c1, it is straightforward to check that there is a constant c2 > 2c1, such that, for any E satisfying
L2 + (ϕN )
c2ξ
(
λ√
N
+
1
N2/3
)
≤ E ≤ E0 , (6.45)
we have
min{N−1/2κ1/4, N−1/2λ−1κ1/2, κ} ≥ (ϕN )c1ξ+2 1
N
√
κ
. (6.46)
We assume now that E satisfies (6.45) and set
η ≡ ηE := (ϕN )c1ξ+1 1
N
√
κ
.
Note that z = E + iη ∈ DL. From (6.46), we have κ ≥ η. Similarly, we have
Immfc(E + iη) ∼ η√
κ
≪ 1
Nη
;
λ√
κN
≪ 1
Nη
. (6.47)
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Furthermore, since α ≥ √κ/K, for some K > 1, we must have
2|R3|Λ(z) ≤ C(ϕN )c1ξ+1
(
λ1/2
N1/4
+
1
Nη
)
≤ α , (6.48)
with (ξ, ν)-high probability. Here, we used that Nη
√
κ = (ϕN )
c1ξ+1 and
√
κ ≥ (ϕN )c2ξ/2λ1/2N−1/4. Since
α ≥ 2|R3|Λ, we get from (6.44),
Λ ≤ C(ϕN )c1ξ
(
λ
α
√
N
+
1
α(Nη)2
+
1
αN
√
κ
)
, (6.49)
with (ξ, ν)-high probability. Since α ≥ √κ/K, we obtain from (6.47),
(ϕN )
c1ξ+1
1
αN
√
κ
≤ C η√
κ
≪ 1
Nη
.
The second term on the right side of (6.49), can be bounded by using (6.48). The first term on the right side
of (6.49) is estimated by using the second inequality in (6.47). Thus, for any E satisfying (6.45), z ∈ DL, and
any λ ∈ Dλ0 , we obtain that
Λ(z)≪ 1
Nη
,
with (ξ, ν)-high probability. Thus
Imm(z) ≤ Immfc(z) + Λ(z)≪ 1
Nη
, (6.50)
with (ξ, ν)-high probability, for such E. By the spectral decomposition of H , we have
Imm(z) =
1
N
N∑
α=1
η
(µα − E)2 + η2 ,
and we conclude that
Imm(z) ≥ C
Nη
, (6.51)
for some C > 0, if there is an eigenvalue in the interval [E − η,E + η]. Thus (6.50), implies, for any E,
satisfying (6.45), that there is no eigenvalue in the interval [E − η,E + η], with (ξ, ν)-high probability.
To cover energies E ≥ E0, we use the following result: For a Wigner matrix W satisfying the assumptions in
Definition 2.1 we have
‖W‖ ≤ 2 + (ϕN )
ξ
N1/4
, (6.52)
with (ξ, ν)-high probability. We refer, e.g., to Lemma 4.3. in [12]. Spectral perturbation theory then implies
‖H‖ ≤ ‖λV ‖ + ‖W‖ ≤ 2 + (ϕN )ξ
N1/4
+ λ, with (ξ, ν)-high probability, covering the regime E ≥ E0. This concludes
the proof.
6.4.2. Integrated density of states. In this subsection, we prove Theorem 2.20. Given the results on n(E1, E2) in
Theorem 2.17 and the estimate on ‖H‖ this is straightforward:
Proof of Theorem 2.20. We assume that E is such that |E − L1| ≤ |E − L2|. The other case is dealt with in the
same way. Set
E1 = L1 − (ϕN )c1ξ
(
λ√
N
+
1
N2/3
)
, (6.53)
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with some c1 large enough, such that nfc(E1) = 0 and n(E1) = 0 with (ξ, ν)-high probability; see Lemma 6.7.
Next, choose E ≥ E1, then from (2.29), we get, setting E2 = E and bounding E ≤ E − E1 + (ϕN )LξN−1,
|n(E)− nfc(E)| ≤ (ϕN )cξ
(
1
N
+
λ√
N
√
E − E1 + (ϕN )LξN−1
)
.
with (ξ, ν)-high probability. Using our assumption on E and (6.53), we get
|n(E)− nfc(E)| ≤ (ϕN )cξ
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
+
λ
√
κE√
N
)
,
with (ξ, ν)-high probability, for some c2 large enough. This estimate holds for any E and λ. Uniformity is
obtained with a lattice argument, we omit the details.
6.4.3. Rigidity of eigenvalues. In this subsection, we prove Theorem 2.21. Recall the definition of the classical
location γα of the eigenvalue µα in (2.33).
Lemma 6.8. There exists a constant C, such that, for all λ ∈ Dλ0 , the following statements hold with (ξ, ν)-high
probability for some large enough c,
i. if max{κγα , κµα} ≤ (ϕN )cξ( λ√N +
1
N2/3
), then
|µα − γα| ≤ (ϕN )Cξ
(
λ√
N
+
1
N2/3
)
;
ii. if max{κγα , κµα} ≥ (ϕN )cξ( λ√N +
1
N2/3
), then
|µα − γα| ≤ (ϕN )Cξ
(
λ√
N
+
1
α̂1/3N2/3
+
λ2
N1/3α̂2/3
)
,
where α̂ := min{α,N − α}.
Proof. We will focus on the eigenvalues µ1, . . . , µN/2. The other eigenvalues can be treated in a similar way.
Define an event Ξ as the intersection of the events on which the estimates
‖H‖ ≤ max{|L1|, L2}+ (ϕN )C0ξ
(
λ√
N
+
1
N2/3
)
, (6.54)
(see Lemma 6.7), and
|n(E)− nfc(E)| ≤ (ϕN )C0ξ
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
+
λ
√
κE√
N
)
,
(see Theorem 2.20), hold, for any λ ≤ λ0 and |E| ≤ E0. We note that on Ξ, we have µN/2 ≤ K, for some K < L2.
Let C1 > C0. We use the dyadic decomposition
{1, . . . , N/2} =
2 logN⋃
k=0
Uk ,
where
U0 :=
{
α ≤ N/2 : |L1|+max{µα, γα} ≤ 2(ϕN )C1ξλN−1/2
}
,
Uk :=
{
α ≤ N/2 : 2kλ(ϕN )C1ξN−1/2 ≤ |L1|+max{µα, γα} ≤ 2k+1(ϕN )C1ξλN−1/2
}
, (k ≥ 1) .
By the definition of U0 and (6.54), we have
|µα − γα| ≤ (ϕN )Cξ λ
N1/2
,
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on Ξ, for α ∈ U0.
For k ≥ 1, we find on Ξ that
α
N
= nfc(γα) = n(µα) = nfc(µα) + (ϕN )
C0ξO
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
+
λ
√
κE√
N
)
. (6.55)
On Ξ, and for α ∈ Uk, we can bound the second term on the right side of the above equation as
(ϕN )
C0ξO
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
+
λ
√
κE√
N
)
≤ C(ϕN )C0ξ
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
)
+ C2(k+1)/2(ϕN )
(C0+C1/2)ξ λ
3/2
N3/4
,
where we used κµα ≤ |L1|+ µα. Furthermore, we have on Ξ, for α ∈ Uk,
nfc(γα) + nfc(µα) ≥ c23k/2(ϕN )3C1ξ/2λ3/2N−3/4 ,
where we used nfc(L1 + x) ∼ x3/2, for 0 ≤ x ≤ |L1|+K. Thus
(ϕN )
C0ξO
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
+
λ
√
κE√
N
)
≪ nfc(γα) + nfc(µα) ,
which implies by (6.55) that
nfc(µα) = nfc(γα)
(
1 +O
(
(ϕN )
−(C1−C0)ξ
))
,
on Ξ, for α ∈ Uk. Using that n′fc(x) ∼ (nfc(x))1/3 ∼ (|L1|+x)1/2, for L1 ≤ x ≤ K, we have |L1|+γα ∼ |L1|+µα.
Hence
n′fc(x) ∼ n′fc(γα) ,
for any x between γα and µα. Recalling that the density ρfc(x) is continuous, we conclude that, on Ξ, for α ∈ Uk,
|µα − γα| ≤ C |nfc(µα)− nfc(γα)|
n′fc(γα)
≤ C(ϕN )
C0ξ
(α/N)1/3
(
1
N
+
λ3/2
N3/4
+
λ
N5/6
+
λ
√
κµα√
N
)
≤ C(ϕN )
C0ξ
α1/3
(
1
N2/3
+
λ3/2
N5/12
+
λα1/3√
N
+
λ
√
|µα − γα|
N1/6
)
, (6.56)
where we used κµα ≤ κγα + |µα − γα| and κγα ∼ (α/N)2/3. Next, since α = Nnfc(γα) ∼ N(|L1| + γα)3/2, we
find for α ∈ Uk, (k ≥ 1),
α ≥ cN
(
2k(ϕN )
C1ξ
λ√
N
)3/2
≫ N1/4 ,
hence α−1/3 ≪ N−1/12. Using Young’s inequality, we can absorb the last term on the right side of (6.56) into
the left side and we obtain
|µα − γα| ≤ (ϕN )Cξ
(
1
α1/3N2/3
+
λ2
α2/3N1/3
+
λ√
N
)
,
on Ξ, for α ∈ Uk, some C sufficiently large. The proof is completed by noticing that the event Ξ has (ξ, ν)-high
probability.
We conclude this section with the proof of Theorem 2.21.
Proof of Theorem 2.21. We restrict the discussion to eigenvalues with α ≤ N/2, the other eigenvalues are dealt
with in the same way. From α/N = nfc(γα) ∼ (|L1|+ γα)3/2, we find that
α ≤ (ϕN )Cξ(1 + λ3/2N1/4) , (6.57)
if α is as in item i of Lemma 6.8. Combing the conclusions of items i and ii of Lemma 6.8 with (6.57) completes
the proof of the theorem.
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A. Appendix: Free Convolution Measure and Stability Bounds
A.1. Introduction. In this appendix, we discuss some properties of the (rescaled) free convolution measure, µfc,
defined through the functional equation
mfc(z) =
∫ 1
−1
dµfc(v)
λv − z −mfc(z) , z = E + iη ∈ C
+ , (A.1)
such that Immfc(z) > 0, for η > 0; c.f., Equation (2.9). Here λ ≥ 0 and we assume that µ is an absolutely
continuous measure, with bounded and continuous density µ(v) such that suppµ = [−1, 1]. For simplicity, we
always assume that µ is centered, although this is not essential for our argument.
To see that Equation (A.1) has a unique solution such that Immfc(E + iη) > 0, for η > 0, one can choose
η > 2 first. Then it is straightforward to check that the right side of (A.1) is a contraction (in the sup-norm on
the set of analytic function on the upper half plane with positive imaginary part). The fixed point equation (A.1)
thus has a unique solution for η > 2. By analytic continuation, the solution extends to the whole upper half
plane. We leave the details aside and refer, e.g., to [34].
A deep study of the equation (A.1), with slightly different conventions, can be found in [5]. One important
result of [5] is the following: The measure µfc is absolutely continuous with respect to Lebesgue measure, in
particular, we have πµfc(E) = limηց0 Immfc(E + iη). For general probability measures (of bounded support),
the support of µfc may consist of several disjoint intervals, however, under our assumptions, the support of µfc
is a single interval, i.e., suppµfc = [L1, L2], with L1 < 0 < L2; see Lemma A.1. We refer to [5] for a discussion
of the general case.
We are mainly interested in the behaviour of µfc(E) and Immfc(E+iη), for E ∈ R close to L1, L2 respectively.
We distinguish the cases λ ≤ 1 and λ > 1:
For the former case, it was already pointed out in [5] (see also [31, 36]) that µfc has a square root behaviour
near L2, i.e., µfc(L2 − κ) ∼
√
κ, κ ≥ 0, and similar for L1.
For λ > 1, we will restrict our attention to Jacobi measures, a special class of measures whose densities are of
the form
µ(v) = Z−1(1 + v)a(1− v)bd(v)χ[−1,1](v) ,
where a, b > −1, d ∈ C1([−1, 1]) with d(v) > 0, v ∈ [−1, 1] and the normalization constant Z is appropriately
chosen so that µ becomes a probability density. Again, for simplicity, we will always assume that µ is centered.
Note that we also admit exponents a, b smaller than zero, thus µ(v) → ∞ as v → ±1 is allowed. As it turns
out, the square root behaviour at the endpoint of the support persists for λ > 1, in case we have −1 < a, b ≤ 1,
respectively. However, if a, b > 1, there exists λ0 > 1, such that for any λ > λ0, we have µfc(L1 − κ) ∼ κb; for a
precise statement see Lemma A.4.
A.2. Case λ ≤ 1. In this subsection, we choose λ ≤ 1. Adopting the proof of Proposition 2 in [36], we have the
following result:
Lemma A.1. Let µ be a centered probability measure supported on [−1, 1]. Assume that µ has a continuous,
strictly positive, bounded density µ(v) on (−1, 1). Suppose that 0 ≤ λ ≤ 1. Then, there exits L1, L2 ∈ R, with
L1 < 0 < L2, such that the (rescaled) free convolution of µ with the semicircle law, µfc, satisfies
suppµfc = [L1, L2] .
Moreover, denoting by κE the distance to the endpoints of the support of µfc, i.e.,
κE := min{|E − L1|, |E − L2|} ,
we have
C−1
√
κE ≤ µfc(E) ≤ C√κE , E ∈ [L1, L2] , (A.2)
for some constant C ≥ 1.
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We briefly outline how the proof in [36] can be adopted to our setting: We denote by mfc(z), z ∈ C+, the
Stieltjes transform of the free convolution measure µfc. Define τ := z+mfc(z) and consider instead of (A.1) the
equation F (τ) = z, where
F (τ) := τ −
∫ 1
−1
dµ(v)
λv − τ , τ ∈ C
+ . (A.3)
Note that limyց0 ImF (x + iy) = −πµ(x) < 0, for x ∈ (−λ, λ), since we have assumed that the density of µ is
bounded and continuous, and strictly positive in the interval (−1, 1). Thus F extends to a function on R, which
is continuous and bounded, except possibly at the point {±λ}. As shown in [36], the endpoints, (Li), of the
support of µfc are characterized as the real valued solutions, τi, with |τi| ≥ λ, of the equation F ′(τ) = 0 (Li are
then obtained by solving τi = Li +mfc(Li)). Setting
H(τ) :=
∫ 1
−1
dµ(v)
(λv − τ)2 , τ ∈ C
+ , (A.4)
a point E ∈ R is an endpoint of the support of µfc, if H(τ) = 1, |τ | ≥ λ, τ = E +mfc(E) ∈ R. Since λ ≤ 1 and
µ is centered, we have from Jensen’s inequality
H(λ) =
∫ 1
−1
dµ(v)
(λv − λ)2 >
1
λ2
1(∫
dµ(v)(v − 1))2 = 1λ2 ≥ 1 . (A.5)
Here, the first inequality is strict since µ is absolutely continuous. Since H(τ) is monotone decreasing (on R)
as |τ | → ∞, we conclude that there are only two real solutions τ1, τ2. One then checks that the endpoints of
the support of µfc, L1 and L2 satisfy L1 < −2 and L2 > 2. The square root behaviour of µfc at Li, i.e., (A.2),
follows as in [35]: It suffices to observe that F ′′(τi) 6= 0, thus by the inverse function theorem, we have, for z ∈ C
in a neighborhood of Li, F
−1(z) = τi + ci
√
z − Li(1 + Ai(
√
z − Li)) (such that ImF−1(z) ≥ 0, for z ∈ C+), for
real constants ci 6= 0 and analytic functions Ai, with |Ai| ≤ 1 in a neighborhood of zero. This concludes our
discussion on the proof of Lemma A.1.
As an important corollary of the proof of Lemma A.1, we have the following stability bound already pointed
out in [36]:
Corollary A.2. Under the assumptions of Lemma A.1 there exist constants C, c > 0, such that
c ≤ |λv − z −mfc(z)| ≤ C , z = E + iη ,
for any λv ∈ (−λ, λ) and |E| ≤ E0, 0 < η ≤ 3.
Proof. For the upper bound, we note that |mfc(z)| ≤ 1, as follows from considering the imaginary part of mfc
in (A.1). For the lower bound, note that in a neighborhood of Li, Re(z+mfc(z)) = Re τ(z) = Re τi+O(|z−Li|1/2).
Since |τi| > 1, |Re(z +mfc(z))| > 1, for |z − Li| < ǫ for a sufficiently small ǫ > 0. For |Re z| ≥ |Li| + (ǫ/2),
the estimate is trivial. In the region not covered by the two preceding estimates, we must have Im τ > c, thus
Immfc + η > c. The claim follows.
A.3. Case λ > 1. In this subsection, we choose for simplicity µ as a Jacobi measure, i.e., µ is described in terms
of its density
µ(v) = Z−1(1 + v)a(1− v)bd(v)χ[−1,1](v) , (A.6)
where a, b > −1, d ∈ C1([−a, b]) such that d(v) > 0, v ∈ [−a, b] and Z is an appropriately chosen normalization
constant such that µ is a probability measure. Below, we will assume, for simplicity of the arguments, that µ is
centered, but this condition can easily be relaxed.
Lemma A.3. Let µ be a centered Jacobi measure. Suppose that λ > 1. If −1 < a, b ≤ 1, the results in Lemma A.1
and Corollary A.2 hold true.
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Proof. We can apply the same argument as in the proof of Lemma A.1. The only thing we need to prove is that
H(λ+ ǫ) =
∫ 1
−1
dµ(v)
(λv − λ− ǫ)2 > 1 ,
for any sufficiently small ǫ > 0, and a similar estimate for H(−λ− ǫ).
From the assumptions, we find that there exist constants C,C0 > 0 such that µ(v) ≥ C(1 − v)b ≥ C0(1− v)
for any v ∈ (0, 1). Let n := e1+λ2C−10 and choose ǫ < 1/n. Then, we have
H(λ+ ǫ) ≥ C0
∫ 1
1−(n−1)ǫ/λ
(1− v)dv
(λv − λ− ǫ)2 =
C0
λ2
∫ nǫ/λ
ǫ/λ
t− (ǫ/λ)
t2
dt =
C0
λ2
(log n− 1 + 1
n
) > 1 .
From the continuity of H , we get the desired results. The same argument applies to H(−λ− ǫ).
For a, b > 1, we have the following result:
Lemma A.4. Let µ be a centered Jacobi measure with a, b > 1. Define
λ2 :=
(∫ 1
−1
µ(v)dv
(1− v)2
)1/2
, τ2 :=
∫ 1
−1
µ(v)dv
1− v .
Then, there exist L1 < 0 < L2 such that the support of µfc is [L1, L2]. Moreover,
i. if λ < λ2, then for 0 ≤ κ ≤ L2,
C−1
√
κ ≤ µfc(L2 − κ) ≤ C
√
κ , (A.7)
for some C ≥ 1.
ii. if λ > λ2, then L2 = λ+ (τ2/λ) and, for 0 ≤ κ ≤ L2,
C−1κb ≤ µfc(L2 − κ) ≤ Cκb , (A.8)
for some C ≥ 1.
Moreover, for 0 ≤ E ≤ E0, 0 < η ≤ 2, z = E + iη, v ∈ [−1, 1],
|λv − z −mfc(z)|
remains bounded from below in case i uniformly in z and v, but in case ii, it can be arbitrarily small as v → 1,
E = L2, and η → 0.
Similar statements hold for the lower endpoint L1 of the support of µfc, with τ2 and λ2 replaced by
λ1 :=
(∫ 1
−1
µ(v)dv
(1 + v)2
)1/2
, τ1 :=
∫ 1
−1
µ(v)dv
1 + v
. (A.9)
Proof. We first note that 0 < λ2, τ2 <∞, for b > 1. Since µ(v) > 0, for v ∈ (−1, 1), µfc is supported on a single
interval. Consider now
H(λ) =
∫ 1
−1
µ(v)dv
(λv − λ)2 =
1
λ2
∫ 1
−1
µ(v)dv
(v − 1)2 =
(
λ2
λ
)2
.
When λ < λ2, we may follow the proof of Lemma A.1 to prove the claims in i.
We now choose λ > λ2. We claim that there exists a unique continuous bounded curve γ in C
+ on which
ImF (τ) = 0. For z ∈ C+,
ImF (τ) = Im τ
(
1−
∫
dµ(v)
|λv − τ |2
)
.
We know that the non-negative continuous function
H˜(τ) :=
∫
dµ(v)
|λv − τ |2 =
∫
dµ(v)
(λv − Re τ)2 + (Im τ)2 , τ ∈ C
+ ∪ (R\[−λ, λ]) ,
52
is monotonically decreasing in Im τ . Let τ = x+ iy. For x ∈ (−λ, λ), the continuity of µ implies that, as y ց 0,
yH˜(x+ iy)→ πµ(x) > 0, hence H˜(x+ iy)→∞. Since H˜(x+ iy) is monotonically decreasing as y increases and
H˜(x+ iy)→ 0 as y →∞, the equation y = yH˜(x+ iy) has a unique solution 0 < y <∞. The analyticity of F in
the upper half plane then implies that on the interval (−λ, λ) there exists a single bounded curve such that the
imaginary part of F vanishes on it.
The endpoints of the support of µfc are characterized as the points where the curve γ approaches to the real
line. Since H˜(λ) = H(λ) < 1, the curve γ does not connect with the real axis on R+\(0, λ). Since this curve
cannot end at some point where F is analytic, we can conclude that the curve approaches to λ on R+. When
τ = λ, we have
z = τ −mfc(z) = λ−
∫ 1
−1
µ(v)dv
λv − λ = λ+
τ2
λ
,
which corresponds to the endpoint, L2, of the support of µfc on R
+.
To prove (A.8), let
τ = λ− λk + iλy , z = λ+ τ2
λ
− κ+ iη .
Considering the imaginary part of mfc, we obtain
λy − η = Immfc(z) = Im
∫ 1
−1
µ(v)dv
λv − τ =
y
λ
∫ 1
−1
µ(v)dv
(v − 1 + k)2 + y2 . (A.10)
We claim that in the limit η ց 0,
y ∼ (k + y)b , (A.11)
for κ, y ≪ 1.
For the upper bound, we consider first the case y < k: Let ǫ = min{1/2, (λ2/λ22)− 1}, then we have
y
∫ 1
−1
µ(v)dv
(v − 1 + k)2 + y2 = y
(∫ 1−8ǫ−1k
−1
+
∫ 1−k−y
1−8ǫ−1k
+
∫ 1−k+y
1−k−y
+
∫ 1
1−k+y
)
µ(v)dv
(1 − v − k)2 + y2 . (A.12)
The first term in (A.12) can be estimated as
y
∫ 1−8ǫ−1k
−1
µ(v)dv
(1− v − k)2 + y2 ≤ y
∫ 1−8ǫ−1k
−1
µ(v)dv
(1− v − k)2 ≤ y
(
1 +
ǫ
2
)∫ 1−8ǫ−1k
−1
µ(v)dv
(1− v)2
≤
(
1 +
ǫ
2
)
λ22y .
(A.13)
Here, we used that v ≤ 1− 8ǫ−1k implies that 1− v − k ≥ (1− ǫ/8)(1− v), hence
1
(1− v − k)2 ≤
(
1− ǫ
8
)−2 1
(1− v)2 ≤
(
1 +
ǫ
2
) 1
(1− v)2 .
The second term in (A.12) can be estimated as
y
∫ 1−k−y
1−8ǫ−1k
µ(v)dv
(1− v − k)2 + y2 ≤ Cy
∫ 1−k−y
1−8ǫ−1k
kbdv
(1− v − k)2 ≤ Ck
b .
The third term in (A.12) can be estimated as
y
∫ 1−k+y
1−k−y
µ(v)dv
(v − 1 + k)2 + y2 ≤ Cy
∫ 1−k+y
1−k−y
(k + y)bdv
y2
≤ C(y + k)b .
The last term in (A.12) can be estimated as
y
∫ 1
1−k+y
µ(v)dv
(1− v − k)2 + y2 ≤ y
∫ 1
1−k+y
(k − y)bdv
(1− v − k)2 = y
∫ k
y
(k − y)bdw
w2
≤ Ckb .
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Thus, as η ց 0, we have that
λy ≤ 1
λ
(
1 +
ǫ
2
)
λ22y + C(k + y)
b .
Since
λ− 1
λ
(
1 +
ǫ
2
)
λ22 =
λ22
λ
(
λ2
λ22
− 1− ǫ
2
)
≥ ǫλ
2
2
2λ
,
we obtain
y ≤ C(k + y)b ,
provided y < k.
When y ≥ k, we decompose the integral in (A.12) as
y
∫ 1
−1
µ(v)dv
(v − 1 + k)2 + y2 = y
(∫ 1−8ǫ−1k
−1
+
∫ 1
1−8ǫ−1k
)
µ(v)dv
(1− v − k)2 + y2 .
The first term is again estimated as in (A.13). The second term can be estimated as
y
∫ 1
1−8ǫ−1k
µ(v)dv
(1− v − k)2 + y2 ≤ Cy
∫ 1
1−8ǫ−1k
kbdv
y2
≤ Ckb+1y−1 ≤ Cyb .
Following the argument we used for the case y < k, we find the relation y ≤ Cyb in this case. For sufficiently
small y, this is impossible, so this case does not happen.
To complete the proof of (A.11), we need a lower bound: Observe that
y
∫ 1
−1
µ(v)dv
(v − 1 + k)2 + y2 ≥ y
∫ 1−k
1−k−y
µ(v)dv
(v − 1 + k)2 + y2 ≥ Cy
∫ 1−k
1−k−y
µ(v)dv
y2
≥ Ckb , (A.14)
and (A.11) follows from (A.10) and k ≥ y. When y, k ≪ 1, (A.11) implies that k ≫ y and since y → Cµfc(L2−κ)
as η → 0, we have µfc(L2 − κ) ∼ y ∼ kb.
To compare k and κ, we consider the real part of mfc and get
κ− λk − τ2
λ
= Remfc(z) = Re
∫ 1
−1
µ(v)dv
λv − τ =
1
λ
∫ 1
−1
(v − 1 + k)µ(v)dv
(v − 1 + k)2 + y2 .
From the definition of τ2, we find that
κ− λk = 1
λ
∫ 1
−1
(
(v − 1 + k)µ(v)dv
(v − 1 + k)2 + y2 +
µ(v)dv
1− v
)
=
1
λ
∫ 1
−1
µ(v)dv
1− v ·
k(v − 1) + k2 + y2
(v − 1 + k)2 + y2 .
We now separate the integral and estimate each term as in (A.14) and (A.12). We then get∫ 1
−1
kµ(v)dv
(v − 1 + k)2 + y2 ∼
k
y
(k + y)b
and
1
λ
∫ 1
−1
µ(v)dv
1− v ·
k2 + y2
(v − 1 + k)2 + y2 ∼
k2 + y2
y
(k + y)b−1 .
Recalling that y ∼ kb, when y, k ≪ 1, we find that κ− λk = O(k). Therefore we get
µfc(L2 − κ) ∼ y ∼ kb ∼ κb ,
as κց 0. Finally, it is easy to see that |λv − z −mfc(z)| is not bounded from below: Choosing z = L2, we have
Im(mfc(L2)) = 0, but Re(λv − L2 −mfc(L2)) = λv − λ. This proves the claims in ii.
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A.4. Square root behaviour of mfc and further stability bounds. In this subsection, we prove that the
Stieltjes transform mfc inherits the square root behavior from µfc:
Lemma A.5. Assume that µfc has support [L1, L2] and satisfies
C−1
√
κ ≤ µfc(L2 − κ) ≤ C
√
κ , (A.15)
0 ≤ κ ≤ L2, C ≥ 1. Then,
i. for z = L2 − κ+ iη, with 0 ≤ κ ≤ L2 and 0 < η ≤ 2, we have, C ≥ 1,
C−1
√
κ+ η ≤ Immfc(z) ≤ C
√
κ+ η ;
ii. for z = L2 + κ+ iη, with 0 ≤ κ ≤ 1 and 0 < η ≤ 2, we have, C ≥ 1,
C−1
η√
κ+ η
≤ Immfc(z) ≤ C η√
κ+ η
.
The analogous statements hold for z = L1 ± κ+ iη.
Proof. We start with the claim i: Notice that
Immfc(z) = Im
∫
dµfc(x)
x− z =
∫
η dµfc(x)
(x− L2 + κ)2 + η2 .
To prove the lower bound, consider the following cases:
Case 1. When κ, η < 1/2, computing the integral from x = L2−κ−2η to x = L2−κ−η, we find from (A.15)
that
Immfc(z) =
∫
η dµfc(x)
(x− L2 + κ)2 + η2 ≥ C
∫ L2−κ−η
L2−κ−2η
η
√
κ+ η
η2
dx ≥ C√κ+ η .
Case 2. When κ ≥ 1/2, η < 1/2, we obtain from (A.15) that
Immfc(z) ≥ C
∫ L2−κ+η/4
L2−κ+η/8
η dµfc(x)
(x− L2 + κ)2 + η2 ≥ C
√
κ
∫ L2−κ+η/4
L2−κ+η/8
η dx
η2
≥ C√κ ≥ C√κ+ η .
Case 3. When η ≥ 1/2, we have the bound
Immfc(z) =
∫
η dµfc(x)
(x− L2 − κ)2 + η2 ≥ C
∫
η dµfc(x)
η2
=
C
η
≥ C√κ+ η .
This proves the lower bound. To prove the upper bound, we consider the following cases:
Case 1. When η < κ < 1/2, from (A.15) we have
Immfc(z) =
∫
dµfc(x)
η
(x − L2 + κ)2 + η2
≤ Cη
∫ L2−κ−η
−L1
√
L2 − x
(x− L2 + κ)2 dx+ Cη
∫ L2−κ+η
L2−κ−η
√
κ+ η
η2
dx+ Cη
∫ L2
L2−κ+η
√
κ
(x − L2 + κ)2 dx
≤ Cη
∫ L1+L2−κ
η
√
y + κ
y2
dy + C
√
κ+ η + Cη
∫ κ
η
√
κ
y2
dy ≤ C√κ+ η .
Case 2. When κ < η < 1/2, a calculation similar to Case 1 proves the same bound.
Case 3. When κ ≥ 1/2, we have
Immfc(z) ≤ C
∫
η dx
(x− L2 + κ)2 + η2 ≤ C ≤ C
√
κ+ η .
Case 4. When η ≥ 1/2, we have the trivial bound
Immfc(z) ≤ |mfc(z)| ≤ 1
η
≤ C√κ+ η .
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This completes the proof of statement i. To prove ii, we proceed similarly:
Case 1. When κ > η, computing the integral from x = L2 − κ to x = L2 − 2κ, we get
Immfc(z) =
∫
η dµfc(x)
(x− L2 − κ)2 + η2 ≥ C
∫ L2−2κ
L2−κ
η
√
κ
κ2
dx ≥ Cη√
κ
≥ Cη√
η + κ
.
For the upper bound, we find that
Immfc(z) =
∫
η dµfc(x)
(x− L2 − κ)2 + η2 ≤ Cη
∫ L2
L2−κ
√
κ
κ2
dx+ Cη
∫ L2−κ
−L1
√
L2 − x
(x− L2)2 dx
≤ Cη√
κ
+ Cη
∫ L1+L2
κ
√
y
y2
≤ Cη√
κ
≤ Cη√
η + κ
.
Case 2. When κ ≤ η, computing the integral from x = L2 − (η/2) to x = L2 − η, we obtain
Immfc(z) =
∫
η dµfc(x)
(x− L2 − κ)2 + η2 ≥ C
∫ L2−η
L2−(η/2)
η
√
η
η2
dx ≥ C√η ≥ Cη√
η + κ
.
For the upper bound, we find that
Immfc(z) =
∫
η ddµfc(x)
(x− L2 − κ)2 + η2 ≤ Cη
∫ L2
L2−η
√
η
η2
dx+ Cη
∫ L2−η
−L1
√
L2 − x
(x− L2)2 dx
≤ C√η + Cη
∫ L1+L2
η
√
y
y2
≤ C√η ≤ Cη√
η + κ
.
This completes the proof of the lemma.
Finally, we show that |1−R2(z)| ∼ √κE + η and R3(z) = O(1); see (3.32) for the definitions.
Lemma A.6. Assume that µfc has support [L1, L2] and satisfies
C−1
√
κE ≤ µfc(E) ≤ C√κE ,
with C ≥ 1, where κE := min{|E − L1|, |E − L2|}, denotes the distance to the endpoints of the support of µfc.
Moreover, assume the stability bound
c < |λv − z −mfc(z)| ≤ C0 ,
with C0, c > 0, for any |E| ≤ E0, 0 < η ≤ 3 and |v| ≤ 1. Then, we have the followings:
i. There exists a constant C ≥ 1 such that for any |E| ≤ E0, 0 < η ≤ 3,
C−1
√
κE + η ≤
∣∣∣∣1− ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣ ≤ C√κE + η .
ii. There exists a constant C such that |R3(z)| ≤ C uniformly in z ∈ DL and λ ∈ Dλ0 . Moreover, there exist
constants c and ǫ0 such that |R3(z)| ≥ c whenever z ∈ DL satisfies |z − Li| < ǫ0, i = 1, 2.
Proof. Since c ≤ |λv − z − mfc(z)|, it is easy to see that |R3| < C. Furthermore, it is proved in [36] that
R3(L2) > 0. Since R3(z) is an analytic function of z in a neighborhood of Li, i = 1, 2, this proves the second
part of the lemma.
In order to prove the first part of the lemma, we first consider the following decomposition:∣∣∣∣1− ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣
≤
∣∣∣∣1− ∫ dµ(v)|λv − z −mfc(z)|2
∣∣∣∣+ ∣∣∣∣∫ dµ(v)|λv − z −mfc(z)|2 −
∫
dµ(v)
(λv − z −mfc(z))2
∣∣∣∣ .
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For the first term in the right side of the decomposition (A.4), we have
1− Immfc(z)
Im(z +mfc(z))
=
η
Im(z +mfc(z))
≤ η
C
√
κE + η
≤ C√κE + η ,
if E ∈ [L1, L2] and
1− Immfc(z)
Im(z +mfc(z))
=
η
Im(z +mfc(z))
≤ η
Cη/
√
κE + η
≤ C√κE + η ,
if E ∈ [L1, L2]c. Since
|Re(λv − z −mfc(z))| , Im(z +mfc(z)) ≤ |z +mfc(z)|+ λ < C ,
we also find that∣∣∣∣∫ dµ(v)|λv − z −mfc(z)|2 −
∫
dµ(v)
(λv − z −mfc(z))2
∣∣∣∣
= 2
∣∣∣∣∫ (Im(z +mfc(z)))2 + iRe(λv − z −mfc(z)) · Im(z +mfc(z))|λv − z −mfc(z)|4 dµ(v)
∣∣∣∣
≤ C Im(z +mfc(z)) ≤ C
√
κE + η . (A.16)
Thus, ∣∣∣∣1− ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣ ≤ C√κE + η ,
which proves the upper bound.
For the lower bound, we first consider the case E ∈ [L1, L2]: If |Re(z +mfc(z))| > λ, we get∣∣∣∣Im ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣ = 2 ∣∣∣∣∫ Re(λv − z −mfc(z)) · Im(z +mfc(z))|λv − z −mfc(z)|4 dµ(v)
∣∣∣∣
= 2
∫ |Re(λv − z −mfc(z))| · Im(z +mfc(z))
|λv − z −mfc(z)|4 dµ(v)
≥ C Im(z +mfc(z)) ≥ C
√
κE + η .
Hence, ∣∣∣∣1− ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣ ≥ ∣∣∣∣Im ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣ ≥ C√κE + η .
If |Re(z +mfc(z))| < λ, then the stability bound |λv − z −mfc(z)| > c implies that Im(z +mfc(z)) > c. Then,
we get
Re
∫
dµ(v)
(λv − z −mfc(z))2 =
∫
[Re(λv − z −mfc(z))]2 − [Im(z +mfc(z))]2
|λv − z −mfc(z)|4 dµ(v)
≤
∫
dµ(v)
|λv − z −mfc(z)|2 − C .
Thus, ∣∣∣∣1− ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣ ≥ 1− Re ∫ dµ(v)(λv − z −mfc(z))2
≥
∫
dµ(v)
|λv − z −mfc(z)|2 − Re
∫
dµ(v)
|λv − z −mfc(z)|2
≥ C ≥ C√κE + η .
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In case E ∈ [L1, L2]c, we obtain a lower bound from∣∣∣∣1− ∫ dµ(v)(λv − z −mfc(z))2
∣∣∣∣ ≥ 1− ∫ dµ(v)|λv − z −mfc(z)|2
and
1−
∫
dµ(v)
|λv − z −mfc(z)|2 = 1−
Immfc(z)
Im(z +mfc(z))
=
η
Im(z +mfc(z))
≥ Cη
η/
√
κE + η
= C
√
κE + η .
This completes the proof.
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