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Abstract
The one-dimensional (1D) Fermi-Hubbard model describing interacting fermions
on a lattice provides a paradigm of many-body physics, including spin-charge sep-
aration, fractional excitations, Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) pairing,
Mott insulating phase and phase transitions. Very recently, ultracold atoms
trapped in optical lattices offer promising opportunities to test such traditional
concepts. However, most of these studies were particularly restricted to repulsive
interaction. The 1D attractive Hubbard model is a notoriously difficult prob-
lem and rarely studied in the literature due to the complicated bound states of
multi-particles.
In this thesis, using the thermodynamic Bethe ansatz equations, we estab-
lish the equations of state in the strong coupling regime, by virtue of which the
thermodynamic properties are analytically and numerically studied from the Lut-
tinger liquid phase to the quantum critical region. Our analytical results show
good agreement with the numerics, and could be used in fitting experimental
data. We further derive the the uniform scaling relations at quantum criticality,
and read off the critical exponents. In the partially polarized phase IV, we intro-
duce two effective chemical potentials for the two Luttinger liquids, which help
us to construct the additivity rules for thermodynamic properties, susceptibility
and compressibility. The simple additivity rules demonstrate the macroscopic
behavior of this phase, reminiscent of two ‘non-interacting Fermi liquids’, and
thereby reveal a free Fermi liquid nature of the 1D attractive Hubbard model.
Moreover, in this phase IV, we study the long-distance asymptotics of various
correlation functions at zero temperature. The spatial oscillating behavior of
pair correlation function and its singular peaks in momentum space theoretically
confirm an analog of FFLO state in the 1D attractive Hubbard. Lastly we observe
that in contrast to the continuum Fermi gases, the correlation critical exponents,
thermodynamics, Luttinger parameter, and Wilson ratio of the attractive Hub-
bard model essentially depend on lattice interacting effect, all of which under the
lattice-gas map can be reduced to the case of Fermi gas.
This thesis provides a precise understanding of the universal low energy
physics of attractive fermions on a lattice, and benchmark physics for ultracold
atom experiments.
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Chapter 1
Introduction
How to capture the essential features of many-body physics through a simple
model is always of great importance in condensed matter physics. In this regard,
the Hubbard model [1–4] has long provided an active area of research since it
was put forward as an instance of a Mott insulator and later considered as a
potential high-Tc superconductor [5–8]. The Hubbard model has thus become
a prototypical strongly correlated system which provides rich many-body phe-
nomena, such as a Mott transition, superconductivity, spin-charge separation
and a Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state. However, the Hubbard
model, as a simplification of interacting fermions on realistic lattices, can be
analytically resolved in neither two-dimensions (2D) nor three-dimensions (3D).
The one-dimensional (1D) case within a single band is integrable, satisfying the
Yang-Baxter equation [9,10]. It was firstly solved by Lieb and Wu in terms of the
nested Bethe ansatz [11] and later on by Shastry in terms of the quantum inverse
scattering method [12]. More specifically, since Lieb and Wu’s seminal work, the
1D repulsive Hubbard model has been investigated in various aspects, includ-
ing, but not restricted to, thermodynamic properties in the ground state [13–20],
low-lying excitations [21–30], finite temperature thermodynamics [27,31–36], and
correlation functions [37–66].
The thermodynamics of the 1D Hubbard model is accessible through two al-
ternative approaches – the thermodynamic Bethe ansatz (TBA) equations [31]
and the quantum transfer matrix [67, 68]. The former is established on the so-
called ‘string’ hypothesis and Yang-Yang grand canonical ensemble approach [69],
whereas the latter stems from the lattice path integral formulations for the par-
tition function [70,71]. In principle, the low-lying excitations can be constructed
with the help of the TBA equations in the zero temperature limit and by the
logarithm of the Lieb-Wu equations [27, 29, 30]. Despite these systematic ap-
proaches and other methods employed for the study of the ground state proper-
ties [11,13–20] and low-lying excitations [21–26,28], a complete understanding of
the universal thermodynamics and quantum criticality of the 1D Hubbard model
has not yet been achieved. The key reason for preventing the solution of this
problem is the difficulty of finding a suitable generating function for the equation
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of state at low temperatures.
On the other hand, the correlation functions are also extremely difficult to
calculate directly using the Bethe wave function. For a 1D conformally invariant
system, the critical exponents determining the power law decay of correlation
functions are connected with finite-size corrections to the ground state energy
[72–75]. The 1D repulsive Hubbard model is conformally invariant only in the
vicinity of Fermi points. The conformal field theory (CFT) approach provides
one method to obtain the asymptotics of correlation functions [76]. The low-lying
excitations provide a practicable opportunity for an investigation of long distance
asymptotics of correlation functions [37, 38], where the finite-size corrections are
accessible through the Bethe ansatz method [39,40]. However, difficulties involved
in the actual calculations of correlation functions usually prevent full access to
the man-body correlations [41–55].
The mechanism of Cooper pairing in the 1D attractive Hubbard model has
attracted attention [56–58] due to the discovery of high-temperature supercon-
ductors. In particular, the FFLO-like pair correlation and spin correlations are
consequently investigated by various methods, such as density-matrix renormal-
ization group [59–63], quantum Monte Carlo [64,65] and CFT [66]. As far as we
know, the confirmation of FFLO state in 1D mainly relies on numerics, although
the application of conformal field theory (CFT) has provided a definite answer
for the FFLO signature of 1D attractive Fermi gas [107].
Recently, ultra cold atoms in optical lattices are believed to provide a deep
insight into the many-body physics. The optical lattice can be prepared by super-
position of counter-propagating laser beams. Through the interaction between
the induced dipole moment of atoms and the electromagnetic field gradient, the
cold atoms can be trapped within optical lattices. A remarkable advantage of
this technique is easy manipulation, where the inter-site hopping strength and
on-site interaction can be adjusted by tuning the laser intensity and by using
Feshbach resonance, respectively.
A milestone experiment for the Hubbad model is the one displayed in [77],
where the quantum phase transition from superfluid to Mott insulator in the
Bose-Hubbard model is observed. Later on, the Fermi-Hubbard model is realized
[78]. From then on, trapping cold atoms on optical lattices becomes a promising
method to simulate the many-body physics of the Hubbard model [79–85]. In
particular, ultracold atoms offer an ideal platform for testing results predicted
from 1D exactly solvable models [84].
Instead of Fermi liquid theory, the low-lying excitations in 1D many-body sys-
tem can be described by the Tomonaga-Luttinger Liquid (TLL) theory. Although
the microscopic origins of two kinds liquids are different, their macroscopic be-
haviors are similar. In fact, it is understood that the macroscopic behaviour of
1D materials, such as the spin compound CupzN [86] and the heavy fermion
3material YbNi4P2 [87], demonstrates a type of 3D Fermi liquid behaviour [88].
The motivation of our focus on the 1D attractive Hubbard is multifold. Firstly,
the 1D attractive Hubbard model plays an important role in understanding many-
body phenomena such as superconductivity, BEC-BCS crossover and FFLO-like
correlation [59–63], yet only relatively few publications touch upon it [13–15,
18, 20, 28–30, 33, 36, 56–58]. Secondly, one expects to find universal behaviour
for this model, including thermodynamics, quantum criticality and Luttinger
liquid properties. Thirdly, regarding the complicated FFLO state, it is highly
desirable to obtain simple rules to describe the nature of a free-Fermi liquid in
the attractive Hubbard model. Fourthly, although various numerical methods
have been applied in the study of FFLO state in 1D, the theoretical confirmation
of FFLO state in 1D attractive Hubbard model is still an open problem. Last,
but not least, the interplay of this work with experiments with ultracold atoms
may broaden our knowledge of many-body physics through 1D exactly solvable
models.
The rest of this thesis is organized as follows, in Chapter 2, we review the
introduction of the 1D Hubbard model, and the derivation the of Bethe ansatz
(BA) equations as well as the TBA equations, and determine the ground state
phase diagram. In Chapter 3, we derive the equation of state in the strong
coupling regime, one the basis of which we study the thermodynamic properties
at low temperature and their critical behavior in the quantum critical region. In
Chapter 4, we figure out the Luttinger parameters, then reveal the free Fermi
liquid nature of the FFLO phase through the simple additivity rules for the
thermodynamics quantities, and demonstrate the compressibility Wilson ratio as
a powerful tool in identifying the low temperature phase diagram. In Chapter 5
we study various correlation functions through the CFT approach, and observe
the FFLO-like state in the 1D attractive Hubbard model. Chapter 6 is reserved
for the conclusion. The results presented in this thesis have been published
[66, 89, 90], and Chapters 2-4 are based on [89, 90] while Chapter 5 on [66].
4 Introduction
Chapter 2
The Hubbard Model
2.1 Hamiltonian
In the 1960s, John Hubbard, Martin Gutzwiller and Junjiro Kanamori indepen-
dently put forward a model to describe the electronic interaction in solids in their
seminal papers [1–4], which nowadays is called Hubbard model. In this section
we demonstrate how to extract this model from sophisticated depictions of real
solids.
In general, a crystal consisting of ions and electrons can be considered as a
static lattice made of ions with moving electrons, due to the much larger mass
of ion than that of electron. Therefore, each electron within this lattice feels a
periodic potential arising from the ions and the Coulomb interaction with the
other electrons. The hamiltonian is expressed as
H =
N
∑
j=1
(
p⃗2j
2m
+VL(⃗xi)
)
+ ∑
1≤i< j≤N
VC(⃗xi− x⃗ j), (2.1.1)
where VL(⃗x) and VC(⃗x) respectively stand for the periodic potential and Coulomb
interaction, and N is the total number of electrons. In order to derive the second
quantized form, we choose the Wannier functions as the basis of states, which
are defined by
Wα(⃗x,⃗ri) =
1√
L ∑⃗
k
exp
(
−i⃗k · r⃗i
)
ψα,⃗k (⃗x) . (2.1.2)
Here we have used the Bloch function
ψα,⃗k(⃗x) = exp(i⃗k · x⃗)uα,⃗k(⃗x) (2.1.3)
with band index α, wave vector k⃗ and periodic function uα,⃗k(⃗x). As the eigenfunc-
tion of the one-particle hamiltonian h = p⃗22m +VL(⃗x), the Bloch function satisfies
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the static Schrödinger Equation
hψα,⃗k(⃗x) = eα,⃗kψα,⃗k(⃗x). (2.1.4)
We define the annihilation operators in Wannier and Bloch representations as
cα,i,a and cα,⃗k,a respectively, which comply with the following transformation
cα,i,a =
1√
L ∑⃗
k
exp
(
i⃗k · r⃗i
)
cα,⃗k,a. (2.1.5)
The relation between their creation operators can be derived by simple conjuga-
tion of the last equation. Hereby the field operator now reads
Ψa(⃗x) =∑
α,⃗k
ψα,⃗k(⃗x)cα,⃗k,a =∑
α,i
Wα(⃗x,⃗ri)cα,i,a. (2.1.6)
By virtue of the last equation, we can recast the hamiltonian eq. (2.1.1) into
H = ∑
α,i, j,a
Tαi j c
†
α,i,a cα, j,a+
1
2 ∑α,β,γ,δ ∑i, j,k,l ∑a,b
Uαβγδi jkl c
†
α,i,a c
†
β, j,b cγ,k,b cδ,l,a (2.1.7)
where the coefficients of the hopping term and that of the interaction term are
respectively expressed as
Tαi j =
1
L ∑⃗
k
exp
(
i⃗k · (⃗ri− r⃗ j)
)
eα,⃗k, (2.1.8)
Uαβγδi jkl =
∫
d⃗x d⃗x′W ∗α (⃗x,⃗ri)W ∗β (⃗x′ ,⃗r j)VC(⃗x− x⃗′)Wα(⃗x,⃗rl)Wα(⃗x′ ,⃗rm). (2.1.9)
We notice that Uαβγδiiii represents the interaction among electrons at the same
lattice site, which is much more important than the other coefficients Uαβγδi jkl in
narrow band systems. Furthermore, we just consider the single band case, i.e.,
α = 1, then the on-site interaction Uαβγδiiii is much simplified as U , and thus the
hamiltonian in eq. (2.1.7) can be approximated as
H =∑
i, j
∑
a=↑,↓
Ti j c
†
i,a c j,a+
U
2 ∑i ∑a,b=↑,↓
c†i,a c
†
i,b ci,b ci,a, (2.1.10)
We then introduce operator ni↑ = c†i↑ci↑ (ni↓ = c†i↓ci↓) to denote the number of
spin-up (spin-down) electrons at the same site j, and thus obtain
H =∑
i, j
∑
a=↑,↓
Ti j c
†
i,a c j,a+U∑
i
ni↑ni↓, (2.1.11)
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where we have considered the Pauli exclusion principle and the anti-commutation
relation
{
ci,σ,c
†
j,σ′
}
= δi, j δσ,σ′ .
If we only keep the hopping terms between nearest neighbours, and assume
that the hopping coefficient is a constant −t, we finally arrive at the second
quantized Hubbard model hamiltonian,
H =−t
L
∑
j=1
∑
a=↑,↓
c†j,a c j+1,a+ c
†
j+1,a c j,a+U
L
∑
j=1
n j↑n j↓. (2.1.12)
As a remark, here we did not consider the terms with coefficients Tii, because they
can be absorbed into the chemical potential in a grand canonical ensemble, which
is exactly the ensemble applied in our later research on universal thermodynamics.
2.2 Lieb-Wu Equations
The one-dimensional (1D) Hubbard model was firstly resolved by E. Lieb and F.
Y. Wu in 1968 through the application of the Bethe ansatz [11]. This technique
can trace back to the wave function suggested by H. Bethe in 1931 for the 1D
Heisenberg chain [100], by virtue of which he successfully transformed the diag-
onalization of the hamiltonian to solving a set of coupled algebraic equations.
However, Bethe’s idea did not receive much attention until Lieb and Liniger’s
work on the 1D Bose gas with δ-function interaction in 1963 [101]. Later on,
C. N. Yang [9] and M. Gaudin [102] generalized this Bethe ansatz to the the
model with internal degrees of freedom in their investigation into the 1D SU(2)
Fermi gas. Lieb and Wu noticed the similarity between the two-body scattering
matrices of the Fermi gas and Hubbard model, and thus derived the following
Lieb-Wu equations
eik j L =
M
∏
α=1
sink j−Λα+ iU/4
sink j−Λα− iU/4 , j = 1,2,3, · · · ,N; (2.2.1)
N
∏
j=1
sink j−Λβ+ iU/4
sink j−Λβ− iU/4
=−
M
∏
α=1
Λα−Λβ+ iU/2
Λα−Λβ− iU/2
, β= 1,2,3, · · · ,M; (2.2.2)
where N, L, M are the number of particles, lattice sites and spin-down particles,
respectively.
The rest of this section will be devoted to a brief review of the derivation of
the above Lieb-Wu equations.
The eigenstate of the hamiltonian in eq. (2.1.7) is built by
|Ψ〉= ∑
x1···xN
∑
σ1···σN
Ψ(x1,σ1;x2,σ2; · · · ;xN ,σN)c†x1,σ1c†x2,σ2 · · ·c†xN ,σN |0〉, (2.2.3)
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where 1≤ xi≤ L (i= 1, · · · ,N) is the electron position, σ j =↑,↓ stand for spins, and
|0〉 represents the vacuum state. Without losing generality, we assume the first
N↓ electrons are spin-down and the rest spin-up. In light of the Pauli exclusion
principle, the wave function complies with δx j,xiΨ(x1,σ1;x2,σ2; · · · ;xN ,σN) = 0
when i, j ≤ N↓ or i, j ≥ N↓+1.
Substituting the above eigenstate into the static Schrödinger equation H|Ψ〉=
E|Ψ〉 yields
−∑
j
[
f (x1, · · · ,x j+1, · · · ,xN)+ f (x1, · · · ,x j−1, · · · ,xN)
]
+U ∑
k<k′
δxk,xk′ f (x1, · · · ,xN)
=E f (x1, · · · ,xN), (2.2.4)
where for simplicity we let f (x1, · · · ,xN) =Ψ(x1,σ1; · · · ;xN ,σN).
According to the Bethe ansatz, the wave function is expressed as
f (x1, · · · ,x j+1, · · · ,xN) = ∑
Q,P
θH(xQ1 < xQ2 < · · ·< xQN )A(Q,P) exp
(
i
N
∑
j=1
kPjxQ j
)
,
(2.2.5)
where θH(x< y< z) is the Heaviside step function, A(Q,P) is the coefficient, both
Q and P are permutations of (1,2, · · · ,N), and summation is carried out over all
possible permutations.
Assuming that there is no double occupation, inserting the above wave func-
tion into eq. (2.2.4), one can obtain the eigenenergy
E =−2
N
∑
j=1
cosk j. (2.2.6)
We choose two permutations, Q(1)=(Q1,Q2,Q3, · · · ,QN) and Q(2)=(Q1,Q3,Q2, · · · ,QN)
which define two regions
R(1) :0< xQ1 < xQ2 < xQ3 < xQ4 < · · ·< xQN < N,
R(2) :0< xQ1 < xQ3 < xQ2 < xQ4 < · · ·< xQN < N. (2.2.7)
The wave functions in these regions are denoted as f1(x1,x2, · · · ,xN) and f2(x1,x2, · · · ,xN).
If there is one double occupation xQ2 = xQ3 = x, then to be continuous in the
boundary of neighbouring regions the wave function should satisfy
f1(x1, · · · ,xQ2 = x, · · · ,xQ3 = x, · · · ,xN) = f2(x1, · · · ,xQ3 = x, · · · ,xQ2 = x, · · · ,xN),
(2.2.8)
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which together with the Bethe ansatz wave function in eq. (2.2.5) results in
A(Q(1),P(1))+A(Q(1),P(2)) = A(Q(2),P(1))+A(Q(2),P(2)). (2.2.9)
Here we have denoted two new permutations P(1) = (P1,P2,P3,P4 · · · ,PN) and
P(2) = (P1,P3,P2,P4, · · · ,PN).
Moreover, under this double occupation condition that xQ2 = xQ3 = x, the
static Schrödinger equation (2.2.4) can be recast into
− f2(x1, · · · ,x+1, · · · ,x, · · · ,xN)− f1(x1, · · · ,x−1, · · · ,x, · · · ,xN)
− f1(x1, · · · ,x, · · · ,x+1, · · · ,xN)− f2(x1, · · · ,x, · · · ,x−1, · · · ,xN)
−
N
∑
j ̸=Q2,Q3
[
f1(x1, · · · ,x j+1, · · · ,xN)+ f1(x1, · · · ,x j−1, · · · ,xN)
]
+U f1(x1, · · · ,x, · · · ,x, · · · ,xN) = E f1(x1, · · · ,x, · · · ,x, · · · ,xN). (2.2.10)
In the region R(1), provided that there is no double occupation, eq. (2.2.4) can
be rewritten as
−
N
∑
j
[
f1(x1, · · · ,x j+1, · · · ,xN)+ f1(x1, · · · ,x j−1, · · · ,xN)
]
= E f1(x1, · · · ,xN),
(2.2.11)
to which applying xQ2,xQ3 → x results in
− f1(x1, · · · ,x+1, · · · ,x, · · · ,xN)− f1(x1, · · · ,x, · · · ,x−1, · · · ,xN)
− f1(x1, · · · ,x, · · · ,x+1, · · · ,xN)− f1(x1, · · · ,x−1, · · · ,x, · · · ,xN)
− ∑
j ̸=Q2,Q3
[
f1(x1, · · · ,x j+1, · · · ,xN)+ f1(x1, · · · ,x j−1, · · · ,xN)
]
= E f1(x1, · · · ,x, · · · ,xN).
(2.2.12)
Subtracting eq. (2.2.12) from eq. (2.2.10) leads to
f1(x1, · · · ,x+1, · · · ,x, · · · ,xN)− f2(x1, · · · ,x+1, · · · ,x, · · · ,xN)
+ f1(x1, · · · ,x, · · · ,x−1, · · · ,xN)− f2(x1, · · · ,x, · · · ,x−1, · · · ,xN)
+U f1(x1, · · · ,x, · · · ,x, · · · ,xN) = 0, (2.2.13)
inserting Bethe wave function into which results in[
A(Q(1),P(1))−A(Q(2),P(2))
](
eikP2 + e−ikP3
)
+
[
A(Q(1),P(2))−A(Q(2),P(1))
](
eikP3 + e−ikP2
)
+U
[
A(Q(1),P(1))+A(Q(1),P(2))
]
= 0. (2.2.14)
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The last equation and eq. (2.2.9) give rise to
A(Q(1),P(1)) = Y 23P3P2 A(Q
(1),P(2)), (2.2.15)
where Y 23P3P2 is expressed by
Y 23P3P2 =
(sinkP2− sinkP3)PˆQ2Q3 + iU/2
sinkP2− sinkP3− iU/2
. (2.2.16)
Here the operator PˆQ2Q3 is defined by PˆQ2Q3A(Q1,Q2,Q3, · · · ,QN ;P)=A(Q1,Q3,Q2, · · · ,QN ;P).
We write down the general case of eq. (2.2.15)
A(Q; · · · ,Pa,Pb, · · ·) = Y abPbPa A(Q; · · · ,Pb,Pa, · · ·), (2.2.17)
with
Y abPbPa =
(sinkPa− sinkPb)PˆQaQb + iU/2
sinkPa− sinkPb− iU/2
. (2.2.18)
Now we add the spin indices to the coefficient A(Q,P) and introduce spin
exchange operator Pˆσ1σ2 = 12(1+ σ⃗1 · σ⃗2), and then the exchange antisymmetry of
the wave function requires that
AσQ1 ···σQa ···σQb ···σQN (· · · ,Qa,Qb, · · · ; · · ·Pb,Pa, · · ·)
=− PˆσQaσQb AσQ1 ···σQa ···σQb ···σQN (· · · ,Qb,Qa, · · · ; · · · ,Pb,Pa, · · ·) , (2.2.19)
which together with eq. (2.2.17) results in
Aσ1···σN (· · · ,Qa,Qb, · · · ; · · · ,Pa,Pb, · · ·) = SkPbkPaAσ1···σN (· · · ,Qb,Qa, · · · ; · · · ,Pb,Pa, · · ·)
(2.2.20)
with two body scattering matrix
SkPbkPa =
sinkPb− sinkPa + i U2 PˆσQaσQb
sinkPb− sinkPa− i U2
. (2.2.21)
Taking account of the periodic boundary condition, without losing generality
one can confirm that
Ψ(x1 = 0,σ1;x2,σ2; · · · ;xN ,σN) =Ψ(x1 = L,σ1;x2,σ2; · · · ;xN ,σN) . (2.2.22)
Substituting the Bethe ansatz eq. (2.2.5) into the both sides of last equation leads
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to
L.H.S.
= ∑
Q(α),P
θH
(
x1 = xQ(α)1
= 0< x
Q(α)2
< · · ·< x
Q(α)N
)
A
(
Q(α),P
)
exp
(
i
N
∑
j=1
kPj xQ(α)j
)
,
(2.2.23)
where Q(α) stand for those permutations of which ’1’ lies in the first position, i.e.
Q(α) =
(
Q(α)1 = 1,Q
(α)
2 , · · · ,Q(α)N
)
;
R.H.S.
= ∑
Q(β),P′
θH
(
x
Q(β)1
< x
Q(β)2
< · · ·< x
Q(β)N
= x1 = L
)
A
(
Q(β),P′
)
exp
(
i
N−1
∑
j=1
kP′j xQ(β)j
+ ikP′NL
)
= ∑
Q(α),P′
θH
(
x
Q(α)2
< x
Q(α)3
< · · ·< x
Q(α)N
< x
Q(α)1
= x1 = L
)
A
(
Q(β),P′
)
exp
(
i
N
∑
j=2
kPj xQ(α)j
+ ikP1L
)
(2.2.24)
where we let Q(β) = (Q(β)1 ,Q
(β)
2 , · · · ,Q(β)N = 1) = (Q(α)2 ,Q(α)3 , · · · ,Q(α)N ,Q(α)1 = 1), P=
(P1,P2, · · · ,PN) and P′ = (P2,P3, · · · ,PN ,P1).
Now equality R.H.S.= L.H.S. follows that
A
(
Q(α)1 = 1, · · · ,Q(α)N ;P1, · · · ,PN
)
= A
(
Q(α)2 , · · · ,Q(α)N ,Q(α)1 = 1;P2, · · · ,PN ,P1
)
exp(i kP1L) ,
(2.2.25)
which together with eq. (2.2.20) yields
S j+1, j · · ·SN, j S1, j · · ·S j−1, j = exp
(
i k jL
)
, j = 1,2, · · · ,N. (2.2.26)
We define two functions, b(x) =−x/(−x+ i) and c(x) = i/(−x+ i). It is easy
to see that, b(x)+ c(x) = 1, b(0) = 0, and c(0) = 1. With them, we can rewrite
the scattering matrix Si, j as
Si, j = b
(
sink j− sinki
U/2
)
+ c
(
sink j− sinki
U/2
)
Pˆσiσ j . (2.2.27)
We introduce Lax operator
L j(u) = b(u−u j)+ c(u−u j)Pˆσ jτ, (2.2.28)
where τ is Pauli matrix in auxiliary space C2. For simplicity we denote u j =
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sink j/(U/2). It is obvious that L j(u j) = Pˆσ jτ. By virtue of the Lax operator, we
define the monodromy matrix and transfer matrix as
TN(u) =L1(u)L2(u) · · ·LN(u), (2.2.29)
t(u) =trC2TN(u). (2.2.30)
One can find that Ll(u j)Pˆσ jτ = Pˆσ jτSl, j, and thus
trC2TN(u j) = S j+1, j · · ·SN, j S1, j · · ·S j−1, j, (2.2.31)
which transforms eq. (2.2.26) into
trC2TN(u j) = exp
(
ik jL
)
, j = 1,2, · · · ,N. (2.2.32)
We rewrite the Lax operator as
L j(u) = b(u−u j)I⊗ I j+ 12c(u−u j)
(
I⊗ I j+ τ1⊗σ1j + τ2⊗σ2j + τ3⊗σ3j
)
,
(2.2.33)
where σβj and τβ (β= 1,2,3) are the Pauli matrices of (x,y,z) directions in Hilbert
space H j and auxiliary space C2; I j and I are the identity matrices in H j and C2.
We further introduce the Rˆ(u) matrix in C2⊗C2
Rˆ(u) = c(u)I⊗ I+ 1
2
b(u)
(
I⊗ I+ τ1⊗ τ1+ τ2⊗ τ2+ τ3⊗ τ3) , (2.2.34)
and then one can find that it satisfies
Rˆ(u− v)[L j(u)⊗L j(v)]= [L j(v)⊗L j(u)] Rˆ(u− v), (2.2.35)
Rˆ(u− v) [TN(u)⊗TN(v)] = [TN(v)⊗TN(u)] Rˆ(u− v), (2.2.36)
where the direct product of Lax operators (transfer matrices) with different spec-
tral parameters is only carried out over the auxiliary spaces.
Equations (2.2.35) and (2.2.36) are called the Yang-Baxter relations, which
imply
[trC2TN(u),trC2TN(v)] = 0. (2.2.37)
Thereby one can simultaneously diagonalize eq. (2.2.32).
Provided that the monodromy matrix living in auxiliary space C2 is expressed
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in the form
TN(u) =
[
A(u) B(u)
C(u) D(u)
]
, (2.2.38)
then substituting it into eq. (2.2.36) results in
[B(u),B(v)] = 0, (2.2.39)
A(u)B(v) =
1
b(v−u)B(v)A(u)−
c(v−u)
b(v−u)B(u)A(v),
D(u)B(v) =
1
b(u− v)B(v)D(u)−
c(u− v)
b(u− v)B(u)D(v). (2.2.40)
Here A(u), B(u), C(u) and D(u) are operators of H1⊗H2 . . .⊗HN .
We assume a reference state of the system |0〉ref = | ↑1,↑2, · · · ,↑N〉, and the
Lax pair acting on it follows
L j(u)|0〉ref =
[
1 c(u−u j)σ−j
0 b(u−u j)
]
|0〉ref, (2.2.41)
which indicates that
TN(u)|0〉ref =
[
1 B(u)
0 ∏Nj=1 b(u−u j)
]
|0〉ref. (2.2.42)
Explicitly one can obtain
A(u)|0〉ref =|0〉ref
B(u)|0〉ref =
N
∑
j=1
· · · | ↑, · · · ,↓, · · · ,↑〉
C(u)|0〉ref =0
D(u)|0〉ref =
N
∏
j=1
b(u−u j)|0〉ref. (2.2.43)
Here B(u) acting on the reference state gives rise to a linear superposition of N
states, each of which has a flipped spin. Hence one can consider B(u) as a one-
spin flip operator. We use B(u) to construct eigenstate B(v1)B(v2) · · ·B(vM)|0〉ref
where M spins have been flipped. Let the transfer matrix act on it, then
t(u)B(v1)B(v2) · · ·B(vM)|0〉ref
=[A(u)+B(u)]B(v1)B(v2) · · ·B(vM)|0〉ref
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=
 1M
∏
i=1
b(vi−u)
+
N
∏
j=1
b(u−u j)
M
∏
i=1
b(u−u j)
B(v1) · · ·B(vM)|0〉ref
−
M
∑
j=1
c(v j−u)
b(v j−u)
 1M
∏
α=1,α ̸= j
b(vα− v j)
−
N
∏
i=1
b(v j−u j)
M
∏
α=1,α̸= j
b(v j− vα)
B(v1) · · ·B(v j−1)B(u)B(v j+1) · · ·B(vM)|0〉ref
=Λ(u)B(v1) · · ·B(vM)|0〉ref+unwanted terms. (2.2.44)
If B(v1) · · ·B(vM)|0〉ref and Λ(u) are the eigenstate and eigenvalue of transfer ma-
trix t(u) respectively, then eq. (2.2.32) is rewritten as
M
∏
i=1
1
b(vi−u j) = e
ik jL. (2.2.45)
To eliminate the unwanted terms, one can derive that
N
∏
j=1
b(vi−u j) =
M
∏
α
b(vi− vα)
b(vα− vi) . (2.2.46)
We introduce notation vα = Λα/(U/2)+ i/2 and substitute u j = sink j/(U/2)
into eqs. (2.2.45) and (2.2.46), and then we arrive at the Lieb-Wu equations
shown in eqs. (2.2.1) and (2.2.2).
From then on, we will use the following Hubbard hamiltonian
H =−
L
∑
j=1
∑
a=↑,↓
(
c†j,ac j+1,a+ c
†
j+1,ac j,a
)
+u
L
∑
j=1
(
1−2n j,↑
)(
1−2n j,↓
)
, (2.2.47)
where
u=
U
4t
with t = 1 represents the interaction between particles, u > 0 for repulsion and
u < 0 for attraction. Note that this interaction u has nothing to do with the
spectral parameter u in the Lax operator eq. (2.2.28). Consequently the Lieb-Wu
equations are rewritten as
eik j L =
M
∏
α=1
sink j−Λα+ iu
sink j−Λα− iu , j = 1,2,3, · · · ,N; (2.2.48)
N
∏
j=1
sink j−Λβ+ iu
sink j−Λβ− iu
=−
M
∏
α=1
Λα−Λβ+2iu
Λα−Λβ−2iu
, β= 1,2,3, · · · ,M. (2.2.49)
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The eigenenergy and total momentum are respectively given by
E =−2
N
∑
j=1
cosk j+u(L−2N), (2.2.50)
P=
[
N
∑
j=1
k j
]
mod 2pi. (2.2.51)
2.3 Thermodynamic Bethe Ansatz Equations
As a set of coupled nonlinear algebraic equations, the Bethe ansatz equations are
actually impossible to resolve under the thermodynamic limit, which blocks our
way to the universal thermodynamics of the many-body system of interest. To
overcome this difficulty, C. N. Yang and C. P. Yang developed a grand canonical
ensemble method in the study of the 1D δ interaction Bose gas, wherein the
Bethe ansatz equations are transformed into a set of coupled nonlinear integral
equations called the thermodynamic Bethe ansatz (TBA) equations [69]. With
respect to the 1D repulsive Hubbard model, M. Takahashi proposed the so-called
string hypothesis to describe the root pattern of the Lieb-Wu equations, and
then derive the TBA equations following the Yang-Yang approach [31]. The TBA
equations with attractive interaction is derived by Lee and Schlottmann [33], and
by Essler and Korepin [30].
The TBA equations allow us an opportunity to precisely determine the uni-
versal thermodynamics of a many-body system. Their solution are the so-called
dressed energies, which physically account for the elementary excitations. In this
section, we demonstrate the derivation from Lieb-Wu equations to TBA equations
for the 1D attractive Hubbard model.
Under the thermodynamic limit, i.e., N,M,L→ ∞ with finite NL and ML , the
roots of the Lieb-Wu equations in the complex plane could be categories into
three classes,
• single real k’s;
• the α-th k-Λ string of length m, for which there are 2m k’s,
k1α = arcsin(Λ
′
α
m
+ im|u|), (2.3.1)
k2α = arcsin(Λ
′
α
m
+ i(m−2)|u|),
k3α = pi− k2α,
...
k2m−2α = arcsin(Λ
′
α
m− i(m−2)|u|),
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Figure 2.1: A schematic configuration of the k-Λ strings of length-1,2,3. The k-Λ
bound states are formed by the charge momenta and spin rapidities displayed within
the dashed boundaries. In each k-Λ bound state sink’s share a real part with the spin
rapidities. A length-m k-Λ string contains m rapidities in Λ-space and 2m quasimomenta
in k-space.
k2mα = arcsin(Λ
′
α
m− im|u|),
accompanied by m spin-rapidities,
Λ′α
m, j
= Λ′α
m
+ i(m+1−2 j)|u|, j = 1,2,3, · · · ,m, (2.3.2)
in Λ space, where Λ′αm is the real center of this k-Λ string;
• the α-th Λ-Λ string of length m,
Λm, jα = Λmα + i(m+1−2 j)|u|, j = 1,2,3, · · · ,m. (2.3.3)
where Λmα is the real center of this Λ string. The Λ-Λ strings represent the
spin wave bound states in the spin sector.
Now we let Mm, M′m, and Me denote the number of Λ strings of length m, of
k-Λ strings of length m, and of single real k’s, respectively. It is easy to see that
M =
∞
∑
m=1
m(Mm+M′m), (2.3.4)
N =Me+
∞
∑
m=1
2mM′m. (2.3.5)
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Substituting the string hypothesis into the Lieb-Wu equations and taking loga-
rithms leads to the discrete nested BA equations
k j L= 2pi I j+
∞
∑
m=1
M′m
∑
α=1
θ
(
sink j−Λ′αm
m|u|
)
+
∞
∑
m=1
Mm
∑
α=1
θ
(
sink j−Λmα
m|u|
)
, (2.3.6)
N−2M′
∑
j=1
θ
(
Λnα− sink j
n|u|
)
= 2piJnα+
∞
∑
m=1
Mm
∑
β=1
Θnm
(
Λnα−Λmβ
n|u|
)
, (2.3.7)
2LRe
[
arcsin(Λ′α
n
+ in |u|)]=2piJ′αn+N−2M′∑
j=1
θ
(
Λ′α
n− sink j
n|u|
)
+
∞
∑
m=1
M′m
∑
β=1
Θnm
(
Λ′α
n−Λ′βm
|u|
)
, (2.3.8)
where M′ = ∑∞m=1mM′m is the total number of Λ’s involved in the k-Λ strings,
θ(x) = 2arctan(x), and
Θnm(x) =
{
θ
(
x
|n−m|
)
+2θ
(
x
|n−m|+2
)
+ · · ·+2θ( xn+m−2)+θ( xn+m) if n ̸= m
2θ
( x
2
)
+2θ
( x
4
)
+ · · ·+2θ( x2n−2)+θ( x2n) if n= m.
The quantum numbers I j, Jnα and J′αn are either integers or half-odd integers,
stemming from the multivaluedness of the log functions. They are determined
by the relations
I j =
{
integers if ∑∞m=1(M′m+Mm) is even
half-odd integers if ∑∞m=1(M′m+Mm) is odd,
Jnα =
{
integers if N−Mn is odd
half-odd integers if N−Mn is even,
J′α
n
=
{
integers if N−M′n is odd
half-odd integers if N−M′n is even.
Substituting the string hypotheses eqs. (2.3.1) to (2.3.3) into eqs. (2.2.50)
and (2.2.51) results in
E =−2
N−2M′
∑
j=1
cosk j−4
∞
∑
n=1
M′n
∑
α=1
Re
[√
1− (Λ′αn+ in |u|)2
]
−2uN+uL (2.3.9)
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and
P=
[
N−2M′
∑
j=1
k j+
∞
∑
n=1
M′n
∑
α=1
(
2Re
(
arcsin
(
Λ′α
n
+ in |u|))+(n−1)pi)] mod 2pi.
(2.3.10)
We define counting functions for the quantum numbers
yL(k j) =
2pi I j
L
, zn,L(Λnα) =
2piJnα
L
, z′n,L(Λ
′
α
n
) =
2piJ′α
n
L
, (2.3.11)
which under the thermodynamic limit read y(k j), zn(Λnα) and z′n(Λ′αn) respectively.
Due to the relation between counting functions and quantum numbers, those
counting functions satisfy
2pi
[
ρp(k)+ρh(k)
]
=
dy(k)
dk , (2.3.12)
2pi
[
σpn(Λ)+σ
h
n(Λ)
]
=
dzn(Λ)
dΛ , (2.3.13)
2pi
[
σ′n
p
(Λ)+σ′n
h
(Λ)
]
=
dz′n(Λ)
dΛ , (2.3.14)
where ρp, σpn , σ′np (ρh, σhn, σ′nh) are root densities of particles (holes) in quasi-
momenta of excess fermions, Λ-Λ string parameter space and k-Λ string space,
respectively. Then one could derive that
ρp(k)+ρh(k) =
1
2pi
− cosk
∞
∑
n=1
∫ ∞
−∞
dΛan(sink−Λ)
[
σpn(Λ)+σ
′
n
p
(Λ)
]
, (2.3.15)
σhn(Λ) =
∫ pi
−pi
dkan(sink−Λ)ρp(k)−
∞
∑
m=1
Anm ∗σpm
∣∣∣∣∣
Λ
, (2.3.16)
σ′n
h
(Λ) =
1
pi
Re
[
1√
1− (Λ+ in |u|)2
]
−
∞
∑
m=1
Anm ∗σ′mp
∣∣∣∣∣
Λ
−
∫ pi
−pi
dkan(sink−Λ)ρp(k),
(2.3.17)
where ∗ represents convolution, and new function an(x) is defined by
an(x) =
1
2pi
2n|u|
(nu)2+ x2
, (2.3.18)
with
Anm ∗ f |x = δn,m · f (x)+
∫ ∞
−∞
dy
2pi
d
dxΘnm
(
x− y
|u|
)
f (y). (2.3.19)
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Here we denoted the derivatives of the function Θnm as
1
2pi
d
dxΘnm
(
x− y
|u|
)
=
{
a|n−m|(x− y)+2a|n−m|+2(x− y)+ . . .+2an+m−2(x− y)+an+m(x− y) if n ̸= m,
2a2(x− y)+2a4(x− y)+ . . .+2a2n−2(x− y)+a2n(x− y) if n= m.
(2.3.20)
The root distribution functions eqs. (2.3.15) to (2.3.17) determine spin and
charge excitations, spin dynamics and full energy spectra. In the grand canonical
ensemble, the Gibbs free energy per site can be expressed in terms of these root
densities
f (µ,B,T ) =e−µ ·nc−2B ·m−T · s (2.3.21)
=
∫ pi
−pi
dk (−2cosk−µ−2u−B)ρp(k)
−
∞
∑
n=1
∫ ∞
−∞
dΛσ′np(Λ)
[
4Re
√
1− (Λ′αn+ in |u|)2+n(2µ+4u)
]
+
∞
∑
n=1
∫ ∞
−∞
dΛ2n ·B ·σpn(Λ)−T · s+u, (2.3.22)
where µ is the chemical potential, B the magnetic field and T the temperature.
In the above equations nc is the particle density, m = N−2M2L the magnetization
and s the entropy per site.
Following the Yang-Yang grand canonical description [69], the entropy per
site is explicitly given by
s=
∫ pi
−pi
dk
{
L [ρp(k)+ρh(k)]−L [ρp(k)−ρh(k)]
}
+
∞
∑
n=1
∫ ∞
−∞
dΛ
{
L [σ′n
p
(Λ)−σ′nh(Λ)]−L [σ′np(Λ)]−σ′nh(Λ)
}
+
∞
∑
n=1
∫ ∞
−∞
dΛ
{
L [σpn(Λ)−σhn(Λ)]−L [σpn(Λ)]−L [σhn(Λ)]
}
, (2.3.23)
with L [ f (x)] = f (x) ln[ f (x)]. In the following, we only consider the physics with
B≥ 0 and µ≤ 0.
As a functional of particle (hole) densities ρp(h), σp(h), σ′p(h), the free energy
must be stationary with respect to variations of the particle (hole) densities in
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the state of thermodynamic equilibrium . Therefore, one could derive that
0= δ f =
∫ pi
−pi
dk
(
δ f
δρp
δρp+
δ f
δρh
δρh
)
+
∞
∑
n=1
∫ ∞
−∞
dΛ
(
δ f
δσpn
δσpn +
δ f
δσhn
δσhn
)
+
∞
∑
n=1
∫ ∞
−∞
dΛ
(
δ f
δσ′n
pδσ
′
n
p
+
δ f
δσ′n
hδσ
′
n
h
)
, (2.3.24)
with
δ f
δρp
=−2cosk−µ−2u−B−T ln
(
1+
ρh
ρp
)
, (2.3.25)
δ f
δρh
=−T ln
(
1+
ρp
ρh
)
, (2.3.26)
δ f
δσ′n
p =−4Re
√
1− (Λ+ in |u|)2−n(2µ+4u)−T ln
(
1+
σ′n
h
σ′n
p
)
, (2.3.27)
δ f
δσ′n
h =−T ln
(
1+
σ′n
p
σ′n
h
)
, (2.3.28)
δ f
δσpn
=2nB−T ln
(
1+
σhn
σpn
)
, (2.3.29)
δ f
δσhn
=−T ln
(
1+
σpn
σhn
)
, (2.3.30)
where we have used the expression for entropy per site, eq. (2.3.23).
In addition, from eqs. (2.3.15) to (2.3.17), one could derive
δρp+δρh =
1
2pi
− cosk
∞
∑
n=1
∫ ∞
−∞
dΛan(sink−Λ) ·
[
δσpn +δσ
′
n
p]
, (2.3.31)
δσhn =
∫ pi
−pi
dkan(sink−Λ)δρp−
∞
∑
m=1
Anm ∗δσpm, (2.3.32)
δσ′n
h
=−
∫ pi
−pi
dkan(sink−Λ)δρp−
∞
∑
m=1
Anm ∗δσ′mp. (2.3.33)
Substituting eqs. (2.3.25) to (2.3.33) into eq. (2.3.24), and setting the coeffi-
cients of δρp, δσp and σ′p to zero respectively gives rise to the results
lnζ(k) =
−2cosk−µ−2u−B
T
+
∞
∑
n=1
∫ ∞
−∞
dΛan(sink−Λ) ln
(
1+
1
η′n(Λ)
)
−
∞
∑
n=1
∫ ∞
−∞
dΛan(sink−Λ) ln
(
1+
1
ηn(Λ)
)
, (2.3.34)
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ln(1+ηn(Λ)) =
2nB
T
+
∫ pi
−pi
dk coskan(sink−Λ) ln
(
1+
1
ζ(k)
)
+
∞
∑
m=1
Anm ∗ ln(1+ 1ηm )
∣∣∣∣∣
Λ
,
(2.3.35)
ln
(
1+η′n(Λ)
)
=
−4Re
√
1− (Λ+ in |u|)2−n(2µ+4u)
T
+
∫ pi
−pi
dkcoskan(sink−Λ) ln
(
1+
1
ζ(k)
)
+
∞
∑
m=1
Anm ∗ ln(1+ 1η′m
)
∣∣∣∣∣
Λ
.
(2.3.36)
Here we have defined
ζ(k) =ρh(k)/ρp(k),
ηn(Λ) =σhn(Λ)/σ
p
n(Λ),
η′n(Λ) =σ
′
n
h
(Λ)/σ′n
p
(Λ). (2.3.37)
Equations (2.3.34) to (2.3.36) are the TBA equations for the 1D attractive Hub-
bard model. Those equations are similar to the repulsive case, despite the differ-
ence of signs of ln(1+ζ−1(k)) terms in Equations (2.3.35) and (2.3.36) and that
of the driving term in Equation (2.3.36).
Moreover, we introduce the dressed energies κ(k), εn(Λ), and ε′n(Λ)
κ(k) =T lnζ(k), (2.3.38)
εn(Λ) =T lnηn(Λ), (2.3.39)
ε′n(Λ) =T lnη
′
n(Λ); (2.3.40)
then the TBA equations are recast into
κ(k) =−2cosk−µ−2u−B+T
∞
∑
n=1
∫ ∞
−∞
dΛan(sink−Λ) ln
(
1+ e−ε
′
n(Λ)/T
)
−T
∞
∑
n=1
∫ ∞
−∞
dΛan(sink−Λ) ln
(
1+ e−εn(Λ)/T
)
(2.3.41)
εn(Λ) =2nB+T
∫ pi
−pi
dk coskan(sink−Λ) ln
(
1+ e−κ(k)/T
)
+T
∞
∑
m=1
∫ ∞
−∞
dy
2pi
d
dΛΘnm
(
Λ− y
|u|
)
ln
(
1+ e−εm(y)/T
)
(2.3.42)
ε′n(Λ) =−4Re
√
1− (Λ+ in |u|)2−n(2µ+4u)+T
∫ pi
−pi
dk coskan(sink−Λ) ln
(
1+ e−κ(k)/T
)
+T
∞
∑
m=1
∫ ∞
−∞
dy
2pi
d
dΛΘnm
(
Λ− y
|u|
)
ln
(
1+ e−ε
′
m(y)/T
)
. (2.3.43)
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The Gibbs free energy per site eq. (2.3.22) could be expressed in terms of
dressed energies,
f =u−T
∫ pi
−pi
dk
2pi
ln
(
1+ e−κ(k)/T
)
−T
∞
∑
n=1
∫ ∞
−∞
dΛ
pi
Re
[
1√
1− (Λ+ in |u|)2
]
ln
(
1+ e−ε
′
n(Λ)/T
)
.
(2.3.44)
The TBA equations eqs. (2.3.41) to (2.3.43) indicate that the dressed energies
κ(k), εn(Λ), ε′n(Λ) describe the excitation energies which are subject to interac-
tions among the bound states of electrons, spin wave fluctuations, magnetic field
and chemical potential. They contain full thermal and magnetic fluctuations in
both spin and charge degrees of freedom. Therefore from these equations we can
determine the thermal and magnetic properties of the model in the full temper-
ature regimes.
We then transform the above TBA equations into another formulation with
the help of the inverse of Anm, which is defined as follow
A−1kn ∗ f |x = δk,n f (x)− (δk−1,n+δk+1,n)
∫ ∞
−∞
dys(x− y) f (y). (2.3.45)
Here the function s(x) reads
s(x) =
1
4|u|cosh(pix/2|u|) =
1
2pi
∫ ∞
−∞
dω exp(−iωx)
2cosh(ω|u|) . (2.3.46)
Applying A−1nm on both sides of the m-th equation in eq. (2.3.35), and summing
up these equations over m from 1 to infinity gives
∞
∑
m=1
A−1nm ∗ ln(1+ηm)
∣∣∣∣∣
Λ
= ln[1+η−1n (Λ)]+
∞
∑
m=1
∫ ∞
−∞
dyA−1nm(Λ− y)
{
2mB
T
+
∫ pi
−pi
dk coskam(sink− y) ln[1+ζ−1(k)]
}
.
(2.3.47)
Substituting eq. (2.3.45) into eq. (2.3.47) and after some manipulations, then
gives
ln[1+η−1n (Λ)]
=
∞
∑
m=1
{
δn,m ln[1+ηm(Λ)]− (δn−1,m+δn+1,m)
∫ ∞
−∞
dys(Λ− y) ln[1+ηm(y)]
}
−
∞
∑
m=1
∫ ∞
−∞
dy [δn,mδ(y)− (δn−1,m+δn+1,m)s(y)]m2BT
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−
∞
∑
m=1
∫ pi
−pi
dk cosk ln[1+ζ−1(k)]
∫ ∞
−∞
dyA−1nm(Λ− y)am(sink− y). (2.3.48)
If n≥ 2 in the above equation, going on with the calculation yields
lnηn(Λ) = s∗ ln[(1+ηn−1)(1+ηn+1)]|Λ. (2.3.49)
If n= 1, it results in
lnη1(Λ) = s∗ ln(1+η2)|Λ+
∫ pi
−pi
dk cosk s(Λ− sink) ln[1+ζ−1(k)]. (2.3.50)
In the above derivation, we have used eq. (B.3.5) from Appendix B.
Through similar treatment of eq. (2.3.36),
lnη′n(Λ) = s∗ ln[(1+η′n−1)(1+η′n+1)] if n≥ 2. (2.3.51)
lnη′1(Λ) = s∗ ln(1+η′2)|Λ+
∫ pi
−pi
dk cosk s(Λ− sink) ln[1+ζ(k)]. (2.3.52)
Now it is the turn of lnζ(k). From eqs. (2.3.35) and (2.3.36) we could derive
that
ln
1+η′n(Λ)
1+ηn(Λ)
=
−4Re
√
1− (Λ+ in |u|)2−n(2µ+4u)−2nB
T
+
∞
∑
m=1
Anm ∗ ln
(
1+η′m
−1
1+η−1m
)∣∣∣∣∣
Λ
.
(2.3.53)
Applying A−1 on both sides of eq. (2.3.53) and after some manipulations,
ln
1+η′m
−1(Λ)
1+η−1m (Λ)
=
1
T
∞
∑
m=1
∫ ∞
−∞
dyA−1nm(Λ− y)
[
4Re
√
1− (y+ im |u|)2+m(2µ+4u)+2mB
]
+
∞
∑
m=1
A−1nm ∗ ln
(
1+η′m
1+ηm
)∣∣∣∣∣
Λ
, (2.3.54)
substituting which into eq. (2.3.34) yields
lnζ(k) =− 2cosk
T
+
∫ ∞
−∞
dys(y− sink) ln 1+η
′
1(y)
1+η1(y)
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+
1
T
∫ ∞
−∞
dy4Re
√
1− (y+ i |u|)2 s(y− sink). (2.3.55)
Now we have obtained an equivalent form of the TBA equations, expressed
by eqs. (2.3.49) to (2.3.52) and (2.3.55). With this new form of TBA equations,
we introduce two equalities under the limit n→ ∞,
lim
n→∞
lnηn
n
=
2B
T
, (2.3.56)
lim
n→∞
lnη′n
n
=−2µ
T
. (2.3.57)
2.3.1 Zero Temperature Limit
In this part, we study the properties of dressed energies and root densities in
the zero temperature limit. To begin with, we introduce and prove some useful
results:
εn(Λ)> 0, n= 1,2,3, · · · (2.3.58)
lim
T→0
ln
(
1+
1
ηn(Λ)
)
= 0, n= 1,2,3, · · · (2.3.59)
ε′n(Λ)> 0, n= 2,3,4, · · · (2.3.60)
lim
T→0
ln
(
1+
1
η′n(Λ)
)
= 0, n= 2,3,4, · · · (2.3.61)
Proof. We only prove eqs. (2.3.58) and (2.3.59), while eqs. (2.3.60) and (2.3.61)
are accessible through a similar procedure.
Obviously, if n ≥ 2 then εn(Λ) = T lnηn(Λ) ≥ 0. This can be seen through
by virtue of the consecutive equation eq. (2.3.49). Here the equality may be
achievable in the zero temperature limit.
Taking account of the limit eq. (2.3.56), we know that ∀ε > 0, ∃Nc ∈ N, s.t.
n > Nc, then
∣∣∣2BT − lnηnn ∣∣∣ < ε. This implies that (2B− T ε)n < εn < (2B+ T ε)n.
Now one could see that even under zero temperature limit, if n> Nc then εn > 0.
We turn back to the consecutive equation eq. (2.3.49) and write down
εNc =T s∗ ln
[(
1+ eεNc+1/T
)(
1+ eεNc−1/T
)]
≥T s∗ ln
(
1+ eεNc+1/T
)
∼s∗ εNc+1
>0. (2.3.62)
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By consecutive operations similar to the above, one could derive εNc−1 > 0,
εNc−2 > 0, · · · , ε2 > 0.
We then prove ε1 > 0. Due to eq. (2.3.55), one has
ε1(Λ) = T · s∗ ln(1+η2)|Λ+T
∫ pi
−pi
dk cosk s(Λ− sink) ln
(
1+
1
ζ(k)
)
. (2.3.63)
The first term in the rhs is positive. For the second term, we make the transfor-
mation∫ pi
−pi
dk cosk s(Λ− sink) ln
(
1+
1
ζ(k)
)
=
∫ pi
2
− pi2
dkcosk s(Λ− sink) ln
1+ 1ζ(k)
1+ 1ζ(−k+pi)
.
(2.3.64)
It is clear that if ln 1+
1
ζ(k)
1+ 1ζ(−k+pi)
> 0, then the second term in the rhs is positive.
Considering that
lnζ(k)− lnζ(pi− k) =−4cosk
T
≤ 0, k ∈ [−pi
2
,
pi
2
]
one confirms
0< ζ(k)≤ ζ(pi− k).
Hereby we obtain
ln
1+ 1ζ(k)
1+ 1ζ(−k+pi)
> 0,
and thus ε1(Λ)> 0 is proved.
By now, we have proved εn(Λ)> 0, n= 1,2,3, · · · .
The eq. (2.3.59) follows eq. (2.3.58) due to the fact that
lim
T→0
ln
(
1+
1
ηn(Λ)
)
= lim
T→0
ln
(
1+ e−εn(Λ)/T
)
= 0. (2.3.65)
Dressed Energies
Taking the limit T → 0 and applying eqs. (2.3.59) and (2.3.61) in eqs. (2.3.41)
to (2.3.43), we obtain the TBA equations in the zero temperature limit. For
simplicity, we introduce the notation
F(x) = F+(x)+F−(x) (2.3.66)
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with
F+(x) =
{
F+(x), if F(x)> 0
0
and F−(x) =
{
0
F−(x), if F(x)≤ 0. (2.3.67)
We then write down the TBA equations in the zero temperature limit
κ(k) =−2cosk−µ−2u−B−
∫ ∞
−∞
dΛa1(sink−Λ)ε′1−(Λ), (2.3.68)
εn(Λ) =2nB−
∫ pi
−pi
dk coskan(Λ− sink)κ−(k), (2.3.69)
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ)−
∫ pi
−pi
dk coska1(sink−Λ)κ−(k)
−
∫ ∞
−∞
dΛ′ a2(Λ−Λ′)ε′1−(Λ′), (2.3.70)
ε′n(Λ) =−4Re
√
1− (Λ+ in |u|)2−n(2µ+4u)−
∫ pi
−pi
dk coskan(Λ− sink)κ−(k)
+
∫ ∞
−∞
dΛ
[
an−1(Λ−Λ′)+an+1(Λ−Λ′)
]
ε′1
−
(Λ′). (2.3.71)
In fact, in the zero temperature limit the dressed energies κ(k) and ε′1(Λ) are
symmetric in their own domains. Moreover, they monotonously increase in [0,pi]
and [0,∞), respectively. See the proof in Appendix C. These properties imply
that assuming κ(±Q) = 0 with Q≥ 0, we have
κ(k)
{
< 0, if |k|< 0
> 0, if |k|> 0. (2.3.72)
Similarly, with respect to ε′1(Λ), if ε′1(±A) = 0, we know
ε′1(Λ)
{
< 0, if |Λ|< A
> 0, if |Λ|> A. (2.3.73)
Root Densities
We move on to the study of root densities in the zero temperature limit. With
the help of eqs. (2.3.58) to (2.3.61), one derives
lim
T→0
σpn(Λ)
σhn(Λ)
= lim
T→0
exp
(
−εn(Λ)
T
)
= 0, n≥ 1 (2.3.74)
lim
T→0
σ′n
p(Λ)
σ′n
h(Λ)
= lim
T→0
exp
(
−ε
′
n(Λ)
T
)
= 0, n≥ 2 (2.3.75)
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lim
T→0
σ′1
p(Λ)
σ′1
h(Λ)
= lim
T→0
exp
(
−ε
′
1(Λ)
T
)
= 0, if |Λ|> A (2.3.76)
lim
T→0
ρp(k)
ρh(k)
= lim
T→0
exp
(
−κ(k)
T
)
= 0, if |k|> Q, (2.3.77)
which means that
σpn(Λ) =0, n≥ 1 (2.3.78)
σ′n
p
(Λ) =0, n≥ 2 (2.3.79)
σ′1
p
(Λ) =0, if |Λ|> A (2.3.80)
ρp(k) =0, if |k|> Q. (2.3.81)
Here we have reasonably assumed that the root densities are smooth, bounded
functions. Exploiting the above results, eqs. (2.3.15) to (2.3.17) can be rewritten
as
ρp(k) =θH(Q−|k|)
[
1
2pi
− cosk
∫ A
−A
dΛa1(Λ− sink)σ′1(Λ)
]
, (2.3.82)
σ′1
p
(Λ) =θH(A−|Λ|)
[
1
pi
Re 1√
1− (Λ+ i |u|)2 −
∫ Q
−Q
dka1(sink−Λ)ρp(k)
−
∫ A
−A
dΛ′ a2(Λ−Λ′)σ′1p(Λ′)
]
, (2.3.83)
ρh(k) =θH(|k|−Q)
[
1
2pi
− cosk
∫ A
−A
dΛa1(sink−Λ)σ′1p(Λ)
]
, (2.3.84)
σ′1
h
(Λ) =θH(|Λ|−A)
[
1
pi
Re 1√
1− (Λ+ i |u|)2 −
∫ Q
−Q
dka1(sink−Λ)ρp(k)
−
∫ A
−A
dΛ′ a2(Λ−Λ′)σ′1p(Λ′)
]
, (2.3.85)
σhn(Λ) =
∫ Q
−Q
dkan(Λ− sink)ρp(k), (2.3.86)
σ′n
h
(Λ) =
1
pi
Re 1√
1− (Λ+ in |u|)2 −An1 ∗σ
′
1
p
∣∣∣∣∣
Λ
−
∫ Q
−Q
dkan(Λ− sink)ρp(k), n≥ 2,
(2.3.87)
where θH(x) is the Heaviside step function.
One may notice that in the zero temperature limit, the functional forms of
ρp(k) and ρh(k) are identical, so are that of σ′1p(Λ) and σ′1h(Λ). Hence, it is
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convenient to define
ρ(k) = ρp(k)+ρh(k), (2.3.88)
σ′1(Λ) = σ
′
1
p
(Λ)+σ′1
h
(Λ), (2.3.89)
and thus we arrive at
ρ(k) =
1
2pi
− cosk
∫ A
−A
dΛa1(sink−Λ)σ′1(Λ), (2.3.90)
σ′1(Λ) =
1
pi
Re 1√
1− (Λ+ i |u|)2 −
∫ Q
−Q
dka1(sink−Λ)ρ(k)−
∫ A
−A
dΛ′ a2(Λ−Λ′)σ′1(Λ′).
(2.3.91)
2.3.2 Ground State Phase Diagram
Integrating eqs. (2.3.90) and (2.3.91) yields the total number of particles per site
and the number of spin-down particles per site, respectively∫ Q
−Q
dkρ(k)+2
∫ A
−A
dΛσ′1(Λ) =
N
L
, (2.3.92)∫ A
−A
dΛσ′1(Λ) =
M
L
=
N↓
L
. (2.3.93)
Hence, the particle density n and the magnetization per site m are expressed as
n=
N
L
=
∫ Q
−Q
dkρ(k)+2
∫ A
−A
dΛσ′1(Λ), (2.3.94)
m=
〈Sz〉
L
=
N−2M
2L
=
1
2
∫ Q
−Q
dkρ(k). (2.3.95)
According to the properties of dressed energies, we recast the integral equa-
tions for the dressed energies in the zero temperature limit into
κ(k) =−2cosk−µ−2u−B−
∫ A
−A
dΛa1(sink−Λ)ε′1(Λ), (2.3.96)
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ)−
∫ Q
−Q
dk coska1(sink−Λ)κ(k)
−
∫ A
−A
dΛ′ a2(Λ−Λ′)ε′1(Λ′). (2.3.97)
By varying the integration boundaries Q and A, the system possesses different
fillings and quantum phases. On the basis of eqs. (2.3.94) and (2.3.95), it is easy
to see that Q= pi implies A= 0 and corresponds to a half-filled band, i.e., N = L;
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on the other hand, Q = 0 implies that m = 0, i.e., the system possesses a non-
polarized phase. In total, we can distinguish five phases in the zero temperature
limit as follows.
Phase I: Q= 0, A= 0. Vacuum. It is easy to see that Q= 0 and A= 0 imply
an empty band and thus nc = m = 0. In this phase, the zero temperature TBA
equations (2.3.96) and (2.3.97) simplify to
κ(k) =−2cosk−µ−2u−B, (2.3.98)
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ). (2.3.99)
Phase II: 0 < Q < pi, A = 0. Fully polarized, and partially filled phase. This
phase corresponds to the case that particle densities lie between zero (empty
band) and one (half-filled band), i.e. 0< nc < 1; and no spin-down particle exists
(completely polarized), i.e., M = 0. Obviously, in this phase, m= nc/2. The TBA
equations are simplified as
κ(k) =−2cos(k)−µ−2u−B, (2.3.100)
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ)−
∫ Q
−Q
dk coska1(sink−Λ)κ(k).
(2.3.101)
Phase V: Q = 0, 0 < A ≤ ∞. Fully paired and partially filled phase. The
particle density in this phase also lies between zero and one, i.e., 0< nc < 1. This
phase is solely filled with k−λ strings of length 1, which means that every two
particles of opposite spins form a bound pair and thus there is no excess fermion.
It is easy to know that m= 0 and N = 2M. The TBA equations in this phase are
given by
κ(k) =−2cosk−µ−2u−B−
∫ A
−A
dΛa1(sink−Λ)ε′1(Λ), (2.3.102)
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ)−
∫ A
−A
dΛ′ a2(Λ−Λ′)ε′1(Λ). (2.3.103)
Phase IV: 0<Q< pi, 0< A≤∞. Partially filled and partially polarized phase.
This is a FFLO-like phase, see chapter 5. The particle density satisfies 0< nc< 1.
This band is partly filled with k−λ strings of length 1, which means bound pairs
and excess unpaired fermions coexist. No simplification could be made to the
TBA equations (2.3.96) and (2.3.97).
Phase III: Q = pi, A = 0. Half-filling and fully polarized phase. This phase
correspond to the case where nc = 1 and m = nc/2. In this phase, there is no
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spin-down particle. The TBA equations could be recast into
κ(k) =−2cosk−µ−2u−B, (2.3.104)
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(Λ− sink)−
∫ pi
−pi
dk coska1(sink−Λ)κ(k).
(2.3.105)
Now we are in a position to determine the boundaries among these five phases.
A phase transition occurs when the dressed energies exactly satisfy κ(0) = 0,
κ(pi) = 0 or ε′1(0) = 0.
PB(I, V) is determined by ε′1(0) = 0. By virtue of the simplified TBA equa-
tions in eq. (2.3.99), one can simply obtain
µc1 = 2|u|−2
√
1+u2. (2.3.106)
PB(I, II) is determined by κ(0) = 0. Employing eq. (2.3.98), it is easy to
derive
µc2 =−B−2u−2. (2.3.107)
PB(II, III) is determined by κ(pi) = 0. In light of eq. (2.3.104), we obtain
µc3 = 2−B−2u. (2.3.108)
PB(II, IV) is determined by ε′1(0) = 0. Taking account of eq. (2.3.101), we
obtain a parametric expression as follows
µc4 =2|u|−2
√
1+u2−
∫ Q
−Q
dk coska1(sink)[cosQ− cosk], (2.3.109)
Bc4 =2
√
1+u2−2cosQ−
∫ Q
−Q
dk coska1(sink)[cosQ− cosk], (2.3.110)
with Q ∈ [0,pi].
PB(IV, V) is determined by κ(0) = 0, yet its calculation is subtle. We use the
simplified TBA equations in Phase V, and the phase boundary can be calculated
from the equations
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ)−
∫ A
−A
dΛ′ a2(Λ−Λ′)ε′1(Λ′), (2.3.111)
ε′1(A) =0, (2.3.112)
µ=−2−2u−B−
∫ A
−A
dΛa1(Λ)ε′1(Λ). (2.3.113)
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Figure 2.2: Ground state phase diagram of the 1D attractive Hubbard model in the
µ-B plane. In the phase diagram, the critical fields are µc = 2|u| − 2
√
1+u2, Bc1 =
2|u|−2+2∫ ∞−∞dω J1(ω)exp(−|u|ω)wcosh(uω) and Bc2 = 2+2|u|. Here Jn(ω) is the Bessel function of
first kind. The five phase are denoted as, (I) vacuum, (II) fully polarized phase, (III)
half-filling phase, (IV) partially polarized phase, and (V) fully paired phase.
When A≪ 1, the phase boundary could be obtained by iteration, i.e., by applying
Taylor expansion to eq. (2.3.111) with respect to Λ, it can be approximately
resolved by iteration. The solution of eq. (2.3.112) gives A in terms of µ and B,
then we derive the phase boundary by substituting the above results for A into
eq. (2.3.111) and eq. (2.3.113). By iteration, we finally obtain
µc5 ≈2|u|−B−2+ 4
√
2
pi|u|α1
[
µc5+2(
√
1+u2−|u|)
] 3
2
, (2.3.114)
in which α1 =
∫ pi
−pidk 2|u|cos
2 k (u2−3sin2 k)
pi(sin2 k+u2)3 is a factor representing the lattice effect.
If A≫ 1, the phase boundary is given by eqs. (D.0.22) and (D.0.28) in Ap-
pendix D, where we have used the Wiener-Hopf method to solve the TBA integral
equations.
2.4 Conclusion
In this chapter starting from the hamiltonian describing a host of fermions in
crystal lattices, we demonstrated the derivation of the Lieb-Wu equations and
the TBA equations for the 1D attractive Hubbard model. A thorough study of
the root densities and the TBA equations in the zero temperature limit has been
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made, on the basis of which we work out the ground state phase diagram and
determine the analytical phase boundaries. The ground state phase diagram of
the 1D attractive Hubbard model consists of five phases, of which we will pay
special attention to the partially polarized phase IV. When T = 0, this phase is
filled with unpaired fermions and charge bound states composed of two fermions
which can form molecules in the strong coupling limit. Once T > 0, the charge
bound states of multi-particles (four fermions, six fermions · · ·) come into being.
The TBA equations of those charge bound states shown in eq. (2.3.51) are the
major difficulty in later discussion of equations of state.
In fact, the root pattern of the Lieb-Wu equations in the attractive case is
similar to that of the repulsive case. Both of them contain real k’s, k-Λ strings and
Λ-Λ strings. The difference occurs in the ground state where for the 1D attractive
Hubbard model only real k’s and k-Λ strings of length one are permitted. While
for the 1D repulsive Hubbard model, the k-Λ strings of length one are replaced
by the Λ-Λ strings of length one. In addition, the phase diagram in the attractive
case can be obtained by rotating 90 degrees from the repulsive case.
Chapter 3
Low Temperature thermodynamics
The TBA equations describe the full thermodynamics of the 1D attractive Hub-
bard model. At low temperatures quantum liquid behavior and critical scaling
in the thermodynamics should be obtained from the TBA equations eqs. (2.3.41)
to (2.3.43). However, such coupled nonlinear integral equations provide a formidable
challenge. In particular, it is challenging to solve infinitely many coupled non-
linear integral TBA equations either analytically or numerically. This obsta-
cle prevents us to understand the microscopic Cooper pairing mechanism and
many-body phenomena for this model. As far as we know, the Bosonization or
Tomonaga-Luttinger liquid (TLL) theory is not available once the ferromagnetic
ordering is involved in the low temperature physics. Neither of them is applicable
to the quantum critical region near a phase transition.
In this chapter, we proceed with further investigation of the low energy physics
of the 1D attractive Hubbard model beyond the scope of the Bosonization and
TLL approaches [79–84]. In order to obtain the universal thermodynamics and
quantum criticality of the 1D attractive Hubbard model, we first solve the TBA
equations analytically in the strong coupling regime, and then derive the equation
of state which is crucial for the investigation of the quantum criticality of the
model. In the following discussion we mainly concentrate on the low density
regime.
3.1 Equations of State
3.1.1 Preparation
Prior to later discussions, we denote the operator Tˆ to simplify the TBA equations
(2.3.41) to (2.3.43)
Tˆnm ∗ f
∣∣
x =
∫ ∞
−∞
dy
2pi
d
dxΘnm
(
x− y
|u|
)
f (y) (3.1.1)
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Recalling the definition of pressure of constant volume in thermodynamics,
the pressure per unit length reads
p=−
(
∂G
∂L
)
T,N
=− f , (3.1.2)
where f is expressed in eq. (2.3.44). We then introduce two new notations,
pu =T
∫ pi
−pi
dk
2pi
ln
(
1+ e−κ(k)/T
)
, (3.1.3)
pbn =T
∫ ∞
−∞
dΛ
pi
Re 1√
1− (Λ+ in |u|)2 ln
(
1+ e−ε
′
n(Λ)/T
)
, (3.1.4)
and thus
p= pu+
∞
∑
n=1
pbn+ |u|, (3.1.5)
where pu and pbn represent the pressure arising from unpaired fermions and bound
states of multi-particles, respectively. This formula provides an intuitively phys-
ical explanation for the origin of pressure.
From now on, we mainly focus on the strong correlated regime, i.e., |u| ≫ 1
and retain terms up to o
(
1
|u|4
)
.
3.1.2 Treatment of κ(k)
For convenience, we denote
∆n(Λ) = Re
1√
1− (Λ− in |u|)2 =
1
2
∫ pi
−pi
dkan(Λ− sink), (3.1.6)
which can be expressed by the following series in the strong coupling regime
∆n(Λ) = pian(Λ)
[
1− 1
2
1
(nu)2+Λ2
]
+o
(
1
|u|4
)
. (3.1.7)
Starting from those integral terms involving ε′n(Λ) on the rhs of eq. (2.3.41),
we have
∞
∑
n=1
T
∫ ∞
−∞
dΛan(sink−Λ) ln
(
1+ e−ε
′
n(Λ)/T
)
=
∞
∑
n=1
T
∫ ∞
−∞
dΛ an(sink−Λ)
∆n(Λ)
∆n(Λ) ln
(
1+ e−ε
′
n(Λ)/T
)
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=
∞
∑
n=1
T
∫ ∞
−∞
dΛ∆n(Λ) ln
(
1+ e−ε
′
n(Λ)/T
) an(Λ){1+ 2Λsink−sin2 k(nu)2+Λ2 +[2Λsink−sin2 k(nu)2+Λ2 ]2+[2Λsink−sin2 k(nu)2+Λ2 ]3}
pian(Λ)
{
1− 12 1(nu)2+Λ2 + 2Λ
2
[(nu)2+Λ2]2
} +o( 1|u|4
)
=
∞
∑
n=1
T
∫ ∞
−∞
dΛ
pi
∆n(Λ) ln
(
1+ e−ε
′
n(Λ)/T
)[
1+
1
2
cos(2k)
1
(nu)2+Λ2
]
+o
(
1
|u|4
)
=
∞
∑
n=1
pbn+
1
2
cos(2k)T
∞
∑
n=1
∫ ∞
−∞
dΛ
pi
∆n(Λ)
(nu)2+Λ2
ln
(
1+ e−ε
′
n(Λ)/T
)
−2cos(2k)T
∞
∑
n=1
∫ ∞
−∞
dΛ
pi
∆n(Λ)Λ2
[(nu)2+Λ2]2
ln
(
1+ e−ε
′
n(Λ)/T
)
+o
(
1
|u|4
)
,
=
∞
∑
n=1
pbn+ a¯+2a¯cos
2 k+o
(
1
|u|4
)
, (3.1.8)
where we have twice inserted the approximation of ∆n(Λ), and
a¯=
1
2
∞
∑
n=1
∫ ∞
−∞
dΛ
[
bn(Λ)− 4bn(Λ)Λ
2
(nu)2+Λ2
]
ln
(
1+ e−ε
′
n(Λ)/T
)
, (3.1.9)
with bn(Λ) = an(Λ)(nu)2+Λ2 .
With respect to the integrals regarding εn(Λ), it is easy to find that if B/T ≫ 1
their summation is of exponential form and can be neglected. To make it clear,
we rewrite the TBA equation for the dressed energy εn(Λ) in eq. (2.3.42) as
η−1n (Λ) =exp
{
−2nB
T
−
∫ pi
−pi
dk coskan(Λ− sink) ln
(
1+ e−κ(k)/T
)
−
∞
∑
m=1
Tˆnm ∗ ln
(
1+η−1n
)∣∣
Λ
}
,
(3.1.10)
where the exponent is dominated by −2nB/T . This is obvious due to the fact
that the convolution is definitely positive and the integral is of order 1|u| in the
strong coupling regime. Hence, one can make approximation
η−1n (Λ)≈exp
{
−2nB
T
−2pian(Λ)K¯−
∞
∑
m=1
Tˆnm ∗ ln
(
1+η−1n
)∣∣
Λ
}
, (3.1.11)
where K¯ = 12pi
∫ pi
−pidk cosk ln
(
1+ e−κ(k)/T
)
. We turn back to the integrals in
eq. (2.3.41),
T
∞
∑
n=1
∫ ∞
−∞
dΛan(Λ− sink) ln
(
1+η−1n (Λ)
)≈ T ∞∑
n=1
∫ ∞
−∞
dΛan(Λ) ln
(
1+η−1n (Λ)
)
≈T
∞
∑
n=1
∫ ∞
−∞
dΛan(Λ)η−1n (Λ)≈ T
∫ ∞
−∞
dΛa1(Λ)η−11 (Λ). (3.1.12)
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Substituting eq. (3.1.11) into which yields
T
∞
∑
n=1
∫ ∞
−∞
dΛa1(Λ− sink) ln
(
1+η−1n (Λ)
)≈ T ∫ ∞
−∞
dΛa1(Λ)exp
[
−2B
T
−2pia1(Λ)K¯
]
≈e−2B/TT
∫ ∞
−∞
dΛa1(Λ)exp [−K¯a1(Λ)]≈ e−2B/TT
∫ pi
2
− pi2
dθ
pi
exp
(−K¯ cos2θ) ,
(3.1.13)
where we change the integral variable by letting Λn|u| = tanθ. Going on with the
calculation, we arrive at
T
∞
∑
n=1
∫ ∞
−∞
dΛa1(Λ− sink) ln
(
1+η−1n (Λ)
)≈ T e−2B/T e−K¯ I0 (K¯) , (3.1.14)
where I0(x) is the modified Bessel function of zero order.
After the above algebraic manipulations, now we can replace eq. (2.3.41) by
κ(k) = κ0(k)−Au, (3.1.15)
where
κ0(k) =−2cosk+2a¯cos2 k, (3.1.16)
Au = µ+2u+B−
∞
∑
n=1
pbn+ a¯+T e
−2B/T e−K¯ I0 (K¯) . (3.1.17)
Substitute eq. (3.1.15) into eq. (3.1.3), then integrate by parts, to obtain that
pu =
T
2pi
∫ pi
−pi
dk ln
(
1+ e−κ(k)/T
)
=
T
pi
∫ pi
0
dk ln
(
1+ e−κ(k)/T
)
=
T
pi
k ln
(
1+ e−κ(k)/T
)∣∣∣∣pi
0
+
1
pi
∫ pi
0
dk 1
1+ exp(κ(k)/T )
dκ(k)
dk
=T ln
(
1+ e−κ(pi)/T
)
+
1
pi
∫ pi
0
dk 1
1+ exp(κ(k)/T )
dκ0(k)
dk
=T ln
(
1+ e−κ(pi)/T
)
+
1
pi
∫ κ0(pi)
κ0(0)
dκ0
k(κ0)
1+ exp(κ0/T )/z
, (3.1.18)
where k(κ0) is the inverse function of κ0(k), and
z=exp(Au/T ), (3.1.19)
κ(pi) =2−µ−2u−B+
∞
∑
n=1
pbn+ a¯. (3.1.20)
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We would like to change the integral variable for eq. (3.1.18) by letting κ0 = 2x,
and go on with the calculation of pu,
pu =T ln
(
1+ e−κ(pi)/T
)
+
1
pi
∫ 1+a¯
−1+a¯
dx 2 · k(2x)
1+ exp(x/t)/z
(3.1.21)
with
t =
T
2
. (3.1.22)
Apparently, here we need an explicit expression for k(2x). Through the defining
equation κ0(k) =−2cosk+2a¯cos2 k = 2x, one confirms that
cosk =
1−√1+4a¯x
2a¯
, (3.1.23)
and hereby
k(2x) = arccos
(
1−√1+4a¯x
2a¯
)
. (3.1.24)
The other root
cosk =
1+
√
1+4a¯x
2a¯
,
is dropped because it exceeds [−1,1] due to −1+ a¯< x< 1+ a¯ and a¯≪ 1.
Here eqs. (3.1.21) and (3.1.24) are far from satisfactory, taking consideration
of a¯ appearing in the limits of the integral shown in eq. (3.1.21) and in the
argument of the arccos function shown in eq. (3.1.24). To this end, we consider
the Taylor expansion
F(a¯) =
∫ g(a¯)
h(a¯)
dy f (y, a¯)
=
∫ h(0)
g(0)
dy f (y,0)+ a¯ ·F′(a¯) |a¯=0 + a¯
2
2!
F′′(a¯) |a¯=0 + · · · (3.1.25)
where
F′(a¯) =
∫ h(a¯)
g(a¯)
dy ∂ f (y, a¯)
∂a¯
+ f (h(a¯), a¯) · dh(a¯)da¯ − f (g(a¯), a¯) ·
dg(a¯)
da¯ (3.1.26)
and thus
F′(a¯)
∣∣
a¯=0 =
∫ h(0)
g(0)
dy ∂ f (y, a¯)
∂a¯
∣∣∣∣
a¯=0
+ f (h(0),0)
dh(a¯)
da¯
∣∣∣∣
a¯=0
− f (g(0),0)dg(a¯)da¯
∣∣∣∣
a¯=0
(3.1.27)
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To apply this Taylor expansion, one has to reveal the reliance of k(2x) upon
a¯, and hereby we denote
k¯(x, a¯) = k(2x). (3.1.28)
Hence, the integral on the rhs of eq. (3.1.21) could be treated as a function of
a¯, and thus we expand it by using eq. (3.1.25), with result
2
pi
∫ 1+a¯
−1+a¯
dx k(2x)
1+ exp(x/t)/z
=
2
pi
∫ 1+a¯
−1+a¯
dx k¯(x, a¯)
1+ exp(x/t)/z
=
2
pi
∫ 1
−1
dx k¯(x,0)
1+ exp(x/t)/z
+
2
pi
a¯
{∫ 1
−1
dx 1
1+ exp(x/t)/z
(
∂k¯(x, a¯)
∂a¯
∣∣∣∣
a¯=0
)
+
k¯(x,0)
1+ exp(x/t)/z
∣∣∣∣
x=1
− k¯(x,0)
1+ exp(x/t)/z
∣∣∣∣
x=−1
+ · · ·
}
=
2
pi
∫ 1
−1
dx arccos(−x)
1+ exp(x/t)/z
+
2
pi
a¯

∫ 1
−1
dx 1
1+ exp(x/t)/z

x
a¯
√
1+4a¯x
+ 1−
√
1+4a¯x
2a¯2√
1−
(
1−√1+4a¯x
2a¯
)2
∣∣∣∣∣∣∣∣
a¯=0

+
pi
1+ exp(1/t)/z
− 0
1+ exp(−1/t)/z
}
+ · · ·
=
2
pi
∫ 1
−1
dx arccos(−x)
1+ exp(x/t)/z
− a¯ · 2
pi
∫ 1
−1
dx x
2/
√
1− x2
1+ exp(x/t)/z
+
2a¯
1+ exp(1/t)/z
+ · · · ,
(3.1.29)
where factually exp(1/t)/z= exp(κ(pi)/T ).
As a consequence, the pressure pu can be expressed as
pu =T ln
(
1+ e−κ(pi)/T
)
+
2
pi
∫ 1
−1
dx arccos(−x)
1+ exp(x/t)/z
− a¯ · 2
pi
∫ 1
−1
dx x
2/
√
1− x2
1+ exp(x/t)/z
+
2a¯
1+ exp(κ(pi)/t)
+o
(
1
|u|4
)
(3.1.30)
where t, z, a¯ and κ(pi) have been defined by eq. (3.1.22), eq. (3.1.19), eq. (3.1.9)
and eq. (3.1.20) beforehand. Obviously, the first two terms on the rhs of eq. (3.1.30)
play the central role in pressure pu.
3.1.3 Treatment of ε′n(Λ)
We move on to dealing with ε′n(Λ). The technique is similar to what we have
used in the last section for κ(k). To begin with, we expand the driving terms of
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eq. (2.3.43) in the strong coupling regime, and obtain
ε′n(Λ) =−4Re
√
1− (Λ+ in |u|)2−n(2µ+4u)+T
∫ pi
−pi
dk coskan(sink−Λ) ln
(
1+ e−κ(k)/T
)
+ Tˆnm ∗ ln
(
1+ e−ε
′
n/T
)∣∣∣
Λ
=−2nµ−2
∫ pi
−pi
dk cos2 kan(Λ− sink)+T
∫ pi
−pi
dk coskan(sink−Λ) ln
(
1+ e−κ(k)/T
)
+ Tˆnm ∗ ln
(
1+ e−ε
′
n/T
)∣∣∣
Λ
=−2nµ−2
∫ pi
−pi
dk cos2 kan(Λ)
[
1− sin
2 k
(nu)2+Λ2
]
+an(Λ)T
∫ pi
−pi
dk cosk ln
(
1+ e−κ(k)/T
)
+bn(Λ)T
∫ pi
−pi
dk cosk sin2 k ln
(
1+ e−κ(k)/T
)
+ Tˆnm ∗ ln
(
1+ e−ε
′
n/T
)∣∣∣
Λ
+o
(
1
|u|4
)
=−2nµ−d1 ·an(Λ)−d2 ·bn(Λ)+ Tˆnm ∗ ln
(
1+ e−ε
′
n/T
)∣∣∣
Λ
+o
(
1
|u|4
)
,
(3.1.31)
where the second equality arises from the application of eq. (B.3.12) in Ap-
pendix B, and we have denoted that
d1 =2pi−
∫ pi
−pi
dk cosk ln
(
1+ e−κ(k)/T
)
, (3.1.32)
d2 =− pi2 −
∫ pi
−pi
dk cosk sin2 k ln
(
1+ e−κ(k)/T
)
. (3.1.33)
With respect to the summation of convolution terms, the low density condition
means that the cut-off of the dressed energy ε′n(Λ) is small, therefore we can make
the following approximation for the general convolution term,∫ ∞
−∞
dΛ′ ap(Λ−Λ′) ln
(
1+ e−ε
′
q(Λ′)/T
)
=
∫ ∞
−∞
dΛ′ ap(Λ′) ln
(
1+ e−ε
′
q(Λ′)/T
)
−Λ2
∫ ∞
−∞
dΛ′ bp(Λ′) ln
(
1+ e−ε
′
q(Λ′)/T
)
+o
(
1
|u|4
)
.
(3.1.34)
Substituting this result into the summation of convolution terms in eq. (3.1.31)
yields
ε′n(Λ) =−2nµ−d1 ·an(Λ)−d2 ·bn(Λ)+∑
n=1
ηn+∑
n=1
Λ2ϕn+o
(
1
|u|4
)
, (3.1.35)
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with
ηn =T
∞
∑
m=1
∫ ∞
−∞
dΛ Tˆnm(Λ) ln
(
1+ e−ε
′
m(Λ)/T
)
, (3.1.36)
ϕn =T
∞
∑
m=1
∫ ∞
−∞
dΛ Qˆnm(Λ) ln
(
1+ e−ε
′
m(Λ)/T
)
, (3.1.37)
where for the sake of convenient representation, we denote
Qˆnm(x) =
{
b|n−m|(x)+2b|n−m|+2(x)+ · · ·+2bn+m−2(x)+bn+m(x) if n ̸= m
2b2(x)+2b4(x)+ · · ·+2b2n−2(x)+b2n(x) if n= m.
(3.1.38)
Furthermore, we expand the an(Λ) and bn(Λ) functions, and obtain
ε′n(Λ) = Dn
(
Λ
n|u|
)2
−Abn, (3.1.39)
where
Abn =2nµ−ηn+
d1
pin|u| +
d2
2pi(n|u|)3 , (3.1.40)
Dn =
d1
pin|u| − (nu)
2ϕn. (3.1.41)
We now insert eq. (3.1.39) into the definition of pbn and take integration by
part
pbn =T
[
1− 1
4(nu)2
]
ln[1+ exp(
2nµ
T
)]+
2Dn
pi
[
1− 1
4(nu)2
]∫ ∞
0
dx arctan(
√
x)
1+ ex/τn/ζn
+o
(
1
|u|4
)
,
(3.1.42)
where
τn =
T
Dn
, (3.1.43)
ζn =exp
[
1
T
(
2nµ−ηn+ d1pin|u| +
d2
2pi(n|u|)3
)]
. (3.1.44)
We have thus derived the expression for pbn as well as pu, yet there exist some
unknown variables including d1, d2, a¯, ηn, and ϕn. We find that the integrals
present in these variables are of the form similar to pu or pbn, and hence we can
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deal with them by the same technique, with result
d1 =2pi−4
∫ 1
−1
dx
√
1− x2
1+ exp(x/t)/z
−4a¯
∫ 1
−1
dx x
3/
√
1− x2
1+ exp(x/t)/z
+o
(
1
u4
)
,
d2 = − pi2 −
4
3
∫ 1
−1
dx (1− x
2)3/2
1+ exp(x/t)/z
+o
(
1
u4
)
, (3.1.45)
and
a¯=
∞
∑
n=1
Dn
pi(nu)2
∫ ∞
0
dx
√
x/(1+ x)2
1+ eDnx/T/ζn
+o
(
1
u4
)
, (3.1.46)
ηn =
∞
∑
m=1
Tnm(ξm)+o
(
1
u4
)
+o
(
1
u4
)
,
ϕn =
∞
∑
m=1
Tnm(φm)+o
(
1
u6
)
+o
(
1
u6
)
. (3.1.47)
where we have defined a new function Tnm(xm)= xm|n−m|+2xm|n−m|+2+· · ·+2xmn+m−2+
xmn+m with xm0 = 0, and auxiliary functions
ξmp =T ln
(
1+ e2mµ/T
)
+
2Dm
pi
∫ ∞
0
dx
arctan
(
m
p
√
x
)
1+ eDmx/T/ζm
,
φmp =
T
2(pu)2
(
1+ e2mµ/T
)
+
m
p
Dm
piu2
∫ ∞
0
dx
√
x/(p2+m2x)
1+ eDmx/T/ζm
+
Dm
pi(pu)2
∫ ∞
0
dx
arctan
(
m
p
√
x
)
1+ eDmx/T/ζm
.
(3.1.48)
3.1.4 Summary for Equations of State
It is apparent that eqs. (3.1.30) and (3.1.42) play the role of equations of state,
with auxiliary (3.1.45) to (3.1.48). They are indicative of the sophisticated many-
body effects induced by k-Λ strings of different lengths.
In order to conceive the universal behavior of the system, we need to further
simplify the equations of state given in eqs. (3.1.30) and (3.1.42). To this end,
we utilize the condition | µT | ≫ 1 and strong interaction |u| ≫ 1, which suppress
the large length k-Λ strings in this physical regime. We observe that no larger
length-n k−Λ bound states than n= 1 exist in the partially polarized phase IV
at low temperatures. Thereby the equation of state simplifies to p= pu+ pb+ |u|,
where pu and pb are given by
pu =T ln
(
1+ e−κ(pi)/T
)
+
2
pi
∫ 1
−1
dx arccos(−x)
1+ e2x/T/z
+o
(
1
u3
)
, (3.1.49)
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pb =
2D1
pi
∫ ∞
0
dx arctan
√
x
1+ eD1x/T/ζ
+o
(
1
u3
)
, (3.1.50)
where z = e(2−κ(pi))/T , ζ = e
(
2µ−η+ d1pi|u|
)
/T and the above auxiliary functions with
n= 1 read
εu(pi) =2− (µ+2u+B− pb), (3.1.51)
D1 =
d1
pi|u| −u
2ϕ, (3.1.52)
d1 =2pi−4
∫ 1
−1
dx
√
1− x2
1+ e2x/T/z
+o
(
1
u3
)
, (3.1.53)
η=
2D1
pi
∫ ∞
0
dx arctan
(1
2
√
x
)
1+ eD1x/T/ζ
+o
(
1
u3
)
, (3.1.54)
ϕ=
D1
2piu2
∫ ∞
0
dx
√
x/(4+ x)
1+ eD1x/T/ζ
+
D1
4piu2
∫ ∞
0
dx arctan
(1
2
√
x
)
1+ eD1x/T/ζ
+o
(
1
u4
)
. (3.1.55)
Hereafter we mainly consider the corrections up to order 1/|u| in the strong
coupling regime |u| ≫ 1. The equations of state (3.1.30) and (3.1.42) can give a
very good approximation of the low energy physics.
3.2 Thermodynamic Quantities
The equations of state together with the standard thermodynamic relations af-
ford access to the general expressions for thermodynamic quantities, which can
be used to make comparison with experimental data and to investigate quantum
criticality. For this purpose, we have to calculate the thermodynamic quanti-
ties which contain enough thermal and quantum fluctuations, and thus we use
the form of the equations of state given in section 3.1.4. We observe that the
first-order derivatives of these pressures with respect to µ or B form a set of
linear equations. Solution to this set of linear equations directly leads to the
particle density n = ∂p∂µ and magnetization m = 12
∂p
∂B . Similarly, one can derive
the second-order derivatives of the pressures such as compressibility κc = ∂
2p
∂µ2 and
susceptibility χs = 12
∂2p
∂B2 .
To begin with, we rewrite eq. (3.1.50) approximately as
pb =
2D1
pi
∫ ∞
0
dx arctan(
√
x)
1+ exp(x/τ)/ζ
≈ 2D1
pi
∫ ∞
0
dx 1
1+ exp(x/τ)/ζ
[
x1/2− 1
3
x3/2+
1
5
x5/2
]
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= − D
− 12
1√
pi
T
3
2 Li3/2(−ζ)+
D
− 32
1
2
√
pi
T
5
2 Li5/2(−ζ)−
3D
− 52
1
4
√
pi
T
7
2 Li7/2(−ζ), (3.2.1)
and similarly we can recast eqs. (3.1.54) and (3.1.55) as
η= − D
− 12
1
2
√
pi
T
3
2 Li3/2(−ζ)+
D
− 32
1
16
√
pi
T
5
2 Li5/2(−ζ)−
3D
− 52
1
128
√
pi
T
7
2 Li7/2(−ζ), (3.2.2)
u2ϕ= − D
− 12
1
8
√
pi
T
3
2 Li3/2(−ζ)+
D
− 32
1
32
√
pi
T
5
2 Li5/2(−ζ)−
9D
− 52
1
512
√
pi
T
7
2 Li7/2(−ζ).
(3.2.3)
Hereafter, we denote fs = Lis(−ζ) with the polylogarithm defined as Lis(x) =
∑∞k=0 xk/ks.
3.2.1 Derivatives with respect to µ
We start from differentiating pb, η, u2ϕ with respect to µ,
∂pb
∂µ
=
(
1
2
√
pi
τ3/2 f3/2−
3
4
√
pi
τ5/2 f5/2+
15
8
√
pi
τ7/2 f7/2
)
∂D1
∂µ
−
(
1√
pi
τ1/2 f1/2−
1
2
√
pi
τ3/2 f3/2+
3
4
√
pi
τ5/2 f5/2
)
T
ζ
∂ζ
∂µ
, (3.2.4)
∂η
∂µ
=
(
1
4
√
pi
τ3/2 f3/2−
3
32
√
pi
τ5/2 f5/2+
15
256
√
pi
τ7/2 f7/2
)
∂D1
∂µ
−
(
1
2
√
pi
τ1/2 f1/2−
1
16
√
pi
τ3/2 f3/2+
3
128
√
pi
τ5/2 f5/2
)
T
ζ
∂ζ
∂µ
, (3.2.5)
∂(u2ϕ)
∂µ
=
(
1
16
√
pi
τ3/2 f3/2−
3
64
√
pi
τ5/2 f5/2+
45
1024
√
pi
τ7/2 f7/2
)
∂D1
∂µ
−
(
1
8
√
pi
τ1/2 f1/2−
1
32
√
pi
τ3/2 f3/2+
9
512
√
pi
τ5/2 f5/2
)
T
ζ
∂ζ
∂µ
. (3.2.6)
In view of
∂D1
∂µ
=
1
|u|
∂(d1/pi)
∂µ
− ∂(u
2ϕ)
∂µ
, (3.2.7)
T
ζ
∂ζ
∂µ
=2− ∂η
∂µ
+
1
|u|
∂(d1/pi)
∂µ
, (3.2.8)
we substitute these equations into eqs. (3.2.4) to (3.2.6), after some algebraic
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manipulations, and then obtain
∂pb
∂µ
− ∂η
∂µ
(
1√
pi
τ1/2 f1/2−
1
2
√
pi
τ3/2 f3/2+
3
4
√
pi
τ5/2 f5/2
)
+
∂(u2ϕ)
∂µ
(
1
2
√
pi
τ3/2 f3/2−
3
4
√
pi
τ5/2 f5/2+
15
8
√
pi
τ7/2 f7/2
)
+
∂(d1/pi)
∂µ
1
|u|
(
1√
pi
τ1/2 f1/2−
1√
pi
τ3/2 f3/2+
3
2
√
pi
τ5/2 f5/2−
15
8
√
pi
τ7/2 f7/2
)
=−2
(
1√
pi
τ1/2 f1/2−
1
2
√
pi
τ3/2 f3/2+
3
4
√
pi
τ5/2 f5/2
)
, (3.2.9)
∂η
∂µ
(
1− 1
2
√
pi
τ1/2 f1/2+
1
16
√
pi
τ3/2 f3/2−
3
128
√
pi
τ5/2 f5/2
)
+
∂(u2ϕ)
∂µ
(
1
4
√
pi
τ3/2 f3/2−
3
32
√
pi
τ5/2 f5/2+
15
256
√
pi
τ7/2 f7/2
)
+
∂(d1/pi)
∂µ
1
|u|
(
1
2
√
pi
τ1/2 f1/2−
5
16
√
pi
τ3/2 f3/2+
5
128
√
pi
τ5/2 f5/2−
15
256
√
pi
τ7/2 f7/2
)
=−2
(
1
2
√
pi
τ1/2 f1/2−
1
16
√
pi
τ3/2 f3/2+
3
128
√
pi
τ5/2 f5/2
)
, (3.2.10)
− ∂η
∂µ
(
1
8
√
pi
τ1/2 f1/2−
1
32
√
pi
τ3/2 f3/2+
9
512
√
pi
τ5/2 f5/2
)
+
∂(u2ϕ)
∂µ
(
1+
1
16
√
pi
τ3/2 f3/2−
3
64
√
pi
τ5/2 f5/2+
45
1024
√
pi
τ7/2 f7/2
)
+
∂(d1/pi)
∂µ
1
|u|
(
1
8
√
pi
τ1/2 f1/2−
3
32
√
pi
τ3/2 f3/2+
33
512
√
pi
τ5/2 f5/2−
45
1024
√
pi
τ7/2 f7/2
)
=−2
(
1
8
√
pi
τ1/2 f1/2−
3
32
√
pi
τ3/2 f3/2+
9
512
√
pi
τ5/2 f5/2
)
. (3.2.11)
We turn to the derivative of d1/pi with respect to µ, and carry out the calcu-
lation
∂(d1/pi)
∂µ
= 2
T
z
∂z
∂µ
∫ 1
−1
dx x/
√
1− x2
1+ exp(x/t)/z
. (3.2.12)
In light of
T
z
∂z
∂µ
= 1− ∂p
b
∂µ
, (3.2.13)
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eq. (3.2.12) can be rewritten as
2δ
∂pb
∂µ
+
∂(d1/pi)
∂µ
= 2δ, (3.2.14)
where we have denoted
δ=
1
pi
∫ 1
−1
dx x/
√
1− x2
1+ exp(x/t)/z
. (3.2.15)
It’s easy to see that, for eqs. (3.2.9) to (3.2.11) and (3.2.14), the derivatives
of pb, η, u2ϕ, and d1/pi with respect to µ make up a set of linear equations. The
solution of this set of equations is listed as follows,
∂pb
∂µ
=− 8τ
1/2 (2 f1/2− τ f3/2)
∆t
, (3.2.16)
∂η
∂µ
=− τ
1/2 (8 f1/2− τ f3/2)
∆t
, (3.2.17)
∂(u2ϕ)
∂µ
=− τ
1/2 (4 f1/2−3τ f3/2)
2∆t
, (3.2.18)
∂(d1/pi)
∂µ
=
2δ
(
8
√
pi+12τ1/2 f1/2−7lτ3/2 f3/2
)
∆t
, (3.2.19)
where we have omitted all o
(
1
|u|
)
and o
(
τ2
)
terms, and
∆t = 8
√
pi−4τ1/2 f1/2+ τ3/2 f3/2. (3.2.20)
Similar to what we have done to d1 above, the derivative of pu with respect
to µ reads
∂pu
∂µ
= (1− ∂p
b
∂µ
)γ, (3.2.21)
where we have used eqs. (3.1.51) and (3.2.13), and the fact that exp(κ(pi)) =
exp(1/t)/z. For simplicity, we have denoted
γ=
1
pi
∫ 1
−1
dx 1
1+ exp(x/t)/z
1√
1− x2 . (3.2.22)
The next stage is to calculate the second order derivative of pb with respect
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to µ. Prior to later calculations, we notice that
∂
∂ν
(τs fs) =
1
D1
[
−sτs fs∂D1∂ν + τ
s−1 fs−1
(
T
ζ
∂ζ
∂ν
)]
, (3.2.23)
where ν could be either µ or B and we have used the polylogarithm property
∂
∂z
Lis(z) =
1
z
Lis−1(z). (3.2.24)
Differentiation of eqs. (3.2.9) to (3.2.11) and (3.2.14), and some algebraic
manipulations, then leads to a set of linear equations,
∂2pb
∂µ2
− ∂
2η
∂µ2
(
1√
pi
τ1/2 f1/2−
1
2
√
pi
τ3/2 f3/2+
3
4
√
pi
τ5/2 f5/2
)
+
∂2(u2ϕ)
∂µ2
(
1
2
√
pi
τ3/2 f3/2−
3
4
√
pi
τ5/2 f5/2+
15
8
√
pi
τ7/2 f7/2
)
+
∂2(d1/pi)
∂µ2
1
|u|
(
1√
pi
τ1/2 f1/2−
1√
pi
τ3/2 f3/2+
3
2
√
pi
τ5/2 f5/2−
15
8
√
pi
τ7/2 f7/2
)
=
∂
∂µ
(
τ1/2 f1/2
)(
− 1√
pi
)(
2− ∂η
∂µ
+
1
|u|
∂(d1/pi)
∂µ
)
+
∂
∂µ
(
τ3/2 f3/2
)(
− 1
2
√
pi
∂η
∂µ
− 1
2
√
pi
∂(u2ϕ)
∂µ
+
1
|u|
1√
pi
∂(d1/pi)
∂µ
+
1√
pi
)
+
∂
∂µ
(
τ5/2 f5/2
)( 3
4
√
pi
∂η
∂µ
+
3
4
√
pi
∂(u2ϕ)
∂µ
− 1|u|
3
2
√
pi
∂(d1/pi)
∂µ
− 3
2
√
pi
)
+
∂
∂µ
(
τ7/2 f7/2
) 15
8
√
pi
(
1
|u|
∂(d1/pi)
∂µ
− ∂(u
2ϕ)
∂µ
)
, (3.2.25)
∂2η
∂µ2
(
1− 1
2
√
pi
τ1/2 f1/2+
1
16
√
pi
τ3/2 f3/2−
3
128
√
pi
τ5/2 f5/2
)
+
∂2(u2ϕ)
∂µ2
(
1
4
√
pi
τ3/2 f3/2−
3
32
√
pi
τ5/2 f5/2+
15
256
√
pi
τ7/2 f7/2
)
+
∂2(d1/pi)
∂µ2
1
|u|
(
1
2
√
pi
τ1/2 f1/2−
5
16
√
pi
τ3/2 f3/2+
5
128
√
pi
τ5/2 f5/2−
15
256
√
pi
τ7/2 f7/2
)
=
∂
∂µ
(
τ1/2 f1/2
)(
− 1
2
√
pi
)(
2− ∂η
∂µ
+
1
|u|
∂(d1/pi)
∂µ
)
+
∂
∂µ
(
τ3/2 f3/2
)(
− 1
16
√
pi
∂η
∂µ
− 1
4
√
pi
∂(u2ϕ)
∂µ
+
1
|u|
5
16
√
pi
∂(d1/pi)
∂µ
+
1
8
√
pi
)
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+
∂
∂µ
(
τ5/2 f5/2
)( 3
128
√
pi
∂η
∂µ
+
3
32
√
pi
∂(u2ϕ)
∂µ
− 1|u|
5
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√
pi
∂(d1/pi)
∂µ
− 3
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√
pi
)
+
∂
∂µ
(
τ7/2 f7/2
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√
pi
(
−∂(u
2ϕ)
∂µ
+
1
|u|
∂(d1/pi)
∂µ
)
, (3.2.26)
− ∂
2η
∂µ2
(
1
8
√
pi
τ1/2 f1/2−
1
32
√
pi
τ3/2 f3/2+
9
512
√
pi
τ5/2 f5/2
)
+
∂2(u2ϕ)
∂µ2
(
1+
1
16
√
pi
τ3/2 f3/2−
3
64
√
pi
τ5/2 f5/2+
45
1024
√
pi
τ7/2 f7/2
)
+
∂2(d1/pi)
∂µ2
1
|u|
(
1
8
√
pi
τ1/2 f1/2−
3
32
√
pi
τ3/2 f3/2+
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√
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45
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)
=
∂
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τ1/2 f1/2
)(
− 1
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√
pi
)(
2− ∂η
∂µ
+
1
|u|
∂(d1/pi)
∂µ
)
+
∂
∂µ
(
τ3/2 f3/2
)(
− 1
32
√
pi
∂η
∂µ
− 1
16
√
pi
∂(u2ϕ)
∂µ
+
3
32
√
pi
1
|u|
∂(d1/pi)
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+
3
16
√
pi
)
+
∂
∂µ
(
τ5/2 f5/2
)( 9
512
√
pi
∂η
∂µ
+
3
64
√
pi
∂(u2ϕ)
∂µ
− 1|u|
33
512
√
pi
∂(d1/pi)
∂µ
− 9
256
√
pi
)
+
∂
∂µ
(
τ7/2 f7/2
) 45
1024
√
pi
(
−∂(u
2ϕ)
∂µ
+
1
|u|
∂(d1/pi)
∂µ
)
, (3.2.27)
2δ
∂2pb
∂µ2
+
∂2(d1/pi)
∂µ2
= 2
(
1− ∂p
b
∂µ
)2
δ′, (3.2.28)
where we have denoted
δ′ =
1
piT
∫ 1
−1
dx exp(x/t)/z
(1+ exp(x/t)/z)2
x√
1− x2 . (3.2.29)
Solving this set of equations, and omitting all o( 1|u|) and o(τ2) terms results
in that
∂2pb
∂µ2
=−
128 f−1/2
(
16pi−√piτ3/2 f3/2
)
D1τ1/2∆3t
. (3.2.30)
Differentiating eq. (3.2.21) then gives
∂2pu
∂µ2
=
(
1− ∂p
b
∂µ
)2
γ ′− γ∂
2pb
∂µ2
, (3.2.31)
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where similarly we have denoted
γ ′ =
1
1− ∂pb∂µ
∂γ
∂µ
=
1
piT
∫ 1
−1
dx exp(x/t)/z
(1+ exp(x/t)/z)2
1√
1− x2 . (3.2.32)
3.2.2 Derivatives with respect to B
Having obtained the derivatives of the pressures with respect to chemical poten-
tial µ, one can carry out similar calculations regarding magnetic field B. We list
the linear equations of first order derivatives as follows,
∂pb
∂B
− ∂η
∂B
(
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τ3/2 f3/2+
3
2
√
pi
τ5/2 f5/2−
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8
√
pi
τ7/2 f7/2
)
=0, (3.2.33)
∂η
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1
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√
pi
τ3/2 f3/2−
3
128
√
pi
τ5/2 f5/2
)
+
∂(u2ϕ)
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(
1
4
√
pi
τ3/2 f3/2−
3
32
√
pi
τ5/2 f5/2+
15
256
√
pi
τ7/2 f7/2
)
+
∂(d1/pi)
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|u|
(
1
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√
pi
τ1/2 f1/2−
5
16
√
pi
τ3/2 f3/2+
5
128
√
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τ5/2 f5/2−
15
256
√
pi
τ7/2 f7/2
)
=0, (3.2.34)
− ∂η
∂B
(
1
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√
pi
τ1/2 f1/2−
1
32
√
pi
τ3/2 f3/2+
9
512
√
pi
τ5/2 f5/2
)
+
∂(u2ϕ)
∂B
(
1+
1
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√
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3
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√
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+
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1024
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)
=0, (3.2.35)
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2δ
∂pb
∂B
+
∂(d1/pi)
∂B
= 2δ, (3.2.36)
where we have used
∂D1
∂B
=
1
|u|
∂(d1/pi)
∂B
− ∂(u
2ϕ)
∂B
, (3.2.37)
T
ζ
∂ζ
∂B
=− ∂η
∂B
+
1
|u|
∂(d1/pi)
∂B
. (3.2.38)
The solution to this set of equations is expressed as
∂pb
∂B
=− 16δτ
1/2 ( f1/2− τ f3/2)
|u|∆t , (3.2.39)
∂η
∂B
=− δτ
1/2 (8 f1/2−5τ f3/2)
|u|∆t , (3.2.40)
∂(u2ϕ)
∂B
=− 2δτ
1/2 f1/2
|u|∆t , (3.2.41)
∂(d1/pi)
∂B
=2δ+
32δ2τ1/2
(
f1/2− τ f3/2
)
|u|∆t . (3.2.42)
The linear equations for the second order derivatives are given by
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∂B2
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1
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∂
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)
, (3.2.43)
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32
√
pi
τ3/2 f3/2+
9
512
√
pi
τ5/2 f5/2
)
+
∂2(u2ϕ)
∂B2
(
1+
1
16
√
pi
τ3/2 f3/2−
3
64
√
pi
τ5/2 f5/2+
45
1024
√
pi
τ7/2 f7/2
)
+
∂2(d1/pi)
∂B2
1
|u|
(
1
8
√
pi
τ1/2 f1/2−
3
32
√
pi
τ3/2 f3/2+
33
512
√
pi
τ5/2 f5/2−
45
1024
√
pi
τ7/2 f7/2
)
=
∂
∂B
(
τ1/2 f1/2
)(
− 1
8
√
pi
)(
−∂η
∂B
+
1
|u|
∂(d1/pi)
∂B
)
+
∂
∂B
(
τ3/2 f3/2
)(
− 1
32
√
pi
∂η
∂B
− 1
16
√
pi
∂(u2ϕ)
∂B
+
3
32
√
pi
1
|u|
∂(d1/pi)
∂B
)
+
∂
∂B
(
τ5/2 f5/2
)( 9
512
√
pi
∂η
∂B
+
3
64
√
pi
∂(u2ϕ)
∂B
− 1|u|
33
512
√
pi
∂(d1/pi)
∂B
)
+
∂
∂B
(
τ7/2 f7/2
) 45
1024
√
pi
(
−∂(u
2ϕ)
∂B
+
1
|u|
∂(d1/pi)
∂B
)
, (3.2.45)
2δ
∂2pb
∂B2
+
∂2(d1/pi)
∂B2
= 2
(
1− ∂p
b
∂B
)2
δ′. (3.2.46)
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It is easy to write down the solution of interest
∂2pb
∂B2
=− 16δ
′τ1/2( f1/2− τ f3/2)
|u|∆t
−
4096piδ2 f−1/2
(
16
√
pi f1/2−8τ1/2 f 21/2−5τ3/2 f1/2 f3/2−4
√
piτ f3/2
)
u2D1τ1/2
(
4 f1/2− τ f3/2
)
∆4t
.
(3.2.47)
The derivatives of pu with respect to B are written as
∂pu
∂B
=(1− ∂p
b
∂B
)γ, (3.2.48)
∂2pu
∂B2
=
(
1− ∂p
b
∂B
)2
γ ′− γ∂
2pb
∂B2
. (3.2.49)
3.2.3 Summary for Thermodynamic Quantities
As a consequence, we summarize the results for the thermodynamic quantities
here
n=
∂pu
∂µ
+
∂pb
∂µ
= γ+(1− γ)∂p
b
∂µ
, (3.2.50)
m=
1
2
(
∂pu
∂B
+
∂pb
∂B
)
=
1
2
[
γ+(1− γ)∂p
b
∂B
]
, (3.2.51)
κc =
∂2pu
∂µ2
+
∂2pb
∂µ2
=
(
1− ∂p
b
∂µ
)2
γ ′+(1− γ)∂
2pb
∂µ2
, (3.2.52)
χs =
1
2
(
∂2pu
∂B2
+
∂2pb
∂B2
)
=
1
2
[(
1− ∂p
b
∂B
)2
γ ′+(1− γ)∂
2pb
∂B2
]
, (3.2.53)
where the first and second order derivatives of pb with respect to µ or B are listed
as
∂pb
∂µ
=− 8τ
1/2 (2 f1/2− τ f3/2)
∆t
, (3.2.54)
∂pb
∂B
=− 16δτ
1/2 ( f1/2− τ f3/2)
|u|∆t , (3.2.55)
∂2pb
∂µ2
=−
128 f−1/2
(
16pi−√piτ3/2 f3/2
)
D1τ1/2∆3t
, (3.2.56)
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∂2pb
∂B2
=− 16δ
′τ1/2( f1/2− τ f3/2)
|u|∆t
−
4096piδ2 f−1/2
(
16
√
pi f1/2−8τ1/2 f 21/2−5τ3/2 f1/2 f3/2−4
√
piτ f3/2
)
u2D1τ1/2
(
4 f1/2− τ f3/2
)
∆4t
,
(3.2.57)
with
∆t =8
√
pi−4τ1/2 f1/2+ τ3/2 f3/2, (3.2.58)
δ=
1
pi
∫ 1
−1
dx 1
1+ exp(x/t)/z
x√
1− x2 , (3.2.59)
γ=
1
pi
∫ 1
−1
dx 1
1+ exp(x/t)/z
1√
1− x2 , (3.2.60)
γ ′ =
1
piT
∫ 1
−1
dx exp(x/t)/z
(1+ exp(x/t)/z)2
1√
1− x2 , (3.2.61)
δ′ =
1
piT
∫ 1
−1
dx exp(x/t)/z
(1+ exp(x/t)/z)2
x√
1− x2 . (3.2.62)
3.3 Iterative Solution
Although the expressions for the thermodynamic quantities are obtained, they
are implicit and being coupled with other equations. In principle, the explicit
results can be accessible through lengthy iteration, which is the focus of this
section. We will try our best to keep the mathematical rigour in our calculations,
however, occasionally it is not as rigorous as expected.
As a start, we denote a3/2 =− 1√piD1 , and thus approximately the pressure of
bound pairs is expressed as
pb = a3/2T
3/2 f3/2. (3.3.1)
Moreover, according to the leading terms in eqs. (3.2.1) to (3.2.3), we know that
η≈ 1
2
pb, u2ϕ≈ 1
8
pb. (3.3.2)
In the low density regime, we have assumed Λn|u| ≪ 1, which means that pb is
rather small compared to other quantities. Hence one derives that
a3/2 =−
1√
pi
(
d1
|u|pi −u
2ϕ
)−1/2
(3.3.3)
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≈−
(
d1
|u| −
pipb
8
)−1/2
(3.3.4)
≈−
√
|u|
d1
− p
b
16
√
pi
( |u|pi
d1
)3/2
, (3.3.5)
substituting eq. (3.3.1) into which yields
a3/2 =−
√
|u|
d1
+
pi
16
(
u
d1
)2
T 3/2 f3/2. (3.3.6)
Hereafter we denote that
d0 =2pi−4
∫ 1
−1
dx
√
1− x2
1+ exp(x/t)/z0
, (3.3.7)
δ0 =
1
pi
∫ 1
−1
dx 1
1+ exp(x/t)/z0
x√
1− x2 , (3.3.8)
γ0 =
1
pi
∫ 1
−1
dx 1
1+ exp(x/t)/z0
1√
1− x2 , (3.3.9)
δ′0 =
1
piT
∫ 1
−1
dx exp(x/t)/z0
(1+ exp(x/t)/z0)2
x√
1− x2 , (3.3.10)
γ ′0 =
1
piT
∫ 1
−1
dx exp(x/t)/z0
(1+ exp(x/t)/z0)2
1√
1− x2 , (3.3.11)
with
z0 = exp
(
µ+2u+B
T
)
. (3.3.12)
With the above notation, we know that
z= z0 exp(−a3/2T 1/2 f3/2), (3.3.13)
and then we derive
d1 =2pi−4
∫ 1
−1
dx
√
1− x2
1+ exp(x/t)/(z0 exp(−a3/2T 1/2 f3/2))
≈2pi−4
{∫ 1
−1
dx
√
1− x2
1+ exp(x/t)/z0
+
∫ 1
−1
dx exp(x/t)/z0
(1+ exp(x/t)/z0)2
√
1− x2
[
exp(−a3/2T 1/2 f3/2)−1
]}
≈d0−4
∫ 1
−1
dx exp(x/t)/z0
(1+ exp(x/t)/z0)2
√
1− x2
(
−a3/2T 1/2 f3/2
)
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=d0−4a3/2T 1/2 f3/2t
∫ 1
−1
dx
t
exp(x/t)
z0
−1
(1+ exp(x/t)/z0)2
√
1− x2
=d0+2pb
∫ 1
−1
dx 1
1+ exp(x/t)/z0
x√
1− x2
=d0+2pipbδ0, (3.3.14)
where we take into consideration that d1 shows itself in the form of d1|u| and
2pipb
|u|
being tiny, we thus approximately have
d1 ≈ d0. (3.3.15)
By a similar procedure, we obtain
δ≈ δ0, δ′ ≈ δ′0, γ≈ γ0, γ ′ ≈ γ ′0. (3.3.16)
We turn to f3/2, with
f3/2 =Li3/2(−ζ)
≈Li3/2
−exp
2µ− pb2 + d0|u|pi
T

=Li3/2
[
−exp
(
2µ+ d0|u|pi
T
)
exp
(
−1
2
T 1/2a3/2 f3/2
)]
=Li3/2
(
−ζ0 exp
(
−1
2
T 1/2a3/2 f3/2
))
=
∞
∑
k=0
(−ζ0)k
k3/2
[
exp
(
−1
2
T 1/2a3/2 f3/2
)]k
≈
∞
∑
k=0
(−ζ0)k
k3/2
[
1− 1
2
T 1/2a3/2 f3/2
]k
≈
∞
∑
k=0
(−ζ0)k
k3/2
[
1+ k
(
−1
2
T 1/2a3/2 f3/2
)]
≈
∞
∑
k=0
(−ζ0)k
k3/2
− 1
2
a3/2T
1/2 f3/2
∞
∑
k=0
(−ζ0)k
k1/2
=g3/2−
1
2
T 1/2a3/2 f3/2g1/2, (3.3.17)
where we have used the definition of the polylogarithm Lis(x) = ∑∞k=0 x
k
ks , and
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denoted
ζ0 = exp
(
2µ+ d0|u|pi
T
)
, gs = Lis(−ζ0). (3.3.18)
Substituting eq. (3.3.17) into eq. (3.3.6) leads to
a3/2 ≈−
√
|u|
d0
+
pi
16
( |u|
d0
)2
T 3/2g3/2. (3.3.19)
Inserting this result into eq. (3.3.17) gives
f3/2 ≈ g3/2−
1
2
√
|u|
d0
T 1/2 f3/2g1/2, (3.3.20)
which after one iteration can be approximated as
f3/2 ≈ g3/2−
1
2
√
|u|
d0
T 1/2g3/2g1/2. (3.3.21)
Similarly, we derive that
f1/2 ≈g1/2−
1
2
√
|u|
d0
T 1/2 g3/2 g−1/2, (3.3.22)
f−1/2 ≈g−1/2−
1
2
√
|u|
d0
T 1/2 g3/2 g−3/2. (3.3.23)
Furthermore, we express D1 as
D1 =
d0
|u|pi −
pb
8
≈ d0|u|pi −
1
8
a3/2T
3/2 f3/2
≈ d0|u|pi +
1
8
√
|u|
d0
T 3/2g3/2. (3.3.24)
Hence, the pressures of bound pairs and unpaired fermions are expressed as
pb =− T
3/2
√
piD1
f3/2, (3.3.25)
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Figure 3.1: A comparison between the analytic results derived in sections 3.2.3 & 3.3
and the numerical results obtained from the TBA equations (2.3.41) to (2.3.43). Here
we adopt natural units in the plots. The upper and the lower panels respectively show
the density and susceptibility vs magnetic field across phases V, IV, II, III at a fixed
chemical potential µ=−0.08, temperature T = 10−4 and interaction strength u=−10.
The sudden changes in the density and susceptibility show subtle scaling behavior near
phase transitions.
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pu =T ln
[
1+ exp
(
2− (µ+2u+B− pb)
T
)]
+
2
pi
∫ 1
−1
dx arccos(−x)
1+ exp(x/t)/(z0 · e−pb/T )
.
(3.3.26)
Now we have arrived at a set of explicit expressions for the thermodynamic
quantities, which states that the variables present in section 3.2.3 read
D1 ≈ d0|u|pi +
1
8
√
|u|
d0
T 3/2g3/2, (3.3.27)
fs ≈gs− 12
√
|u|
d0
T 1/2gsgs−1, (3.3.28)
and the other variables d1, δ, γ, δ′, γ ′ have been replaced by d0, δ0, γ0, δ′0, γ ′0. They
can be used in fitting experimental data, while their accuracy is demonstrated in
fig. 3.1.
3.4 Quantum Criticality
A quantum phase transition in 1D occurs at zero temperature by varying the
physical parameters of the system. In general, near a quantum critical point,
the model is expected to show universal scaling behaviour in the thermodynamic
quantities due to the collective nature of many-body effects [92]. There are five
different phases in the ground state of the 1D attractive Hubbard model, which
makes itself an ideal model to explore such a universal scale-invariant description
on a 1D lattice. The behavior of the thermodynamic quantities is governed by
scaling functions with critical exponents in a V-shaped region fanning out to
finite temperatures from the quantum critical point.
At very low temperatures, spin fluctuation in the FFLO-like phase is sup-
pressed, as are the bound states of higher k-Λ strings for |µ/T | ≫ 1. In this
regime, the thermodynamics of the model is governed by a two-component TLL
or say two-component Fermi liquid comprising of excess fermions and of hard-
core bosonic charge bound states. The leading low-temperature correction to the
free energy is given by
f ≈ f0− piT
2
6
(
1
vu
+
1
vb
)
, (3.4.1)
where f0 is the ground state free energy and vu (vb) is the sound velocity of excess
unpaired fermions (bound pairs). This result is valid for arbitrary interaction
strength.
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Figure 3.2: Contour plot of entropy vs magnetic field B for the 1D attractive Hubbard
model. The numerical calculation is performed by solving the TBA equations (2.3.41)
to (2.3.43) with a fixed chemical potential µ = −0.828 and interaction u = −1. The
crossover temperatures (white dashed lines) fanning out from the critical points sepa-
rate different TLL phases from the quantum critical regimes. The linear temperature-
dependent entropy breaks down when the temperature is greater than these crossover
temperatures. Here TLLu and TLLb respectively stand for the TLLs of unpaired
fermions and bound pairs. TLLm stands for the two-component TLL of the FFLO-like
state.
The TLL validates only in the region below the crossover temperatures, where
the entropy or specific heat retains a linear temperature-dependence, see the
dashed lines in fig. 3.2. The entropy in the temperature-magnetic field plane
displays the visible areas of the critical regions near different critical points. We
will derive the scaling functions for the critical regions in this section through
expanding the thermodynamic quantities obtained in section 3.2.3 in the regime
|µ−µc| ≪ 1.
We observe that some integrands in the previous sections contain functions
of this kind
1
1+ exp(x/a)/b
,
which originate from part integration and correspond to
1
1+ exp(ε(y)/T )
,
where ε(y) is the dressed energy. This is helpful in later analysis of criticality.
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3.4.1 µc1: Phase I-V
In this quantum critical region, the dressed energy is positive κ> 0, and thus pu,
δ, γ, δ′, γ ′ ≈ 0, d1 ≈ 2pi; pb ≪ 1; hence D1 ≈ 2|u| . Both the magnetization ∂p
b
∂B and
the susceptibility ∂2pb∂B2 vanish due to δ′,δ≈ 0.
Around the critical point, at very low temperature, approximately have
n=
∂pb
∂µ
=−8τ
1/2 (2 f1/2− τ f3/2)
∆t
≈−
√
2|u|
pi
T 1/2 f1/2, (3.4.2)
m=
∂pb
∂B
=−16δτ
1/2 ( f1/2− τ f3/2)
|u|∆t ≈ 0, (3.4.3)
κc =
∂2pb
∂µ2
=−
128 f−1/2
(
16pi−√piτ3/2 f3/2
)
D1τ1/2∆3t
≈−2
√
2|u|
pi
T−1/2 f−1/2 (3.4.4)
χs =
∂2pb
∂B2
≈ 0. (3.4.5)
Furthermore, we have
f1/2 =Li1/2(−ζ)≈ Li1/2
(
−exp
(
2µ− pb/2+2/c
T
))
=
−1
Γ(12)
∫ ∞
0
dx x
−1/2
1+ ex/exp
(
2µ−pb/2+2/c
T
)
=
−1
Γ(12)
∫ ∞
0
dx x
−1/2
1+ exp(x− 2µc1−pb/2+2/cT )/exp
(
2(µ−µc1)
T
)
≈ −1
Γ(12)
∫ ∞
0
dx x
−1/2
1+ ex/exp
(
2(µ−µc1)
T
)
=Li1/2
(
−exp
(
2µ−2µc1
T
))
, (3.4.6)
where we have let
exp
−2µc1− pb2 + 2|u|
T
≈ 1.
We here make an explanation of the above approximation, as we have stated in
the beginning of this section ex/exp
(
2µ−pb/2+2/c
T
)
corresponds to exp(ε′1/T ), and
the phase transition takes place if µ or B drives this dressed energy function to the
situation where ε′1(Λ = 0,µ = µc,B,T = 0) = 0 or ε′1(Λ = 0,µ,B = Bc,T = 0) = 0;
obviously x= 0 corresponds to Λ= 0, and then we expand ε′1(Λ= 0,µ,B,0< T ≪
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1)/T ≈ 0 around |µ−µc|≪ T , i.e., ε′1(Λ= 0,µ,B)/T ≈−(2µ− p
b
2 +
2
|u|)/T ≈−2(µ−
µc)/T − (2µc− p
b
2 +
2
|u|)/T ≈ 0, which implies that −(2µc− p
b
2 +
2
|u|)/T is higher
order term; therefore we keep −2(µ−µc)/T and thus exp(−2µc1−p
b/2+2/c
T )≈ 1.
Reasonably, one may conjecture that
f−1/2 = Li−1/2
(
−exp
(
2µ−2µc1
T
))
. (3.4.7)
We give a sketch of the proof. We have noted that
∂
∂z
Lis(z) =
1
z
Lis−1(z), (3.4.8)
Li1/2(−z) =
−1
Γ(12)
∫ ∞
0
dx x
1/2
1+ ex/z
. (3.4.9)
It is straightforward to derive that
Li−1/2(−z) =z
∂
∂z
Li1/2 =
−1
Γ(12)
∫ ∞
0
dx x
−1/2ex/z
(1+ ex/z)2
. (3.4.10)
By the help of this alternative definition for Li−1/2(x), and through a similar
procedure for dealing with f1/2 beforehand, we obtain
f−1/2 =Li−1/2(−ζ)≈ Li−1/2
(
−exp
(
2µ− pb/2+2/c
T
))
=
−1
Γ(12)
∫ ∞
0
dx
x−1/2ex/exp
(
2µ−pb/2+2/c
T
)
(
1+ ex/exp
(
2µ−pb/2+2/c
T
))2
=
−1
Γ(12)
∫ ∞
0
dx
x−1/2ex/exp
(
2µ−2µc1
T
)
(
1+ ex/exp
(
2µ−2µc1
T
))2
=Li−1/2
(
−exp
(
2µ−2µc1
T
))
. (3.4.11)
Consequently, the critical behaviour of thermodynamic quantities between
phases I and V is listed as follows,
n=−
√
2|u|
pi
T 1/2Li1/2
(
−exp
(
2µ−2µc1
T
))
, (3.4.12)
m≈0, (3.4.13)
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κc =−2
√
2|u|
pi
T−1/2Li−1/2
(
−exp
(
2µ−2µc1
T
))
(3.4.14)
χs ≈0. (3.4.15)
3.4.2 µc2: Phase I-II
In this critical region, ε′1 > 0, and thus pb, ∂p
b
∂µ ,
∂pb
∂B ≈ 0.
We start the derivation from n, with
n=
∂pu
∂µ
= γ=
1
pi
∫ 1
−1
dx 1/
√
1− x2
1+ exp(x/t)/z
. (3.4.16)
Similarly, here exp(x/t)/z originates from exp(κ(k)/T ); x = −1 corresponds to
κ(k = 0) =−2−µc2−2u−B; once κ(k)> 0, the integrand decays exponentially,
and a phase transition occurs if κ(k= 0,µ= µc,B,T = 0) = 0 or κ(k= 0,µ= µc,B=
Bc,T = 0) = 0, hence we approximately obtain
exp(x/t)/z=exp
(
2x−µ−2u−B
T
)
=exp
(
2x− (µ−µc2)−µc2−2u−B
T
)
≈exp
(
2x+2
T
)
/exp
(
µ−µc2
T
)
, (3.4.17)
where, due to similar analysis to that around µc1, we have let
exp
(−2−µc2−2u−B
T
)
≈ 1.
Going on with the calculation results in
n≈
∫ 1
−1
dx 1/
√
1− x2
1+ exp
(2x+2
T
)
/exp
(µ−µc2
T
)
=
1
pi
∫ 2
0
dy 1
1+ exp
(
2y
T
)
/exp
(µ−µc2
T
) 1√
1− (y−1)2
≈
∫ ∞
0
dy 1
1+ exp
(
2y
T
)
/exp
(µ−µc2
T
) 1√2y
=
1
2pi
T 1/2
∫ ∞
0
dq q
−1/2
1+ eq/exp
(µ−µc2
T
)
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=− 1
2
√
pi
T 1/2Li1/2
(
−exp
(
µ−µc2
T
))
, (3.4.18)
where we enlarge the upper limit of integration from 2 to ∞ and only retain the
leading term in the expansion of 1√
y(2−y) due to this integral mainly relying on a
narrow interval near y= 0.
Considering m= γ2 in phase II, it is easy to see that
m=− 1
4
√
pi
T 1/2Li1/2
(
−exp
(
µ−µc2
T
))
. (3.4.19)
We turn to the compressibility, for which one should keep in mind the equal-
ity for Li−1/2(z) shown in eq. (3.4.10). We then carry out the derivation for
compressibility,
κc =γ ′ =
1
piT
∫ 1
−1
dx exp(x/t)/z
(1+ exp(x/t)/z)2
1√
1− x2
≈ 1
piT
∫ 1
−1
dx exp
(2x+2
T
)
/exp
(µ−µc2
T
)
(1+ exp
(2x+2
T
)
/exp
(µ−µc2
T
)
)2
1√
1− x2
≈ 1
piT
∫ 2
0
dy exp(y/t)/exp
(µ−µc2
T
)
(1+ exp(y/t)/exp
(µ−µc2
T
)
)2
1√
y(2− y)
≈ 1
piT
∫ ∞
0
dy exp(y/t)/exp
(µ−µc2
T
)
(1+ exp(y/t)/exp
(µ−µc2
T
)
)2
1√
2y
=
T−1/2
2pi
∫ ∞
0
dqq−1/2 e
q/exp
(µ−µc2
T
)
(1+ eq/exp
(µ−µc2
T
)
)2
=− 1
2
√
pi
T−1/2Li−1/2
(
−exp
(
µ−µc2
T
))
. (3.4.20)
Similar to the treatment of m, one can see that
χc =
1
2
κc =− 14√pi T
−1/2Li−1/2
(
−exp
(
µ−µc2
T
))
. (3.4.21)
The critical behaviour of thermodynamic quantities between phase I and II is
summarised as follows
n=− 1
2
√
pi
T 1/2Li1/2
(
−exp
(
µ−µc2
T
))
, (3.4.22)
m=− 1
4
√
pi
T 1/2Li1/2
(
−exp
(
µ−µc2
T
))
, (3.4.23)
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κc =− 12√pi T
−1/2Li−1/2
(
−exp
(
µ−µc2
T
))
, (3.4.24)
χc =− 14√pi T
−1/2Li−1/2
(
−exp
(
µ−µc2
T
))
. (3.4.25)
3.4.3 µc3: Phase II-III
Similar to the critical region between phase I and II, here we have ε′1(Λ)> 0, and
thus pb, ∂pb∂µ ,
∂pb
∂B ≈ 0; while one should notice that the phase transition between
phase II and III occurs if µ and B drives the dressed energy to the situation where
κ(k = pi,µ= µc,B,T = 0) = 0 or κ(k = pi,µ= µ,B= Bc,T = 0) = 0.
As a start, the density is expressed as
n=
∂pu
∂µ
= γ=
1
pi
∫ 1
−1
dx 1/
√
1− x2
1+ exp(x/t)/z
=1− 1
pi
∫ 1
−1
dx exp(x/t)/z
1+ exp(x/t)/z
1√
1− x2
≈1− 1
pi
∫ 1
−1
dx exp
(2x−2
T
)
/exp
(µ−µc3
T
)
1+ exp
(2x−2
T
)
/exp
(µ−µc3
T
) 1√
1− x2
≈1− 1
pi
∫ 0
−2
dq exp(q/t)/exp
(µ−µc3
T
)
1+ exp(q/t)/exp
(µ−µc3
T
) 1√
1− (q+1)2
=1− 1
pi
∫ 2
0
dy exp(−y/t)/exp
(µ−µc3
T
)
1+ exp(−y/t)/exp(µ−µc3T ) 1√2y− y2
=1− 1
pi
∫ 2
0
dy 1
1+ exp(y/t)/exp
(−µ−µc3T ) 1√2y− y2 , (3.4.26)
where we have let
exp(x/t)≈ exp
(
2x−2
T
)
/exp
(
µ−µc3
T
)
due to the similar reason for the approximation in eq. (3.4.6).
Note that exp(y/t)/exp
(−µ−µc3T ) corresponds to exp(−κ/T ), y = 0 corre-
sponds to x = 1, and the integral mainly relies on a narrow interval near y = 0,
we approximately derive that
n≈1− 1
pi
∫ 2
0
dy 1
1+ exp(y/t)/exp
(−µ−µc3T ) 1√2y ,
=1− T
1/2
2pi
∫ 4/T
0
dx x
−1/2
1+ ex/exp
(−µ−µc3T )
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≈1− T
1/2
2pi
∫ ∞
0
dx x
−1/2
1+ ex/exp
(−µ−µc3T )
=1+
1
2
√
pi
T 1/2Li1/2
(
−exp
(
−µ−µc3
T
))
. (3.4.27)
In phase II and III, we know that m = 12n, and thus in the quantum critical
region between these phases, the magnetization follows as
m=
1
2
+
1
4
√
pi
T 1/2Li1/2
(
−exp
(
−µ−µc3
T
))
. (3.4.28)
The derivation for κc is loosely analogous to that for n,
κc =γ ′ =
1
piT
∫ 1
−1
dx exp(x/t)/z
(1+ exp(x/t)/z)2
1√
1− x2
≈ 1
piT
∫ 1
−1
dx exp
(x−1
t
)
/exp
(µ−µc3
T
)(
1+ exp
(x−1
t
)
/exp
(µ−µc3
T
))2 1√1− x2
=
1
piT
∫ 0
−2
dy exp
(y
t
)
/exp
(µ−µc3
T
)(
1+ exp
(y
t
)
/exp
(µ−µc3
T
))2 1√1− (1+ y)2
=
1
piT
∫ 2
0
dq exp
(−qt )/exp(µ−µc3T )(
1+ exp
(−qt )/exp(µ−µc3T ))2
1√
1− (1−q)2
=
1
piT
∫ 2
0
dq exp
(q
t
)
/exp
(−µ−µc3T )(
1+ exp
(q
t
)
/exp
(−µ−µc3T ))2
1√
1− (1−q)2
≈ 1
piT
∫ 2
0
dq exp
(q
t
)
/exp
(−µ−µc3T )(
1+ exp
(q
t
)
/exp
(−µ−µc3T ))2
1√
2q
=
T−1/2
2pi
∫ 2/t
0
dx e
x/exp
(−µ−µc3T )(
1+ ex/exp
(−µ−µc3T ))2
1√
x
≈T
−1/2
2pi
∫ ∞
0
dx e
x/exp
(−µ−µc3T )(
1+ ex/exp
(−µ−µc3T ))2
1√
x
=− 1
2
√
pi
T−1/2Li−1/2
(
−exp
(
−µ−µc3
T
))
. (3.4.29)
Similar to the treatment of the magnetization, the susceptibility is expressed
as
χs =
1
2
γ ′ =− 1
4
√
pi
T−1/2Li−1/2
(
−exp
(
−µ−µc3
T
))
. (3.4.30)
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The critical behaviour of thermodynamic quantities between phase II and III
is as follows
n=1+
1
2
√
pi
T 1/2Li1/2
(
−exp
(
−µ−µc3
T
))
, (3.4.31)
m=
1
2
+
1
4
√
pi
T 1/2Li1/2
(
−exp
(
−µ−µc3
T
))
, (3.4.32)
κc =− 12√pi T
−1/2Li−1/2
(
−exp
(
−µ−µc3
T
))
, (3.4.33)
χs =− 14√pi T
−1/2Li−1/2
(
−exp
(
−µ−µc3
T
))
. (3.4.34)
3.4.4 µc4: Phase II-IV
The quantum criticality regarding phase IV is complicated due to the two com-
ponents of Luttinger liquids in this partially polarized phase. In general, in the
quantum critical region between phase II and IV, the bound pairs vanish and thus
the thermodynamic quantities of unpaired fermions behave as a background, and
that of the vanishing one behave as a singular part.
Similar to the analyses of f1/2 and f−1/2 in the vicinity of µc2, one can derive
the following results in the vicinity of µc4,
f1/2 =Li1/2 (−ζ)≈ Li1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.35)
f−1/2 =Li−1/2 (−ζ)≈ Li−1/2
(
−exp
(
2(µ−µc4)
T
))
. (3.4.36)
In the low-density regime, the cut off of the dressed energy is small, hence
pb ≪ 1. We rewrite d1, γ, and δ by the Sommerfeld expansion
d1 =2pi−
∫ 1
−1
dx
√
1− x2
1+ exp(x/t)/z
≈2pi−
∫ 4
0
dy 1/2
1+ exp
(
y−2−(µ+2u+B)
T
)√1−(y−2
2
)2
≈2pi−
∫ ∞
0
dy
√
y/2
1+ exp
(
y−2−(µ+2u+B)
T
)
≈2pi−
∫ ∞
0
dy
√
y/2
1+ exp
(
y−2−(µ−µc4+µc4+2u+B)
T
)
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≈2pi−
∫ ∞
0
dy
√
y/2
1+ exp
(
y−2−(µc4+2u+B)
T
)
≈2pi−
∫ µc4+2u+B+2
0
dy√y
=2pi− 1
3
(µc4+2u+B+2)
3/2 , (3.4.37)
and similarly
γ=
1
pi
∫ 1
−1
dx 1/
√
1− x2
1+ exp(x/t)/z
≈ 1
pi
(µc4+2u+B+2)
1/2 , (3.4.38)
δ=
1
pi
∫ 1
−1
dx x/
√
1− x2
1+ exp(x/t)/z
≈−1
pi
(µc4+2u+B+2)
1/2 . (3.4.39)
For simplicity, we denote qc4 = Re
√
µc4+2u+B+2, and hence obtain
d1 = 2pi− 13q
3
c4, γ=
1
pi
qc4, δ=−1piqc4. (3.4.40)
The explicit expression for µc4 is derived from eqs. (2.3.109) and (2.3.110) on
the basis of small cut-off in the low-density regime (|Q| ≪ 1). We approximately
recast eq. (2.3.110) into
Bc4 ≈2
√
1+u2−2+Q2− 2Q
3
3|u|pi , (3.4.41)
and thus Q2 ≈ B+ 2− 2√1+u2. We now can write down the approximation of
the expression for the critical chemical potential as
µc4 ≈ 2|u|−2
√
1+u2+
2
3|u|pi
(
B+2−2
√
1+u2
) 3
2
, (3.4.42)
and then rewrite qc4 as
qc4 =
√
µc4+2u+B+2
≈
√
B+2−2
√
1+u2+
2Q3
3pi|u|
=
√
B+2−2
√
1+u2+
1
3pi|u|
(
B+2−2
√
1+u2
)
. (3.4.43)
Having made the above preparations, we begin with studying the critical
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behavior of the particle density
n=γ+(1− γ)∂p
b
∂µ
=γ+(1− γ)−8τ
1/2 (2 f1/2− τ f3/2)
∆t
≈γ− (1− γ) 2√
pi
τ1/2 f1/2
=γ− (1− γ) 2√
piD1
T 1/2Li1/2
(
−exp
(
2(µ−µc4)
T
))
=nb4+λ1T 1/2Li1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.44)
where the background nb4 and coefficient λ1 are given by
nb4 =γ≈ γ0, (3.4.45)
λ1 =− 2(1− γ)√piD1
≈− 2(1− γ)√
d1/|u|
≈ −2
√|u|(1−qc4/pi)√
2pi−q3c4/3
. (3.4.46)
Similarly, one can derive that
m=
1
2
[
γ+(1− γ)∂p
b
∂B
]
=
1
2
[
γ+(1− γ)−16δτ
1/2 ( f1/2− τ f3/2)
|u|∆t
]
≈1
2
[
γ+(1− γ) −2δ|u|√piD1
T 1/2 f1/2
]
=mb4+λ2T 1/2Li1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.47)
where the background of magnetization mb4 and coefficient λ2 are expressed as
mb4 =
γ
2
≈ γ0
2
, (3.4.48)
λ2 =− δ(1− γ)√piD1
≈ (1−qc4/pi)qc4/pi√|u|√2pi−q3c4/3 . (3.4.49)
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We then turn to the compressibility,
κc =
(
1− ∂p
b
∂µ
)2
γ ′+(1− γ)∂
2pb
∂µ2
=
[
1− −8τ
1/2 (2 f1/2+ τ f3/2)
∆t
]2
γ ′+(1− γ)
−128 f−1/2
(
16pi+7
√
piτ3/2 f3/2
)
D1τ1/2∆3t
≈
(
1+
4√
pi
τ1/2 f1/2+
6
pi
τ f 21/2+
5
pi3/2
τ3/2 f 31/2−
2√
pi
τ3/2 f3/2
)
γ ′0
− (1− γ) 4√
D1pi
T−1/2Li−1/2
(
−exp
(
2(µ−µc4)
T
))
=κcb4+λ3T−1/2Li−1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.50)
where the background compressibility κcb4 and coefficient λ3 are
κcb4 =
(
1+
4√
pi
τ1/2 f1/2+
6
pi
τ f 21/2+
5
pi3/2
τ3/2 f 31/2−
2√
pi
τ3/2 f3/2
)
γ ′0, (3.4.51)
λ3 =− 4(1− γ)√
d1/|u|
≈ −4
√|u|(1−qc4/pi)√
2pi−q3c4/3
. (3.4.52)
The susceptibility is
χs =
1
2
(
1− ∂p
b
∂B
)2
γ ′+
1
2
(1− γ)∂
2pb
∂B2
,
=
1
2
[
1− −16δτ
1/2 ( f1/2− τ f3/2)
|u|∆t
]2
γ ′+
1
2
(1− γ)
[
−16δ
′τ1/2( f1/2− τ f3/2)
|u|∆t
−
4096piδ2 f−1/2
(
16
√
pi f1/2−8τ1/2 f 21/2−5τ3/2 f1/2 f3/2−4
√
piτ f3/2
)
u2D1τ1/2
(
4 f1/2− τ f3/2
)
∆4t

≈1
2
[
1− −16δτ
1/2 ( f1/2− τ f3/2)
|u|∆t
]2
γ ′− 1
2
(1− γ)16δ
′τ1/2( f1/2− τ f3/2)
|u|∆t
− 1
2
(1− γ) 4096piδ
216
√
pi f1/2
u2
√
D14 f1/2(8
√
pi)4
T−1/2 f−1/2
≈χsb4+λ4T−1/2Li−1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.53)
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where the background for the susceptibility χsb4 and coefficient λ4 read
χsb4 =
1
2
[
1− −16δτ
1/2 ( f1/2− τ f3/2)
|u|∆t
]2
γ ′− 1
2
(1− γ)16δ
′τ1/2( f1/2− τ f3/2)
|u|∆t
≈1
2
γ ′
1+ 32δτ1/2( f1/2− τ f3/2)|u|8√pi[1− ( 12√piτ1/2 f1/2− 18√piτ3/2 f3/2)]
− 12 16δ′τ1/2( f1/2− τ f3/2)|u|8√pi[1− ( 12√piτ1/2 f1/2− 18√piτ3/2 f3/2)]
≈1
2
γ ′
[
1+
4δτ1/2( f1/2− τ f3/2)
|u|√pi
(
1+
1
2
√
pi
τ1/2 f1/2+
1
4pi
τ f 21/2
)]
− 1
2
(1− γ) 2δ
′τ1/2( f1/2− τ f3/2)
|u|√pi
(
1+
1
2
√
pi
τ1/2 f1/2+
1
4pi
τ f 21/2
)
=
1
2
γ ′0+
2δ0γ ′0− (1− γ0)δ′0
|u|√pi
(
τ1/2 f1/2+
1
2
√
pi
τ f 21/2+
1
4pi
τ3/2 f 31/2− τ3/2 f3/2
)
(3.4.54)
λ4 =− 12 (1− γ)
4096piδ216
√
pi f1/2
u2
√
D14 f1/2(8
√
pi)4
≈−2δ
2(1− γ)√
|u|3d1
≈−2(qc4/pi)
2(1−qc4/pi)√
|u|3
√
2pi−q3c4/3
.
(3.4.55)
The critical behaviour of the thermodynamic quantities between phases II
and IV is
n=nb4+λ1T 1/2Li1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.56)
m=mb4+λ2T 1/2Li1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.57)
κc =κcb4+λ3T−1/2Li−1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.58)
χs =χsb4+λ4T
−1/2Li−1/2
(
−exp
(
2(µ−µc4)
T
))
, (3.4.59)
where
nb4 =γ0, λ1 =−2
√|u|(1−qc4/pi)√
2pi−q3c4/3
, (3.4.60)
mb4 =
γ0
2
, λ2 =
(1−qc4/pi)qc4/pi√|u|√2pi−q3c4/3 , (3.4.61)
κcb4 =
(
1+
4√
pi
τ1/2 f1/2+
6
pi
τ f 21/2+
5
pi3/2
τ3/2 f 31/2−
2√
pi
τ3/2 f3/2
)
γ ′0,
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λ3 =− 4
√|u|(1−qc4/pi)√
2pi−q3c4/3
, (3.4.62)
χsb4 =
1
2
γ ′0+
2δ0γ ′0− (1− γ0)δ′0
|u|√pi
(
τ1/2 f1/2+
1
2
√
pi
τ f 21/2+
1
4pi
τ3/2 f 31/2− τ3/2 f3/2
)
,
λ4 =− 2(qc4/pi)
2(1−qc4/pi)√
|u|3
√
2pi−q3c4/3
, (3.4.63)
with
qc4 =
√
B+2−2
√
1+u2+
1
3pi|u|
(
B+2−2
√
1+u2
)
. (3.4.64)
3.4.5 µc5: Phase IV-V
In the vicinity of µc5, the vanishing component in the FFLO-like phase IV is the
unpaired fermion. In contrast to the situation for the quantum critical region
between phases II and IV, here the thermodynamic quantities of bound pairs
play a role of background, and those of unpaired fermions are responsible for the
singular part.
As before we start from the particle density,
n=
∂pb
∂µ
+(1− ∂p
b
∂µ
)γ
≈∂p
b
∂µ
+(1− ∂p
b
∂µ
)
−T 1/2
2
√
pi
Li1/2
(
−exp
(
µ−µc5
T
))
=nb5+λ5T 1/2Li1/2
(
−exp
(
µ−µc5
T
))
, (3.4.65)
where the transformation from γ to the polylogarithm is similar to the analysis
for the quantum criticality between phase I and II, and
nb5 =
∂pb
∂µ
=−8τ
1/2 (2 f1/2− τ f3/2)
∆t
≈− 1√
pi
(
2τ1/2 f1/2− τ3/2 f3/2
)(
1+
1
2
√
pi
τ1/2 f1/2+
1
4pi
τ f 21/2
)
,
≈− 2√
pi
τ1/2 f1/2−
1
pi
τ f 21/2−
1
2pi3/2
τ3/2 f 31/2+
1√
pi
τ3/2 f3/2, (3.4.66)
λ5 =− 12√pi(1−
∂pb
∂µ
)≈− 1
2
√
pi
(
1+
2√
pi
τ1/2 f1/2
)
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≈− 1
2
√
pi
(1+2
√
|u|
d0
T 1/2 f1/2)
≈− 1
2
√
pi
(1+2
√
|u|
d0
T 1/2g1/2). (3.4.67)
To eliminate the influence of temperature in λ5, we begin with the Sommerfeld
expansion for d0, δ0 and γ0, for which the results are similar to those in the vicinity
of µc4,
d0 = 2pi− 13q
3
c5, γ=
1
pi
qc5, δ=−1piqc5, (3.4.68)
with
qc5 =Re
√
µc5+2u+B+2. (3.4.69)
We then consider T 1/2g1/2, and by the Sommerfeld expansion we derive
T s ·gs =T s ·Lis(−ζ) = T s −1Γ(s)
∫ ∞
0
dx x
s−1
1+ ex/ζ0
=
−1
Γ(s)
∫ ∞
0
dy y
s−1
1+ exp
(
y−(2µ+ d0|u|pi )
T
)
≈ −1
Γ(s)
∫ ∞
0
dy y
s−1
1+ exp
(
y−(2µc5+ d0|u|pi )
T
)
=
−1
Γ(s+1)
(
2µc5+
d0
|u|pi
)s
≈ −1
Γ(s+1)
(
2µc5+
2
|u| −
q3c5
3|u|pi
)s
. (3.4.70)
Hence, using above result for T s gs, we can write down the particle density in
this critical region as
n= nb5+λ5T 1/2Li1/2
(
−exp
(
µ−µc5
T
))
, (3.4.71)
where
nb5 =− 2√piτ
1/2 f1/2−
1
pi
τ f 21/2−
1
2pi3/2
τ3/2 f 31/2+
1√
pi
τ3/2 f3/2, (3.4.72)
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λ5 =− 12√pi
(
1− 4
pi
√
1+
2pi|u|µc5
2pi−q3c5/3
)
. (3.4.73)
Obviously, here we need an alternative expression for µc5. Remember that
under the condition A≪ 1, the PB(IV,V) is approximated as
µc5 ≈ 2|u|−B−2+ 8
√
2
3pi|u|α
[
2
√
u2+1−B−2
] 3
2
. (3.4.74)
The magnetization is expressed by
m=
1
2
[
∂pb
∂B
+(1− ∂p
b
∂B
)γ
]
≈ − 1
4
√
pi
T 1/2Li1/2
(
−exp
(
µ−µc5
T
))
, (3.4.75)
where the transformation from γ to the polylogarithm is the same as that in the
vicinity of µc1.
Now we study the critical behaviour of κc, for which
κc =
(
1− ∂p
b
∂µ
)2
γ ′+(1− γ)∂
2pb
∂µ2
≈(1− γ0) ∂
2pb
∂µ2
+
(
1− ∂p
b
∂µ
)2 −1
2
√
pi
T−1/2Li−1/2
(
−exp
(
µ−µc5
T
))
=κcb5+λ6T−1/2Li−1/2
(
−exp
(
µ−µc5
T
))
, (3.4.76)
where the transformation from γ ′ to the polylogarithm is similar to the analysis
for the quantum criticality between phase I and II, and
κcb5 =(1− γ0)
∂2pb
∂µ2
= (1− γ0)
−128 f−1/2
(
16pi−√piτ3/2 f3/2
)
D1τ1/2∆3t
≈− (1− γ0)
f−1/2
D1τ1/2
(
4√
pi − 14piτ3/2 f3/2
)
[
1−
(
1
2
√
piτ
1/2 f1/2− 18√piτ3/2 f3/2
)]3
≈− (1− γ0)
f−1/2
D1τ1/2
(
4√
pi
− 1
4pi
τ3/2 f3/2
)[
1+3
(
1
2
√
pi
τ1/2 f1/2−
1
8
√
pi
τ3/2 f3/2
)
+6
(
1
2
√
pi
τ1/2 f1/2
)2
+10
(
1
2
√
pi
τ1/2 f1/2
)3]
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≈− (1− γ0)
f−1/2
D1τ1/2
(
4√
pi
+
6
pi
τ1/2 f1/2+
6
pi3/2
τ f 21/2+
5
pi2
τ3/2 f 31/2−
7
4pi
τ3/2 f3/2
)
,
(3.4.77)
λ6 =− 12√pi
(
1− ∂p
b
∂µ
)2
=− 1
2
√
pi
(
1− −8τ
1/2 (2 f1/2− τ f3/2)
∆t
)2
≈− 1
2
√
pi
1+4√ |u|
d0
T 1/2g1/2

≈− 1
2
√
pi
(
1− 8
pi
√
1+
2pi|u|µc5
2pi−q3c5/3
)
. (3.4.78)
The case of susceptibility is rather simple, with
χs =
1
2
[(
1− ∂p
b
∂B
)2
γ ′+(1− γ)∂
2pb
∂B2
]
≈ 1
2
γ ′
=− 1
4
√
pi
T−1/2Li−1/2
(
−exp
(
µ−µc5
T
))
, (3.4.79)
The critical behaviour of the thermodynamic quantities between phases IV
and V is thus
n=nb5+λ5T 1/2Li1/2
(
−exp
(
µ−µc5
T
))
, (3.4.80)
m= − 1
4
√
pi
T 1/2Li1/2
(
−exp
(
µ−µc5
T
))
, (3.4.81)
κc =κcb5+λ6T−1/2Li−1/2
(
−exp
(
µ−µc5
T
))
, (3.4.82)
χs = − 14√pi T
−1/2Li−1/2
(
−exp
(
µ−µc5
T
))
, (3.4.83)
where
nb5 =− 2√piτ
1/2 f1/2−
1
pi
τ f 21/2−
1
2pi3/2
τ3/2 f 31/2+
1√
pi
τ3/2 f3/2,
λ5 =− 12√pi
(
1− 4
pi
√
1+
2pi|u|µc5
2pi−q3c5/3
)
; (3.4.84)
κcb5 =− (1− γ0)
f−1/2
D1τ1/2
(
4√
pi
+
6
pi
τ1/2 f1/2+
6
pi3/2
τ f 21/2+
5
pi2
τ3/2 f 31/2−
7
4pi
τ3/2 f3/2
)
,
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Figure 3.3: Scaling laws for thermodynamic quantities vs chemical potential at different
temperatures. The intersection points in (a), (b), (c) and (d) give the critical points
for phase transitions (I-II), (II-III), (II-IV) and (I-V), respectively.
λ6 =− 12√pi
(
1− 8
pi
√
1+
2pi|u|µc5
2pi−q3c5/3
)
, (3.4.85)
with
µc5 =2|u|−B−2+ 8
√
2
3pi|u|α
[
2
√
u2+1−B−2
] 3
2
, (3.4.86)
qc5 =Re
√
µc5+2u+B+2. (3.4.87)
3.4.6 Summary for Quantum Criticality
The five series of scaling forms can be cast into a universal scaling form [92–95],
if we let n and κ stand for the first and second order thermodynamic quantities
respectively. We thus have
n(µ,B,T ) =n0(µ,B,T )+T d/z+1−(1/νz)G
(
µ−µc
T 1/νz
)
,
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κ(µ,B,T ) =κ0(µ,B,T )+T d/z+1−(2/νz)F
(
µ−µc
T 1/νz
)
, (3.4.88)
where n0 and κ0 are the regular parts, with G(x) = Li 1
2
(x), F (x) = Li− 12 (x) thescaling functions. From the above scaling forms, one can read off the dynamical
exponent z= 2 and correlation critical exponent ν= 1/2. We demonstrate these
scaling relations in fig. 3.3.
The above scaling forms are observed to give the same critical exponents
which characterize the universality class of free-fermion criticality. An intuitive
explanation for this result is that the phase transitions in the 1D Hubbard model
have the common feature of one branch of Fermi sea vanishing at the critical
point. This naturally leads to a change in dispersion, i.e., a linear dispersion
vanishes while a quadratic dispersion is created when the phase transition occurs.
This change in dispersion underlies a universality class of quantum criticality
[96, 97].
Last but not least, we would like to make a remark for the phase transition
between phase II and III. In contrast to the 1D attractive SU(2) Fermi gas, here
the half-filling phase of the 1D attractive Hubbard model contributes a constant
regular part to the thermodynamic quantities due to its unique band-filling. This
is the only phase transition in this model which takes place because of band-filling
but not vanishing of one branch of Fermi sea.
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Chapter 4
Free-Fermi Liquids and Additivity Rules
in FFLO-like Phase
Fermi liquid theory is believed to break down in 1D strongly correlated systems
due to the absence of well defined quasi-particles. Consequently the TLL theory
is generally believed to describe the collective low-lying excitations in 1D many-
body systems. Despite such a big difference in the microscopic origins of the two
low-energy theories, both the Fermi liquid and the TLL share a common feature
– a small distortion of the Fermi surface or Fermi points results in the universal
low-energy physics of many-body systems. From the results of Chapter 3, we have
observed that at very low temperatures the low-energy physics of the FFLO-like
state is governed by the universality class of a two-component TLL.
However, in view of the macroscopic properties of the 1D attractive Hubbard
model, we argue that such a universality class of two-component TLL reveals
an important free-Fermi liquid nature. In order to show this rather elegant na-
ture, we will introduce two effective chemical potentials for the excess fermions
and bound pairs on a 1D lattice. Then we will show that the thermodynamic
properties in the FFLO-like phase behave like two independent free-Fermi liq-
uids. In particular, we find simple additivity rules for the compressibility and
susceptibility which represent a universal characteristic of quantum liquids at the
renormalization fixed point.
To begin with, we would like to make some preparations for later discussion
of the free-Fermi liquids. The zero temperature TBA equations (2.3.96) and
(2.3.97) in the low density regime can be approximated as
εu(k) =k2−µu−a1 ⋆ εb(k), (4.0.1)
εb(Λ) =α1Λ2−α1µb−a1 ⋆ εu(Λ)−a2 ⋆ εb(Λ), (4.0.2)
where am ⋆ εγ(x) =
∫ Qγ
−Qγ dyam(x− y)εγ(y) with Qγ (γ= u,b) being the Fermi point
of εγ(y). In the above equations, we have introduced two effective chemical po-
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tentials for unpaired fermions and bound pairs as
µu =µ+B+2u+2, (4.0.3)
µb =
2
α1
(
µ+2
√
u2+1−2|u|
)
. (4.0.4)
The effective chemical potential of the bound pairs reveals a deep physical insight
into the crossover from Bose-Einstein condensate to Bardeen-Cooper-Schrieffer
superconductor. Later we shall see these effective chemical potentials reveal an
important free quantum liquid nature.
This new form of TBA equations is useful to access the ground state proper-
ties, such as sound velocities, stiffness and effective chemical potentials. By virtue
of eqs. (4.0.1) and (4.0.2), we can rewrite the free energy per site eq. (2.3.44) as
f = u+
∫ Qu
−Qu
dk
2pi
εu(k)+
∫ Qb
−Qb
dΛ
2pi
β1εb(Λ), (4.0.5)
where κ(k) = εu(k) and ε′u(Λ) = εb(Λ).
Here we introduce two parameters α1 and β1 1, which are functions of u and
represent the lattice effect
α1 =
∫ pi
−pi
dk 2|u|cos
2 k (u2−3sin2 k)
pi(sin2 k+u2)3
, (4.0.6)
β1 =
∫ pi
−pi
dka1(sink). (4.0.7)
4.1 Luttinger Parameters
In this section, we figure out the TLL parameters of the 1D attractive Hubbard
model and compare them with those of the 1D attractive SU(2) Fermi gas [91].
The basic idea is to express the effective chemical potentials in terms of the Fermi
points by employing iteration of the eqs. (4.0.1) and (4.0.2). Using the fact that
the two dressed energies vanish at their corresponding Fermi points, we express
those Fermi points in terms of the densities of unpaired fermions and bound pairs.
We shall see that this process leads to a separation of two free-Fermi liquids in
the ground state energy per site.
For convenience, we rescale the TBA equations (4.0.1) and (4.0.2) by defining
1α1 has appeared in eq. (2.3.114), the phase boundary between phase IV and V.
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Figure 4.1: The lattice interacting parameters for the length-1 k−Λ strings as a function
of the interaction strength u. The parameter α1 strongly affects the band dispersion
of bound pairs. The parameter β1 presents a lattice contribution to the free energy of
the pairs.
ε˜γ = εγ/u2, µ˜γ = µγ/u2, Q˜γ = Qγ/|u|, and a¯n(x) = npi 1n2+x2 , with result
ε˜u(k˜) = k˜2− µ˜u− a¯1 ⋆ ε˜b(k˜), (4.1.1)
ε˜b(Λ˜) =α1Λ˜2−α1µ˜b− a¯1 ⋆ ε˜u(Λ˜)− a¯2 ⋆ ε˜b(Λ˜). (4.1.2)
In order to simplify the lengthy iterations, we introduce a vector presentation for
the above rescaled TBA equations. In view of the properties of even functions, we
utilize the base
{
k˜2n
}
and
{
Λ˜2n
}
(n= 0,1,2, . . .) to expand these scalar equations,
thus we have
ε⃗u =V⃗ u−A1(Q˜b)⃗εb, (4.1.3)
ε⃗b =V⃗ b−A1(Q˜u)⃗εu−A2(Q˜b)⃗εb. (4.1.4)
The vectors V⃗ u = [−µ˜u,1,0, . . .]Tr and V⃗ b = [−α1µ˜b,α1,0, . . .]Tr are the driving
terms and the superscript Tr represents transpose operation. The matrix An(Q˜γ)⃗ε
corresponds to the integral ∫ Q˜γ−Q˜γ dy a¯n(x− y)ε˜γ(y), and in general its element can
be explicitly expressed by
{
An(Q˜γ)
}
jl =
2
pi ∑0≤ j≤i<∞
(−1)iC2 j2i Q˜2i−2 j+2l+1γ
n2i+1(2i−2 j+2l+1) , (4.1.5)
with j, l = 0,1,2, . . ..
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Furthermore, as we only retain the first few leading terms, both ε⃗n and An(Q˜γ)
can be expanded as sums of a few leading orders with respect to Q˜γ,
ε⃗γ = ε⃗γ(0)+ ε⃗
γ
(1)+ ε⃗
γ
(2)+ ε⃗
γ
(3)+ . . . (4.1.6)
An(Q˜γ) =An(1)(Q˜γ)+A
n
(3)(Q˜γ)+A
n
(5)(Q˜γ)+ . . . . (4.1.7)
The explicit expressions of the first two orders of An( j)(Q˜γ) are
A1(1)(Q˜γ) =
2
pi
 1 0 · · ·−1 0 · · ·...
 Q˜γ, A2(1)(Q˜γ) = 1pi
 1 0 · · ·−14 0 · · ·...
 Q˜γ, (4.1.8)
A1(3)(Q˜γ) =
2
pi
 −
1
3
1
3 · · ·
2 13 · · ·...
 Q˜3γ , A2(3)(Q˜γ) =1pi
 −
1
12
1
3 · · ·
1
8 − 112 · · ·...
 Q˜3γ .
(4.1.9)
Substituting expansions of eqs. (4.1.6) and (4.1.7) into the TBA equations of
vectorial form in eqs. (4.1.3) and (4.1.4), and sorting terms order by order, leads
to a set of recurrence equations,
ε⃗u(0) =V⃗
u, ε⃗b(0) = V⃗
b,
ε⃗u(1) =−A1(1)(Q˜b)⃗εb(0),
ε⃗b(1) =−A1(1)(Q˜u)⃗εu(0)−A2(1)(Q˜b)⃗εb(0),
ε⃗u(2) =−A1(1)(Q˜b)⃗εb(1),
ε⃗b(2) =−A1(1)(Q˜u)⃗εu(1)−A2(1)(Q˜b)⃗εb(1),
ε⃗u(3) =−A1(1)(Q˜b)⃗εb(2)−A1(3)(Q˜b)⃗εb(0),
ε⃗b(3) =−A1(1)(Q˜u)⃗εu(2)−A2(1)(Q˜b)⃗εb(2)−A1(3)(Q˜u)⃗εu(0)−A2(3)(Q˜b)⃗εb(0),
whose solutions give rise to
ε˜u(k) =k2−µu+ 2α1
pi
µb Q˜b− 2α13pi Q˜
3
b, (4.1.10)
ε˜b(Λ) =α1Λ2−α1µb+ 2piµ
u Q˜u+
α1
pi
µb Q˜b− 23piQ˜
3
u−
α1
3pi
Q˜3b. (4.1.11)
Let ε˜γ(Q˜γ) = 0, then one can readily express µ˜γ in terms of Q˜η (γ,η = u,b),
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which can be rewritten in a vector equation[
µ˜u
α1µ˜b
]
=
(
I+
2
3
T
)[
Q˜2u
α1Q˜2b
]
, (4.1.12)
where the matrix T is given by
T=
1
pi
[
0 2Q˜b
2Q˜u Q˜b
]
. (4.1.13)
Finally, the free energy per site eq. (4.0.5) is expressed in terms of the Fermi
points Qu and Qb, with result
f =− 2
3pi
(
Q3u+α1β1Q
3
b
)
+u. (4.1.14)
We now proceed to obtain the particle densities in terms of the Fermi points.
To this end, we turn to the total particle density n and magnetization m¯ per site
based on eq. (4.0.5)
n=− ∂ f
∂µ
=−
∫ Qu
−Qu
dk
2pi
∂εu
∂µ
−β1
∫ Qb
−Qb
dΛ
2pi
∂εb
∂µ
, (4.1.15)
m¯=− ∂ f
∂B
=−
∫ Qu
−Qu
dk
2pi
∂εu
∂B
−β1
∫ Qb
−Qb
dΛ
2pi
∂εb
∂B
. (4.1.16)
Here we redefine m¯ = 2m according to the original TBA equations. In order
to get closed forms for these two properties, we first take partial derivatives of
eqs. (4.1.1) and (4.1.2) with respect to µ˜ and B˜, respectively. Similarly, µ˜= µ/u2
and B˜ = B/u2. Both sets of equations for these derivatives look similar to the
zero temperature TBA equations except the different driving terms. It is easy
to rewrite these integral equations in terms of the vectorial forms similar to
eqs. (4.1.3) and (4.1.4)
∂⃗εu
∂µ˜
=
∂⃗V u
∂µ˜
−A1(Q˜b) ∂⃗ε
b
∂µ˜
, (4.1.17)
∂⃗εb
∂µ˜
=
∂⃗V b
∂µ˜
−A1(Q˜u) ∂⃗ε
u
∂µ˜
−A2(Q˜b) ∂⃗ε
b
∂µ˜
, (4.1.18)
∂⃗εu
∂B˜
=
∂⃗V u
∂B˜
−A1(Q˜b) ∂⃗ε
b
∂B˜
, (4.1.19)
∂⃗εb
∂B˜
=
∂⃗V b
∂B˜
−A1(Q˜u) ∂⃗ε
u
∂B˜
−A2(Q˜b) ∂⃗ε
b
∂B˜
, (4.1.20)
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where the driving terms are ∂⃗V u∂µ = [−1,0, . . .]Tr, ∂⃗V
b
∂µ = [−2,0, . . .]Tr, ∂⃗V
u
∂B = [−1,0, . . .]Tr,
and ∂⃗V b∂B = [0,0, . . .]Tr.
The resolving procedure for the above vectorial equations of partial derivatives
are rather similar to that for the TBA equations. These solutions together with
eq. (4.1.15) result in
n˜=
1
pi
[
Q˜u,β1Q˜b
](
I−T+T2
)[ 1
2
]
, (4.1.21)
˜¯m=
1
pi
[
Q˜u,β1Q˜b
](
I−T+T2
)[ 1
0
]
, (4.1.22)
where n˜= n/|u| and ˜¯m= m¯/|u|.
Finally, if we define nu = m¯ and nb = (n−nu)/2 as the densities for the excess
fermions and bound pairs respectively, eqs. (4.1.21) and (4.1.22) can be summa-
rized as [
n˜u
n˜b
]
=
1
pi
(
I−T+T2
)Tr [ Q˜u
β1Q˜b
]
. (4.1.23)
Here similarly n˜γ = nγ/|u| (γ= u,b).
A reverse of eq. (4.1.23) gives the cut-off momenta
Qu ≈pinu
5
∑
j=0
(
2nb
|u|
) j
,
Qb ≈ pinbβ1
5
∑
n= j
[
2nu+nb
β1|u|
] j
. (4.1.24)
For the next step, substituting eq. (4.1.24) into eq. (4.1.14) leads to separating
the ground state energy per site into the energies of excess fermions and bound
pairs, with result
e= eu+ eb+ ebind. (4.1.25)
Here ebind is the binding energy and the subscripts u and b denote the excess
fermions and bound pairs, respectively. The terms are given explicitly by
eu =
pi2
3
n3u
[
1+2
(
2nb
|u|
)
+3
(
2nb
|u|
)2]
, (4.1.26)
eb =
pi2
3
α1n3b
β21
[
1+2
(
2nu+nb
β1|u|
)
+3
(
2nu+nb
β1|u|
)2]
, (4.1.27)
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ebind =− (2u+2)nu−4
(
u+
√
u2+1
)
nb. (4.1.28)
We define a dimensionless interaction strength γs = 2|u|/ns (s= u,b), and then
using the relation
Ks = pi/
√
3e(γs)−2γsde(γs)dγs +
1
2
γ2s
d2e(γs)
dγ2s
, (4.1.29)
the Luttinger parameters for the excess fermions and bound pairs can be directly
worked out to be
K1 =1,
K2 =2
√
2
β1√
α1
[
1− 2
β1 γ2
+
1
(β1 γ2)2
]
. (4.1.30)
We note that the Luttinger parameter K2 in the fully paired phase V depends
explicitly on the lattice parameters α1 and β1. This behavior is different from
the constant value K2 = 4 for the bound pairs phase of the strongly attractive
1D SU(2) Fermi gas [91]. In the limits u→ 0 and ns/|u| (s = u,b) small, the
lattice parameters α1→ 2, β1→ 2, see fig. 4.1. Thus we have K2 = 4 which is the
same as for the SU(2) Fermi gas. The two limits u→ 0 and ns/|u| ≪ 1 represent
the lattice-gas mapping between 1D attractive Hubbard model and SU(2) Fermi
gas [18].
4.2 Additivity Rule
By virtue of eqs. (4.1.12) and (4.1.23), we find that for the low density case, the
chemical potentials for the unpaired fermions and pairs are given explicitly by
µu =pin2uA
2
1+
4pi2α1
3β31|u|
n3bA
2
2, (4.2.1)
µb =pi2
n2b
β21
A22+
4pi2
3α1|u|n
3
uA
3
1+
2pi2
3β31|u|
n3bA
3
2, (4.2.2)
with
A1 =1+
2nb
|u| +
(
2nb
|u|
)2
,
A2 =1+
2nu+nb
β1|u| +
(
2nu+nb
β1|u|
)2
, (4.2.3)
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which indicate interacting effects among pairs and unpaired fermions. Specifi-
cally, A1 and A2 represent the statistical parameters for ideal anyonic particles of
single atoms and pairs, respectively. The effective chemical potentials eqs. (4.2.1)
and (4.2.2) reveal that the thermodynamic quantities could be separable, i.e. the
total is equal to a sum of the effective thermodynamic quantities of two individ-
ual constituents. In the next stage, we further derive the additivity rules for the
compressibility and susceptibility.
For the compressibility, using the standard thermodynamic relation κ=
(
∂n
∂µ
)
B
,
the derivatives of the density and effective chemical potentials for fixed magnetic
field can be respectively expressed as
dn=dnu+2dnb,
dµu =α1
2
dµb = dµ. (4.2.4)
Inserting these relations into the definition of compressibility κ=
(
∂n
∂µ
)
B
= dnu+2dnbdµ ,
it follows that
κc = κu+
2
α1
κb. (4.2.5)
Here the effective compressibilities of excess fermions and bound pairs are respec-
tively defined by
κu =
(
∂nu
∂µu
)
B
, (4.2.6)
κb =2
(
∂nb
∂µb
)
B
. (4.2.7)
In light of eqs. (4.0.3) and (4.0.4), they can be further expressed as
κu =
(
∂nu
∂µu
)
B
=
(
∂nu
∂µ
)
B
, (4.2.8)
κb =2
(
∂nb
∂µb
)
B
= α1
(
∂nb
∂µ
)
B
. (4.2.9)
We now proceed to derive the explicit expressions for the effective compress-
ibility in terms of densities of bound pairs and excess fermions. Apparently, the
densities of bound pairs and excess fermions rely on the chemical potential and
the magnetic field, and vice versa. Hence the total derivatives of nu and nb with
§4.2 Additivity Rule 85
respect to µ and B tell us
[ dnu
dnb
]
=

(
∂nu
∂µ
)
B
(
∂nu
∂B
)
µ(
∂nb
∂µ
)
B
(
∂nb
∂B
)
µ
[ dµ
dB
]
, (4.2.10)
and the total derivatives of µ and B with respect to nu and nb read
[ dµ
dB
]
=

(
∂µ
∂nu
)
nb
(
∂µ
∂nb
)
nu(
∂B
∂nu
)
nb
(
∂B
∂nb
)
nu
[ dnu
dnb
]
. (4.2.11)
We resolve the set of linear equations in eq. (4.2.11) and obtain
[ dnu
dnb
]
=
1
J

(
∂B
∂nb
)
nu
−
(
∂µ
∂nb
)
nu
−
(
∂B
∂nu
)
nb
(
∂µ
∂nu
)
nb
[ dµ
dB
]
, (4.2.12)
comparing which with eq. (4.2.10) yields(
∂nu
∂µ
)
B
=
1
J
(
∂B
∂nb
)
nu
,(
∂nb
∂µ
)
B
= −1
J
(
∂B
∂nu
)
nb
. (4.2.13)
Here J is the Jacobian determinant expressed by
J =
(
∂µ
∂nu
)
nb
(
∂B
∂nb
)
nu
−
(
∂B
∂nu
)
nb
(
∂µ
∂nb
)
nu
=− α1
2
[(
∂µu
∂nu
)
nb
(
∂µb
∂nb
)
nu
−
(
∂µb
∂nu
)
nb
(
∂µu
∂nb
)
nu
]
. (4.2.14)
Similarly, the magnetic field is dependent on the effective chemical potentials
while the latter is dependent on densities of bound pairs and excess fermions.
Therefore by application of the chain rule we have(
∂B
∂nu
)
nb
=
(
∂µu
∂nu
)
nb
− α1
2
(
∂µb
∂nu
)
nb
,(
∂B
∂nb
)
nu
=
(
∂µu
∂nb
)
nu
− α1
2
(
∂µb
∂nb
)
nu
. (4.2.15)
Since we have obtained the explicit expression of µr in terms of ns (r,s = u,b)
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Figure 4.2: A plot of compressibility κ and spin susceptibility χ vs magnetic field B
for the 1D attractive Hubbard model with u = −1 and µ = −0.8282. The red dashed
lines show the result obtained from the additivity rules eqs. (4.2.5) and (4.2.20). At
low temperatures, all compressibility and susceptibility curves collapse into the zero
temperature ones obeying the additivity rules. In the vicinity of the critical points
such free-Fermi liquid nature beaks down.
in eqs. (4.2.1) and (4.2.2), our goal of the effective compressibilities is easy to
achieve, with the results
κu =
pi2
J
[
−α1nb
β21
− 4α1nunb|u|β31
+
4n2u
|u| −
4n3u
u2
+
24n2unb
u2
− 12α1n
2
unb
u2β41
+
6α1n3b
u2β41
]
,
(4.2.16)
κb =− 2α1pi
2
J
[
nu− n
2
u
|u| +
4nunb
|u| −
6n2unb
u2
− α1n
2
b
uβ31
+
12nun2b
u2
− 6α1nun
2
b
u2β41
]
, (4.2.17)
J =− 2pi
4α1
β21
nunb
[
1+
4nu
|u|β1 +
12n2u
u2β21
+
4nb
|u| +
4nb
|u|β1 +
24nunb
u2β21
+
8nunb
u2β1
+
12n2b
u2
+
10n2b
u2β21
+
16n2b
u2β1
]
.
(4.2.18)
For the susceptibility defined in the canonical ensemble, χ¯ =
(
∂m¯
∂B
)
n
, it is
straightforward to see
dn=dnu+2dnb = 0,
dB=dµu− α1
2
dµb, (4.2.19)
where the second equation for dB arises from eqs. (4.0.3) and (4.0.4).
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The additivity rule for the susceptibility states that
1
χ¯
=
1
χ¯u
+
α1
2
1
χ¯b
, (4.2.20)
where the effective susceptibilities for excess fermions and bound pairs are re-
spectively defined by
χ¯u =
(
∂nu
∂µu
)
n
, (4.2.21)
χ¯b =2
(
∂nb
∂µb
)
n
. (4.2.22)
It is easy to carry out the calculation for this relation,
1
χ¯
=
(
∂m¯
∂B
)
n
−1
=
dB
dnu
=
dµu
dnu
− α1
2
dµb
dnu
=
dµu
dnu
+
α1
2
dµb
2dnb
=
1
χ¯u
+
α1
2
1
χ¯b
. (4.2.23)
The derivation for explicit expressions of the effective susceptibilities is rather
simple. Due to the fixed total particle density, one confirms that dnu+2dnb = 0,
and thus the total derivative of the effective chemical potentials with respect to
nγ (γ= u,b) is
dµu =
[(
∂µu
∂nu
)
nb
− 1
2
(
∂µu
∂nb
)
nu
]
dnu,
dµb =−2
[(
∂µb
∂nu
)
nb
− 1
2
(
∂µb
∂nb
)
nu
]
dnb, (4.2.24)
which indicates that
χ¯u =
1(
∂µu
∂nu
)
nb
− 12
(
∂µu
∂nb
)
nu
,
χ¯b =
−1(
∂µb
∂nu
)
nb
− 12
(
∂µb
∂nb
)
nu
. (4.2.25)
Taking account of eqs. (4.2.1) and (4.2.2), one then derives the results
χ¯u =
1/(2pi2)
nu− n
2
u
|u| +
4nunb
|u| −
6n2unb
u2 −
α1n2b
|u|β31
+
12nun2b
u2 −
6α1nun2b
u2β41
,
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χ¯b =
1/pi2
nb
β21
− 4n2u|u|α1 +
4n3u
u2α1
+ 4nunb|u|β31
− 24n2unbu2α1 +
12n2unb
u2β41
− 6n3b
u2β41
. (4.2.26)
Similar to the observation concerning TLL parameters, the additivity rules
for the 1D attractive Hubbard model also reduce to those for the SU(2) Fermi
gas through the lattice-gas mapping [91],
κ= κu+κb,
1
χ
=
1
χu
+
1
χb
. (4.2.27)
The simple additivity nature of the thermodynamics at low temperatures
characterizes the universal low energy physics of the FFLO-like state of the 1D
attractive Hubbard model. In this sense the additivity rules reflect a universal
nature of the multicomponent TLL in 1D. It is reminiscent of two independent
Fermi liquids. The simple additivity rule thus reveals the significant free-Fermi
liquid nature of the FFLO phase. Meanwhile they also reveal a free-Fermi liquid
nature in the phase of the multiple states.
The macroscopic magnetic properties in the FFLO-like phase show the prop-
erties of the ordinary higher-dimensional Fermi liquid, see fig. 4.3. This figure
shows that in the Fermi liquid region the magnetization is nearly temperature
independent. In the non-Fermi liquid region thermal fluctuations gradually over-
whelm quantum fluctuations. Thus the magnetization has a uniform temperature
dependence for different magnetic fields, indicating paramagnetism. Such Fermi
liquid features have been found in the spin compound CupzN [86] and the heavy
fermion material YbNi4P2 [87]. Recently the study of Fermi and non-Fermi liq-
uids in 1D has received significant interest [88, 98, 99].
4.3 Wilson Ratio
The Wilson ratio is a dimensionless ratio defined by the compressibility κc or
susceptibility χ over the specific heat divided by the temperature T
RκW =
pi2k2B
3
κc
Cv/T
, (4.3.1)
RχW =
4
3
(
pikB
µB gL
)2 χ
Cv/T
, (4.3.2)
where kB is the Boltzmann constant, µB the Bohr magneton and gL the Lande
factor. The Wilson ratio characterises the competition between quantum fluctu-
ations and thermal fluctuations.
We find that the ratio RκW is capable of distinguishing all phases of quantum
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Figure 4.3: Numerical results for the magnetization vs logarithm of the temperature
for different magnetic fields. Here we have set a fixed chemical potential µ=−0.14 and
interaction strength u = −7. For magnetic field B > Bc = 12.11065 (phase IV), three
regions are clearly displayed: Fermi liquid region at low temperatures, non-Fermi liquid
region at higher temperatures, and a crossover in between. For magnetic field B < Bc
(phase V), the magnetization displays the gapped nature of a non-Fermi liquid phase.
states, including the FFLO-like state in the phase diagram fig. 4.4. Indeed, the
phase boundaries determined by the Wilson ratio eq. (4.3.1) coincide with the
ones determined by the zero temperature TBA equations, see fig. 2.2. However,
the usual Wilson ratio RχW does not distinguish between the vacuum and the pure
paired phase V for T → 0 due to the vanishing susceptibility in both phases.
We observe that an enhancement of this ratio occurs near a phase transition.
It gives a finite value at the critical point, unlike the divergent values of compress-
ibility and susceptibility for T → 0, see fig. 4.5. Hence the Wilson ratio offers an
efficient method to determine the low temperature phase diagram.
The phases IV and V in fig. 4.4 reveal significant features, namely Fermi
liquids and free-fermion quantum criticality. A constant Wilson ratio implies that
the two types of fluctuations are on an equal footing, regardless of the microscopic
details of the underlying many-body systems. Using the explicit expressions for
the compressibility eq. (4.2.5) and susceptibility eq. (4.2.20), we may calculate
the Wilson ratio. The compressibility Wilson ratio RW is determined by
RκW =
pi2k2B
3
κ
Cv/T
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Figure 4.4: Finite temperature phase diagrams obtained from contour plots of the
Wilson ratios. The left and right plots are determined from the susceptibility Wilson
ratio RχW and from the compressibility Wilson ratio RκW, respectively. Here u=−1 and
T = 0.001. The red balls and green balls represent up spin and down spin respectively.
Both diagrams agree well with the zero temperature phase diagram fig. 2.2, despite the
fact that the left plot cannot distinguish phase I and V.
= pi
(
κu+
2
α1
κb
)/(
1
v1
+
1
v2
)
, (4.3.3)
where we have used eq. (3.4.1) to calculate the specific heat and set the Boltzmann
constant kB = 1. This Wilson ratio vanishes in both phases I (vacuum) and III
(half-filling phase). In the limit n/|u| → 0 the compressibility Wilson ratio for
phases II and V are respectively given by
RκW =1, (4.3.4)
RκW =2
√
2β1/
√
α1, (4.3.5)
which turn out to be the same as that for the 1D strongly attractive SU(2) Fermi
gas [91] when the limit u→ 0 is applied, i.e., RκW = 1 and RκW = 4.
Last but not least, we explicitly express the sound velocities in the low-density
regime as follows,
vu ≈2pinu
[
1+4
nb
|u| +12
(
nb
|u|
)2]
,
vb ≈pinb
√
2α1
β1
[
1+
1
β1
(
2
nu
|u| +
nb
|u|
)
+
3
β21
(
2
nu
|u| +
nb
|u|
)2]
, (4.3.6)
which are derived by using the formula vγ =
√
L
mp nγ rγ
∂2Eγ
∂L2 with ru = 1 and rb = 2,
where the particle mass has been rescaled as mp = 12 and Eγ = eγL. See eγ in
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Figure 4.5: Wilson Ratio RκW vs magnetic field for fixed µ = −0.08 and u = −7. The
sharp peaks at phase transitions distinguish different quantum phases V, IV, II and
III, respectively. The constant values of the ratio show Fermi liquid nature in these
phases.
eqs. (4.1.26) and (4.1.27).
4.4 Conclusion
In conclusion to this chapter, we have studied the Luttinger parameters, additiv-
ity rule and Wilson ratio in the FFLO-like phase. Through the introduction of
two effective chemical potentials for the bound pairs and the excess fermions, we
successfully separate the ground state energy into three parts, using which the
Luttinger parameters of each constituent are obtained. Moreover, these two effec-
tive chemical potentials help us prove the additivity rule for the thermodynamic
properties, compressibility and susceptibility. The additivity rule describes the
macroscopic behavior of the FFLO-like phase, reminiscent of two independently
Fermi liquids. The effective compressibilities and susceptibilities of these two
liquids (bound pairs and excess fermions) are explicitly given in terms of the
densities nu and nb. These results in turn afford us the expression of compress-
ibility Wilson ratio, which has an enhancement in the vicinity of quantum critical
region while changing slowly away from the critical points. Thereby it clearly
distinguishes the five phases for low temperature.
We observe that the lattice effect of the Hubbard model is prominent in terms
of two parameters α1 and β1. In the limit u→ 0 and n/|u| ≪ 1, the Luttinger
parameters, additivity rule and Wilson ratio of the 1D attractive Hubbard model
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can be mapped into the case of the 1D strongly attractive SU(2) Fermi gas.
Chapter 5
FFLO Signature for the 1D Attractive
Hubbard Model
The Hubbard model with attractive interaction is considered as a promising can-
didate to explain high Tc superconductivity. To this end, making clear the pairing
mechanism in 1D is of significant importance. According to the Bardeen-Cooper-
Schrieffer (BCS) theory, a Cooper pair is formed by electrons with opposite spins
and momenta and the total momentum zero. This balance between Fermi ener-
gies breaks down in the presence of strong magnetic field, so that a novel super-
conductive state - the FFLO state - appears [103, 104]. The FFLO pair carries
non-zero center-of-mass momentum, originating from the strong magnetic field.
The superconducting order parameter and density of spins in the FFLO state
exhibit a periodic oscillation in the spatial coordinate. The experimental obser-
vation of the FFLO state in various materials has been sought for decades. Within
this scenario, more evidence has been found in heavy-fermion systems [105,106].
The pair mechanism in the 1D attractive Hubbard model has been investi-
gated [56–58]. Cooper pairs in 1D exist in the region B < Bc1 below the critical
magnetic field Bc1, where the average distance between pairs is much larger than
the average pair size. This means that the single particle Green’s function decays
exponentially and singlet pair correlation function decays as a power of distance.
Once exceeding the critical magnetic field (B> Bc1), the field begins to break up
the pairs, and both the above correlation functions decay as a power of distance.
The FFLO state in 1D attractive Hubbard model has been extensively stud-
ied by various methods, such as the numerical approaches of the density matrix
renormalized group (DMRG) [59–63], and quantum Monte Carlo (QMC) [64,65].
It has been found that the pair correlation complies with a power-law decay,
i.e., npair ∝ cos(kFFLO|x|)/|x|α, and its corresponding momentum distribution
has peaks in the position of kFFLO = pi
(
n↑−n↓
)
[59]. In light of the available nu-
merical studies, a theoretical confirmation of the FFLO state in the 1D attractive
Hubbard model is still desirable.
In this chapter we focus on asymptotic correlation functions of the 1D at-
93
94 FFLO Signature for the 1D Attractive Hubbard Model
tractive Hubbard model in the partially polarized phase IV, which is dominated
by a universality class of two-component Tomonaga-Luttinger liquid (TLL) in
low-temperature regimes, composed of bound pairs and of unpaired fermions,
respectively.
5.1 Ground State and Finite Size Correction
Prior to later discussion, we add the magnetic field and chemical potential to the
hamiltonian as follows
H =−
L
∑
j=1
∑
a=↑,↓
(
c†j,ac j+1,a+ c
†
j+1,ac j,a
)
+u
L
∑
j=1
(
1−2n j,↑
)(
1−2n j,↓
)
−B
L
∑
j=1
(n↑, j−n↓, j)−µ
L
∑
j=1
(n↑, j+n↓, j). (5.1.1)
The ground state of the 1D attractive Hubbard model is filled with single real
k and k-Λ string of length one (i.e., m= 1). The Λ-Λ strings are suppressed due
to the ferromagnetic ordering. This means that the quasimomenta of fermions
in bound pairs and the excess unpaired fermions can be respectively written
as kbη,± = arcsin(kbη± i|u|) and kuβ, with η = 1,2, · · · ,M. For simplicity, we have
denoted k as kuβ, and Λ as kbη. Substituting above simplified string hypothesis into
eqs. (2.2.48) and (2.2.49) and then taking logarithms, we arrive at the discrete
Bethe ansatz equations for the ground state
2pi
L
Iuj = k
u
j −
1
L
Nb
∑
α=1
θ
(
sinkuj − kbα
|u|
)
, (5.1.2)
2pi
L
Ibγ = 2Re
[
arcsin(kbγ + i|u|)
]
− 1
L
Nu
∑
j=1
θ
(
kbγ − sinkuj
|u|
)
+
1
L
Nb
∑
β=1
θ
(
kbγ − kbβ
2|u|
)
,
(5.1.3)
where Nu (Nb) is the number of unpaired fermions (bound pairs) satisfying Nu+
2Nb = N, and the quantum numbers take the values
Iuj ∈ Z+
Nb
2
, Ibj ∈ Z+
Nu+Nb+1
2
. (5.1.4)
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The ground state energy and momentum are explicitly expressed as
E =
Nu
∑
j=1
(−2coskuj −µ−2u−B)+ Nb∑
γ=1
[
−2µ−4u−4Re
√
1− (kbγ + i|u|)2] ,
(5.1.5)
P=
Nu
∑
j=1
kuj +
Nb
∑
η
(
kbη,++ k
b
η,−
)
. (5.1.6)
We have defined the counting functions in eq. (2.3.11), and now for conve-
nience we denote yuL(kuj) =
2piIuj
L , and ybL(kbβ) =
2piIbβ
L , which satisfy
ρuL(k
u) =
1
2pi
dyuL(ku)
dku
=
1
2pi
− 1
L
Nb
∑
j=1
a1
(
sinku− kbj
)
cosku, (5.1.7)
ρbL(k
b) =
1
2pi
dybL(kb)
dkb
=
1
2pi
∫ pi
−pi
dka1(kb− sink)− 1L
Nu
∑
j=1
a1(kb− sinkuj)−
1
L
Nb
∑
j=1
a2(kb− kbj), (5.1.8)
where ργL(kγ) (γ= u,b) is the root density of corresponding quasimomentum.
To obtain the finite-size correction to the above root densities when L≫ 1,
we utilize the Euler-MacLaurin formula and obtain
ρuL(k
u) =
1
2pi
− cosku
∫ Qb+
Qb−
dkb a1(sinku− kb)ρbL(kb)
− 1
24L2
cosku
a′1(sink
u− kb)
ρbL(kb)
∣∣∣∣kb=Q
b
+
kb=Qb−
+h.o.c., (5.1.9)
ρbL(k
b) =
1
2pi
∫ pi
−pi
dka1(kb− sink)−
∫ Qu+
Qu−
dku a1(kb− sinku)ρuL(ku)−
∫ Qb+
Qb−
dka2(kb− k)ρbL(k)
− 1
24L2
 cosku a′1(kb− sin(ku))
ρuL(ku)
∣∣∣∣k
u=Qu+
ku=Qu−
+
a′2(k
b− k)
ρbL(k)
∣∣∣∣k=Q
b
+
k=Qb−
+h.o.c.,
(5.1.10)
where a′n(x) is the derivative of an(x), and Qγ± (γ= u,b) denotes the Fermi point.
In order to derive the finite-size corrections to the ground state and low-lying
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excitations, we rewrite the TBA equations in the zero temperature limit as
εu (ku) =−2cosku−µ−2u−B−
∫ Qb+
Qb−
dkb a1(sinku− kb)εb(kb) (5.1.11)
εb
(
kb
)
=−2µ−2
∫ pi
−pi
dku cos2 ku a1(sinku− kb)−
∫ Qb+
Qb−
dΛa2(kb−Λ)εb(Λ)
−
∫ Qu+
Qu−
dku cosku a1(sinku− kb)εu(ku). (5.1.12)
where the same as before we use εγ(kγ) (γ= u,b) to denote κ(k) and ε′1(Λ).
The conformal invariance of a 1D many-body system at T = 0 provides a
universality class of criticality in terms of the central charge C of the underlying
Virasoro algebra. Indeed, the dimensionless central charge classifies the finite-
size scaling form of energies in low-lying excitations. In particular, the C = 1
universality class gives rise to a systematic calculation of the critical exponents
which govern the power-law decay of correlation functions in long-distance [74–
76]. With the help of root densities presented in eqs. (5.1.9) and (5.1.10) and the
TBA equations (5.1.11) and (5.1.12), we derive the finite-size correction to the
ground state energy in the form
∆E
L
=− ∑
γ=u,b
Cpi
6L2
vγ, (5.1.13)
where C = 1 is the central charge for both branches of excitations. In the above
equations vu,b are the sound velocities of the unpaired fermions and bound pairs.
The sound velocities are defined by vγ = ± dεγ(kγ)dpγ(kγ)
∣∣∣
kγ=±Qγ
= ± dεγ/dkγ2piργ(kγ)
∣∣∣
kγ=±Qγ
(γ =
u,b). Here we denoted ±Qγ as the Fermi points of corresponding single fermions
and bound pairs and the momenta pγ(kγ) = limL→∞ yγL(kγ).
5.2 Low-Lying Excitations and Dressed Charge Matrix
In order to obtain the conformal dimensions and the critical exponents, one
needs to calculate the finite-size corrections to the low-lying excitations. The
1D attractive Hubbard model has two branches of excitations in terms of the
unpaired fermions and bound pairs. Here we follow the scheme established in
Refs. [8,37,38,40]. In general, the low-lying excitations can be realized by combi-
nation of three types of elementary excitations, all of which involve the distortion
of the Fermi points due to the transformation or variation of the Fermi points.
Such changes can be characterized by the changes in the quantum numbers given
in eq. (5.1.4).
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Figure 5.1: A sketch of distributions for the quantum number Iγj (γ = u,b) in ground
state and excited states. There are three types of elementary excitations: (a) the
symmetric distribution for the ground state; (b) a particle-hole excitation near the
right Fermi point, i.e. the Type I excitation; (c) one more particle is added to the
right Fermi point, i.e. Type II excitation; (d) two particles near the left Fermi point
are moved to the right Fermi point, i.e., Type III excitation. One may find that all
the possible vacancies for quantum numbers in Type II and Type III excitations are
occupied by particles, which are different from the Type I excitation.
Type I excitations move particles inside the Fermi sea to location j outside the
Fermi sea, known as a particle-hole excitation. The lowest particle-hole excitation
is described by the change of quantum numbers Iγj close to I
γ
± (γ = u,b), where
Iγ+ = I
γ
max+
1
2 and I
γ
− = I
γ
mim− 12 . The changes of the total momentum and energy
are given by
∆P=
2pi
L ∑γ=u,b
(
Nγ+−Nγ−
)
mod 2pi, (5.2.1)
∆E = ∑
γ=u,b
2pi
L
vγ
(
Nγ++N
γ
−
)
, (5.2.2)
where Nγ+ > 0 (Nγ− > 0) stands for the change of the quantum number for corre-
sponding particle near the right (left) Fermi point.
Type II excitations originate from the change of particle numbers of unpaired
fermions and bound pairs in the Fermi seas. It is easy to see that the particle
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number is given by Nγ = Iγ+− Iγ−, and a Type II excitation is characterized by
quantum number ∆Nγ = Nγe −Nγg where subscripts e and g respectively represent
the excited state and ground state.
Type III excitations are caused by the backscattering process, where particles
from one Fermi point move to the other one. They are characterized by quantum
number ∆Dγ = I
γ
+−Iγ−
2 , (γ = u,b). In light of the ‘continuous’ Fermi sea in the
Type II and Type III excitations, quantum number ∆Nγ and ∆Dγ characterize
the changes of the sizes of Fermi seas and the displacements of the center of Fermi
seas, respectively.
The calculation of finite-size corrections for Type I excitations is straightfor-
ward. Calculations for the Type II and Type III excitations can also be carried
out in a systematic way. See Appendix F for the detailed calculations. Here we
summarize the results for the three types of elementary excitations. For conve-
nience in the following calculation of the conformal dimensions, the excitations
can be cast into unified finite-size scaling forms of the energy and total momen-
tum, which read
∆E =
2pi
L
[
1
4
(
∆N⃗
)Tr · (Zˆ−1)Tr · Sˆv · Zˆ−1 ·∆N⃗+(∆D⃗)Tr · Zˆ · Sˆv · ZˆTr ·∆D⃗
+ vα
(
Nα++N
α
−
)]
+h.o.c., (5.2.3)
∆P=
2pi
L ∑α=u,b
∆Dα · [Nα+−Nα−+∆Dα (Nα+∆Nα)] , (5.2.4)
where we have introduced the notation
∆N⃗ =
[
∆Nu
∆Nb
]
, ∆D⃗=
[
∆Du
∆Db
]
, (5.2.5)
Sˆv =
[
vu 0
0 vb
]
, Zˆ =
[
Zuu(ku = Qu+) Zub(k
b = Qb+)
Zbu(ku = Qu+) Zbb(k
b = Qb+)
]∣∣∣∣
G
. (5.2.6)
In the above equations, the superscript Tr stands for transpose of matrix as
before, and the quantum numbers ∆Dβ (β= u,b) obey the relations
∆Du ≡ ∆N
u+∆Nb
2
mod 1, ∆Db ≡ ∆N
u
2
mod 1. (5.2.7)
The dressed charges at the Fermi points Qγ+ (γ = u,b) are obtained from the
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elements of the dressed charge matrix, which satisfy the integral equations
Zuu(ku) =1−
∫ Qb+
Qb−
dkb a1(kb− sinku)Zub(kb), (5.2.8)
Zub(kb) =−
∫ Qu+
Qu−
dku cosku a1(sinku− kb)Zuu(ku)−
∫ Qb+
Qb−
dk˜b a2(kb− k˜b)Zub(k˜b),
(5.2.9)
Zbu(ku) =−
∫ Qb+
Qb−
dkb a1(kb− sinku)Zbb(kb), (5.2.10)
Zbb(kb) =1−
∫ Qu+
Qu−
dku cosku a1(sinku− kb)Zbu(ku)−
∫ Qb+
Qb−
dk˜b a2(kb− k˜b)Zbb(k˜b).
(5.2.11)
Here the form of the dressed charges is quite different from that for the 1D
repulsive Hubbard model [8].
In the ground state, phase V is gapped in the spin sector due to the exis-
tence of the bound pairs. However, the system becomes gapless if the magnetic
field is greater than the lower critical field, at which bound pairs break. Con-
sequently, phase IV consists of both bound pairs and unpaired fermions. The
conformal invariant symmetry enables one to obtain the finite-size scaling forms
of eqs. (5.1.13) and (5.2.3). In what follows we will calculate the conformal dimen-
sions which determine the critical exponents of two-point correlation functions
between primary fields 〈Oˆ†(x, t)Oˆ(x′, t ′)〉.
We focus on the asymptotics of correlation functions in phase IV. For this
phase, one expects a power-law decay of the correlation function at T = 0. Mean-
while, at T > 0, the correlation functions should decay exponentially. From the
conformal field theory, the conformal dimensions can be read off as
2∆u± =
(
Zˆuu ·∆Du+ Zˆbu ·∆Db± Zˆbb ·∆N
u− Zˆub ·∆Nb
2det{Zˆ}
)2
+2Nu± (5.2.12)
2∆b± =
(
Zˆub ·∆Du+ Zˆbb ·∆Db± Zˆuu ·∆N
b− Zˆbu ·∆Nu
2det{Zˆ}
)2
+2Nb±, (5.2.13)
where Nα± (α= u,b) characterizes the descendent field from the primary field. It
follows that the long-distance asymptotics of the two point correlation functions
are given by
〈Oˆ(x, t) Oˆ(0,0)〉= exp
[−i2piL (Nu ·∆Du+Nb ·∆Db)]
(x− ivut)2∆u+ (x+ ivut)2∆u− (x− ivbt)2∆b+ (x+ ivbt)2∆b−
. (5.2.14)
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The dressed charge equations can be simplified in the low density regime, i.e.,
with small integral boundaries Qγ≪ 1 (γ= u,b). Here we replace Qγ± by ±Qγ in
the dressed charge matrix, whose elements are calculated for the ground state.
Obviously, the dressed charge equations can be separated into two sets of cou-
pled integral equations, composed of eqs. (5.2.8) and (5.2.9), and of eqs. (5.2.10)
and (5.2.11), respectively. By analysing the order of Qγ in the dressed charge
equations (5.2.8) to (5.2.11), we can further obtain asymptotic forms of these
equations.
To begin with, we substitute eq. (5.2.9) into eq. (5.2.8) to give
Zuu(ku)≈1. (5.2.15)
We further substitute this equation into eq. (5.2.9) to readily obtain
Zub(kb)≈−
∫ Qu
−Qu
dku cosku a1(sinku− kb)−
∫ Qb
−Qb
dk˜b a2(kb− k˜b)Zub(k˜b)
≈− 1
pi
arctan
(
sinku− kb
|u|
)∣∣∣∣k
u=Qu
ku=−Qu
−
∫ Qb
−Qb
dk˜b a2(kb− k˜b)Zub(k˜b)
≈− 2Qu
pi|u| . (5.2.16)
Similarly, we have
Zbu(ku)≈−
∫ Qb
−Qb
dkb a1(kb− sinku)
≈− 1
pi
arctan
(
kb− sinku
|u|
)∣∣∣∣k
b=Qb
kb=−Qb
≈−2Qb
pi|u| , (5.2.17)
Zbb(kb)≈1−
∫ Qb
−Qb
dk˜b a2(kb− k˜b)
≈1− 1
pi
arctan
(
kb− k˜b
2|u|
)∣∣∣∣k˜
b=Qb
k˜b=−Qb
≈ 1− Qb
pi|u| . (5.2.18)
Thus we obtain the dressed charge matrix to the leading order, namely
Zˆ ≈
[
1 −2Qupi|u|
−2Qbpi|u| 1− Qbpi|u|
]
. (5.2.19)
Equation (4.1.24) tells us the cut-off quasi-momenta in terms of particle den-
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sities [66],
Qu ≈pinu+ 2pi|u| nu nb, (5.2.20)
Qb ≈ piβ1nb+
pi
β21|u|
nb(nb+2nu), (5.2.21)
where the density nγ = Nγ/L (γ = u,b) must satisfy both conditions nγ/β1 ≪ 1
and nγ≪ 1. The lattice effect parameter β1 has been defined in eq. (4.0.7).
Furthermore, in the strong coupling regime, we have β1 ≈ 2/|u|. Without
losing generality, the approximation used here requires that nγ (γ = u,b) is less
than the order of 1/|u|. Meanwhile the condition |nγ/β1| ≪ 1 is required. For
weak coupling regime, numerical calculation enables one to confirm asymptotic
behaviour of the correlation functions. In the fig. 5.2, we show the numerical
solution of the dressed charge equations eqs. (5.2.8) to (5.2.11).
We then substitute eqs. (5.2.20) and (5.2.21) into eq. (5.2.19). Using the
leading order of nγ (γ= u,b), we have the following form of the dressed charge
Zˆ ≈
[
1 −2nu|u|
− 2nb|u|β1 1−
nb
β1|u|
]
. (5.2.22)
With the help of this dressed charge matrix, the conformal dimension given in
eqs. (5.2.12) and (5.2.13) in the low-density regime can be approximated as
2∆u± ≈
(
∆Du± 1
2
∆Nu
)2
+2
(
∆Du± 1
2
∆Nu
)(
− 2nb|u|β1∆D
b± nu|u|∆N
b
)
+2Nu±
(5.2.23)
2∆b± ≈
(
∆Db± 1
2
∆Nb
)2
+2
(
∆Db± 1
2
∆Nb
){
−2nu|u| ∆D
u+
nb
|u|β1
[
−∆Db
±
(
∆Nu+
1
2
∆Nb
)]}
+2Nb±. (5.2.24)
These results provide us with a direct calculation of the asymptotics of correlation
functions.
5.3 Asymptotic Behavior of Correlation Functions at Zero Tem-
perature
We study four types of correlation functions including the single-particle Green’s
function G↑(x, t)= 〈cˆ†x,↑(t)cˆ0,↑(0)〉, the charge density correlation function Gnn(x, t)=
〈nˆ†x(t)nˆ†0(0)〉, the spin correlation function Gz(x, t) = 〈sˆzx(t)sˆz0(0)〉, and the pair cor-
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Figure 5.2: Numerical results for the dressed charges Zuu(Qu), Zub(Qb), Zbu(Qu), and
Zbb(Qb) vs polarization for different values of interaction strength. Here we have de-
noted γ = n/|u|. The numerical solution is obtained by solving the dressed charge
equations (5.2.8-5.2.11).
relation function Gp(x, t)= 〈cˆ†x,↑(t)c†x,↓(t)cˆ0,↑(0)cˆ0,↓(0)〉. Here n(x, t)= cˆ†x,↑(t)cˆx,↑(t)+
cˆ†x,↓(t)cˆx,↓(t) and Sz(x, t)= 12
[
cˆ†x,↑(t)cˆx,↑(t)− cˆ†x,↓(t)cˆx,↓(t)
]
. Each of those correlation
functions is accessible through choosing suitable quantum numbers ∆Nγ (γ= u,b)
with respect to the low-lying excitations.
The single-particle Green’s function decays exponentially if the magnetic field
B< Bc1, for which the external field does not provide enough energy to break up
bound pairs. However, if Bc1 < B< Bc2 then the excess unpaired fermions appear
in this gapless phase. In this regime every correlation function satisfies power-
law decay [73–76, 108]. The single-particle Green’s function is determined by
the quantum numbers (∆Nu,∆Nb) = (1,0), which results in (∆Du,∆Db) ∈ (Z+
1/2,Z+ 1/2). Using eq. (5.2.14) the the leading terms of the single-particle
Green’s function are
G↑(x, t)≈ A↑,1
cos
(
pi(n↑−2n↓)
)
|x+ ivut|2θ1 |x+ ivbt|2θ2 +A↑,2
cos
(
pin↑
)
|x+ ivut|2θ3 |x+ ivbt|2θ4 , (5.3.1)
where the critical exponents are given by
θ1 ≈ 1+ 2nb|u|β1 , θ2 ≈
1
2
+
2nu
|u| −
nb
|u|β1 , θ3 ≈ 1−
2nb
|u|β1 , θ4 ≈
1
2
− nu|u| −
nb
|u|β1 .
(5.3.2)
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The leading order term is associated with the quantum numbers (∆Du,∆Db) =
±(1/2,−1/2), with the next term coming from (∆Du,∆Db) = ±(1/2,1/2). The
coefficients A↑,1 and A↑,2 cannot be derived from the CFT approach, yet it does
not impede our understanding of the long-distance asymptotic behavior of cor-
relation functions. Here we have introduced particle densities n↑ = (Nu+Nb)/L
and n↓ = Nb/L for the particles with up and down spins.
We turn to the charge density correlation function and spin correlation func-
tion, both of which are characterized by quantum numbers (∆Nu,∆Nb) = (0,0),
implying (∆Du,∆Db) ∈ (Z,Z). The leading terms are expressed as
Gnn ≈n2+Ann,1
cos
(
2pi(n↑−n↓)x
)
|x+ ivut|2θ1 +Ann,2
cos
(
2pin↓x
)
|x+ ivbt|2θ2 +Ann,3
cos
(
2pi(n↑−2n↓)x
)
|x+ ivut|2θ3 |x+ ivbt|2θ4 ,
(5.3.3)
Gz ≈m2z +Az,1
cos
(
2pi(n↑−n↓)x
)
|x+ ivut|2θ1 +Az,2
cos
(
2pin↓x
)
|x+ ivbt|2θ2 +Az,3
cos
(
2pi(n↑−2n↓)x
)
|x+ ivut|2θ3 |x+ ivbt|2θ4 ,
(5.3.4)
where the critical exponents are given by
θ1 ≈ 2, θ2 ≈ 2− 4nb|u|β1 , θ3 ≈ 2+
8nb
|u|β1 , θ4 ≈ 2+
8nu
|u| −
4nb
|u|β1 . (5.3.5)
Here the constant terms n2 and m2z originate from quantum numbers (∆Du,∆Db)=
(0,0), while the second, third, and fourth terms come from (∆Du,∆Db) =±(1,0),
±(0,1) and ±(−1,1) respectively.
Last but not least we discuss the pair correlation function Gp(x, t), which is
described by the quantum numbers (∆Nu,∆Nb) = (0,1), allowing (∆Du,∆Db) ∈
(Z+1/2,Z). We find that the leading terms of the pair correlation function are
Gp(x, t)≈Ap,1
cos
(
pi(n↑−n↓)x
)
|x+ ivu · t|2θ1 |x+ ivb · t|2θ2 +Ap,2
cos
(
pi(n↑−3n↓)x
)
|x+ ivu · t|2θ3 |x+ ivb · t|2θ4 , (5.3.6)
with critical exponents
θ1 ≈ 12 , θ2 ≈
1
2
+
nb
|u|β1 , θ3 ≈
1
2
− 4nb|u|β1 , θ4 ≈
5
2
− 4nu|u| −
3nb
|u|β1 . (5.3.7)
Here the first and the second terms are associated with (∆Du,∆Db) =±(12 ,0) and
±(12 ,1), respectively.
We would like to mention that the obtained asymptotic behaviour of corre-
lation functions reveal the important many-body correlation nature and lattice
effect, see the lattice parameter-dependent critical exponents. In particular, the
leading order terms of the pair correlation function and spin correlation function
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reveal the spatial oscillating behavior in their long-distance asymptotics. The
pair correlation function oscillates with a wave number ∆k = pi(n↑−n↓). So does
the spin correlation function with 2∆k. This is for the first time to confirm the
numerical finding of this nature in the literature [59–63]. The oscillation stems
from the backscattering processes in the two Fermi seas, where the imbalance
between the densities of spin-up and spin-down particles results in the mismatch
of their Fermi surfaces. It is interesting to see that the oscillation in the spatial
space in the 1D attractive Hubbard model presents the feature of the Larkin-
Ovchinnikov phase predicted in [104]. We find that the oscillation terms in the
spin and pair correlation functions arise from the Type III elementary excitations
(backscattering process). Our theoretical result of wave number has shown good
agreement with the numerics in [59], where the numerical wave number is almost
∆k = pi(n↑−n↓). This comparison implies that the coefficient Ap,1 is much larger
than Ap,2. Moreover, with respect to the coefficients in the spin correlation func-
tion, Az,1 is much larger than Az,2 and Az,3 too. Finally, we would like to point
out that the parameter β1 represents the lattice effect, and thus distinguishes
the Hubbard model from its continuum limit, i.e., the 1D attractive SU(2) Fermi
gas [66].
Applying Fourier transformation to the above correlation functions, one can
derive their counterpart in momentum space [38]. For the equal-time correlation
function, we have
g(x, t = 0+) =
exp(ik0 x)
(x− i0)2∆+ (x+ i0)2∆− , (5.3.8)
where ∆± = ∆u±+∆b±. Its Fourier transformation is
g˜(k ≈ k0)∼ [sign(k− k0)]2s |k− k0|ν. (5.3.9)
Here the conformal spin and the exponent are given by s = ∆+−∆− and ν =
2(∆++∆−)−1, respectively. Consequently, their Fourier transformations of the
equal-time correlation functions near the singularities k ≈ k0 are expressed as
follows
G˜↑(k)∼
[
sign
(
k−pi(n↑−2n↓)
)]2s↑ |k−pi(n↑−2n↓)|ν↑, (5.3.10)
G˜nn(k)∼
[
sign
(
k−2pi(n↑−n↓)
)]2snn |k−2pi(n↑−n↓)|νnn, (5.3.11)
G˜z(k)∼
[
sign
(
k−2pi(n↑−n↓)
)]2sz |k−2pi(n↑−n↓)|νz, (5.3.12)
G˜p(k)∼
[
sign
(
k−pi(n↑−n↓)
)]2sp |k−pi(n↑−n↓)|νp, (5.3.13)
where
2s↑ ≈1, ν↑ ≈ 12 +
2nu
|u| +
nb
|u|β1 , (5.3.14)
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Figure 5.3: The pair correlation function in momentum space G˜p(k) vs k for different
polarization P = 0,0.5,0.75, and 0.9 with interaction u = −3 and particle density n =
0.02. The inset shows the singular behavior of G˜p(k) at k = 0.01pi and P= 0.5. In this
plot we set up natural units for the quasimomentum k.
2snn =2sz ≈ 0, νnn = µz ≈ 1, (5.3.15)
2sp ≈0, νp ≈ nb|u|β1 . (5.3.16)
We plot the pair correlation function in momentum space in fig. 5.3.
Notably, the correlation functions in momentum space shown in eqs. (5.3.10)
to (5.3.13) validate only in the vicinity of the wave numbers k0, i.e. k ≈ k0.
Figure 5.3 shows that G˜p(k) has a singularity in non-zero momentum in a partially
polarized phase. This qualitatively agrees with the numerical result given in [59].
One should notice that this plot is correct only if k ≈ pi(n↑ − n↓), where the
extrapolation is used for the purpose of a better visualization.
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5.4 Conclusion
In this chapter we have investigated four types of correlation functions for the 1D
attractive Hubbard model at zero temperature. The finite-size corrections to the
ground state and the low-lying excitations are derived explicitly. Based on these
corrections to the momentum and energy, we have applied CFT in the study
of long-distance asymptotic behavior of the correlation functions. The critical
exponents have been obtained explicitly in this way. In contrast to the Fermi
gas, these asymptotics of correlation functions essentially depend on the param-
eter β1 which represents the lattice effect. We have found that the spin and
pair correlation functions have spatial oscillations with frequencies 2pi(n↑− n↓)
and pi(n↑−n↓), respectively. From the CFT perspective, this type of oscillation
is induced by the backscattering process of unpaired fermions and bound pairs
among the Fermi points. This gives a microscopic origin of the FFLO pair cor-
relation in the 1D system. Using the Fourier transform, we have also derived the
correlation functions in momentum space. The pair correlation is singular at the
mismatch point k= pi(n↑−n↓), which confirms the frequency found by numerical
method [59]. Meanwhile the correlation functions at zero temperature display
power-law decay in the partially polarized phase IV. This suggests an analog of
long range order in 1D many-body system and thus demonstrates the existence
of a superconducting state.
We further point out that the dressed charge matrix in this CFT approach
can be numerically resolved for arbitrary interaction strength u< 0 (see fig. 5.2).
It follows that one can calculate the conformal dimensions and critical exponents
for arbitrary interaction strength. Our result provide benchmark physics for
1D strongly correlated fermions on a lattice which may be testable in current
ultracold atomic experiments [79–84].
Chapter 6
Conclusion
With adding an on-site interaction term to the tight binding hamiltonian, the
Hubbard model successfully provides a paradigm for condensed matter physics.
In contrast to its simple form, this model exhibits diverse features of a many-
body system, such as a Mott phase, high Tc superconductivity, quantum phase
transition, FFLO phase, spin-charge separation etc. The one-dimensional Hub-
bard model can be exactly solved through the application of the Bethe ansatz, a
thorough study of which may help us understand aspects of many-body physics
in higher dimensions. Therefore the 1D attractive Hubbard model plays the cen-
tral role of this thesis, where a panorama of its universal thermodynamics has
been presented.
In Chapter 2, we reviewed the introduction of the Hubbard Hamiltonian, and
the derivation of Lieb-Wu equations with the help of the nested Bethe ansatz.
On the basis of the string hypothesis for root distribution in the attractive case,
the thermodynamic Bethe ansatz (TBA) equations were obtained. We made a
detailed study of the TBA equations and the root densities in the zero temper-
ature limit. By analyzing them, we plotted the ground state phase diagram in
the µ-B plane and analytically determined the phase boundaries.
In Chapter 3, we resolved the TBA equations in the strong coupling regime,
and thus established the equations of state for the 1D attractive Hubbard model.
The equations of state provide access to the universal thermodynamics of the
system, by virtue of which we explored the behavior of thermodynamic properties.
Explicit expression for the thermodynamic properties were derived, which agree
well with the numerics. The scaling form of various thermodynamic quantities
were obtained, from which one can easily read off the dynamical exponent z= 2
and correlation critical exponent ν= 1/2.
In Chapter 4, we made an alternative description for the thermodynamics of
FFLO-like phase in terms of an additivity rule. This simple rule reveals the free-
particle nature of two Fermi liquids in the partially polarized phase IV, due to the
common feature of the Luttinger liquid theory and the Fermi liquid theory — the
distortion of Fermi surfaces or points. Furthermore we showed that the Wilson
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ratio provides an ideal parameter to map out the various phase boundaries and to
characterize the free-Fermi liquid nature of the FLLO-like phase. The Luttinger
parameters were obtained too, which together with the additivity rule and Wilson
ratio turns out to be the same as the case of the 1D strongly attractive SU(2)
Fermi gas under a lattice-gas map. This map is decided by the on-site interaction
and particle density (u→ 0 and n/|u| ≪ 1).
In Chapter 5, we studied the long-distance asymptotic behavior of various
correlation functions in the partially polarized phase IV through the conformal
field theory approach. We found the oscillating behavior of these correlation
functions with spatial power-law decay. Especially, the pair (spin) correlation
function oscillates with a frequency ∆kF (2∆kF). Here ∆kF = pi(n↑− n↓) is the
mismatch in the Fermi surfaces of spin-up and spin-down particles. Consequently,
the pair correlation function in momentum space has peaks at the mismatch k=
∆kF , which has been observed in the recent numerical study of this model. These
singular peaks in momentum space together with the spatial oscillation suggest
an analog of the FFLO state. The parameter β1 representing the lattice effect
becomes prominent in critical exponents which determine the power-law decay
of all correlation functions. We observed that the backscattering of unpaired
fermions and bound pairs within their own Fermi points gives a microscopic
origin of the FFLO pairing in 1D.
The results we have presented in this thesis provide a ‘rigorous’ understand-
ing of quantum criticality, quantum liquids, and FFLO pairing correlation in
the 1D attractive Hubbard model. Here for the attractive Hubbard model, we
have adopted the TBA equations as an efficient tool in the study of the universal
thermodynamics, and furthermore they can be applied to studying the transport
properties. One can figure out the Drude weight at finite temperature by the
help of finite-size correction to these TBA equations. Besides this conventional
case, the thermal Drude weight could also be worked out within this framework.
Meanwhile, the quantum transfer matrix is an alternative approach. The compar-
ison between results derived from different methods will resolve the disputation
on Drude weight. This future research is helpful in deepening our insight into
many-body physics and can provide theoretical predictions and benchmarks for
the prospective cold atom experiments.
Appendix A
Some Results for the Convolution of
Symmetric Functions
Assuming that symmetric functions f (x) and g(x) are monotonous functions
(MFs) of x for x ∈ [0,+∞), one has the following conclusions regarding their
convolution h(x) = ∫ ∞−∞dy f (x− y)g(y),
1) h(x) is a symmetric function;
2) h(x) is a MF of x for x ∈ [0,+∞), where it is a monotonously increasing func-
tion (MIF) if f (x) and g(x) have different monotonicity, otherwise it is a
monotonously decreasing function (MDF).
Here the first conclusion is easy to see through, for the second one, we give a
sketch of the proof.
Proof. We consider the derivative of h(x),
h′(x) =
d
dx
∫ ∞
−∞
dy f (x− y)g(y)
=
∫ ∞
−∞
dy f ′(x− y)g(y)
=
∫ ∞
−∞
dy f ′(y)g(x− y)
=
∫ ∞
0
dy f ′(y) [g(x− y)−g(x+ y)] , (A.0.1)
where we have used the fact that the derivative of a symmetric (even) function
is an odd function.
Studying the integrand of eq. (A.0.1), one could find that, if g(x) is a MIF
(MDF) of x for x ∈ [0,+∞), g(x− y) ≤ g(x+ y) ( g(x− y) ≥ g(x+ y) ) due to
|x− y|< x+ y for x,y ≥ 0; if f (x) is a MIF (MDF) of x for x ∈ [0,+∞), f ′(x)≥ 0
( f ′(x)≤ 0).
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Hence h′(x) is non-negative if the monotonicity of h(x) and g(x) is different;
otherwise, non-positive.
Appendix B
Table of Useful Integrals
B.1 Symmetric Integration
If f (x) is a well-behaved function, one can derive that∫ pi
−pi
dk cosk f (sink) = 2
∫ pi
0
dk cosk f (sink) = 0. (B.1.1)
B.2 Fourier Transformation
∫ ∞
−∞
dx exp(−iωx)an(x) = exp(−n|u||ω|). (B.2.1)
B.3 Useful Identities
Recall that
s(x) =
1
4|u|cosh( pix2|u|)
=
∫ ∞
−∞
dω
2pi
exp(−iωx)
2cosh(ω|u|) , (B.3.1)
an(x) =
1
2pi
2n|u|
(nu)2+ x2
, (B.3.2)
and define
R(x) =
∫ ∞
−∞
dω
2pi
exp(iωx)
1+ exp(2|u| · |ω|) . (B.3.3)
Thus the following identities hold∫ ∞
−∞
dys(x− y)[am−1(y)+am+1(y)] = am(x), (B.3.4)
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∞
∑
n=1
∫ ∞
−∞
dyA−1kn (x− y)an(y− sink) = δk,1s(x− sink), (B.3.5)
∞
∑
n=1
∫ ∞
−∞
dyA−1kn (x− y)
(
4Re
√
1− (y− in |u|)2−2nµ−4n|u|
)
= δk,1
∫ pi
−pi
dk2cos2 k s(x− sink), (B.3.6)∫ ∞
−∞
dΛa1(x−Λ)s(Λ− y) = R(x− y), (B.3.7)∫ ∞
−∞
dΛa1(x−Λ) [δD(Λ− y)−R(Λ− y)] = s(x− y), (B.3.8)
4Re
√
1− (Λ− in |u|)2−4n|u|=
∫ pi
−pi
dk
pi
cos2 k2n|u|
(nu)2+(sink−Λ)2 (B.3.9)∫ ∞
−∞
dyan(x− y)am(y− z) = am+n(x− z), (B.3.10)
∞
∑
n=0
(−1)na2n+1(x) = s(x), (B.3.11)
Re 1√
1− (i ·n · |u|)2 =
1
2
∫ pi
−pi
dkan(Λ− sink). (B.3.12)
B.4 Integrals Involving Bessel Functions
Jn(z) =
1
2pi
∫ pi
−pi
dθ exp(izsinθ− inθ), (B.4.1)∫ pi
−pi
dk cos2 k exp(iωsink) = 2piJ1(ω)
ω
. (B.4.2)
Appendix C
Properties of the Dressed Energies at
T = 0
In this Appendix we prove that κ(k) and ε′1(Λ) in the zero temperature limit are
symmetric functions and monotonously increase with k> 0 and Λ> 0 respectively.
The proof is loosely analogous to that for the case of the repulsive Hubbard model
in [8].
To begin with, we rewrite ε′1(Λ) as
ε′1(Λ) =−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′1+(Λ′)−2
∫ pi
−pi
dk cos2 k s(Λ− sink)
−
∫ pi
−pi
dk cosk s(Λ− sink)κ−(k), (C.0.1)
which is derived by Fourier transformation. To demonstrate this, we use an
alternative expression of eq. (2.3.97),
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ)−
∫ pi
−pi
dk coska1(sink−Λ)κ−(k)
−
∫ ∞
−∞
dΛ′ a2(Λ−Λ′)ε′1−(Λ). (C.0.2)
Carrying out Fourier transformation onto eq. (D.0.4) gives us,
ε˜′1(ω) =−2µ ·2piδD(ω)−2
∫ ∞
−∞
dΛ exp(−iωΛ)
∫ pi
−pi
dk cos2 ka1(sink−Λ)
−
∫ ∞
−∞
dΛ exp(−iωΛ)
∫ pi
−pi
dk coska1(sink−Λ)κ−(k)
− a˜2(ω)(ε˜′1(ω)− ε˜′+1 (ω)), (C.0.3)
where the Fourier transformation is set as
f˜ (ω) =
∫ ∞
−∞
dt exp(−iωt) f (t), (C.0.4)
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and thus the convolution theorem here we used is expressed as
f˜ ∗g= f˜ · g˜. (C.0.5)
After some algebraic manipulations, we obtain that
ε˜′1(ω) =−
2µ ·2piδD(ω)
1+ a˜2(ω)
+
a˜2(ω)
1+ a˜2(ω)
· ε˜′+1 (ω)
− 2
1+ a˜2(ω)
∫ ∞
−∞
dΛ exp(−iωΛ)
∫ pi
−pi
dk cos2 ka1(sink−Λ)
− 1
1+ a˜2(ω)
∫ ∞
−∞
dΛ exp(−iωΛ)
∫ pi
−pi
dk coska1(sink−Λ)κ−(k), (C.0.6)
then applying inverse of the Fourier transformation gives
ε′1(Λ) =−µ+
∫ ∞
−∞
dω exp(iωΛ) 1
1+ exp(2|u| · |ω|) ε˜
′+
1 (ω)
−
∫ ∞
−∞
dω
2pi
2exp(iωΛ)
1+ a˜2(ω)
∫ ∞
−∞
dΛ′ exp(−iωΛ′)
∫ pi
−pi
dk cos2 ka1(sink−Λ′)
−
∫ ∞
−∞
dω
2pi
exp(iωΛ)
1+ a˜2(ω)
∫ ∞
−∞
dΛ′ exp(−iωΛ′)
∫ pi
−pi
dk coska1(sink−Λ′)κ−(k)
=−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′1+(Λ′)
−2
∫ ∞
−∞
dΛ′
∫ pi
−pi
dk cos2 ka1(sink−Λ′)
∫ ∞
−∞
dω
2pi
{
exp[iω(Λ−Λ′)]− exp[iω(Λ−Λ
′)]
1+ exp(2|u| · |ω|)
}
−
∫ ∞
−∞
dΛ′
∫ pi
−pi
dk cos2 ka1(sink−Λ′)κ−(k)
∫ ∞
−∞
dω
2pi
{
exp[iω(Λ−Λ′)]− exp[iω(Λ−Λ
′)]
1+ exp(2|u| · |ω|)
}
=−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′1+(Λ′)
−2
∫ ∞
−∞
dΛ′
∫ pi
−pi
dk cos2 ka1(sink−Λ′)
[
δD(Λ−Λ′)−R(Λ−Λ′)
]
−
∫ ∞
−∞
dΛ′
∫ pi
−pi
dk cos2 ka1(sink−Λ′)κ−(k)
[
δD(Λ−Λ′)−R(Λ−Λ′)
]
=−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′1+(Λ)−2
∫ pi
−pi
dk cos2 k s(Λ− sink)
−
∫ pi
−pi
dk cosk s(Λ− sink)κ−(k), (C.0.7)
which is exactly eq. (C.0.1). Here R(x) is defined as eq. (B.3.3), and in the
derivation we have used eqs. (B.2.1) and (B.3.8) and the convolution theorem.
In addition, by the virtue of eq. (B.3.7), the function R(x) is a symmetric
function and MDF of x for x ∈ [0,+∞), which is an application of the second
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conclusion in Appendix A.
The coupled integral equations eqs. (2.3.96) and (C.0.1) could be solved by a
double iteration, with result
κ(k) = lim
n→∞κ
(n)(k), ε′1(Λ) = limn→∞ε
′(0)
1 (Λ), (C.0.8)
ε′(n)1 = limn→∞ε
′(n,m)
1 (Λ), (C.0.9)
κ(1)(k) =−2cosk−µ−2u−B, (C.0.10)
ε′(n,1)1 (Λ) =−2µ, (C.0.11)
ε′(n,m+1)1 (Λ) =−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′(n,m)1
+
(Λ′)−2
∫ pi
−pi
dk cos2 k s(Λ− sink)
−
∫ pi
−pi
dk cosk s(Λ− sink)κ(n)−(k), (C.0.12)
κ(n+1)(k) =κ(1)(k)−
∫ ∞
−∞
dΛa1(sink−Λ)ε′(n)−1 (Λ). (C.0.13)
This proof is realized by the following 6 lemmas: Lemma 1 establishes the
symmetric property of κn(k) and ε(n)1 (Λ); Lemma 2-4 establish the existence of
limits that κ(k) = lim
n→∞κ
(n)(k) and ε(n)1 (Λ) = limn→∞ε
(n)
1 (Λ); at last Lemma 5 and 6
establish the monotonicity properties of κ(k) and ε′1(Λ) for their arguments in
the corresponding intervals [0,pi] and [0,+∞), respectively.
Lemma 1.
ε′(n)1 (Λ) = ε
′(n)
1 (−Λ), κ(n)(k) = κ(n)(−k). (C.0.14)
Proof. It is easy to prove this by induction.
Lemma 2.
0≥
∫ pi
−pi
dk cosk s(Λ− sink)κ(n)−(k) (C.0.15)
≥
∫ pi
−pi
dk cosk s(Λ− sink)κ(n)(k) (C.0.16)
≥−2
∫ pi
−pi
dk cos2 k s(Λ− sink). (C.0.17)
Proof. We start from the first inequality. By the help of integral variable change,
it is easy to obtain that∫ pi
−pi
dk cosk s(Λ− sink)κ(n)−(k)
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=
(∫ −pi/2
−pi
+
∫ 0
−pi/2
)
dk cosk s(Λ− sink)κ(n)−(k)+
(∫ pi/2
0
+
∫ pi
pi/2
)
dk cosk s(Λ− sink)κ(n)−(k)
=
∫ pi/2
0
dk′ cos(k′−pi)s(Λ− sin(k′−pi))κ(n)−(k′−pi)
+
∫ 0
−pi/2
dk cosk s(Λ− sink)κ(n)−(k)+
∫ pi/2
0
dk cosk s(Λ− sink)κ(n)−(k)
+
∫ 0
−pi/2
dk′ cos(k′+pi)s
(
Λ− sin(k′+pi))κ(n)−(k′+pi)
=−
∫ pi/2
0
dk′ cosk′ s(Λ+ sink′)κ(n)−(k′−pi)+
∫ 0
−pi/2
dk cosk s(Λ− sink)κ(n)−(k)
+
∫ pi/2
0
dk cosk s(Λ− sink)κ(n)−(k)−
∫ 0
−pi/2
dk′ cosk′ s(Λ+ sink′)κ(n)−(k′+pi)
=−
∫ 0
−pi/2
dk cosk s(Λ− sink)κ(n)−(−k−pi)+
∫ 0
−pi/2
dk cosk s(Λ− sink)κ(n)−(k)
+
∫ pi/2
0
dk cosk s(Λ− sink)κ(n)−(k)−
∫ pi/2
0
dk cosk s(Λ− sink)κ(n)−(−k+pi)
=
∫ pi/2
0
dk cosk s(Λ− sink)[κ(n)−(k)−κ(n)−(pi− k)]
+
∫ 0
−pi/2
dk cosk s(Λ− sink)[κ(n)−(k)−κ(n)−(−pi− k)]. (C.0.18)
From eq. (C.0.13), the definition of κ(n)(k), one knows that
κ(n)(pi− k)−κ(n)(k) =4cosk ≥ 0, fork ∈
[
0,
pi
2
]
,
κ(n)(−pi− k)−κ(n)(k) =4cosk ≥ 0, fork ∈
[
−pi
2
,0
]
, (C.0.19)
which imply that
κ(n)±(pi− k)≥κ(n)±(k), fork ∈
[
0,
pi
2
]
,
κ(n)±(−pi− k)≥κ(n)±(k), fork ∈
[
−pi
2
,0
]
. (C.0.20)
Therefore the rhs of eq. (C.0.18) is negative and the first inequality is proved.
Analogously, one could prove that
0≥
∫ pi
−pi
dk cosk s(Λ− sink)κ(n)+(k), (C.0.21)
which together with the first inequality prove the second one.
The third inequality is obtained by substituting eq. (C.0.13) into the rhs of
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eq. (C.0.16) and using eq. (B.1.1).
Lemma 3. The limit ε′(n)1 = limm→∞ε
′(n,m)
1 (Λ) exists.
Proof. Using induction, we prove that
ε′(n,m+1)1 (Λ)≤ ε′(n,m)1 (Λ). (C.0.22)
Induction start: In light of ε′(n,1)1 (Λ) = ε
′(n,1)+
1 (Λ) =−2µ, we derive that
ε′(n,2)1 (Λ)− ε′(n,1)1 (Λ)
=−2
∫ pi
−pi
dk cos2 k s(Λ− sink)−
∫ pi
−pi
dk cosk s(Λ− sink)κ(n)−(k) (C.0.23)
≤0, (C.0.24)
where the inequality is exactly what we have proved in Lemma 2. eq. (C.0.17).
Induction step: Assuming that eq. (C.0.22) holds for m≤ k, we could derive that
ε′(n,k+1)1 (Λ)− ε′(n,k)1 (Λ)
=
∫ ∞
−∞
dΛ′R(Λ−Λ′)
[
ε′(n,k)+1 (Λ
′)− ε′(n,k−1)+1 (Λ′)
]
(C.0.25)
≤0. (C.0.26)
By now the induction is completed, which proves that ε′(n,m)1 (Λ) decreases as m
increases.
Meanwhile, based on eq. (C.0.12) and eq. (C.0.15), one could obtain that
ε′(n,m)1 (Λ)≥−2
∫ pi
−pi
dk cos2 k s(Λ− sink). (C.0.27)
The proof is completed.
Lemma 4.
ε′(n,m)1 (Λ)≥ε′(n+1,m+1)1 (Λ), (C.0.28)
κ(n)(k)≤κ(n+1)(k), (C.0.29)
ε′(n)1 (Λ)≥ε′(n+1)1 (Λ). (C.0.30)
Proof. These three inequalities could be proved by mathematical induction in n.
Induction start: Through eq. (C.0.13) the definition of κ(n)(k), it is straightfor-
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ward to see that
κ(1)(k)≤κ(2)(k). (C.0.31)
Then we try to prove ε′(1,m)1 (Λ)≥ ε′(2,m)1 (Λ), which is realized by mathematical
induction in m.
The case where m= 1 is trivial.
The case where m= 2 is a little complicated,
ε′(1,2)1 (Λ)− ε′(2,2)1 (Λ)
=−
∫ pi
−pi
dk cosk s(Λ− sink)
[
κ(1)−(k)−κ(2)−(k)
]
=−
∫ pi/2
0
dk cosk [s(Λ− sink)+ s(Λ+ sink)] [ f1(k)− f2(k)] , (C.0.32)
where fn(k) = κ(n)−(k)−κ(n)−(pi− k). It is easy to see that f1(k)− f2(k) is the
key. In proof of Lemma 2, we have known that κ(n)(pi− k)−κ(n)(k) = 4cosk for
k ∈ [0, pi2 ]. Then we have
fn(k) =κ(n)−(k)−
[
κ(n)(k)+4cosk
]−
(C.0.33)
=
{
κ(n)−(k) ifκ(n)(k)+4cosk ≥ 0,
−4cosk ifκ(n)(k)+4cosk ≤ 0, (C.0.34)
where k ∈ [0, pi2 ].
Considering that κ(1)(k)≤ κ(2)(k), one could derive
f1(k)− f2(k) (C.0.35)
=

0, if κ(2)(k)+4cosk ≤ 0,
κ(1)−(k)−κ(2)−(k), if κ(2)(k)+4cosk ≥ 0 and κ(1)(k)+4cosk ≥ 0,
−4cosk−κ(2)−(k), if κ(2)(k)+4cosk ≥ 0 and κ(1)(k)+4cosk ≤ 0,
(C.0.36)
and hence f1(k)− f2(k) is always negative for k∈ [0, pi2 ], which means that ε
′(1,2)
1 (Λ)≥
ε′(2,2)1 (Λ).
Then it is turn to the induction step over m,
ε′(1,m)1 (Λ)− ε′(2,m)1 (Λ)
=−
∫ pi
−pi
dk cosk s(Λ− sink)
[
κ(1)−(k)−κ(2)−(k)
]
119
+
∫ ∞
−∞
dΛ′R(Λ−Λ′)
[
ε′(1,m−1)1 (Λ)− ε′(2,m−1)1 (Λ)
]
(C.0.37)
≥0, (C.0.38)
where the first term on the rhs of eq. (C.0.37) is exactly ε′(1,2)1 (Λ)−ε′(2,2)1 (Λ), and
the second term is the induction assumption, both of which are non-negative.
Hence we confirm
ε′(1,m)1 (Λ)≥ ε′(2,m)1 (Λ).
According to Lemma 5, taking limit m→ ∞ results in
ε′(1)1 (Λ)≥ ε′(2)1 (Λ).
Induction step: The inequality ε′(1,n−1)1 (Λ) ≥ ε′(1,n)1 (Λ) implies that κ(n−1)(k) ≤
κ(n)(k), where we use eq. (C.0.13), the definition of κ(n)(k).
The proof to ε′(n,m)1 (Λ) ≥ ε′(n+1,m)1 (Λ) is similar to eq. (C.0.38). Taking limit
m→ ∞ yields
ε′(n)1 (Λ)≥ ε′(n+1)1 (Λ).
In Lemma 4 we have demonstrated κ(n)(k) increases and ε′(n)1 (Λ) decreases
with increasing n. Hereafter we confirm these two functions are bounded.
For ε(n)1 (Λ), eq. (C.0.27) and the statement of Lemma 3 tell us the existence
of its inferior limit.
For κ(n)(k), due to eq. (C.0.27), it is easy to know that,
0≥ ε′(n,m)−1 (Λ)≥−2
∫ pi
−pi
dk cos2 k s(Λ− sink), (C.0.39)
which indicates∫ ∞
−∞
dΛa1(sink−Λ)ε′(n)−1 (Λ)≥
∫ ∞
−∞
dΛa1(sink−Λ)
[
−2
∫ pi
−pi
dk cos2 k s(Λ− sink)
]
.
(C.0.40)
Substitute last equality into eq. (C.0.13) gives
κ(n)(k)≤ κ(1)(k)−
∫ ∞
−∞
dΛa1(sink−Λ)
[
−2
∫ pi
−pi
dk cos2 k s(Λ− sink)
]
. (C.0.41)
Hence there is a superior limit for κ(n)(k), which means that lim
n→∞κ
(n)(k) exists.
Lemma 5.
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a) ε′(n,m)1 (Λ) is a monotonously increasing function (MIF) of Λ for Λ ∈ [0,+∞);
b) κ(n)(k) is a monotonously increasing function (MIF) of k for k ∈ [0, pi2 ].
Proof. To begin with, we rewrite the recursion for ε′(n,m+1)1 (Λ) in eq. (C.0.12) as
ε′(n,m+1)1 (Λ) =−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′(n,m)1
+
(Λ′)
−2
∫ pi
−pi
dk cos2 k s(Λ− sink)−
∫ pi
−pi
dk cosk s(Λ− sink)κ(n)−(k),
=−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′(n,m)1
+
(Λ′)
+
∫ pi
−pi
dk cosk s(Λ− sink)
[
−2cosk−κ(n)−(k)
]
=−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′(n,m)1
+
(Λ′)
+
∫ pi
−pi
dk
∫ ∞
−∞
dΛ′ cosk s(Λ−Λ′)
[
−2cosk−κ(n)−(k)
]
δD(Λ′− sink)
=−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′(n,m)1
+
(Λ′)+
∫ ∞
−∞
dΛ′ s(Λ−Λ′)Φ(n)(Λ′),
(C.0.42)
where we introduce a new function
Φ(n)(Λ) =
∫ pi
−pi
dk coskδD(Λ− sink)
[
−2cosk−κ(n)−(k)
]
=
∫ 0
−pi/2
dk coskδD(Λ− sink)
[
−4cosk+κ(n)−(−pi− k)−κ(n)(k)
]
+
∫ pi/2
0
dk coskδD(Λ− sink)
[
−4cosk+κ(n)−(pi− k)−κ(n)(k)
]
=
∫ pi/2
−pi/2
dk coskδD(Λ− sink)
[
−4cosk+κ(n)−(pi− k)−κ(n)(k)
]
=
∫ pi/2
−pi/2
dk coskδD(Λ− sink) [−4cosk− fn(k)] . (C.0.43)
Here fn(x) has been defined in eq. (C.0.34), and we have used the relation
κ(n)−(−pi−k) = κ(n)−(pi−k) which is induced by the periodic property of κ(n)−(k).
More specific, one could express Φ(n)(Λ) as
Φ(n)(Λ) =
{ −4√1−Λ2−κ(n)−(z), if |Λ|< 1 and κ(n)(z)≥−4√1−Λ2,
0, otherwise,
(C.0.44)
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where z= arcsin(Λ).
Obviously, based on eq. (C.0.42) and the second conclusion in appendix A,
ε′(n,m+1)1 (Λ) is a MIF if Φ(n)(Λ) and ε
′(n,m)
1 (Λ) are both MIFs of Λ for Λ ∈ [0,+∞).
On the other hand, if |Λ|< 1 and κ(n)(z)≥−4√1−Λ2, one can rewrite Φ(n)(Λ) as
Φ(n)(Λ) =−4√1−Λ2−κ(n)(z)+κ(n)+(z). Then it is easy to see that Φ(n)(Λ) is a
MIF if −4√1−Λ2−κ(n)(z) and κ(n)(k) are both MIFs of their arguments, where
we have considered the fact that z = arcsin(Λ) is a MIF. Hereafter we complete
these proofs by mathematical induction in n.
Induction start: For the case of n= 1, κ(1)(k) is a MIF of k for k ∈ [0, pi2 ], and it
is easy to derive that
−4
√
1−Λ2−κ(1)(arcsin(Λ)) =−2
√
1−Λ2+µ+2u+B (C.0.45)
is a MIF of Λ for Λ ∈ [0,+∞), and thus in turn Φ(1)(Λ) is a MIF of Λ for
Λ ∈ [0,+∞).
In view of ε′(1,1)1 (Λ)=−2µ and κ1(k) being a MIF, using the recursion eq. (C.0.42),
one can establish that ε′(1,m)1 (Λ) is a MIF of Λ for Λ ∈ [0,+∞) by mathematical
induction in m. Taking limit m→ ∞ gives ε′(1)1 (Λ) is a MIF.
Induction step: The induction assumption is stated as follows, for any p ≤ n,
−4√1−Λ2−κ(p)(z) and κp(k) are MIFs of their arguments for Λ ∈ [0,+∞) and
k ∈ [0, pi2 ], respectively; which make Φ(p)(Λ) to be a MIF for any p≤ n.
Furthermore, on account of ε′(n,1)1 (Λ)=−2µ, one could establish that ε′(n,m)1 (Λ)
is a MIF by a mathematical induction in m through eq. (C.0.42). Take limit
m→∞, we could confirm that ε′(n)1 is a MIF of Λ for Λ ∈ [0,+∞). Next we would
complete the induction step.
It is not difficult to see that
−4
√
1−Λ2−κ(n+1)(z)
=−4
√
1−Λ2−κ(1)(z)+
∫ ∞
−∞
dΛa1(sink−Λ)ε′(n)−1 (Λ) (C.0.46)
is a MIF of Λ. The first two terms on the rhs has been discussed in eq. (C.0.45).
For the third term of integral, one should note that ε′(n)1 (Λ) is a MIF of Λ for
Λ ∈ [0,+∞). Using the second conclusion in appendix A, one could confirm that
this integral is a MIF of Λ too.
Hence one could say that Φ(n+1)(Λ) is a MIF of Λ for Λ ∈ [0,+∞), and so do
ε′(n+1,m)1 (Λ) and ε
′(n)
1 (Λ), the establishment for each of which is completely similar
to what is done to ε′(1,m)1 (Λ) and ε
′(1)
1 (Λ).
At last we complete the establishment from induction assumption that κ(n)(k)
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is a MIF of k for k ∈ [0, pi2 ] to the same statement for κ(n+1)(k).
We start from eq. (C.0.13)
κ(n+1)(k) =κ(1)(k)−
∫ ∞
−∞
dΛa1(sink−Λ)ε′(n)−1 (Λ)
=κ(1)(k)−
∫ ∞
−∞
dΛa1(sink−Λ)
(
ε′(n)1 (Λ)− ε′(n)+1 (Λ)
)
. (C.0.47)
According to Lemma 3, taking limit m→ ∞ for eq. (C.0.12), we obtain that
ε′(n)1 (Λ) =−µ+
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′(n)1
+
(Λ′)−2
∫ pi
−pi
dk cos2 k s(Λ− sink)
−
∫ pi
−pi
dk cosk s(Λ− sink)κ(n)−(k), (C.0.48)
substituting which into eq. (C.0.47) results in
κ(n+1)(k) =κ(1)(k)+
∫ ∞
−∞
dΛa1(sink−Λ)ε′(n)+1 (Λ)+µ (C.0.49)
−
∫ ∞
−∞
dΛa1(sink−Λ)
∫ ∞
−∞
dΛ′R(Λ−Λ′)ε′(n)+1 (Λ′)
+2
∫ ∞
−∞
dΛa1(sink−Λ)
∫ pi
−pi
dk′ cos2 k′ s(Λ− sink′)
+
∫ ∞
−∞
dΛa1(sink−Λ)
∫ pi
−pi
dk′ cosk′ s(Λ− sink′)κ(n)−(k′)
=κ(1)(k)+
∫ ∞
−∞
dΛa1(sink−Λ)ε′(n)+1 (Λ)+µ (C.0.50)
+
∫ ∞
−∞
dΛa1(sink−Λ)
∫ ∞
−∞
dΛ′
[
δD(Λ−Λ′)−R(Λ−Λ′)−δD(Λ−Λ′)
]
ε′(n)+1 (Λ
′)
+2
∫ pi
−pi
dk′ cos2 k′
∫ ∞
−∞
dΛa1(sink−Λ)s(Λ− sink′)
+
∫ pi
−pi
dk′ cosk′κ(n)(k′)
∫ ∞
−∞
dΛa1(sink−Λ)s(Λ− sink′)
=κ(1)(k)+
∫ ∞
−∞
dΛs(sink−Λ)ε′(n)+1 (Λ)+µ+2
∫ pi
−pi
dk′ cos2 k′R(sink− sink′)
+
∫ pi
−pi
dk′ cosk′R(sink− sink′)κ(n)−(k′),
=
∫ ∞
−∞
dΛs(sink−Λ)ε′(n)+1 (Λ)+
∫ pi
−pi
dk′ cosk′R(sink− sink′)κ(n)−(k′)
+
{
κ(1)(k)+µ+2
∫ pi
−pi
dk′ cos2 k′R(sink− sink′)
}
, (C.0.51)
where we have used eq. (B.3.8).
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For the first term on the rhs of eq. (C.0.51), we have established the statement
that ε′(n)(Λ) is a MIF of Λ in the interval of [0,+∞). According to the second
conclusion of appendix A, we hence confirm this term is a MIF of k for k ∈ [0, pi2 ].
For the second term, we make a transformation as follows∫ pi
−pi
dk′ cosk′R(sink− sink′)κ(n)−(k′)
=
∫ pi
−pi
dk′
∫ ∞
−∞
dΛ cosk′ δD(Λ− sink′)κ(n)−(k′)R(sink−Λ)
=
∫ ∞
−∞
dΛR(sink−Λ)Ψ(n)(Λ), (C.0.52)
where we introduce a new function
Ψ(n)(Λ) =
∫ pi
−pi
dk cosk∆D(Λ− sink)κ(n)−(k). (C.0.53)
Similar to what is done to Φ(n)(Λ), we rewrite Ψ(n)(Λ) as
Ψ(n)(Λ) =
(∫ −pi/2
−pi
+
∫ 0
−pi/2
)
dk coskδD(Λ− sink)κ(n)−(k)
+
(∫ pi/2
0
+
∫ pi
pi/2
)
dk coskδD(Λ− sink)κ(n)−(k)
=
∫ −pi/2
0
dk′ cosk′ δD(Λ− sink′)κ(n)−(−pi− k′)
+
∫ 0
−pi/2
dk coskδD(Λ− sink)κ(n)−(k)
+
∫ pi/2
0
dk coskδD(Λ− sink)κ(n)−(k)
+
∫ 0
pi/2
dk′ cosk′ δD(Λ− sink′)κ(n)−(pi− k′)
=
∫ pi/2
−pi/2
dk coskδD(Λ− sink)
[
κ(n)−(k)−κ(n)−(pi− k)
]
, (C.0.54)
which could be recast into
Ψ(n)(Λ) =

κ(n)−(z), if κ(n)(z)+4
√
1−Λ2 ≥ 0,
−4√1−Λ2, if κ(n)(z)+4√1−Λ2 ≤ 0,
0, if |Λ| ≥ 1,
(C.0.55)
with z= arcsinΛ.
Here we find that Ψ(n)(Λ) is a MIF of Λ in the interval of [0,+∞). Applying
the second conclusion in appendix A convince us that this second term on the
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rhs of eq. (C.0.51) is a MIF of k for k ∈ [0, pi2 ].
For these terms in the braces, we make such a transformation
κ(1)(k)+µ+2
∫ pi
−pi
dk′ cos2 k′R(sink− sink′)
=κ(1)(k)+µ+2
∫ pi
−pi
dk′ cos2 k′
∫ ∞
−∞
dω
2pi
exp[iω(sink− sink′)]
1+ exp(2|u| · |ω|)
=κ(1)(k)+µ+2
∫ ∞
−∞
dω
2pi
exp(iωsink)
1+ exp(2|u| · |ω|)
∫ pi
−pi
dk′ cos2 k′ exp(−iωsink′)
=κ(1)(k)+µ+2
∫ ∞
−∞
dω
ω
J1(ω)exp(iωsink))
1+ exp(2|u| · |ω|)
=−2cosk+2
∫ ∞
−∞
dω
ω
J1(ω)exp(iωsink))
1+ exp(2|u| · |ω|) −2u−B, (C.0.56)
where we have used eqs. (B.3.3) and (B.4.2). This is definitely a MIF of k in the
interval [pi2 ,pi], which is easy to understand by an expansion for the integral on
the rhs if |u| ≪ 1∫ ∞
−∞
dω
ω
J1(ω)exp(iωsink)
1+ exp(2|u| · |ω|) =−cosk+u+
2
|u|
∞
∑
n=0
K1(un)
un
cosh(un sink) (C.0.57)
with um = (n+ 12) pi|u| .
One could also prove the non-negativity of the derivative of eq. (C.0.56) with
respect to k
2sink−2
∫ ∞
−∞
dω J1(ω)sin(ωsink)cosk
1+ exp(2|u| · |ω|) ≥ 0, (C.0.58)
which means that the term in the braces is a MIF of k in the interval [0, pi2 ].
By now, the establishment from κ(n)(k) is a MIF of k in the interval [0, pi2 ] to
the statement of κ(n+1)(k) is completed. Taking limit n→ ∞, one arrives at κ(k)
is a MIF of k for k ∈ [0, pi2 ].
And one could repeat the procedure in dealing with ε′(n,m)1 (Λ) and ε
′(n)
1 (Λ),
hence ε′(n+1,m)1 (Λ) and ε
′(n+1)
1 (Λ) are MIFs of Λ for Λ ∈ [0,+∞).
Taking limit n→ ∞ convinces us that ε′1(Λ) is a MIF of Λ in the interval
[0,+∞).
Lemma 6. κ(n)(k) is a MIF of k for k ∈ [pi2 ,pi].
Proof. For n= 1 case, according to eq. (C.0.10), the proof is trivial.
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For n≥ 2 case, we write down eq. (C.0.13) here
κ(n+1)(k) =κ(1)(k)−
∫ ∞
−∞
dΛa1(sink−Λ)ε′(n)−1 (Λ), (C.0.59)
where the second term on the rhs is a MIF of k in the interval [pi2 ,pi]. This is
resulted in by the corollary of Lemma 5 that ε′(n)1 (Λ) is a MIF of Λ in the interval
[0,+∞), with the application of the second conclusion in appendix A.
Hence, one can confirm that κ(n)(k) is a MIF of k for k ∈ [pi2 ,pi], and so does
κ(k) if we take limit n→ ∞.
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Appendix D
Wiener-Hopf Method
The phase boundary between phases IV and V is determined by the conditions
κ(0) = 0 and ε′1(0)< 0, which imply that Q= 0 and A is finite. As we have stated
in section 2.3.2, at zero temperature the TBA equations in Phase V are simplified
to
κ(k) =−2cosk−µ−2u−B−
∫ A
−A
dΛa1(sink−Λ)ε′1(Λ), (D.0.1)
ε′1(Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ)−
∫ A
−A
dΛ′ a2(Λ−Λ′)ε′1(Λ′). (D.0.2)
Particularly, if A= ∞, it follows that the chemical potential µ= 0. The intersec-
tion of the phase boundary with the B-axis could be calculated exactly by the
Fourier transformation
Bc1 = 2 |u|−2+2
∫ ∞
0
dω J1(ω)exp(−|u|ω)
wcosh(uω)
. (D.0.3)
Now we consider the more general case A≫ 1, for which the phase boundary
can be resolved using the Wiener-Hopf method. By applying Fourier transfor-
mation on eq. (D.0.2) and after some algebraic manipulations, we have
ε′1(Λ)=−µ−
∫ ∞
−∞
dω J1(ω)
ωcosh(uω)
exp(iωΛ)+
∫ ∞
0
dΛ′ ε′1(Λ′+A)
[
R(Λ−Λ′−A)+R(Λ+Λ′+A)] ,
(D.0.4)
where the function R(x) is defined in eq. (B.3.3).
Substituting y(Λ) = ε′1(Λ+A) and expanding y(Λ) = ∑∞n=0 yn(Λ) in terms of
powers of Λ in eq. (D.0.4), the result can be separated into a series of Wiener-Hopf
integral equations in terms of the functions yn(Λ), namely
yn(Λ) = gn(Λ)+
∫ ∞
0
dΛ′R(Λ−Λ′)yn(Λ′). (D.0.5)
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Here we denote the driving terms
g0(Λ) = −µ−
∫ ∞
−∞
dω J1 (ω)e
iω(Λ+A)
ωcosh(uω)
,
gn(Λ) =
∫ ∞
0
dΛ′R(Λ+Λ′+2A)yn−1(Λ′). (D.0.6)
To solve these integral equations for yn(Λ), we begin by defining
y˜±n (ω) =
∫ ∞
−∞
dΛθH (±Λ) yn (Λ)eiωΛ,
where y˜+n (ω) (y˜n(ω)) is an analytic function in the upper (lower) half-plane. It
is obvious that the Fourier transformation of yn(x) satisfies the relation y˜n(ω) =
y˜+n (ω)+ y˜−n (ω).
From eq. (D.0.5) it follows that
y˜+n (ω)
1
1+ exp(−2|u| |ω|) + y˜
−
n (ω) = g˜n(ω), (D.0.7)
by applying Fourier transformation. We further decompose the denominator
1+ exp(−2|u| |ω|) into a product of two pieces,
1+ exp(−2|u| |ω|) = G+(ω)G−(ω), (D.0.8)
where G+(ω) (G−(ω)) is an analytic function in the upper (lower) half-plane.
Then substituting this last equation into eq. (D.0.7) results in the form
y˜+n (ω)/G
+(ω)+G−(ω)y˜−n (ω) = G
−(ω)g˜n(ω). (D.0.9)
Furthermore, we decompose G−(ω)g˜n(ω) into a sum of two pieces,
G−(ω)g˜n(ω) = Q+n (ω)+Q
−
n (ω), (D.0.10)
where similarly Q+n (ω) (Q−n (ω)) is an analytic function in the upper (lower) half-
plane. Then substitution of this last equation into eq. (D.0.9) gives
y˜+n (ω) =G
+(ω)Q+n (ω), (D.0.11)
y˜−n (ω) =Q
−
n (ω)/G
−(ω). (D.0.12)
In this way we can work out the Fourier transformation of y0(Λ) and yn(Λ) itself.
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To this end, recalling (D.0.10), we firstly decompose 1+ exp(−2|u| |ω|) as
G+(ω) = G−(−ω) =
√
2pi
Γ(12 − i|u|ωpi )
(
− i|u|ω
pi
)− i|u|ωpi
exp
(
i|u|ω
pi
)
, (D.0.13)
where we should note that limω→∞G±(ω) = 1, along with the special values
G±(0) =
√
2 and G±
(
± ipi2|u|
)
=
√
pi/e of these functions.
The decomposition for G−(ω)g˜n(ω) in general is subtle, however the leading
case G−(ω)g˜0(ω) is accessible. We start analysis from the Fourier transformation
of g0(Λ),
g˜0(ω) =−µ2piδD(ω)− 2piJ1(ω)exp(−iωA)ωcosh(uω) , (D.0.14)
where on the rhs the δD function could be decomposed as
2piδD(ω) = i
(
1
ω+ iε
− 1
ω− iε
)
(ε→+0) . (D.0.15)
The second term on the rhs is a meromorphic function of ω with poles located at
ωn = i
pi
2|u|(2n+1) (n ∈ Z) (D.0.16)
originating from the term 1cosh(uω) , implying the decomposition
1
cosh(uω)
=χ+(ω)+χ−(ω),
χ+(ω) =
i
|u|
∞
∑
n=0
(−1)n 1
ω+ωn
,
χ−(ω) =
1
cosh(uω)
− i|u|
∞
∑
n=0
(−1)n 1
ω+ωn
. (D.0.17)
Here χ+(ω) and χ−(ω) are analytic functions in the upper and lower half-planes,
respectively. With the help of eq. (D.0.17), as for any analytic and bounded
function f−(ω) in the lower half-plane, the decomposition of f−(ω)cosh(uω) is
f−(ω)
cosh(uω)
=F+(ω)+F−(ω),
F+(ω) =
i
|u|
∞
∑
n=0
(−1)n f
−(−ωn)
ω+ωn
,
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F−(ω) =
f−(ω)
cosh(uω)
−F+(ω). (D.0.18)
By virtue of eqs. (D.0.14) and (D.0.18), we make the following decomposition
for G−(ω)g˜0(ω),
Q+0 (ω) =−
iµG−(0)
ω+ iε
−q(ω) (D.0.19)
Q−0 (ω) =
iµG−(0)
ω+ iε
− 2piJ1(ω)exp(−iωA)G
−(ω)
ωcosh(uω)
+q(ω),
where q(ω) = 4i∑∞n=1(−1)n G
−(−ihn)I1(hn)exp(−hnA)
(2n+1)(ω+ihn) , I1(z) is the first order modified
Bessel function, hn = pi2|u|(2n+1), with the series converging only if A> 1.
If A≫ 1, using eq. (D.0.11), we have
y+0 (ω) = G
+(ω)
[
− iµG
−(0)
ω+ iε
−q(ω)
]
. (D.0.20)
Obviously, we know y(0) = ε′1(A) = 0, which implies
0= y(0) = lim
ω→∞−iω y˜
+(ω). (D.0.21)
Hereafter we replace y(ω) with y0(ω), which is a reasonable approximation if
A≫ 1. Therefore eqs. (D.0.20) and (D.0.21) give rise to
µ=−4
∞
∑
n=0
G−(−ihn)I1(hn)exp(−hnA)
(2n+1)G−(0)
. (D.0.22)
Since we have obtained a parametric expression for the critical chemical po-
tential, we turn to the expression for the magnetic field. Due to the fact that the
phase boundary is determined by κ(0) = 0, we thus use eq. (D.0.1) to determine
the magnetic field.
For simplicity, we rewrite eqs. (D.0.1) and (D.0.2) as
κ(k) =−2cosk−µ−2u−B+
∫ ∞
A
dΛ [a1(sink−Λ)+a1(sink+Λ)]ε′1(Λ)
−
∫ ∞
−∞
dΛa1(sink−Λ)ε′1(Λ), (D.0.23)
ε′1(Λ) =ε
′(0)
1 (Λ)−
∫ A
−A
dΛ′ a2(Λ−Λ′)ε′1(Λ′), (D.0.24)
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where we have denoted
ε′(0)1 (Λ) =−2µ−2
∫ pi
−pi
dk cos2 ka1(sink−Λ). (D.0.25)
Substituting eq. (D.0.24) into the last term on the rhs of eq. (D.0.23) gives
κ(k) =−2cosk−µ−2u−B+
∫ ∞
0
dΛ [s(Λ+A− sink)+ s(Λ+A+ sink)] y(Λ)
−
∫ ∞
−∞
dΛs(Λ− sink)ε′(0)1 (Λ), (D.0.26)
where we have introduced the function s(x) = 14|u|cosh( pix2|u| ) and made use of the
two identities eqs. (B.3.10) and (B.3.11).
Substituting the expansion s(x) = 12|u|∑∞n=0(−1)n exp(−hnx), where |pix/u|< 1
and eq. (D.0.25) into eq. (D.0.26), and after some algebraic manipulations, we
arrive at the result
κ(k) =−2cosk−2u−B+
∞
∑
n=0
(−1)n
|u| y˜
+(ihn)cosh(hn sink)exp(−hnA)
+2
∫ ∞
0
dωJ1(ω)cos(ωsink)exp(−|u|ω)
ωcosh(uω)
, (D.0.27)
Using eq. (D.0.27) and κ(0) = 0 we derive the expression
B=−2+2|u|+
∞
∑
n=0
(−1)n
|u| y˜
+(ihn)exp(−hnA)+2
∫ ∞
0
dωJ1(ω)exp(−|u|ω)
ωcosh(uω)
(D.0.28)
for determining the critical magnetic field. Here we denoted hn = pi2|u|(2n+ 1).
The equation (D.0.28) sets up a relation between the magnetic field and the
chemical potential. In summary, the phase boundary between phase IV and V is
determined by eqs. (D.0.22) and (D.0.28) for A≫ 1.
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Appendix E
Finite-Size Correction to the Ground
State
We present the derivation of the finite-size correction to the ground state in this
Appendix. Prior to this, we make clear the mathematical techniques applied,
i.e., the Euler-McLaurin summation and the ‘scalar product’ relation of two sets
of integral equations whose integral kernel matrices are transposed.
The Euler-McLaurin summation formula is described as
1
L
n f
∑
n=ni
f
(n
L
)
=
∫ n+/L
n−/L
dx f (x)+ 1
24L2
[
f ′
(n−
L
)
− f ′
(n+
L
)]
, (E.0.1)
where n− = ni− 12 , n+ = n f + 12 .
The detailed descriptions for the ‘scalar product’ relation states that if there
are two sets of integral equations for fi and for gi expressed in forms of
f1(x) = f1,0(x)+
∫
C1
dx′K11(x,x′) f1(x′)+
∫
C2
dyK12(x,y) f2(y),
f2(y) = f2,0(y)+
∫
C1
dxK21(x,y) f1(x)+
∫
C2
dy′K22(y,y′) f2(y′),
and
g1(x) =g1,0(x)+
∫
C1
dx′K11(x,x′)g1(x′)+
∫
C2
dyK21(x,y)g2(y),
g2(y) =g2,0(y)+
∫
C1
dxK12(x,y)g1(x)+
∫
C2
dy′K22(y,y′)g2(y′),
then they comply with
∑
i=1,2
∫
Ci
dz fi(z) ·gi,0(z) = ∑
i=1,2
∫
Ci
dz fi,0(z) ·gi(z),
where Ci represent different integral intervals, fi,0 (gi,0) are driving terms and
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Ki j(x,y) the integral kernels, which could be expressed in terms of a matrix and
the kernel matrices for fi (i= 1,2) and for gi (i= 1,2) are transposed.
In order to apply the Euler-McLaurin formula, we choose a set of consecutive
quantum numbers according to eq. (5.1.4)
Iuj =I
u
−+ j−
1
2
, j = 1,2,3, . . . ,Nu, (E.0.2)
Ibj =I
b
−+ j−
1
2
, j = 1,2,3, . . . ,Nb, (E.0.3)
with which we define Iu+ = Nu+ Iu−, and Ib+ = Nb+ Ib−.
Starting from eq. (5.1.5), one may rewrite this equation through denoting the
driving terms of TBA equations (5.1.11) and (5.1.12) as εγ0(kγ) with γ= u,b
E =
Nγ
∑
j=1
εγ0(k
γ
j). (E.0.4)
Going on with the calculation
E
L
=
1
L ∑α=u,b
Nα
∑
j=1
εα0
(
kαj
)
=
1
L ∑α=u,b
Nα
∑
j=1
εα0
(
kα
(2piIαj
L
))
=
1
L ∑α=u,b
Nα
∑
j=1
εα0
(
kα
( Iαj
L/(2pi)
))
=
1
2pi ∑α=u,b

∫ 2piIα+
L
2piIα−
L
dyα εα0 (kα (yα))−
1
24(L/2pi)2
dεα0
dyα
∣∣∣∣yα=
2piIα+
L
yα=
2piIα−
L
+h.o.c.
 ,
(E.0.5)
where we have used the Euler-McLaurin formula and h.o.c. means higher order
corrections. Here we use notation kαj = (yα)−1
(2piIαj
L
)
= kα(
2piIαj
L ), due to kα is
more convenient than (yα)−1 in the change of integral variable later on. If we
define yα
(
Qα±
)
= 2piIα±/L, then last calculation moves on to
E
L
=
1
2pi ∑α=u,b

∫ 2piIα+
L
2piIα−
L
dkα dy
α
dkα ε
α
0 (k
α (yα))− 1
24
(
2pi
L
)2 dεα0
dyα
∣∣∣∣yα=
2piIα+
L
yα=
2piIα−
L
+h.o.c.

=
1
2pi ∑α=u,b

∫ Qα+
Qα−
dkα 2piραL(kα)εα0 (kα (yα))−
1
24
(
2pi
L
)2 dεα0
dyα
∣∣∣∣yα=
2piIα+
L
yα=
2piIα−
L
+h.o.c.

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= ∑
α=u,b

∫ Qα+
Qα−
dkαραL(kα)εα0 (kα (yα))−
1
24
2pi
L2
dεα0
dyα
∣∣∣∣yα=
2piIα+
L
yα=
2piIα−
L
+h.o.c.
 , (E.0.6)
where we have employed
dyα
dkα = 2piρ
α
L(k
α),
which has been displayed in eqs. (5.1.9) and (5.1.10).
By now, we have obtained the integral equations for ραL(kα) (α= u,b), eqs. (5.1.9)
and (5.1.10), which could be expressed as a vector equation
ρ⃗L(ku,kb) = ρ⃗L,0(ku,kb)+ Kˆ(ku,kb;k,Λ)⊙ ρ⃗L(k,Λ), (E.0.7)
or even more simple
ρ⃗L = ρ⃗L,0+ Kˆ⊙ ρ⃗L. (E.0.8)
Here ⊙ means integration, and we have defined
ρ⃗L(ku,kb) =
[
ρuL (k
u)
ρbL
(
kb
) ] ,
ρ⃗L,0(ku,kb) =

1
2pi − 124L2 cosku
a′1(sink
u−kb)
ρbL(kb)
∣∣∣kb=Qb+
kb=Qb−
1
2pi
∫ pi
−pidka1(kb− sink)− 124L2
[
cosku a′1(k
b−sin(ku))
ρuL(ku)
∣∣∣ku=Qu+
ku=Qu−
+
a′2(k
b−k)
ρbL(k)
∣∣∣k=Qb+
k=Qb−
]
 ,
and
Kˆ
(
ku,kb;k,Λ
)
=
[
0 −cosku a1(sinku−Λ)
−a1(kb− sink) −a2(kb−Λ)
]
. (E.0.9)
There exist finite-size corrections in the eqs. (5.1.9) and (5.1.10) for ραL,0(kα).
In general, the driving term ραL,0(kα) could be divided into a sum of result under
thermodynamic limit and correction term, so does the solution to the integral
equation for ραL(kα). Hence we write down the vector equations
ρ⃗L(ku,kb) = ρ⃗(ku,kb)+ f⃗ (ku,kb) (E.0.10)
where ρ⃗(ku,kb) and f⃗ (ku,kb) comply with
ρ⃗(ku,kb) = ρ⃗0(ku,kb)+ Kˆ(ku,kb;k,Λ)⊙ ρ⃗(k,Λ), (E.0.11)
f⃗ (ku,kb) = f⃗0(ku,kb)+ Kˆ(ku,kb;k,Λ)⊙ f⃗ (ku,kb). (E.0.12)
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As like we have stated before, ρ⃗0 and f⃗0 represent the thermodynamic limit part
and finite-size correction part of the driving term ρ⃗L,0, respectively. Similarly ρ⃗
and f⃗ stand for the corresponding part of ρL. The explicit expressions of ρ⃗0 and
f⃗0 are
ρ⃗0(ku,kb) =
[ 1
2pi
1
2pi
∫ pi
−pidka1(kb− sink)
]
, (E.0.13)
f⃗0(ku,kb) =

− 124L2 cosku
a′1(sink
u−kb)
ρbL(kb)
∣∣∣kb=Qb+
kb=Qb−
− 124L2
[
cosku a′1(k
b−sin(ku))
ρuL(ku)
∣∣∣ku=Qu+
ku=Qu−
+
a′2(k
b−k)
ρbL(k)
∣∣∣k=Qb+
k=Qb−
]
 . (E.0.14)
The TBA equations in the ground state eqs. (5.1.11) and (5.1.12) can be
rewritten as a vector equation
ε⃗(ku,kb) = ε⃗0(ku,kb)+ KˆT (ku,kb;k,Λ)⊙ ε⃗(k,Λ) (E.0.15)
or
ε⃗= ε⃗0+ KˆT ⊙ ε⃗, (E.0.16)
where we have defined
ε⃗(ku,kb) =
[
εu(ku)
εb(kb)
]
, (E.0.17)
ε⃗0(ku,kb) =
[ −2cosku−µ−2u−B
−4Re
[√
1− (kb+ i · |u|)2
]
− (2µ+4u)
]
, (E.0.18)
and
KˆT (ku,kb;k,Λ) =
[
0 −a1(sinku−Λ)
−coska1(kb− sink) −a2(kb−Λ)
]
. (E.0.19)
Here KˆT (ku,kb;k,Λ) is the transpose of Kˆ(ku,kb;k,Λ).
It’s easy to notice that applying the ‘scalar product’ relation to eqs. (E.0.11),
(E.0.12) and (E.0.15) will simplify eq. (E.0.6),
E
L
= ∑
α=u,b

∫ Qα+
Qα−
dkα εα0 (kα)ραL(kα)−
1
24
2pi
L2
[dεα0
dkα
dkα
dyα
]∣∣∣∣yα=
2piIα+
L
yα=
2piIα−
L
+h.o.c.

= ∑
α=u,b
{∫ Qα+
Qα−
dkα εα0 (kα) [ρα(kα)+ f α(kα)]−
1
24
2pi
L2
[dεα0
dkα/
dyα
dkα
]∣∣∣∣kα=Qα+
kα=Qα−
+h.o.c.
}
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= ∑
α=u,b

∫ Qα+
Qα−
dkα εα(kα) [ρα0 (kα)+ f α0 (kα)]−
1
24L2
dεα0
dkα
ραL(kα)
∣∣∣∣∣
kα=Qα+
kα=Qα−
+h.o.c.

= ∑
α=u,b

∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)−
1
24L2
dεα0
dkα
ραL(kα)
∣∣∣∣∣
kα=Qα+
kα=Qα−

−
∫ Qu+
Qu−
dku εu(ku) 1
24L2
cosku
a′1(sink
u− kb)
ρbL(kb)
∣∣∣∣k
b=Qb+
kb=Qb−
−
∫ Qb+
Qb−
dkb εb(kb) 1
24L2
 cosku a′1(kb− sin(ku))
ρuL(ku)
∣∣∣∣k
u=Qu+
ku=Qu−
+
a′2(k
b− k)
ρbL(k)
∣∣∣∣k=Q
b
+
k=Qb−
+h.o.c.
= ∑
α=u,b

∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)−
1
24L2
dεα0
dkα
ραL(kα)
∣∣∣∣∣
kα=Qα+
kα=Qα−

− 1
24L2
[
1
ρbL(kb)
∫ Qu+
Qu−
dku εu(ku)cosku a′1(sinku− kb)
]∣∣∣∣kb=Qb+
kb=Qb−
− 1
24L2

[
cosku
ρuL(ku)
∫ Qb+
Qb−
dkb εb(kb)a′1(kb− sin(ku))
]∣∣∣∣∣
ku=Qu+
ku=Qu−
+
[
1
ρbL(k)
∫ Qb+
Qb−
dkb εb(kb)a′2(kb− k)
]∣∣∣∣∣
k=Qb+
k=Qb−
+h.o.c.
= ∑
α=u,b

∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)−
1
24L2
dεα0
dkα
ραL(kα)
∣∣∣∣∣
kα=Qα+
kα=Qα−

− 1
24L2
[
1
ρbL(kb)
∫ Qu+
Qu−
(
da1(sinku− kb)
)
εu(ku)
]∣∣∣∣kb=Qb+
kb=Qb−
− 1
24L2

[
cosku
ρuL(ku)
∫ Qb+
Qb−
(
da1(kb− sin(ku))
)
εb(kb)
]∣∣∣∣∣
ku=Qu+
ku=Qu−
+
[
1
ρbL(k)
∫ Qb+
Qb−
(
da2(kb− k)
)
εb(kb)
]∣∣∣∣∣
k=Qb+
k=Qb−
+h.o.c.
= ∑
α=u,b

∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)−
1
24L2
dεα0
dkα
ραL(kα)
∣∣∣∣∣
kα=Qα+
kα=Qα−

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− 1
24L2
[
1
ρbL(kb)
(
a1(sinku− kb)εu(ku)
)∣∣∣ku=Qu+
ku=Qu−
− 1
ρbL(kb)
∫ Qu+
Qu−
dku a1(sinku− kb)dε
u(ku)
dku
]∣∣∣∣kb=Qb+
kb=Qb−
− 1
24L2

[
cosku
ρuL(ku)
(
a1(kb− sin(ku))εb(kb)
)∣∣∣kb=Qb+
kb=Qb−
− cosk
u
ρuL(ku)
∫ Qb+
Qb−
dkb a1(kb− sin(ku))dε
b(kb)
dkb
]∣∣∣∣∣
ku=Qu+
ku=Qu−
+
[
1
ρbL(k)
(
a2(kb− k)εb(kb)
)∣∣∣kb=Qb+
kb=Qb−
− 1
ρbL(k)
∫ Qb+
Qb−
dkba2(kb− k)dε
b(kb)
dkb
]∣∣∣∣∣
k=Qb+
k=Qb−
+h.o.c.,
(E.0.20)
where using Qα+ = −Qα−, εα(−kα) = εα(kα) and εα(Qα±) = 0 in the ground state
one can further obtain that
E
L
= ∑
α=u,b
{∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)
}
− 1
24L2
{
1
ρuL(ku)
[
dεu0
dku − cosk
u
∫ Qb+
Qb−
dkb a1(kb− sinku)dε
b(kb)
dkb
]}∣∣∣∣∣
ku=Qu+
ku=Qu−
− 1
24L2
{
1
ρbL(kb)
[
dεb0
dkb −
∫ Qu+
Qu−
dku a1(sinku− kb)dε
u(ku)
dku −
∫ Qb+
Qb−
dka2(kb− k)dε
b(k)
dk
]}∣∣∣∣∣
kb=Qb+
kb=Qb−
= ∑
α=u,b

∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)−
1
24L2
dεα
dkα
ραL(kα)
∣∣∣∣∣
kα=Qα+
kα=Qα−
+h.o.c.
= ∑
α=u,b

∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)−
1
24L2
dεα
dkα
ρα(kα)
∣∣∣∣∣
kα=Qα+
kα=Qα−
+h.o.c. (E.0.21)
Under the thermodynamic limit one knows that the dressed momentum pγ(kγ)=
limL→∞ y
γ
L(k
γ) with γ= u,b. In the ground state, the sound velocity is defined by
vγ = ± dεγ(kγ)dpγ(kγ)
∣∣∣
kγ=±Qγ
= ± dεγ/dkγ2piργ(kγ)
∣∣∣
kγ=±Qγ
. Thereby one can deduce that
E
L
= ∑
α=u,b
{∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα)−
pi
6L2
vα
}
+h.o.c. (E.0.22)
where the integrals on the rhs are the ground state energy in the thermodynamic
limit and can be easily derived through eq. (E.0.4).
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Obviously, the finite-size correction to the ground state energy is given by
∆
(
E
L
)
=− ∑
α=u,b
pi
6L2
vα. (E.0.23)
In the ground state, the momentum distribution is symmetric whether under
the thermodynamic limit or not, therefore the finite-size correction to the total
momentum is zero, i.e.
∆P= 0. (E.0.24)
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Appendix F
Finite-Size Correction to Three Types of
Elementary Excitations
The situation of Type I elementary excitation is simple, which is a special case
of particle-hole excitation. The change in energy of a particle-hole excitation is
expressed by
∆E = ∑
α=u,b
∑
β=+,−
[
εα(kαp,β)− εα(kαh,β)
]
, (F.0.1)
where we use subscripts p and h to label particle and hole respectively. Due to
the Type I excitation taking place close to the Fermi points, one can approximate
the difference in the last equation as the leading term of Taylor expansion around
the Fermi points. Hence, the change in energy of Type I excitation is written as
∆E ≈ ∑
α=u,b
∑
β=+,−
[
∂εα
∂kα
∣∣∣∣
kα=Qαβ
(
kαp,β− kαh,β
)]
.
(F.0.2)
Moreover, noticing that the counting function connects the momentum kα and
quantum number Iα, we similarly introduce Taylor expansion in the last equation,
and obtain
∆E ≈ ∑
α=u,b
∑
β=+,−
[
∂εα
∂kα
∣∣∣∣
kα=Qαβ
dkα
dyα
∣∣∣∣
kα=Qαβ
2pi
L
Nαβ sign(β)
]
= ∑
α=u,b
2pi
L
vα
(
Nα++N
α
−
)
, (F.0.3)
where yα is the counting function under the thermodynamic limit, i.e., yα =
limL→∞ yαL(k
α) = pα(kα), and we have used the definition of sound velocity vγ =
± dεγ(kγ)/dkγdpγ(kγ)/dkγ
∣∣∣
kγ=±Qγ
.
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In light of the zero momentum in the ground state, we can write down the
change in total momentum
∆P= ∑
α=u,b
2pi
L
(
Nα+−Nα−
)
, (F.0.4)
where Nα+ = Iα+,e− Iα−,g and Nα− = Iα−,g− Iα+,e arise from the change in distribution
of quantum numbers close to the right and left Fermi points, respectively. The
subscripts e and g represent the excited state and ground state, respectively.
On the other hand, the derivations for the changes in energy and total momen-
tum of Type II and III elementary excitations are rather complicated. Hereby
we give a sketch of calculations in this Appendix. The low-lying excitation cor-
responds to small variations in Fermi points from the ground state case. This
allows us to expand the energy per site with respect to the changes of the Fermi
points
eE(Qu±,Q
b
±)
=eE(±Qu,±Qb)+ 12 ∑α=u,b
[
∂2eE
∂(Qα+)2
∣∣∣∣
G
(Qα+−Qα)2+
∂2eE
∂(Qα−)2
∣∣∣∣
G
(Qα−+Q
α)2
]
+h.o.c. (F.0.5)
where eE =∑α=u,b
∫ Qα+
Qα−
dkα εα(kα)ρα0 (kα) is the energy per site, ±Qα stand for the
ground state Fermi points, and subscript G means Qu± = ±Qu&Qb± = ±Qb. In
this expansion, the first order derivative ∂eE∂(Qα+)
∣∣∣
G
vanishes due to the fact that
the Fermi points minimize the energy in the ground state.
With the help of TBA equations and integral equations of root densities, the
second order derivative is given by
∂2eE
∂(Qα±)2
∣∣∣∣
G
=± ∂ε
α(kα)
∂Qα±
∣∣∣∣
G,kα=±Qα
ρα(±Qα), (F.0.6)
substituting which and sound velocity vγ =± dεγ(kγ)/dkγ2piργ(kγ)
∣∣∣
G
into eq. (F.0.5) yields
eE(Qu±,Q
b
±)
=eE(±Qu,±Qb)+pi ∑
α=u,b
vα [ρα(Qα)]2
[
(Qα+−Qα)2+(Qα−+Qα)2
]
+h.o.c.
(F.0.7)
In order to rewrite Qγ+−Qγ and Qγ−+Qγ in terms of ∆Nγ and ∆Dγ, we introduce
notations νγ = I
γ
+−Iγ−
L =
Nγ
L and δγ =
Iγ++I
γ
−
2L =
Dγ
L , where Nu (Nb) stands for the
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number of unpaired fermions (bound pairs), and Dγ is the position of the center
of the Fermi sea for unpaired fermions (bound pairs). Their explicit expression
are respectively given by
νγ =
∫ Qγ+
Qγ−
dkργ(k) (γ= u,b) (F.0.8)
δu =
1
2
(∫ Qu+
pi
+
∫ Qu−
−pi
)
dkρu(k)+ 1
2pi
∫ Qb+
Qb−
dkbθ
(
kb
|u|
)
ρb(kb), (F.0.9)
δb =
1
2
(∫ Qb+
∞
+
∫ Qb−
−∞
)
dkρb(k), (F.0.10)
with θ(x) = 2arctan(x).
The total differential of νγ (γ = u,b) with respect to Qβ± (β = u,b) in the
vicinity of ground state is expressed by
dνγ = ∑
β=u,b
[
∂νγ
∂Qβ+
∣∣∣∣∣
G
dQβ++
∂νγ
∂Qβ−
∣∣∣∣∣
G
dQβ−
]
. (F.0.11)
We furthermore denote
d⃗ν=
[ dνu
dνb
]
, dQ⃗± =
[ dQu±
dQb±
]
,
{
Vˆ±
}
γβ =
∂νγ
∂Qβ±
∣∣∣∣∣
G
, (F.0.12)
and then eq. (F.0.11) could be rewritten as a vector equation
d⃗ν= Vˆ+dQ⃗++Vˆ−dQ⃗−. (F.0.13)
Here we need to calculate
∂νγ
∂Qβ±
=
∫ Qγ+
Qγ−
dk ∂ρ
γ(k)
∂Qβ±
±ργ(Qβ±)δγβ. (F.0.14)
According to eq. (E.0.11), it is easy to derive that
∂ργ(kγ)
∂Qβ±
=±Kˆγβ(kγ;kβ = Qβ±)ρβ(Qβ±)+ ∑
η=u,b
Kˆγη(kγ;kη)⊙ ∂ρ
η(kη)
∂Qβ±
, (F.0.15)
which together with the dressed charge equations brings us that
∂νγ
∂Qβ±
=±ρβ(Qβ±)Zγβ(kβ = Qβ±). (F.0.16)
144 Finite-Size Correction to Three Types of Elementary Excitations
We introduce the following notations
Zˆ =
[
Zuu(ku = Qu+) Zub(k
b = Qb+)
Zbu(ku = Qu+) Zbb(k
b = Qb+)
]∣∣∣∣
G
, (F.0.17)
ρˆ=
[
ρu(ku = Qu+) 0
0 ρb(kb = Qb+)
]∣∣∣∣
G
, (F.0.18)
and inserting which into eq. (F.0.16), then we have a compact expression
Vˆ± =±Zˆ · ρˆ. (F.0.19)
Now we can express eq. (F.0.13) as
d⃗ν= Zˆ · ρ⃗ ·dQ⃗+− Zˆ · ρ⃗ ·dQ⃗−. (F.0.20)
In the next stage, we similarly consider the total differential of δγ with respect
to Qβ± in the vicinity of the ground state
dδγ = ∑
β=u,b
[
∂δγ
∂Qβ+
∣∣∣∣∣
G
dQβ++
∂δγ
∂Qβ−
∣∣∣∣∣
G
dQβ−
]
. (F.0.21)
Similarly, we introduce notations
d⃗δ=
[ dδu
dδb
]
,
{
Wˆ±
}
γβ =
∂δγ
∂Qβ±
∣∣∣∣∣
G
, (F.0.22)
and then eq. (F.0.21) can be rewritten as a vector equation
d⃗δ= Wˆ+dQ⃗++Wˆ−dQ⃗−. (F.0.23)
We further calculate
∂δu
∂Qβ±
=
1
2
ρu(Qu±) ·δuβ±
1
2
θ
(
Qb±
|u|
)
ρb(Qb±) ·δbβ
+
1
2
(∫ Qu+
pi
+
∫ Qu−
−pi
)
dku ∂ρ
u(ku)
∂Qβ±
+
1
2pi
∫ Qb+
Qb−
dkbθ
(
kb
|u|
)
∂ρb(kb)
∂Qβ±
(F.0.24)
∂δb
∂Qβ±
=
1
2
ρb(Qb±) ·δbβ+
1
2
(∫ Qb+
∞
+
∫ Qb−
−∞
)
dkb ∂ρ
b(kb)
∂Qβ±
. (F.0.25)
Substituting eq. (F.0.15) into eqs. (F.0.24) and (F.0.25), we obtain the fol-
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lowing expressions
∂δu
∂Qβ±
= ± 1
2
ρβ(Qβ±)
[(∫ Qu+
pi
+
∫ Qu−
−pi
)
dku Kˆuβ(ku;kβ = Qβ±)±δuβ+
1
pi
θ
(
Qb±
|u|
)
·δbβ
]
+
1
2pi
∫ Qb+
Qb−
dkb ∂ρ
b(kb)
∂Qβ±
[
θ
(
kb
|u|
)
+pi
(∫ Qu+
pi
+
∫ Qu−
−pi
)
dku Kˆub(ku;kb)
]
,
(F.0.26)
∂δb
∂Qβ±
= ± 1
2
ρb(Qb±)
[(∫ Qb+
∞
+
∫ Qb−
−∞
)
dkb Kˆbβ(kb;kβ = Qβ±)±δbβ
]
+
1
2 ∑γ=u,b
∫ Qγ+
Qγ−
dkγ ∂ρ
γ(kγ)
∂Qβ±
[(∫ Qb+
∞
+
∫ Qb−
−∞
)
dkb Kˆbγ(kb;kγ)
]
. (F.0.27)
Now we introduce a set of new integral equations similar to the dressed charge
equations
σuη(kη) =δbη ·
[
1
pi
θ
(
kb
|u|
)
+
(∫ Qu+
pi
+
∫ Qu−
−pi
)
dku Kˆub(ku;kb)
]
+ ∑
γ=u,b
KˆTηγ(k
η;kγ)⊙σuγ(kγ), (F.0.28)
σbη(kη) =
(∫ Qb+
∞
+
∫ Qb−
−∞
)
dk˜b Kˆbβ
(
k˜b;kη
)
+ ∑
γ=u,b
KˆTηγ
(
kη; k˜γ
)⊙σbγ (k˜γ) , (F.0.29)
where η= u,b, and see the integral kernel matrix KˆT in eq. (E.0.19).
With the help of the above integral equations for σαβ(kβ) and eq. (F.0.15),
we obtain
∂δα
∂Qβ±
=±1
2
ρβ(Qβ±)
[
σαβ(Q
β
±)±δαβ
]
, (F.0.30)
and {
Wˆ
}
± =
{
±1
2
ρβ(Qβ±)
[
σαβ(Q
β
±)±δαβ
]}∣∣∣∣
G
. (F.0.31)
We now further define
σˆ=
[
σuu(Qu+) σub(Qb+)
σbu(Qu+) σbb(Qb+)
]∣∣∣∣
G
, (F.0.32)
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and hereby eq. (F.0.31) can be cast into a vector form
Wˆ± =
1
2
(
σˆ+ Iˆ
) · ρˆ. (F.0.33)
Moreover, σˆ could be expressed in terms of Zˆ. Taking the derivative of
eqs. (F.0.28) and (F.0.29) with respect to their own arguments, we then obtain
σ′uη(k
η) =2a1(kb)δbη− KˆTuη(ku;kη)
∣∣ku=Qpi+
ku=pi − KˆTuη(ku;kη)
∣∣ku=Qpi−
ku=−pi
− ∑
γ=u,b
[
KˆTγη(k
η;kγ)σuγ(kγ)
]∣∣∣kγ=Qγ+
kγ=Qγ−
+ ∑
γ=u,b
Kˆηγ(kη;kγ)⊙σ′uγ(kγ),
(F.0.34)
σ′bη(k
η) =− KˆTbη(kη;kb)
∣∣∣kb=Qb+
kb=∞
− KˆTbη(kη;kb)
∣∣∣kb=Qb−
kb=−∞
− ∑
γ=u,b
[
KˆTγη(k
η;kγ)σbγ(kγ)
]∣∣∣kγ=Qγ+
kγ=Qγ−
+ ∑
γ=u,b
Kˆηγ(kη;kγ)⊙σ′bγ(kγ).
(F.0.35)
Taking the integral of σ′uη(kη) with respect to kη over interval [Qη−,Qη+] leads
to
δuβ− ZˆTuβ− ∑
γ=u,b
σˆuγ · ZˆTγβ = 0. (F.0.36)
Similarly, one can derive the following equation through integral of σ′bη(kη),
δbβ− ZˆTbβ− ∑
γ=u,b
σˆbγ · ZˆTγβ = 0. (F.0.37)
We rewrite the above two equations as a vector equation,
Iˆ− ZˆT − σˆ · ZˆT = 0, (F.0.38)
inserting which into eq. (F.0.33) yields
Wˆ± =
1
2
(
ZˆT
)−1 · ρˆ. (F.0.39)
Using the last equation, one can express eq. (F.0.23) as
d⃗δ= 1
2
(
ZˆT
)−1 · ρˆ ·dQ⃗+− 12 (ZˆT)−1 · ρˆ ·dQ⃗+. (F.0.40)
147
Now we rewrite eqs. (F.0.13) and (F.0.40) as[ d⃗ν
d⃗δ
]
=
[
Zˆ −Zˆ
1
2
(
ZˆT
)−1 1
2
(
ZˆT
)−1 ] ·[ ρˆdQ⃗+ρˆdQ⃗−
]
, (F.0.41)
whose inverse is given by[
ρˆdQ⃗+
ρˆdQ⃗−
]
=
[ 1
2 Zˆ
−1 ZˆT
−12 Zˆ−1 ZˆT
]
·
[ d⃗ν
d⃗δ
]
. (F.0.42)
At last, we express eq. (F.0.7) in terms of dQγ± (γ= u,b)
eE(Qu±,Q
b
±)− eE(±Qu,±Qb)
=pi ∑
γ=u,b
vγ [ργ(Qγ)]2
[
(Qγ+−Qγ)2+(Qγ−+Qγ)2
]
+h.o.c.
=pi ∑
γ=u,b
vγ [ργ(Qγ)]2
[
(dQγ+)2+(dQγ−)2
]
+h.o.c. (F.0.43)
In light of the definitions of Sˆ, ρˆ, ∆N⃗, ∆D⃗, and νγ = NγL , δγ = D
γ
L (γ = u,b), one
could recast the last equation into
eE(Qu±,Q
b
±)− eE(±Qu,±Qb)
=
2pi
L2
[
1
4
(
∆N⃗
)T · (Zˆ−1)T · Sˆv · Zˆ−1 ·∆N⃗+(∆D⃗)T · Zˆ · Sˆv · ZˆT ·∆D⃗]+h.o.c.
(F.0.44)
The change in total momentum caused by Type II and III excitations is given
by
∆P= ∑
γ=u,b
Nγ
∑
j=1
2piIγj
L
= ∑
γ=u,b
2pi
L
1
2
(
Iγ+− Iγ−
)(
IγN + I
γ
1
)
=
2pi
L ∑γ=u,b
∆Dγ · (Nγ+∆Nγ) . (F.0.45)
After the above lengthy calculations, the changes in energy and total mo-
mentum of the three types of elementary excitations have been derived. The
change in energy shown in eqs. (5.2.2) and (F.0.44) is summarized as eq. (5.2.3).
Whereas the change in total momentum shown in eqs. (5.2.1) and (F.0.45) is
summarized as eq. (5.2.4).
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