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SPECIAL SYMPLECTIC LIE GROUPS AND HYPERSYMPLECTIC LIE
GROUPS
XIANG NI AND CHENGMING BAI
Abstract. A special symplectic Lie group is a triple (G,ω,∇) such thatG is a finite-dimensional
real Lie group and ω is a left invariant symplectic form on G which is parallel with respect to a
left invariant affine structure ∇. In this paper starting from a special symplectic Lie group we
show how to “deform” the standard Lie group structure on the (co)tangent bundle through the
left invariant affine structure ∇ such that the resulting Lie group admits families of left invariant
hypersymplectic structures and thus becomes a hypersymplectic Lie group. We consider the
affine cotangent extension problem and then introduce notions of post-affine structure and post-
left-symmetric algebra which is the underlying algebraic structure of a special symplectic Lie
algebra. Furthermore, we give a kind of double extensions of special symplectic Lie groups in
terms of post-left-symmetric algebras.
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2 XIANG NI AND CHENGMING BAI
1. Introduction
A hypersymplectic structure on a 4n-dimensional smooth manifold M is a triple {J,E, g}
satisfying the following conditions:
(a) J,E are two endomorphisms of the tangent bundle of M such that
J2 = −id, E2 = id, JE = −EJ.
(b) g is a neutral metric (that is, of signature (2n, 2n)) satisfying
g(X,Y ) = g(JX, JY ) = −g(EX,EY ), ∀X,Y ∈ Γ(TM).
(c) The associated 2-forms
ω1(X,Y ) = g(JX, Y ), ω2(X,Y ) = g(EX,Y ), ω3(X,Y ) = g(JEX,Y ),
are closed.
Hypersymplecitc structures were introduced by Hitchin ([24]). They are the split-quaternion ana-
logues of hyperka¨hler structures, where the base manifold carries a hypercomplex structure, i.e.,
a pair {J1, J2} of commuting complex structures, and are sometimes called neutral hyperka¨hler
structures ([25]) or parahyperka¨hler structures ([1]).
Manifolds carrying a hypersymplectic structure have a rich geometry, such as the (neutral)
metric is Ka¨hler and Ricci flat and its holonomy group is contained in Sp(2n,R) ([24]). More-
over they are neutral Calabi-Yau ([23]). Recently, hypersymplectic structures are attractive in
theoretical physics since they play a role in string theory ([33]). On the other hand, the relation-
ships between hypersymplectic structures and integrable systems were considered in [11]. The
quotient construction for hypersymplectic manifolds has been studied in [24] and later in [20].
In [25], Kamada classified all the hypersymplectic structures on primary Kodaira surfaces. Ex-
amples on 2-step nilmanifolds in higher dimensions were obtained in [23]. On the other hand,
hypersymplectic structures on solvable Lie groups have been studied in [3, 4].
In this paper, we focus on the homogeneous context of hypersymplectic geometry. More
precisely, we study how to construct hypersymplectic Lie groups. By definition, a hypersymplectic
Lie group is a real Lie group endowed with a left invariant hypersymplectic structure. Our
starting data is a special symplectic Lie group. A special symplectic Lie group is a triple (G,ω,∇)
such that G is a finite-dimensional real Lie group and ω is a left invariant symplectic form on G
which is parallel with respect to a left invariant affine structure ∇. Recall that an affine structure
on an n-dimensional smooth manifold is specified by a flat and torsion free connection ∇. If G
is a Lie group, an affine structure is called left invariant if for each g ∈ G the left-multiplication
by g, Lg : G → G, is an automorphism of the affine structure. It is known for a long time that
left-invariant affine structures on a connected and simply connected Lie group are in one-to-one
correspondence with the so-called left-symmetric algebraic structures on its Lie algebra (see the
beginning of Section 4). Furthermore, special symplectic Lie groups are also related to the central
extensions of Poisson brackets of hydrodynamic type ([9]).
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In general, we can define a special symplectic manifold to be a symplectic manifold with
a flat and torsion free connection ∇ which is parallel with respect to the symplectic form ω.
Note that there is also a notion of special symplectic manifold which, in addition, involves a
complex structure J satisfying the condition that ∇J is symmetric (see [2]). Both of these two
special symplectic geometries are the natural underlying geometry of the so-called special Ka¨hler
geometry which is quite active recently due to its relationships with supersymmetric field theories
and algebraic integrable systems (see a survey article [18] and the references therein).
Starting from a special symplectic Lie group, we will show how to “deform” the standard
Lie group structure on its (co)tangent bundle through the left invariant affine structure ∇ such
that the resulting Lie group admits families of left invariant hypersymplectic structures and thus
become a hypersymplectic Lie group.
So it is necessary to consider how to construct special symplectic Lie groups. In order to
find some interesting examples of special symplectic Lie groups, we consider the affine cotangent
extension problem. To solve such a problem we introduce notions of post-affine structure and (its
corresponding) post-left-symmetric algebra.
We show that the post-left-symmetric algebra is the natural underlying algebraic structure
of a special symplectic Lie algebra (that is, the Lie algebra of a special symplectic Lie group).
Moreover, there is a commuting diagram which exhibits the role of post-left-symmetric algebras
(see Remark 4.15):
(1)
left-symmetric algebras ← post-left-symmetric algebras
↑ ↑
symplectic Lie algebras ← special symplectic Lie algebras
Furthermore, using post-affine structures and post-left-symmetric algebras, we provide a kind
of constructions of special symplectic Lie groups (algebras): double extensions. In particular,
the theorem of “Drinfeld’s double” enables us to construct certain interesting examples of special
symplectic Lie groups. Moreover, the double extensions of special symplectic Lie algebras are
the natural underlying structures of flat hypersymplectic Lie algebras (see Remark 4.16). We
also introduce a notion of a very special para-Ka¨hler Lie algebra and investigate its structure.
This paper is organized as follows. In section 2, we recall some basic facts on hypersymplectic
Lie groups. We also introduce the notion of special symplectic Lie group. In section 3, we study
the construction of hypersymplectic Lie groups from tangent and cotangent bundles of special
symplectic Lie groups respectively. In section 4, we consider the affine cotangent extension
problem. We introduce notions of post-affine structure and post-left-symmetric algebra and give
a kind of double extensions of special symplectic Lie groups. By a similar study, we investigate
the structure of a very special para-Ka¨hler Lie algebra which is an example of special para-Ka¨hler
Lie algebra in an appendix.
Conventions: In this paper, the base field is taken to be R of real numbers unless otherwise
specified. This is the field from which we take all the constants and over which we take all the
algebras, vector spaces, linear maps, Lie groups and manifolds, etc. All algebras, vector spaces,
Lie groups and manifolds are assumed to be finite-dimensional, although many results still hold
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in infinite-dimensional case. Let V be a vector space and V ∗ be its dual space. We let 〈, 〉 be the
natural pairing between V and V ∗. In this paper, all the Lie groups are assumed to be connected
and simply connected.
2. Preliminaries
In this section, we always let G be a Lie group with Lie algebra g.
2.1. Special symplectic Lie groups. A left invariant symplectic form on G (or a symplectic
form on g) is defined as a left invariant nondegenerate 2-form which is closed, that is,
(2) dω(x, y, z) = ω(x, [y, z]) + ω(y, [z, x]) + ω(z, [x, y]) = 0, ∀x, y, z ∈ g.
In this case G is called a symplectic Lie group ([17, 28]) and g is called a symplectic Lie algebra.
A connection on the Lie algebra g is a bilinear map ∇ : g × g → g. After left translating,
∇ gives rise to a left invariant connection on the Lie group G, i.e., each left translation Lg :
G → G,x → gx is an affine transformation of G. In this case, if x, y ∈ g are two left invariant
vector fields on G, then ∇xy is also left invariant. The connection ∇ is called torsion free if
∇xy − ∇yx = [x, y] for all x, y ∈ g and is called flat if the curvature R of ∇ is identically zero,
where R(x, y) = ∇x∇y −∇y∇x −∇[x,y] for any x, y ∈ g.
A left invariant affine structure on G is a left invariant flat and torsion free linear connection
on G. An important class of Lie groups having left invariant affine structures are the symplectic
Lie groups ([17]): suppose that G is a symplectic Lie group with the symplectic form ω, then
there is a left invariant affine structure ∇ on G defined by
(3) ω([x, y], z) = −ω(y,∇xz), ∀x, y, z ∈ g.
Definition 2.1. A special symplectic Lie group is a triple (G,∇, ω) such that
(a) G is a Lie group;
(b) ∇ is a left invariant affine structure on G;
(c) ω is a left invariant symplectic form on G such that it is parallel with respect to ∇, that
is,
(4) ω(∇xy, z) = ω(∇xz, y), ∀x, y, z ∈ g.
The Lie algebra of a special symplectic Lie group is called a special symplectic Lie algebra.
Note that since ∇ is torsion free, Eq. (4) necessarily implies that ω is closed. So we have the
following conclusion:
Proposition 2.2. A special symplectic Lie group (G,∇, ω) is a finite-dimensional Lie group G
equipped with a left invariant affine structure ∇ and a left invariant nondegenerate 2-form ω
such that ω is parallel with respect to ∇.
Example 2.3. ([3]) We consider the 2-dimensional special symplectic Lie algebras. Since the
classification of left invariant affine connections (that is, left-symmetric algebras, see Section 4)
on 2-dimensional connected and simply connected Lie groups (in the sense of isomorphism over
the complex field) was given in [8] or [14], it is straightforward to get the following 2-dimensional
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special symplectic Lie algebras: let g be a 2-dimensional real Lie algebra with a basis {e1, e2}. Let
ω be the skew-symmetric bilinear form satisfying ω(e1, e2) = −ω(e2, e1) = 1 (that is, ω = e1∧e2).
(a) g is abelian: there are two left invariant affine structures ∇1,∇2 given by
∇1eiej = 0, i, j = 1, 2; ∇
2
e1
e1 = e2, ∇
2
e1
e2 = ∇
2
e2
e1 = ∇
2
e2
e2 = 0,
respectively such that both (g,∇1, ω) and (g,∇2, ω) are special symplectic Lie algebras.
(b) g is the non-abelian Lie algebra satisfying [e1, e2] = e2: there are two left invariant affine
structures ∇3,∇4 given by
∇3e1e1 = ∇
3
e1
e2 = 0, ∇
3
e2
e1 = −e1, ∇
3
e2
e2 = e2;
∇4e1e1 = 0, ∇
4
e1
e2 =
1
2
e1, ∇
4
e2
e1 = −
1
2
e1, ∇
4
e2
e2 = e1 +
1
2
e2,
respectively such that both (g,∇3, ω) and (g,∇4, ω) are special symplectic Lie algebras.
2.2. Hypersymplectic Lie groups. A left invariant (1, 1) tensor field on G is specified by a
linear endomorphism N of g. The Nijenhuis torsion of N is defined as
(5) T (N)(x, y) = [N(x), N(y)] +N2[x, y]−N([N(x), y] + [x,N(y)]), ∀x, y ∈ g.
A left invariant complex structure on G (or a complex structure on g) is a linear endomorphism
J : g→ g such that J2 = −id and its Nijenhuis torsion vanishes, that is, T (J) = 0.
A left invariant product structure on G (or a product structure on g) is a linear endomorphism
E : g→ g such that E2 = id (and E 6= ±id) and its Nijenhuis torsion vanishes, that is, T (E) = 0.
Let g+ and g− be the eigenspaces corresponding to the eigenvalues +1 and −1 of E, respectively.
If dimg+ = dimg−, the product structure E is called a paracomplex structure. In this case g has
even dimension.
A left invariant complex product structure on the Lie group G (or a complex product structure
on g) is a pair {J,E} of a left invariant complex structure J and a left invariant product structure
E satisfying JE = −EJ .
Complex product structures on Lie algebras have been studied in [5] and later in [32]. Now
we recall their main properties. The condition JE = −EJ implies that J is an isomorphism
(as vector spaces) between g+ and g−, the eigenspaces corresponding to the eigenvalues +1 and
−1 of E, respectively. Thus, E is in fact a paracomplex structure on g. Every complex product
structure on g has therefore an associated double Lie algebra (or matched pair of Lie algebras)
(g, g+, g−), that is, g+ and g− are Lie subalgebras of g such that g = g+ ⊕ g− (as direct sum of
vector spaces). Moreover, we have g∓ = Jg±, where E|g± = ±id.
A complex product structure {J,E} on g determines uniquely a torsion free connection ∇CP
on g such that J and E are parallel with respect to ∇CP , that is, ∇CPJ = ∇CPE = 0.
Now let {J,E} be a left invariant complex product structure and let g be a left-invariant
metric on G, which is defined by a nondegenerate symmetric bilinear form g : g ⊗ g → R. We
will say that g is compatible with the left invariant complex product structure if, for all x, y ∈ g,
(6) g(J(x), J(y)) = g(x, y), g(E(x), E(y)) = −g(x, y), ∀x, y ∈ g.
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In terms of g and {J,E} we define three left invariant nondegenerate 2-forms on G:
(7) ω1(x, y) = g(J(x), y), ω2(x, y) = g(E(x), y), ω3(x, y) = g(JE(x), y), ∀x, y ∈ g.
Lemma 2.4. ([3]) With the same notations as above, if g is compatible with the complex
product structure {J,E}, then the 2-forms ωi (i = 1, 2, 3) on g given by Eq. (7) satisfy the
following properties:
(a) ω1(x, y) = ω1(J(x), J(y)) = ω1(E(x), E(y)), for any x, y ∈ g, whence ω1(x, y) = 0 for
any x ∈ g+, y ∈ g−.
(b) −ω2(x, y) = ω2(J(x), J(y)) = ω2(E(x), E(y)), for any x, y ∈ g, whence ω2(x, y) = 0 for
any x, y ∈ g+ or x, y ∈ g−.
(c) ω3(x, y) = −ω3(J(x), J(y)) = ω3(E(x), E(y)), for any x, y ∈ g, whence ω3(x, y) = 0 for
any x ∈ g+, y ∈ g−.
Definition 2.5. Let G be a Lie group with Lie algebra g. Let {J,E} be a left invariant complex
product structure on G. Let g be a left-invariant metric on G which is compatible with {J,E}.
If the three left invariant nondegenerate 2-forms defined in Eq. (7) are closed, that is, they are
symplectic forms, then the triple {J,E, g} is called a left invariant hypersymplectic structure on
G and G is called a hypersymplectic Lie group. The Lie algebra of a hypersymplectic Lie group
is called a hypersymplectic Lie algebra.
Proposition 2.6. Let G be a Lie group whose Lie algebra is g. Let {J,E} be a left invariant
complex product structure on G. Suppose that g is a left invariant metric on G which is compatible
with {J,E}, that is, Eq. (6) holds. Define three left invariant nondegenerate 2-forms ω1, ω2, ω3 :∧2
g→ R by Eq. (7). If ω1 is closed, then both ω2 and ω3 are closed, too. In this case, {J,E, g}
is a left invariant hypersymplectic structure on G and G is a hypersymplectic Lie group.
Proof. It follows from Proposition 5 of [3]. 
At the end of this section, we recall the semidirect sum of a Lie algebra and a representation:
let g be a Lie algebra and V be a vector space. Let ρ : g→ gl(V ) be a representation of g. Then
the following bracket operation makes the direct sum of vector spaces g ⊕ V be a Lie algebra
([34]):
(8) [(x, u), (y, v)] = ([x, y], ρ(x)v − ρ(y)u), ∀x, y ∈ g, u, v ∈ V.
We denote it by g⋉ρ V , which is called the semidirect sum of g and V .
3. Constructions of hypersymplectic Lie groups from the tangent and
cotangent bundles of special symplectic Lie groups
In this section, we study the construction of hypersymplectic Lie groups from tangent and
cotangent bundles of special symplectic Lie groups respectively.
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3.1. The tangent bundles of special symplectic Lie groups. Let G be a Lie group whose
Lie algebra is g. Let TG be the tangent bundle of G which can be identified with G × g. It is
possible to identify G with the zero section in TG and g with the fibre over a neutral element
(0, e) of TG. Therefore we identify T0,e(TG) with g × g. Now suppose that there exists a left
invariant flat and torsion free connection ∇ on G. Since ∇ is flat, the map
(9) ρ∇ : x→ ∇x ∈ gl(g), ∀x ∈ g,
is a (finite-dimensional) representation of g. Let f∇ : G → GL(g) be the corresponding repre-
sentation of G. Then we can endow TG with the following Lie group structure:
(10) (g1, x1) · (g2, x2) = (g1g2, x1 + f∇(g1)x2), ∀g1, g2 ∈ G,x1, x2 ∈ g.
It is straightforward to check that the Lie bracket corresponding to the above Lie group multi-
plication is
(11) [(x1, y1), (x2, y2)] = ([x1, x2],∇x1y2 −∇x2y1), ∀x1, x2, y1, y2 ∈ g,
that is, the Lie algebra of TG (equipped with the Lie group structure defined by Eq. (10)) is
g⋉ρ∇ g. Moreover, it is easy to show that there is a left invariant flat and torsion free connection
∇˜ on TG (equipped with the Lie group structure defined by Eq. (10)) defined by (cf. [10, 21])
(12) ∇˜(x,z)(y,w) = (∇xy,∇xw), ∀x, y, z, w ∈ g.
Proposition 3.1. With the same conditions and notations as above, the Nijenhuis torsion of
the following left invariant (1, 1) tensor field defined on TG vanishes:
(13) Nλ1,λ2,λ3,λ4(x, y) = (λ1y + λ2x, λ3x+ λ4y), ∀x, y ∈ g, λ1, λ2, λ3, λ4 ∈ R.
To prove this proposition we need the following lemma.
Lemma 3.2. Let G be a Lie group whose Lie algebra is g. Let N be a linear transformation of
g which induces a left invariant (1, 1) tensor field on G. If there exists a left invariant torsion
free connection ∇ on G such that N is parallel with respect to ∇, then the Nijenhuis torsion of
N vanishes.
Proof. Since N is parallel with respect to ∇, we have that N(∇xy) = ∇xN(y) for any x, y ∈ g.
Moreover, since ∇ is torsion free, we show that
[N(x), N(y)] +N2([x, y]) = ∇N(x)N(y)−∇N(y)N(x) +N
2(∇xy)−N
2(∇yx)
= N(∇N(x)y)−N(∇yN(x)) +N(∇xN(y))−N(∇N(y)x)
= N([N(x), y] + [x,N(y)]),
for any x, y ∈ g. 
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Proof of Proposition 3.1. In fact, for any x, y, z, w ∈ g, we show that
Nλ1,λ2,λ3,λ4(∇˜(x,z)(y,w)) = Nλ1,λ2,λ3,λ4(∇xy,∇xw)
= (λ1∇xw + λ2∇xy, λ3∇xy + λ4∇xw),
∇˜(x,z)(Nλ1,λ2,λ3,λ4((y,w))) = ∇˜(x,z)(λ1w + λ2y, λ3y + λ4w)
= (λ1∇xw + λ2∇xy, λ3∇xy + λ4∇xw).
Hence Nλ1,λ2,λ3,λ4(∇˜(x,z)(y,w)) = ∇˜(x,z)(Nλ1,λ2,λ3,λ4((y,w))). So the conclusion follows from
Lemma 3.2. 
Lemma 3.3. ([32]) Let V1 and V2 be two vector spaces of the same dimension and f : V1 → V2 be
an invertible linear map. Set V = V1 ⊕ V2. Define a family of linear maps Nλ1,λ2,λ3,λ4 : V → V
by
(14) Nλ1,λ2,λ3,λ4(x, a) = (λ1f
−1(a) + λ2x, λ3f(x) + λ4a),
where x ∈ V1, a ∈ V2, λi ∈ R, i = 1, 2, 3, 4.
(1) N2λ1,λ2,λ3,λ4 = −id if and only if λ1 6= 0, λ3 =
−1−λ22
λ1
and λ4 = −λ2. In this case,
Nλ1,λ2,λ3,λ4 is re-parameterized by λ, µ with λ, µ ∈ R as follows:
(15) Jλ,µ(x, a) = N
λ,µ,
−1−µ2
λ
,−µ
((x, a)) = (λf−1(a) + µx,
−1− µ2
λ
f(x)− µa), λ 6= 0,
for any x ∈ V1, a ∈ V2.
(2) N2λ1,λ2,λ3,λ4 = id and Nλ1,λ2,λ3,λ4 6= ±id if and only if Nλ1,λ2,λ3,λ4 belongs to one of the
following cases:
(F′1) N0,1,k,−1(x, a) = ±(x, kf(x)− a);
(F′2) N
kˆ,1,0,−1(x, a) = ±(kˆf
−1(a) + x,−a), kˆ 6= 0;
(F′3) N
k1,k2,
1−k2
2
k1
,−k2
(x, a) = (k1f
−1(a) + k2x,
1− k22
k1
f(x)− k2a), k
2
2 6= 1, k1 6= 0,
for any x ∈ V1, a ∈ V2, where k, kˆ, k1, k2 ∈ R. Moreover, the eigenspaces corresponding to the
eigenvalue ±1 of any linear map appearing in (F′1), (F′2) and (F′3) have the same dimension.
(3) The linear operators in the cases (F′1), (F′2) and (F′3) anticommute with Jλ,µ given by
Eq. (15) if and only if the parameters satisfy the following conditions:
(F′1) k = −2µ
λ
;
(F′2) kˆ = 2µλ1+µ2 , µ 6= 0;
(F′3) k2 =
µ
λ
k1 ±
√
1−
k2
1
λ2
, k21 ≤ λ
2, k1 6= 0 and (µ
2 + 1)2k21 6= 4µ
2λ2.
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Moreover, they are explicitly given as follows:
(F1) Jλ,µ(x, a) = (λf
−1(a) + µx,
−1− µ2
λ
f(x)− µa),
Eλ,µ(x, a) = ±(x,−
2µ
λ
f(x)− a), λ 6= 0;
(F2) Jλ,µ(x, a) = (λf
−1(a) + µx,
−1− µ2
λ
f(x)− µa),
Eˆλ,µ(x, a) = ±(
2µλ
1 + µ2
f−1(a) + x,−a), λ 6= 0, µ 6= 0;
(F3) Jλ,µ(x, a) = (λf
−1(a) + µx,
−1− µ2
λ
f(x)− µa),
E±k,λ,µ(x, a) = (kf
−1(a) + (
kµ
λ
±
√
1− k2
λ2
)x, (
(1 − µ2)k
λ2
∓
2µ
λ
√
1−
k2
λ2
)f(x)
+(
kµ
λ
∓
√
1−
k2
λ2
)a), k2 ≤ λ2, λ 6= 0, k 6= 0, (µ2 + 1)2k2 6= 4µ2λ2,
for any x ∈ V1, a ∈ V2 and k, λ, µ ∈ R.
By Proposition 3.1 and Lemma 3.3 we have the following conclusion:
Corollary 3.4. With the conditions and notations in Proposition 3.1, there exist three families
of left invariant complex product structures on TG which are given by (F1), (F2) and (F3) defined
in Lemma 3.3 respectively, where V = g⋉ρ∇ g, V1 = V2 = g, f = id, x, a ∈ g.
Remark 3.5. The left invariant complex structure J1,0 (on g⋉ρ∇ g) has already been known for
a long time (cf. [5, 10, 21]). In this case the product structure, which was considered in [5, 10],
is given by E(x, y) = (−x, y), for any x, y ∈ g.
Now we suppose that ω :
∧2
g → R is a left invariant symplectic form on G which is parallel
with respect to ∇, that is, (G,∇, ω) is a special symplectic Lie group. Define a bilinear form
g : (g ⋉ρ∇ g)⊗ (g⋉ρ∇ g)→ R by
(16) g((x, z), (y,w)) = ω(x,w) + ω(y, z), ∀x, y, z, w ∈ g.
It is easy to show that g is symmetric and since ω is nondegenerate, g is also nondegenerate.
So after left translating, g becomes a left invariant (neutral) metric on TG. Moreover, for any
x, y, z, w ∈ g, we have
g(Nλ1,λ2,λ3,λ4(x, z), (y, w)) + g((x, z), Nλ1,λ2,λ3,λ4(y, w))
= g((λ1z + λ2x, λ3x+ λ4z), (y, w)) + g((x, z), (λ1w + λ2y, λ3y + λ4w))
= λ1ω(z, w) + λ2ω(x,w) + λ3ω(y, x) + λ4ω(y, z) + λ3ω(x, y) + λ4ω(x,w) + λ1ω(w, z) + λ2ω(y, z)
= (λ2 + λ4)ω(x,w) + (λ2 + λ4)ω(y, z) = (λ2 + λ4)g((x, z), (y, w)).
It is easy to show that the left invariant complex product structures constructed in Corollary 3.4
are all compatible with respect to g defined by Eq. (16) since in these cases λ2 + λ4 = 0. Thus,
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we define three left invariant 2-forms ω1, ω2, ω3 :
∧2(g⋉ρ∇ g)→ R (on TG) through Eq. (7). In
particular, for any x, y, z, w ∈ g, we have
ω1((x, z), (y,w)) = g(Jλ,µ(x, z), (y,w)) = g((λz + µx,
−1− µ2
λ
x− µz), (y,w))
= λω(z, w) + µω(x,w)−
1 + µ2
λ
ω(y, x)− µω(y, z).
Furthermore, for any x, y, z, u, v, w ∈ g, we have that
ω1((x, u), [(y, v), (z, w)]) + ω1((y, v), [(z, w), (x, u)]) + ω1((z, w), [(x, u), (y, v)])
= ω1((x, u), ([y, z],∇yw −∇zv)) + ω1((y, v), ([z, x],∇zu−∇xw)) + ω1((z, w), ([x, y],∇xv −∇yu))
= λω(u,∇yw) − λω(u,∇zv) + µω(x,∇yw) − µω(x,∇zv)−
1 + µ2
λ
ω([y, z], x)− µω([y, z], u)
+λω(v,∇zu)− λω(v,∇xw) + µω(y,∇zu)− µω(y,∇xw)−
1 + µ2
λ
ω([z, x], y)− µω([z, x], v)
+λω(w,∇xv)− λω(w,∇yu) + µω(z,∇xv)− µω(z,∇yu)−
1 + µ2
λ
ω([x, y], z)− µω([x, y], w)
= λω(u,∇yw) − λω(w,∇yu)− λω(u,∇zv) + λω(v,∇zu) + µω(x,∇yw)− µω(y,∇xw)−
µω([x, y], w) − µω(x,∇zv)− µω([z, x], v) + µω(z,∇xv)−
1 + µ2
λ
ω([y, z], x)−
1 + µ2
λ
ω([z, x], y)
−
1 + µ2
λ
ω([x, y], z)− µω([y, z], u) + µω(y,∇zu)− µω(z,∇yu)− λω(v,∇xw) + λω(w,∇xv) = 0.
Therefore, ω1 is closed. So by Proposition 2.6 we obtain the main result of this subsection:
Theorem 3.6. Let (G,∇, ω) be a special symplectic Lie group. Endow the tangent bundle TG
of G with the Lie group structure defined by Eq. (10). Then there exist three families of left
invariant hypersymplectic structures {(F1), g}, {(F2), g} and {(F3), g} on TG, where g is defined
by Eq. (16) and the complex product structures are defined in Lemma 3.3, where V = g⋉ρ∇g, V1 =
V2 = g, f = id, x, a ∈ g. In these cases, TG becomes a hypersymplectic Lie group.
3.2. The cotangent bundles of special symplectic Lie groups. Let G be a Lie group whose
Lie algebra is g. Let T ∗G be the cotangent bundle of G which is identified with G × g∗. It is
possible to identify G with the zero section in T ∗G and g∗ with the fibre over a neutral element
(0, e) of T ∗G. Therefore we identify T0,e(T
∗G) with g × g∗. Now suppose that there exists a
left invariant flat and torsion free connection ∇ on G. Endow T ∗G with the following Lie group
structure:
(17) (g1, a
∗) · (g2, b
∗) = (g1g2, a
∗ + b∗ ◦ f∇(g
−1
1 )), ∀g1, g2 ∈ G, a
∗, b∗ ∈ g∗,
where f∇ : G → GL(g) is the Lie group homomorphism corresponding to the Lie algebra ho-
momorphism ρ∇ defined by Eq. (9) and 〈b
∗ ◦ f∇(g
−1
1 ), x〉 = 〈b
∗, f∇(g
−1
1 )x〉, for any x ∈ g. Then
according to Boyom ([12, 13]), the Lie bracket corresponding to the above Lie group multiplica-
tion is given by
(18) [(x, a∗), (y, b∗)] = ([x, y], a∗ ◦ ∇y − b
∗ ◦ ∇x), ∀x, y ∈ g, a
∗, b∗ ∈ g∗,
that is, the Lie algebra of T ∗G equipped with the Lie group structure defined by Eq. (17) is
g ⋉ρ∗
∇
g∗. Moreover, according to [6, 7], the following equation defines a left invariant flat and
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torsion free connection ∇ˆ on T ∗G equipped with the Lie group structure defined by Eq. (17):
(19) ∇ˆ(x,a∗)(y, b
∗) = (∇xy,−b
∗ ◦ ∇x), ∀x ∈ g, a
∗ ∈ g∗.
Now suppose that in addition, there exists a left invariant symplectic form on G with is parallel
with respect to ∇, that is, (G,∇, ω) is a special symplectic Lie group. Then ω induces a linear
isomorphism ϕ : g→ g∗ through
(20) ω(x, y) = 〈ϕ(x), y〉, ∀x, y ∈ g.
Proposition 3.7. With the same conditions and notations as above, the Nijenhuis torsion of the
following left invariant (1, 1) tensor field on T ∗G which is equipped with the Lie group structure
defined by Eq. (17) vanishes:
(21) Nλ1,λ2,λ3,λ4(x, a
∗) = (λ1ϕ
−1(a∗) + λ2x, λ3ϕ(x) + λ4a
∗),∀x ∈ g, a∗ ∈ g∗,∀λ1, λ2, λ3, λ4 ∈ R.
Proof. Since ω is parallel with respect to ∇, for any x, y, z ∈ g, we have
ω(∇xy, z) + ω(y,∇xz) = 0⇔ 〈ϕ(∇xy), z〉+ 〈ϕ(y),∇xz〉 = 0⇔ 〈ϕ(∇xy), z〉+ 〈ϕ(y) ◦ ∇x, z〉 = 0.
Hence
(22) ϕ(∇xy) = ϕ(y) ◦ ∇x, ∀x, y ∈ g.
On the other hand, for any x, y ∈ g, a∗, b∗ ∈ g∗, we have
Nλ1,λ2,λ3,λ4(∇ˆ(x,a∗)(y, b
∗)) = Nλ1,λ2,λ3,λ4(∇xy,−b
∗ ◦ ∇x)
= (−λ1ϕ
−1(b∗ ◦ ∇x) + λ2∇xy, λ3ϕ(∇xy)− λ4b
∗ ◦ ∇x),
∇ˆ(x,a∗)Nλ1,λ2,λ3,λ4(y, b
∗) = ∇ˆ(x,a∗)(λ1ϕ
−1(b∗) + λ2y, λ3ϕ(y) + λ4b
∗)
= (λ1∇xϕ
−1(b∗) + λ2∇xy,−λ3ϕ(y) ◦ ∇x − λ4b
∗ ◦ ∇x).
Therefore, using Eq. (22) we show that
Nλ1,λ2,λ3,λ4(∇ˆ(x,a∗)(y, b
∗)) = ∇ˆ(x,a∗)Nλ1,λ2,λ3,λ4(y, b
∗).
Since ∇ˆ is torsion free, the conclusion follows from Lemma 3.2. 
Combining Proposition 3.7 and Lemma 3.3 we have the following conclusion:
Corollary 3.8. With the conditions and notations in Proposition 3.7, there exist three families
of left invariant complex product structures on T ∗G which are given by (F1), (F2) and (F3)
defined in Lemma 3.3, where V = g⋉ρ∗
∇
g∗, V1 = g, V2 = g
∗, f = ϕ, x ∈ g, a ∈ g∗.
On the other hand, there exists a natural symmetric and nondegenerate bilinear form g :
(g⋉ρ∗
∇
g∗)⊗ (g⋉ρ∗
∇
g∗)→ R on g⋉ρ∗
∇
g∗ which induces a left invariant (neutral) metric on T ∗G:
(23) g((x, a∗), (y, b∗)) = 〈x, b∗〉+ 〈a∗, y〉, ∀x, y ∈ g, a∗, b∗ ∈ g∗.
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Moreover, since ω is skew-symmetric, for any x, y ∈ g, a∗, b∗ ∈ g∗, we have that
g(Nλ1,λ2,λ3,λ4(x, a
∗), (y, b∗)) + g((x, a∗), Nλ1,λ2,λ3,λ4(y, b
∗))
= g((λ1ϕ
−1(a∗) + λ2x, λ3ϕ(x) + λ4a
∗), (y, b∗)) + g((x, a∗), (λ1ϕ
−1(b∗) + λ2y, λ3ϕ(y) + λ4b
∗))
= λ1〈ϕ
−1(a∗), b∗〉+ λ2〈x, b
∗〉+ λ3〈ϕ(x), y〉 + λ4〈a
∗, y〉+ λ3〈x, ϕ(y)〉 + λ4〈x, b
∗〉+
λ1〈a
∗, ϕ−1(b∗)〉+ λ2〈a
∗, y〉
= (λ2 + λ4)〈x, b
∗〉+ (λ2 + λ4)〈a
∗, y〉 = (λ2 + λ4)g((x, a
∗), (y, b∗)).
It is easy to show that the complex product structures constructed in Corollary 3.8 are all
compatible with respect to g defined by Eq. (23) since in these cases λ2 + λ4 = 0. Thus, we
define three left invariant 2-forms ω1, ω2, ω3 :
∧2(g ⋉ρ∗
∇
g∗) → R (on T ∗G) through Eq. (7). In
particular, for any x, y ∈ g, a∗, b∗ ∈ g∗, we have that
ω1((x, a
∗), (y, b∗)) = g(Jλ,µ(x, a
∗), (y, b∗)) = g((λϕ−1(a∗) + µx,
−1− µ2
λ
ϕ(x)− µa∗), (y, b∗))
= λ〈ϕ−1(a∗), b∗〉+ µ〈x, b∗〉 −
1 + µ2
λ
〈ϕ(x), y〉 − µ〈a∗, y〉.
Furthermore, for any x, y, z ∈ g, a∗, b∗, c∗ ∈ g∗, we have
ω1((x, a
∗), [(y, b∗), (z, c∗)]) + ω1((y, b
∗), [(z, c∗), (x, a∗)]) + ω1((z, c
∗), [(x, a∗), (y, b∗)])
= ω1((x, a
∗), ([y, z],−c∗ ◦ ∇y + b
∗ ◦ ∇z)) + ω1((y, b
∗), ([z, x],−a∗ ◦ ∇z + c
∗ ◦ ∇x))
+ω1((z, c
∗), ([x, y],−b∗ ◦ ∇x + a
∗ ◦ ∇y))
= −λ〈∇yϕ
−1(a∗), c∗〉+ λ〈∇zϕ
−1(a∗), b∗〉 − µ〈∇yx, c
∗〉+ µ〈∇zx, b
∗〉 −
1 + µ2
λ
〈ϕ(x), [y, z]〉
−µ〈a∗, [y, z]〉 − λ〈∇zϕ
−1(b∗), a∗〉+ λ〈∇xϕ
−1(b∗), c∗〉 − µ〈∇zy, a
∗〉+ µ〈∇xy, c
∗〉 −
1 + µ2
λ
〈ϕ(y), [z, x]〉 − µ〈b∗, [z, x]〉 − λ〈∇xϕ
−1(c∗), b∗〉+ λ〈∇yϕ
−1(c∗), a∗〉 − µ〈∇xz, b
∗〉
+µ〈∇yz, a
∗〉 −
1 + µ2
λ
〈ϕ(z), [x, y]〉 − µ〈c∗, [x, y]〉
= λω(∇yϕ
−1(a∗), ϕ−1(c∗))− λω(∇yϕ
−1(c∗), ϕ−1(a∗))− λω(∇zϕ
−1(a∗), ϕ−1(b∗)) +
λω(∇zϕ
−1(b∗), ϕ−1(a∗))− µ〈∇yx, c
∗〉+ µ〈∇xy, c
∗〉 − µ〈c∗, [x, y]〉+ µ〈∇zx, b
∗〉 −
µ〈b∗, [z, x]〉 − µ〈∇xz, b
∗〉 −
1 + µ2
λ
ω(x, [y, z]) −
1 + µ2
λ
ω(y, [z, x]) −
1 + µ2
λ
ω(z, [x, y])
−µ〈a∗, [y, z]〉 − µ〈∇zy, a
∗〉+ µ〈∇yz, a
∗〉 − λω(∇xϕ
−1(b∗), ϕ−1(c∗))
+λω(∇xϕ
−1(c∗), ϕ−1(b∗)) = 0.
Therefore, ω1 is closed. So by Proposition 2.6, we obtain the main result of this subsection:
Theorem 3.9. Let (G,∇, ω) be a special symplectic Lie group. Endow the cotangent bundle
T ∗G of G with the Lie group structure defined by Eq. (17). Then there exist three families
of left invariant hypersymplectic structures {(F1), g}, {(F2), g} and {(F3), g} on TG, where g
is defined by Eq. (23) and the complex product structures are defined in Lemma 3.3, where
V = g⋉ρ∗
∇
g∗, V1 = g, V2 = g
∗, f = ϕ, x ∈ g, a ∈ g∗. In these cases T ∗G becomes a hypersymplectic
Lie group.
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Note that these hypersymplectic structures constructed in Section 3.1 and Section 3.2 may be
isomorphic in the sense of [3].
4. Constructions of special symplectic Lie groups
From the study in the previous section, we show that, in order to get some interesting hyper-
symplectic Lie groups along our approach, the first step might be to construct some examples of
special symplectic Lie groups, which is the content of this section.
Conventions: Let V be a vector space and ⋄ : V ⊗ V → V be a bilinear operation. We use
L⋄, R⋄, L
∗
⋄ and R
∗
⋄ to denote the following operations:
(24) L⋄(x)y = x ⋄ y, R⋄(x)y = y ⋄ x, ∀x, y ∈ V.
(25) 〈L∗⋄(x)a
∗, y〉 = −〈a∗, x ⋄ y〉, 〈R∗⋄(x)a
∗, y〉 = −〈a∗, y ⋄ x〉, ∀x, y ∈ V, a∗ ∈ V ∗.
If g is a Lie algebra, then we use ad and ad∗ to denote the adjoint action and coadjoint action
respectively, that is,
(26) ad(x)y = [x, y], 〈ad∗(x)a∗, y〉 = −〈a∗, [x, y]〉, ∀x, y ∈ g, a∗ ∈ g∗.
We first recall the notion of a left-symmetric algebra.
Definition 4.1. A left-symmetric algebra (LSA) (or a pre-Lie algebra) is a vector space A
equipped with a bilinear operation (x, y)→ x · y satisfying
(27) (x · y) · z − x · (y · z) = (y · x) · z − y · (x · z), ∀x, y, z ∈ A.
Proposition-Definition 4.2. ([15]) Suppose that (A, ·) is an LSA.
(a) The commutator
(28) [x, y] = x · y − y · x, ∀x, y ∈ A,
defines a Lie algebra g(A), which is called the sub-adjacent Lie algebra of A and A is
called a compatible LSA structure on the Lie algebra g(A).
(b) L· : A→ gl(A) gives a representation of the Lie algebra g(A), that is,
(29) L·([x, y]) = L·(x)L·(y)− L·(y)L·(x), ∀x, y ∈ A.
Now let G be a connected and simply connected Lie group whose Lie algebra is g. Suppose
that there exists a compatible LSA structure on g. We can define a connection on g by
(30) ∇xy = x · y, ∀x, y ∈ g.
Then Eq. (27) translates into the flatness of ∇. So after left translating, it induces a left invariant
affine structure on G. Conversely, if ∇ is a left invariant affine structure, then it is easy to show
that Eq. (30) defines a compatible LSA structure on g. Therefore we have the following one-to-
one correspondence ([15]):
(31) {left invariant affine structures on G} oo // {compatible LSA structures on g} .
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4.1. The motivation. Our main motivation to construct some examples of special symplectic
Lie groups comes from the following construction of symplectic Lie groups due to Boyom ([12,
13]): in fact, Boyom observed that if G is a Lie group whose Lie algebra is g and ∇ is a left
invariant flat and torsion free connection on G, then the following bilinear form on g⊕g∗ induces a
left invariant symplectic form on T ∗G which is equipped with the “deformed” Lie group structure
defined by Eq. (17):
(32) ωp((x, a
∗), (y, b∗)) = −〈x, b∗〉+ 〈a∗, y〉, ∀x, y ∈ g, a∗, b∗ ∈ g∗.
Proposition 4.3. Let G be a Lie group whose Lie algebra is g. Suppose that there exists a left
invariant flat and torsion free connection ∇ on G. Then (T ∗G, ∇ˆ, ωp) is a special symplectic Lie
group, where T ∗G is endowed with the Lie group structure defined by Eq. (17), ∇ˆ is defined by
Eq. (19) and ωp is defined by Eq. (32).
Proof. As pointed out in Section 3.2, by [6, 7], ∇ˆ is a left invariant flat and torsion free connection
on T ∗G which is endowed with the Lie group structure defined by Eq. (17). So we only need to
prove that ωp is parallel with respect to ∇ˆ. In fact, for any x, y, z ∈ g, a
∗, b∗, c∗ ∈ g∗, we have
that
ωp(∇ˆ(x,a∗)(y, b
∗), (z, c∗)) = ωp((∇xy,−b
∗ ◦ ∇x), (z, c
∗)) = −〈∇xy, c
∗〉 − 〈b∗,∇xz〉,
ωp(∇ˆ(x,a∗)(z, c
∗), (y, b∗)) = ωp((∇xz,−c
∗ ◦ ∇x), (y, b
∗)) = −〈∇xz, b
∗〉 − 〈c∗,∇xy〉.
So ωp(∇ˆ(x,a∗)(y, b
∗), (z, c∗)) = ωp(∇ˆ(x,a∗)(z, c
∗), (y, b∗)). 
4.2. Post-left-symmetric algebras and the affine cotangent extension problem. Propo-
sition 4.3 motivates us to consider the following affine cotangent extension problem (cf. [13]):
Let G be a Lie group whose Lie algebra is g. Suppose that ∇ is a left invariant affine structure
on G. Then g is equipped with a compatible LSA structure defined by Eq. (30). Our aim is to
find all the LSA structures on g× g∗ satisfying the following conditions:
(a)
0 // g∗
i
// g× g∗
p
// g // 0
is an exact sequence of LSAs, where g∗ is equipped with the trivial LSA structure. Here
i and p are the canonical inclusion and projection respectively, that is, i(a∗) = (0, a∗) ∈
g× g∗ and p((x, a∗)) = x ∈ g for any x ∈ g, a∗ ∈ g∗.
(b) The bilinear form ωp defined by Eq. (32) induces a left invariant symplectic form (on
the corresponding Lie group whose Lie algebra is the sub-adjacent Lie algebra of the LSA
structure on g × g∗) which is parallel with respect to the flat and torsion free connection
induced by the LSA structure on g× g∗.
We will show that the solution of the affine cotangent extension problem is related to the
following new algebraic structure.
Definition 4.4. A post-left-symmetric algebra (PLSA) (A,≺,≻) is a vector space A equipped
with two bilinear operations ≺,≻: A ⊗ A → A such that (A,≻) is an LSA, ≺ is commutative,
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that is, x ≺ y = y ≺ x, for any x, y ∈ A, and the following compatibility condition holds:
(33) x ≻ (y ≺ z) = (x · y) ≺ z + y ≺ (x · z), ∀x, y, z ∈ A,
where x · y = x ≺ y + x ≻ y.
Proposition 4.5. Let A be a vector space equipped with two bilinear operations ≺,≻: A⊗A→ A.
Suppose that ≺ is commutative and ≺ and ≻ satisfy Eq. (33), where x · y = x ≺ y + x ≻ y for
any x, y ∈ A. Then (A,≻) is an LSA if and only if (A, ·) is an LSA. Therefore in this case,
(A,≺,≻) is a PLSA if and only if (A, ·) is an LSA. Furthermore, if (A,≺,≻) is a PLSA, then
the sub-adjacent Lie algebras of (A, ·) and (A,≻) coincide.
Proof. By Eq. (33), for any x, y, z ∈ A, we have
(34) [x, y] ≺ z = x ≻ (y ≺ z)− y ≻ (x ≺ z)− y ≺ (x · z) + x ≺ (y · z),
where [x, y] = x · y − y · x. Since the operation ≺ is commutative, (A,≻) is an LSA if and only
if the following equation holds:
(35) [x, y] ≻ z = x ≻ (y ≻ z)− y ≻ (x ≻ z),
where [x, y] = x · y − y · x. By Eq. (34), we show that Eq. (35) holds if and only if the following
equation holds:
[x, y] · z = x ≻ (y · z)− y ≻ (x · z)− y ≺ (x · z) + x ≺ (y · z) = x · (y · z)− y · (x · z).
So (A,≻) is an LSA if and only if (A, ·) is an LSA. Hence in this case, (A,≺,≻) is a PLSA if
and only if (A, ·) is an LSA. The last conclusion follows from the fact that the operation ≺ is
commutative. 
The last conclusion of Proposition 4.5 motivates us to give the following definitions.
Definition 4.6. Let (A,≺,≻) be a PLSA. We denote the LSA structure (A, ·) by l(A) which is
called the associated LSA of (A,≺,≻). (A,≺,≻) is called a compatible PLSA on l(A). Moreover,
the sub-adjacent Lie algebra g(A) of the two LSAs (A, ·) and (A,≻) is called the sub-adjacent
Lie algebra of (A,≺,≻) and (A,≺,≻) is called a compatible PLSA on g(A). On the other hand,
(A,≺,≻) is said to be a PLSA on the LSA (A,≻).
At the Lie group level we have
Definition 4.7. Let G be a Lie group with Lie algebra g. A left invariant post-affine structure
on G is given by a pair {∇, ∇˜} of left invariant flat and torsion free connections which are
compatible in the sense that
(36) ∇x(∇˜yz −∇yz) = (∇˜z −∇z)∇˜xy + (∇˜y −∇y)∇˜xz, ∀x, y, z ∈ g.
Let G be a connected and simply connected Lie group whose Lie algebra is g. Suppose that
{∇, ∇˜} is a left invariant post-affine structure on G. Then it is easy to check that the following
bilinear operations define a compatible PLSA structure on g:
(37) x ≻ y = ∇xy, x ≺ y = ∇˜xy −∇xy, ∀x, y ∈ g.
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Note that since both∇ and ∇˜ are torsion free, the operation “≺” defined as above is automatically
commutative. Conversely, if (g,≺,≻) is a compatible PLSA structure on g, then, after left
translating, the following connections (on g) induce a left invariant post-affine structure on G:
(38) ∇xy = x ≻ y, ∇˜xy = x · y = x ≺ y + x ≻ y, ∀x, y ∈ g.
So we have the following one-to-one correspondence:
{left invariant post-affine structures on G} oo // {compatible PLSA structures on g} .
One can compare it with the correspondence formulated by Eq. (31). In general, we can define
a post-affine structure on an n-dimensional smooth manifold M to be a pair of flat and torsion
free connections {∇, ∇˜} such that Eq. (36) holds, where x, y, z are vector fields on M .
Returning to the affine cotangent extension problem, it is obvious that the LSA structure on
g× g∗ can be written as follows:
(39) (x, a∗) ◦ (y, b∗) = (x · y, l(x)b∗ + r(y)a∗ + ϕ(x, y)), ∀x, y ∈ g, a∗, b∗ ∈ g∗,
where l, r : g→ gl(g∗) and ϕ : g⊗ g→ g∗ are linear maps.
Lemma 4.8. Let g be a Lie algebra with a compatible LSA structure. Let l, r : g → gl(g∗) and
ϕ : g ⊗ g → g∗ be three linear maps. Then Eq. (39) defines an LSA structure on g × g∗ if and
only if (for any x, y, z ∈ g)
(40) l(x)l(y)− l(x · y) = l(y)l(x)− l(y · x),
(41) l(x)r(y)− r(y)l(x) = r(x · y)− r(y)r(x),
(42)
r(z)ϕ(x, y)+ϕ(x ·y, z)− l(x)ϕ(y, z)−ϕ(x, y ·z) = r(z)ϕ(y, x)+ϕ(y ·x, z)− l(y)ϕ(x, z)−ϕ(y, x ·z).
Proof. In fact, for any x, y, z ∈ g, a∗, b∗, c∗ ∈ g∗, we have
((x, a∗) ◦ (y, b∗)) ◦ (z, c∗) = (x · y, l(x)b∗ + r(y)a∗ + ϕ(x, y)) ◦ (z, c∗)
= ((x · y) · z, l(x · y)c∗ + r(z)l(x)b∗ + r(z)r(y)a∗ + r(z)ϕ(x, y) + ϕ(x · y, z)).
On the other hand,
(x, a∗) ◦ ((y, b∗) ◦ (z, c∗))
= (x · (y · z), l(x)l(y)c∗ + l(x)r(z)b∗ + l(x)ϕ(y, z) + r(y · z)a∗ + ϕ(x, y · z)),
((y, b∗) ◦ (x, a∗)) ◦ (z, c∗)
= ((y · x) · z, l(y · x)c∗ + r(z)l(y)a∗ + r(z)r(x)b∗ + r(z)ϕ(y, x) + ϕ(y · x, z))
(y, b∗) ◦ ((x, a∗) ◦ (z, c∗))
= (y · (x · z), l(y)l(x)c∗ + l(y)r(z)a∗ + l(y)ϕ(x, z) + r(x · z)b∗ + ϕ(y, x · z)).
So it is easy to show that the operation “◦” defines an LSA if and only if Eq. (40), Eq. (41) and
Eq. (42) hold. 
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Keep the notations above. Define two new bilinear operations ≺,≻: g⊗ g→ g by
(43) 〈x ≺ y, a∗〉 = −〈r(x)a∗, y〉, x ≻ y = x · y − x ≺ y, x, y ∈ g, a∗ ∈ g∗.
So we have r(x) = L∗≺(x).
Theorem 4.9. With the same conditions and notations as above, the affine cotangent extension
problem has a solution if and only if the following conditions hold:
(a) l = L∗· .
(b) (g,≺,≻) is a PLSA.
(c) ϕ satisfies Eq. (42) and the following equation:
(44) 〈ϕ(x, y), z〉 = 〈ϕ(x, z), y〉, ∀x, y ∈ g.
Proof. In fact, for any x, y, z ∈ g, a∗, b∗, c∗ ∈ g∗, we have
ωp((x, a
∗) ◦ (y, b∗), (z, c∗)) = −〈x · y, c∗〉+ 〈l(x)b∗ + r(y)a∗ + ϕ(x, y), z〉
ωp((x, a
∗) ◦ (z, c∗), (y, b∗)) = −〈x · z, b∗〉+ 〈l(x)c∗ + r(z)a∗ + ϕ(x, z), y〉.
So ωp((x, a
∗) ◦ (y, b∗), (z, c∗)) = ωp((x, a
∗) ◦ (z, c∗), (y, b∗)) if and only if the following conditions
hold:
−〈x · y, c∗〉 = 〈l(x)c∗, y〉 ⇔ l(x) = L∗· (x)⇔ 〈l(x)b
∗, z〉 = −〈x · z, b∗〉,
〈r(y)a∗, z〉 = 〈r(z)a∗, y〉 ⇔ y ≺ z = z ≺ y,
〈ϕ(x, y), z〉 = 〈ϕ(x, z), y〉.
On the other hand, since (g, ·) is an LSA, l = L∗· automatically satisfies Eq. (40). Furthermore,
Eq. (41) holds if and only if
〈l(x)r(y)a∗ − r(y)l(x)a∗, z〉 = 〈r(x · y)a∗ − r(y)r(x)a∗, z〉, ∀x, y, z ∈ g, a∗ ∈ g∗,
⇔ 〈a∗, y ≺ (x · z)− x · (y ≺ z)〉 = 〈a∗,−(x · y) ≺ z − x ≺ (y ≺ z)〉, ∀x, y, z ∈ g, a∗ ∈ g∗,
⇔ x ≻ (y ≺ z) = (x · y) ≺ z + y ≺ (x · z), ∀x, y, z ∈ g.
So the conclusion follows from Proposition 4.5 and Lemma 4.8. 
It would be interesting to ask whether ϕ has a cohomological explanation (cf. [13]).
Definition 4.10. Let (A, ·) be an LSA and V be a vector space. Let l, r : A → gl(V ) be two
linear maps. V (or (V, l, r)) is called a bimodule of (A, ·) if Eq. (40) and Eq. (41) hold.
In fact, according to [34], (V, l, r) is a bimodule of an LSA (A, ·) if and only if the direct sum
A ⊕ V of the underlying vector spaces of A and V is turned into an LSA (the semidirect sum)
by defining multiplication in A⊕ V by
(45) (x1 + v1) ·1 (x2 + v2) = x1 · x2 + (l(x1)v2 + r(x2)v1), x1, x2 ∈ A, v1, v2 ∈ V.
We denote this left-symmetric algebraic structure by A⋉l,r V .
From the proof of Theorem 4.9, we have the following conclusion:
Corollary 4.11. If (A,≺,≻) is a PLSA, then (A∗, L∗· , L
∗
≺) is a bimodule of l(A).
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Now let (A,≺,≻) be a PLSA and let G be the connected and simply connected Lie group
corresponding to g(A). Then we have g(l(A)⋉L∗· ,L∗≺A
∗) = g(A)⋉L∗≻A
∗. Now we equip T ∗G with
the Lie group structure defined by Eq. (17), where the left invariant connection ∇ is induced by
the LSA structure “≻”. Then the Lie algebra of T ∗G is g(A)⋉L∗≻ A
∗. If we set ϕ = 0, then we
have the following consequence of Theorem 4.9:
Corollary 4.12. With the same conditions and notations as above, then the natural skew-
symmetric and nondegenerate bilinear form ωp on g(A)⋉L∗≻ A
∗ defined by Eq. (32) induces a left
invariant symplectic structure on T ∗G such that it is parallel with respect to the left invariant
affine structure ∇˜ induced by the (compatible) LSA structure l(A)⋉L∗· ,L∗≺ A
∗ (on g(A)⋉L∗≻ A
∗),
that is, (T ∗G, ∇˜, ωp) is a special symplectic Lie group.
4.3. Special symplectic Lie groups and post-affine structures. The following conclusion
shows that the PLSA is the natural underlying algebraic structure of a special symplectic Lie
algebra.
Proposition 4.13. Let (G,∇, ω) be a special symplectic Lie group whose Lie algebra is g. The
left invariant affine structure ∇ induces a compatible LSA structure · on g by Eq. (30). Then
the following operations define a compatible PLSA structure on g:
(46) ω(x ≺ y, z) = −ω(y, z · x), ω(x ≻ y, z) = ω(y, [z, x]), ∀x, y, z ∈ g.
Hence it induces a left invariant post-affine structure on G.
Proof. Define a linear map ϕ : g→ g∗ through Eq. (20). Then for any x, y, z ∈ g,
ω(x ≺ y, z) = −ω(y, z · x)⇔ 〈ϕ(x ≺ y), z〉 = 〈R∗· (x)ϕ(y), z〉,
ω(x ≻ y, z) = ω(y, [z, x])⇔ 〈ϕ(x ≻ y), z〉 = 〈ad∗(x)ϕ(y), z〉.
So the operations ≺ and ≻ are in fact defined by
x ≺ y = ϕ−1(R∗· (x)ϕ(y)), x ≻ y = ϕ
−1(ad∗(x)ϕ(y)).
Since
ω(x ≺ y, z) = −ω(y, z · x) = −ω(x, z · y) = ω(y ≺ x, z),
we have x ≺ y = y ≺ x, that is, ≺ is commutative. Moreover, for any w ∈ g,
ω(x ≻ (y ≺ z), w) = ω(y ≺ z, [w, x]) = −ω(z, [w, x] · y),
ω((x · y) ≺ z, w) = −ω(z, w · (x · y)),
ω(y ≺ (x · z), w) = −ω(x · z, w · y) = ω(z, x · (w · y)).
Since (g, ·) is an LSA, we have
x ≻ (y ≺ z) = (x · y) ≺ z + y ≺ (x · z).
Similarly, we show that (g,≻) is an LSA and x · y = x ≺ y + x ≻ y for any x, y ∈ g. 
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Example 4.14. The 2-dimensional (compatible) PLSAs (g,≺i,≻i) corresponding to the special
symplectic Lie algebras (g,∇i, ω) (i = 1, 2, 3, 4) in Example 2.2 are given by
(I) ei ≺1 ej = 0, ei ≻1 ej = 0, i, j = 1, 2;
(II) e1 ≺2 e1 = e2, e1 ≺2 e2 = e2 ≺2 e1 = e2 ≺2 e2 = 0, ei ≻2 ej = 0 i, j = 1, 2;
(III) e1 ≺3 e1 = e2 ≺3 e2 = 0, e1 ≺3 e2 = e2 ≺3 e1 = −e1,
e1 ≻3 e1 = e2 ≻3= 0, e1 ≻3 e2 = e1, e2 ≻3 e2 = e2;
(IV) e1 ≺4 e1 = 0, e1 ≺4 e2 = e2 ≺4 e1 = −
1
2
e1, e2 ≺4 e2 = e1 −
1
2
e2,
e1 ≻4 e1 = e2 ≻4= 0, e1 ≻4 e2 = e1, e2 ≻4 e2 = e2,
respectively.
Remark 4.15. Since ω is also a left invariant symplectic form on G, we can define a left
invariant affine structure ∇ on G through Eq. (3). It is obvious that its corresponding LSA
structure coincides with the LSA structure ≻ defined by Eq. (46). Moreover, it interprets the
commuting diagram introduced by Eq. (1).
4.4. Double extensions of special symplectic Lie algebras (groups). In this subsection
we investigate the “nonabelian extension” of the construction in Corollary 4.12. More precisely,
we consider the following construction. Let G be a connected and simply connected Lie group
whose Lie algebra is g. Suppose that there exists a left invariant affine structure ∇ on G which
induces a compatible LSA structure “◦g” on g. Now assume that there is an LSA structure
“◦g∗” on the dual space g
∗ which induces a left invariant affine structure ∇∗ on the connected
and simply connected Lie group G∗ corresponding to the sub-adjacent Lie algebra of the LSA
(A∗, ◦g∗). We consider how to construct an LSA structure “◦” on a direct sum g ⊕ g
∗ of the
underlying vector spaces of g and g∗ such that (g, ◦g) and (g
∗, ◦g∗) are subalgebras and the
natural skew-symmetric and nondegenerate bilinear form ωp defined by Eq. (32) is parallel with
respect to the left invariant affine structure induced by the LSA structure ◦ on the connected
and simply connected Lie group D(G) corresponding to the sub-adjacent Lie algebra of the LSA
(g ⊕ g∗, ◦). Such a construction is called a double extension of special symplectic Lie algebras
associated to (g, ◦g) and (g
∗, ◦g∗). It is denoted by (g ⊲⊳ g
∗, ◦, ωp). On the Lie group level it is
called a double extension of special symplectic Lie groups. It is denoted by (D(G), ∇ˆ, ωp), where
∇ˆ is the left invariant affine structure on the “double Lie group” D(G) induced by the compatible
LSA structure ◦ on g ⊲⊳ g∗. Furthermore, in this case (D(G), G,G∗) is a local double Lie group
in the sense of [30].
Remark 4.16. (a) In fact, the notion of double extension of special symplectic Lie groups
is very similar to that of Drinfeld’s “double Poisson-Lie group” ([16, 22]).
(b) Let g be a Lie algebra with a hypersymplectic structure {J,E, g}. According to [3], the
connection ∇CP determined by the complex product structure {J,E} coincides with the
Levi-Civita connection ∇g of the metric g and the three symplectic forms ω1, ω2 and ω3
defined by Eq. (7) are all ∇g-parallel. So if the metric g is flat, then (g, ωi, ◦) (i = 1, 2, 3)
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are all special symplectic Lie algebras, where g is equipped with the LSA structure ◦
determined by the flat and torsion free connection ∇g. On the other hand, by Lemma 2.4,
we show that (g, ω2) is a para-Ka¨hler Lie algebra, that is, a symplectic Lie algebra
with two Lagrange subalgebras: if (g, g+, g−) is the double Lie algebra associated to the
complex product structure {J,E}, then the two Lagrange subalgebras are given by g+
and g− respectively. Furthermore according to [7], g− can be identified as the dual space
of g+. So if g is a flat hypersymplectic Lie algebra, then (g, ◦, ω2) is a double extension of
special symplectic Lie algebras associated to (g+, ◦g+) and (g− = g
∗
+, ◦g−), where the LSA
structures ◦g+ and ◦g− are obtained by the restrictions of the LSA structure ◦ on g+ and
g− respectively. So we come to the following conclusion: the double extensions of special
symplectic Lie algebras are the natural underlying structures of flat hypersymplectic Lie
algebras.
Let us recall the notion of matched pair of LSAs ([7]) which is parallel to the notions ofmatched
pair of Lie algebras, matched pair of (Lie) groups and matched pair of Hopf algebras ([30, 31, 35]).
Proposition-Definition 4.17. Let (A1, ·1) and (A2, ·2) be two LSAs. Suppose that there are
linear maps l1, r1 : A1 → gl(A2) and l2, r2 : A2 → gl(A1) such that (A2, l1, r1) is a bimodule of
A1 and (A1, l2, r2) is a bimodule of A2 and they satisfy
(47) r2(a)([x, y]1) = r2(l1(y)a)x− r2(l1(x)a)y + x ·1 (r2(a)y) − y ·1 (r2(a)x),
(48) l2(a)(x ·1 y) = −l2(l1(x)a− r1(x)a)y + (l2(a)x− r2(a)x) ·1 y + r2(r1(y)a)x+ x ·1 (l2(a)y),
(49) r1(x)([a, b]2) = r1(l2(b)x)a − r1(l2(a)x)b+ a ·2 (r1(x)b)− b ·2 (r1(x)a),
(50) l1(x)(a ·2 b) = −l1(l2(a)x− r2(a)x)b+ (l1(x)a− r1(x)a) ·2 b+ r1(r2(b)x)a+ a ·2 (l1(x)b),
where x, y ∈ A1, a, b ∈ A2 and [ , ]i is the sub-adjacent Lie bracket of (A, ·i) (i = 1, 2). Then
there is an LSA structure “·” on the vector space A1 ⊕A2 given by
(51) (x+a) · (y+ b) = (x ·1 y+ l2(a)y+ r2(b)x)+ (a ·2 b+ l1(x)b+ r1(y)a), ∀x, y ∈ A1, a, b ∈ A2.
We denote this LSA by A1 ⊲⊳
l2,r2
l1,r1
A2. Moreover, (A1, A2, l1, r1, l2, r2) satisfying the above condi-
tions is called a matched pair of LSAs. On the other hand, every LSA which is a direct sum of
the underlying vector spaces of two subalgebras can be obtained from the above way.
Our starting point is the following conclusion:
Proposition 4.18. Let (A,≺,≻) be a PLSA. Suppose that there exists a PLSA structure on
the dual space A∗ which we still denote by “≺,≻”. Then there exists a double extension of
special symplectic Lie algebras associated to (g(A), ·) and (g(A∗), ·) if and only if (l(A), l(A∗), L∗· ,
L∗≺, L
∗
· , L
∗
≺) is a matched pair of LSAs.
Proof. In fact, if (l(A), l(A∗), L∗· , L
∗
≺, L
∗
· , L
∗
≺) is a matched pair of LSAs, then the LSA structure
on l(A) ⊲⊳
L∗· ,L
∗
≺
L∗· ,L
∗
≺
l(A∗) can be written as follows:
(52) (x, a∗)·(y, b∗) = (x·y+L∗· (a
∗)y+L∗≺(b
∗)x, a∗ ·b∗+L∗· (x)b
∗+L∗≺(y)a
∗),∀x, y ∈ A, a∗, b∗ ∈ A∗.
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For any z ∈ A, c∗ ∈ A∗, we have
ωp((x, a
∗) · (y, b∗), (z, c∗))
= ωp((x · y + L
∗
· (a
∗)y + L∗≺(b
∗)x, a∗ · b∗ + L∗· (x)b
∗ + L∗≺(y)a
∗), (z, c∗))
= −〈x · y, c∗〉+ 〈y, a∗ · c∗〉+ 〈x, b∗ ≺ c∗〉+ 〈a∗ · b∗, z〉 − 〈b∗, x · z〉 − 〈a∗, y ≺ z〉,
ωp((x, a
∗) · (z, c∗), (y, b∗))
= ωp((x · z + L
∗
· (a
∗)z + L∗≺(c
∗)x, a∗ · c∗ + L∗· (x)c
∗ + L∗≺(z)a
∗), (y, b∗))
= −〈x · z, b∗〉+ 〈z, a∗ · b∗〉+ 〈x, c∗ ≺ b∗〉+ 〈a∗ · c∗, y〉 − 〈c∗, x · y〉 − 〈a∗, z ≺ y〉.
Hence ωp((x, a
∗) · (y, b∗), (z, c∗)) = ωp((x, a
∗) · (z, c∗), (y, b∗)). So (g(A) ⊲⊳ g(A∗), ωp) is a double
extension of special symplectic Lie algebras associated to (g(A), ·) and (g(A∗), ·).
Conversely, if there exists a double extension of special symplectic Lie algebras associated
to (g(A), ·) and (g(A∗), ·), then by Proposition 4.13, there exists a compatible PLSA structure
on (g(A) ⊲⊳ g(A∗), ωp) given by Eq. (46). Moreover, it is easy to show that A and A
∗ are
post-left-symmetric subalgebras. Set
x · a∗ = lA(x)a
∗ + rA∗(a
∗)x, a∗ · x = lA∗(a
∗)x+ rA(x)a
∗, ∀x ∈ A, a∗ ∈ A∗,
where lA, rA : A → gl(A
∗), lA∗ , rA∗ : A
∗ → gl(A). Then by Proposition-Definition 4.17,
(l(A), l(A∗), lA, rA, lA∗ , rA∗) is a matched pair of LSAs. Moreover, for any y ∈ A, we have
〈rA(x)a
∗, y〉 = ωp(a
∗ · x, y) = −ωp(y, a
∗ · x) = ωp(x ≺ y, a
∗) = −〈a∗, x ≺ y〉 ⇒ rA = L
∗
≺,
〈lA(x)a
∗, y〉 = ωp(x · a
∗, y) = ωp([x, a
∗], y) + ωp(a
∗ · x, y) = ωp(x ≻ y, a
∗) + 〈rA(x)a
∗, y〉
= −〈x ≻ y, a∗〉 − 〈a∗, x ≺ y〉 = 〈y, L∗· (x)a
∗〉 ⇒ lA = L
∗
· .
Similarly or by symmetry of A and A∗, we know that lA∗ = L
∗
· , rA∗ = L
∗
≺. So (l(A), l(A
∗), L∗· ,
L∗≺, L
∗
· , L
∗
≺) is a matched pair of LSAs. 
Let V be a vector space. Let σ : V ⊗ V → V ⊗ V be the exchanging operator defined as
(53) σ(x⊗ y) = y ⊗ x, ∀x, y ∈ V.
Let V1, V2 be two vector spaces and T : V1 → V2 be a linear map. Denote the dual (linear) map
by T ∗ : V ∗2 → V
∗
1 defined by
(54) 〈v1, T
∗(v∗2)〉 = 〈T (v1), v
∗
2〉, ∀v1 ∈ V1, v
∗
2 ∈ V
∗
2 .
Note that the notations of L∗⋄ and R
∗
⋄ given by Eq. (25) are different from the above notation
if gl(V ) is regarded as a vector space. Furthermore note that (V ⊗ V )∗ = V ∗ ⊗ V ∗ due to the
assumption that V is finite-dimensional.
Proposition 4.19. Let (A,≺,≻, α, β) be a PLSA (A,≺,≻) endowed with two linear maps α, β :
A→ A⊗A. Suppose that α∗, β∗ : A∗ ⊗A∗ → A∗ induce a PLSA structure on A∗ which we still
denote by (≺,≻). Then (l(A), l(A∗), L∗· , L
∗
≺, L
∗
· , L
∗
≺) is a matched pair of LSAs if and only if for
any x, y ∈ A, the following equations hold:
(55) α([x, y]) = (id⊗ L·(x) + L·(x)⊗ id)α(y)− (id⊗ L·(y) + L·(y)⊗ id)α(x),
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(56) (α+β)(x · y) = (L≻(x)⊗ id+ id⊗L·(x))(α+β)(y)+ (id⊗R·(y))β(x)− (L≺(y)⊗ id)α(x),
(57)
(α+ β − σα− σβ)(x ≺ y) = −(R≺(y)⊗ id)(σα + σβ)(x) + (id ⊗R≺(y))(α + β)(x)+
(id⊗ L≺(x))(α + β)(y)− (L≺(x)⊗ id)(σα+ σβ)(y),
(58) (α+β)(x ·y) = (L≻(x)⊗ id+ id⊗L·(x))(α+β)(y)+(id⊗R·(y))β(x)− (R≺(y)⊗ id)σα(x).
Proof. By Corollary 4.11 and Proposition-Definition 4.17, we need to prove that Eq. (47)-Eq. (50)
are equivalent to Eq. (55)-Eq. (58) respectively in the case that
A1 = A, A2 = A
∗, and l1 = L
∗
· , r1 = L
∗
≺, l2 = L
∗
· , r2 = L
∗
≺.
As an example we give an explicit proof of the fact that Eq. (49) holds if and only if Eq. (57)
holds. In fact, in this case, Eq. (49) becomes
L∗≺(x)[a
∗, b∗] = L∗≺(L
∗
· (b
∗)x)a∗ − L∗≺(L
∗
· (a
∗)x)b∗ + a∗ · (L∗≺(x)b
∗)− b∗ · (L∗≺(x)a
∗),
for any x ∈ A∗, a∗, b∗ ∈ A∗. Let the both sides of the above equation act on an arbitrary element
y ∈ A. Then we get
−〈[a∗, b∗], x ≺ y〉 = −〈b∗ · (R∗≺(y)a
∗), x〉+ 〈a∗ · (R∗≺(y)b
∗), x〉+ 〈a∗ · (L∗≺(x)b
∗), y〉
−〈b∗ · (L∗≺(x)a
∗), y〉,
which is equivalent to the following equation
〈a∗ ⊗ b∗, (α+ β − σα− σβ)(x ≺ y)〉
= 〈−(R≺(y)⊗ id)(σα + σβ)(x) + (id⊗R≺(y))(α + β)(x) + (id⊗ L≺(x))(α + β)(y)
−(L≺(x)⊗ id)(σα+ σβ)(y), a
∗ ⊗ b∗〉.
It exactly gives Eq. (57). 
Definition 4.20. (a) Let V be a vector space and α, β : V → V ⊗ V be two linear maps.
Then (V, α, β) is called a post-left-symmetric coalgebra (PLSCA) if R1, R2 and R3 are all
zero, where Ri : V → V ⊗V ⊗V (i = 1, 2, 3) are three linear maps defined as follows (for
any x ∈ V ):
(59) R1(x) = α(x)− σα(x),
(60) R2(x) = (id⊗ α)β(x) − ((α+ β)⊗ id)α(x)− (σ ⊗ id)(id⊗ (α+ β))α(x),
(61) R3(x) = (β ⊗ id)β(x)− (σ ⊗ id)(β ⊗ id)β(x) − (id ⊗ β)β(x) + (σ ⊗ id)(id⊗ β)β(x).
It is obvious that (V, α, β) is a PLSCA if and only if (α∗, β∗) induces a PLSA structure
on V ∗.
(b) Let (A,≺,≻, α, β) be a PLSA with two linear maps α, β : A→ A⊗A such that (A,α, β)
is a PLSCA. If in addition, α and β satisfy Eq. (55)-Eq. (58), then (A,≺,≻, α, β) is called
a post-left-symmetric bialgebra (PLSBA).
PLSBAs can be put into the framework of the generalized bialgebras in the sense of Loday ([29]).
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Definition 4.21. A post-left-symmetric bialgebra (A,≺,≻, α, β) is called coboundary if α and
β are given by the following equations:
(62) α(x) = (id⊗ L·(x) + L·(x)⊗ id)r,
(63) β(x) = (−id⊗ ad(x)− L≻(x)⊗ id)r,
where x ∈ A, r ∈ A⊗A.
Definition 4.22. Let (A,≺,≻, α, β) be a coboundary post-left-symmetric bialgebra. Then by
Proposition 4.18 and Proposition 4.19, there exists a double extension of special symplectic Lie
algebras (g(A) ⊲⊳ g(A∗), ωp) associated to (g(A), ·) and (g(A
∗), ·), where α∗, β∗ : A∗ ⊗ A∗ → A∗
induce a PLSA structure on A∗ and we still denote the LSA structure of l(A∗) by ·. In this case,
we say (g(A) ⊲⊳ g(A∗), ωp) is a double extension of special symplectic Lie algebras on A.
Proposition 4.23. Let (A,≺,≻) be a PLSA. Let α, β : A→ A⊗ A be two linear maps defined
by Eq. (62) and Eq. (63) respectively. Then α and β satisfy Eq. (55)-Eq. (58) if and only if the
following two equations are satisfied:
(64) (L≺(x ≺ y)⊗ id + id⊗ L≺(x ≺ y)− L≺(y)⊗ L≺(x)− L≺(x)⊗ L≺(y))(r − σ(r)) = 0.
(65) (R≺(y)⊗ id)(id ⊗ L·(x) + L·(x)⊗ id)(r − σ(r)) = 0.
for any x, y ∈ A.
Proof. It is obvious that α and β satisfy Eq. (55) and Eq. (56). Moreover, substituting Eq. (62)
and Eq. (63) into Eq. (57), we get (for any x, y ∈ A)
(id ⊗R·(x ≺ y) + L≺(x ≺ y)⊗ id)r − (R·(x ≺ y)⊗ id + id⊗ L≺(x ≺ y))σ(r)
= −(R≺(y)⊗ id)(R·(x)⊗ id + id⊗ L≺(x))σ(r) + (id ⊗R≺(y))(id ⊗R·(x) + L≺(x)⊗ id)r
+(id⊗ L≺(x))(id ⊗R·(y) + L≺(y)⊗ id)r − (L≺(x)⊗ id)(R·(y)⊗ id + id⊗ L≺(y))σ(r),
which is equivalent to
(id⊗R·(x ≺ y) + L≺(x ≺ y)⊗ id−R·(x ≺ y)⊗ id− id⊗ L≺(x ≺ y))r +
(R·(x ≺ y)⊗ id + id⊗ L≺(x ≺ y))(r − σ(r))
= (R≺(y)⊗ id)(R·(x)⊗ id + id⊗ L≺(x))(r − σ(r))− (R≺(y)⊗ id)(R·(x)⊗ id +
id⊗ L≺(x))r + (id ⊗R≺(y))(id ⊗R·(x) + L≺(x)⊗ id)r + (id⊗ L≺(x))(id ⊗R·(y)
+L≺(y)⊗ id)r − (L≺(x)⊗ id)(R·(y)⊗ id + id⊗ L≺(y))r + (L≺(x)⊗ id)(R·(y)⊗ id
+id⊗ L≺(y))(r − σ(r)).
It is easy to show that the above equation holds if and only if Eq. (64) holds. So α and β satisfy
Eq. (57) if and only if Eq. (64) holds. Similarly, we show that α and β satisfy Eq. (58) if and
only if Eq. (65) holds. 
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Let V be a vector space and r =
∑
i ai ⊗ bi ∈ A⊗A. Set
(66) r12 =
∑
i
ai ⊗ bi ⊗ 1, r13 =
∑
i
ai ⊗ 1⊗ bi, r23 =
∑
i
1⊗ ai ⊗ bi,
where 1 is a scale. If in addition, there exists a binary operation ⋄ : V ⊗ V → V on V , then the
operation between two rs is in an obvious way. For example,
(67) r12 ⋄r13 =
∑
i,j
ai ⋄aj⊗ bi⊗ bj, r13 ⋄r23 =
∑
i,j
ai⊗aj⊗ bi ⋄bj , r12 ⋄r23 =
∑
i,j
ai⊗ bi ⋄aj⊗ bj.
Proposition 4.24. Let (A,≺,≻) be a PLSA and r =
∑
i ai⊗ bi ∈ A⊗A. Let α, β : A→ A⊗A
be two linear maps defined by Eq. (62) and Eq. (63) respectively. Define three linear maps
R1, R2, R3 : A → A ⊗ A ⊗ A by Eq. (59), Eq. (60) and Eq. (61) respectively. Then for any
x, y ∈ A,
(68) R1(x) = (L·(x)⊗ id + id⊗ L·(x))(r − σ(r)),
(69) R2(x) = −Q1(x)[[r, r]]1 +
∑
j
P1(x, aj)(r − σ(r))⊗ bj,
(70) R3(x) = Q2(x)[[r, r]]2 +
∑
j
P2(x, aj)(r − σ(r))⊗ bj +
∑
j
S(aj)(r − σ(r))⊗ [x, bj ],
where
(71) Q1(x) = L≻(x)⊗ id⊗ id + id⊗ L·(x)⊗ id + id⊗ id⊗ L·(x),
(72) Q2(x) = L≻(x)⊗ id⊗ id + id⊗ L≻(x)⊗ id + id⊗ id⊗ ad(x),
(73) S(x) = ad(x)⊗ id + id⊗ L≻(x),
(74) P1(x, y) = (R≺(y)⊗ id)(L·(x)⊗ id + id⊗ L·(x)),
(75) P2(x, y) = ad(x ≻ y)⊗ id + id⊗ L≻(x ≻ y)− (R≻(y)⊗ id)(ad(x)⊗ id + id⊗ L≻(x)),
(76) [[r, r]]1 = r13 · r23 + r12 · r23 + r12 ≺ r13,
(77) [[r, r]]2 = r12 ≻ r13 − r12 ≻ r23 − [r13, r23].
Proof. Eq. (68) is obvious. We give an explicit proof of Eq. (69). The proof of Eq. (70) is similar
(cf. [7]). In fact, for any x ∈ A, after rearranging the terms suitably, we can divide R2(x) into
three parts: R2(x) = (R1) + (R2) + (R3), where
(R1) =
∑
i,j
−x ≻ aj ⊗ bj · ai ⊗ bi − x ≻ aj ⊗ ai ⊗ bj · bi − (x · aj) ≺ ai ⊗ bi ⊗ bj −
(x · bj) ≺ ai ⊗ aj ⊗ bi
= −(L≻(x)⊗ id⊗ id)[[r, r]]1 +
∑
j
(R≺(aj)⊗ id)(L·(x)⊗ id)(r − σ(r))⊗ bj ,
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(R2) =
∑
i,j
−aj ⊗ [x, bj ] · ai ⊗ bi − ai ⊗ bi · (x · aj)⊗ bj − bj ≺ ai ⊗ x · aj ⊗ bi −
ai ⊗ x · aj ⊗ bi · bj
= −(id⊗ L·(x)⊗ id)[[r, r]]1 +
∑
j
(R≺(aj)⊗ L·(x))(r − σ(r))⊗ bj,
(R3) =
∑
i,j
−aj ⊗ ai ⊗ [x, bj ] · bi − aj ≺ ai ⊗ bi ⊗ x · bj − ai ⊗ bi · aj ⊗ x · bj −
ai ⊗ aj ⊗ bi · (x · bj)
= −(id⊗ id⊗ L·(x))[[r, r]]1.
So the conclusion follows. 
By Proposition 4.23 and Proposition 4.24 we have the following conclusion.
Theorem 4.25. Let (A,≺,≻) be a PLSA and r ∈ A ⊗ A. Then the linear maps α, β defined
by Eq. (62) and Eq. (63) respectively induce a post-left-symmetric coalgebra structure on A such
that (A,≺,≻, α, β) becomes a post-left-symmetric bialgebra if and only if r satisfies Eq. (64) and
Eq. (65) and R1, R2 and R3 are zero, where R1, R2 and R3 are given by Eq. (68), Eq. (69) and
Eq. (70) respectively.
A direct application of Theorem 4.25 is given as follows, which is an analogue of “Drinfeld’s
double” construction ([16]) for a post-left-symmetric bialgebra. It is the main motivation that
we are interested in developing a (coboundary) bialgebra theory for a PLSA since it allows us to
construct an infinite families of special symplectic Lie algebras (groups) from a “double extension
of special symplectic Lie algebras (groups)”.
Theorem 4.26. Let (A,≺1,≻1, α, β) be a post-left-symmetric bialgebra. Then there exists a
canonical coboundary post-left-symmetric bialgebra structure on A⊕ A∗. So if (g ⊲⊳ g∗, ωp) is a
double extension of special symplectic Lie algebras associated to (g, ◦g) and (g
∗, ◦g∗), then we can
construct a double extension of special symplectic Lie algebras on g ⊲⊳ g∗ (see Definition 4.22).
To prove this theorem, we shall use the following lemma.
Lemma 4.27. Let (A,≺,≻) be a PLSA. Suppose that there exists a PLSA structure on the dual
space A∗ which is still denoted by “≺,≻”. Now we assume that there exists a double extension
of special symplectic Lie algebras (g(A) ⊲⊳ g(A∗), ωp) associated to (g(A), ·) and (g(A
∗), ·). Then
the compatible PLSA structure on g(A) ⊲⊳ g(A∗) defined by Eq. (46) can be given as follows:
(78) x ≺ a∗ = R∗· (x)a
∗ +R∗· (a
∗)x, x ≻ a∗ = ad∗(x)a∗ −R∗≻(a
∗)x,
(79) a∗ ≺ x = R∗· (a
∗)x+R∗· (x)a
∗, a∗ ≻ x = ad∗(a∗)x−R∗≻(x)a
∗,
for any x, y ∈ A, a∗, b∗ ∈ A∗.
Proof. In fact, for any x, y ∈ A, a∗, b∗ ∈ A∗, we have
〈x ≺ a∗, b∗〉 = −ωp(x ≺ a
∗, b∗) = ωp(a
∗, b∗ · x) = 〈a∗, L∗· (b
∗)x〉 = 〈R∗· (a
∗)x, b∗〉,
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〈x ≺ a∗, y〉 = ωp(x ≺ a
∗, y) = −ωp(a
∗, y · x) = 〈R∗· (x)a
∗, y〉.
Hence x ≺ a∗ = R∗· (x)a
∗ +R∗· (a
∗)x. Moreover,
〈x ≻ a∗, b∗〉 = −ωp(x ≻ a
∗, b∗) = −ωp(a
∗, [b∗, x]) = −〈a∗, L∗≻(b
∗)x〉 = 〈b∗,−R∗≻(a
∗)x〉
〈x ≻ a∗, y〉 = ωp(x ≻ a
∗, y) = ωp(a
∗, [y, x]) = 〈ad∗(x)a∗, y〉.
Hence x ≻ a∗ = ad∗(x)a∗ −R∗≻(a
∗)x. By symmetry of A and A∗ we have
a∗ ≺ x = R∗· (a
∗)x+R∗· (x)a
∗, a∗ ≻ x = ad∗(a∗)x−R∗≻(x)a
∗.

Proof of Theorem 4.26. By Proposition 4.18, Proposition 4.19 and Lemma 4.27, we show that
there exists a PLSA structure on A ⊕ A∗ (which is denoted by “≺,≻”) given by Eq. (78) and
Eq. (79). Let r ∈ A⊗A∗ ⊂ (A⊕A∗)⊗ (A⊕A∗) correspond to the identity map id : A→ A. Let
{e1, ..., es} be a basis of A and {e
∗
1, ...e
∗
s} be its dual basis. Then r =
∑
i
ei ⊗ e
∗
i . Next we prove
r satisfies the conditions of Theorem 4.25. If so, then
αD(u) = (id ⊗ L·(u) + L·(u)⊗ id)r and βD(u) = (−id⊗ ad(u)− L≻(u)⊗ id)r
induce a post-left-symmetric bialgebra structure on (A ⊕ A∗,≺,≻), where u ∈ A ⊕A∗. In fact,
we shall prove that [[r, r]]i = 0, i = 1, 2, and
(80) (L·(u)⊗ id + id⊗ L·(u))(r − σ(r)) = 0,
(81) (L≺(u ≺ v)⊗ id + id⊗ L≺(u ≺ v)− L≺(u)⊗ L≺(v)− L≺(v)⊗ L≺(u))(r − σ(r)) = 0,
(82) (id ⊗ L≻(u) + ad(u)⊗ id)(r − σ(r)) = 0,
for all u, v ∈ A⊕A∗. First, we have
[[r, r]]1 = r13 · r23 + r12 · r23 + r12 ≺ r13
=
∑
i,j
ei ⊗ ej ⊗ e
∗
i · e
∗
j + ei ⊗ e
∗
i · ej ⊗ e
∗
j + ei ≺ ej ⊗ e
∗
i ⊗ e
∗
j
=
∑
i,j
ei ⊗ ej ⊗ e
∗
i · e
∗
j + ei ⊗ {〈e
∗
i ,−ej ≺ ek〉e
∗
k + 〈ej ,−e
∗
i · e
∗
k〉ek} ⊗ e
∗
j +
ei ≺ ej ⊗ e
∗
i ⊗ e
∗
j = 0.
Similarly, [[r, r]]2 = 0. Next we prove that Eq. (81) holds. By a similar proof, we can show that
Eq. (80) and Eq. (82) hold. In fact, in this case, Eq. (81) is equivalent to∑
k
(u ≺ v) ≺ ek ⊗ e
∗
k − (u ≺ v) ≺ e
∗
k ⊗ ek + ek ⊗ (u ≺ v) ≺ e
∗
k − e
∗
k ⊗ (u ≺ v) ≺ ek
−v ≺ ek ⊗ u ≺ e
∗
k + v ≺ e
∗
k ⊗ u ≺ ek − u ≺ ek ⊗ v ≺ e
∗
k + u ≺ e
∗
k ⊗ v ≺ ek = 0,
for any u, v ∈ A⊕A∗. We can prove the above equation in the following cases: (I) u, v ∈ A; (II)
u ∈ A, v ∈ A∗; (III) u ∈ A∗, v ∈ A; (IV) u, v ∈ A∗. As an example, we give a proof of the first
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case (the proof of other cases is similar). Let u = ei, v = ej , then coefficient of em ⊗ en (for any
m,n) in the above equation is∑
k
−〈(ei ≺ ej) ≺ e
∗
n, e
∗
m〉+ 〈(ei ≺ ej) ≺ e
∗
m, e
∗
n〉 − 〈ej ≺ ek, e
∗
m〉〈ei ≺ e
∗
k, e
∗
n〉+
〈ej ≺ e
∗
k, e
∗
m〉〈ei ≺ ek, e
∗
n〉 − 〈ei ≺ ek, e
∗
m〉〈ej ≺ e
∗
k, e
∗
n〉+ 〈ei ≺ e
∗
k, e
∗
m〉〈ej ≺ ek, e
∗
n〉
=
∑
k
〈ei ≺ ej, e
∗
m · e
∗
n〉 − 〈ei ≺ ej , e
∗
n · e
∗
m〉+ 〈ej ≺ ek, e
∗
m〉〈ei, e
∗
n · e
∗
k〉
−〈ej , e
∗
m · e
∗
k〉〈ei ≺ ek, e
∗
n〉+ 〈ei ≺ ek, e
∗
m〉〈ej , e
∗
n · e
∗
k〉 − 〈ei, e
∗
m · e
∗
k〉〈ej ≺ ek, e
∗
n〉
= 〈ei ≺ ej , [e
∗
m, e
∗
n]〉 − 〈ej ≺ (L
∗
· (e
∗
n)ei), e
∗
m〉 − 〈R
∗
· (L
∗
≺(ei)e
∗
n)ej , e
∗
m〉 − 〈ei ≺ (L
∗
· (e
∗
n)ej), e
∗
m〉
−〈R∗· (L
∗
≺(ej)e
∗
n)ei, e
∗
m〉
= 〈ei ≺ ej , [e
∗
m, e
∗
n]〉 − 〈ej ≺ (e
∗
n · ei) + ei ≺ (e
∗
n · ej), e
∗
m〉
= 〈ei ≺ ej , [e
∗
m, e
∗
n]〉 − 〈e
∗
n ≻ (ei ≺ ej), e
∗
m〉 = 0.
Similarly, the coefficients of e∗m ⊗ en, em ⊗ e
∗
n and e
∗
m ⊗ e
∗
n are all zero, too. The last conclusion
follows from Proposition 4.18 and Proposition 4.19. 
Appendix: An example of a special para-Ka¨hler Lie algebra
In this appendix, we introduce a notion of a very special para-Ka¨hler Lie algebra and investi-
gate its structure.
Definition A1 A para-Ka¨hler structure on a Lie algebra g is a symplectic form ω : g⊗ g→ R
and a paracomplex structure E : g→ g and they are compatible in the sense that
(83) ω(E(x), E(y)) = −ω(x, y), ∀x, y ∈ g.
A Lie algebra with a para-Ka¨hler structure is called a para-Ka¨hler Lie algebra.
It is obvious that a para-Ka¨hler Lie algebra is equivalent to a symplectic Lie algebra such that
it is a direct sum of the underlying vector spaces of two Lagrangian subalgebras ([6, 7, 26]). A
para-Ka¨hler manifold is a symplectic manifold (M,ω) with a para-complex structure E such that
(84) ω(E(X), E(Y )) = −ω(X,Y ), ∀X,Y ∈ Γ(TM),
where ω is the symplectic form ([27]). It is denoted by (M,ω,E). Recall that a para-complex
structure on a 2n-dimensional smooth manifold is an endomorphism field E ∈ Γ(EndTM) such
that
(a) E2 = id;
(b) [E(X), E(Y )] + [X,Y ] = E([E(X), Y ] + [X,E(Y )]), for any X,Y ∈ Γ(TM), that is, E is
integrable;
(c) let TM+ and TM− be the eigendistributions associated to the eigenvalues +1 and −1 of
E, then we have dimTM+p = dimTM
−
p for any p ∈M .
A Lie group whose Lie algebra is a para-Ka¨hler Lie algebra is a particular example of a homo-
geneous para-Ka¨hler manifold ([26]).
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Definition A2 Let (g, ω,E) be a para-Ka¨hler Lie algebra. Suppose that there exists a flat
and torsion free connection ∇ on g such that ∇E is a symmetric (1, 2)-tensor field, that is,
(∇xE)y = (∇yE)x for any x, y ∈ g, and ω is parallel with respect to ∇, that is, ∇ω = 0. Then
the quadruple (g, ω,E,∇) is called a special para-Ka¨hler Lie algebra.
Note that a special para-Ka¨hler Lie algebra is a special symplectic Lie algebra.
A special para-Ka¨hler manifold is defined as a para-Ka¨hler manifold (M,ω,E) with a flat and
torsion free connection ∇ such that
(a) ∇ is symplectic, that is, ∇ω = 0 and
(b) ∇E is a symmetric (1, 2)-tensor field, i.e., (∇XE)Y = (∇Y E)X for all X,Y ∈ Γ(TM).
Special para-Ka¨hler geometry was introduced in [19]. It arises as one of the special geometries
of Euclidean super-symmetry. It is obvious that the Lie group whose Lie algebra is a special
para-Ka¨hler Lie algebra is a (homogeneous) special para-Ka¨hler manifold.
Next we investigate when a double extension of special symplectic Lie algebras becomes a
special para-Ka¨hler Lie algebra. In fact, according to Proposition 4.18, a double extension
of special symplectic Lie algebras is equivalent to the fact that (l(A), l(A∗), L∗· , L
∗
≺, L
∗
· , L
∗
≺)
is a matched pair of LSAs, where (A,≺,≻) is a PLSA. Moreover, it is easy to show that
(g(l(A) ⊲⊳
L∗· ,L
∗
≺
L∗· ,L
∗
≺
l(A∗)), ωp, E) is a para-Ka¨hler Lie algebra, where ωp is defined by Eq. (32) and
E : g(l(A) ⊲⊳
L∗· ,L
∗
≺
L∗· ,L
∗
≺
l(A∗))→ g(l(A) ⊲⊳
L∗· ,L
∗
≺
L∗· ,L
∗
≺
l(A∗)) is the paracomplex structure on g(l(A) ⊲⊳
L∗· ,L
∗
≺
L∗· ,L
∗
≺
l(A∗)) defined by
(85) E(x+ a∗) = x− a∗, ∀x ∈ A, a∗ ∈ A∗.
Now let ∇ be the connection corresponding to the compatible LSA structure on g(l(A) ⊲⊳
L∗· ,L
∗
≺
L∗· ,L
∗
≺
l(A∗)) defined by Eq. (52). Then we have
Proposition A3 With the same conditions and notations as above,(g(l(A) ⊲⊳
L∗· ,L
∗
≺
L∗· ,L
∗
≺
l(A∗)), ωp, E,∇)
is a special para-Ka¨hler Lie algebra if and only if the operation ≺ is trivial.
Proof. By the proof of Proposition 4.18, we know that ωp is parallel with respect to ∇. Moreover,
for any x, y ∈ A, a∗, b∗ ∈ A∗, we have that
∇(x,a∗)E((y, b
∗))− E(∇(x,a∗)(y, b
∗))
= (x · y + L∗· (a
∗)y − L∗≺(b
∗)x,−a∗ · b∗ − L∗· (x)b
∗ + L∗≺(y)a
∗)− (x · y + L∗· (a
∗)y + L∗≺(b
∗)x,
−a∗ · b∗ − L∗· (x)b
∗ − L∗≺(y)a
∗)
= (−2L∗≺(b
∗)x, 2L∗≺(y)a
∗).
Thus, ∇(x,a∗)E((y, b
∗))− E(∇(x,a∗)(y, b
∗)) = ∇(y,b∗)E((x, a
∗))−E(∇(y,b∗)(x, a
∗)) if and only if
(−2L∗≺(b
∗)x, 2L∗≺(y)a
∗) = (−2L∗≺(a
∗)y, 2L∗≺(x)b
∗),
for any x, y ∈ A, a∗, b∗ ∈ A∗, if and only if the product ≺ is trivial. So the conclusion follows
immediately. 
Therefore we have the following obvious conclusion.
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Corollary A4 Let (A, ·) be an LSA. Suppose that there exists an LSA structure on A∗ (which
we still denote by ·) such that (A,A∗, L∗· , 0, L
∗
· , 0) is a matched pair of LSAs. Then (g(A ⊲⊳
L∗· ,0
L∗· ,0
A∗), ωp, E,∇) is a special para-Ka¨hler Lie algebra, where ωp is defined by Eq. (32) and E is
defined by Eq. (85) and ∇ is the connection on g(A ⊲⊳
L∗· ,0
L∗· ,0
A∗) induced by the compatible LSA
structure A ⊲⊳
L∗· ,0
L∗· ,0
A∗.
Definition A5 We call a special para-Ka¨hler Lie algebra formulated in Corollary A4 a very
special para-Ka¨hler Lie algebra.
Our next task is to investigate the structure of a very special para-Ka¨hler Lie algebra. In
fact, the following conclusion gives a structure theory of a very special para-Ka¨hler Lie algebra
in terms of a kind of bialgebras (cf. [7]).
Theorem A6 Let (A, ·, α) be an LSA endowed with a linear map α : A → A ⊗ A. Suppose
that α∗ : A∗ ⊗ A∗ → A∗ induces an LSA structure on A∗ which we still denote by ·. Then
(A,A∗, L∗· , 0, L
∗
· , 0) is a matched pair of LSAs if and only if the following equation holds:
(86) α(x · y) = (L·(x)⊗ id + id⊗ L·(x))α(y) + (id⊗R·(y))α(x),
for any x, y ∈ A.
Proof. By Proposition-Definition 4.17, we need to prove that Eq. (47)-Eq. (50) are equivalent to
Eq. (86) in the case that
A1 = A, A2 = A
∗, and l1 = L
∗
· , r1 = 0, l2 = L
∗
· , r2 = 0.
In fact, it is easy to see that in this case, Eq. (47) and Eq. (49) hold automatically. Next, we
prove that Eq. (48)⇔Eq. (50)⇔ Eq. (86). As an example we give an explicit proof of the fact
that Eq. (48) holds if and only if Eq. (86) holds. The proof of the equivalence between Eq. (50)
and Eq. (86) is similar. In fact, in this case, Eq. (48) becomes
L∗· (a
∗)(x · y) = −L∗· (L
∗
· (x)a
∗)y + (L∗· (a
∗)x) · y + x · (L∗· (a
∗)y),
for any x, y ∈ A∗, a∗ ∈ A∗. Let the both sides of the above equation act on an arbitrary element
b∗ ∈ A∗. Then we get
〈x · y,−a∗ · b∗〉 = 〈y, (L∗· (x)a
∗) · b∗〉+ 〈x, a∗ · (R∗· (y)b
∗)〉+ 〈y, a∗ · (L∗· (x)b
∗)〉,
which is equivalent to the following equation
〈−α(x · y), a∗ ⊗ b∗〉 = 〈−(L·(x)⊗ id)α(y) − (id⊗R·(y))α(x) − (id⊗ L·(x))α(y), a
∗ ⊗ b∗〉.
It exactly gives Eq. (86). 
Definition A7
(a) Let V be a vector space and α : V → V ⊗ V be a linear map. Then (V, α) is called a
left-symmetric coalgebra (LSCA) if Tα is zero, where Tα : V → V ⊗ V ⊗ V is defined as
follows (for any x ∈ V ):
(87) Tα(x) = (α⊗ id)α(x) − (σ ⊗ id)(α⊗ id)α(x) − (id⊗ α)α(x) + (σ ⊗ id)(id ⊗ α)α(x).
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It is obvious that (V, α) is an LSCA if and only if α∗ : V ∗ ⊗ V ∗ → V ∗ induces an LSA
structure on V ∗.
(b) Let (A, ·, α) be an LSA with a linear map α : A→ A⊗A such that (A,α) is an LSCA. If
in addition, α satisfies Eq. (86), then (A, ·, α) is called a special left-symmetric bialgebra
(SLSBA).
There is a notion of left-symmetric bialgebra which is equivalent to the notion of para-Ka¨hler
Lie algebra ([7]). Like the post-left-symmetric bialgebras, both left-symmetric bialgebras and
special left-symmetric bialgebras can be put into the framework of the generalized bialgebras in
the sense of Loday ([29]), too.
Definition A8 A special left-symmetric bialgebra (A, ·, α) is called coboundary if α is given by
the following form:
(88) α(x) = (id ⊗R·(x))r,
where x ∈ A, r ∈ A⊗A.
Proposition A9 Let (A, ·) be an LSA. Let α : A→ A⊗A be a linear map defined by Eq. (88).
Then α satisfies Eq. (86) if and only if the following equation is satisfied:
(89) (id⊗R·(y))(L·(x)⊗ id + id⊗ L·(x))r = 0, ∀x, y ∈ A.
Proof. Straightforward (cf. Proposition 4.23). 
Proposition A10 Let (A, ·) be an LSA and r =
∑
i
ai ⊗ bi ∈ A ⊗ A. Let α : A → A ⊗ A be a
linear map defined by Eq. (88). Define a linear map Tα : A→ A⊗A by Eq. (87). Then for any
x ∈ A, we have
(90) Tα(x) = (id ⊗ id⊗R·(x))(r12 · r23 − r21 · r13 + [r13, r23]),
where r21 =
∑
i bi ⊗ ai ⊗ 1 and r21 · r13 =
∑
i,j bi · aj ⊗ ai ⊗ bj.
Proof. In fact, for any x ∈ A, we have
Tα(x) =
∑
i,j
ai ⊗ bi · aj ⊗ bj · x− bi · aj ⊗ ai ⊗ bj · x− aj ⊗ ai ⊗ bi · (bj · x) + ai ⊗ aj ⊗ bi · (bj · x)
= (id⊗ id⊗R
·
(x))(r12 · r23 − r21 · r13 + [r13, r23]).

By Proposition A9 and Proposition A10 we have the following result.
Theorem A11 Let (A, ·) be an LSA and r ∈ A⊗A. Then the linear map α defined Eq. (88)
induces an LSCA structure on A such that (A, ·, α) becomes a SLSBA if and only if r satisfies
Eq. (89) and Tα given by Eq. (90) vanishes identically.
A direct application of Theorem A11 is given as follows, which is parallel to Theorem 4.26.
It allows us to construct an infinite family of very special para-Ka¨hler Lie algebras from a very
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special para-Ka¨hler Lie algebra in a natural way. We would like to point out that it can be
regarded as a structure property of a very special para-Ka¨hler Lie algebra. Moreover, since a
very special para-Ka¨hler Lie algebra is also a special symplectic Lie algebra, it also enables us
to construct an infinite family of special symplectic Lie algebras from a very special para-Ka¨hler
Lie algebra.
Theorem A12 Let (A, ·, α) be a SLSBA. Then there exists a natural coboundary SLSBA struc-
ture on A⊕A∗.
Proof. By Theorem A6, we know that (A,A∗, L∗· , 0, L
∗
· , 0) is a matched pair of LSAs. So there
exists an LSA structure on A⊕A∗ given as follows:
(x, a∗) · (y, b∗) = (x · y + L∗· (a
∗)y, a∗ · b∗ + L∗· (x)b
∗), ∀x, y ∈ A, a∗, b∗ ∈ A∗.
Let r ∈ A⊗A∗ ⊂ (A⊕A∗)⊗ (A⊕A∗) correspond to the identity map id : A→ A. Let {e1, ..., es}
be a basis of A and {e∗1, ...e
∗
s} be its dual basis. Then r =
∑
i
ei⊗e
∗
i . Next we prove r satisfies the
conditions of Theorem A11. If so, then αSD(u) = (id ⊗ R·(u))r induces a coboundary SLABA
structure on (A⊕A∗, ·), where u ∈ A⊕A∗. In fact, for any k ∈ {1, ..., n}, we have
(L·(ek)⊗ id + id⊗ L·(ek))
∑
i
ei ⊗ e
∗
i =
∑
i
ek · ei ⊗ e
∗
i + ei ⊗ ek · e
∗
i
=
∑
i
ek · ei ⊗ e
∗
i + ei ⊗ 〈e
∗
i ,−ek · ej〉e
∗
j = 0.
Similarly, we have (L·(e
∗
k)⊗id+id⊗L·(e
∗
k))
∑
i
ei⊗e
∗
i = 0. Therefore, (L·(u)⊗id+id⊗L·(u))r = 0
for any u ∈ A⊕A∗. Furthermore,
r12 · r23 − r21 · r13 + [r13, r23]
=
∑
i,j
ei ⊗ e
∗
i · ej ⊗ e
∗
j − e
∗
i · ej ⊗ ei ⊗ ej + ei ⊗ ej ⊗ [e
∗
i , e
∗
j ]
=
∑
i,j
ei ⊗ 〈ej ,−e
∗
i · e
∗
k〉ek ⊗ e
∗
j − 〈ej ,−e
∗
i · e
∗
k〉ek ⊗ ei ⊗ ej + ei ⊗ ej ⊗ [e
∗
i , e
∗
j ] = 0.
So the conclusion follows. 
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