We study the thermodynamical properties of crystals of trapped ions which are laser cooled to two different temperatures in two separate regions. We show that these properties strongly depend on the structure of the ion crystal. Such structure can be changed by varying the trap parameters and undergoes a series of phase transitions from linear to zig-zag or helicoidal configurations. Thus, we show that these systems are ideal candidates to observe and control the transition from anomalous to normal heat transport. All structures behave as 'heat superconductors', with a thermal conductivity increasing linearly with system size and a vanishing thermal gradient inside the system. However, zig-zag and helicoidal crystals turn out to be hyper sensitive to disorder having a linear temperature profile and a length independent conductivity. Interestingly, disordered 2D ion crystals are heat insulators. Sensitivity to disorder is much smaller in the 1D case.
I. INTRODUCTION
Micro-and nano-machines [1] acting as engines and refrigerators [2] are available nowadays. These systems may be dominated by fluctuations as they operate far from the thermodynamical limit, in a regime where classical laws cannot be applied. Thus, a novel field has emerged, known as quantum thermodynamics [3, 4] , focusing on the study of the emergence of thermodynamical laws as an effective description obtained from a fundamentally quantum substrate. Quantum thermodynamics also focuses on identifying the essential resources required to perform certain tasks (extract work, conduct energy, etc) in the regime where the otherwise universal laws of thermodynamics cannot be directly applied.
In this article we study energy transport through a quantum system that can be controlled to an exquisite degree: a crystal of cold trapped ions [5, 6] . Using a new approach [7] , that can be applied to study heat transport through general structures, we show that heat flow in ion crystals depends strongly on the crystal structure, which can be experimentally varied. Thus, changing the trapping field or the number of ions, the crystal undergoes phase transitions that change the nature of the equilibrium state: The crystal may be a linear (1D) or a zig-zag (2D) chain, or it can have a helicoidal (3D) structure (we restrict here to study these, the simplest, cases, that have already been observed in various laboratories [5, 6] ). In fact, trapped ions are promising candidates for quantum information processing and crystals with about fifteen ions have been manipulated to create multipartite entangled states implementing small versions of quantum algorithms [8, 9] . More recently, they have been used to simulate frustrated magnetic materials and the creation of topological defects during phase transitions [10, 11] . Their potential to simulate energy flow through complex networks has also been noticed [12] and the nature of heat conduction have been recently analyzed in the most simple (linear) cases [13] [14] [15] ). In particular, in [15] a toolbox of experimental techniques has been introduced to measure not only local temperatures but also the heat flow through ion crystals making them a unique system where anomalous heat conduction can be observed. In this work we analyze heat conduction in general ion crystals using a new powerful technique and show that 2D and 3D crystals are hyper sensitive to disorder (that can be induced artificially or naturally arise due to small variations of trapping fields). In the following section we explain the model employed to describe the dynamics of the trapped ions and the arXiv:1312.6644v3 [quant-ph] 7 Oct 2014 effects of their interaction to the reservoirs driving the heat flow. We also describe the method implemented to calculate the asymptotic state of the crystals.
II. MODEL AND METHODS
We consider N ions in a Paul trap with harmonic trapping potentials both in the axial and transverse directions. The interplay between Coulomb repulsion and the trapping potentials form crystals with variable geometries. For strong transverse confinement, the crystal is linear (1D). As the transverse potential is relaxed or the number of ions is increased the crystal undergoes a series of phase transitions. First, there is a second order phase transition from linear (1D) to a zig-zag (2D) configuration which is followed by a transition to a helicoidal (3D) and a variety of other shapes. Fully taking into account trapping potentials and Coulomb repulsion we use an evolutionary algorithm (described in the Appendix A) to obtain the equilibrium state of the crystal (in a regular desktop computer we can find the equilibrium state of crystals with hundreds of ions). In Figure 1 we show three different structures. Zig-zag and helicoidal structures develop at the center of the crystal and are characterized by two order parameters: the mean distance to the axis and the average azimuthal angle between ions. As shown in the Figure 1 -b, structures with similar order parameters are obtained by appropriately scaling the trap aspect ratio (i.e., the ratio between transverse and longitudinal trapping frequencies: α = ω t /ω z ) and the number of ions N (this is explained in detail in Appendix A).
Once the equilibrium structure is obtained, we quantize the oscillations of the ions around equilibrium, whose dynamic is described by the Hamiltonian
where the column vector X = (x 1 , . . . , x K ) T stores all coordinates (P stores all the momenta; m is the mass of the ions; K = 3N is the number of degrees of freedom and the superscript T denotes the transpose). The coupling matrix V arises from the second order expansion of the full Hamiltonian (the coupling strengths depend non-trivially on the structure). Each transverse coordinate in the left (L) and right (R) regions of the crystal is coupled with an independent bosonic reservoir with initial temperature T L and T R . This generalized version of the quantum Brownian motion (QBM) model [16] can be applied to describe the cooling of motional degrees of freedom as described in [17] . The total Hamiltonian is then H T = H S + H E + H int , where the environmental Hamiltonian is
and π l k are the coordinate and momentum of the oscillator k of the environment l, respectively, and C (l) ik are coupling constants). The asymptotic state of the crystal depends only on two properties of the environments [16] : The dissipation and the noise kernels, defined as γ(τ ) = ∞ 0
The spectral density of each environment is I (l)
. We assume Ohmic environments,i.e.,
where Λ is a high frequency cutoff, γ 0 fixes the relaxation rate and P l is the projector onto the coordinates in contact with the l-th environment. These environments induce a friction force proportional to the velocity, which describe the cooling process [17] .
The interaction with the environment renormalizes the couplings in the system and induces friction and diffusion, driving the system to a Gaussian stationary state. Therefore, a complete description of the asymptotic state is given by the two point correlation functions XX T , XP T , P X T , and P P T . The heat flow is obtained by computing the time derivative of the expectation value of the renormalized Hamiltonian, which is:
, where P L and P R are projectors over the transverse coordinates of the ions in the left or right regions of the crystals. This result is intuitive: As the force on the i-th coordinate is
ii ). In this way, the temperature assigned to a particular degree of freedom is the one for which the momentum dispersion of a thermal state of that same degree of freedom matches the momentum dispersion observed in the asymptotic state of the crystal. In the high temperature regime, this is simply:
. The asymptotic covariance matrix of the asymptotic state is well known [16, 18] . Denoting
Here,Ĝ(s) is such thatĜ(s) = (s 2 mI + V R + 2sγ(s)) −1 , where, for an Ohmic environmentγ(s) = γ 0 P T Λ/(s + Λ) is the Laplace transform of the dissipation kernel (P T = P L + P R and the renormalized potential is V R = V − 2γ(0)). Also, from Eq. 3 it is possible to derive a integral expression for the heat flowing through the crystal in the stationary state. The following Landauer-like formula is obtained [16] :
The main ingredient to calculate the two-point correlations and the heat current in the stationary state iŝ G(s), the Laplace transform of the Green's function. To compute the integrals in Eqs. 3 and 4 several approximations and techniques are used in the literature [18] . For example, it is often assumed an infinite frequency cut-off (which correspond to a Markovian approximation, since the dissipation and noise kernels become local in time). Also, the integrals are usually evaluated numerically, which requires the inversion of −mω 2 + V R + 2iωγ(iω) for each evaluation point, and therefore those methods are not efficient (nor accurate) for systems with complex interactions like ion crystals.
Here, we implement a new and drastically different approach based on an analytic formula forĜ(s), which can be used to analytically perform the frequency integrals. The method is described in detail in [7] . For completeness, we explain here the main ideas of the method. We consider the high-cutoff limit (i.e, Λ → ∞), for simplicity, although the method is also valid for arbitrary cutoff. In that limitĜ(s) −1 = ms 2 + V R + 2sγ 0 P T is a quadratic polynomial in s with matrix coefficients. Therefore, to findĜ(s) it is required to invert a quadratic matrix polynomial. In analogy with the case of a regular matrix, the inverse of a quadratic matrix polynomial can be related to the eigenvalues and eigenvectors of the generalized eigenvalue problem defined by that polynomial. Explicitly, it is possible to show thatĜ(s) can be written as [19] 
where {s α } and {r α } are generalized eigenvalues and eigenvectors satisfying:
which implies det(Ĝ −1 (s α )) = 0. Since det(Ĝ −1 (s)) is a 2K degree polynomial in s, there are 2K eigenvalues {s α }. Furthermore, since the matrix coefficients of G −1 (s) are real, the eigenvalues and eigenvectors come in complex conjugate pairs. The Laplace transform of the Green's functionĜ(s) is then expressed in terms of its poles, which are {s α }. In this way the integrals appearing in Eqs. 3 and 4 can be evaluated using the residue theorem. The following result is obtained for the asymptotic covariance matrix:
where
, and ω α = −is α are the complex normal frequencies. For the heat current the result is:
). Using Eqs. 7 and 8, the asymptotic state and heat currents can be evaluated by simply solving a quadratic eigenvalue problem. In turn, the quadratic eigenvalue problem can be mapped to a regular (i.e., linear) eigenvalue problem by standard techniques [19] (at the price of doubling the dimension of the problem).
Surprisingly, this powerful method has never been used to study transport in harmonic networks. In simple terms, the method provides the solution to a system of K differential equations mẌ + ΓẊ + CX = 0 for arbitrary non-commuting coupling and damping matrices C and Γ. In the case of spectral densities with finite frequency cutoff expressions similar to Eqs. 7 and 8 can be derived, this time in terms of the eigenvalues and eigenvectors of a cubic eigenvalue problem [7] . The method can be used to study transport phenomena in arbitrary harmonic networks, and it is thus suitable for non-trivial coupling matrices as the ones describing ion crystals, that include long-range Coulomb interactions.
III. RESULTS
Now we present results for ion crystal with up to N = 200 ions with various structures. We use m, the mass of the ions, as the unit of mass, and 2πω We analyzed the energy flow for the transverse motion (vibrons [15] ) and considered cases where the environment couples with single sites or with extended regions containing up to 10 percent of the crystal (no significant differences are found). We computed the thermal conductivity κ, which is such thatQ L = κ∆T /L where ∆T = T R − T L and L is the length of the crystal. Fourier law for macroscopic heat flow implies that κ is L independent and also temperature independent. We find that fixing ∆T , κ rapidly becomes independent of the averagē T . Also, κ becomes independent of ∆T for moderately high values ofT (this behavior is observed for temperatures of the order of the frequencies in V R /m). Thus, these aspects of Fourier's law are valid. All the following results correspond to a regime in which the heat current is proportional to ∆T , i.e, we consider that all the normal modes are thermally excited.
However, for all structures κ depends linearly on the length as shown in Figure 2 . This anomalous behavior is a well known property of harmonic chains [18, 20, 21] has not yet been experimentally tested. If that behavior is extrapolated to the thermodynamic limit an infinite thermal conductivity would be obtained. Therefore, heat could be transported with the application of a vanishingly small temperature gradient. This fact, and the absence of an internal temperature gradient, which is discussed later, are reminiscent of the behavior of the electric current in superconducting materials. In [7] it is shown that in the weak coupling limit any system which is symmetric with respect to the interchange of the reservoirs (condition that is fulfilled in our model) will display a thermal conductivity increasing linearly with the size of the system. That general scaling law is not longer valid if the coupling between system and reservoirs is not small with respect to the internal couplings in the system (even if the symmetry condition still holds). Since our main interest is to study the effect of disorder on structures of different dimensionality, we restrict ourselves to the weak coupling regime (we set γ 0 = 10 −6 for the numerical computations), although the method we use is valid for arbitrary coupling strength.
We show that ion crystals are ideal candidates to measure and control anomalous transport by changing the crystal structure or by adding disorder (which may be due to variations of confining potentials between realizations of the same experiment or can be induced using the tools presented in [15] ). We numerically introduced disorder by varying the coupling matrix V R changing the pinning potential of N/2 randomly selected ions (i.e., V ii → (1 ± d)V ii , where d is a measure of disorder). As shown in Figure 2 , linear, zig-zag and helicoidal crystals display drastically different behavior as a function of disorder. Thus, zig-zag and helicoidal crystals are hyper sensitive to disorder. In fact, a small d turns the zig-zag crystal into a heat insulator with κ rapidly approaching a vanishingly small value. Helicoidal crystals have thermal conductivity that approach a nonzero value for long crystals. Hyper sensitivity to disorder is evident in the dependence of κ on d for a fixed length L. This is shown in Figure 3 -(a) where we see that κ rapidly decays with d for 2D and 3D crystals. Decay for 1D crystals is clearly much slower. Equations We also studied the local temperature of the transverse motion. As seen in Figure 4 -a the temperature profile strongly deviates from the linear behavior predicted by the classical Fourier law (we only show the profile for a 3D crystal but no substantial differences are seen in 1D or 2D). Without disorder the profile is almost planar except for the ions in contact with the reservoirs. As disorder is introduced, the temperature profile becomes linear in accordance with Fourier law. Deviation from Fourier law can be measured by the central slope temperature profile, which is shown in Figure 4 -b. The central derivative strongly depends on the dimensionality: Again, the zig-zag and helicoidal crystals are hiper sensitive to disorder. For small values of d the central derivative saturates to a value which is a significant fraction of the one that correspond to a linear interpolation between the temperatures of both reservoirs.
7 and 8 enable us to estimate the contribution of each mode to thermal conductivity and temperatures. For example, the contribution of the normal mode at frequency ω = Re(ω α ) to the heat current is:
The behavior of Q α as a function of the mode frequency is shown in Figure 3-(b) for different levels of disorder. The figure shows that the largest contributions come from the modes with higher frequencies. This is expected since those are the normal modes with greater amplitude in the ends of the crystals, and therefore are the ones most coupled to the reservoirs.
IV. DISCUSSION
In summary, we showed that ion crystals are excellent candidates to observe and control the transition from anomalous to normal transport. Thus, by changing the trap parameters we induce structural phase transitions which may drive the crystal to a heat insulating phase (with a zig-zag shape), which is a rather remarkable effect (evidence of the insulating properties of some idealized 2D models was presented in [18] ). The toolbox presented in [15] can be used not only to measure the heat flow and local temperature but also to artificially simulate disorder. In this way, the strong dependence of thermodynamical quantities on the structure of the crystal could be observed with current technologies. To study this, we implemented a new method providing exact formulae for heat currents and temperature profiles. All these analytic (exact) results depend on generalized eigenvalues and eigenvectors of a quadratic problem (which can be easily linearized). This work was supported in part by grants from ANPCyT, UBACyT and CONICET.
Appendix A: Structural phases in ion crystals
In this appendix we explain how the structural phases corresponding to 1D, 2D and 3D structures were defined. First we present details about the method used to find the equilibrium configuration of the ion crystals. We show how structural phase transitions can be determined and use them to define which are the trap parameters and number of ions needed to obtain the different structures we used.
Equilibrium configuration
We consider a linear Paul trap with an effective potential that is harmonic in all directions. The potential energy including Coulomb repulsion and the effective trap potential for a system of N ions with mass m and charge Q is:
is the position of the ion i measured from the minimum of the trap potential. The angular frequencies of the harmonic potential are ω x , ω y and ω z . We rewrite the energy in terms of the parameters
It is clear from this expression that the equilibrium configuration of the N ions will only depend on the parameters N , α x , α y and q. We will only consider the case of a trap with cylindrical symmetry, i.e, α x = α y = α. A length scale is fixed by setting q 2 = 1. Thus, the equilibrium structure is completely determined by N and α, apart from a scaling in the position of all the ions (this scaling can be performed by varying ω z while keeping α to a constant value).
The determination of 3N coordinates {(x i , y i , z i )} that correspond to a global minimum of the energy is a hard problem that even for small values of N can only be treated numerically. A typical approach to find a global minimum would be to use some gradient-descent algorithm combined with some strategy to avoid local minima. We decided to use a simpler solution based on the differential evolution algorithm [22] . This algorithm does not use gradient information, although it can be taken into account in a very simple way to improve both convergence and the quality of the solution. This method enable us to determine equilibrium configurations of crystals with more than 200 ions (600 degrees of freedom) in a modest personal computer. The source code of the algorithm is available on request. As is very well known, the ion crystals studied here present structural phase transitions as the trap parameters or the number of ions are changed [5] . We will use these phase transitions to define 'structural phases' in the parameter space spawned by α and N . As an example, Figure 5 -a shows the transition from a 1D linear configuration to a 2D zig-zag configuration in a chain of 30 ions as the transverse trapping potential is relaxed (α is decreased). In this case the order parameter is the chain radius defined as R = max 1≤i≤N { x 2 i + y 2 i }. In a similar way it is possible to measure the transition from 2D configurations to 3D helical configurations [5] . Another phase transition occurs if the trap aspect ratio continue to decrease: beyond some point, the ions in the equilibrium configuration can no longer be ordered according to its z coordinate, i.e, z i z j for one or more pairs of ions. It is possible to detect this phase transition by measuring the order parameter ∆ = min 1≤i,j≤N (i =j) {|z i − z j |}, as shown in Figure 5 -b.
The transition points for chains with different number of ions is shown in Figure 6 . As noted in [5] , the relation of the critical values of α with the number of ions is well approximated (for N > 20) by a simple power law: α c ∝ N β . We estimated the exponent β for each transition. Therefore, we can define power laws α = cN β with the same exponent β but choosing c so that the power laws are sub-critical. The resulting power laws are shown with dashed lines in Figure 6 . These paths in parameter space define 'structural phases', in the sense that they determine a family of crystals with similar structural properties. In table I we give the values of c and β we used to generate 1D, 2D and 3D structures with different number of ions. 
