Introduction
Many structural systems with rotating components, periodic inplane loads, or systems described by nonlinear differential equations expanded about a periodic solution admit a set of second order differential equations with time-periodic coefficients as the governing equations of motion. The problem of characterizing the motion of a structural system with time-periodic mass, damping, and stiffness matrices by a model which has lower dimension than the original model is considered. For such systems, it is often possible to compute the response of the system in terms of a subset of the original coordinates. For time-invariant systems, the task of order reduction of linear and nonlinear structural systems has received a considerable amount of attention ͓1-6͔.
In order to obtain accurate reduced order nonlinear models for nonlinear time-invariant systems, a technique known as nonlinear normal modes ͑NNMs͒ is used to describe the motion as nonlinear functions of a subset of all the natural coordinates or degrees of freedom of the system. The method is well known from its reformulation by Shaw and Pierre in the earlier part of the past decade ͓7͔. The NNMs are defined by them as motions occurring on invariant manifolds in the phase space, which are tangent to the corresponding eigenvectors of the linearized system at the equilibrium position. Based on this concept, NNM-based reduced models may be obtained both in state space and structural ͑second order͒ forms by approximating the invariant manifolds by polynomials as in center manifold theory.
Unfortunately these techniques cannot be applied directly to time periodic systems. However, using a bounded invertible transformation called the Lyapunov-Floquet ͑L-F͒ transformation ͓8͔, the original time periodic system can be converted to a similar one with a completely time invariant linear part, after which various order reduction techniques can be applied. Using this methodology, reduced order models for linear ͓9͔ and nonlinear ͓10,11͔ time periodic systems in the state space form have been obtained by employing the L-F transformation. The problems become tractable due to the fact that such a transformation makes the linear part of the system equation time invariant. In the case of nonlinear time-periodic systems, this enables a time-periodic invariant manifold on which the motion in a particular mode occurs to be approximated similar to time-periodic center manifold theory ͓12͔ or nonlinear order reduction of systems with periodic external forcing via periodically varying invariant manifolds ͓13͔.
The objective of the present manuscript is to propose methodologies to obtain reduced order models of periodic parametrically excited linear and nonlinear systems in structural form without placing any restrictions on the intensity of the parametric excitation terms. It is in the same vein as the order reduction problem of the time-invariant structural systems except one has to account for the time-periodic system matrices and periodically modulated nonlinearities. The two methodologies proposed in the present paper are as follows: First, the local description of the time-periodic system is transformed into a form in which the linear system matrices are completely time invariant. This is accomplished by using the L-F transformation. Then, the resulting system in second order form has constant linear matrices and ͑for nonlinear systems͒ periodically modulated nonlinear coefficients. The position vector of the transformed system is assumed to be a direct sum of master and slave coordinates and a transformation describing the slave states in terms of master states is constructed.
In the first method, focus is on a Guyan-type reduction method that accounts for both stiffness and inertia in the linear kernal. Such a technique has been proposed for undamped time-invariant second order systems in Ref. ͓5͔ . For nonlinear systems, the nonlinear transformation has an unknown time invariant linear part and periodically modulated nonlinearities of master coordinates with unknown Fourier coefficients. The unknowns are solved in a two-stage procedure. In the first stage, the linear time invariant transformation matrix is found. In the second stage, the unknown Fourier coefficients of the periodic nonlinear terms are found by solving harmonic balance equations. The slave coordinates in the transformed domain are eliminated and a reduced order model is obtained in terms of the master states. This reduced order model along with the order reduction transformation, is sufficient to reconstruct the evolution of all the natural coordinates in the original variables.
The second method for nonlinear systems proceeds instead by decoupling the time-invariant linear system matrices after application of the L-F transformation and finding a time-periodic invariant manifold relation in a particular mode. This formulation also enables the derivation of nonlinear "true internal" and "true combination" resonance conditions, which are generalizations of those previously discussed for time-invariant structural systems ͓4-6͔. No specific norm bounds are placed on the sizes of the time periodic terms and this fact makes the scheme extremely useful for order reduction of nonlinear parametrically excited systems. Because the motion on the invariant manifolds in the transformed coordinates is not periodic in the original coordinates ͑because of the L-F transformation͒, we classify the procedure as "invariant manifold ͑or nonlinear͒ based" and not "NNM based."
It is shown using numerical examples that the nonlinear-based reduced order description for nonlinear time periodic systems is more accurate that the linear-based order reduction for parameter sets that avoid the nonlinear resonances. The linear-based order reduction used here does not ignore the time periodicity in the linearized dynamics, includes the nonlinearity in the reduced model, and therefore forms a very fair means of comparison with the nonlinear-based order reduction. Three relevant numerical examples are worked to show the effectiveness of the proposed technique: a four degree-of-freedom mass-spring-damper system with periodic stiffness and damping, and two and five degree-offreedom inverted pendula with periodic follower forces.
Problem Statement
Consider a parametrically excited structural system given by
where x͑t͒ is an n-dimensional displacement vector and M͑t͒ , C͑t͒, and K͑t͒ are n ϫ n T-periodic mass, damping and stiffness matrices, respectively. The term f͑x , ẋ , t͒ = f͑x , ẋ , t + T͒ ͑if it exists͒ contains polynomial nonlinearities and satisfies f͑0,0,t͒ = 0. The strength of the parametric excitation in M͑t͒ , C͑t͒ , K͑t͒, and f͑x , ẋ , t͒ is not assumed to be small and therefore asymptotic methods like perturbation and averaging that assume a small periodic parameter cannot be applied. It is desired to use the L-F transformation and other techniques to obtain a reduced order model of the form
where y m is an m dimensional subset ͑m Ͻ n͒ of the coordinates in a transformed domain and M , Ĉ , and K are constant matrices, which, through the L-F transformation, preserves the dominant dynamics of Eq. ͑1͒. In addition, for linear systems it is also possible to find a reduced order model in a subset x m ͑t͒ ͑m Ͻ n͒ of the original coordinates x͑t͒ as
which retains the dominant dynamics of ͑1͒.
Lyapunov-Floquet Transformation
A very important tool for obtaining reduced order models in case of time periodic systems is the L-F transformation. A brief description of the L-F transformation is given in the following. Consider a linear time periodic system in the state space with period T given by
If ⌽͑t͒ is the state transition matrix ͑STM͒ for the linear part of ͑4͒, then it satisfies
According to the Floquet theory ͓14͔, the STM can be factored as
where the T-periodic matrix L͑t͒ and constant matrix C are generally complex while the 2T-periodic matrix Q͑t͒ and constant matrix R are real. Eigenvalues of C or R determine the local stability in all hyperbolic ͑noncritical͒ cases. Specifically, the ei-
. . ,n for asymptotic stability. The eigenvalues of R are similarly found except that i = arctan͑Im͑ i ͒ /Re͑ i ͒͒so that they are equivalent to the characteristic exponents only when Re͑ i ͒ Ͼ 0. Now, a state transformation called the L-F transformation
converts system ͑4͒ into a similar one with a completely time invariant ͑generally complex͒ linear part given by
Moreover, the 2T-periodic transformation matrix Q͑t͒ produces a real system matrix R. Note that the invariant form in ͑8͒, along with the transformation ͑7͒, is exact both in terms of response and stability regardless of the size of the periodic part of A͑t͒. A technique for computing the L-F transformation for a given parameter set is found in Ref. ͓8͔.
Guyan-Type Order Reduction
Before a reduced order system can be obtained, Eq. ͑1͒ must be transformed into a form with time-invariant linear matrices by employing the L-F transformation. For this purpose, the system described by Eq. ͑1͒ is temporarily transformed to state space form so that the L-F transformation can be computed, and then another canonical transformation back into second order form shown in ͓12͔ is employed. Assuming the 2T-periodic L-F transformation matrix and real constant matrix are partitioned as
this results in the second order system
where ͑assuming R 11 , R 12 are invertible͒
f͑y,ẏ,t͒ = − f 2 ͑y,ẏ,t͒ − C f 1 ͑y,ẏ,t͒ − ḟ 1 ͑y,ẏ,t͒ ͫ f 1 ͑y,ẏ,t͒ f 2 ͑y,ẏ,t͒ 
while retaining only those orders of nonlinear terms which were originally present in ͑1͒. Equation ͑10͒ should be used to eliminate ÿ when computing ḟ 1 ͑y , ẏ , t͒. Note that the periodic terms now appear only as coefficients to the nonlinear polynomial terms while the linear matrices are time invariant. The order reduction transformation is based on the undamped linear kernel, however, so that any linear damping ͑if it exists͒ will be neglected temporarily. Now, the n dimensional displacement vector y of the transformed system ͑10͒ is assumed to have m Ͻ n dimensional master degrees of freedom y m , which will be retained in the reduced model and s = n − m dimensional slave degrees of freedom y s will be eliminated. Equation ͑10͒, neglecting linear damping, is thus written as
It is suggested that the slave degrees of freedom are to be eliminated by the master-slave relationship
such that g͑͒ has same or higher degree of nonlinearity as f͑͒ and g͑0,0,t͒ = 0. Both of these functions are periodic in time. The nonlinear term in transformation ͑13͒ has the form
The greatest value of r is the highest order of the nonlinear terms retained in f͑͒ and each g i,ñ ͑t͒ is a Fourier series with unknown coefficients. The operator T and the unknown Fourier coefficients of g͑͒ are computed by deriving a condition for ͑12͒ to admit a transformation of the form ͑13͒. These conditions are given in Ref. ͓5͔ as
Equation ͑15a͒ is first solved via iteration for T and then ͑15b͒ is solved for the Fourier coefficients of g͑͒ by substituting ͑14͒ into ͑15b͒ and employing harmonic balance. As discussed in Ref. to Eq. ͑10͒ to yield Eq. ͑2͒ where
͑17͒
This reduced model preserves the dominant dynamics of ͑1͒ by retaining the eigenvalues with the greatest negative real part or, for undamped systems, the lowest imaginary part. As discussed in Sec. 3, however, the imaginary parts ͑and hence the form of the reduced model͒ depends upon whether a T-or 2T-periodic L-F transformation was utilized. The slave states are, of course, given by ͑13͒. The state vector for the original system ͑1͒ is reconstructed from the reduced model using
as well as ͑11͒ and ͑16͒ while retaining the same order of nonlinearity as in ͑1͒.
If a linear-based order reduction transformation is applied such that g͑͒ ϵ 0 in Eq. ͑13͒, then a nonlinear reduced order model of the form ͑2͒ is obtained where f͑͒ is obtained by setting G͑͒ =0 in ͑17͒ as
while the slave states are given by only the linear part of ͑13͒. This linear-based order reduction will be compared with the nonlinear-based one in Sec. 6. If Eq. ͑1͒ is linear, then we can obtain a reduced order model in a subset m of the original coordinates x͑t͒. For this purpose, Eq. ͑18͒ with G͑͒ = f 1 ͑͒ = 0 is written as
where Q i ͑t͒ are m ϫ 2m for i =1,3 and s ϫ 2m for i =2,4. The slave displacements and velocities in the original coordinates are found from ͑20͒ in terms of master displacements and velocities in the original coordinates as
where each block Q ij ͑t͒ is s ϫ m. The reduced model may be obtained by applying the transformations
to Eq. ͑1͒ to obtain Eq. ͑3͒ where
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Transactions of the ASME
For special linear periodic systems which can be decoupled via a time invariant transformation, as in the first example in Sec. 6, the order reduction transformation matrix in ͑22͒ is exactly the same as the linear part of Eq. ͑13͒, i.e., x s = T x m . In that case, the reduced matrices in Eq. ͑3͒ are given by
where ⌿ is defined the same as in Eq. ͑16͒.
Invariant Manifolds and Derivation of Resonance Conditions
Alternatively, in the absence of linear damping ͑C =0͒, it may be desirable to first apply a linear modal transformation to decouple K matrix in ͑10͒. Then the linear part of the master-slave relation in ͑13͒ vanishes ͑T =0͒ and the order reduction transformation is purely nonlinear. This approach defines the time-varying invariant manifold in the linear modal coordinates and is used here to derive the resonance conditions. The occurrence of such a resonance depends upon the parameter values and the type of nonlinearities. There are three main types of resonances associated with parametrically excited nonlinear systems, e.g., ͑a͒ parametric resonance, ͑b͒ true internal resonance, and ͑c͒ true combination resonance. The following description in terms of Floquet exponents/multipliers assumes that the system does not have linear damping.
͑a͒ Parametric Resonance: In a single degree-of-freedom system, a parametric resonance occurs when the frequency of parametric excitation is 2 / n times the natural frequency of the system, where n is an integer. The principal parametric resonance takes place when their ratio is 2 ͑n =1͒. In terms of the Floquet exponents or eigenvalues of the R matrix in Eq. ͑11͒, an even number of them are zero or real which corresponds to the same number of the Floquet multipliers being 1, −1 or opposite these values on the real axis. This is a linear case of instability and does not depend on the form of the nonlinearities. For a system with multiple degrees of freedom, sum and difference type of parametric resonances are also possible.
͑b͒ True internal resonance: A true internal resonance occurs when the eigenvalues of the R matrix in Eq. ͑11͒ ͑in this case, purely imaginary Floquet exponents͒ satisfy certain integral relationships for specific types of nonlinearities. This corresponds to the Floquet multipliers on the unit circle having rationally related subtended angles with ratios 2:1 ͑quadratic case͒, 1:1, or 3:1 ͑cu-bic case͒. If the state space matrix A͑t͒ in Eq. ͑4͒ is written as A 0 + ⑀A 1 ͑t͒, then this resonance condition reduces to the familiar case of internal resonance ͑defined in terms of the i in ẍ i + ͑ i 2 + p i ͑t͒͒x i + f i ͑x , ẋ , t͒ =0͒ as → 0. For arbitrarily large , however, the definition of the true internal resonance above must be used. Although the system may be locally stable, this nonlinear resonance couples the associated modes such that it is impossible ͑or at least inaccurate͒ to isolate a single one in a reduced model. ͑c͒ True combination resonance: A true combination resonance occurs when one or more Floquet exponents ͑which are purely imaginary in this case͒ and the parametric forcing frequency satisfy special integral relationships for specific types of nonlinearities. As in case ͑b͒, this reduces to the familiar case of combination resonance ͑defined in terms of the parametric frequency and the i as above͒ as → 0, while for arbitrarily large the definition of the true combination resonance must be used. This is also a nonlinear resonance which prevents the accurate isolation of one of the modes associated with the resonance.
We assume that the system is not in parametric resonance and is locally stable in the linear sense. If either "true internal resonance" or "true combination resonance" occurs in a parametrically excited system, then it may not be possible to use the nonlinear order reduction procedure to isolate one of the nonlinear modes associated with the resonance. This conclusion is not apparent in the procedure outlined in Sec. 4 due to the iterative procedure involved in the solution of Eq. ͑22͒. In order to determine the various resonance conditions and the time-varying invariant manifolds, we proceed in an alternate fashion as in the following.
We start with a system of the form of Eq. ͑1͒ without linear damping and the L-F transformation is applied to obtain the form of Eq. ͑19͒ with constant stiffness matrix. The periodic terms that remain appear as coefficients to the nonlinear polynomials and have the parametric frequency ⍀. Applying a modal transformation to the system given by Eq. ͑12͒, the equivalent system in the modal space is given by
where ⌳ m , ⌳ s are diagonal matrices with the entries given by the squares of the master ͑ m ͒ and slave ͑ s ͒ natural frequencies, respectively, which are also the magnitudes of the imaginary characteristic exponents ͑recall Sec. 3͒. The resonance conditions for the original system ͑1͒ are derived from system ͑25͒ since the two systems are dynamically equivalent. It should be noted that the application of the nonlinear order reduction procedure to system ͑25͒ using Eqs. ͑13͒ and ͑14͒ results in a purely nonlinear masterslave relationship implying that the linear part of transformation ͑13͒ vanishes.
Thus, using a purely nonlinear master-slave transformation given by 
where ⍀ =2 / T is the parametric frequency. Substituting the complex ͑real͒ form of ͑28͒ into ͑14͒ and equating both sides of Eq. ͑27͒, one obtains a set of complex ͑real͒ linear algebraic equations for the unknown Fourier coefficients in Eq. ͑28͒ that are decoupled in the frequency . It is immediately observed that the "solvability condition" requires that the determinant of the coefficient matrix be nonzero. If the complex representation has coefficient matrix D ͑͒, then the real one ͑which is twice as large͒ has coefficient matrix given by
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Therefore we require that det͓D͔͑͒ 0. If det͓D͔͑͒ = 0 then various resonances between master and slave modes may occur and nonlinear order reduction is possible only by retaining all resonant modes in the multimode reduced model. It should be noted that for the time invariant case = 0 and det͓D͑0͔͒ = 0 yields the resonance conditions for this case. At this point we consider various special forms of nonlinearities and determine the corresponding forms of the resonance conditions. First, consider reducing the system given by Eq. ͑25͒ to a single degree-of-freedom reduced model with quadratic nonlinearities of the form y m 2 , ẏ m y m , ẏ m 2 in g͑͒. The 3 ϫ 3 complex coefficient matrix can be computed in terms of the master ͑ m ͒ and one of the slave natural frequencies ͑ s ͒ as
while the real 6 ϫ 6 coefficient matrix is given by ͑29͒. Even in the vicinity of the resonance relationships, the nonlinearbased reduced order model of the original systems performs poorly as compared to the linear based model. Consequently, an accurate reduced order model in the presence of these resonances requires that both the modes whose frequencies satisfy the above relationships to be retained in the multimode reduced model. For multimode reduced models, the resonance conditions can be computed by the same procedure. For a three degree-offreedom reduced order model with quadratic nonlinearities, the complex matrix for a two degree-of-freedom reduced order model is 10ϫ 10 and is given as
where m1 , m2 are the two master frequencies retained in the reduced model. The blocks ⌳ 1 ͑ m1 ͒, ⌳ 1 ͑ m2 ͒ are obtained by substituting m = m1 and m = m2 , respectively, in Eq. ͑30͒. The block matrix ⌳ 2 ͑ m1 , m2 ͒ is given as
Setting the determinant of the corresponding 20ϫ 20 real matrix to zero, the additional true internal and true combination resonance conditions are obtained as s = ͉ m1 ± m2 ͉ for = 0 and s = ͉ m1 ± m2 ± ⍀͉ for 0, respectively. Similarly, for a system with cubic nonlinearities, the resonances obtained for a two degree-of-freedom reduced order model include the additional true internal resonance conditions s = ͉2 m1 ± m2 ͉ for = 0 and the additional true combination resonance conditions s = ͉2 m1 ± m2 ± ⍀͉ for 0. For a three degree-of-freedom reduced order model with cubic nonlinearities, the additional true internal resonance conditions are obtained as s = ͉ m1 ± m2 ± m3 ͉for = 0 and the additional true combination resonance conditions as s = ͉ m1 ± m2 ± m3 ± ⍀͉ for 0. As discussed in Ref.
͓4͔, these are all of the relevant cases for a system with quadratic and cubic nonlinearities. It should be noted that in all the above cases, det͓D͑0͔͒ = 0 yields the same true internal resonance conditions obtained in Refs. ͓4,6͔ for the case of timeinvariant nonlinear structural systems, if the Floquet exponents here are associated with the natural frequencies of the timeinvariant systems considered in those studies. As discussed previously, they are only equivalent as → 0 for the state space matrix in the form A 0 + A 1 ͑t͒. Also, the resonance expressions derived here are special cases of the general case ͑including linear damping͒ derived in Ref.
͓11͔ by state space analysis. by using the matrix T = ͓1.000 1.618 1.618͔ T . Since both of the order reduction transformations are based on the undamped response, a comparison between the actual and the reconstructed trajectories of the reduced model in Eq. ͑36͒ shows more error in the second eigenmode than in the first as shown in Figs. 1 and 2 . The higher error in the second mode can be explained by noting that the characteristic exponents of Eq. ͑34͒ ͑eigenvalues of ͑35͒͒͒ are given by −0.0382± 0.6200i, −0.3618± 1.1370i, −0.1382± 1.1911i, −0.2618± 1.4727i while the retained eigenvalues of the reduced model ͑36͒ are given by −0.0382± 0.6200i, −0.3536± 1.1398i. ͑The first complex pair are also the eigenvalues of the reduced model ͑37͒.͒ It can be seen that the reduced order models are less erroneous for lightly damped systems as the order reduction transformation is based on the undamped dynamics.
For this special problem which can be decoupled in second order form via a time-invariant transformation, the matrix T for direct order reduction in the original coordinates is the same as above in the transformed coordinates. The reduced order mass, damping and stiffness matrices for a two degree-of-freedom reduced model ͑Eq. ͑3͒͒ in the original coordinates are therefore found from Eq. ͑24͒ as Both of these reduced models exactly preserve the lowest Floquet exponents of the original system, which are the same as the eigenvalues in ͑36͒ and ͑37͒.
Example 2: Linear Order Reduction of a Five-Mass Inverted Pendulum. Next consider the five mass inverted pendulum with periodic follower force in Fig. 3 . The linearized system at ͑x 1 , . . . ,x 5 ͒ = ͑ 1 , . . . , 5 ͒ = ͑0, . . . ,0͒ with m = 1 is given as ΄
For a particular normalized parameter set with values U i =0, i =1, . . . ,5 ͑no excitations͒, k = 1.0, p = 0.1+ 0.3 cos͑t͒ , =2,␣ =1, the system has purely imaginary Floquet exponents given as ±0.3580i , ± 0.916i , ± 1.2332i , ± 1.3045i , ± 1.3471i. After employing the L-F transformation, the time-invariant system in the second order form is given by Transactions of the ASME here since it was computed on a point by point basis͒ are likewise identical to those of the full model.
Example 3: Nonlinear Order Reduction of a 2-DOF Inverted Pendulum. The final example is a double inverted pendulum with a periodic follower force as shown in Fig. 6 . The local equations of motion expanded up to cubic terms about ͑x 1 , x 2 ͒ = ͑ 1 , 2 ͒ = ͑0,0͒ with m = 1 and b 1 = b 2 =0 ͑no damping͒ are given by
where the inverse mass matrix has already been premultiplied and p = p 1 + p 2 cos͑t͒ is the source of time periodic stiffness matrix and periodically modulated nonlinearities. For a particular normalized parameter set p 1 =1, p 2 = 0.7, k = 1.2, ␥ =1, =2, it is found that the transformed nonlinear system is given by 
͑44͒
The master-slave frequencies of ͑44͒ are thus m = 0.8517 and s = 1.5474 with a ratio of 1.8168, which is not in the vicinity of 1:1 or 3:1 true internal resonances. Because the process of computing the 2T-periodic L-F transformation requires normalization of the principal period to unity ͓8͔, f 1 ͑͒ and f 2 ͑͒ contain periodically modulated cubic nonlinearities with frequency ⍀ = . Thus it can be verified that the system is also not in true combination resonance, i.e., 1.5474 ͉0.8517± ͉ , ͉3͑0.8517͒ ± ͉. Application of the Guyan-based reduction method yields the master-slave relation ͑which defines the time-periodic invariant manifold͒ as
where the Fourier coefficients g 30si , g 210 , g 21ci , g 12si , g 030 , g 03ci are zero. The nonlinear-based reduced order model is thus obtained as in Eqs. ͑2͒ and ͑17͒ where f͑y m , ẏ m , t͒ contains periodically modulated cubic terms in y m and ẏ m . For comparison, a master-slave relation given by the linear part of ͑45͒ yields a linear-based reduced order model with f͑y m , ẏ m , t͒ given by Eq. ͑19͒ instead. Figure 7͑a͒ shows the comparison between the trajectories of the full model and from the nonlinear-based and linear-based reduced order models. It can be clearly seen that the nonlinear-based reduced order model produces a more accurate response than its linear counterpart and is also confirmed by Fig. 7͑b͒ , which compares the quantity 
for the responses of linear-based and nonlinear-based order reduced models with e͑t͒ being the error between the actual trajectory of the original system and the corresponding trajectories reconstructed from the two reduced models. It can be seen from Fig.  7͑b͒ that the nonlinear-based reduced order model is more accurate in terms of measure ͑46͒ than its linear counterpart as the size of the initial condition is increased. The initial conditions chosen for the simulations are on the true invariant manifold in ͑45͒ at time t = 0. The projection of the invariant manifold on the ͑y m , y s ͒ configuration space at different times during the normalized excitation period is shown in Fig. 8 . For another parameter set p 1 =1, p 2 = 0.7, k = 1.0, ␥ =1, = 2, the transformed nonlinear system takes the form Their ratio of 1.06 is in the vicinity of 1:1 true internal resonance. The resonance effects can be seen even in the vicinity of the true internal resonance as verified from the trajectories of the actual system and those reconstructed using linear-based and nonlinearbased order reductions in Fig. 9͑a͒ . Figure 9͑b͒ shows the integral square error for the linear-and nonlinear-based reduced models and it can be seen that even in the vicinity of the resonance condition, the linear-based reduced model is marginally better than the nonlinear-based reduced model.
For a third parameter set p 1 =1, p 2 = 0.7, k = 1.31, ␥ = 2, the transformed nonlinear system is given as 
͑48͒
and the parametric frequency in the transformed domain is again normalized to . The eigenvalues of the time invariant part of system ͑48͒ are given as ±0.5381i and ±1.5251i. Hence, the system is close to true combination resonance since 3͑0.5381͒ + 1.5251= 3.1394Ϸ . Figure 10͑a͒ shows the comparison between the actual trajectory of the full model and those reconstructed using linear-based and nonlinear-based reduced order models, respectively. It can be confirmed from Fig. 10͑b͒ , which plots measure ͑46͒ versus the size of the initial condition, that the linear-based reduced model does achieve more accurate results than the nonlinear-based reduced order model.
Conclusions
A technique for obtaining reduced order models of linear and nonlinear time-periodic parametrically excited structural systems in second order form is proposed. The L-F transformation converts the linear part of the system into a time-invariant form. The subsequent Guyan-type order reduction preserves the eigenstructure of the undamped system. The technique for nonlinear systems is an extension of the existing invariant manifold-based order reduction of nonlinear systems that has been applied in the literature for time-invariant nonlinear structural systems. The systems considered are not limited by the norm or the strength of the periodic terms. The known resonance conditions for the failure of the nonlinear reduced model are also derived by a novel approach. The true internal and true combination resonance conditions derived here are generalizations of those found previously for timeinvariant structural systems. It was shown that, in the vicinity of one of these resonances, the nonlinear coupling between these modes prevents the accurate isolation of one of them in the reduced model. The reduced models obtained via the proposed methodology were directly compared with linear-based reduced models and direct numerical integration of the full model in three examples. For linear systems it was shown that the reduced models in transformed or original coordinates are more accurate for light damping. In the case of nonlinear systems it was shown that the nonlinear-based reduced models are superior to the linearbased reduced models in the absence of resonance conditions, particularly as the size of the initial condition is increased. Thus, while the linear-based reduced model is "immune" to nonlinear resonance issues, its failure to incorporate the nonlinearities in the master-slave relation results in poor accuracy for higher amplitude oscillations, a situation for which the nonlinear-based methodology using the invariant manifolds is more suitable. 
