We show the existence of nontrivial solutions for a class of highly quasilinear problems in which the governing operators depend on the unknown function. By using a suitable variational setting and a weak version of the Cerami-Palais-Smale condition, we establish the desired result without assuming that the nonlinear source satisfies the Ambrosetti-Rabinowitz condition.
Introduction
In this paper we investigate the existence of weak bounded solutions of the problem −div(A(x, u)|∇u| p−2 ∇u) + 1 p A t (x, u)|∇u| p = g(x, u) in Ω, u = 0 on ∂Ω,
with Ω ⊂ R N bounded domain, N ≥ 1, p > 1, where A(x, t), g(x, t) are given real functions on Ω × R and A t (x, t) = ∂ ∂t A(x, t). Due to the fact that the divergence term depends also on the unknown function u, the given equation is highly quasilinear and cannot be studied with standard variational techniques. For this * Member of the Gruppo Nazionale per l'Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM) reason, in the last years different approaches have been developed involving nonsmooth tools (see [10, 11, 12] ) or a suitable definition of critical point, since the weak solutions of (1.1) require as test functions only elements of W 1,p 0 (Ω) which are also in L ∞ (Ω) (see [3] ). More recently, the idea has been to set problem (1.1) in a suitable Banach space X, namely X = W 1,p 0 (Ω) ∩ L ∞ (Ω) equipped with the intersection norm · X = · W + | · | ∞ , so that its weak solutions coincide with the true critical points of the associated functional
with G(x, t) = t 0 g(x, τ )dτ (see [5, 6] ). Following such an approach, in this paper we consider suitable assumptions, in particular those ones introduced in [15] for a superlinear (p, q)-equation, which allow us to prove the existence of at least one nontrivial critical point of J in X, i.e., a weak bounded solution of (1.1), when the nonlinear term g(x, t) is (p − 1)-superlinear but does not satisfies the Ambrosetti-Rabinowitz condition.
Problem (1.1) with a (p−1)-superlinear term g(x, t) has been already studied if the Ambrosetti-Rabinowitz condition, or a similar slightly more general assumption, holds (see [3, 5, 6, 9, 10] ). Eventually, the term A(x, t)|ξ| p is replaced by some A(x, t, ξ), but both in [3] and [10] it is assumed A t (x, t)t ≥ 0 a.e. in Ω for all t ∈ R. On the contrary, in [5, 6, 9] such a product can also change sign while, here, with the failure of the Ambrosetti-Rabinowitz condition, we require A t (x, t)t ≤ 0 (see Remark 4.4) .
We note that, in order to find critical points of J in the intersection space X, we cannot apply the classical Mountain Pass Theorem in [2] as our functional J does not satisfy the Palais-Smale condition, or its Cerami's variant, in X (Palais-Smale sequences may converge in W 1,p 0 (Ω) and be unbounded in L ∞ (Ω), see, e.g., [8, Example 4.3] ). Hence, a weaker version of the Cerami-Palais-Smale condition is required and we can use a generalized version of the Mountain Pass Theorem (see Section 2).
Since our main theorem covers very general situations and a list of conditions is needed, we shall give the complete framework in Sections 3 and 4. However here, in order to highlight how our approach improves previous results, we consider the particular example
(1.4)
a.e. in Ω and assume that 1 < θ ≤ p. If g(x, t) satisfies the assumptions (G 0 )-(G 4 ) stated in Sections 3 and 4, for example,
5)
then problem (1.4) admits at least one nontrivial bounded weak solution.
We note that the assumptions on a(x) and θ, given in Theorem 1.1, allow function A(x, t) in (1.3) to verify all the conditions (H 0 )-(H 4 ) required in Section 4. Thus, Theorem 1.1 is a corollary of Theorem 4.3 (see also Example 4.2).
Abstract tools
Throughout this section, we denote N = {1, 2, . . . } and assume that:
• (W, · W ) is a Banach space such that X ֒→ W continuously, i.e. X ⊂ W and a constant ρ 0 > 0 exists such that
Furthermore, fixing c ∈ R, we define
For simplicity, taking c ∈ R, we say that a sequence (u n ) n ⊂ X is a Cerami-Palais-Smale sequence at level c, briefly (CP S) c -sequence, if lim n→+∞ J(u n ) = c and lim n→+∞ dJ(u n ) X ′ (1 + u n X ) = 0.
Moreover, c is a Cerami-Palais-Smale level, briefly (CP S)-level, if there exists a (CP S) c -sequence. Functional J satisfies the classical Cerami-Palais-Smale condition in X at level c if every (CP S) c -sequence converges in X up to subsequences. Anyway, thinking about the setting of our problem, in general (CP S) c -sequences may also exist which are unbounded in · X but converge with respect to · W . Then, we can weaken the classical Cerami-Palais-Smale condition in the following way. Definition 2.1. Given c ∈ R, functional J satisfies the weak Cerami-Palais-Smale condition at level c, briefly (wCP S) c condition, if for every (CP S) c -sequence (u n ) n , a point u ∈ X exists such that
We say that J satisfies the (wCP S) condition in I, I real interval, if J satisfies the (wCP S) c condition at each level c ∈ I.
Due to the convergence only in the norm · W , the (wCP S) c condition implies that the set of critical points of J at level c is compact with respect to · W . Anyway, this weaker "compactness" assumption allows one to prove the following Deformation Lemma (see [7, Lemma 2.3] which is stated in the weaker condition that each (CP S)-level is a critical level, too).
Then, fixing anyε > 0, there exist a constant ε > 0 and a homeomorphism ψ : X → X such that 2ε <ε and
Moreover, if J is even on X, then ψ can be chosen odd.
From Lemma 2.2 the following generalization of the Mountain Pass Theorem in [2, Theorem 2.1] can be stated (for the proof, see [7, Theorem 1.7]). Theorem 2.3 (Mountain Pass Theorem). Let J ∈ C 1 (X, R) be such that J(0) = 0 and the (wCP S) condition holds in R. Moreover, assume that two constants r 0 , ̺ 0 > 0 and a point e ∈ X exist such that
Then, J has a Mountain Pass critical point u * ∈ X such that J(u * ) ≥ ̺ 0 .
Variational setting and first properties
Here and in the following, | · | is the standard norm on any Euclidean space as the dimension of the considered vector is clear and no ambiguity arises and meas(B) is the usual N -dimensional Lebesgue measure of a measurable set B in R N . Furthermore, let Ω ⊂ R N be an open bounded domain, N ≥ 1, so we denote by:
• L ∞ (Ω) the space of Lebesgue-measurable and essentially bounded functions u : Ω → R with norm |u| ∞ = ess sup Ω |u|;
From now on, let A : Ω × R → R and g : Ω × R → R be such that the following conditions hold:
for any r > 0;
(G 1 ) a 1 , a 2 > 0 and q ≥ 1 exist such that |g(x, t)| ≤ a 1 + a 2 |t| q−1 a.e. in Ω, for all t ∈ R.
Remark 3.1. By definition, it is G(x, 0) = 0 a.e. in Ω; furthermore, from (G 0 )-(G 1 ) it follows that G(x, t) is a C 1 Carathéodory function in Ω × R and there exist a 3 , a 4 > 0 such that
We note that, unlike the classical assumption (G 1 ) which requires q < p * for obtaining the regularity of the associated Nemytskii operator (see [1] ), here no upper bound on q is actually assumed.
In order to investigate the existence of weak solutions of the nonlinear problem (1.1), the notation introduced for the abstract setting at the beginning of Section 2 is referred to our problem with W = W 1,p 0 (Ω) and the Banach space (X, · X ) defined as
Moreover, from the Sobolev Embedding Theorem, for any ν ∈ [1, p * [, with p * = pN N −p as N > p otherwise p * = +∞, a constant ρ ν > 0 exists, such that |u| ν ≤ ρ ν u W for all u ∈ W 1,p 0 (Ω) and the embedding W 1,p 0 (Ω) ֒→֒→ L ν (Ω) is compact. From the definition of X, we have that X ֒→ W 1,p 0 (Ω) and X ֒→ L ∞ (Ω) with continuous embeddings, and (2.1) holds with ρ 0 = 1.
We note that X = W 1,p 0 (Ω) if p > N > 1 or p ≥ N = 1, as in these cases W 1,p 0 (Ω) ֒→ L ∞ (Ω), so the abstract part is the standard one with the usual Mountain Pass Theorem. Now, we consider the functional J : X → R defined as (1.2). Taking any u, v ∈ X, by direct computations it follows that its Gâteaux differential in u along the direction v is
The following regularity result holds (see [9, Proposition 3.2]).
and M > 0 exists so that |u n | ∞ ≤ M for all n ∈ N,
Hence, J is a C 1 functional on X with Fréchet differential defined as in (3.3).
Statement of the main result
From now on, we assume that in addition to hypotheses (H 0 )-(H 1 ) and (G 0 )-(G 1 ), functions A(x, t) and g(x, t) satisfy the following further conditions:
in Ω, for all t ∈ R;
(H 3 ) some constants R 0 ≥ 1 and α 1 > 0 exist such that
, for a.e. x ∈ Ω and all t ∈ R;
(G 2 ) lim |t|→+∞ G(x, t) |t| p = +∞ uniformly for a.e. x ∈ Ω;
G(x, t) |t| p = 0 uniformly for a.e. x ∈ Ω.
Remark 4.1. Condition (G 3 ) was introduced in [15] in order to prevent the use of the Ambrosetti-Rabinowitz condition, and a slight improvement has been recently proposed in [16] . See also [4] for an application in a different framework.
Example 4.2. We note that function g 1 (t) in (1.5) fails to satisfy the Ambrosetti-Rabinowitz condition but verifies conditions (G 0 )-(G 4 ). On the contrary, function g(x, t) = g 2 (t) = |t| q−2 t with p < q < p * , satisfies both the Ambrosetti-Rabinowitz condition and hypotheses (G 0 )-(G 4 ).
Our main result reads as follows. Such a requirement was already assumed in [3] and [10] . We note that, for the arbitrariness of µ, (4.3) and (G 1 ) imply p < q. Proof. Let c ∈ R be fixed and consider a sequence (u n ) n ⊂ X such that J (u n ) = c + ε n and dJ (u n ) X ′ (1 + u n X ) = ε n ,
where, for simplicity, throughout this proof, we use the notation (ε n ) n for any infinitesimal sequence depending only on (u n ) n . Firstly, we want to prove that (u n ) n is bounded in W 1,p 0 (Ω). (5.
2)
The ideas of the proof of (5. and for any n ∈ N we define v n (x) = u n (x) u n W for a.e. x ∈ Ω, (5.4) so that v n ∈ X. Since (v n ) n is bounded in W 1,p 0 (Ω), a function v ∈ W 1,p 0 (Ω) exists such that, up to subsequences, Hence, from Remark 3.1 with q < p * , by using the continuity of the Nemytskii operator, we obtain that
with α 0 as in (H 2 ). We note that (5.3) implies
then from (5.9), (H 2 ), (5.10) and direct computations it follows that
Whence, as λ > 0 is arbitrary, we obtain that J (s n u n ) → +∞ if n → +∞. (5.11)
As J (0) = 0, from (5.1), the limit (5.11) implies that n 0 ∈ N exists such that for all n ≥ n 0 it has to be s n ∈]0, 1[ and then, from the Fermat Theorem, we have that d ds J (su n )| s=sn = 0 for all n ≥ n 0 , which implies
i.e.,
Ω
A(x, s n u n )|∇(s n u n )| p dx = − 1 p Ω A t (x, s n u n )s p+1 n u n |∇u n | p dx + Ω g(x, s n u n )s n u n dx. Now, from one hand, we note that (1.2), (3.3), (5.1) and (4.1), (4.4) , imply that Summing up, from definition (1.2), estimates (5.12), (5.14) , assumption (H 4 ) and (5.13) , for all n ≥ n 0 we obtain that
for some b > 0, in contradiction with (5.11). In conclusion, (5.2) is true and u ∈ W 1,p 0 (Ω) exists such that, up to subsequences, we have u n ⇀ u weakly in W 1,p 0 (Ω), u n → u strongly in L ν (Ω) for each ν ∈ [1, p * [, u n → u a.e. in Ω. Now, proceeding exactly as in Steps 2-5 of the proof of [6, Proposition 4.6] , it has to be that u ∈ L ∞ (Ω), too, and not only u n → u strongly in W 1,p 0 (Ω) but also u is a critical point of J in X such that J (u) = c.
Proof of Theorem 4.3. From (3.1), (G 4 ) and direct computations we get that for every ε > 0 a constant C ε > 0 exists such that G(x, t) ≤ ε|t| p + C ε |t| q for a.e. x ∈ Ω and for all t ∈ R. Hence, if ε < λ1α0 p and u W is small enough, we immediately deduce that 0 is a local minimum point for J and (2.2) in Proposition 2.3 holds for suitable r 0 , ̺ 0 > 0.
On the other hand, denoting by ϕ 1 the first positive eigenfunction of −∆ p in W 1,p 0 (Ω) with |ϕ 1 | p = 1, from (4.3) with any fixed µ > 0, and from (1.2) and (4.2) we get J (sϕ 1 ) ≤ s p γ A p λ 1 − µ + L µ |Ω| for any s > 0.
Hence, by choosing µ and s sufficiently large, we obtain that J satisfies also the geometrical assumption (2.3) of Theorem 2.3; thus, by Proposition 5.1 we can apply Theorem 2.3 and conclude with the existence of a nontrivial solution to problem (1.1).
