ABSTRACT. We consider a continuous strong Markov process on a state space with a symmetry structure, and describe the behavior of its exit distribution, sojourn time, and transition function in an open set D when polarization is applied to D. This result generalizes known theorems for Brownian motion on Euclidean space. We apply the result to solutions of stochastic differential equations to obtain a comparison theorem for secondorder elliptic partial differential equations.
INTRODUCTION
Let {x t }, t ≥ 0 be a continuous standard process with state space a metrizable topological space E; (for the definition of standard process see e.g. [10, p.104] ). The probability measures and the expectations associated with {x t } will be denoted by P x and E x , x ∈ E. We will study the behavior of transition function, exit distribution and sojourn time of {x t } in an open set D ⊂ E under the geometric transformation called polarization.
In order to define the polarization of D, we need to impose a symmetry structure on the state space E: We assume that E = E +∪ E o∪ E − (here and below∪ means disjoint union), where E + , E − are open sets called the upper half space and the lower half space. The set E o is the plane of symmetry. We also assume that there is a one-to-one, continuous, open mapping (the reflection in E o ) E x
x ∈ E such that (a) If
It follows from these conditions that ∂E ± ⊂ E o . Therefore every continuous path joining a point in E + with a point in E − must hit E o . Of course, we have in mind the Euclidean spaces R n , n ≥ 1, and other manifolds symmetric with respect to some hyperplane or hypersphere. We will say that a space with the above properties has a symmetry structure. We will use the following notation: If A 1 = {x ∈ A |x ∈ A} = A ∩Â (the symmetric part of A),
The polarization A * of A is the set It is clear that the polarization of an open set is open. By an ingenious method due to V. Wolontis [19] , various types of symmetrization can be approximated by a sequence of polarizations. Wolontis worked in the plane and V. Dubinin and others extended the method to higher dimensions. We refer to [1] , [4] , [6] , [8] , [9] , [?Sol] for the history, main properties, and various applications of polarization in complex function theory, potential theory, differential equations, and Brownian motion.
A Markov process {x t } on a state space E with a symmetry structure will be called symmetrical if
for all Borel sets A ⊂ E and all times t ≥ 0. In terms of the transition function of the process, the condition (1.1) is written as 
Our main result is the following theorem. For Brownian motion in R n , the inequality (1.3) was proved in [4] and [17] but these papers use the language of classical (and not probabilistic) potential theory. The behavior of conditional Brownian motion under polarization is studied in [5] .
The proof of Theorem 1.1 is in Section 2. In Section 3, we consider the special case where the Markov process is generated by a differential operator and obtain a comparison theorem for second-order elliptic partial differential equations.
2. PROOF OF THEOREM 1.1
In this section we prove Theorem 1.1. An important role in the proof will be played by the following four identities which follow from the strong Markov property and the continuity of paths, see [10, p.114 
The identity (2.4) is stated in [16, Theorem 2.6.8] for Brownian motion, but clearly it holds also for every continuous strong Markov process, because its proof is based on the strong Markov property.
In the definition of the symmetrical Markov process we imposed the condition
This symmetry of the transition function implies the symmetry of exit distributions, exit and sojourn times etc. This can be seen as follows: Consider the canonical process that subordinates the given Markov process. The sample space for the canonical process coincides with the set Ω E of all paths ω with values in E that are defined on intervals of the form [0, µ] , µ ≥ 0, and x t (ω) = ω(t); see [10, pp.87-88] . Define a transformation on Ω E : ω ω, whereω(t) := ω(t). This is a one-to-one and onto transformation. Thus the canonical symmetrical Markov process is invariant with respect to reflection (according to the definition in [10, p.329] 
The points of ρ, λ, σ , ψ will be denoted (respectively) by r , , s, y (possibly with lower indices). We also note that
We may assume (without loss of generality; see [10, p.115] ) that {x t } is a canonical process.
We now start the proof of (1.3). Note that the assumption B * ⊂ ∂D * is equivalent to B ⊂ ∂D \ψ. Let A be the subset of Ω E containing all paths that start from x and exit D through B at a finite time; it is clear that π D (x, B) = P x (A).
We define two sequences of hitting times as follows: Let
It is clear that
Based on these observations we decompose A into a disjoint infinite union
and for k ≥ 2,
In 
Working as above, we define the sets A * ∞ , A * k and B * k , k = 0, 1, 2, 3, . . . , we observe that P(A * ∞ ) = 0, and decompose each such set into bracket sets. The only difference is that in the present situation the bracket sets contain the letterŝ σ and B * in place of σ and B. To prove (2.9), it suffices to prove for k = 0, 1, 2, . . . the inequalities
To prove these inequalities, it suffices to show that the probability of every bracket subset of A k or B k is less than or equal to the probability of the corresponding bracket subset of A * k or B * k . For example we will prove that (2.12)
Using the identity (2.1) iteratively, we obtain (2.13) 
(2.20)
we obtain (2.11). So we proved (1.3). The proof of (1.4) and (1.5) is similar. We use (a) a decomposition of the pertinent subsets of the sample space into bracket sets; (b) integral representations that come from the identities (2.2), (2.3); (c) domain monotonicity inequalities and symmetry equalities, e.g.
The details are left to the reader. The proof of (1.6) follows the same scheme but there are some differences in the details. Let
So we have to prove that (2.21)
5)). Therefore there exists a positive integer
. That is, every path in C hits alternatively the sets ρ and ψ a finite number of times. Based on this observation we decompose C into bracket sets:
For example, [xλρσ ] is the set of paths ω ∈ C that start from x, exit H through λ, then exit D + through ρ, then exit H through σ , and finally exit D without hitting ρ again. For C * the decomposition is somewhat different:
We explain the above notation: In the decomposition of C * we have two types of bracket sets: the * -brackets (with index * ) and the -brackets (with index ). The * -brackets are completely analogous with the bracket sets of C. The -brackets contain paths that have at least one part that travels from λ toσ (or fromσ to λ) without hitting ρ. Formally, this is expressed by the juxtaposition of the letters λ, σ in the -brackets (this cannot occur in the bracket sets of C). By using (2.4) iteratively we prove that each bracket set of C has at most as much probability as it has the corresponding * -bracket of C * . Since C * contains also additional terms (the -brackets) we conclude that (2.21) is true.
Remarks A. 1. The inequality (1.4) can be also proved directly by setting O = D in (1.5). 2. The proof of (1.3) for Brownian motion in [4] uses special properties of Brownian motion which do not hold for the more general processes we study here. Note that all the "polarization content" in the present proof of (1.3) is incorporated in the trivial domain-monotonicity inequalities (2.15), (2.16), etc. 3. The method of proof can be applied for the proof of polarization and symmetrization results for certain discrete time Markov processes such as random walks or more general Markov chains. 4. In a recent paper [7] A.Burchard and M.Schmuckenschläger proved some related comparison results for the exit probabilities of Brownian motion. Their method is different but has some similarities with ours. They consider only Brownian motion and give complete description of the equality cases.
APPLICATION TO PARTIAL DIFFERENTIAL EQUATIONS
The Euclidean space R n , n ≥ 2, has the symmetry structure
Let D be a domain in R n . We consider the differential operator L defined by
We assume that: is non-negative definite for all x ∈ R n (its eigenvalues are non-negative). (4) The matrix a(x) can be represented in the form a(x) = (
where ξ(x) is a matrix whose entries are Lipschitz continuous in
Consider the stochastic differential equation
where B t is n-dimensional Brownian motion. Under the assumptions (1)- (4) [12] , [13] , [14] ).
The entries of the matrix ξ have the property ξ ij (x) = ξ ij (x), x ∈ R n , because ξ(x) is given by the complex integral
where Γ is a closed loop in the right half-plane containing inside all positive eigenvalues of a(x) and I is the identity matrix; see [12, p.192 For the domain D we make the assumption (6) For all x ∈ D, P x (τ D < ∞) = 1 and for all x ∈ D * , P x (τ D * < ∞) = 1. We also consider two functions f and ϕ. For the function f we assume that
For the function ϕ we assume that (8) ϕ ≥ 0, ϕ is continuous and bounded in ∂D and ϕ = 0 onλ ∪σ ; (see Section 2 for the notation λ, σ ).
We extend f and ϕ to R n by setting f (x) = 0, x ∈ R n \ D and ϕ(x) = 0, We will prove a comparison theorem for the following boundary value problems Proof. By (a slight extension of ) Corollary 9. [12] , [15] ) to prove comparison results for mixed problems.
