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On conditions for ρ-value is 1 or not of complete family of
pairing-friendly elliptic curves
Keiji OKANO
Abstract
We study whether a complete family of pairing friendly elliptic curves has
a ρ-value 1 or not. We show that, in some cases, ρ-values are not to be 1.
1 Introduction
The security of public-key cryptosystems is based on mathematical problems which
seem not to have any efficiently computable solutions. For example, RSA cryptosys-
tems are based on the fact that we do not have any effective way of prime factor
decomposition for large numbers. Also, there are other cryptosystems which rely
on the problem called the discrete logarithm problem (DLP). If elements a, b of a
finite cyclic group with large order are given, then the DLP is to give the solution
x of ax = b if it exists. Computing the solution of this problem is apparently dif-
ficult. Standard elliptic curve cryptosystems and cryptographic schemes which are
based on pairings of elliptic curves depend their security on the DLP. The standard
elliptic curve cryptosystems are proposed by Koblitz [9] and is also called elliptic
ElGamal cryptosystems. In the sense of security, the cryptosystems using elliptic
curves are much safer and have many tools for encryption than using DLP on finite
fields. Moreover, they can be applied with small bit sizes. Therefore, they are well
studied.
In recent years, pairing-based cryptographic schemes have suggested. They fit
many new and novel protocols including ID-based encryption and one-round three-
way key change. The cryptographic schemes based on pairings of elliptic curves
which we reference in §2 in this paper were suggested by Boneh-Franklin [3] and
Sakai-Ohgishi-Kasahara [12]. One of the features of them is that they require so-
called pairing-friendly elliptic curves which have special properties, whereas elliptic
ElGamal cryptosystems can be implemented by using almost randomly generated
elliptic curves. Many strategies of constructing pairing-friendly elliptic curves have
been proposed. We define a parameter ρ that represents how the given curves are
close to the ideal in pairing-based cryptographic schemes. This parameter expresses
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the ratio of log q and log r where q is the order of the definition field of a given curve
E and r is the prime order subgroup of the curve: ρ(E) = log q/ log r. If ρ(E) = 1,
then the curve is ideal. However, it is known that such case and the cases where ρ
is close to 1 are very rare.
In this paper, after introducing the method constructing a family of pairing-
friendly elliptic curves given by Brezing andWeng, we study a parameter ρ(t(x), r(x), q(x))
defined for such a family (Definition 2.5) which is different from the ρ-value above.
The case where the ρ-value equals 1 is also ideal while most of the cases are not.
Only one example of ρ(t(x), r(x), q(x)) = 1 which is constructed by Barreto-Naehrig
[2] is known (Remark 2.7). We propose a mathematical problem “to give conditions
that the ρ-value equals or is close to 1”. We denote the Euler function and the
kth cyclotomic polynomial by ϕ(x) and Φk(x), respectively. Then our main theo-
rems give many sufficient conditions of that ρ-values are not 1 if we take r(x) as a
cyclotomic polynomial:
Theorem 1.1. Let k be a positive integer and D a square-free positive integer.
Define
r(x) := Φk(x).
Suppose that (t(x), r(x), q(x)) parameterizes a complete family of elliptic curves with
CM-discriminant D and embedding degree k with respect to r(x) (these terms are
defined in §2). If one of the following holds, then ρ(t(x), r(x), q(x)) 6= 1.
(i) The degree k ∈ {1, 2, p, 2p} for some prime number p. (If p is odd, then p satisfies
that p ≡ 3 mod 4.)
(ii) Conditions k ∈ {pQ, 2pQ}, D = p, t(x) = x+ 1 and
(p− 2)Q+ 1 < ϕ(k).
Here, p ≥ 7 be an odd prime number such that p ≡ 3 mod 4, and Q ≥ 2 is an
integer.
For example, the inequality in (ii) holds if k = pq and p ≤ q.
Theorem 1.2. Let k, d be positive integers and D a square-free positive integer.
Define
r(x) := Φdk(x), t(x) := x
dg + 1, dg < ϕ(dk),
where gcd(g, k) = 1. Suppose that (t(x), r(x), q(x)) parameterizes a complete family
of elliptic curves with embedding degree k and CM-discriminant D with respect to
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r(x). Then the following hold.
(i) Whether the ρ-value is 1 or not can be reduced to the case where gcd(d, k) = 1
and d is square-free by removing gcd(d, k) and the square-factor from d.
(ii) If one of the following holds, then ρ(t(x), r(x), q(x)) 6= 1.
(ii-a) The degree k = 3, 6.
(ii-b) The degree k has a square factor.
2 Family of Pairing-Friendly Elliptic Curves
In this section, we briefly explain cryptosystems of pairing-based elliptic curves. Af-
ter that, we describe the strategy of constructing families of pairing-friendly elliptic
curves as proposed by Brezing and Weng [6]. We use the notation N, Z, Q as the
set of positive integers, rational integers and rational numbers, respectively. We de-
scribe Fq as a finite field with order q. Pairing-based cryptographic systems require
a non-degenerate alternative pairing which can be efficiently computed. For exam-
ple, the most common pairings used in applications are Weil and Tate pairings. We
define the embedding degree with respect to a cyclic group of order r as the degree
of the extension field which the pairing maps to. In other words,
Definition 2.1. Let be q a power of a prime number, E an elliptic curve over
Fq, and r a prime number such that r | #E(Fq), r ∤ q. Here E(Fq) stands for the
points of E over Fq. The embedding degree of E with respect to r is the smallest
positive integer k such that r | #F×
qk
.
Suitable curves for pairing-based cryptographic systems require a subgroup with
large prime order r and an efficiently computable pairing with small embedding
degree k. Therefore, for many embedding degrees and prime numbers, we should
construct elliptic curves having such properties. We remark that the embedding
degree of supersingular elliptic curves is at most 6. Hence, in practice, ordinary
elliptic curves are used. The order of an elliptic curve E over Fq is given by
#E(Fq) = q + 1− t,
where t ∈ Z is the trace of Frobenius map.
Lemma 2.2 ([8, Proposition 2.4]). Assume that r ∤ kq. Then the condition of
Definition 2.1 is equivalent to Φk(t−1) ≡ 0 mod r. Here, Φk(x) is the kth cyclotomic
polynomial.
We describe the CM-method as proposed by Atkin and Moran, which is the
strategy of constructing elliptic curves with given parameters.
Theorem 2.3 (Atkin-Moran [1]). Let k be a positive integer. Suppose that there
are some t, r, q satisfying the following properties:
(i) q is a power of a prime number.
(ii) r is a prime such that r ∤ k.
(iii) r | q + 1− t, in other words, there is h ∈ N such that rh = q + 1− t.
(iv) r | qk − 1, and r ∤ qi − 1 (1 ≤ i < k).
(iv) There exist some y ∈ Z and some square-free positive integer D such that an
equation Dy2 = 4q − t2, i.e., Dy2 = 4rh− (t− 2)2 holds.
(D is called a CM-discriminant) Then there exists an elliptic curve E over Fq which
satisfies the followings:
(a) #E(Fq) = q + 1− t and there is a subgroup of E(Fq) with prime order r.
(b) The embedding degree with respect to r is k.
In practice, the method can construct curves over finite fields when D < 1012 [13].
Suppose that an elliptic curve E/Fq has an embedding degree k with respect to a
prime number r. For applying it to the pairing-based cryptography with sufficiently
security level, Freeman-Scott-Teske [8] defined “pairing-friendly” curves. Namely,
E is a pairing-friendly if the following two conditions hold: r ≥ √q, k < (log2 r)/8.
One of known algorithms of constructing pairing-friendly elliptic curves is the
Cocks-Pinch method. The Brezing-Weng method which we refer later (Theorem
2.6) basically uses the Cocks and Pinch idea over polynomials. Moreover, define
ρ(t, r, q) :=
log q
log r
.(1)
The value effects the superiority of our cryptography. The case where ρ(t, r, q) equals
(or is close to) 1 is ideal. One of the aims in the study of pairing-based cryptography
is to seek for curves with such values. We refer that the curves produced by Cocks-
Pinch method tend to have ρ-values around 2.
Brezing-Weng method
For applications, we would like to be able to construct curves of specified bit size.
To end this, we describe families of pairing-friendly curves for which the parameters
t, r, q are given as polynomials t(x), r(x), q(x) in terms of a parameter x. We give
the idea of Brezing and Weng in [6]. According to [8], we define the following which
is based on the conjecture of Bouniakowski and Schnzel [10, p.323].
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Definition 2.4. (i) Let f(x) be a polynomial in Q[x]. If there is some a ∈ Z
such that f(a) ∈ Z, then we say f(x) represents integers.
(ii) Assume that a non-constant irreducible polynomial f(x) ∈ Q[x] represents inte-
gers. If f(x) has a positive leading coefficient and
gcd({f(x)| x such that f(x) ∈ Z}) = 1,
then we say f(x) represents primes.
Bouniakowski, Schnzel and some mathematicians conjectured that if f(x) repre-
sents primes, then f(x) has infinitely many prime values.
Definition 2.5. Let k ∈ N and D a positive square-free integer. Suppose that
triple of non-zero polynomials (t(x), r(x), q(x)) ∈ Q[x]3 satisfies the following con-
ditions:
(i) r(x) represents primes.
(ii) q(x) is a power of a polynomial representing primes.
(iii) r(x) | q(x) + 1 − t(x), i.e., there exists h(x) ∈ Q[x] such that h(x)r(x) =
q(x) + 1− t(x).
(iv) r(x) | Φk(t(x)− 1).
(v) There is some y(x) ∈ Q[x] such that Dy(x)2 = 4q(x) − t(x)2 = 4h(x)r(x) −
(t(x)− 2)2.
Then we say that (t(x), r(x), q(x)) parameterizes a complete family of pairing-friendly
elliptic curves with embedding degree k and CM-discriminant D. Moreover, we de-
fine ρ(t(x), r(x), q(x)) := lim
x→∞
log q
log r
= deg q(x)
deg r(x)
.
The definition of ρ(t(x), r(x), q(x)) is different from (1). In addition, we note
that it may happen that (t(x), r(x), q(x)) satisfying Definition 2.5 does not lead to
any explicit examples of elliptic curves: for example, r(x), q(x) may never have
integer values simultaneously. But, in known examples used in applications, it does
not happen. We note that t(x), y(x) are determined up to modulus r(x). We have
ρ(t(x), r(x), q(x)) =
2max{deg y, deg t}
deg r
.(2)
Next, we describe the Brezing-Weng method. Denote the set of the kth primitive
roots of unity by µk ⊂ Q. Here Q is an algebraic closure of Q.
Theorem 2.6 (Brezing-Weng [6]). Let k ∈ N and D a positive square-free inte-
ger. Then execute the following steps.
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1. Choose an algebraic number field K which contains Q(µk) and Q(
√−D).
2. Find an irreducible polynomial r(x) ∈ Z[x] with positive leading coefficient and
an isomorphism such that Q[x]/(r(x))
∼→ K.
3. Let t(x) − 1 ∈ Q[x] be a polynomial mapping to a fixed element ζk ∈ µk by the
above isomorphism.
4. Let y(x) ∈ Q[x] be a polynomial mapping to ζk−1√−D ∈ K by the above isomorphism.
5. Let q(x) ∈ Q[x] be given by q(x) := (Dy(x)2 + t(x)2)/4.
If q(x) represents primes and y(x) represents integers, then the triple (t(x), r(x), q(x))
parameterizes a complete family of elliptic curves with embedding degree k and CM-
discriminant D.
Remark 2.7. The choice of r(x) is an important part in this algorithm. In [6],
Brezing and Weng calculated the cases where D = 1 or 3 and K’s are cyclotomic
fields. On the other hand, [8] collected many examples. Barreto and Naehrig [2]
gave an example of ρ(t(x), r(x), q(x)) = 1 with k = 12, D = 3:
t(x) = 6x2+1, r(x) = 36x4+36x3+18x2+6x+1, q(x) = 36x4+36x3+24x2+6x+1.
This is the only one known example of (t(x), r(x), q(x)) which parameterizes a com-
plete family of curves with ρ-value 1.
Remark 2.8. We can also consider another problem which is to find a family of
elliptic curves, so-called sparse family. In detail, to find a family which has infinite
many integral solutions (x, y) of
Dy2 = 4h(x)r(x)− (t(x)− 2)2,(3)
instead of finding the equation Dy(x)2 = 4h(x)r(x) − (t(x) − 2)2. Many results
about this problem are also known. We refer the following examples for reference.
Proposition 2.9 (Miyaji-Nakabayashi-Takano [11], Freeman [7]). The following
pairs of polynomials satisfy (i), . . . , (iv) in Definition 2.5 and (3). Moreover, their
ρ-values ρ(t(x), r(x), q(x)) = deg q(x)
deg r(x)
are 1.
(i) k = 3: t(x) = −1± 6x, r(x) = 12x2 ± 6x+ 1, q(x) = 12x2 − 1.
(ii) k = 4: t(x) = −x (resp. x+1), r(x) = x2+2x+2 (resp. x2+1), q(x) = x2+x+1.
(iii) k = 6: t(x) = 1± 2x, r(x) = 4x2 ± 2x+ 1, q(x) = 4x2 + 1.
(iv) k = 10: t(x) = 10x2 + 5x + 3, r(x) = 25x4 + 25x3 + 15x2 + 5x + 1, q(x) =
25x4 + 25x3 + 25x2 + 10x+ 3.
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3 Preparation
Let k be a positive integer and D a square-free positive integer. In the rest of this
paper, we suppose that (t(x), r(x), q(x)) parameterizes a complete family of elliptic
curves with embedding degree k and CM-discriminant D. Especially, r(x), q(x) are
non-constant irreducible. Then the conditions in Definition 2.5 (iii)(iv)(v) become
r(x) | Φk(t(x)− 1)(4)
q(x) + 1− t(x) = h(x)r(x) for some non-zero h(x) ∈ Q[x](5)
Dy(x)2 = 4h(x)r(x)− (t(x)− 2)2 for some y(x) ∈ Q[x].(6)
We suppose that
ρ := ρ(t(x), r(x), q(x)) = 1.
Then deg q = deg r. Moreover, we obtain deg t < deg r and deg y < deg r by (2). If
deg h + deg r < deg t, then deg q = deg t by (5). This implies that deg h + deg r <
deg t = deg r, which is a contradiction. On the other hand, if deg h + deg r =
deg t( 6= 0), then the leading coefficient of the right-hand side of (6) is negative. This
contradicts that the leading coefficient of the left-hand side is positive. Therefore we
have deg h + deg r > deg t, so that deg h = 0 by (5). Hence, we put h := h(x) ∈ Q
if ρ = 1.
Lemma 3.1 (see Proposition 2.9 in [8]). If k = 1, then ρ ≥ 2.
Proof. By (4), we see t(x) 6= 0 and so that 1 ≤ deg r ≤ deg t. Hence by (5), we
obtain ρ ≥ 2.
Lemma 3.2. Assume that k ≥ 2. Let K be an algebraic number field which
is isomorphic to Q[x]/(r(x)). If (4), (5), (6) hold, then K contains the imaginary
quadratic field Q(
√−D). Hence there exists a polynomial e(x) ∈ Q[x] such that
−D ≡ e(x)2 mod r(x).
Proof. If y(x) ≡ 0 mod r(x), then t(x)− 1 ≡ 1 mod r(x) by (6). This implies that
k = 1, since t(x)− 1 corresponds to a primitive kth root of unity in Q[x]/(r(x)) by
(4). Therefore y(x) 6≡ 0 mod r(x). Then, y(x) has an inverse z(x) in Q[x]/(r(x))
and
−D ≡ (t(x)− 2)2z(x)2 mod r(x)
by (6). This implies that Q(
√−D) ⊂ K. The second claim is obtained by e(x) :=
(t(x)− 2)z(x).
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It is well known (for example, see Boneh-Rubin-Silverberg [4, Corollary 7.3])
that
√−D ∈ Q(µl) ⇐⇒


4 | l, D | l
4
or
4 ∤ l, D | l, D ≡ 3 mod 4.
(7)
Lemma 3.3. Let f(x) ∈ Q[x] be a polynomial with degree m. If the terms in
f(x)2 with degree not less than m are in Q[xa], then f(x) ∈ Q[xa].
Proof. The case when a = 1 is trivial. Hence we assume that a ≥ 2, m ≥ 2. Put
f(x) = fmx
m + · · ·+ f1x+ f0 (fi ∈ Q). First, we show
fm−1 = · · · = fm−(a−1) = 0.(8)
From the term x2m−1 in f(x)2, we obtain 2fmfm−1 = 0. Therefore fm−1 = 0 since
fm 6= 0. If a = 2, we obtain (8). On the other hand, assume that a > 2. If we show
fm−1 = · · · = fm−i = 0 for some 1 ≤ i ≤ a−2, then we obtain fm−(i+1) = 0. Indeed,
we have
i+1∑
j=0
fm−jfm−(i+1)+j = fmfm−(i+1) + fm−1fm−i + · · ·+ fm−(i+1)fm = 0,
which follows from the term x2m−i−1 in f(x)2. This induces fm−(i+1) = 0. Therefore,
by induction with respect to i, we have (8) for a > 2. Assume m = a, then the proof
is completed.
Next, suppose that m > a and, for some m′ satisfying 0 ≤ m′ ≤ m
a
− 1, the
equations fm−m′′a−1 = · · · = fm−m′′a−(a−1) = 0 hold if 0 ≤ m′′ ≤ m′. By the
coefficients of x2m−(m
′+1)a−i (1 ≤ i ≤ a− 1), we have
m′a+a+i∑
j=0
fm−jfm−(m′a+a+i)+j = 0.
Note that a ∤ i. Then, by induction with respect to i, we have fm−(m′+1)a−1 = · · · =
fm−(m′+1)a−(a−1). Consequently, we complete the proof by induction with respect to
m′.
Lemma 3.4. For a, s, k ∈ N, Φask(x) = Φak(xas−1).
Proof. Denote a primitive askth root of unity by ζ . Then ζ is a root of Φak(x
as−1). So
that the minimal polynomial Φask(x) of ζ divides Φak(x
as−1). Since both polynomials
are monic and ϕ(ask) = ask
∏
q|ak, q:prime
(1− 1
q
) = as−1ϕ(ak), we obtain the claim.
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4 Proof of Theorem 1.1
Suppose that r(x) = Φk(x). Then we can see that ρ 6= 1 if k = 1, 2 by deg r = ϕ(k)
and (2). Hence we may assume that ϕ(k) 6= 1, i.e., k ≥ 3. Put m := ϕ(k)/2, then
deg r = 2m.
Proposition 4.1. If m = 1, i.e., k = 3, 4, 6, then ρ 6= 1.
Proof. Assume that ρ = 1. Then we have deg t = 1 follows from (2) and deg t ≥ 1.
Put X := t(x)− 1. Then, since x and X correspond to primitive kth root of unity,
we have
X ≡


x or − x− 1 (if k = 3)
x or x− 1 (if k = 6)
x or − x (if k = 4)
mod r(x).
In fact, the congruences are equal since deg t = 1. Therefore Φk(x) = Φk(X). Since
X generates a power basis of Q(µk) over Q, we write y(x) as a polynomial y(X) of
X by abuse of notation. Then we can replace (6) as
Dy(X)2 = 4hΦk(X)− (X − 1)2.
Now, we treat the case where k = 3 (resp. k = 6). Since Φ3(x) = x
2 + x + 1
(resp. Φ6(x) = x
2−x+1), we have D(y1X+y0)2 = 4h(X2±X+1)−(X2−2X+1),
and hence 

Dy21 = 4h− 1,
2Dy1y0 = ±4h + 2,
Dy20 = 4h− 1.
These equations induce 12h(h − 1) = 0 (resp. 4h(3h − 1) = 0). So that we have
h = 1 (resp. h = 1/3). Thus we obtain q(x) = (X2 +X + 1) +X = (X + 1)2 (resp.
q(x) = 1
3
(X2 −X + 1) +X = 1
3
(X + 1)2) by (5). This contradicts the irreducibility
of q(x). Next, we suppose that k = 4. Since Φ4(x) = x
2 + 1, in the same way as in
the above, D(y1X + y0)
2 = 4h(X2 + 1)− (X2 − 2X + 1). Hence

Dy21 = 4h− 1,
2Dy1y0 = 2,
Dy20 = 4h− 1.
We have 8h(2h− 1) = 0 and h = 1/2. Thus q(x) = 1
2
(X2 + 1) +X = 1
2
(X + 1)2 by
(5). This contradicts the irreducibility of q(x) again.
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Next, we consider the case where ϕ(k)/2 ≥ 2.
Proposition 4.2. Suppose that m ≥ 2. If k is described as k = p or k = 2p by
some odd prime number p, then ρ 6= 1.
Proof. It is sufficient to show that deg y > m if k = p or k = 2p by deg r = 2m
and (2). Since x corresponds to a kth primitive root of unity, we have t(x) = xg +1
and gcd(g, k) = 1. Note that we know p = D ≡ 3 mod 4 by Lemma 3.2 and (7).
In addition, note that p ≥ 7 since m ≥ 2. Therefore, by [5, Theorem 7 on p.349,
Problem 8 on p.354], we obtain
√−p =
p−1∑
a=0
χp(a)ζ
a
p ,
where χp(a) stands for a Dirichlet character modulo p of order 2 and ζp ∈ µp. In our
case where p is a prime number and satisfies that p ≡ 3 mod 4, χp(a) is expressed
in terms of the quadratic residue symbol (∗
p
) as
χp(a) =


(
a
p
)
(p ∤ a)
0 (p | a).
On the other hand, we claim that there exists some p−1
2
+ 1 ≤ b ≤ p − 2 such that
χp(b− g)−χp(b) 6= 0. Indeed, if there exists some b such that b− g ≡ 0 mod p, then
the claim is trivial. Otherwise, if we assume that the claim does not hold, then the
p+1
2
characters take a same value. This contradicts the orthogonality of characters,
since p ≥ 7.
Suppose that k = p. Then y(x) corresponds to
(ζgp−1)
√−p
−p . Moreover,
(ζgp − 1)
√−p =
p−1∑
a=0
χp(a)ζ
a+g
p −
p−1∑
a=0
χp(a)ζ
a
p
=
p−1∑
a=0
(χp(a− g)− χp(a))ζap
=
p−2∑
a=0
(χp(a− g)− χp(a))ζap + (1− χp(g + 1))ζp−1p .
If χp(g + 1) = 1, then the term ζ
b
p does not vanish. This implies that the degree of
y(x) is over m. On the other hand, assume that χp(g+1) = 0, i.e., g = p−1. Then,
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since (1− χp(g + 1))ζp−1p = −(1 + ζp + · · ·+ ζp−2p ), we obtain
(ζgp − 1)
√−p =
p−2∑
a=0
(χp(a− g)− χp(a)− 1)ζap .
Hence, the term ζp−2p does not vanish since χp(p−2−g)−χp(p−2)−1 = χp(2)−2 6= 0.
Combining p ≥ 7 with this, we obtain deg y > m again. (Alternatively, we obtain
ρ 6= 1 by computing deg t.) For the last, assume that χp(g + 1) = −1. Then
(ζgp − 1)
√−p =
p−2∑
a=0
(χp(a− g)− χp(a)− 2)ζap .
Therefore, we have only to show that there is an integer 2 ≤ i ≤ p−1
2
such that
χp(p − i − g) − χp(p − i) 6= 2. Assume that this does not hold. Then we obtain
g = p−1
2
and 

χp(2) = · · · = χp(p−12 ) = 1
χp(
p+1
2
) = · · · = χp(p− 1) = −1
.
This induces a contradiction. Indeed, if p = 7, 11, then
(
4
7
)
= 1 and
(
9
11
)
= 1.
Also, if p ≥ 19, there exists an integer such that √p
2
< c <
√
p. Hence we obtain(
c2
p
)
= 1 (p+1
2
≤ c2 ≤ p− 1). Therefore deg y > m also holds.
Suppose that k = 2p. Then, using ζk = −ζp, we see that
(ζgk − 1)
√−p = −
p−1∑
a=0
χp(a)ζ
a+g
p +
p−1∑
a=0
χp(a)ζ
a
p
=
p−1∑
a=0
(χp(a)− χp(a− g))ζap
=
p−2∑
a=0
(χp(a)− χp(a− g))ζap + (χp(g + 1)− 1)ζp−1k .
If χp(g + 1) = 1, then the term ζ
b
k does not vanish, and the degree of y(x) is over
m. On the other hand, assume that χp(g + 1) = 0, i.e., g = p − 1 or g = 2p − 1.
Then, since ζp−1k = −
p−2∑
a=0
(−1)aζak , we obtain deg y > m in the same way as in the
case when k = p. Finally, we assume that χp(g + 1) = −1. Then
(ζgk − 1)
√−p =
p−2∑
a=0
(χp(a)− χp(a− g) + 2(−1)a)ζak .
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If p > 7 (resp. p = 7), then the term ζp−4k (resp. ζ
5
k) does not vanish. Hence
deg y > m.
In the same way, we obtain a result for certain composite numbers.
Proposition 4.3. Let p ≥ 7 be an odd prime number such that p ≡ 3 mod 4,
and Q ≥ 2 an integer. Suppose that k ∈ {pQ, 2pQ}, D = p, t(x) = x + 1 and
(p− 2)Q+ 1 < ϕ(k). Then ρ 6= 1.
Proof. We show deg y > m if the conditions in the claim hold. Let k = pQ. Then
(ζk − 1)
√−p =
p−2∑
a=1
χp(a)ζ
a
p (ζk − 1) + χp(p− 1)ζp−1p (ζk − 1) (where ζp := ζQk )
=
p−2∑
a=1
χp(a)(ζ
aQ+1
k − ζaQk ) + (1 + ζp + · · ·+ ζp−2p )(ζk − 1)
=
p−2∑
a=1
(χp(a) + 1)ζ
aQ+1
k −
p−2∑
a=1
(χp(a) + 1)ζ
aQ
k .
Moreover, there is p−1
2
+ 1 ≤ b ≤ p− 2 such that χp(b− 1)− χp(b) 6= 0. Especially,
not all of χp(a) (
p−1
2
≤ a ≤ p−2) are equal to −1. Since aQ+1, aQ (1 ≤ a ≤ p−2)
are different from each other and aQ + 1 is less than ϕ(k) by the assumption, this
means that deg y > m.
If k = 2pQ, since ζ2p = −ζp = ζQk , then
(ζk − 1)
√−p = −
p−2∑
a=1
χp(a)ζ
a
2p(ζk − 1) + χp(p− 1)ζp−12p (ζk − 1)
= −
p−2∑
a=1
(χp(a) + (−1)a)ζaQ+1pQ +
p−2∑
a=1
(χp(a) + (−1)a)ζaQpQ .
Since χ(p−4)+(−1)p−4 = −2 6= 0 and p ≥ 7, we have deg y ≥ (p−4)Q+1 > p−1
2
Q.
If gcd(p,Q) = 1, then p−1
2
Q ≥ m. Otherwise, put Q = ps2tQ′ gcd(2p,Q′) = 1,
then m = ϕ(2pQ)
2
= p−1
2
ps2tϕ(Q′) ≤ p−1
2
ps2tQ′ = p−1
2
Q. Hence, in the same way, we
complete the proof.
From the proofs above, we can see that ρ-values are possible to be computed.
But they tend to be nearly 2.
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5 Proof of Theorem 1.2
In this section, for an embedding degree k, we consider the case where r(x) is taken
as
r(x) := Φdk(x).
Denote by ζdk ∈ µdk a primitive dkth root of unity corresponding to x. Then
ζk := ζ
d
dk ∈ µk (resp. ζgk) corresponds to xd (resp. t(x) − 1 = xdg). Note that we
assume dg < ϕ(dk). Then we consider

r(x) = Φdk(x) | Φk(xdg), gcd(g, k) = 1, dg < ϕ(dk),
Dy(x)2 = 4hΦdk(x)− (xdg − 1)2,
ρ = 1.
Then we have 2dg ≤ ϕ(dk).
First, we show the claim in Theorem 1.2 (i), which says that our considera-
tion reduces to the case where gcd(d, k) = 1 and d is square-free. Assume that
gcd(d, k) =: e ≥ 2 and write d = ed′. Then
Dy(x)2 = 4hΦdk(x)− (xdg − 1)2
= 4hΦd′k(x
e)− ((xe)d′k − 1)2.
Moreover, we see that d′g < ϕ(d′k) and the condition (7) of D does not change.
Applying Lemma 3.3, we obtain y(x) ∈ Q[xe]. Hence substitute x for xe, then
Dy(x)2 = 4hΦdk(x)− (xd − 1)2, (d, k) = 1.
Moreover, if d has a square factor. Denote d = a2d′ (a ≥ 2), then
Dy(x)2 = 4hΦad′k(x
a)− ((xa)ad′ − 1)2.
Applying Lemma 3.3 again, we obtain y(x) ∈ Q[xa]. Again we see that ad′g <
ϕ(ad′k) and the condition of D does not change. This implies that we may assume
that d is a square-free integer. Therefore we have the claim above. In the following,
we assume that d satisfies the condition.
Proposition 5.1. If k = 3, 4, 6, then ρ 6= 1.
Proof. We may remove the case d = 1 since it is already shown in Lemma 4.1. If
d ≥ 2 and ρ = 1, then 2ϕ(k) = ϕ(dk) ≥ 2dg ≥ 2d. Hence d = 2 and g = 1, so that
k = 3 since gcd(d, k) = 1. This contradicts dg < ϕ(dk).
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Next, we show the claim in Theorem 1.2 (ii):
Proposition 5.2. If k has a square-factor, then ρ 6= 1.
Assume that ρ = 1. Denote k = a2k′, a ≥ 2. Put m := ϕ(dk)
2
= aϕ(d)ϕ(ak
′)
2
, then
2dg ≤ 2m since 2m = deg r. Then
Dy(x)2 = 4hΦdak′(x
a)− (xdg − 1)2.(9)
We have the following:
Lemma 5.3. If a 6= 2, then m < 2dg < 2m.
Proof. First, we show that ϕ(d)ϕ(ak
′)
2
∈ Z. If d = 1 and ϕ(d)ϕ(ak′)
2
/∈ Z, then a = 2,
k′ = 1. Hence r(x) = Φ4(x) and k = 4. This contradicts our assumption ρ = 1.
Hence we may suppose that d ≥ 2. In this case, we obtain a 6= 2 or d 6= 2 since
gcd(d, a) = 1. Thus ϕ(d)ϕ(ak
′)
2
∈ Z.
Now assume that dg = m. Then the above fact induces a | dg which contradicts
gcd(dg, a). Therefore we obtain dg < m.
Second, to induce a contradiction, we assume that a = 2. Then
Dy(x)2 = 4hΦ2dk′(x
2)− (x2)dg + 2xdg − 1
and also dg < m, a | 2dg. Hence, applying Lemma 3.3 with a = 2, we obtain
y(x) ∈ Q[x2]. However, the term xdg in right-hand side of the above equation is not
0. Since gcd(dg, a) = 1 implies that dg is odd, this is a contradiction. So that we
have a 6= 2.
Third, if 2dg < m, then we obtain a contradiction from applying Lemma 3.3 to
(9) and the fact a ∤ dg, in the same way. Hence m ≤ 2dg. Moreover, we see that
2dg 6= m = aϕ(d)ϕ(ak
′)
2
.
In fact, if it does not hold, a | 2dg (note that ϕ(ak′)
2
∈ Z, since we already proved
a 6= 2). Since gcd(dg, a) = 1, this induces a = 2 which is a contradiction. Therefore
we obtain dg < m < 2dg. This completes the proof.
As in the same way as in the proof of Lemma 3.3, we compare the coefficients
of the both sides of (9), inductively. By Lemma 5.3, we have 2m > 2dg and so that
deg y = m. Denote y(x) = ymx
m + · · ·+ y0, yi ∈ Q, ym 6= 0. Again as in the same
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way as in the proof of Lemma 3.3, compare the both sides from the leading term to
the term x2d+1, inductively. Then we have
yi = 0, 2dg −m+ 1 ≤ i < m, a ∤ i(10)
(note that m < 2dg by Lemma 5.3).
Now suppose that y0 6= 0. Comparing the terms X in (9), we obtain Dy0y1 = 0,
and so that y1 = 0. Compare the both sides again from the constant term up to the
term Xdg−1, inductively. Then yi = 0, 0 < i ≤ dg − 1, a ∤ i. Combining (10) with
this, we have y(x) ∈ Q[xa] since dg ≤ m − 1. Therefore a contradiction is induced
from the terms xdg in both sides of (9).
On the other hand, suppose that y0 = 0. Then, by (9), we obtain 4h = 1.
Combining it with deg r = 2m > 2dg, we have Dy2m = 1 and D = 1. This implies
that
√−1 ∈ Q(µdg), and so that 4 | dk. If 2 | d, then 2 | k since d is square-free.
This contradicts with gcd(d, k) = 1. Hence 4 | a2k′ and, moreover, we see that
a is even since k′ is square-free. Therefore, dg is odd. Finally, by comparing the
coefficients of x2, x4, . . . , x2dg−2 of (9) in ascending order of powers, we obtain
yi = 0 (0 < i ≤ dg − 1, a ∤ i).
Hence, as in the same way as above, a contradiction is induced.
It seems to that the most interesting case for cryptography is the case where the
embedding degree k consists of powers of 2 or 3. So that, it is one of the important
problems to give the explicit formulas of ρ-values in the case where Theorem 1.2 (ii)
holds. Also, to give bounds of ρ-values in many other cases is needed for applications.
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