Abstract-Compute-and-forward (CF) harnesses interference in wireless communications by exploiting structured coding. The key idea of CF is to compute integer combinations of code words from multiple source nodes, rather than to decode individual code words by treating others as noise. Computecompress-and-forward (CCF) can further enhance the network performance by introducing compression operations at receivers. In this paper, we develop a more general compression framework, termed generalized CCF (GCCF), where the compression function involves the selection of message segments over finite fields. We show that GCCF achieves a broader compression rate region than CCF. We also compare our compression rate region with the fundamental Slepian-Wolf (SW) region. We show that GCCF is optimal in the sense of achieving the minimum total compression rate. We also establish the criteria under which GCCF achieves the SW region. In addition, we consider a twohop relay network employing the GCCF scheme. We formulate a sum-rate maximization problem and develop an approximate algorithm to solve the problem. Numerical results are presented to demonstrate the performance superiority of GCCF over CCF and other schemes.
I. INTRODUCTION
C OMPUTE-AND-FORWARD (CF) is an advanced relay technique that exploits structured coding to harness interference in wireless communications [1] . The key idea of CF is to suppress interference by computing integer combinations of source codewords, rather than decoding individual source codewords. CF employs nested lattice coding [2] to ensure that the computed integer combinations in CF are still valid codewords. A nested lattice codebook is formed by the set of lattice points of a coding lattice confined within the fundamental Voronoi region of a coarser shaping lattice.
Since the advent of CF, many works followed up to enhance the throughput of CF-based relay networks [3] - [16] . In the original CF [1] , all nested lattice codes share a common shaping lattice, and all transmitters are constrained by a same power budget. In [3] - [5] , asymmetric CF allows asymmetric construction of shaping lattices and unequal power allocation across transmitters, so as to improve the computation performance. Nazer et al. [6] , [7] studied successive computation of multiple codeword combinations to enlarge the achievable rate region of a receiver. Niesen and Whiting [8] studied the degrees of freedom of CF to characterize the behavior of CF in the high signal-to-noise ratio (SNR) regime.
Recently, Tan and Yuan [9] pointed out that, as the computed codewords in a CF-based multi-hop relay network are in general correlated, the performance of the network can be enhanced if the codewords computed at relays are further compressed to reduce the information redundancy. The corresponding relaying strategy is referred to as compute-compressand-forward (CCF). In CCF, each relay processes its computed message by taking quantization and modulo (QM) operation over a pair of carefully selected nested lattices. Significant performance gains of CCF over CF have been demonstrated by the numerical results in [9] . However, as QM-based CCF is not necessarily optimal, it is desirable to push CCF towards its fundamental performance limit.
In this paper, we consider the efficient transceiver design for an interference channel with L transmitters and L receivers, where L is an arbitrary integer. We generalize CCF by allowing each receiver to compress its computed codeword by selecting a portion of message segments. We follow the linear labeling approach in [5] to realize the compression operation over finite fields, which involves much lower computational complexity than the QM operations in CCF. We show that the generalized CCF (GCCF) scheme can achieve a broader compression rate region than the original CCF in [9] . We also show that the compression problem can be interpreted as a distributed source-coding problem. Based on that, we compare the compression rate region of GCCF with the SlepianWolf region, where the latter is the optimal rate region for distributed source coding [17] . We show that GCCF, though in general cannot achieve the entire Slepian-Wolf region, is optimal in the sense of minimizing the total compression rate. Also, we prove that these two regions coincide in the following two cases: (i) the channel consists of only two transmitters and two receivers, i.e., L = 2; or (ii) all the transmitters share a common shaping lattice.
The proposed GCCF scheme, similar to CCF, can serve as a building block to construct a multi-hop relay network. In particular, we consider a two-hop relay network in which 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. a single destination node is required to recover all the messages from the sources. We establish an achievable rate region of the relay network and then formulate a mixed-integerprograming problem for sum-rate maximization. We show that the problem can be approximately solved based on LenstraLenstra-Lovsz (LLL) lattice basis reduction [15] , [16] and differential evolution [18] . Numerical results are presented to demonstrate the superiority of our proposed GCCF scheme over the other benchmark schemes including CCF. The remainder of this paper is organized as follows. In Section II, we introduce the system model and the background of CCF. In Section III, we describe the proposed GCCF scheme. In Section IV, we derive the compression rate region of GCCF, and discuss its relation with the Slepian-Wolf region. In Section V, we first establish an achievable rate region of a multi-hop relay network based on GCCF, and then present an approximate algorithm to solve the sum-rate maximization problem of a two-hop GCCF network. Numerical results are also provided to show the performance superiority of GCCF. Finally, conclusions are presented in Section VI.
II. PRELIMINARIES

A. System Model
Consider an interference channel with L transmitters and L receivers, as illustrated in Fig. 1 . Each transmitter or receiver node is equipped with a single antenna. The message of transmitter l is a vector w l ∈ Z b l q , where q is a prime number, and Z q = {0, 1, · · · , p − 1} is a prime field. Transmitter l encodes message w l into x l ∈ R n×1 and then transmits x l to the receivers over an additive white Gaussian noise (AWGN) channel. Each receiver m observes an output signal
where h ml ∈ N (0, 1) is the channel coefficient of the link from source l to relay m, z m ∈ R n×1 is a Gaussian noise vector drawn from N (0, I n ) with I n being the n-by-n identity matrix, and I l denotes the index set of integers from 1 to l and I 0 = ∅. n Ex l 2 satisfying p l ≤ P l , where P l is the power budget of transmitter l. We assume full channel state information, i.e., all the channel coefficients are perfectly known.
The CCF scheme in [9] can be applied to the channel model in (1) . In CCF, each transmitter encodes its message by a nested lattice code and then sends the codeword to the receivers. Each receiver computes an integer linear combination of the nested lattice codewords from the received signal, and then compresses the computed codeword. The goal of the compression operation is to reduce the forwarding rates of the receivers in relaying, so as to improve the spectrum efficiency of the relay network. In this paper, we aim to generalize the compression operation in CCF for more efficient forwarding.
B. Nested Lattice Codes
We start with a brief introduction of nested lattice coding. A lattice ⊂ R n is a discrete group with the following property. If t 1 ∈ and t 2 ∈ , then t 1 + t 2 ∈ ; and if t 1 ∈ , then −t 1 ∈ . A lattice can be represented as
where G ∈ R n×n is the generator matrix of . The quantization of x ∈ R n on is the nearest lattice point to x in , i.e.
where · denotes the l 2 norm of a vector. The quantization error is given by
where "mod" represents the modulo operation. The fundamental Voronoi region of is defined by
The second moment of is defined by
where Vol(V) is the volume of V. The normalized second moment of is defined by
If 1 ⊆ 2 , we say that 1 is nested in 2 and that 1 is coarser than 2 (or alternatively, 2 is finer than 1 ). An example of a pair of nested lattices is given in Fig. 2 . We construct a lattice codebook C based on a nested lattice pair ( s , c ) satisfying s ⊆ c , where s is the shaping lattice and c is the coding lattice. Denote by V s and V c the fundamental Voronoi regions of s and c , respectively. The lattice codebook C can be represented as
The rate of C is given by
where log denotes logarithm with base 2. 
C. Encoding at Transmitters
We now describe the encoding at the transmitters. We employ the lattice construction method in [5] to construct a chain of 2L nested lattices 1 , 2 , · · · , 2L as follows.
Let
with i.i.d elements uniformly drawn over Z q . Let G k be the matrix consisting of the first i k columns of G, for k = 1, 2, · · · , 2L. Define D k to be the discrete codebook generated by G k :
Define the mapping φ :
where γ ∈ R ++ is a constant coefficient. The corresponding inverse map is given bȳ
where x ∈ γ q −1 Z. These mapping functions operate elementwise when applied to vectors. Following lattice Construction A [2] , we create the lattice
We see that t ∈ k if and only ifφ(t) ∈ D i k . We refer toφ(t) as the corresponding linear codeword of t. Since
, the constructed lattices are nested as 1 ⊆ 2 ⊆ · · · ⊆ 2L . Following the settings of n, p, γ, {i k } in [5] , we construct the nested lattices chain 1 ⊆ 2 ⊆ · · · ⊆ 2L , where { k } satisfy any given second moments {σ 2 k } and are simultaneously good for AWGN and good for MSE quantization [19] .
For each source l, we choose a lattice pair ( s,l , c,l ) from the nested lattice chain to construct a lattice codebook
, which gives the nested order of L shaping lattices. Denote by π(·) the lattice chain permutation that is a bijective map from {1, · · · , 2L} to {1, · · · , 2L} satisfying
With (15), we construct each C l using the lattice pair
This implies the following relation: −1) . The message w l is encoded into a lattice codeword t l ∈ C l as follows. We zero-pad w l with i π(2l−1) leading zeros and i 2L − i π(2l) trailing zeros. The zeropadded vector is mapped onto a lattice codeword t l in C l :
By following the proof of [1, Lemma 5] , it can be shown that the mapping in (17) is an isomorphism between Z b l q and C l . Thus, t l is uniformly distributed over C l . The rate of source l is given by
From the isomorphism between Z b l q and C l , r l can be rewritten by
Following the approach in [4] , we construct the channel input vector of transmitter l as
where β l ∈ R is a scaling factor, and d l is a random dithering signal uniformly distributed over the scaled Voronoi region V s,l /β l . From the Crypto lemma [2] , x l is independent of t l and is uniformly distributed over V s,l /β l [2] . We note that {β l } are set as β l = 1, l ∈ I L in the original CCF scheme in [9] . Here we treat {β l } as system variables to be optimized. From (6) and (7), the average power of x l is given by
As s,l /β l is good for MSE quantization, we obtain lim n→∞ G( s,l /β l ) = 1 2πe [2] . Then, we have the following relation:
This implies that σ 2 s,l = p l β 2 l and the nesting order of { s,l } is determined by the order of { p l β 2 l }.
D. Computation at Receivers
Upon receiving y m in (1), receiver m attempts to decodes an integer-linear combination from y m , denoted by
The details of the decoding procedure follow the CF approach in [1] . Receiver m first multiplies y m by α m and then cancels the dithering signals, yielding
where a ml is an integer coefficient, and
In the above, step (a) follows from (1) and (20) , and step (b) follows by noting Q (β t) = β Q /β (t) for β > 0. Then, receiver m quantizes s m over f,m and takes modulo over the coarsest lattice 1 , yieldinĝ
where f,m is the finest lattice among { c,l } L 1 with a ml = 0. We say that a rate tuple (r 1 
Based on the results in [4] and [9] , the rate tuple (27) where 
We refer to the rate region in (28) as the computation rate region. Here we use shorthand "cpu" for computation. 
E. Compression at Receivers
From (25) , {v m } computed at receivers are generally correlated, as they are constructed by the same set of {t l }. Recall that each receiver in the channel model (1) serves as a relay node. Forwarding {v m } directly at the receivers may lead to spectral inefficiency. That is, each receiver m needs to compressv m , so as to reduce the forwarding rate [9] , [20] . Specifically, the compression at receiver m is to generate a mapping fromv m toδ mδ
at a reduced rate R m (≤ r m ), where ψ m (·) is referred to as the compression function of receiver m. For the overall scheme, the compression is required to be information lossless, i.e., {v m } L 1 can be exactly recovered from {δ m } L 1 . We say that a compression rate tuple
The convex hull of all achievable compression rate tuples gives the compression rate region, denoted by R cpr . For convenience of discussion, we henceforth assume that there is no error in receiver computations, i.e.,v m = v m for m ∈ I L . Correspondingly, the error-free version ofδ m is denoted by δ m . Before proceeding to the next section, we list some frequently used notations in Table I. III. PROPOSED COMPRESSION SCHEME We first describe a technique termed linear labeling [5] , [21] which conveniently connects the nested lattice codewords to messages over finite fields. The proposed compression scheme can be viewed as a process of selecting "useful" message segments. Finally, we discuss the relation between the proposed scheme and the original CCF in [9] .
A. Linear Labeling
We now introduce the concept of linear labeling [5] , [21] 
be a function that maps each t ∈ 2L to the vector ϕ(t) which consists of the last i 2L − i 1 elements of vector c satisfyingφ(t) = (Gc) mod q. Then, ϕ(·) is a linear labeling.
Lemma 1 is proved in [5, Appendix G] . In the following, we always assume that ϕ is the liner labeling function given in Lemma 1. Note that the encoding function in (17) can be rewritten as
Define an inverse operationφ(·) :
Then,
and (17) can be rewritten as 
B. Label Splitting for Lattice Codeword
In this subsection, we consider splitting the label of each computed codewords v m (a vector with length i 2L − i 1 ) into shorter vectors, termed message segments. Our proposed compression scheme is based on analyzing the correlation between those message segments.
From the definition of ϕ(·), the label of v m is given by
is equal to 0 since it is the label of a lattice point in 1 .
, to analyze the correlation between {ϕ(v m )}, it is helpful to first look into the elements in {ϕ(t l )}.
From (36), ϕ(t l ) can be rewritten as
where
) are all zeros and the non-zero elements locate at the first
To describe the message segments of ϕ(t l ), we first consider the message segments of ϕ(t l ) and
can be generally split into 2L − 1 message segments. Denote by w l,k the k-th message segment of ϕ(t l ). Let the zero-padded w l,k bẽ
Then, ϕ(t l ) can be represented as
Further, by taking linear labeling on the both sides of (34), we obtain 
and thus (40) can be represented as
Proof: From the discussion below (41),
Together (31) with the definition of K l in (44), we have (45).
Lemma 3 implies that source message w l only consists of the message segments {w l,k |k ∈ K l }, and thus we don't care the message segments
Consider the entropy rate of
. Then, the normalized entropy rate of w l,k is given by
Note that the entropy ofw l,k is equal to the entropy of w l,k . Then, the entropy rate of t l can be represented by
We now consider the message segments of
Let the zero-padded θ l,k bẽ
Then, we can rewrite θ l as
where (50b) follows from (48). Based on (43) and (50), we can represent ϕ(t l ) in (38) as follows:
3. An illustration of label splitting for {ϕ(t l )} with the nested lattice chain
). The source codewords are given by t 1 ∈ 3 ∩ V 1 , t 2 ∈ 6 ∩ V 4 , and t 3 ∈ 5 ∩ V 2 . Each solid rectangle represents the message segment w l,k satisfying k ∈ K l , i.e., being a segment of w l . For example, the message segment
is the (i 1 + 1)-th to i 2 -th elements ofw 1 . Each blank rectangle represents the message segment being zero vectors (i.e., w l,k = 0).
We illustrate the label splitting of {ϕ(t l )} in Fig. 3 .
We are now ready to consider the label splitting of
Then, u m can be represented as
Further, by taking the k-th message segmenmt on both
where the right hand side of (54) follows from (51) and the definition of L k :
We see that u m,k can be represented as a linear combination of {w l,k |l ∈ L k } plus a sum of the "don't care" message segments of ϕ(t l ) and the message segments of residual dithers.
(56)
and independent of u m,k for any k > k. The proof of Lemma 4 is given in Appendix B.
C. Design of the Compression Function
In this subsection, we describe how to design the compression functions {ψ m (·)} based on appropriate label splitting. With the label splitting technique in Subsection A, we show that the proposed scheme is information lossless. We refer to our approach as generalized CCF (GCCF) to distinguish it from the lattice-based CCF approach in [9] .
To proceed, we map A ∈ R L×L into A mod q ∈ Z L×L q . With some abuse of notation, we replace A mod q simply by A in circumstances without causing ambiguity. For any S ⊆ I L , S ⊆ I L , denote by A(S, S ) the submatrix of A with the rows indexed by S and the columns indexed by S . Denote
Note that π α (·) specifies an order of counting the row index of A and that J m is a function of π α (·). We are now ready to present the following important result, with the proof given in Appendix C.
Theorem 1: An information lossless compression scheme is given by
We give intuitions of the compression scheme in (58). The compression aims to reduce the redundant information in {v m }. From (54), u m,k is an integer-linear combination of {w l,k , l ∈ L k } by ignoring the residual dithers {θ l,k } and the "don't care" message segments {w l,k }. Without dithers, we see from (57) that u π α (m),k is linearly independent of {u π α (m ),k , m ∈ I m } if k ∈ J m . Thus, the rationale of (58) is to choose the independent message segments of v m to construct δ m . The compression operation in (58) is illustrated in Fig. 4 . A detailed example is given as follows. 
Example 1.
Consider the channel in (1) with two transmitters and two receivers. The nested lattice chain is set to
The computed codewords are given by
Applying the linear labeling to v 1 and v 2 , we have
The illustration of ϕ(t 1 ) and ϕ(t 2 ) are given in Fig. 5 . By definitions in (44) and (55), we have the following index sets:
The prime number q is assumed to be large enough, so that the rank of A and the rank of any submatrix of A can be evaluated in the integer domain. Then, the rank functions involved in (57) are given by
Let π α (1) = 1 and π α (2) = 2. From (57), (63), and (64), we obtain
Then, following (58), the compression operation at receivers 1 and 2 are respectively given by
From (54) (or Fig. 5 ), we have
We see that receiver 1 forwards u 1,3 = w 2,3 and u 1,2 = w 1,2 + w 2,2 mod q to the next hop, and receiver 2 forwards u 2,2 = w 1,2 (independent of u 1,2 ) and u 2,1 = w 1,1 to the next hop. After collecting these forwarded messages, the destination can decode w 2,3 from u 1,3 , {w 1,2 , w 2,2 } from {u 2,2 , u 1,2 }, and w 1,1 from u 2,1 . Thus, w 1 and w 2 can be successfully recovered while no redundant message is forwarded.
Theorem 2: The achievable compression rate tuple of (58) is given by (R 1 , R 2 , · · · , R L ), with R m being the entropy rate of δ m :
where H (·) denotes the entropy function. Further, the sum of the entropy rate of {δ m } satisfies
Eqn. (69) implies that there is no redundancy in the compressed message vectors
D. Relation Between GCCF and CCF
The compression function in CCF [9] is given by
where the lattice pair ( e,m , d,m ) are chosen from the lattice chain 1 ⊆ 2 ⊆ · · · ⊆ 2L . Note that GCCF in (58) is based on the selection of message bits over Z i 2L −i 1 q while CCF in (70) is based on the quantization and modulo (QM) operations over R n . The computation complexity of CCF is much higher than that of GCCF since QM operations over high-dimensional lattices are computationally challenging.
Moreover, redundancy may still exist after the single-QM compression in (70). For example, consider the case given by Fig. 3 , where 3 transmitters communicate with 3 receivers.
In CCF, the compression function is given by
Note that δ 2 ∈ Q 5 ∩ V 2 and thus the rate of δ 2 is given by
n log q while the rate of δ 2 is i 5 −i 4 +i 3 −i 2 n log q. Clearly, the rate of δ 2 is in general higher than the rate of δ 2 , which implies redundancy.
In [22, Th. 1] , an information lossless compression scheme based on QM operations is shown to achieve the same compression rate tuple given in Theorem 2. In the compression scheme of [22 ). The computation complexity of the scheme in [22, Th. 1] is much higher than the proposed scheme in Theorem 1, due to the high complexity of QM operations.
IV. COMPRESSION RATE REGION
In this section, we present an achievable compression rate region R cpr of the proposed GCCF scheme. We also discuss the relation of the well-known Slepian-Wolf theorem and our GCCF scheme. Two examples are given to illustrate the GCCF scheme and the corresponding rate region at the end.
A. Achievable Rate Region of GCCF
We now present an achievable compression rate region R cpr of GCCF.
Theorem 3: A compression rate region R cpr of GCCF is given by
Proof: Note that R cpr in (73) is a polytope. Then, to prove Theorem 3, it suffices to show that GCCF can achieve all the vertices of R cpr (by noting that the other rate tuples in R cpr can be achieved by time sharing of vertices).
We first show how to determine the vertices of R cpr . To this end, let α 1 , · · · , α L be positive real numbers satisfying (L) . Then, a vertex of R cpr can be found by solving the following weighted sum-rate minimization problem:
It can be shown that − f (S) is a submodular function by noting the rank function is submodular and the summation preserves submodularity. From [23, pp. 70] , the solution to (75) is given
That is, (76) gives the coordinates of the vertex corresponding to the permutation π α (·). By enumerating all possible π α (·), we obtain all the vertices of R cpr . What remains is to show that GCCF can achieve the rate tuple given by (76). By substituting f (S) into (76), together with the definition of J m in (57), we obtain
From Theorem 2, we see that GCCF achieves the vertex of R cpr in (76), which concludes the proof.
is a supermodular function. The rate region R cpr given by (73) is a contra-polymatroid [24] .
Remark 2: Each π α (·) determines a vertex of R cpr . However, the map between {π α (·)} and vertices of R cpr is not necessarily a bijection. This implies that the total number of vertices of R cpr may be less than L!.
B. Distributed Source Coding
So far, we have established the compression rate region R cpr of GCCF. A natural question is whether the compression rate region can be further enlarged or not. From Section II-E, the compression operation is required to be information lossless, i.e., the messages {v m } L 1 can be recovered from the compressed messages {δ m } L 1 without distortion. This is a distributed source coding problem [25] - [27] with the optimal compression rate region given by the Slepian-Wolf theorem [17] , [28] :
We henceforth refer to the rate region in (78) as the SlepianWolf region R SW . Comparing (73) with (78), we see that
The following theorem shows that (79) always holds for S = I L .
Theorem 4:
The equality in (79) always holds for S = I L , i.e., GCCF is optimal in terms of minimizing the total compression rate.
Proof: From Theorems 2 and 3, the minimum total compression rate of GCCF is achieved at a vertex of R cpr in (73), with the coordinates
where (80d) follows from (69). For S = I L , the right hand side (RHS) of (79) is given by
where (81a) follows from the fact that the map from {t l |l ∈ I L } to {v m |m ∈ I L } is a bijection. This concludes the proof. We can further show that (79) holds in the following three situations. Note that the proofs of Theorems 5 and 6 are respectively given in Appendices E and F.
Theorem 5: Consider the interference channel in Fig. 1 with L = 2. The proposed GCCF scheme is optimal, i.e. R cpr = R SW , where R cpr is given by (73) and R SW is given by (78).
Theorem 6: If all the transmitters share a common shaping lattice, i.e., s,1 = · · · = s,L , then the proposed GCCF scheme achieves the Slepian-Wolf region in (78).
Remark 3: It can be shown that for L ≥ 3, the existence of dithers in general enables a compression rate region beyond R cpr in (73) (though the minimum total compression rate remains the same, as stated in Theorem 4). An example of R cpr = R SW will be presented in the next subsection. It is also worth noting that to achieve a compression rate region beyond R cpr , complicated distributed source coding techniques are required. Nevertheless, this is out of the scope of the paper.
C. Examples 1) Example 2:
Continue from Example 1. We now describe the compression rate region R cpr . From (47), the rate of t 1 (or w 1 ) is given by r 1 = r v,1 + r v,2 and rate of t 2 (or w 2 ) is given by r 2 = r v,2 + r v,3 . The sum rate is given by r sum = r v,1 + 2r v,2 +r v, 3 . From (64) and Theorem 3, the compression rate region is given by the following three inequalities: 
Fig . 6 illustrates the compression rate region given in (82), (83), and (84). Recall the compression operation in (66). The entropy rate of δ 1 and δ 2 are respectively given by
The rate tuple ( Fig. 6 , i.e., (R 1 , R 2 ) = (H (δ 1 ), H (δ 2 )). 1 Note that v 1 ∈ 4 ∩ V 1 and v 2 ∈ 3 ∩ V 1 , the rate of v 1 is r v,1 + r v,2 + r v,3 and the rate of v 2 is r v,1 + r v,2 . Therefore, by compression, the total rate is reduced from r v,1 + r sum to r sum , while r sum is the minimum sum rate for lossless compression.
2) Example 3:
We now give an example of R cpr = R SW for L ≥ 3. It suffices to show that the vertex of R cpr associated with π α (·) is not equal to the corresponding vertex of R SW . Recall that the coordinates of the vertex of R cpr associated with π α (·) is given by (68) in Theorem 2 and the coordinates of the corresponding vertex of R SW is given by (147) in Appendix F. Then, we need to show that there exists m and π α (·) such that
Consider the nested lattice chain 1 
). The label {ϕ(t l )} are illustrated in Fig. 7 . Let π α (m) = m for m ∈ I L . We assume
1 Vertex A in Fig. 6 can be achieved by the permutation π α (·) with π α (1) = 2 and π α (2) = 1. 
where modq is element-wise. We now show
From (58), we obtain
From (68), the entropy rate of δ 2 is given by
By the chain rule, we have
We calculate
where (91b) is from the fact that u 2,,5 and u 3,k for k ≥ 3, k = 5 can be expressed by (56) and thus u 2,5 is independent of u 3,k for k ≥ 3, k = 5. From (56), we obtain u 2,5 = w 1,5 and u 3,5 = w 1,5 ) = u 2,5 . Thus,
where (93b) follows from the fact that u 2,4 is independent of u 2,5 and u 3,3 , u 3, 5 . From (54), we obtain 
Since the coefficient vector [1, 3] is independent of [2, 2], we see from Lemma 7 that u 2,4 is independent of u 3, 4 . Folloiwng the proof of Lemma 4, we see that both u 3,1 and u 3,2 are independent of w 1 and w 2 . Thus, u 3,1 and u 3,2 are independent of u 2,4 . Thus,
Similarly, for k = 3,
Following the discussion below (93), u 3,1 is independent of w 1 and w 2 , and so is independent of u 2,2 . Also, u 2,2 is independent of {u 2,k ,
where (103e) follows from that u 2,2 is independent of u 3,2 for given (w 1,2 −θ 1,2 ) mod q (by noting Lemma 7 in Appendix F), and v 2,2 is uniformly distributed over Z
and independent of (w 1,2 − θ 1,2 ) mod q (by noting Lemma 4). At the same time, we have
Thus,
For k = 1, we have
We next show that u 2,1 is deterministic for given
k =2 , and w 1, 3 . Recall that the value of w 1,5 can be determined for given u 2, 5 . Similarly, from (94) and (97), w 1,4 and w 2,4 can be determined for given u 2, 4 and u 3,4 . Also, from (100) and (101), w 2,3 and w 3,3 can be determined for given u 2,3 , u 3, 3 , and w 1, 3 . This further implies thatw 1 = w 1,3 +w 1,4 +w 1,5 mod q is deterministic, and so are the "don't care" message segments (w 1,1 − θ 1,1 ) mod q and (w 1,2 − θ 1,2 ) mod q. Consequently, from (96) and (102), w 2,2 and w 3,2 are deterministic by noting that u 2,2 and u 3,2 are given. Then,w 2 = w 2,2 +w 2,3 +w 2,4 mod q is deterministic, and so is the "don't care" message segment (w 2,1 − θ 2,1 ) mod q. From (95), w 3,1 is deterministic, and so u 2,1 in (107) is also deterministic. Thus, for given u 3,1 , {u 2,k , u 3,k } 5 k =2 , the randomness of u 2,1 is completely determined by w 1, 3 . In general, the value of u 2,1 varies with the choice of w 1,3 . Therefore, we obtain
Combining (90), (92), (98), (99), (105), and (108), we obtain
Thus, together with (89), we obtain (87). This example implies that, with random dithering, the optimal distributed source coding can achieve a rate region beyond R cpr , though the minimum sum rate remains the same.
V. PERFORMANCE OPTIMIZATION FOR MULTI-HOP RELAY NETWORKS
In this section, we consider a multi-hop relay network employing our GCCF relaying scheme. We first describe the GCCF scheme for a N-hop relay network and then present the achievable rates of the network. Then, we formulate the sumrate maximization problem for a two hop relay network and present an algorithm to solve the problem. Finally, numerical results for the two hop relay network are provided for comparison. 
A. Achievable Rates
An N-hop relay network is illustrated in Fig 8. Each of the first (N − 1) hop is modeled by the interference channel in Fig. 1 . The last hop has a unique destination node required to recover all the source messages.
We use superscript (n) to represent variables associated with the n-th hop. Specifically, denote by t (n) l the codeword of transmitter l in the n-th hop, and by r (n) l the corresponding transmission rate. Denote by
2L the nested lattice chain used to encode t Denote by π (n) (·) the lattice chain permutation in the n-th hop. Denote by A (n) the corresponding coefficient matrix. Note that the receivers in the n-th hop are the transmitters in the (n +1)-th hop. Each receiver in the n-th hop needs to re-encode the compressed message, denoted by δ 
is achievable when the following conditions are satisfied:
Proof: Condition 7 ensures the error-free computation at the n-th hop; condition 7 ensures that the coefficient matrix is invertible and so the source messages can be recovered from the computed messages; condition 7 ensures that the computed messages can be recovered from the compressed messages. With conditions (i)-(iii), {t
successfully. Besides, condition 7 
cpr can be represented as a function of {r
is also a function of {r
Remark 5: The network configuration of N = 2 is illustrated in Fig. 9 . This configuration is of particular importance due to its connection to the cloud radio access network (C-RAN) [29] . In C-RAN, baseband signal processing is carried out in a central processor (CP), rather than in base stations as in a conventional cellular network. More specifically, in an uplink C-RAN, the function of a base station is reduced to receive radio signals from mobile users and then forward the signal to the CP after simple processing, while the CP collects signals from all the base stations and jointly decodes the messages of mobile users. Zhou and Yu [30] and Park et al. [31] proposed to quantize the received signal at base stations and forward the quantized signal to the CP. It was shown that with optimized quantization, C-RAN achieves a much higher sum rate than a conventional cellular network does. Interestingly, C-RAN can be modelled by the two-hop relay network described in Fig. 9 , where the receivers serve as the base stations in C-RAN, and the single destination node serves as the CP. With this analogy, the achievable rate region developed in Theorem 7 can be used to characterize the performance limits for the uplink C-RAN.
B. Sum-Rate Maximization
In this subsection, we consider the sum-rate maximization of the network in Fig. 8 . We focus on the case of N = 2 illustrated in Fig. 9 . Based on Theorem 7 and some other encoding constraints, we can formulate the sum-rate maximization problem as
(r (1) 1 , r
(r (2) 1 , r
where (1) , A (1) ,
}. In the above formulation, (111c) is from (15); (111d) is from (47); (111g)-(111j) are from Theorem 7. Eqn. (111e) establishes the relations between the rates of the message segments and the source powers { p (1) l }. More specifically, consider a message w uniformly distributed over the finite
The entropy rate of the message w is equal to the rate of a nested lattice code with codebook (18) and (22), the entropy rate is given by 1 2 log (β (1) 
q can be split into a set of message segments indexed given by P l . Therefore, the rate of w can be represented by the LHS of (111e).
C. Approximate Solution
The maximization problem in (111) is an NP-hard mixed integer programming problem. We now present an approximate algorithm to solve (111). For any given {β (1) l }, { p (1) l }, and π(·) (1) satisfying (111c) and (111b), we can solve (111) by the following steps:
• Following [9] , find a suboptimal coefficient matrix A by using the LLL algorithm in [15] ;
cpu by (27) and R (1) cpr by (73);
• Optimize {r (1) v,k } and {r (2) m } using linear programming. The above procedures are summarized in Algorithm 1. What remains is to optimize π(·) (1) , {β (1) l }, and { p (1) l }. Here we employ the brute-force method to optimize π(·) (1) and the differential evolution algorithm [18] to optimize {β (1) l } and { p (1) l }. The exhaustive search over π(·) (1) needs to consider (2L)! different permutations, and is time-consuming even for a moderate L. In what follows, we describe a method to reduce the complexity when the separability condition in (114) is satisfied. With (114), the nested lattice chain can be represented by
satisfies the inequality:
For given {β (1) is uniquely determined by (112). Thus, the search space of π(·) (1) reduces to the set of all possible π c (·) (1) with complexity L!. In general, imposing the separability condition may incur a certain performance loss by reducing the search space. However, we will see from numerical results that such a performance loss is usually marginal.
Algorithm 1 Approximate Algorithm
Require: H (1) , H (2) , π(·) (1) , {β
to satisfy (112). 2: Apply LLL algorithm [15] to find a full rank A.
, H (1) , and A (1) , compute R
cpu in (27) and (28). 4: With A (1) and π(·) (1) , compute R (1) cpr in (73). 5: With H (2) and { p (2) l } M m=1 , compute R (2) . 6: Solve (111) by linear programming.
D. Numerical Results
In simulation, we assume that the second hop channel of N (0, 1) . Therefore, the capacity region of the second hop is given by
In our simulation, we use the toolbox Scipy [32] to realize the differential evolution and the linear programming algorithm. We average the numerical results over 1000 channel realizations. The following settings are employed:
1) Comparison of Various Relaying Schemes:
We compare the following five relaying schemes and the cut-set upper bound in a 3 × 3 network:
• AF: amplify-and-forward • DF: decode-and-forward • CF: the asymmetric CF scheme [3] • CCF: the original CCF scheme [9] • GCCF: generalized compute-compress-and-forward • Cut-set bound: a cut-set upper bound given by • GCCF-S: generalized compute-compress-and-forward under the separability condition 2
The numerical results are presented in Fig. 10 . We see that the GCCF scheme performs better than the other relaying schemes, especially at relatively high SNR. GCCF-S performs close to GCCF in the high SNR regime (SNR > 10dB). This implies that GCCF-S is an attractive low-complexity alternative to GCCF in the high SNR regime.
It is interesting to compare the complexity and overhead of CF, CCF, and GCCF. Compared with CF and CCF, the only difference of GCCF is in the compression operation. CF does not perform compression, and thus does not require any extra complexity or overhead. As for CCF and GCCF, the compression of GCCF is more general and can achieve a broader rate region. The complexity of GCCF can be lower than that of CCF since the compression of GCCF is operated over finite fields (which generally requries much lower complexity than the QM operations over lattices). In terms of extra overhead for compression, both CCF and GCCF need to inform each relay how to conduct compression. Thus, the extra overheads for compression are comparable.
2) Comparison in Various Network Sizes:
The numerical results for the considered relay network with sizes 2 × 2 and 4 × 4 are presented in Fig. 11 . Note that the performance of GCCF is replaced by its low-complexity alternative GCCF-S. From Fig. 11 , we see that GCCF-S achieves a much higher sum rate than CCF and CF does. More importantly, the rate slop of GCCF-S is higher than that of CF. The gap between GCCF-S and the cut-set bound is only 1 bit per channel use in the 4 × 4 network with SNR = 20 dB, and the gap reduces as the decrease of SNR. 
VI. CONCLUSION
In this paper, we developed a general compression framework, termed GCCF, for CF-based relay networks. In contrast to the QM operation in the original CCF, our proposed GCCF scheme allows each relay to select message segments over finite fields, so as to reduce the information redundancy as well as the computational complexity. We showed that the compression rate region of GCCF is a contra-polymatroid and is broader than that of CCF. We also showed that GCCF is optimal in the sense of minimizing the total compression rate, and established sufficient conditions for GCCF to achieve the optimal SW region. Based on that, we studied the sumrate maximization of the GCCF-based two-hop relay network, and demonstrated the superior performance of GCCF over the other relaying schemes.
With GCCF, there are a number of future research directions worth pursuing. First, recall that a connection between the twohop relay network and C-RAN was established in Section V-A. This inspires us to utilize the analytical results in this paper to characterize the fundamental performance limits of C-RAN. Some initial results on the incorporation of CF techniques into C-RAN can be found, e.g., in [12] . Second, the GCCF scheme can be potentially combined with other relaying strategies, such as decode-and-forward and amplifyand-forward, to enhance the network performance. How to analyze and optimize these hybrid-relaying schemes is an interesting research topic. Third, the GCCF scheme considered in this paper assumes single-antenna transmitters and singleantenna receivers. It is known that multi-antenna techniques can be employed to dramatically increase the system capacity. As such, how to extend the results in this paper to multiantenna relay networks is an interesting topic worth of future research effort. , it suffices to show
and for
We first show (115). Recall that the mapping in (17) is an isomorphism between Z b l q and C l . By letting π(2l − 1) = 1 and π(2l) = 2L, we obtain b l = i 2L − i 1 and
We then show (116). If t 1 = t 2 , it is clear that ϕ(t 1 ) = ϕ(t 2 ). What remains is to show the only if part. From (34), for t 1 , t 2 ∈ 2L ∩ V 1 , we have
Further, by taking linear labeling on the both sides of (117), we have
where in (119b) ϕ (φ(w 1 )) =w 1 is from (32) and
i.e.,w 1 =w 2 , we obtain t 1 = t 2 from (34). This concludes the proof.
APPENDIX B PROOF OF LEMMA 4
We first show that u m,k is uniformly distributed over
and is independent of w k . We now show that u m,k is independent of u m,k for any k > k. Since w l,k is independent of w l,k for k, k ∈ K l , then w k in (120) is independent of w k . Since w k in u m,k is also independent of w k , together with the fact that u m,k is independent of w k , we see that u m,k is independent of u m,k . This concludes the proof. 
In the following, we show that {w l,k |l ∈ L k } can be recovered recursively in a descending order of k.
To start with, we establish a relation between {δ m } and {u m,k } as follows. From (58) in Theorem 1, we see that δ m contains u m,k for k
Following the label splitting in Section III-A, we define δ m,k to be the (i k + 1)-th to (i k+1 )-th elements of δ m . For any m ∈ M k , we have
If m / ∈ M k , we have δ m,k = 0. We first consider the recovery of
e., u m,k can be represented as (56)). Without loss of generality, we henceforth assume (16) . We see that the largest i π(2l−1) is i π (1) . Therefore, the range of k considered in this step is given by π(1) ≤ k ≤ 2L − 1. 3 Thus, for any k satisfying π(1) ≤ k ≤ 2L −1 and m ∈ M k , δ m,k can be represented as
where (123a) is from (122), and (123b) follows from the (56). By taking transpose on the both sides of (123) and then stacking row by row for m ∈ M k , we obtain
where the i -th rows of k is given by the transpose of δ m i ,k with m i being the i -th element of M k (ordered in an ascending manner), and the i -th row of W k is given by the transpose of w l i ,k with l i being the i -th element of L k (ordered in an ascending manner). The following lemma states that
The two sets defined in (55) and (121) have the same cardinality, i.e., 
From Lemma 5, we recover W k by
Therefore, {w 1,k |k ∈ K 1 } are all recoverable and so w 1 can be recovered by using (45). We now consider the recovery of {w l,k } for 1 ≤ k ≤ π(1)−1 (i.e., the range of k such that u m,k given by (54)). We first show the recovery of {w l,k } for k = π(1) − 1. 4 From s,2 ⊆ s,1 = π (1) and the fact that k is the finest lattice which is coarser than π(1) , we have
Then, from (54), δ m,k is given by 
where (128b) is from (122), (128c) is from (127). Then, following the approach in (124) and (125), we can recover
. Therefore, we can also recover w 2 by (45).
By induction, we can recover {w l } L 1 recursively. This completes the proof.
APPENDIX D PROOF OF THEOREM 2
We first show (68). The compression function in (58) gives a bijection between δ m and {u m,k |k ∈ J π
To prove (68), it suffices to show that 4 For the example in Fig. 7 , π(1) − 1 = 2.
and u m,k is independent of u m,k for any k = k and k, k
Recall that u m,k is given by (54). Note that A(m, L k ) can not be a zero vector, and so {a m,l |l ∈ L k } are not all zeros. From Lemma 4, u m,k is uniformly distributed over Z i k+1 −i k q and is also independent of u m,k for k = k and
and
We then show (69). The left hand side (LHS) of (69) can be represented as
where (134a) is from (133b) together with
By combining (134) and (135), we obtain (69). 
Note that under the assumption, the nested lattice chain is given by
where 1 serves as the common shaping lattice and { k }
L+1 k=2
serve as the L coding lattices. Then, there are L message segments in ϕ(t l ) and u m (not 2L − 1 anymore). A illustration of label splitting for {ϕ(t l )} is given by Fig. 12 . From Theorem 2, the achievable rate tuples of GCCF are given by (68). Thus, together with Lemma 6, to prove 
The RHS of (157) can be written as If A(π α (m), L k ) = 0, u m,k is independent of {u m ,k |m ∈ I L , k ∈ I L \{k}} (since u m,k is a linear combination of {w l,k } and w l,k is independent of w l,k for k = k ). Then, the LHS of (160a) can be represented as
Thus, (160) reduces to Proof: Following the approach in Appendix C, we take transpose on the both sides of (154) . . . 
