The biomedical scientific literature comprises a crucial, sometimes life-saving, natural language resource whose size is accelerating over time. The information in this resource tends to follow a style of discourse that is intended to provide scientific explanations for various pieces of evidence derived from experimental findings. Studying the rhetorical structure of the narrative discourse could enable more powerful information extraction methods to automatically construct models of scientific argument from full-text papers. In this paper, we apply richly contextualized deep representation learning to the analysis of scientific discourse structures as a clause-tagging task. We improve the current state-of-the-art clauselevel sequence tagging over text clauses for a set of discourse types (e.g. "hypothesis", "result", "implication", etc.) on scientific paragraphs. Our model uses contextualized embeddings, word-to-clause encoder, and clauselevel sequence tagging models and achieves F1 performance of 0.784.
Introduction
Primary experimental articles (i.e., papers that describe original experimental work) provide the crucial raw material for all other scientific publications (books, reviews, theoretical studies, etc.). The task of extracting information from biomedical articles for use by scientists has been a goal for computational linguistics for some time (Hobbs, 2002) , where the focus is typically placed on identifying relevant entities, relations, and events from text to populate a database that could be queried to inform users of the reported scientific knowledge.
These conventional methods do not take into account the fact that scientific work involves attempting to provide explanations for evidence derived from experiments and is therefore driven (2012) and Dasigi et al. (2017) .
lc3 , the mammalian atg8 homolog , undergoes a set of modifications resulting in conversion from lc3i to lc3ii during autophagy 42 .
[fact] to further test the function of rag in autophagy [goal] we examined the lc3 modification in hek293 cells .
[method] expression of raga ql and ragc sn inhibited lc3 conversion in response to amino acid starvation ( fig. 7e ) .
[result] furthermore , expression of raga tn and ragc ql enhanced lc3 conversion even in the presence of amino acids .
[result] these results are consistent with the data observed in drosophila and further demonstrate a role of the rag gtpases in autophagy regulation in response to nutrient signals [implication]
Figure 1: An example of a paragraph tagged with discourse types.
principally by authors attempting to convince expert readers that their claims are the "correct" explanations for the experimental evidence. Thus, an important aspect of building machines capable of understanding scientific texts is that it must first recognize different rhetorical components of scientific discourse. We must then be able to distinguish the observations made in experiments from their implications and distinguish between claims supported by evidence and hypotheses put forward to prompt further research. It is this goal, of being able to distinguish between the different types of rhetorical statements, that motivates our work. Dasigi et al. (2017) studied the problem of identifying the discourse type of each clause in a biomedical experiment paragraph and composed a dataset for it. However, the dataset was quite small which hindered the performance and thus the usefulness of such a tool. We compose a larger dataset expanding the original data from Dasigi et al. (2017) , annotating discourse type of each clause in biomedical literature. We adopt the discourse type taxonomy for biomedical papers proposed by De Waard and Maat (2012) . The taxonomy contains eight types including goal, fact, result, hypothesis, method, problem, implication and none. The definition of each type can be found in Table 1 ; Figure 1 shows an example paragraph of clauses labeled with discourse types.
We formulate it as a clause-level sequence tagging problem, and extend the deep-structured model proposed by Dasigi et al. (2017) to conduct discourse tagging, and compare to feature-based structured learning models, such as Conditional Random Field (CRF) (Lafferty et al., 2001) and Support Vector Machine (SVM) (Hearst, 1998) that most of the prior works used. We study the effectiveness of contextualized word embeddings v.s. static word embeddings, compare different ways to summarize word representations into clause representations using attention mechanisms. We also explore different sequence taggers on top of the clause representations.
We summarize our contributions as follows:
• We expand the scientific discourse tagging dataset created by Dasigi et al. (2017) .
• We develop a state-of-the-art model 1 for scientific discourse tagging by extending the model proposed by Dasigi et al. (2017) .
• Ablation study and analysis are conducted to compare the effect of different embeddings , various word-to-clause summarizing mechanisms, as well as various sequence tagging strategies to understand how to build better systems for scientific discourse tagging.
Related Work
Feature-based Scientific Discourse Tagging. There has been a significant amount of work aimed at understanding the scientific discourse types. Teufel and Moens (1999) and Teufel and Moens (2002) described argumentative zoning, which groups sentences into a few rhetorical zones highlighted by important clauses such as "in this paper we develop a method for". Hirohata et al. (2008) 1 https://github.com/jacklxc/ ScientificDiscourseTagging used CRF with handcrafted features to classify sentences in abstracts into 4 categories: objective, methods, results, and conclusions. Liakata (2010) defined "zone of conceptualization" which classifies sentences into 11 categories in scientific papers and Liakata et al. (2012) used CRF and LibSVM to identify these "zone of conceptualization". Guo et al. (2010) used Naive Bayes and SVM to compare three schemas described above. Most recently, Cox et al. (2017) used the same schema as we used in this work (De Waard and Maat, 2012) by exploring a variety of methods for balancing classes before applying classification algorithms.
All of these studies perform the task using handcrafted features, which suffers from problems such as text specific, time-consuming and lower performance than the deep learning approach.
Deep Learning for Scientific Discourse Tagging. Neural sequence labeling approach using bidirectional LSTM (Hochreiter and Schmidhuber, 1997) and CRF has been prevailing for classic wordlevel sequence tagging problems such as named entity recognition (NER) and part of speech tagging (POS) (Huang et al., 2015; Ma and Hovy, 2016; Chiu and Nichols, 2016 ). Since the clauselevel sequence tagging problem has one additional dimension of input comparing to word-level sequence tagging problems, Dasigi et al. (2017) used an RNN-Attention to encode word-level representations to clause-level representations before tagging each clause using an LSTM.
Dataset
We expand the scientific discourse corpus developed by Dasigi et al. (2017) by applying the same clause parsing and annotation pipeline described by Dasigi et al. (2017) . This dataset is derived from the Pathway Logic (Eker et al., 2002) and INTACT databases (Orchard et al., 2013) . Texts from all sections of each of those papers were preprocessed by parsing each sentence to generate a sequence of main and subordinate clauses using Stanford Parser (Socher et al., 2013) . Domain experts were asked to label each of those clauses using the 7-label taxonomy proposed by De Waard and Maat (2012). We apply sequential methods to sequences of clauses in individual paragraphs.
Overall, as Appendix Figure 5 and Figure 6 show, our dataset has a total of 634 paragraphs and 6124 clauses. We randomly split 570 para- graphs as the training and validation set and the rest as the test set. Each paragraph contains up to 30 clauses and the number of word per clause has a mean of 17.7 and a standard deviation of 12.5. The total vocabulary size is 8563, which is still a small dataset for an NLP task. However, we note the difficulties of obtaining such dataset.
Approach
Model Overview We develop a deep structured model extending Dasigi et al. (2017) , which consists of a word embedding layer (contextualized or static), an attention layer that summarizes word embeddings into clause embeddings, and a BiLSTM-CRF sequence tagger on top of the clause embeddings for discourse type tagging. Figure 2 gives an overview of the architecture.
Embeddings Static embeddings such as GloVe (Pennington et al., 2014) and recent contextualized embedding methods such as BERT (Devlin et al., 2018) have been widely used. Comparing to static embedding methods, contextualized word embedding produces different word vectors for the same word under different contexts and thus can provide richer representations to each word.
In this work, We explore pre-trained BioBERT (Lee et al., 2019) embedding. We also train BioGloVe, a GloVe (Pennington et al., 2014) embedding on biomedical articles for comparison.
Clause Representations via Attention
We observe that only keywords such as "show" and "indicate" are essential to determine the discourse types. Attention is an appropriate mechanism for emphasizing certain inputs and ignoring others. We adopt Dasigi et al. (2017) 's method of using an attention mechanism to summarize word representations to clause representations. We further propose a new variation of attention mechanism using LSTM to provide contextualization of the words in the clause. Specifically, we first encode the words using an LSTM to get contextualized hidden vectors h i , and use them to learn attentions for each word by introducing another trainable vector S of the same dimension of h i . We apply the attention to summarizing the word embeddings into a clause embedding. The dashed circle in Figure 2 illustrates our LSTM-Attention based clause encoder.
Clause-level Sequence Tagging We observe that the discourse labels have a clear transition of logic flow (e.g. result usually followed by implication, and method usually followed by hypothesis). Therefore, we hypothesize that a CRF sequence tagging module can efficiently capture these transition and enhance the performances. Therefore, we extend (Dasigi et al., 2017) 's LSTM sequence tagging to BiLSTM-CRF sequence tagging to label discourse types for each clause in a paragraph.
Experiments
Baseline Models. In addition to Dasigi et al. (2017) Table 2 compares the best performances of the baseline models and our different models with embeddings, attention context, and sequence tagger variations. We also report all of the tested model performance in Appendix Table 5 . As we explained in the Dataset section, due to the small size of our dataset, we use 5-fold cross-validation weighted F1 score which is weighted by support (the number of true instances for each label), as Table 2 shows, the more strongly the attention mechanism is contextualized, the better the model performs.
Model Performances
Sequence Tagger As demonstrated by previous sequence tagging works, we observe that more complex sequence taggers such as BiLSTM-CRF perform the best. However, the improvements in BiLSTM-CRF over BiLSTM was not huge. However, CRF brings interpretability of the model as we will show in Section 5.3
Error Analysis
We visualize the confusion matrix of our best model's predictions on the test data in Figure 3a .
The dark diagonals indicate that the model is capable of correctly predicting most of the labels. In- terestingly, the difficulty of predicting labels varies on the discourse types. The model predicts relatively better on labels such as method and result while it predicts problem and none poorly. The difference of difficulty comes from the nature that the number of the labels in the training set is unbalanced, as shown in Table 3 .
CRF Transition Probability Visualization
Given the explainable nature of the CRF weights, we visualize the relation between the linear chain CRF weights of our best BioBERT model and the label transition probabilities in the test set in Figure 3b . We compute Pearson correlation between these two variables to be -0.63 (p ≈ 0) as shown in Figure 4 . This indicates that the CRF layer captures the discourse type transition probabilities in the training data. 
Conclusion
We study a deep-structured sequence tagging approach for labeling the discourse types of the clauses in biomedical documents. Our model uses a contextualized word embedding to construct input features, then uses an attention mechanism to encode word-level representations to clause-level, and finally uses BiLSTM-CRF to tag discourse labels. The results show that overall the architectures with more contextualization on the embedding, the attention-based word-to-clause encoder, and the sequence tagger yields better performances.
Our system can help identify scientific discourse structures, which assists downstream information extraction tasks such as extracting scientific arguments from full-text papers.
A Supplemental Material
In this section, we provide details of the model design and training for better understanding Figure 2 and reproducing the results.
A.1 Static and Contextualized Embeddings
BioGloVe Static Embedding Our BioGloVe embedding is a d dimensional GloVe embedding (Pennington et al., 2014) for each of the word in the INTACT abstract corpus (Orchard et al., 2013 ) that appeared 5 times or more. Each out of vocabulary word is represented by a random word vector. The pre-trained word embeddings are not fine-tuned during training.
BioBERT Contextualized Embedding We apply BioBERT (Lee et al., 2019) embedding finetuned on the PubMed and PubMed Central (PMC) databases and use the activation from the first Transformer layer which has d BERT dimensions for each word representation.
PCA for BioBERT Activation Dimension
Reduction We perform Principle Component Analysis (PCA) dimension reduction on the activations generated from BioBERT to reduce the word embedding dimension from d BERT to d. We use PCA because a smaller size of discourse tagger saves computational resources and it is also more intuitive when comparing with d dimensional BioGloVe.
In order to perform PCA, We also generate the BioBERT contextualized word embedding of a large subset of unlabeled INTACT abstracts (Orchard et al., 2013) . The word embedding of the subset of abstracts are aligned to form a large matrix B of shape w abstract ×d BERT where w abstract is the number of words in the subset. This matrix B is used to compute the covariance (principal component) matrix C of shape d BERT ×d. We use this C matrix to perform transfer learning from the large unlabeled dataset and transform the d BERT dimensional BioBERT word embedding of our labeled dataset to d dimensions.
Loading the embeddings The dimension of the input tensor D is c × w × d where c is the largest number of clauses in each paragraph and w is determined by w = w mean + 3 × w std where w mean is the mean length of the clauses across the training set and similarly w std is the standard deviation. The tensors are zero-padded along the clause and word dimensions if needed.
A.2 Clause Representations via Attention
Each of the word representations in the input tensor D is first reduced from d to d 2 dimensions. Then the word representations are projected from d 2 dimension to p dimension. For attention without context, p dimensional reduced word representations directly perform dot product with a p dimensional vector to obtain attention scores without using RNN. For attention with context, a simple RNN or LSTM with unit size h is used to compute attention scores. After obtaining the summarized matrix D summ , we use LSTM or bidirectional LSTM with hidden state of size H to tag the clauses.
LSTM-Attention
We take the input tensors D of shape c × w × d and output a matrix A of shape c × w which contains the attention weights of all the words in each clause. We first project each input word into a lower dimensional space using a projection matrix P of shape d × p.
We score D l with context that is summarized by an LSTM. Specifically, we score each word in the i th clause in the context of other words in the same clause using an LSTM. The score for each word is a function of its p dimensional representation W j and the previous words in the clause represented by the hidden states (h i j−1 ) in the LSTM cell. The equations are the following:
where LST M is an LSTM cell with the unit size of h. s is a vector of length h. Finally like Dasigi et al. (2017) , a c × d shaped weighted sum D summ of the input tensor D is computed, with the weights computed by the attention mechanism, then it is fed to a clause-level sequence tagger to tag discourse labels. 
A.3 Labels in BIO Schema
We convert the labels into BIO schema where none label represents O and all other labels are converted into B label when the previous label type is different from the current label and I label when the previous label is the same as the current label. We use the labels in BIO schema to train all of our models (Baseline models do not use BIO schema).
A.4 Implementation and Training Details
The model is implemented using Keras (Chollet et al., 2015) with Tensorflow (Abadi et al., 2015) backend. We use early stopping mechanism with toleration of 5 epochs. We schedule the training by training the model with a learning rate of lr for 100 epochs, and then the learning rate is decreased to 1/10 and fine-tuned with another 100 epochs. We use Adam (Kingma and Ba, 2014) for the optimizer. We use 5-fold cross validation F1 measure as our main performance measure and we report both F1 scores under BIO schema and the one removed BIO schema.
The optimal hyper-parameters and the attempted range if applicable are listed in Table 4 . 
