A Hamiltonian formulation of causal variational principles by Finster, Felix & Kleiner, Johannes
Universita¨t Regensburg
Mathematik
A Hamiltonian formulation of causal
variational principles
Felix Finster and Johannes Kleiner
Preprint Nr. 11/2016
A HAMILTONIAN FORMULATION OF
CAUSAL VARIATIONAL PRINCIPLES
FELIX FINSTER AND JOHANNES KLEINER
DECEMBER 2016
Abstract. Causal variational principles, which are the analytic core of the physical
theory of causal fermion systems, are found to have an underlying Hamiltonian struc-
ture, giving a formulation of the dynamics in terms of physical fields in space-time.
After generalizing causal variational principles to a class of lower semi-continuous
Lagrangians on a smooth, possibly non-compact manifold, the corresponding Euler-
Lagrange equations are derived. In the first part, it is shown under additional
smoothness assumptions that the space of solutions of the Euler-Lagrange equa-
tions has the structure of a symplectic Fre´chet manifold. The symplectic form is
constructed as a surface layer integral which is shown to be invariant under the
time evolution. In the second part, the results and methods are extended to the
non-smooth setting. The physical fields correspond to variations of the universal
measure described infinitesimally by one-jets. Evaluating the Euler-Lagrange equa-
tions weakly, we derive linearized field equations for these jets. In the final part, our
constructions and results are illustrated by a detailed example on R1,1×S1 where a
local minimizer is given by a measure supported on a two-dimensional lattice.
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2 F. FINSTER AND J. KLEINER
1. Introduction
The theory of causal fermion systems is an approach to describe fundamental physics.
Giving quantum mechanics, general relativity and quantum field theory as limiting
cases, it is a candidate for a unified physical theory (see [6] or the survey article [9]).
In the present paper, we introduce a formalism to describe the dynamics of causal
fermion systems in terms of a Hamiltonian time evolution with a conserved symplectic
form. This formulation has the major advantage that it is closer to the conventional
formulation of physics, making it possible to extend methods and concepts from clas-
sical physics and symplectic geometry to the setting of causal fermion systems. Our
formalism is a suitable starting point for getting the connection to the canonical for-
mulation of quantum field theory in Fock spaces [12] and for working out physical
applications, with the ultimate goal of making experimental predictions in the form
of corrections to measurable physical quantities. Furthermore, it sets the stage for
getting a connection to continuous spontaneous collapse models [8].
In this introduction, we outline the main ideas and results of this paper in a non-
technical way. The basic object of the theory of causal fermion systems is a measure ρ
on a set of linear operators on a Hilbert space (see [9] or [6, Section 1.1]). Here we
consider the more general and at the same time easier accessible setting that ρ is a
measure on a smooth, possibly non-compact manifold F (for the detailed connection
to causal fermion systems see Section 2.3 below). The causal variational principle is
to minimize the causal action S given by
S(ρ) =
∫
F
dρ(x)
∫
F
dρ(y) L(x, y)
under variations of the measure ρ, keeping the total volume fixed (for details see Sec-
tion 2.1 below). Here L : F×F → R+0 is the Lagrangian. While in the theory of causal
fermion systems this Lagrangian is a specific function (see [6, §1.1.1] or (2.11) below),
our results hold for general L satisfying suitable regularity assumptions: smoothness
in Section 3 and lower semi-continuity in Sections 2 and 4.
Let ρ be a minimizer of the causal action principle (for mathematical details see again
Section 2.1 below). The key step towards describing the causal variational principle
in terms of a Hamiltonian time evolution is to consider variations of ρ described by
a diffeomorphism F : F → F and a weight function f : F → R+0 . More precisely, we
consider families (Fτ )τ∈R and (fτ )τ∈R of such diffeomorphisms and weight functions
and form a corresponding family (ρτ )τ∈R of measures by
ρτ = (Fτ )∗
(
fτ ρ
)
. (1.1)
Here (Fτ )∗µ denotes the push-forward of the measure µ (defined for a subset Ω ⊂ F
by ((Fτ )∗µ)(Ω) = µ(F−1τ (Ω)); see for example [2, Section 3.6]). Thus the measure ρτ is
obtained from ρ by first multiplying with the weight function fτ and then “transport-
ing” the resulting measure with the diffeomorphism Fτ on F. Infinitesimal versions
of the variations (1.1) consist of a scalar part corresponding to the τ -derivative of fτ
and a vectorial part corresponding to the τ -derivative of Fτ . Thus variations of the
form (1.1) can be described infinitesimally by a pair (a, v) of a real-valued function and
a vector field. In our formulation, physical fields in space-time are described in terms
of such pairs (a, v). Thus pairs (a, v) can be viewed as generalized physical fields. In
order to have a short name which cannot be confused with common notions in physics,
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we refer to the pairs (a, v) as jets, being elements of the corresponding jet space1
J :=
{
v = (b, v) with b : F → R and v ∈ Γ(F)}
(see (3.3) and (4.7)).
We are interested in variations of the form (1.1) which are minimizers of the causal
action also for τ 6= 0. Such “families of minimizers” are of interest because in the theory
of causal fermion systems, they correspond to variations which satisfy the physical
equations. The requirement of ρτ being a minimizer for all τ gives rise to conditions
for the jet v = ∂τρτ |τ=0 ∈ J describing the infinitesimal variation. In view of the
similarities and the correspondence to classical field theory (as worked out in [6, §1.4.1
and Chapters 3-5] and [4]), we refer to these conditions as the linearized field equations.
The linearized field equations can be written as (for details see Lemma 3.9 and (4.17))
∇u
(∫
M
(∇1,v +∇2,v)L(x, y) dρ(y)−∇v ν
2
)
= 0 (1.2)
for all u ∈ Jtest and x ∈M . Here we used the following notions and definitions:
I Space-time M is defined as the support of the universal measure,
M := supp ρ ⊂ F . (1.3)
In the setting of causal fermion systems, this definition indeed generalizes the usual
notion of space-time (being Minkowski space or a Lorentzian manifold; for details
see [6, Section 1.2] or [7, Sections 4 and 5]).
I The test jets Jtest ⊂ J are defined as a subspace of one-jets used to test the re-
quirement of minimality in a weak sense. This so-called weak evaluation of the
Euler-Lagrange (EL) equations is an important mathematical and physical concept
because by choosing Jtest appropriately, one can restrict attention to the part of
the information contained in the EL equations which is relevant for the application
in mind. In order to illustrate how this works, we give a typical example: For the
description of macroscopic physics, one would like to disregard effects which come
into play only on the Planck scale. To this end, one chooses Jtest as a space of jets
which vary only on the macroscopic scale, so that “fluctuations on the Planck scale
are filtered out” (for details see [4]).
I The derivative ∇v in the direction of a one-jet v = (b, v) is defined as a combination
of multiplication and differentiation,
∇vη(x) = b(x) η(x) +Dvη(x)
(where Dv is the usual directional derivative of functions on F). Likewise, the
derivatives ∇1,v and ∇2,v denote partial derivatives acting on the first and second
argument of L(x, y), respectively.
I The parameter ν ≥ 0 is the Lagrange multiplier corresponding to the volume
constraint.
In the smooth setting of Section 3, we consider the set B of all measures of the
form (1.1) which satisfy the linearized field equations (1.2). We assume that this set is
a smooth Fre´chet manifold. Then infinitesimal variations of (1.1) which are solutions
of (1.2) are vectors of the tangent space TρB. In this setting, we show that the structure
1The connection to jets in differential geometry (see for example [16]) is obtained by considering
real-valued functions on F. Then their one-jets are elements in C∞(F) × Γ(F, T ∗F). Identifying the
cotangent space with the tangent space gives our jet space J.
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Figure 1. Choices of space-time regions.
of the causal variational principle gives rise to a symplectic form on B (Section 3.3).
Namely, for any u, v ∈ TρB and x, y ∈M , let
σu,v(x, y) := ∇1,u∇2,vL(x, y)−∇1,v∇2,uL(x, y) .
Then, given a compact subset Ω ⊂ F, we define the bilinear form
σΩ : TρB × TρB → R , σΩ(u, v) =
∫
Ω
dρ(x)
∫
M\Ω
dρ(y) σu,v(x, y) . (1.4)
This is an example of a surface layer integral as first introduced in [10]. The structure of
such surface layer integrals can be understood most easily in the special situation that
the Lagrangian is of short range in the sense that L(x, y) vanishes unless x and y are
close together. In this situation, we only get a contribution to the double integral (1.4)
if both x and y are close to the boundary ∂Ω. With this in mind, surface layer
integrals can be understood as an adaptation of surface integrals to the setting of
causal variational principles (for a more detailed explanation see [10, Section 2.3]).
In [10], it is shown that there are conservation laws expressed in terms of surface
layer integrals which in the continuum limit reduce to the well-known charge and
current conservation laws expressed in terms of surface integrals. Here, we prove a
different conservation law which makes it possible to introduce a symplectic form and
a Hamiltonian time evolution (for details see Theorem 3.3).
Theorem. For any compact subset Ω ⊂ F, the surface layer integral (1.4) vanishes
for all u, v ∈ TρB.
This theorem has the following connection to conservation laws. Let us assume
that M admits a sensible notion of “spatial infinity” and that the jets u, v ∈ TρB have
suitable decay properties at spatial infinity. Then one can chose a sequence Ωn ⊂M of
compact sets which form an exhaustion of a set Ω which extends up to spatial infinity
(see Figure 1 (a) and (b)). Considering the surface layer integrals (1.4) for Ωn and
passing to limit, one concludes that also the surface layer integral corresponding to Ω
vanishes. Let us assume that the boundary ∂Ω has two components N1 and N2 (as in
Figure 1 (b)). Then the above theorem implies that the surface layer integrals over N1
and N2 coincide (where the surface layer integral over N is defined as the surface layer
integral corresponding to a set ΩN with ∂ΩN = N as shown in Figure 1 (c)). In other
words, the quantity
σΩN (u, v) =
∫
ΩN
dρ(x)
∫
M\ΩN
dρ(y) σu,v(x, y) (1.5)
is well-defined and independent of the choice of N . In this setting, the surfaces N
can be interpreted as Cauchy surfaces, and the conservation law (1.5) means that the
bilinear form σΩN is preserved under the time evolution. This is what we mean by
Hamiltonian time evolution.
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To avoid misunderstandings, we point out that, in contrast to classical field theory,
in our setting the time evolution is not defined infinitesimally by a Hamiltonian or
a Hamiltonian vector field (this is obvious from the fact that causal fermion systems
allow for the description of discrete space-times, where a continuous time evolution
makes no sense). Instead, the time evolution should be thought of as a mapping
from the jets in a surface layer around N1 to the jets in a surface layer around N2.
This mapping is a symplectomorphism with regard to σΩN1 and σΩN2 , respectively.
For clarity, we also note that it is essential that F and M are non-compact because
otherwise, Theorem 3.3 would immediately imply that σΩN (u, v) ≡ 0. For non-compact
M , however, Theorem 3.3 only applies to the difference σΩN1− σΩN2 , thereby giving a
conservation law for a non-trivial surface layer integral.
The independence of (1.5) from N allows us to define a bilinear form σ on B by
σ : TρB × TρB → R , σ(u, v) := σΩN (u, v)
for an arbitrary choice of N . This bilinear form turns out to be closed (see Lemma 3.4),
thus defining a presymplectic form on B. Finally, by restricting σ to a suitable subspace
of TρB we arrange that σ is non-degenerate, giving a symplectic form (see Section 3.3).
As mentioned above, in the theory of causal fermion systems the Lagrangian is
not smooth, but merely Lipschitz-continuous (see [6, Section 1.1] and [11]). In order
to cover this situation, in Section 4 we treat the more general case of a lower semi-
continuous Lagrangian. Our main motivation for this generalization is that many
simple examples are easier to state if we allow for discontinuities of the Lagrangian.
After defining jet spaces as infinitesimal versions of families of solutions similar as
described above (see Sections 4.1 and 4.2) and establishing the necessary conditions for
the linearized field equations to be well-defined (see Definition 4.3), we again establish
a conservation law for the bilinear form σΩ(u, v) (see Theorem 4.5).
In Section 5, we illustrate our constructions in a simple example. We choose L(x, y)
in such a way that the minimizer of the causal action resembles a U(1)-field on a
regular lattice in R1,1. We also solve the linearized field equations and construct the
symplectic form. This example serves as the starting point for a numerical exploration
of the connection to dynamical collapse theories in [8].
2. Causal Variational Principles and Causal Fermion Systems
In this section we review and generalize the setting of causal variational principles
and recall a few definitions and basic results which will be needed later on. Thus this
section provides the preliminaries needed for the construction of the Hamiltonian time
evolution. After introducing causal variational principles in the non-compact setting
(Section 2.1), we derive the corresponding Euler-Lagrange equations (Section 2.2).
The connection to the theory of causal fermion systems is established in Section 2.3.
2.1. Causal Variational Principles in the Non-Compact Setting. We now in-
troduce causal variational principle in the non-compact setting (for the simpler com-
pact setting see [5, 11, 10]). Let F be a (possibly non-compact) smooth manifold of
dimension m ≥ 1 and ρ a (positive) Borel measure on F (the universal measure).
Moreover, we are given a non-negative function L : F×F → R+0 (the Lagrangian) with
the following properties:
(i) L is symmetric: L(x, y) = L(y, x) for all x, y ∈ F.
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(ii) L is lower semi-continuous, i.e. for all sequences xn → x and yn′ → y,
L(x, y) ≤ lim
n,n′→∞
L(xn, yn′) .
If the total volume ρ(F) is finite, the causal variational principle is to minimize the
action
S(ρ) =
∫
F
dρ(x)
∫
F
dρ(y) L(x, y) (2.1)
under variations of the measure ρ, keeping the total volume ρ(F) fixed (volume con-
straint). If ρ(F) is infinite, it is not obvious how to implement the volume constraint,
making it necessary to proceed as follows: First, we make the following additional
assumptions:
(iii) The measure ρ is locally finite (meaning that any x ∈ F has an open neighbor-
hood U with ρ(U) <∞).
(iv) The function L(x, .) is ρ-integrable for all x ∈ F, giving a lower semi-continuous
and bounded function on F.
We remark that, since a manifold is second countable, property (iii) implies that ρ
is σ-finite. In view of the computations later in this paper, it is most convenient to
subtract a constant ν/2 from the integral over L(x, .) by introducing the function
`(x) =
∫
F
L(x, y) dρ(y)− ν
2
: F → R bounded and lower semi-continuous , (2.2)
where the parameter ν ∈ R will be specified below. We let ρ˜ be another Borel measure
on F which satisfies the conditions∣∣ρ˜− ρ∣∣(F) <∞ and (ρ˜− ρ)(F) = 0 (2.3)
(where |.| denotes the total variation of a measure; see [13, §28] or [15, Section 6.1]).
Then the difference of the actions as given by(S(ρ˜)− S(ρ)) = ∫
F
d(ρ˜− ρ)(x)
∫
F
dρ(y) L(x, y)
+
∫
F
dρ(x)
∫
F
d(ρ˜− ρ)(y) L(x, y) +
∫
F
d(ρ˜− ρ)(x)
∫
F
d(ρ˜− ρ)(y) L(x, y)
(2.4)
is well-defined in view of the following lemma.
Lemma 2.1. The integrals in (2.4) are well-defined with values in R∪{∞}. Moreover,(S(ρ˜)− S(ρ)) = 2∫
F
(
`(x) +
ν
2
)
d(ρ˜− ρ)(x)
+
∫
F
d(ρ˜− ρ)(x)
∫
F
d(ρ˜− ρ)(y) L(x, y) .
(2.5)
Proof. Decomposing the signed measure µ = ρ˜−ρ into its positive and negative parts,
µ = µ+ − µ− (see the Jordan decomposition in [13, §29]), the measures µ± are both
positive measures of finite total volume and µ− ≤ ρ. In order to show that the integrals
in (2.4) are well-defined, we need to prove that the negative contributions are finite,
i.e.∫
F
dµ−(x)
∫
F
dρ L(x, y) <∞ and
∫
F
dµ+(x)
∫
F
dµ−(y) L(x, y) <∞ (2.6)
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(here we apply Tonelli’s theorem and make essential use of the fact that the Lagrangian
is non-negative). The bounds (2.6) follow immediately from the estimates∫
F
dµ−(x)
∫
F
dρ L(x, y) =
∫
F
dµ−(x)
(
`(x) +
ν
2
)
≤
(
sup
F
`+
ν
2
)
µ−(F) <∞∫
F
dµ+(x)
∫
F
dµ−(y) L(x, y) ≤
∫
F
dµ+(x)
∫
F
dρ L(x, y)
=
∫
F
dµ+(x)
(
`(x) +
ν
2
)
≤
(
sup
F
`+
ν
2
)
µ+(F) <∞ ,
where we used the fact that ` is assumed to be a bounded function on F. 
Definition 2.2. The measure ρ is said to be a minimizer of the causal action if the
difference (2.5) is non-negative for all ρ˜ satisfying (2.3),(S(ρ˜)− S(ρ)) ≥ 0 .
We close this section with a remark on the existence theory. If F is compact, the
existence of minimizers can be shown just as in [5, Section 1.2] using the Banach-
Alaoglu theorem (the fact that L is semi-continuous implies that the weak-∗-limit of
a minimizing sequence of measures is indeed a minimizer). In the non-compact set-
ting, the existence theory has not yet been developed (for more details on this point
see [6, §1.1.1]). For the purpose of the present paper, all we need is that the causal ac-
tion principle admits local minimizers which satisfy the corresponding Euler-Lagrange
equations. These concepts will be introduced in Sections 2.2 and 4.4 below. Moreover,
in Section 5 we will analyze an example where local minimizers exist although F is
non-compact.
2.2. The Euler-Lagrange Equations. We now derive the Euler-Lagrange (EL)
equations, following the method in the compact setting [11, Lemma 3.4].
Lemma 2.3. (The Euler-Lagrange equations) Let ρ be a minimizer of the causal ac-
tion. Then
`|supp ρ ≡ inf
F
` . (2.7)
Proof. Given x0 ∈ supp ρ, we choose an open neighborhood U with 0 < ρ(U) < ∞.
For any y ∈ F we consider the family of measures (ρ˜τ )τ∈[0,1) given by
ρ˜τ = χM\U ρ+ (1− τ)χU ρ+ τ ρ(U) δy
(where δy is the Dirac measure supported at y). Then
ρ˜τ − ρ = −τ χU ρ+ τ ρ(U) δy = τ
(
ρ(U) δy − χU ρ
)
, (2.8)
implying that ρ˜τ satisfies (2.3). Hence
0 ≤ (S(ρ˜)− S(ρ)) = 2τ (ρ(U)(`(y) + ν
2
)
−
∫
U
(
`(x) +
ν
2
)
dρ(x)
)
+ O
(
τ2
)
.
As a consequence, the linear term must be non-negative,
`(y) ≥ 1
ρ(U)
∫
U
`(x) dρ(x) . (2.9)
Assume that (2.7) is false. Then there is x0 ∈ supp ρ and y ∈ F such that `(x0) > `(y).
Lower semi-continuity of ` implies that there is an open neighborhood U of x0 such
that `(x) > `(y) for all x ∈ U , in contradiction to (2.9). This gives the result. 
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We always choose ν such that infF ` = 0. Then the EL equations (2.7) simplify to
`|supp ρ ≡ inf
F
` = 0 . (2.10)
We remark that ν can be understood as the Lagrange multiplier describing the volume
constraint; see [6, §1.4.1].
2.3. The Setting of Causal Fermion Systems. We now explain how the causal
action principle for causal fermion systems (as introduced in [6, Section 1.1]) can be
described within the above setting (for an introduction to causal fermion systems see [6,
Chapter 1] or [9]). The main difference compared to the setting in Section 2.1 is that
the causal action principle involves additional constraints, namely the trace constraint
and the boundedness constraint. We now explain how to incorporate these constraints
in a convenient way. For a minimizer of the causal action, the local trace is constant
on the support of the universal measure (see [6, Proposition 1.4.1]). With this in
mind, we may restrict attention to operators with fixed trace. When doing so, the
trace constraint is trivially satisfied. The boundedness constraint, on the other hand,
can be incorporated by Lagrange multiplier term. Finally, in the setting of causal
fermion systems, the set F is not necessarily a smooth manifold. In order to avoid
this problem, we restrict attention to minimizers for which all space-time points are
regular (see [6, Definition 1.1.5]). Then we may restrict attention to operators which
have exactly n positive and n negative eigenvalues. The resulting set of operators is
a smooth manifold (see the concept of a flag manifold in [14]). This leads us to the
following setup:
Let (H, 〈.|.〉H) be a finite-dimensional complex Hilbert space. Moreover, we are given
parameters n ∈ N (the “spin dimension”), c > 0 (the constraint for the local trace)
and κ > 0 (the Lagrange multiplier of the boundedness constraint)2. We let F ⊂ L(H)
be the set of all self-adjoint operators F on H with the following properties:
I F has finite rank and (counting multiplicities) has n positive and n negative eigen-
values.
I The local trace is constant, i.e.
tr(F ) = c .
On F we consider the topology induced by the sup-norm on L(H). For any x, y ∈ F,
the product xy is an operator of rank at most 2n. We denote its non-trivial eigenvalues
counting algebraic multiplicities by λxy1 , . . . , λ
xy
2n ∈ C. We introduce the Lagrangian by
L(x, y) = 1
4n
2n∑
i,j=1
(∣∣λxyi ∣∣− ∣∣λxyj ∣∣)2 + κ ( 2n∑
i,j=1
∣∣λxyi ∣∣)2 . (2.11)
Clearly, this Lagrangian is continuous on F×F. Moreover, since κ > 0, the Lagrangian
is non-negative.
Therefore, we are back in the setting of Section 2.1. The EL equations in Lemma 2.3
agree with the EL equations as derived for the causal action principle with constraints
in [1] (see [1, Theorem 1.3]).
2We remark that the Lagrange multiplier κ is strictly positive because otherwise there are no
minimizers; see [5, Example 2.9] and [6, Exercise 1.4].
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3. The Symplectic Form in the Smooth Setting
In order to introduce our concepts in the simplest possible setting, in this section we
assume that F is a smooth manifold of dimension m ≥ 1 and that the Lagrangian L ∈
C∞(F× F,R+0 ) is smooth. Moreover, we let ρ be a regular Borel measure on F which
satisfies the EL equations (2.10) corresponding to the causal action in the sense that
the smooth function ` defined by (2.2),
`(x) =
∫
F
L(x, y) dρ(y)− ν
2
∈ C∞(F,R+0 ) ,
is minimal and vanishes on M ,
`|supp ρ ≡ inf
F
` = 0 . (3.1)
The constructions in this section should be seen as a preparation for the lower semi-
continuous setting to be considered in Section 4.
3.1. The Weak Euler-Lagrange Equations. Clearly, the EL equations (3.1) imply
the weaker equations
`|M ≡ 0 and D`|M ≡ 0 (3.2)
(where D`(p) : TpF → R is the derivative). In order to combine these two equations
in a compact form, we introduce the smooth one-jets
J :=
{
u = (a, u) with a ∈ C∞(F,R) and u ∈ Γ(F)} , (3.3)
where Γ(F) denotes the smooth vector fields on F. Defining the derivative in direction
of a one-jet by
∇u`(x) := a(x) `(x) +
(
Du`
)
(x) , (3.4)
we can write (3.2) as
∇u`|M ≡ 0 for all u ∈ J . (3.5)
We refer to these equations as the weak EL equations.
3.2. The Nonlinear Solution Space. Our next step is to analyze families of mea-
sures which satisfy the weak EL equations. In order to obtain these families of so-
lutions, we want to vary a given measure ρ0 (not necessarily a minimizer) without
changing its general structure. To this end, we multiply ρ0 by a weight function and
apply a diffeomorphism, i.e.
ρ = F∗
(
f ρ0
)
, (3.6)
where F : F → F is a smooth diffeomorphism and f ∈ C∞(F,R+). We now consider
a set of such measures which all satisfy the weak EL equations,
B ⊂ {ρ of the form (3.6) ∣∣ the weak EL equations (3.5) are satisfied} (3.7)
(for fixed ρ0). We make further simplifying assumptions on B. First, we assume that B
is a smooth Fre´chet manifold (endowed with the compact-open topology on C∞(F,R+0 )
and on the diffeomorphisms; for details see Appendix A). Then for ρ ∈ B, a tangent
vector v ∈ TρB, being an infinitesimal variation of the measures in (3.6), consists of
a function b (describing the infinitesimal change of the weight) and a vector field v
(being the infinitesimal generator of the diffeomorphism). Having chosen the Fre´chet
topology such that b and v are smooth, we obtain a jet v = (b, v) ∈ J. Hence the
tangent space can be identified with a subspace of the one-jets,
TρB ⊂ J .
10 F. FINSTER AND J. KLEINER
A second assumption is needed in order to ensure that we can exchange integration
with differentiation in the proof of Lemma 3.1 below. To this end, we assume that
for every smooth curve (ρ˜τ )τ∈(−δ,δ) in B, the corresponding functions (fτ , Fτ ) have the
properties that the derivatives
d
dτ
L(Fτ (x), Fτ (y)) fτ (y) and d
dτ
D1L
(
Fτ (x), Fτ (y)
)
fτ (y) (3.8)
are bounded uniformly in τ for every x, y ∈ M and are ρ-integrable in y for every
x ∈ M (just as in (1.2), the subscripts of D1 and D2 denote the partial derivatives
acting on the first respectively second argument of the Lagrangian).
Lemma 3.1. For any u ∈ J and v ∈ TρB,
∇u∇v`(x) +
∫
M
∇1,u∇2,vL(x, y) dρ(y) = 0 for all x ∈M . (3.9)
We refer to (3.9) as the linearized field equations (see also the explanation in the
introduction before (1.2)).
Before giving the proof of this lemma, we point out that in (3.9), the order of
differentiation is irrelevant. This is obvious for the term ∇1,u∇2,vL(x, y) because the
derivatives act on different variables. In the first term, it follows from the computation
∇u∇v`(x)−∇v∇u`(x) = (Dua)(x) `(x)− (Dvb)(x) `(x) +D[u,v]`(x) = 0 ,
where in the last step we used the weak EL equations (3.2).
Proof of Lemma 3.1. Given v = (b, v) ∈ TρB, we let ρ˜τ be a smooth curve in B
with ρ˜0 = ρ and ˙˜ρ0 = v. As shown in Lemma 3.2 below, there are Fτ and fτ such that
ρ˜τ = (Fτ )∗
(
fτ ρ
)
, (3.10)
and therefore
˙˜ρ0 =
d
dτ
(
(Fτ )∗
(
fτ ρ
))∣∣∣
τ=0
with f˙0 = b, F˙0 = v . (3.11)
Setting Mτ = supp ρ˜τ and using that Mτ = Fτ (M), the weak EL equations (3.2) can
be written as
`τ
(
Fτ (x)
) ≡ 0 and D`τ(Fτ (x)) ≡ 0 for all x ∈M , (3.12)
where
`τ (z) :=
∫
F
L(z, y) dρ˜τ (y)− ν
2
∈ C∞(F,R) . (3.13)
Differentiating the first equation in (3.12) with respect to τ , we obtain
0 =
d
dτ
`τ
(
Fτ (x)
)∣∣
τ=0
=
d
dτ
∫
F
L(Fτ (x), y) d((Fτ)∗(fτ ρ))(y)∣∣∣τ=0
=
d
dτ
∫
M
L(Fτ (x), Fτ (y)) fτ (y) dρ(y)∣∣∣
τ=0
= Dv`(x) +
∫
M
L(x, y) b(y) dρ(y) +
∫
F
D2,vL(x, y) dρ(y) .
In the last step, we exchanged integration with differentiation. This is justified by our
assumption (3.8), which ensures that the integrand of the second line is L1(F, dρ) for
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every τ , is differentiable in τ for every x, y ∈M and is dominated by a L1(F, ρ)-function
uniformly in τ . Using the notation (3.4), we can write this as
Dv`(x) +
∫
M
∇2,vL(x, y) dρ(y) = 0 . (3.14)
Differentiating the second equation in (3.12), a similar computation gives for any vector
field u
DvDu`(x) +
∫
M
D1,u∇2,vL(x, y) dρ(y) = 0 . (3.15)
Multiplying (3.14) by a(x) and adding (3.15), we obtain
0 = a(x)Dv`(x) +DvDu`(x) +
∫
M
∇1,u∇2,vL(x, y) dρ(y)
= Dv∇u`(x)− (Dva)(x) `(x) +
∫
M
∇1,u∇2,vL(x, y) dρ(y)
= ∇v∇u`(x)− b(x)∇u`(x)− (Dva)(x) `(x) +
∫
M
∇1,u∇2,vL(x, y) dρ(y) .
Using the weak EL equations (3.5), the second and third summands vanish, giving the
result. 
Lemma 3.2. Let ρ ∈ B and (ρ˜τ )τ∈(−δ,δ) be a curve such that ρ˜0 = ρ. Then there is a
family of smooth diffeomorphisms Fτ : F → Fand functions fτ ∈ C∞(F,R+) such that
ρ˜τ = (Fτ )∗
(
fτ ρ
)
. (3.16)
If the curve (ρ˜τ )τ∈(−δ,δ) is smooth, then both Fτ and fτ are smooth in τ .
Proof. Let ρ0 be the measure in the definition of B, (3.7). Then there are G : F → F
and g ∈ C∞(F,R+) such that
ρ = G∗
(
g ρ0
)
. (3.17)
Thus
ρ0 =
1
g
((
G−1
)
∗ρ
)
= (G−1)∗
(
1
g ◦G−1 ρ
)
. (3.18)
Similarly, there are mappings G˜ : F → F and g˜ ∈ C∞(F,R+) such that
ρ˜τ = G˜∗
(
g˜ ρ0
)
= G˜∗
(
g˜
(
G−1
)
∗
( 1
g ◦G−1 ρ
))
= (G˜ ◦G−1)∗
(
g˜ ◦G−1
g ◦G−1 ρ
)
.
This gives the desired functions Fτ and fτ for fixed τ . The claim about smoothness
follows from the topology and the differential structure of B as described Appendix A
(a curve (3.16) is smooth if and only if Fτ and fτ are smooth in τ). 
We remark that the strict positivity of the weight function f in (3.6) is needed because
in the last proof we divided by these weight functions.
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3.3. The Symplectic Form and Hamiltonian Time Evolution. For any u, v ∈
TρB and x, y ∈M , we set
σu,v(x, y) := ∇1,u∇2,vL(x, y)−∇1,v∇2,uL(x, y) .
For any compact Ω ⊂ F, we introduce the surface layer integral
σΩ : TρB × TρB → R , σΩ(u, v) =
∫
Ω
dρ(x)
∫
M\Ω
dρ(y) σu,v(x, y) . (3.19)
We are now in the position to specify and prove the theorem mentioned in the
introduction.
Theorem 3.3. Let F be a smooth manifold of dimension m ≥ 1, and L ∈ C∞(F ×
F,R+0 ) be a smooth Lagrangian. Moreover, let B be a Fre´chet manifold of measures of
the form (3.7). Then for any compact Ω ⊂ F, the surface layer integral (3.19) vanishes
for all u, v ∈ TρB.
Proof. Anti-symmetrizing (3.9) in u and v and using that ∇[u,v]` = 0, we obtain∫
M
σu,v(x, y) dρ(y) = 0 for all x ∈M .
We integrate this equation over Ω,
0 =
∫
Ω
dρ(x)
∫
M
dρ(y) σu,v(x, y)
=
∫
Ω
dρ(x)
∫
Ω
dρ(y) σu,v(x, y) +
∫
Ω
dρ(x)
∫
M\Ω
dρ(y) σu,v(x, y) . (3.20)
Since the Lagrangian is symmetric in its two arguments, the function σu,v is obviously
anti-symmetric, i.e. σu,v(x, y) = −σu,v(y, x). Therefore, the first summand in (3.20)
vanishes. This gives the result. 
At this point, we want to use the construction explained after (1.5) in the intro-
duction to obtain a conserved symplectic form σ. In the present smooth setting, this
construction can be made precise as follows. Let us assume that M is a smooth
manifold being a topological product
M = R×N
with a (possibly non-compact) smooth manifold N . Then for any t ∈ R, the set Nt :=
{t} ×N is a hypersurface in M , and it can be realized as a boundary,
Nt = ∂ΩNt with ΩNt := (−∞, 0)×N .
Next, let us assume that the jets v = (b, v) ∈ TρB have suitable decay properties at
spatial infinity which ensure that the surface layer integrals (1.5) exist for ΩN = ΩNt
and every t ∈ R. Under these assumptions, Theorem 3.3 implies that the bilinear
form σΩNt is well-defined and does not depend on t. This makes it possible to introduce
the mapping
σ : TρB × TρB → R , (u, v) 7→ σΩNt (u, v) (3.21)
(where t ∈ R is arbitrary). Due to the anti-symmetry, we can regard σ as a two-form
on B. The next lemma shows that σ endows B with the structure of a presymplectic
Fre´chet manifold.
Lemma 3.4. The bilinear form σ is closed.
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Proof. Inspired by classical field theory (see for example [3, §2.3]), our strategy is to
write σ locally as the exterior derivative of a one-form γ. Then the claim follows
immediately from the fact that d2 = 0.
We let ρ˜ be a measure in a neighborhood of ρ ∈ B. By definition of B we can
represent ρ˜ as
ρ˜ = F∗
(
f ρ
) ∈ B . (3.22)
We next define γ : Tρ˜B → R by
γ(u) =
∫
ΩNt
dρ
∫
M\ΩNt
dρ f(x)∇2,uL
(
F (x), F (y)
)
f(y) . (3.23)
Computing the outer derivative with the formula
(dγ)(u, v) = uγ(v)− vγ(u)− γ([u, v]) ,
one finds that σ = dγ (for details see Appendix A). This concludes the proof. 
In order to obtain a symplectic structure on B, the presymplectic form σ must be
non-degenerate. We do not see a general reason why this should be the case. Therefore,
we proceed as follows. Given ρ ∈ B, an abstract method to obtain a non-degenerate
form would be to mod out the kernel of σ defined by
kerσ = {v ∈ TρB
∣∣ σ(u, v) = 0 for all u ∈ TρB} .
In view of the constructions in the lower semi-continuous setting in Section 4, it is here
preferable to choose a subspace Jlin ⊂ TρB such that the restriction
σ : Jlin × Jlin → R
is non-degenerate. The name Jlin is motivated by the fact that the jets in Jlin are
solutions of the linearized field equations (3.9).
To summarize, the above constructions gave us a presymplectic form σ on TρB
which is given as a surface layer integral (1.4) for Ω = ΩNt . This symplectic form is
independent of t. In other words, the time evolution as specified by the linearized field
equations (3.9) preserves the symplectic form and is thus a symplectomorphism. This
is what we mean by Hamiltonian time evolution.
4. The Lower Semi-Continuous Setting
We now return to the lower semi-continuous setting of Section 2. We assume that ρ
satisfies the EL equations of the causal action (see (2.2) and (2.10)). Thus we assume
that the function ` : F → R defined by
`(x) :=
∫
F
L(x, y) dρ(y)− ν
2
is bounded and lower semi-continuous, (4.1)
and that it is minimal on the support of ρ,
`|supp ρ ≡ inf
F
` = 0 (4.2)
(here ν > 0 is again the Lagrange multiplier describing the volume constraint; see [6,
§1.4.1]). We again introduce space-time as the support of the universal measure,
M := supp ρ .
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4.1. The Weak Euler-Lagrange Equations. Since the function ` as defined in (4.1)
is only lower semi-continuous, the derivative in (3.2) in general does not exist. But for
lower semi-continuous functions, it is a reasonable assumption that the semi-derivatives
exist, but may take the value +∞. This leads us to the following additional assump-
tions:
(v) L has directional semi-derivatives in R∪{∞}: For any x, y ∈ F, v ∈ TxF and any
curve γ ∈ C1((−1, 1),F) with γ(0) = x and γ′(0) = v, the following generalized
semi-derivative exists
D+1,vL(x, y) := lim
τ↘0
1
τ
(
L(γ(τ), y)− L(γ(0), y)) ∈ R ∪ {∞} (4.3)
and is independent of the choice of γ.
(vi) For any x ∈ M and v ∈ TxF, both sides of the following equation exist and are
equal,
D+v `(x) =
∫
M
D+1,vL(x, y) dρ(y) .
Under these assumptions, the EL equations (4.2) can again be tested weakly with
smooth jets. Here it is convenient to define the jets only on M , i.e.
J :=
{
u = (a, u) with a ∈ C∞(M,R) and u ∈ C∞(M,TF)} , (4.4)
where smooth functions and sections on M are defined as those functions (respec-
tively sections) which have a smooth extension to F. Since in general only the semi-
derivatives exist, in contrast to (3.5) the weak EL equations read
∇+u `(x) ≥ 0 for all x ∈M and u ∈ J , (4.5)
where, similar to (3.4), ∇+u is defined as
∇+u `(x) := a(x) `(x) +
(
D+u `
)
(x) . (4.6)
We introduce Jdiff as the subspace of jets such that ` is differentiable in the direction
of the vector field, i.e.
Jdiff := {u ∈ J with ∇+u ` = −∇+−u`} .
Note that the last equation does not impose a condition for the scalar component of
the jet, so that
Jdiff = C∞(M,R)× Γdiff where
Γdiff := {u ∈ C∞(M,TF) with D+u ` = −D+−u`} .
(4.7)
Thus for jets in Jdiff, the directional derivatives exist, so that ∇+u ` = ∇u`. Then (4.5)
implies that
∇u`(x) = 0 for all x ∈M and u ∈ Jdiff .
As explained in the introduction after (1.2), in physical applications it suffices to use
only part of the information contained in these equations. To this end, we choose a
linear subspace
Jtest ⊆ Jdiff (4.8)
and consider the weak EL equations
∇u`|M = 0 for all u ∈ Jtest . (4.9)
The choice of Jtest depends on the specific application and is of no relevance for the
remainder of this section.
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4.2. Families of Solutions and Linearized Solutions. We now consider families
of solutions of the weak EL equations. To this end, we let (ρ˜τ )τ∈(−δ,δ) be a family of
measures, which similar to (3.6) and (3.22) we assume to be of the form
ρ˜τ = (Fτ )∗
(
fτ ρ
)
, (4.10)
where f and F are smooth,
f ∈ C∞((−δ, δ)× F → R+) and F ∈ C∞((−δ, δ)× F → F) ,
and have the properties f0(x) = 1 and F0(x) = x for all x ∈ M . Then the support
of ρ˜τ is given by
Mτ := supp ρ˜τ = Fτ (M) .
In order to formulate the weak EL equations (4.9) for τ 6= 0, there is the complication
that the jets in Jtest are defined only on M , whereas the weak EL equations must be
evaluated on Mτ . Therefore, we must introduce a jet space J
test
τ on Mτ . We simply
choose Jtestτ as the push-forward of J
test under Fτ . More precisely,
Jtestτ =
{
(Fτ )∗u =
(
(Fτ )∗a, (Fτ )∗u
)
with u = (a, u) ∈ Jtest
}
,
where the push-forward is defined by
(Fτ )∗a : Mτ → R+ ,
(
(Fτ )∗a
)
(Fτ (x)) = a(x)
(Fτ )∗u : Mτ → TF ,
(
(Fτ )∗u
)
(Fτ (x)) = DFτ |x u(x)
(4.11)
(equivalently, the last relation can be written as ((Fτ )∗u)|Fτ (x)η = u|x(η ◦ Fτ ) for any
test function η defined in a neighborhood of Fτ (x)).
We point out that the push-forward of Jdiff is in general not the same as the differen-
tiable jets corresponding to the measure ρ˜τ , as is illustrated in the following example.
Example 4.1. (the causal variational principle on the sphere) The causal variational
principle on the sphere is obtained from the setting of causal fermion systems by taking
a mathematical simplification of a special case. It was introduced in [5, Section 1]
(cf. [5, Examples 1.5, 1.6 and 2.8]) and analyzed in more detail in [11, Section 5]. We
choose F = S2 and let D ∈ C∞(F × F,R) be the smooth function
D(x, y) := 2τ2 (1 + 〈x, y〉) (2− τ2 (1− 〈x, y〉)) ,
where τ ≥ 1 is a parameter of the model and 〈., .〉 is the scalar product on R3. Obvi-
ously, the function D depends only on the angle ϑ ∈ [0, pi] between the points x, y ∈ S2
(defined by cosϑ = 〈x, y〉). We here choose τ = √2, so that
D = D(ϑ) = 8 (1 + cosϑ) cosϑ .
The function D has a maximum at ϑ = 0 and changes signs at ϑmax :=
pi
2 ; more
precisely
D|[0,ϑmax) > 0 , D(ϑmax) = 0 , D|(ϑmax,pi] ≤ 0 .
We define the Lipschitz-continuous Lagrangian L by
L = max(0,D) ∈ C0,1(F × F,R+0 ) . (4.12)
Hence L(ϑ) is positive if and only if 0 ≤ ϑ < ϑmax. Furthermore, L is not differentiable
at ϑ = ϑmax since the semi-derivatives ∂
+
ϑ L(ϑ) and ∂−ϑ L(ϑ) do not agree at this point.
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It is shown in [11] that, for our choice of τ , a minimizer of the causal variational
principle (2.1) is given by a normalized counting measure supported on an octahedron.
Thus, denoting the set of unit vectors in R3 by B := {e1, e2, e3}, the measure
ρ =
1
6
∑
x∈±B
δx
is a minimizer (where δx denotes the Dirac measure supported at x ∈ S2). Note that for
all distinct points x, y ∈ supp ρ, the angle ϑ is either pi2 or pi, implying that L(x, y) = 0.
As a consequence,
`(x) = D(0) for all x ∈M .
In order to determine Jdiff as defined in (4.7), given any x ∈ M and a non-zero
vector u ∈ TxF, we let γ : (−δ, δ)→ F be a smooth curve with γ(0) = x and γ˙(0) = u.
Qualitatively speaking, the function `(γ(τ)) has a “cusp-like minimum” at τ = 0
because for τ > 0, there is at least one point y ∈ M which contributes to `(γ(τ))
whereas for τ < 0, the same is true for a different point y˜. This can be made precise
as follows. There is at least one point y ∈ M with ϑx,y = ϑmax and ∂τϑγ(τ),y < 0 at
τ = 0. This point contributes to ` for positive τ , i.e.
`(γ(τ)) ≥ D(ϑγ(τ),x) +D(ϑγ(τ),y) if τ ≥ 0
and thus
D+u `(x) = ∂
+
τ `
(
γ(τ)
)∣∣
τ=0
≥ ∂τ
(
D(ϑγ(τ),x) +D(ϑγ(τ),y)
)∣∣
τ=0
= D′(0) ∂τϑγ(τ),x|τ=0 +D′(ϑmax) ∂τϑγ(τ),y > 0 .
Here, in the second step we used that D is differentiable, and hence the one-sided
derivatives agree with the derivative, and in the last step we used that D′(0) = 0
andD′(ϑmax) < 0. Likewise, there is a point y˜ ∈M with ϑx,y˜ = ϑmax and ∂τϑγ(τ),y˜ > 0.
This point contributes to ` for negative τ , implying that
D−u`(x) = −∂−τ `
(
γ(τ)
)∣∣
τ=0
≥ −∂τ
(
D(ϑγ(τ),x)−D(ϑγ(τ),y˜)
)∣∣
τ=0
= −D′(0) ∂τϑγ(τ),x|τ=0 −D′(ϑmax) ∂τϑγ(τ),y˜ > 0 .
We conclude that D+u `(x) 6= −D+−u`(x), so that the directional derivative Du`(x) does
not exist. We conclude that Γdiff = {0} and thus
Jdiff = C∞(M)× {0} . (4.13)
We next define a family of measures ρ˜τ as in (4.10). To this end, we choose trivial
weight functions fτ ≡ 1, and choose a family of diffeomorphism which change the
angles between the points of M in the sense that
ϑFτ (x),Fτ (y) 6= ϑmax for all x, y ∈M and all τ 6= 0 .
Then for any τ 6= 0, the Lagrangian is smooth on a neighborhood of Mτ ×Mτ , so that
Jdiff(ρ˜τ ) = C
∞(Mτ )× C∞(Mτ , TF) .
In particular, one sees that the push-forward (Fτ )∗Jdiff = C∞(Mτ )× {0} is not equal
to the differentiable jets of the measure ρ˜τ . ♦
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In the next lemma we bring the weak EL equations for families of solutions into a
convenient form. To this end, as in (3.13), we define
`τ (z) =
∫
F
L(z, y) dρτ (y)− ν
2
.
Lemma 4.2. Assume that (ρ˜τ )τ∈(−δ,δ) is a family of solutions of the weak EL equa-
tions (4.9) in the sense that
∇u(τ)`τ (z) = 0 for all z ∈Mτ and u(τ) ∈ Jtestτ . (4.14)
Then for any u ∈ Jtest and all τ ∈ (−δ, δ),
0 = ∇u
(∫
M
fτ (x) L
(
Fτ (x), Fτ (y)
)
fτ (y) dρ(y)− ν
2
fτ (x)
)
. (4.15)
Proof. Writing the jet u(τ) as (Fτ )∗u with u ∈ Jtest and using the definition of the
push-forward (4.11), the weak EL equations (4.14) yield
0 = ∇u
(∫
M
L(Fτ (x), Fτ (y)) fτ (y) dρ(y)− ν
2
)
(4.16)
for all τ ∈ (−δ, δ) and x ∈ M . Since according to (4.9), the scalar component of u =
(a, u) can be any smooth function on F, we may apply the last equation to the new
jet u˜ = (a+ (Du log fτ ), u). We thus obtain
0 = fτ (x)∇u˜
(∫
M
L(Fτ (x), Fτ (y)) fτ (y) dρ(y)− ν
2
)
= fτ (x)
(
a(x) + (Du log fτ )(x) +Du
)(∫
M
L(Fτ (x), Fτ (y)) fτ (y) dρ(y)− ν
2
)
=
(
a(x) +Du
)
fτ (x)
(∫
M
L(Fτ (x), Fτ (y)) fτ (y) dρ(y)− ν
2
)
= ∇u
(∫
M
fτ (x) L
(
Fτ (x), Fτ (y)
)
fτ (y) dρ(y)− ν
2
fτ (x)
)
,
making it possible to write (4.16) “more symmetrically” in the form (4.15). 
Differentiating (4.15) naively with respect to τ , we obtain the linearized field equa-
tions
〈u,v〉|M = 0 (4.17)
with
〈u,v〉(x) := ∇u
(∫
M
(∇1,v +∇2,v)L(x, y) dρ(y)−∇v ν
2
)
, (4.18)
where v is the jet v = (f˙0, F˙0). In order to see the connection to the linearized field
equations in the smooth setting (3.9), we note that a formal computation using (4.1)
gives
〈u,v〉(x) = ∇u∇v`(x) +
∫
M
∇1,u∇2,vL(x, y) dρ(y) .
In the present lower semi-continuous setting, it is not clear if the derivatives exist, nor
if the derivatives may be interchanged with the integrals. It turns out to be preferable
to work with (4.18). In order to make sense of this expression, we need to impose
conditions on v. This leads us to the following definition:
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Definition 4.3. A jet v ∈ J is referred to as a solution of the linearized field
equations (or for brevity a linearized solution) if it has the following properties:
(l1) For all y ∈M and all x in an open neighborhood of M , the following combina-
tion of derivatives exists,(∇1,v +∇2,v)L(x, y) ∈ R . (4.19)
Here the combination of directional derivatives is defined by(
D1,v +D2,v
)L(x, y) := d
dτ
L(Fτ (x), Fτ (y))∣∣τ=0 ,
where Fτ is the flow of the vector field v.
(l2) Integrating the expression (4.19) over y with respect to the measure ρ, the re-
sulting function (defined on an open neighborhood of M) is differentiable in the
direction of every jet u ∈ Jtest and satisfies the linearized field equations (4.17).
The vector space of all linearized solutions is denoted by Jlin ⊂ J.
In order to illustrate the significance of the condition (4.19), we now give an an
example where the derivative in (4.19) does not exist.
Example 4.4. (the causal variational principle on the sphere continued) We return
to the causal variational principle on the sphere as considered in Example 4.1. We first
want to give an example where for L as given in (4.12), the condition (4.19) is violated.
To this end, we choose two points x, y ∈ S2 such that ϑx,y = ϑmax. Furthermore, we
choose a vector field v which vanishes in a neighborhood of y. Then
L(Fτ (x), Fτ (y)) = L(Fτ (x), y) (4.20)
(where Fτ is again the flow of the vector field v). Next, we choose v(x) to be nonzero,
tangential to the great circle joining x and y and pointing in the direction of smaller
geodesic distance to y. Then
D+1,−vL(x, y) = 0 but D+1,vL(x, y) = −D′(ϑmax) > 0 .
Hence (4.20) is not differentiable at τ = 0. We conclude that the derivative in (4.19)
does not exist.
Despite the just-explained difficulty to satisfy the condition (4.19), the space Jlin
contains non-trivial vector fields. For example, if (Fτ )τ∈(−δ,δ) is a smooth family of
isometries of the sphere (for example rotations around a fixed axis), then the corre-
sponding jet v = (0, v) with v = ∂τFτ |τ=0 is in Jlin. This follows because
d
dτ
L(Fτ (x), Fτ (y))∣∣τ=0 = 0 ,
i.e. the derivatives in (4.19) exist and are zero. It follows that condition (l2), including
the linearized field equations, are satisfied as well. This shows that v ∈ Jlin. We
conclude that Jlin is a vector space of dimension at least three.
In view of (4.13), this example also illustrates that Jlin is in general not a subspace
of Jdiff. ♦
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4.3. The Symplectic Form and Hamiltonian Time Evolution. Following the
construction in Section 3.3, we want to anti-symmetrize the linearized field equa-
tions (4.17) in the jets u and v. To this end, we now consider u, v ∈ Jtest ∩ Jlin. The
conditions in Definition 4.3 ensure that the linearized field equations (4.17) are well-
defined. For the construction of the symplectic form, we need additional technical
assumptions. In order to make minimal assumptions, we work with semi-derivatives
only. The existence of right semi-derivatives in R∪{∞} is guaranteed by condition (v)
on page 14. We define the left semi-derivative as
D−1,vL(x, y) := lim
τ↗0
1
τ
(
L(γ(τ), y)− L(γ(0), y)) ∈ R ∪ {∞} ,
so that D−1,v = −D+1,−v. Similar to (4.6), we define
∇−u `(x) := a(x) `(x) +
(
D−u `
)
(x) .
Before stating the additional assumptions, we explain why they are needed. First, we
must ensure that the individual terms in (4.17) exist and that we may exchange the
differentiation with integration. Second, when taking second derivatives, we must take
into account that the jets are also differentiated. We use the notation
∇su(x)∇s
′
1,vL(x, y)
to indicate that the u-derivative also acts on v. With this notation, we can state the
additional technical assumptions as follows:
(s1) The first and second semi-derivatives of the Lagrangian in the direction of Jtest∩
Jlin exist in R. Moreover, for all x and y in a neighborhood of M , the sym-
metrized first semi-derivatives of the Lagrangian(∇+1,u +∇−1,u)L(x, y)
are linear in u ∈ Jtest ∩ Jlin.
(s2) The second semi-derivatives can be interchanged with the M -integration, i.e.
for all u, v ∈ Jtest and s, s′ ∈ {±},∫
M
∇su(x)∇s
′
1,vL(x, y) dρ(y) = ∇su
∫
M
∇s′1,vL(x, y) dρ(y)∫
M
∇s1,u∇s
′
2,vL(x, y) dρ(y) = ∇su
∫
M
∇s′2,vL(x, y) dρ(y) .
(s3) For any u, v ∈ Jtest ∩ Jlin, the commutator [u, v] is in Jtest.
Theorem 4.5. Under the above assumptions (l1), (l1) and (s1)–(s3), for any com-
pact Ω ⊂ F, the surface layer integral (4.21)
σs,s
′
Ω (u, v) =
∫
Ω
dρ(x)
∫
M\Ω
dρ(y) σs,s
′
u,v (x, y) (4.21)
with
σs,s
′
u,v (x, y) := ∇s1,u∇s
′
2,vL(x, y)−∇s
′
1,v∇s2,uL(x, y) (4.22)
vanishes for all u, v ∈ Jtest ∩ Jlin and all s, s′ ∈ {±}.
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Proof. Our starting point are the linearized field equations (4.17). Condition (s1)
ensures that we can treat the terms of (4.18) independently if we take semi-derivatives.
First, for u, v ∈ Jlin ∩ Jtest we consider the term
∇su
∫
M
∇s′1,vL(x, y) dρ(y) =
∫
M
∇su(x)∇s
′
1,vL(x, y) dρ(y) .
We now exchange u and v as well as s and s′ and take the difference. Using the relation
∇s1,v = ss′∇s
′
1,ss′v ,
we obtain∫
M
(∇su(x)∇s′1,v −∇s′v(x)∇s1,u)L(x, y) dρ(y) = ss′ ∫
M
∇s1,ss′[u,v]L(x, y) dρ(y)
= ss′∇sss′[u,v]
(
`(x) +
ν
2
)
= ∇[u,v]
(
`(x) +
ν
2
)
= ∇[u,v]
ν
2
Here, in the second step we used the assumption (vi). In the third step, we applied
assumptions (s3) and (4.8). In the last step, we used the weak EL equations.
Using this result, anti-symmetrizing (4.18) (again by exchanging u and v as well as
s and s′) and using (4.17), we obtain the equations∫
M
σs,s
′
u,v (x, y)dρ(y) = 0 .
Integrating over Ω gives ∫
Ω
dρ(x)
∫
M
dρ(y) σs,s
′
u,v (x, y) = 0 . (4.23)
Moreover, it is obvious by the anti-symmetry of (4.22) that∫
Ω
dρ(x)
∫
Ω
dρ(y) σs,s
′
u,v (x, y) = 0 .
Subtracting this equation from (4.23) gives the result. 
Theorem 4.5 again makes it possible to introduce a Hamiltonian time evolution, just
as explained in the introduction and in Section 3.3. The only difference compared to
Section 3.3 is that, due to the semi-derivatives in (4.22), the surface layer integral (4.21)
is in general not linear in the jets u and v. In order to obtain a bilinear form, we
modify (3.21) as follows.
Proposition 4.6. The mapping σ defined by
σ : (Jtest ∩ Jlin)× (Jtest ∩ Jlin)→ R , (u, v) 7→ 1
4
∑
s,s′=±
σs,s
′
ΩNt
(u, v)
is bilinear.
Proof. We have
σ(u, v) =
∫
ΩNt
dρ(x)
∫
M\ΩNt
dρ(y) σu,v(x, y)
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with
σu,v(x, y) =
1
4
∑
s,s′=±
σs,s
′
u,v (x, y)
=
(
∇+1,u +∇−1,u
)(
∇+2,v +∇−2,v
)
L(x, y)−
(
∇+1,v +∇−1,v
)(
∇+2,u +∇−2,u
)
L(x, y) .
The assumption (s1) and the symmetry of L(x, y) (condition (i) on page 5) imply that(∇+i,u +∇−i,u)L(x, y) is linear in u ∈ Jtest ∩ Jlin for i = 1, 2. Hence σu,v(x, y) is indeed
linear in u and v. 
Since the other considerations at the end of Section 3.3 apply without changes, we do
not repeat them here.
4.4. Local Minimizers and Second Variations. We now introduce the concept of
local minimizers of causal variational principles and explore the connection to second
variations. We derive a convenient criterion which ensures that a measure ρ is a local
minimizer (Proposition 4.10). This criterion will be used in the example of Section 5
to prove the existence of local minimizers.
We again consider families of variations (ρ˜τ )τ∈(−δ,δ) with ρ˜0 = ρ. We assume that
the measures ρ˜τ all satisfy the conditions in (2.3). Then the family of measures µτ
defined by
µτ := ρ˜τ − ρ , (4.24)
are in the Banach space B(F) of signed measures on F with the norm given by the
total variation.
Definition 4.7. The measure ρ is a local minimizer of the causal action if for every
family (ρ˜τ )τ∈[0,δ) of Borel measures which has the property that µτ defined by (4.24) is
a smooth regular curve µ : [0, δ)→ B(F) with µτ (F) = 0, there is δ0 ∈ (0, δ) such that(S(ρ˜τ )− S(ρ)) ≥ 0 for all τ ∈ [0, δ0) . (4.25)
We first derive the implications of local minimality. To this end, we assume that ρ is
a local minimizer. Then obviously the EL equations (2.7) hold, because the curve (2.8)
has the properties in the above definition. We consider variations (ρ˜τ )τ∈(−δ,δ) of the
form
ρ˜τ = (1 + τψ) ρ , (4.26)
where ψ is a real-valued function on F. In order to ensure that these measures are again
positive for sufficiently small δ > 0, we must assume that ψ is an essentially bounded
function. Moreover, these measures satisfy the conditions in the above definition if
and only if ∫
M
|ψ| dρ <∞ and
∫
M
ψ dρ = 0 .
Hence we must assume that ψ is in the space
D(Lρ) :=
{
ψ ∈ (L1 ∩ L∞)(M,dρ)
∣∣∣ ∫
M
ψ dρ = 0
}
. (4.27)
Then by interpolation, the function ψ is also a vector in the Hilbert space L2(M,dρ),
also denoted by (Hρ, 〈., .〉ρ). The operator Lρ was already analyzed in [11, Lemma 3.5]
in the compact setting. We now extend this analysis to the non-compact setting.
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Lemma 4.8. For ψ ∈ (L1 ∩ L∞)(M,dρ), the function Lρψ defined by
(Lρψ)(x) =
∫
M
L(x, y) ψ(y) dρ(y)
is in L2(M,dρ), giving rise to a linear operator
Lρ : D(Lρ) ⊂ Hρ → Hρ .
Proof. We apply Tonelli’s theorem to obtain∫
M
∣∣Lρψ∣∣2 dρ ≤ ‖ψ‖L∞(M) ∫
M
dρ(x)
∫
M
dρ(y) L(x, y) |ψ(y)|
∫
M
dρ(y′) L(x, y′)
= ‖ψ‖L∞(M)
∫
M
dρ(x)
∫
M
dρ(y) L(x, y) |ψ(y)|
(
`(x) +
ν
2
)
≤ ‖ψ‖L∞(M) sup
M
(
`+
ν
2
)∫
M
dρ(x)
∫
M
dρ(y) L(x, y) |ψ(y)|
= ‖ψ‖L∞(M) sup
M
(
`+
ν
2
)∫
M
dρ(y) |ψ(y)|
∫
M
dρ(x) L(x, y)
≤ ‖ψ‖L∞(M) sup
M
(
`+
ν
2
)2 ‖ψ‖L1(M) <∞ ,
where we used that L is symmetric and that ` is bounded according to our assump-
tion (2.2). This gives the result. 
Proposition 4.9. If ρ is a local minimizer, then the operator Lρ : D(Lρ) → Hρ is
positive (but not necessarily strictly positive).
Proof. Computing (2.5) for the variation (4.26) gives(S(ρ˜)− S(ρ)) = 2τ ∫
F
(
`(x) +
ν
2
)
ψ(x) dρ
+ τ2
∫
F
ψ(x) dρ(x)
∫
F
ψ(y) dρ(y) L(x, y) .
(4.28)
The first summand vanishes in view of the EL equations (2.7). The second summand,
on the other hand, exists in view of the estimates∫
F
ψ(x) dρ(x)
∫
F
ψ(y) dρ(y) L(x, y) ≤ ‖ψ‖L∞(M)
∫
F
ψ(x) dρ(x)
∫
F
dρ(y) L(x, y)
≤ ‖ψ‖L∞(M) sup
M
(
`+
ν
2
)∫
F
ψ(x) dρ(x) = ‖ψ‖L∞(M) sup
M
(
`+
ν
2
)
‖ψ‖L1(M) .
Rewriting the second summand in (4.28) as an expectation value, we obtain(S(ρ˜)− S(ρ)) = τ2 〈ψ,Lρψ〉ρ .
Applying the inequality (4.25) gives the result. 
We finally give a criterion which ensures that ρ is a local minimizer.
Proposition 4.10. Let ρ be a Borel measure with the following properties:
(a) The EL equations (2.10) are satisfied and in addition
`(x) = 0 =⇒ x ∈ supp ρ . (4.29)
(b) The Lagrangian L : F × F → R+0 is a bounded function.
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(c) The operator Lρ : D(Lρ)→ Hρ is strictly positive in the sense that there is ε > 0
such that
〈ψ,Lρψ〉ρ ≥ ε ‖ψ‖2ρ for all ψ ∈ D(Lρ) . (4.30)
Then ρ is a local minimizer.
We remark that condition (b) could be replaced by weaker boundedness assumptions.
We do not aim for maximal generality because condition (b) is suitable for the appli-
cations we have in mind.
Proof of Proposition 4.10. Let (ρ˜τ )τ∈[0,δ) be as in Definition 4.7. Since the curve µτ
in Definition 4.7 is regular, we know that ˙˜ρ0 is non-zero. Expanding (2.5) in powers
of τ , we obtain(S(ρ˜)− S(ρ)) = 2τ ∫
F
(
`(x) +
ν
2
)
d ˙˜ρ0(x) + τ
2
∫
F
(
`(x) +
ν
2
)
d ¨˜ρ0(x)
+ 2τ2
∫
F
d ˙˜ρ0(x)
∫
F
d ˙˜ρ0(x) L(x, y) + O
(
τ3
)
.
Due to the volume constraint, the signed measures ˙˜ρ0 and ¨˜ρ0 have total volume zero,
so that the terms involving ν drop out,(S(ρ˜)− S(ρ)) = 2τ ∫
F
`(x) d ˙˜ρ0(x) + τ
2
∫
F
`(x) d ¨˜ρ0(x)
+ 2τ2
∫
F
d ˙˜ρ0(x)
∫
F
d ˙˜ρ0(x) L(x, y) + O
(
τ3
)
.
(4.31)
We first consider the case that the measure χF\M ˙˜ρ0 is non-zero. Since the mea-
sures ρ˜τ are all positive, we know that χF\M ˙˜ρ0 is a positive measure. Hence, us-
ing (4.29), we conclude that ∫
F
`(x) d ˙˜ρ0(x) > 0 .
Hence the linear term in (4.31) ensures that (4.25) holds for sufficiently small τ .
It remains to consider the case that the measure ˙˜ρ0 is supported on M . Then the
linear term in (4.31) vanishes because of the EL equations (2.7). Repeating the above
argument with ˙˜ρ0 replaced by ¨˜ρ0, we find that χF\M ¨˜ρ0 is a positive measure. From
this it follows that ∫
F
`(x) d ¨˜ρ0(x) ≥ 0 .
Therefore, in order to conclude the proof, it remains to show that∫
M
d ˙˜ρ0(x)
∫
M
d ˙˜ρ0(y) L(x, y) > 0 . (4.32)
We now use the following approximation argument. We choose a sequence ψn ∈
D(Lρ) such that
ψn ρ→ ˙˜ρ0 6= 0 in B(F) . (4.33)
Then ∫
M
ψn(x) dρ(x)
∫
M
ψn(y) dρ(y) L(x, y)→
∫
M
d ˙˜ρ0(x)
∫
M
d ˙˜ρ0(x) L(x, y),
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because, setting ˙˜ρ0 = ψn ρ+ ∆ρ, we have∫
M
d ˙˜ρ0(x)
∫
M
d ˙˜ρ0(x) L(x, y)−
∫
M
ψn(x) dρ(x)
∫
M
ψn(y) dρ(y) L(x, y)
=
∫
M
d∆ρ(x)
∫
M
d∆ρ(y)L(x, y) + 2
∫
M
d∆ρ(x)
∫
M
ψn(y) dρ(y)L(x, y)
≤ C ‖∆ρ‖2B(F) + 2 ‖ψn‖L∞(M) sup
M
(
`+
ν
2
)
‖∆ρ‖B(F) → 0 ,
where C := supx,y∈F L(x, y) is the pointwise bound of the Lagrangian. Using the strict
positivity (4.30), we have
ε ‖ψn‖2ρ ≤ 〈ψn,Lρψn〉H =
∫
M
ψn(x) dρ(x)
∫
M
ψn(y) dρ(y) L(x, y), (4.34)
hence the left hand side of (4.32) cannot be negative. Let us assume that it is zero,∫
M
d ˙˜ρ0(x)
∫
M
d ˙˜ρ0(y) L(x, y) = 0 . (4.35)
Using (4.34), it follows that
‖ψn‖2ρ → 0 .
Thus ψn → 0 converges pointwise almost everywhere in M . It follows that ψnρ→ 0 in
B(F), in contradiction to (4.33). This shows that assumption (4.35) is false, concluding
the proof. 
5. Example: A Lattice System in R1,1 × S1
We now illustrate the previous constructions in a detailed example which has some
similarity to a U(1)-field on 2-dimensional Minkowski space. Furthermore, L is chosen
such that the minimizer is discrete, making the system suitable for a numerical analysis.
5.1. The Lagrangian. Let (R1,1, 〈., .〉) be two-dimensional Minkowski space. Thus,
denoting the space-time points by x = (x0, x1) and y, the inner product takes the form
〈x, y〉 = x0y0 − x1y1 .
Moreover, let F be the set
F = R1,1 × S1 .
We denote points in x ∈ F by x = (x, xϕ) with x ∈ R1,1 and xϕ ∈ [−pi, pi). Next, we
let A be the square
A = (−1, 1)2 ⊂ R1,1 .
Moreover, given ε ∈ (0, 14), we let I be the the following subset of the interior of the
light cones,
I =
{
x ∈ R1,1 ∣∣ 〈x, x〉 > 0 and |x0| < 1 + ε} .
Furthermore, we let f : R1,1 → R be the function
f(x) = χBε(0,1)(x) + χBε(0,−1)(x)− χBε(1,0)(x)− χBε(−1,0)(x)
(where χ is the characteristic function and Bε denotes the open Euclidean ball of
radius ε in R2 ' R1,1). Finally, we let V : S1 → R be the function
V (ϕ) = 1− cosϕ .
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Given parameters δ > 0, λI ≥ 2 and λA ≥ 2λI + ε, the Lagrangian L is defined by
L(x, y) = λA χA(x− y) + λI χI(x− y) + V (xϕ − yϕ) f(x− y)
+ δ χBε(0,0)(x− y) V (xϕ − yϕ)2 .
(5.1)
Lemma 5.1. The function L(x, y) is non-negative and satisfies the conditions (i) and
(ii) on page 5.
Proof. The only negative contributions to L(x, y) arise in the term V (xϕ−yϕ)f(x−y)
if x− y ∈ Bε(1, 0) ∪Bε(−1, 0). For x and y with this property, we have
V (xϕ − yϕ) f(x− y) ≥ −2 and λI χI(x− y) ≥ 2
because V (S1) ⊂ [0, 2] ⊂ R, λI ≥ 2 and Bε(1, 0) ∪ Bε(−1, 0) ⊂ I. We conclude
that L(x, y) ≥ 0.
Condition (i) is satisfied because the sets A and I are point-symmetric around x = 0,
f is a sum of characteristic functions of sets which are mutually point-symmetric
and V (ϕ) = V (−ϕ). Condition (ii) is satisfied because V is continuous and because
characteristic functions of open sets are lower semi-continuous. 
5.2. A Local Minimizer. We next introduce a universal measure ρ supported on the
unit lattice Γ := Z2 ⊂ R1,1 and show that for any δ > 0, it is a local minimizer of the
causal action in the sense of Definition 4.7.
Lemma 5.2. The measure ρ given by
ρ =
∑
x∈Γ
δ(x,0) (5.2)
satisfies the conditions (iii) and (iv) (on page 6) as well as (v) and (vi) (on page 14).
Proof. Condition (iii) is satisfied because for every x ∈ F, a neighborhood U with
ρ(U) < ∞ is given for example by U = Bε(x)× (xϕ − ε, xϕ + ε) ⊂ R1,1 × S1. Condi-
tion (iv) is satisfied because the function L(x, .) is bounded and has compact support
(which implies ρ-integrability and boundedness of `), and because ` is a finite sum of
lower semi-continuous functions.
Condition (v) is satisfied because the generalized derivative of characteristic func-
tions exists. Condition (vi) holds because `(x) is a finite sum of terms of the form
L(x, y). Hence differentiation and integration may be interchanged. 
Clearly, the support of the above measure is given by
M := supp ρ = Γ× {0} ⊂ F . (5.3)
Lemma 5.3. The measure (5.2) satisfies the EL equations (2.10) if the parameter ν
in (2.2) is chosen as
ν = 2λA + 4λI . (5.4)
If δ > 0, the implication (4.29) holds.
Proof. If x ∈M , a direct computation using (5.1) and (2.2) shows that
`(x) = λA + 2λI − ν
2
= 0 .
Conversely, if x /∈M , then either x /∈ Γ or xϕ 6= 0. In the first case, the characteristic
function χA(x − .) equals one on at least two lattice points, implying that `(x) ≥
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2λA+2λI− ν2 = λA > 0. In the remaining case x ∈ Γ and xϕ 6= 0, the term δV (xϕ−0)2
is non-negative, and it is strictly positive if δ > 0. This concludes the proof. 
This lemma shows that for δ > 0, condition (a) in Proposition 4.10 is satisfied. The
following Lemma shows that condition (c) holds as well:
Lemma 5.4. Choosing λA ≥ 2λI + ε, the inequality
〈ψ,Lρψ〉ρ ≥ ε ‖ψ‖2ρ holds for all ψ ∈ D(Lρ) .
Proof. For ψ ∈ D(Lρ) as defined by (4.27) and et := (1, 0) ∈ R1,1, we have(Lρψ)(x) = λAψ(x) + λI(ψ(x+ et)+ ψ(x− et))
and hence
〈ψ,Lρ ψ〉ρ = λA‖ψ‖2ρ + λI
∑
x∈Γ
ψ
(
x
)(
ψ
(
x+ et
)
+ ψ
(
x− et
))
. (5.5)
Applying Young’s inequality∣∣∣ψ(x) ψ(x+ et)∣∣∣ ≤ 1
2
(∣∣ψ(x+ et)∣∣2 + ∣∣ψ(x)∣∣2) ,
the second term of (5.5) can be estimated by
λI
∑
x∈Γ
ψ
(
x
)(
ψ
(
x+ et
)
+ ψ
(
x− et
)) ≥ −2λI‖ψ‖2ρ .
Hence 〈ψ,Lρ ψ〉ρ ≥ (λA − 2λI)‖ψ‖2ρ, giving the result. 
Corollary 5.5. The measure ρ is a local minimizer of the causal action.
Proof. Lemma 5.3 shows that condition (a) in Proposition 4.10 holds. Condition (b)
follows because L(x, y) as defined by (5.1) is bounded on F × F. Lemma 5.4 yields
condition (c). 
5.3. The Jet Spaces. We next determine the jet spaces. Clearly, in our setting of a
discrete lattice (5.3), every function on M can be extended smoothly to a neighborhood
of M . Thus the jet space (4.4) can be written as
J =
{
u = (a, u) with a : M → R and u : M → TF} .
When extending these jets to F, for convenience we always choose an extension u :
F → TF which is locally constant on M . We denote the vector component by u =
(u0, u1, uϕ). In order to determine the differentiable jets, we recall from the the proof
of Lemma 5.3 that {
`(x, xϕ) = δ V (xϕ)2 if x ∈ Γ
`(x, xϕ) ≥ λA + δ V (xϕ)2 if x /∈ Γ .
Hence the differentiable jets (4.7) are given by
Jdiff =
{
u = (a, u) with a : M → R and u = (0, 0, uϕ) : M → TF} . (5.6)
We choose Jtest = Jdiff.
Proposition 5.6. The linearized solutions Jlin of Definition 4.3 consist of all jets
v = (b, v) ∈ J with the following properties:
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(A) The scalar component b : M → R satisfies the equation
λA b(x, 0) + λI
(
b(x+ et, 0) + b(x− et, 0)
)
= 0 . (5.7)
(B) The vector component v : M → TF consists of a constant vector v ∈ R1,1 and
a function vϕ : M → R, i.e.
v(x) =
(
v, vϕ(x)
)
,
where the function vϕ satisfies the discrete wave equation on Γ,∑
y∈Γ
f(x− y) vϕ(y, 0) = 0 . (5.8)
Proof. For ease in notation, we identify M = Γ×{0} with the lattice Γ. Our first aim
is to show that that a jet v ∈ J satisfies condition (l1) in Definition 4.3 if and only if
it is of the form
v(x) =
(
a(x), v, vϕ(x)
)
(5.9)
with a constant vector v ∈ R1,1 and mappings a, vϕ : Γ→ R.
Since (l1) does not pose a condition on the scalar component, it suffices to consider
the vector component v = (v, vϕ). Moreover, using that the Lagrangian is smooth in
the variables xϕ and yϕ, it suffices to consider the component v. If v is a constant
vector in Minkowski space, its flow does not change the difference vector x− y in the
Lagrangian (5.1). Therefore, the combination of directional derivatives in (4.19) exists
and vanishes, implying that the jets of the form (5.9) satisfy the condition (l1).
The following argument shows that for every jet satisfying (l1) the component v
is indeed constant: Assume conversely that v : Γ → R1,1 is not constant. Then
there are neighboring points x, y ∈ Γ with v(x) 6= v(y). In order for the combina-
tion of directional derivatives in (4.19) to exist, the function L(Fτ (x), Fτ (y)) must be
differentiable in τ . This implies that the characteristic functions in (5.1) must be con-
tinuous at τ = 0. We first evaluate this condition if x and y are diagonal neighbors
(i.e. y = x+ (±1,±1)). In this case, for the characteristic function χI(Fτ (x)− Fτ (y))
to be continuous, the vector v(x) − v(y) must be collinear to x − y. But then the
continuity of the characteristic function χA((Fτ (x)− Fτ (y)) implies that v(x) = v(y).
This a contradiction. We conclude that v is constant on the even and odd sublattices
of Γ. In the remaining case that v describes a constant translation of the even sublat-
tice relative to the odd sublattice, we can choose neighboring lattice points x, y ∈ Γ
(one on the odd and one on the even sublattice) such that the vector v(x) − v(y) is
non-zero and is not tangential to the discontinuity of the characteristic function χA.
This implies that the function χA(Fτ (x)− Fτ (y)) is not continuous at τ = 0, which is
again a contradiction.
We conclude that condition (l1) in Definition 4.3 is satisfied precisely by all jets of
the form (5.9). For such jets, the first part of condition (l2) is satisfied because L(x, .)
has bounded support and is smooth in xϕ. It remains to evaluate the linearized field
equations (4.17). Since all our jets are locally constant, for u = (a, u) ∈ Jtest and
28 F. FINSTER AND J. KLEINER
x, y ∈M we have
∇u(x)∇1,vL(x, y) =
(
a(x) + uϕ(x)
∂
∂xϕ
)(
b(x) + vϕ(x)
∂
∂xϕ
)
L(x, y)
(∗)
=
(
a(x) b(x) + uϕ(x) vϕ(x)
∂2
∂xϕ2
)
L(x, y)
= a(x) b(x)L(x, y)− uϕ(x) vϕ(x) f(x− y) ,
where in (∗) we used that the term involving the first derivative vanishes since V (ϕ)
is minimal at ϕ = 0. Similarly,
∇1,u∇2,v L(x, y) = a(x) b(y)L(x, y) + uϕ(x) vϕ(y) f(x− y) . (5.10)
Hence, for any x ∈M , the linearized field equation (4.17) can be written as(
λA + 2λI
)
a(x) b(x) + λA a(x) b(x) + λI
(
a(x) b(x+ et) + a(x)b(x− et)
)
+ uϕ(x)
∑
y∈Γ
vϕ(y) f(x− y)− a(x)b(x) ν
2
, (5.11)
where we used the fact that
∑
y∈Γ f(x − y) = 0. Evaluating (5.11) for u = (a, 0) ∈
Jtest and using (5.4) gives (5.7). Similarly, evaluating (5.11) for u = (0, u) ∈ Jtest
yields (5.8). 
5.4. The Symplectic Form. We now construct the symplectic form. In preparation,
we need to verify all technical assumptions.
Lemma 5.7. The conditions (s1) to (s3) on page 19 are satisfied.
Proof. Condition (s1) follows because jets in Jlin∩Jtest only have a vϕ-component and
L(x, y) is smooth in xϕ and yϕ. Condition (s2) follows from Definition 5.2 and the fact
that the support of L(x, .) is finite, so that the ρ-integration reduces to a finite sum.
Condition (s3) is satisfied because for u, v ∈ Jtest ∩ Jlin, the commutator vanishes due
to our choice of locally constant jets. 
Next, in order to find an explicit expression for the symplectic form (4.21), we choose
a constant time slice
Nt =
{
x ∈ Γ ∣∣x0 = t} with t ∈ Z .
We let ΩNt be the past of Nt, i.e.
ΩNt =
{
x ∈ Γ ∣∣x0 ≤ t} .
Proposition 5.8. If we choose Jtest as the jets with spacelike compact support,
Jtest =
{
u ∈ Jdiff ∣∣ supp u|Nt is a finite set for all t ∈ Z} ,
the symplectic form (4.21) is given by
σΩNt (u, v) = λI
∑
x∈Nt
(
a(x) b(x+ et)− a(x+ et) b(x)
)
+
∑
x∈Nt
(
uϕ(x+ et) v
ϕ(x)− uϕ(x) vϕ(x+ et)
)
,
(5.12)
where again et := (1, 0) ∈ R1,1.
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Remark 5.9. Note that the second sum (5.12) is the usual symplectic form associ-
ated to a discrete version of the wave equation on R1,1. Namely, after adding the
terms vϕ(x)uϕ(x)− vϕ(x)uϕ(x) = 0 to the each summand (and similarly for the scalar
component) and taking a suitable limit et → 0, we obtain
σΩNt (u, v) =
∑
x∈Nt
(
u˙ϕ(x) vϕ(x)− uϕ(x) v˙ϕ(x))+ ∑
x∈Nt
λI
(
a(x) b˙(x)− a˙(x) b(x)) ,
where the dot denotes the discrete t-derivative. ♦
Proof of Proposition 5.8. The proof of Proposition 5.6 still goes through if Jtest is
restricted to jets with spatially compact support. Given u, v ∈ Jtest ∩ Jlin, by ap-
plying (5.10) and Proposition 5.6, we can compute (4.22) to obtain (for any choice
of s, s′ ∈ {±})
σu,v(x, y) = ∇1,u∇2,vL(x, y)−∇1,v∇2,uL(x, y)
= a(x) b(y)L(x, y)− b(x) a(y)L(x, y) + uϕ(x) vϕ(y) f(x− y)− vϕ(x)uϕ(y) f(x− y)
(where we again identified M = Γ× {0} with Γ). Using that
σΩNt (u, v) =
∑
x∈ΩNt
∑
y∈M\ΩNt
σu,v
(
(x, 0), (y, 0)
)
,
we obtain (5.12). 
Appendix A. The Fre´chet Manifold Structure of B
As in Section 3 we assume that F is a smooth manifold of dimension m ≥ 1.
We want to endow the set B with the structure of a Fre´chet manifold. The first
step is to specify the topology on the set B in (3.7). We choose the compact-open
topology defined as follows. First, parametrizing the measures according to (3.6) by a
pair (f, F ) ∈ C∞(F,R) × C∞(F,F), we can identify B with a subset of the space of
such pairs,
B ⊂ C∞(F,R)× C∞(F,F) .
Our task is to endow the sets C∞(F,R) and C∞(F,F) with the structure of a Fre´chet
manifold. Once this has been accomplished, the Fre´chet structure on B can be in-
troduced simply by assuming that B is a Fre´chet submanifold of the product mani-
fold C∞(F,R)× C∞(F,F).
Being a vector space, the space C∞(F,R) can be endowed even with the structure
of a Fre´chet space. To this end, on F we choose an at most countable atlas (xλ, Uλ)λ∈Λ
(with an index set Λ ⊂ N) whose charts xλ : Uλ → Rm are defined on relative compact
subsets Uλ ⊂ F. We then consider the Fre´chet topology induced by the Ck-norms in
these charts, i.e.
‖f‖k,λ :=
∥∥f ◦ x−1λ ∥∥Ck(xλ(Uλ)) .
The resulting topology is metrizable. It is induced for example by the distance function
d(f, g) :=
∞∑
k=0
∑
λ∈Λ
2−k−λ arctan ‖f − g‖k,λ .
In order to endow C∞(F,F) with the structure of a Fre´chet manifold, we work locally
in a neighborhood of a point F ∈ C∞(F,F). First, we refine the previous atlas (xλ, Uλ)
in such a way that the domains Uλ are all convex geodesic neighborhoods with respect
to a chosen Riemannian metric g on F. Moreover, we further refine this atlas to a new
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atlas (yγ , Vγ)γ∈Γ in such a way that F maps the domains of the new charts to domains
of the old charts, meaning that for every γ ∈ Γ there is λ(γ) ∈ Λ such that
F (Vγ) ⊂ Uλ(γ)
(for example, one can choose the domains of the new charts as open subsets of the
sets Uλ ∩ F−1(Uν) for λ, ν ∈ Λ and introduce the charts as the restrictions of xλ to
the new domains). We restrict attention to mappings G which are so close to F that
they map to the same charts, i.e.
G(Vγ) ⊂ Uλ(γ) for all γ ∈ Γ . (A.1)
For such mappings, we can define the Ck-norms by
‖G− F‖k,γ =
∥∥xλ(γ) ◦G ◦ y−1γ − xλ(γ) ◦ F ◦ y−1γ ∥∥Ck(yγ(Vγ)) .
The resulting Fre´chet topology is again metrizable, as becomes obvious for example
by setting
d(F,G) =

4 if (A.1) is violated
∞∑
k=0
∑
γ∈Γ
2−k−λ arctan ‖F −G‖k,γ if (A.1) holds .
It remains to construct a local chart around F . To this end, it suffices to consider
mappings G which satisfy (A.1). Then, since the domains of the charts Uλ are all
geodesically convex, for any x ∈ F there is a unique vector v(x) ∈ TF (x)F with the
property that G(x) = expF (x) v(x). In this way, the mapping G can be described
uniquely by a vector field v ∈ C∞(F (F), TF) on F along F (F). The mapping G → v
is the desired chart, taking values in the linear space C∞(F (F), TF).
For clarity, we finally explain what the tangent vectors of B are, how these tangent
vectors act on functions, and how these derivatives are related to the derivative ∇u as
defined in (3.4). These elementary facts are also needed for the computation of the
exterior derivative dγ in the proof of Lemma 3.4. Given v = (b, v) ∈ TρB, we let ρ˜τ be a
smooth curve in B with ρ˜τ |τ=0 = ρ and ρ˙τ |τ=0 = v. We again write the measures ρ˜τ in
the form (3.10) (see Lemma 3.2), so that (3.11) holds. Then the directional derivative
of a smooth function φ on B is defined as usual by
vφ =
d
dτ
φ
(
ρ˜τ
)∣∣
τ=0
.
In particular, the derivative of γ(u) as defined in (3.23) is given by
vγ(u)
∣∣
ρ˜
=
d
dτ
∫
ΩNt
dρ
∫
M\ΩNt
dρ fτ (x)∇2,uL
(
Fτ (x), Fτ (y)
)
fτ (y)
∣∣∣
τ=0
=
∫
ΩNt
dρ
∫
M\ΩNt
dρ
(∇v(x) +∇v(y))∇2,uL(x, y) .
We point out that here the derivative ∇v(y) also acts on the jet u in the derivative ∇2,u.
The commutator of such products of derivatives can be computed with the help of the
following lemma.
Lemma A.1. For u, v ∈ TρB, we have
∇[u,v] =
[∇u,∇v] . (A.2)
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Proof. Again denoting u = (a, u) and v = (b, v), for any smooth function η on F we
have
∇u∇vη(x) =
(
a(x) +Du
)(
b(x) +Dv
)
η(x) and (A.3)[∇u,∇v]η(x) = D[u,v]η(x) + (Dub)(x) η(x)− (Dva)(x) η(x) . (A.4)
In order to compute the commutator [u, v], we consider diffeomorphisms Φτ , Φ˜s : B →
B along the vector fields u and v, i.e.
Φ0 = id, ∂τΦτ = u ◦ Φτ and Φ˜0 = id, ∂sΦ˜s = v ◦ Φ˜s .
Then ∫
F
η(x) d
(
Φτ Φ˜sρ
)
(x) =
∫
F
fτ (x) η
(
Fτ (x)
)
d
(
Φ˜sρ
)
(x)
=
∫
F
f˜s(x) fτ
(
F˜s(x)
)
η
(
Fτ
(
F˜s(x)
))
dρ(x)
Differentiating with respect to s and τ at τ = s = 0 gives∫
F
η(x) d
(
uvρ
)
(x) =
d2
dτds
∫
F
η(x) d
(
Φτ Φ˜sρ
)
(x)
∣∣∣∣
s=τ=0
=
d2
dτds
∫
F
f˜s(x) fτ
(
F˜s(x)
)
η
(
Fτ
(
F˜s(x)
))
dρ(x)
∣∣∣∣
s=τ=0
=
∫
F
(
a(x) b(x) + (Dva)(x)
)
η(x) dρ(x)
+
∫
F
(
b(x) (Duη)(x) + a(x) (Dvη)(x)
)
dρ(x)
+
∫
F
DvDuη(x) dρ(x) .
Likewise, exchanging the two diffeomorphism gives the vector vuρ. Hence∫
F
η(x) d
(
[u, v]ρ
)
(x) =
∫
F
(
D[v,u]η + (Dva) η − (Dub) η
)
dρ(x) , (A.5)
This shows that
[u, v] =
(
Dub−Dva , [u, v]
)
.
Comparing with (A.4) and the definition of ∇u in (3.4) gives (A.2).
We finally note for clarity that the minus sign in (A.5) arises because jets u, v act
on functions on B, whereas the derivatives ∇u and ∇v act on functions on M . When
rewriting compositions of jets uv as compositions of derivatives on M , the order of the
composition is interchanged to ∇v∇u. 
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