In this work we show, for a class of dissipative semilinear parabolic problems, that the global compact attractor varies continuously with respect to parameters in the equations. Applications to a parabolic problem with nonlinear boundary conditions are also obtained.
Introduction
Let Ω be an open bounded region in R n with smooth boundary, a a positive number, and consider the semilinear parabolic problem with nonlinear Neumann boundary conditions
⎧ ⎨ ⎩ u t (x, t) = u(x, t) − au(x, t) + f u(x, t) , x ∈ Ω, t > 0, ∂u ∂N (x, t) = g u(x, t) , x ∈ ∂Ω, t > 0. (1.1)
It has been shown that, under appropriate growth and dissipative conditions on the nonlinearities f and g, the problem (1.1) has a global attractor (see, for example [5] and [12] ).
We are interested here in studying the dependence of the global attractor of (1.1) with respect to perturbations of the domain Ω. In fact, we shall prove the attractor changes continuously with respect to regular variations the domain. Results on this direction have been obtained in [13] for the problem with Dirichlet boundary conditions. In [4] the authors prove continuity of the attractor for Neumann homogeneous boundary conditions and some kinds of singular perturbations of the boundary. The continuity of the equilibria of (1.1) has been proved in [3] , where the authors also allow some kinds of singular perturbations.
One of the difficulties here is that the functional spaces change as we change the region. Our first task is then to find a way to compare the attractors of problem (1.1) in different regions. One possible approach is the one taken by Henry in [8] which we describe very briefly. For a different approach, see [4] or [3] .
Given an open bounded C m region Ω ⊂ R n , consider the following open subset of C m (Ω, R n ) Diff m (Ω) = h ∈ C m Ω, R n ; h is injective and 1 |det h (x)| is bounded in Ω .
We introduce a topology in the collection of regions
h(Ω); h ∈ Diff m (Ω)
by defining a (sub-basis of) the neighborhoods of a given Ω by h(Ω); h − i Ω C m (Ω,R n ) < ε, ε > 0 sufficiently small .
Michelleti [11] has shown this topology is metrizable. We denote by M m (Ω) or simply M m this (separable) metric space. We say that a function F defined in the space M m with values in a Banach space is C m or analytic if h → F (h(Ω)) is C m or analytic as a map of Banach spaces (h near i Ω in C m (Ω, R n )). In this sense, we may express problems of perturbation of the boundary of a boundary value problem as problems of differential calculus in Banach spaces. If h : Ω → R n is a C k embedding, we may consider the 'pull-back' of h
defined by h * (ϕ) = ϕ • h, which is an isomorphism with inverse h −1 * . Other function spaces can be used instead of C k , and we will actually be interested mainly in Sobolev spaces and fractional power spaces.
If F h(Ω) : C m (h(Ω)) → C 0 (h(Ω)) is a (generally nonlinear) differential operator in Ω h = h(Ω)
we can consider h * F h(Ω) h * −1 , which is a differential operator in the fixed region Ω. (in appropriate spaces). In particular, if A h is the global attractor of (1.1) in H 1 (Ω h ), theñ A h = {v • h | v ∈ A h } is the global attractor of (1.2) in H 1 (Ω) and conversely. In this way we can consider the problem of continuity of the attractors as h → i Ω in a fixed phase space. We will assume that f and g are continuous and satisfy a suitable 'dissipative condition' stated in terms of a associate linear system which we describe precisely in the next section.
Now it is easily seen that v(·, t) satisfies (1.1) in Ω h if and only if u(·, t) = h * v(·, t) (that is, u(x, t) = v(h(x), t)) satisfies ⎧ ⎪ ⎨ ⎪ ⎩ u t (x, t) = h *

Ω h h * −1 u(x, t) − au(x, t) + f u(x, t) , x ∈ Ω, t > 0,
Under these conditions, it has been proved in [2] that the attractors of (1.2) are uniformly bounded in L ∞ , for h in a neighborhood of the inclusion (see also [12] for similar arguments in fractional power spaces). To accomplish that we may work in an L p -setting with p big enough so that no growth condition on either f or g is necessary. After that, we can perform the standard trick of 'cutting' f and g outside a ball containing the attractors so as to have them (and as many of their derivatives as wished), globally Lipschitz without changing the attractors. As shown in [2] , the attractors do not change if we then change the phase space to an L 2 -setting. Therefore we may and will, afterwards, work in fractional spaces associated to our operator defined in L 2 -like spaces.
This paper is organized as follows: in Section 2 we fix some notation, recall some background results and state precisely our hypotheses. In Section 3 we prove continuity of attractors in a abstract setting. These results are applied to our context in Section 4 to obtain the upper and lower continuity of attractors. To this end we needed to prove some auxiliary results of calculus in Banach spaces. We leave to the last section a technical part of the proof concerning the continuity of the unstable manifolds of the equilibria.
Notations and background results
Let Ω be a smooth (C 2 ) region. For each h ∈ Diff 2 (Ω), let B h be the Laplacian operator with Neumann homogeneous boundary conditions in
Consider now the operator A h = h * (B h − a)h * −1 defined in the fixed region Ω. Since h * and h * −1 are isomorphisms (in the appropriate spaces), the operator −A h is a self-adjoint positive operator in L 2 (Ω), with
Thus for any λ > 0 the fractional power spaces X α h = D((−A h ) α ) generate a scale of Banach spaces which coincide with the complex or real interpolation spaces (see [14, pp. 141-142] ). We have for α 0, X α h → H 2α and X −α h = X α h , where means the duality with respect to the bilinear pairing ·,· L 2 (see [7] ). Furthermore,
We may extend the operator A h to an operator
by duality and then we may define, by interpolation, for any 0 ε 1, the operator A h,−ε :
h (see [12] for details).
From now on, we write A h for A h,−1/2 to simplify the notation. We also denote by J h the determinant of the Jacobian matrix h x = (
, we obtain, integrating by parts,
Since (2.1) is well defined for any u ∈ H 1 (Ω), it gives the expression of A h for any u in its domain.
Suppose v(·, t) is a solution of (1.1) in Ω h . Multiplying by ψ ∈ H 1 (h(Ω)) and integrating by parts, we obtain
Changing variables back to the fixed region Ω, we obtain
, where J h is the determinant of the Jacobian matrix h x = ( ∂h i ∂x j ) n i,j =1 and J ∂Ω h the determinant of the Jacobian matrix of the diffeomorphism h : ∂Ω → ∂h(Ω).
For each h ∈ Diff 2 (Ω) consider the (nonlinear) operators: We also denote
In view of (2.1) and (2.2), it is natural to consider our problem in the abstract forṁ
with 1 2 r < 1. In fact, it has been proved in [12] that, with appropriate hypotheses, (2.5) is 'equivalent' to problem (1.2). We now state precisely these hypotheses. 
Remark 2.1. Since h * h(Ω) h * −1 is analytic in h the hypothesis (H2) also holds in h(Ω) if h is close enough to the inclusion of i : Ω → R n .
Under hypotheses (H1), (H2), it has been shown that problem (1.2) is well posed, its solutions are globally defined and admit a global compact attractor (see [1] or [12] ). As shown in [2] these attractors are uniformly bounded in L ∞ for h close enough to the inclusion in Ω.
Continuity of attractors in an abstract setting
We work first in an abstract setting. 
Proof. Simple computations show that in the sector S b,φ , we have
Therefore,
2. From this we obtain
by ( Then, there exists a neighborhood V of γ 0 such that A γ is sectorial if γ ∈ V and the family of (linear) semigroups e −tA γ satisfies
for t > 0, where b is as in Lemma 3.1 and
Proof. If γ is sufficiently close to γ 0 we have
and K(γ )
To simplify the notation we suppress, from now on, the dependence of K and on γ . By Lemma 3.1, A γ is sectorial and the estimate
We estimate the integrand as follows. Firstly we have for
Proceeding as in the proof of Lemma 3.1, we obtain
It follows that
where
From the resolvent identity, we obtain
Proceeding as in Lemma 3.1
and
From (3.8) and (3.9), we obtain
The last inequality follows immediately from [7, Theorem 1.
We now recall some results on spectral projections and exponential bounds (see [7] ). Let σ (A) denote the spectrum of A. A set σ ⊂ σ (A) ∪ {∞} is called a spectral set if both σ and (σ (A) ∪ {∞}) \ σ are closed in the extended plane C ∪ {∞}.
Suppose σ 1 is a bounded spectral set and σ 2 = σ (A) \ σ 1 , so σ 2 ∪ {∞} is another spectral set. Let E 1 , E 2 be the projections associated with these spectral sets. If X j = E j (X), j = 1, 2, then X = X 1 ⊕ X 2 , the X j are invariant under A and, if A j is the restriction of A to X j , then If we denote by E 1 (respectively E 1γ ), E 2 (respectively E 2γ ) the corresponding spectral projections, then
Proof. Let Γ be a closed continuous curve in the left half-plane enclosing σ 1 . It follows from [9, Theorems 4.2.14 and 4.3.16] that σ 1γ is also in the interior of Γ for γ sufficiently close to γ 0 , while σ 2γ is in the exterior of another curve passing through λ = β enclosing σ 1 . Therefore, we have
where Γ is traversed counterclockwise. We prove the second claim. The first one is similar but easier. Since Γ is a compact curve in the resolvent set of A, there exist constants R and ρ such that (λ − A) −1 R and |λ| ρ for any λ ∈ Γ . Arguing as in (3.4), we obtain for any λ ∈ Γ A(λ − A)
2 if γ is sufficiently close to γ 0 . Thus, working as in (3.5)
From (3.8) and (3.12) we obtain, arguing as in (3.4)
Thus, using (3.12) and (3.13)
from which it follows that
Therefore we obtain, by the resolvent identity, (3.11) and (3.14)
and the result for E 1γ is proved. Since E 2γ = I − E 1γ , E 2 = I − E 1 the result also follows easily for them. 
for t < 0, where
We prove the estimates for e −tA γ E 2γ = e −tA 2γ E 2γ . Since the operators A 1γ are bounded, the corresponding estimates are simpler. We first show the family A 2γ satisfies an estimate analogous to the one in the hypothesis of Theorem 3.3. We have, for any x in D(A)
with C 2 (γ ) → 0 as γ → γ 0 by Lemma 3.4. We now recall that A 2γ is sectorial and, if γ is close enough to γ 0 an estimate of the form If Γ is a contour in −S b,φ with |arg λ − b| → π − φ as |λ| → ∞ then, for any
Now, if λ is in the resolvent set of
But, since the resolvent set of A 2γ contains the sector S β,φ , by Cauchy's Theorem, the contour Γ can now be shifted to a contourΓ in −S β,φ with |arg λ − β| → π − φ as |λ| → ∞. Thus, for any 
exists for x 0 in bounded subsets of X α , λ in a neighborhood of λ 0 and t 0 t T . Then the function λ → x(t, x 0 , λ) ∈ X α is continuous at λ 0 uniformly for x 0 in bounded subsets of X α and t 0 t T .
Proof. Let b be the exponential rate of decay of the semigroup generated by A λ , λ in the neighborhood of λ 0 , given by Theorem 3.3. We write x λ (t) and x(t) for the solutions of (3.16) with parameter values λ and λ 0 . If x 0 belongs to a bounded set B of X α we have, by the variation of constants formula 
where M is such that
It follows from Gronwall's inequality (see [7] 
), that x λ (t) − x(t) α (C(λ) + θ (λ))N M, where M = M(L, M, N, α, T ) < ∞. This proves the claim. 2
One can prove the same result under slightly different hypotheses.
Lemma 3.7. Suppose Y is a metric space, Λ is an open set in Y , {−A λ } λ∈Λ is a family of operators in a Banach space X satisfying the conditions of Theorem
3.3 at λ = λ 0 , U is an open set in R + × X α , 0 α < 1,
and f : U × Λ → X is Hölder continuous in t. Suppose also that, for any bounded subset D ⊂ U , f is continuous in λ at λ 0 uniformly for (t, x) in D, and there is a constant L = L(D), such that f (t, x, λ) − f (t, y, λ) L x − y α for (t, x), (t, y) in D and λ ∈ Λ. Suppose further that the solutions x(t, x 0 , λ) of the problem
exist and remain in a bounded subset of X α when x 0 varies in a bounded subset of X α , λ in a neighborhood of λ 0 and t 0 t T . Then the function λ → x(t, x 0 , λ) ∈ X α is continuous at λ 0 uniformly for x 0 in bounded subsets of X α and t 0 t T .
Proof.
The proof is similar to Lemma 3.6. We do not need now to prove boundedness of the solutions which is part of the hypotheses, but we have to show that the image by f remains in a bounded set using the Lipschitz property. 
Let T (t, λ)(x 0 ) be the nonlinear semigroup in X α given by the solutions of the problem
dx dt = A λ x + f (x, λ), t > t 0 , x(t 0 ) = x 0 . (3.17)
Suppose also that, for each λ ∈ Λ there exists a global compact attractor A λ for T (t, λ)(x), the union λ∈Λ A λ is a bounded set in X and f maps this union into a bounded set of X. Then the family A λ is upper semicontinuous.
Proof. If f (x)
N for any x ∈ λ∈Λ A λ then, taking an initial condition x 0 ∈ A λ ,
Taking t − t 0 = 1 and observing that T (1, λ)(A λ ) = A λ , we obtain that λ∈Λ A λ is also in a bounded set B of X α . Given ε > 0, there exists then t 0 , such that δ(T (t 0 , λ 0 )B, A λ 0 ) ε/2. Now, if λ is close enough to λ 0 , we have from Lemma 3.7 
, δ(T (t 0 , λ)(B), T (t 0 , λ 0 )(B)) ε/2 and, therefore δ(T (t 0 , λ)B,
Lower semicontinuity can also be proved under some additional hypotheses. Proof. The result follows from results in [6] (see also [4] ), once continuity of the unstable manifolds of the equilibria is proved. We leave the proof of this last fact to Section 5. 2
Continuity of attractors for the Neumann problem with nonlinear boundary conditions
We now verify that the hypotheses of Theorems 3.9 and 3.10 hold for problem (2.5). We first consider the linear problem. 
Proof. The hypotheses that −A i Ω is a sectorial operator and D(−
We only need to show that there exist positive functions (h) and K(h) such that
for all u ∈ D(−A i Ω ), where lim h→i Ω K(h) = 0 and lim h→i Ω (h) = 0. More precisely, we show
for all u ∈ H 1 (Ω) and for all ψ ∈ H 1 (Ω) with lim h→i Ω (h) = 0.
Firstly we have for all h
We need to express the coefficients of h * ∇ h(Ω) h * −1 in terms of h. To this end, we write
where b ij (x) is the i, j entry in the inverse-transpose of the Jacobian matrix h x = [
with δ ij = 1 if i = j and 0 otherwise. Now, we can estimate the first integral of (4.1) as follows:
where C 0 (h) and C 0 (h) are functions depending on b ij and
Analogously, we estimate the other integrals
. From this, the result follows readily. 2
We now need to obtain regularity properties for the map H h = F h + G h defined in (2.3) and (2.4). To this end, we first recall some definitions.
is a bounded linear operator and, for each q ∈ X
is a bounded linear operator and
It is clear that F-differentiability ⇒ H-differentiability ⇒ G-differentiability. On the other hand, we have the following partial converse. 
uniformly for q = 1 (where q denotes the norm in X 1 ). Suppose this is not the case and let (t n , q n ) be a sequence in R × X 1 such that t n → 0, q n = 1 and for some ε > 0 and all n
By compacity, there exists a subsequence of q n which we still denote by q n , converging in X to q ∈ X. Therefore
Since f is H-differentiable at p,
Since T (q n − q) also goes to 0, we reach a contradiction with (4.2). 2
Lemma 4.4. Suppose g is a C 2 bounded function with bounded derivatives. Then the map
for anyu ∈ H 1 (Ω).
Proof. For any (u, h)
where K is the constant of the embedding
For the first term in (4.4), we have
where 0 < |t * | < |t| and K 0 is the constant of the embedding
For the second term
The integrand in (4.6) is bounded by the integrable function 4
as t → 0, for any x ∈ ∂Ω, since 0 < |t * * | < |t * | < |t|. Therefore
as t → 0 by Lebesgue's Dominated Convergence Theorem. From (4.4), (4.5) and (4.7), it follows that
We will need the following result. Its simple proof is omitted. 
The Fréchet differentiability G with respect to u (and its expression) follows from Lemmas 4.3 and 4.4. It remains to prove its continuity. Suppose u n is a sequence converging to u in H r (Ω) and h ∈ Diff 2 (Ω). Write
The integrand in (4. Proof. The set of h ∈ Diff m (Ω), such that all equilibria of (1.2) are hyperbolic is a residual, therefore dense, set as proved in [8] . Since, with the hypotheses assumed, the equilibria all lie in a compact set, it must also be open. To prove continuity, we may, without loss of generality, suppose h = i Ω , by 'transferring the origin' to the region h 0 (Ω). Now u ∈ H 1 (Ω) is an equilibrium of (1.2) if and only if it is a zero of the map
where H is a neighborhood of i Ω . The result then follows by the Implicit Function Theorem (see [10, 
Proof. As observed in Remark 2.1, the flow generated by (1.2) admits a global compact attractors for h close enough to the inclusion in Ω and they are uniformly bounded in L ∞ . Moreover, by Lemma 4.7, the application H maps bounded sets of H r (Ω) into bounded sets of H −1 (Ω). The upper semicontinuity of the family A h follows then from Theorem 3.9. 2
We are now in a position to prove our main result, under the additional assumption that the equilibria of (1.2) are all hyperbolic. Proof. The result follows from regularization properties of the semigroup given by (1.2) and continuity of the embeddings
as in Corollary 4.8 of [13] . 2
Continuity of local manifolds
In this section, we prove continuity of the local stable and unstable manifolds near an equilibrium of the abstract parabolic problem
More precisely, suppose Λ is a topological space, X is a Banach space, {A γ } γ ∈Λ is a family of operators in X with A γ 0 = A satisfying the conditions of Theorem 3.3. Let V be a neighborhood of γ 0 in Λ such that e(γ ) is a hyperbolic equilibrium of (5.1) for all γ ∈ V with e(γ ) ∈ X α continuous at γ 0 . Suppose that the function f : Since e(γ ) is a hyperbolic equilibrium of (5.1), we have that L(γ ) = A γ − f v (e(γ ), γ ) is an isomorphism for all γ ∈ V . We decompose X in subspaces X 1 = X 1 (γ ) and X 2 = X 2 (γ ) corresponding to the spectral sets σ 1 = σ (L(γ )) ∩ {Re λ < 0} and σ 2 = σ (L(γ )) ∩ {Re λ > 0}. Let E 1 = E 1 (γ ), E 2 = E 2 (γ ) be the projections onto X 1 and X 2 , respectively. The hypotheses on A γ and f imply the existence of positive real continuous functions (γ ) and δ(γ ) defined in V with lim γ →γ 0 (γ ) = lim γ →γ 0 δ(γ ) = 0, such that for all γ ∈ V , L(γ ) is a sectorial operator in X and for all u ∈ D(A γ 0 )
It follows by Lemma 3.4 that the projections E 1 and E 2 are continuous at γ 0 ∈ V in X 1 . Note also that if (γ ) and δ(γ ) are sufficiently small in V , we have by Theorem 3.5 that the following estimates hold for positive constants M and b independent on γ in V 
