At critical points along the equilibrium path, sudden and sometimes catastrophic changes in the structural behaviour are observed. The equilibrium path, load-bearing capacity and locations of critical points can be sensitive to variations in parameters, such as geometrical imperfections, multi-parameter loadings, temperature and material properties. This paper introduces an incrementaliterative procedure to directly calculate the critical load for parameterized elastic structures. A modified Newton's method is proposed to simultaneously set the residual force and the minimum eigenvalue of the tangent stiffness matrix to zero by using an iterative algorithm. To demonstrate the performance of this method, numerical examples are presented.
Introduction
Non-linear structural systems are usually sensitive to variations in geometrical, mechanical and loading parameters. In many non-linear structural systems, variations in the control parameters significantly affect the equilibrium path and, subsequently, the buckling strength. Columns, trusses, shallow arches and thin-walled structures are examples of such systems [1, 2] . Consequently, a precise relationship between the load-bearing capacity of structures and these control parameters is required for robust analysis and design. In mechanicalstructural problems, it can be assumed that the magnitude of imperfections changes through one or more independent parameters [3] . As a result, the equilibrium equations depend on these parameters, and, so does the critical load.
This paper introduces a numerical procedure to find the influence of control parameters on critical points. Since these points play an important role in the post-buckling behaviour of structures, their detection is needed for choosing a suitable numerical strategy while tracing the equilibrium path. Techniques for tracing the equilibrium path were extensively discussed in the literature [4, 5, 6] .
A broad class of numerical methods is utilized, many based on Newton's approach. In these methods, a number of discrete equilibrium points are obtained through an incremental-iterative procedure [7, 8, 9] . Some of these techniques select a wrong path or become divergent when they reach critical points (e.g., limit, simple bifurcation and multi-bifurcation points). Many efforts have been made by researchers in detecting critical points [10, 11, 12] . At these points, the tangent stiffness matrix becomes singular. Therefore, most of the proposed methods use this characteristic to detect critical points by adding the singularity constraint (in terms of the properties of the stiffness matrix) to the governing equations of the system, and applying an iterative procedure for the solution [13, 14, 15] .
Initial geometric defects, load imperfections and thermal stresses are examples of imperfections that can influence the load-bearing capacity of a structure [16, 17] . The sensitivity analysis of critical states has been investigated often [1, 18] , mostly by simultaneously perturbing the equilibrium equation and the singularity constraint in the vicinity of the critical point [19, 20, 21] . This method is compatible with the finite element method. The drawback is that it requires the calculation of higher order derivatives of the total energy function.
Moreover, its range of validity is restricted to the neighbourhood of the critical point. Another technique with similar advantages and disadvantages, the Lyapunov-Schmidt-Koiter asymptotic approach, is based on regularizing the governing equations by a perturbation parameter [22, 23, 24] . More recently, researchers have introduced incremental-iterative numerical methods that directly calculate the buckling strength of parameterized (imperfect) structures [25, 26] . The superiority of these techniques in comparison with perturbation methods consists in that the equilibrium equations and the singularity constraint are simultaneously enforced via an iterative procedure. Consequently, errors will not increase for larger variations in parameters.
In this paper, a modified Newton's method is proposed to solve the equilibrium equations and the singularity constraint through an incremental-iterative procedure. The method simultaneously sets the residual force and the minimum eigenvalue to zero. Since the locus of critical points in non-conservative systems is dependent on the traced equilibrium path, and the proposed method directly calculates a set of critical points without tracking relative equilibrium paths, only conservative systems (e.g., elastic structures) are considered in this paper. The superiority of this method in comparison with previous works consists in: (a) changes in the buckling mode do not lead to divergence; (b) errors will not increase when the magnitude of control parameters grows; (c) the technique has the capability to track limit, simple bifurcation and multi-bifurcation points in the entire parameter space; (d) since the proposed method is an incrementaliterative procedure, and each critical point is directly computed from the previous one, it can be applied for structures with large pre-critical displacements without using globalization techniques (which would be necessary for the computation of the singular point from the unloaded state). The ability to use it in conjunction with the finite element method is also an advantage of the approach we introduce.
A brief outline of this paper is as follows: In Section 2, some basic equations are given and the spherical arc-length method is briefly described. The characteristics of critical points are investigated. A direct strategy for calculating the critical load is presented. Section 3 reviews the governing equations of parameterized systems. The formulation and numerical implementation of proposed method for parameter sensitivity analysis of critical points are introduced in 
Equilibrium path
In perfect elastic structures, the total potential energy Π is a function of the nodal displacements vector u ∈ R n and of the load factor p ∈ R. This energy can be expressed as the summation of the internal strain energy Φ and the external work done by the applied load(s). For structures under a displacement independent loading, Π is
where q represents the reference load vector and the superscript T denotes the transpose of the vector or matrix. The first derivative of the total potential energy with respect to u gives the residual force r, which contains out-of-balance forces. Consequently, the equilibrium equation is as follows:
Here, F int = ∂Φ/∂u denotes the internal force calculated by the first derivative of the strain energy with respect to the nodal displacement vector and p q is the external load. The set of points that satisfy Eq. (2) is called equilibrium path.
There exist many numerical techniques to follow the equilibrium path [5, 27, 28] . Most of them are based on incremental-iterative strategies. First, new increments of load and nodal displacement (denoted by ∆p and ∆u, respectively) are added to the previous equilibrium state. The increment can be obtained
where K T is the tangent stiffness matrix (the second derivative of the strain energy with respect to u). Such increments cause out-of-balance forces in Eq. (2).
Then, in the iterative part, correctors for both ∆p and ∆u are applied iteratively in order to reduce the residual force:
The subscript i denotes the iteration number within each increment. Various incremental-iterative methods exist. Their differences consist in the respective choices for predictors and correctors. In the following subsection, a powerful predictor-corrector method is briefly reviewed.
The arc-length method
Incremental-iterative methods obtain a series of discrete points along the equilibrium path. In the arc-length approach, a constraint equation is added to
Here, n represents the number of degrees of freedom (DoFs). In the arc-length method, the additional constraint L = 0 is chosen as an (n + 1) dimensional sphere in the space of (u, p) ∈ R n+1 [29] :
where ∆s is the arc-length, and parameters α 1 and α 2 define the contribution of displacement and load terms. ∆s/α 1 and ∆s/α 2 are the radii of the spherical constraint of Eq. (6) in the directions of u and p, respectively. Figure 1 illustrates the procedure of the arc-length method. This procedure begins from the previous equilibrium point j. First, a predictor gives point 1 located on the constraint L = 0. This jump causes an increase in residual force vector. In order to reduce the out-of-balance force, a corrector procedure is applied to find the next equilibrium point j + 1. The constraint L = 0 should be satisfied in all analysis steps.
When the value of α 2 is set to zero, the second term of Eq. (6) vanishes and the spherical constraint changes into a cylindrical constraint (i.e., the radius of the sphere in the direction of the load parameter ∆s/α 2 becomes infinitely large) [27, 30, 31] . Similarly, one can omit the contribution of the displacement term by choosing α 1 = 0 and obtain the standard Newton-Raphson (load control)
method. According to Figure 1 , the first incremental parameters ∆u 1 and ∆p 1 are relative to the value of ∆s, and can be computed by the following equations:
The subscript 0 denotes the converged values from the previous increment. The correct sign in Eq. (7) is the one that gives the smallest angle between the previous and the current increments [32] . The vectors a i and b i are defined as:
After computing the predictors ∆u 1 and ∆p 1 , iterative correctors follow the linearized form of Eq. (5):
The arc-length constraint (6) is enforced in each iteration. Therefore, δp i will be dependent on δu i . By substituting Eqs. (4) and (10) into (6), a quadratic equation for δp i is given:
where
If two real roots are obtained for δp i in (11), the one giving the smallest angle between the previous and the current increments is chosen. If Eq. (11) has complex roots, the value of arc-length ∆s is reduced [27, 29] .
Critical points on the equilibrium path
The tangent stiffness matrix K T plays an important role in incrementaliterative methods; changes in the characteristics of this matrix can affect the numerical strategy, or lead to degradation of numerical robustness. For instance, this could happen when K T becomes singular along the equilibrium path. In such cases, the computed values of a i and b i in Eq. (9) become infinitely large.
These singular points are called critical points. Figure 2 shows three types of critical points. When δp is equal to zero, the equilibrium path has a limit point (a). The equilibrium point at the intersection of the initial path with a secondary one is named simple bifurcation point (b). Finally, in the case of multi-bifurcation, more branches intersect (c).
The rank deficiency of K T is equal to one for limit and simple bifurcation points and two or greater for multi-bifurcation points. The following constraints can be considered for critical points: 
or
Here, λ k and Φ k represent the k th critical eigenvalues and eigenvectors of the tangent stiffness matrix, respectively; h is the rank deficiency of K T , and |K T | denotes the determinant of stiffness matrix. Since the tangent stiffness matrix is symmetric in conservative systems, the eigenvalues are real, and the left and the right eigenvectors are equal.
Direct calculation of critical points
A critical point satisfies simultaneously the equilibrium equation and belongs to the null space of K T . The direct calculation of critical points has been extensively discussed in the literature [11, 12, 13, 14, 33, 34] . In the following, a direct method for locating multi-bifurcation points is presented that uses the eigenvalue constraint (Eq. (14)). For the iterative solution, both the residual force (2) and the critical constraint (14) are linearized:
The subscript i denotes the iteration number within each increment. If the smallest eigenvalue of the tangent stiffness matrix is not a repeated eigenvalue, the value of δλ i can be calculated as follows [14, 15] :
Here, Φ i is the eigenvector corresponding to the smallest eigenvalue in the i th iteration. In the case of repeated eigenvalues, the minimum variation in δλ i due to δu i can be written in the following form [35] :
where µ represents the minimum eigenvalue of the matrix, and each column of Ψ i includes the normalized eigenvector relative to the smallest eigenvalues in the i th iteration. Therefore, the matrix Ψ i has h columns. Finding the smallest eigenvalues and the relative eigenvectors can be done by standard methods (e.g.,
Rayleigh quotient iteration, Lanczos algorithm or inverse power method). By substituting Eqs. (10) into (18), we obtain a relationship between δλ i and δp i :
The matrices δK ai and δK bi denote the directional derivatives of K T i with respect to the vectors a i and b i , respectively. In order to calculate derivatives of the tangent stiffness matrix numerically, the following approximations are helpful when t is sufficiently small:
By substituting (19) into the second equation of (16), we obtain the value of δp i in the current iteration. δu i is available from the first equation of (16) .
The values of u i and p i are then updated for the next iteration.
In conservative systems, the tangent stiffness matrix K T is symmetric. Consequently, it can be expressed as
and subsequently, its inverse is
At critical points, the tangent stiffness matrix is singular. As a result, an ap-
is needed in the neighbourhood of such points where the magnitude of 1/λ k significantly increases when the value of critical λ k is near zero. This increase can cause a large numerical error and sometimes, divergence in the iterative method. To overcome this, the tangent stiffness matrix can be modified [14, 36] :
where λ * k are artificial stiffnesses, h is the rank deficiency of the matrix, and Φ k are eigenvectors corresponding to null eigenvalues.
The authors' experience shows that the choice of λ * k and t can have a strong influence on the asymptotic convergence rate. The smallest possible values (depending on the precision used in the computer programming) for these parameters lead to better results.
Equilibrium and critical state for parameterized systems
The load-bearing capacity of real structures is usually affected by parameters, such as geometric defects, load imperfections and thermal stresses that can occur before or during the structural loading. In this section, governing equations for conservative systems including control parameters are given.
In parameterized elastic structures, the total potential energy Π is a function of the displacement u ∈ R n , the load parameter p ∈ R and an additional control parameter with magnitude ε ∈ R. For all conservative systems, Π is constant for all equilibrium states [3, 19, 26] :
In order to obtain the governing equilibrium equations, the first derivative of Π with respect to u is set to zero:
Here, the subscript u represents the derivative with respect to the nodal displacement, and r is the residual force. For a structure with n degrees of freedom, (26) is a system of n equations with n + 2 unknowns. Consequently, the equilibrium manifold, i.e., the set of points satisfying (26), is composed by one or more surfaces in the space of (u, p, ε) ∈ R n+2 ( Figure 3 ). Similar to perfect structures, there could be critical points on the equilibrium surface. Figure 3 displays both limit and bifurcation points in the space of (u, p, ε) for an imperfect system. At limit points, ∂p/∂u = 0 on the equilibrium surface; bifurcation points are generated when two or more equilibrium surfaces intersect. In both cases, the second derivative of the total potential energy with respect to u is singular:
By considering the n + 1 equations of (26) and (27) , one can conclude that the set of critical points lies on a curve or a number of curves in the space of (u, p, ε).
The projection of critical points onto the plane of p and ε axes is called stability boundary ( Figure 3 ).
If Π(u, p, ε) is a summation of the internal strain energy and the external work done by the displacement independent loads, the second derivative of the total potential energy is equal to K T . At the stability boundary of imperfect structures, the following equations should be satisfied:
where G is the critical condition, and L represents the additional constraint needed in incremental-iterative strategies. One way to define G for imperfect structures is based on the existence of (a few) eigenvectors corresponding to the null space of the tangent stiffness matrix [13, 37] . Subsequently, for simple critical points, the critical condition can be written as [38, 39] :
Here, l (Φ) denotes a normalizing function removing the singularity of the system (28) . In the case of multiple criticality, the same constraint (29) can be considered for each critical eigenvector [39] . In the literature, the sensitivity analysis of structures (done by incremental-iterative procedures) is investigated mostly by using the critical condition (29) (see, for example, [2, 40, 41, 42] ). A weakness of this strategy is that the obtained critical state is not necessarily the first critical point on the equilibrium path. The authors' experience shows that when a number of critical points are close to each other, this method is sensitive to the initial guess of the critical eigenvector, and may cause the method to converge to the second, third or further critical point on the equilibrium path.
As a result, important critical states may not be identified during the analysis of complex structures. In the next section, a numerical procedure to trace the stability boundary is introduced. This procedure deals with critical eigenvalues of the tangent stiffness matrix instead of the constraint (29), and does not have the drawback mentioned above.
Stability boundary
In the previous section, it is explained that the stability boundary is the projection of critical points onto the p − ε plane, and it shows the relation between load-bearing capacity and the magnitude of the control parameter. In the following, a direct numerical method is introduced to trace the stability boundary. It is able to track limit, simple and multi-bifurcation points. This method is based on an incremental-iterative algorithm and exhibits a quadratic rate of convergence. The proposed technique is capable to track the stability boundary for a wide range of the control parameter.
Formulation of an incremental-iterative method for two-parameter systems
Critical points are equilibrium points for which the tangent stiffness matrix is singular. Since they belong to the equilibrium manifold, the residual force is zero:
The linearized form of Eq. (30) at the step i can be written as
where K T = ∂r/∂u and q = −∂r/∂p are, respectively, the tangent stiffness matrix and the reference load vector in imperfect elastic structures. For structures under displacement independent loads, the vector q is constant. The term ∂r/∂ε is an additional force vector F ε (u, ε) due to the control parameter. The value of F ε for sufficiently small t can be estimated by
For some typical control parameters, the exact value of F ε is available. For instance, in the case of elastic structures with an extra loading, F ε equals the negative of the additional load vector. F ε is equivalent to a thermal force vector when variation in temperature causes thermal stresses in members. In the particular case of initial geometric defects in structures with small strains, F ε is equivalent to an additional force vector that deforms the perfect structure to the imperfect state. Examples of such control parameters will be discussed in the numerical examples section.
Similar to other incremental-iterative algorithms, the proposed method has two parts. Starting from an existing critical point, we first calculate the predictors ∆u 1 , ∆p 1 and ∆ε 1 determining the step size to the next critical point.
The latter part updates these increments in each iteration by applying the correctors δu i , δp i and δε i . After calculating the residual force and its derivatives in Eq. (31), we can obtain the following relationship:
Eq. (24) is used to compute the inverse of K T in the vicinity of critical points.
The other constraint that should be satisfied along the stability boundary is the singularity of the tangent stiffness matrix (one or more eigenvalues of K T are zero):
According to [35] , the minimum variation of the smallest eigenvalue(s) with respect to a variation in tangent stiffness matrix δK T i is
where µ is the minimum eigenvalue of the matrix, and the columns of Ψ i are the normalized eigenvectors relative to the repeated smallest eigenvalue (only h eigenvectors are required). For an eigenvalue with multiplicity one, Ψ i has one column. Since the tangent stiffness is a function of u and ε, Eq. (36) is rewritten as
By substituting Eqs. (33) into (37), we obtain the value of δλ i as a function of δp i and δε i :
where δK ai , δK bi , and δK ci are, respectively, directional derivatives with respect to vectors a i , b i , and c i . The matrix δK εi denotes the derivative of
with respect to the control parameter ε. When t is sufficiently small, derivatives of the tangent stiffness matrix in (38) can be approximated:
By comparing Eqs. (36) and (38) , it can be concluded that δK T i is a summa- 
By comparing Eqs. (33) and (40), one can obtain the following equation:
In order to trace the curve of critical points in the space of (u, p, ε) ∈ R n+2 , an additional constraint is needed. In this paper, the authors suggest an (n + 2) dimensional sphere as a constraint:
Here, ∆s is called the arc-length, and the parameters α 1 , α 2 and α 3 control the scaling between displacement, load and control parameter terms. Similar to the arc-length method described before, ∆s/α 1 , ∆s/α 2 and ∆s/α 3 are the radii of the spherical constraint Eq. (44) in the directions of u, p and ε, respectively.
By substituting the updated values of ∆u, ∆p and ∆ε in Eq. (44), we obtain a quadratic equation for δε i :
When (45) has two real values for δε i , the one that gives the minimum angle between the previous and the current increments is chosen. If Eq. (45) has complex roots, a reduction in the magnitude of the arc-length ∆s is needed.
Since the constraint (44) should be satisfied throughout the whole sequence, the predictors ∆u 1 , ∆p 1 and ∆ε 1 at the first step are related to the value of ∆s:
We choose the sign of ∆s in Eq. (47) depending on the direction of the previous increment. The correct solution is the one that gives the smallest angle between the previous and the current increments [32] .
Note that the method we present is based on Newton's scheme, and it has the expected quadratic convergence behaviour [10, 13] , which will be demonstrated in Section 5. In addition, since the proposed method is an incremental-iterative procedure, and each critical point is directly computed from the previous one, it can trace the stability boundary for a wide range of the control parameter ε without using globalization techniques (such as those described in [14, 15, 43] ).
The number of multiple bifurcation points is usually very limited throughout the stability boundary (see the numerical examples in Section 5). As a result, in most incremental and iterative steps, we only need to compute a single critical eigenvector relative to the smallest eigenvalue to obtain the coefficients a i and
. When a multiple bifurcation point is passed in an increment or iteration, the calculation of additional critical eigenvectors is needed in that step.
In this state, the number of critical eigenvectors is related to the multiplicity of the null eigenvalue.
Similar to equilibrium paths, stability boundaries can also have bifurcations 
Numerical implementation
The proposed method is able to trace the stability boundary from an initial critical point without considering the pre-critical equilibrium path. In the following, the computational steps of the predictor (incremental) and corrector (iterative) steps are given:
Incremental part
Prediction of the arc-length ∆s:
The magnitude of ∆s can be adjusted/chosen based on the number of iterations and the length of increments in previous steps.
2. Calculation of b 0 and b 0 from Eqs. (41) and (43).
3. Estimation of α 1 , α 2 and α 3 : Based on the current characteristics of the system, the contribution of ∆u 1 , ∆p 1 and ∆ε 1 in the arc-length ∆s could be changed in each increment. This contribution is modified by the proportions of α 1 , α 2 and α 3 . Let
Eq. (50) In order to find the first critical point, one can use the indirect computation of critical points method [44] . For this purpose, a test function is defined and evaluated when tracing the equilibrium path. A change in the sign of this function (from an equilibrium point to the next one) shows that a critical point has been passed (bracketing procedure). The most effective and accurate but also more costly test function for all types of critical points is the smallest eigenvalue of the tangent stiffness matrix [44] . To compute the smallest eigenvalues, standard methods, like Rayleigh quotient iteration, Lanczos algorithm or inverse power method, can be used. The next step consists in finding a critical point as a starting point for tracing the stability boundary. This point can be obtained by (1) finding the zero value for the test function [44] , or (2) by means of the "Iterative part" mentioned above.
Numerical examples
An algorithm to obtain the stability boundary has been described in the previous section. In this section, several examples show the ability of this method to directly evaluate the critical points for non-linear elastic structures and prove its computational efficiency. The relationship between strains and displacements is defined in terms of the Green's strain. The convergence tolerances are β e = 10 −16 (energy) and β λ = 10 −8 (minimum eigenvalue magnitude). As it is mentioned in Section 2, the choice of λ * k and t can have a strong effect on the asymptotic convergence rate. Smaller values (depending on the precision used in computer programming) lead to better results. For best performance (e.g. convergence rate), λ * k and t are, respectively, assumed 10 −32 and 10
for all examples. All calculations were performed with the software Wolfram Mathematica 8.0, which allows detailed control over precision and accuracy [45] . Larger values for λ * k and t can be used, the only consequence being a slight degradation of the convergence rate. The magnitude of the arc-length ∆s is constant for incremental steps unless Eq. (45) has complex roots. In this case, the value of ∆s is adaptively reduced until Eq. (45) has real roots. The choice of ∆s has an effect on the distance between the obtained critical points and the resolution of the representation of the stability boundary. Here, the choice for ∆s is based on the range of the control parameter for each example.
The Rayleigh quotient iteration is employed for computing the smallest (and sometimes repeated) eigenvalue and its relative eigenvector(s). This iterative technique has cubic convergence [14, 15] . For all examples, we provide graphical representations of the stability boundary and tabulated data with additional information (e.g., parameter values, numerical performance).
Truss-spring system
The simple truss-spring system (Figure 4 ) was investigated by several authors [28, 46, 47] . The perfect structure consists of two truss bars in the x − y plane, laterally supported by a horizontal spring in the z direction. By increasing the external load P , the equilibrium path reaches a limit point. In this example, an initial geometrical parameter ε is considered that describes the position of the top node in the direction of z. The height of the truss-spring system is h, and 2L represents the span. EA and k are the stiffnesses of the bars and the spring, respectively. In this example, kL/EA = 0.02 and h/L = 0.2. For the perfect structure (ε/h = 0), the ratio of P cr /EA is equal to 2.741×10 −3 .
The proposed algorithm was applied to trace the stability boundary for a structure with different out of plane deviations ε/h. Figure 5 illustrates the effect of the control parameter on the critical load. For this analysis, ∆s = 0.04 and the values of α i are updated in each increment based on Eq. (50). As it can be seen, the critical points given by [28] are consistent with the stability boundary calculated by the proposed method. The summary of computations is given in Table 1 . 
Four-bar 3D truss
In this example, a 3D truss dome with complex behaviour (four-bar truss subjected to a vertical load P at the top) is investigated ( Figure 6 ). The width of the truss in the directions of axes x and z is 2L (L = 1000 mm). h represents the height of the dome. All elements have the same stiffness (EA =1.0 kN). Depending on the value of h, the type of critical points varies. If h <1224.72 mm, the first critical point along the equilibrium path is a limit point. For higher magnitudes of h, there is a double bifurcation point before reaching the limit point. For h = 1224.72 mm, a double bifurcation point and a limit point coincide at a critical load 3.578×10 −1 kN [48] .
A geometric control parameter (of magnitude ε) is considered for the top node in the direction (1,1,1) . The analysis starts from a critical state of the imperfect structure with ε = −4 mm and corresponding critical load 3.547×10 −1 kN. Figure 7 illustrates the stability boundary for the four-bar truss. By comparing the critical points calculated by [48] and by the algorithm we propose, one can assess the performance of the proposed method. Table 2 
1.924 ×10 Along the stability boundary, the nature of the critical point changes. For cases of ε < 0 mm and ε > 0 mm, we observe limit and simple bifurcation points, respectively. In addition, there is a double bifurcation point at the hilltop point (ε = 0 mm) on the stability boundary [48] . The proposed incrementaliterative method can successfully pass this point by using two eigenvectors of the repeated null eigenvalue at the corresponding (fourth) increment. Table 3 shows the quadratic convergence of the proposed method at this increment. For all other incremental and iterative steps, since there is a single zero eigenvalue on the stability boundary, only one eigenvector is computed and used. Table 4 .
Plane truss arch
The main external load vector is applied to half of the structure; its magnitude is a function of the load parameter P . For this case P cr = 7.771×10 1 N.
In this example, the additional parameter is a secondary load vector in terms of ε. The proposed algorithm (with ∆s = 9.5) is used to trace the stability boundary, which is composed of two curves connected by a cusp point ( Figure 9 ). All critical points forming the stability boundary are limit points. Although the shape of the buckling mode changes at this point, the proposed procedure is able to pass from one side of the cusp to the other. The summary of computations is given in Table 5 . Figure 9 shows that there can be more than one critical load for some values of ε. The loading pattern of the main and the additional load may result in different critical values. For example, there are three values for the critical load corresponding to ε = 58 N, and they can be obtained from loading patterns A, B and C (Figure 9 ). In the pattern A, the secondary load parameter ε increases from the unloaded state to 58 N, then, the main external load vector is applied until the truss reaches its stability boundary. The sequence of loadings is vice versa in the B pattern. In C, the ratio between the load parameters P and ε is constant during loading. Figure 10 shows the deformed shape of the truss at these critical states. Note that, the critical points given by [26] are consistent with the stability boundary calculated by the proposed method. Moreover, our method can handle multiple bifurcation points, whereas the method in [26] cannot. 
where β is the slope of the line in the logarithmic scale. 
Shallow arch frame
In this example, the effect of temperature variation on the critical load is investigated for a set of circular hallow arches with different radii. Figure 13 shows the material properties and the geometry of the system. The geometry is defined by: the distance between the two supports (L), the radius of curvature (R), the thickness (t), and the transversal depth (d). For this analysis, the finite element method is used. We use 20 Timoshenko beam elements with large transverse displacement to discretize the arch. The beam is subjected to a vertical load at the top point. The control parameter ε is the temperature change:
where T is the absolute temperature measured in Kelvin. The proposed method is applied using ∆s = 2.5 to seven shallow arches. Table 6 shows the average number of iterations per increment during the identification of the stability boundary for all arches. The analyses start from the critical state at ∆T = +20 K. Figure 14 illustrates the stability boundaries. For ∆T = 0 K, there are two limit points on the equilibrium path. By decreasing the temperature, the limit points get closer to each other. Figure 15 displays changes in the equilibrium path due to variation in ε for the arch T2.
For a specific ε, the limit points join each other. The primary equilibrium path in this state can be named monotonic [49] . In case of lower temperature, there is no critical point on the equilibrium path. In Figure 14 , the proposed procedure has been stopped when it reached the minimum value of ε (triangles). If our interest is to let the procedure continue after reaching the monotonic state, it will switch to the stability boundary corresponding to the second limit point. Figure 16 shows the stability boundaries of T2. The solid and dashed lines belong to the first and the second limit points, respectively. These boundaries divide the plane p and ε into two areas A and B. For fixed values of p and ε in B, the minimum number of solutions for u is equal to one, while a point in A area gives at least three solutions. For ∆T > 0 K, one can observe a change in buckling mode from symmetric to asymmetric. Actually, by increasing the temperature, a bifurcation point determines the magnitude of the critical load. Diamonds in Figure 14 is able to pass these points successfully.
Cylindrical shell
Here, the proposed method is tested on a shell structure often discussed in the literature [41, 50, 51] . The structure is a cylindrical shell and is subjected to a central point load (Figure 17 ). The longitudinal edges are hinged, while the curved edges are free. The material and geometrical properties of the shell are given in Figure 17 .
The thickness of the shell (t) is the parameter that can influence the loadbearing capacity of the structure [39, 52] . 16 × 16 shell elements (with four nodes and 20 degrees of freedom) are used for the spatial discretization (with a total of 1343 DoFs). The initial thickness is t 0 = 4.35 mm, and P cr (t 0 ) = 0.19062 kN. In this example, the thickness of the cylindrical shell is a function of a control parameter t(ε) = t 0 + ε. Figure 18 illustrates the stability boundaries of the structure. Table 7 provides the magnitudes of the residual energy (δu i T r i ), the smallest eigenvalue (λ i ), variations in the load parameter (δp i ) and the computed critical load (P cr ) along the analysis, and demonstrates the fast convergence of the proposed method. 1.51421
The variation in the thickness can change the stability behaviour of the cylindrical shell [39, 52] . For t < 8 mm, during an analysis that starts at the unloaded state, the first critical point encountered on the equilibrium path is a bifurcation point, while for t > 8 mm, a limit point appears before the bifurcation. The proposed procedure automatically traces the stability boundary corresponding to the first critical point (the only critical point that the structure can reach following a stable equilibrium path), and successfully switches from bifurcation points to the locus of limit points when t passes 8 mm. Figure 18 shows this branch switching. The critical modes corresponding to the bifurcation and limit points are illustrated in this figure.
The proposed method can also trace the stability boundaries relative to the second or further critical points on the equilibrium path (which belong to unstable portions of the path). This goal can be achieved when the eigenvector corresponding to the former critical modes are omitted from Ψ i in Eq. (36) .
By doing this, the method traces the stability boundary corresponding to bifurcation points for t > 8 mm (squares in Figure 18 ). For this part of analysis, ∆s = 10.0, and Eq. (50) specifies the contributions of ∆u, ∆p and ∆ε in the arc-length constraint (44) . As it can be seen, the computed stability boundaries are in good agreement with the results obtained by [39] . Here, the solid and dashed lines represent the locus of limit and bifurcation points, respectively.
Conclusions
The load-bearing capacity of structures is usually sensitive to variations (imperfections) in geometrical, mechanical and loading parameters. Consequently, finding a relationship between the critical load and the magnitude of control parameters provides a better understanding of the structural behaviour. In this paper, a powerful method for tracking the stability boundary (without tracing the equilibrium path) for conservative systems is developed. In this method, each critical point, which is relative to a specific control parameter, can be directly obtained from the previously calculated critical point.
The proposed technique introduces a new incremental-iterative procedure to find various critical points (such as, limit, simple and multiple bifurcation) lying on the stability boundary. It is also capable to trace the branches of bifurcated stability boundaries. The system of equilibrium equations supplemented with a criticality condition and a spherical arc-length constraint is solved via Newton's method. The authors also suggest a formula to update the spherical constraint in each increment to improve convergence.
The numerical examples show the effectiveness of the proposed method for a variety of structural systems, and for different types of control parameters and imperfections such as geometric defects, load imperfections and thermal stresses.
In all cases, the proposed method gives a wide range of stability boundaries with good precision and adequate computational efficiency.
