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IRREDUCIBILITY OF GENERALIZED HERMITE-LAGUERRE POLYNOMIALS III
SHANTA LAISHRAM AND T. N. SHOREY
Abstract. For a positive integer n and a real number α, the generalized Laguerre polynomials are defined by
n (x) = n j=0
(n + α)(n − 1 + α) · · · (j + 1 + α)(−x) j j!(n − j)! .
These orthogonal polynomials are solutions to Laguerre's Differential Equation which arises in the treatment of the harmonic oscillator in quantum mechanics. Schur studied these Laguerre polynomials for its interesting algebraic properties.
He obtained irreducibility results of L 4 }, where d is the denominator of q, are irreducible for every n. In fact, we derive it from a more general result.
Introduction
For a positive integer n and a real number α, the generalized Laguerre polynomials are defined by
n (x) = n j=0 (n + α)(n − 1 + α) · · · (j + 1 + α)(−x) j j!(n − j)! .
These orthogonal polynomials are solutions to Laguerre's Differential Equation which arises in the treatment of the harmonic oscillator in quantum mechanics. However, not long after its appearance in the literature early in the twentieth century, it became evident, in the hands of Schur, that the generalized Laguerre polynomials also enjoys algebraic properties of great interest. In fact the irreducibility of these polynomials is connected to finding explicit examples as solutions to Hilbert's Inverse Galois Problem. We refer to [FKT12] for more details.
Let q be a rational number with denominator equal to d written in its reduced form
where u, α ∈ Z with 1 ≤ α < d and gcd(α, d) = 1. For integers a 0 , a 1 , · · · a n , let This is an extension of Hermite polynomials and generalized Laguerre polynomials.
G(x)
In fact, when a j = (−1) j n j
, we obtain d n n!L ) and Hermite polynomials are given by
) (x 2 ) and H 2n+1 (x) = (−1) n 2 2n+1 n!xL ) (x 2 ).
Therefore we call G(x) the generalized Hermite-Laguerre polynomial. We put We observe that the irreducibility of G q (x d ) implies the irreducibility of G q (x). There is a slight difference in the notation of this paper from that of [ShTi10] , [LaSh12] and [LaSh09] ; G q (x) here is G q+1 (x) in the above papers. The first result on the irreducibility of these polynomials is due to Schur. Schur [Sch29] proved that G − 1 2
(x
2 ) with a n = ±1 and a 0 = ±1 are irreducible and this implies the irreducibility of Hermite poynomial H 2n . Schur [Sch31] also established the irreducibility of
by showing that G 1 2 (x 2 ) with a n = ±1 and a 0 = ±1 is irreducible except for some explicitly given finitely many values of n where it can have a quadratic factor. See also Allen and Filaseta [AlFi04] where the assumption |a n | = 1 has been relaxed to |a n | ≤ 2n − 1. Further Laishram and Shorey considered the irreducibility of polynomials G q (x) with q ∈ {− }. They proved the following results in [LaSh12] and [LaSh09] . Here P (m) denotes the greatest prime divisor of m with the convention P (±1) = 1.
Theorem A. Let P (a 0 a n ) ≤ 3 and suppose 2 ∤ a 0 a n if degree of G − (x) are irreducible except possibly when 2 + 3(n − 1) and 1 + 3(n − 1) is a power of 2, respectively, where it can be a product of a linear factor times a polynomial of degree n − 1.
Theorem B. For each n, the polynomials G − 1 4 (x) and G − 3 4 (x) are either irreducible or linear polynomial times an irreducible polynomial of degree n − 1.
In this paper, we extend Schur's result by extending Theorems A and B as follows.
, where d is the denominator of q, are irreducible for every n.
In fact we prove a more general result. }. Assume that P (a 0 a n ) ≤ 3 and further 2 ∤ a 0 a n if α+3(n+u) is a power of 2. Then the polynomials G q (x) and G q (x 3 ) with q ∈ {− where G q (x) may have a linear factor and G q (x 3 ) may have a cubic factor. }. Assume that P (a 0 a n ) ≤ 3 and further P (a 0 a n ) ≤ 2 if α + 4(n + u) is a power of 3. Then the polynomials G − where G q (x) may have a linear factor and G q (x 4 ) may have a factor of degree 4.
The assumption P (a 0 a n ) ≤ 3 and further P (a 0 a n ) ≤ 2 if α + 4(n + u) is a power of 3 is satisfied when |a 0 | = |a n | = 1. Therefore the assertions of Theorems 2 and 3 are valid whenever |a 0 | = |a n | = 1.
The proofs of Theorems 2 and 3 are given in Sections 5 − 7. Further we prove Theorem 1 in Section 8. The following result used in the proof of Theorem 3 is also of independent interest. Theorem 4. Let k ≥ 2, n > 4k and 2 ∤ n. Then P (n(n + 4) · · · (n + 4(k − 1))) > 4(k + 1) (1) unless k = 2, n ∈ {11, 21, 45, 77, 121} and k = 3, n = 117.
As an immediate consequence of Theorem 4, we obtain Corollary 1.1. Let k ≥ 2, n > 4k and 2 ∤ n. Then
We give a proof of Theorem 4 in Section 5. In Section 2, we give some preliminaries and in Section 3, we give statements and results on Newton polygons.
Preliminaries
For an integer ν > 1, we denote by P (ν) the the greatest prime factor of ν and we put P (1) = 1. The following result is [LaSh12, Theorem 3].
Lemma 2.1. Let k ≥ 2 and d = 3. Let m and k be positive integers such that 3 ∤ m and m > 3k. Then
The following classical result is due to Legendre. See for example, Hasse [Hasse, Ch. 17 Lemma 2.4. Let 6450 < n ≤ 10.6 · 3k if d = 3 and 10
The following lemma is a computational result. 
Newton Polygons
For a prime p and a nonzero integer r, we define ν(r) = ν p (r) to be the nonnegative integer such that p ν(r) |r and p ν(r)+1 ∤ r. We define
with a 0 a m = 0 and let p be a prime. Let S be the following set of points in the extended plane:
Consider the lower edges along the convex hull of these points. The left-most endpoint is (0, ν(a m )) and the right-most endpoint is (m, ν(a 0 )). The endpoints of each edge belong to S, and the slopes of the edges increase from left to right. When referring to the edges of a Newton polygon, we shall not allow two different edges to have the same slope. The polygonal path formed by these edges is called the Newton polygon of f (x) with respect to the prime p and we denote it by NP p (f ). The end points of the edges on NP p (f ) are called the vertices of NP p (f ). We define the Newton function of f with respect to the prime p as the real function f p (x) on the interval [0, m] which has the polygonal path formed by these edges as its graph. Hence f p (i) = ν(a m−i ) for i = 0, m and at all points i such that (i, ν(a m−i )) is a vertex of NP p (f ). As a consequence of a result of Dumas [Dum06] (see also [Fil96] ), we have
be of degree n with f (0) = 0, and suppose that there are polynomials
. Let p be a prime, and let
be the complete list of vertices of the Newton polygon for f (x) with respect to p. For j ∈ {1, . . . , k}, let b j = x j − x j−1 . Then there exist ǫ i,j ∈ {0, 1}, where 1 ≤ i ≤ 2 and 1 ≤ j ≤ k, such that for each j, there is one and only one i for which ǫ i,j = 1, and such that for each i,
We need the following lemma which is a refinement of a lemma due to Filaseta [Fil95, Lemma 2] based on Dumas's result [Dum06] . This was proved in [ShTi10, Lemma 2.13]. 
As in [ShTi10, Corollary 2.14], Lemma 3.2 implies the following result of [Fil95,  Lemma 2] where the condition |a 0 a m | = 1 is replaced by p ∤ a 0 a m .
and p be a prime such that p ∤ b m and p|b j for 0 ≤ j ≤ m − l − 1 and the right most edge of the NP p (g) has slope < 1 k . Then for any integers a 0 , a 1 , . . . , a m with p ∤ a 0 a m , the polynomial f (x) = m j=0 a j b j x j cannot have a factor with degree in 
We now apply Lemma 3.2 with r = 0.
We need the following result generalizing [LaSh09, Lemma 1] where the case u = −1 was proved. . Suppose there is a prime p satisfying
Then G(x) has no factor of degree k and G(x d ) does not have a factor of degree in
Proof. We use Corollary 3.3. We take (m, k, l) to be (n,
It suffices to show that
Let j 0 be the minimum j such that p|(α + (u + j)d) and we write α
for some integer s ≥ 0. Further we may suppose that s > 0 otherwise the assertion follows since p > d > l 0 and j 0 > k. We consider two cases.
Case I: Assume that s < p. Then p divides at most one term of {l 0 + id : 0 ≤ i ≤ s} and we obtain from (6) and
Thus we may suppose that p < 2k. Since p ≥
.
Thus we may assume that p < 2k.
. Therefore the left hand side of (7) is at most
Hence the proof.
The following corollary easily follows from Lemma 3.4.
Corollary 3.5. Let u ∈ {0, −1} and n ≥ 2k > 0. Suppose that P (a 0 a n ) ≤ d and
Then G q (x) does not have a factor of degree k and G q (x d ) do not have a factor of degree in {dk, dk − 1, . . . , dk − d + 1}.
Proof of Theorem 4
Let k ≥ 2, n > 4k and 2 ∤ n. Assume that P (n(n + 4) · · · (n + 4(k − 1))) ≤ 4(k + 1). Let
The set S M for M ≤ 31 is given in [Leh64] and for M = 100 in [Naj10] . In fact, m = x − 2 with x listed in the table [Naj10] and m = N − 4 for N listed in [Leh64, Table IIIA ].
Let k = 2. Then P (n(n + 4)) ≤ 11 implying n ∈ S 11 . Since n > 8, we have n ∈ {11, 21, 45, 77, 121}.
terms n+4i such that P (n+4i) ≤ 31. Therefore there is some i such that P ((n+4i)(n+4(i+1))) ≤ 31. Then n+4i = m ∈ S 31 for some 0 ≤ i ≤ k −2. For each 0 ≤ i < k, we check that P ((m−4i)(m−4(i−1)) · · · m(m+4) · · · (m+4(k −1−i))) > 4(k + 1) except when k = 3, m = 117, i = 0. Therefore except for k = 3, n = 117, we have P (∆(n, 4, k) ) > 4(k + 1). Thus k ≥ 9.
Let 9 ≤ k < 67. We observe that k − π(4k + 3) + π(100) > k 2 . Hence there is some i 0 with 0 ≤ i 0 ≤ k − 2 such that P ((n + 4i 0 )(n + 4(i 0 + 1))) ≤ 100. Then n + 4i 0 = m ∈ S 100 . Suppose m > 10 7 . We check that P ( 4 i=1 (m − 4i)) > 280 and P ( 4 i=1 (m+4+4i)) > 280 for each m ∈ S 100 and m > 10 7 . Thus P ( k−1 i=0 (n+4i) > 280 implying the assertion when n + 4i > 10 7 . Thus we can assume that m ≤ 10 7 . Then n ≤ n + 4i 0 ≤ 10 7 . We compute that P ( 8 i=0 (n + 4i)) > 280 except when n ∈ {465, 469, 473, 885, 1513}. For these values of n, we see that P (
which is > 4(k + 1) for 9 ≤ k ≤ 12. Further for these values of n, we also have P ( 12 i=0 (n + 4i)) > 280 which is > 4(k + 1) for 13 ≤ k < 67.
Thus we may suppose that k ≥ 67. Since P (∆(n, 4, k)) < n, there is a prime p i,4,l such that p i,4,l ≤ n − 4 < n < n + 4(k − 1) < n + 4k ≤ p i+1,4,l . Hence p i+1,4,l − p i,4,l ≥ 4(k + 1). Let n ≤ 1.1 · 10 7 . By Lemma 2.5, we can assume that k ∈ {267, 268, 269} and p i,4,l ≤ n − 4 < n < n + 4(k − 1) < n + 4k ≤ p i+1,4,l for (p i,4,l , p i+1,4,l ) listed in Lemma 2.5. For such values of n, we check that that P ( k i=0 (n + 4i)) > 280. Hence we can assume that n > 1.1 · 10 7 .
Since P (∆(n, 4, k)) ≤ 4k + 3, we have ω(∆(n, 4, k)) ≤ π(4k + 3) − 1. We continue like [LaSh09, Section 3] with d = 4, t = π(4k + 3) − 1 to obtain
with h p ≥ 0 such that [
Taking l = 3 in (8), we find that n < 1.1 · 10 7 when k ≤ 400. Thus k > 400.
Since n > 1.1 · 10 7 , we further have n ≥ 138 · 4k by Lemma 2.4. Write n = v · 4k with v ≥ v 0 := 138. Now we continue as in the last paragraph of [LaSh09, pp. 433 ] to obtain log(v 0 · 8 · e) < 4 log(v 0 · 4k) log(4k + 3) 1 + 1.2762 log(4k + 3) .
The right hand side of the above inequality is a decreasing function of k and the inequality does not hold at k = 401. This is a contradiction.
Proof of G u+ α 3
(x δ ) not having a factor of degree ≥ δ + 1 Let d = 3, δ ∈ {1.3}, α ∈ {1, 2} and k ≥ 2. First let k = 2 and α+3(u+n−k +1) = 125. Then (u, n) ∈ {(−1, 43), (0, 42)}. As it was shown in the last part of Section 7.2, the breaks of Newton polygon of G u+ 2 3 (x δ ) with respect to p = 2 are 0 < 32δ < 40δ < 43δ = δn when u = −1, n = 43 = 2 5 + 2 3 + 2 + 1 and 0 < 32δ < 40δ < 42δ = δn when u = 0, n = 42. Further the minimum slope is (1 + Hence we may now suppose that α + 3(u + n−k + 1) = 125 when k = 2. By Lemma 2.1, we have P ( k−1 j=0 (α + 3(u + n − j))) > 3k since n ≥ 2k. Hence by Corollary 3.5, we may suppose that u = 0 and further 3k < P ( k−1 j=0 (α + 3(n − j))) < 3(k + 1). By Lemma 3.4, we may restrict to those k such that P ( k−1 j=0 (α + 3(n − j))) = α + 3k. Hence α = 1 if k is even and α = 2 if k is odd. Let
where α = 1 if k is even and α = 2 if k is odd. Again by Lemma 3.4, we may suppose that p|
where π l (x) = |{p ≤ x : p ≡ l(mod 3)}| for l ∈ {1, 2}.
Let k = 2. Then p|(1 + 3n)(1 + 3n − 3) imply p ∈ {2, 7}. Hence 7 a − 2 b = ±3. If b ≥ 3, we get a contradiction modulo 8. Hence b ≤ 2 and we have the only solution 7 − 4 = 3. Hence 1 + 3n = 7, 1 + 3n − 3 = 4 giving n = 2. This is not possible since n ≥ 2k.
Thus k ≥ 3. By Lemma 2.5, for k ≥ 20, we get P (
Further for 3 ≤ k < 20, we check that P ( k−1 i=0 (m + 3i)) ≥ min(m, 3(k + 1)) for 3k < m ≤ 6450, 3 ∤ m except when k = 3, m = 22. Thus for k ≥ 3, we may assume by Corollary 3.5 that either α+3(n−k+1) > 6450 or k = 3, α+3(n−k+1) = 22. Since α = 2 when k is odd, we obtain α+3(n−k +1) > 6450. Let 3 ≤ k ≤ 8. After deleting terms divisible by p ∈ R(k), p ≥ 7, we are left with at least indices 0 ≤ i 1 < i 2 ≤ 7 such that p|(α+3(n−i 1 ))(α+3(n−i 2 )) imply p ∈ {2, 5}. By putting X = α+3(n−i 2 ), we obtain from Lemma 2.3 that X ≤ 625. But X = α+3(n−i 2 ) ≥ α+3(n−k+1) > 6450 which is a contradiction.
Thus we may suppose that k ≥ 9 and α + 3(n − k + 1) > 6450. Further we may also assume that α + 3(n − k + 1) ≥ 10.6 · 3k by Lemma 2.4. By taking m = α + 3(n − k + 1), t = |R(k)| in [LaSh09, (4)], we obtain from [LaSh09, (6)] that α + 3(n − k + 1) < 4480 for 9 ≤ k ≤ 180. Thus we may suppose that k > 180. We proved in the last para of [LaSh12, Section 3(a), pp. 62] that ω(
for k > 180 when m > 3k and 3 ∤ m. Therefore ω( k−1 j=0 (α + 3(n − j))) ≥ π(3k). But π(3k) = π 1 (3k)+π 2 (3k)+1 > |R(k)| since π 1 (3k+1)−1 ≤ π 1 (3k) and π 2 (3k+2)−1 ≤ π 2 (3k). This is a contradiction.
6. Proof of G u+ α 4 (x δ ) not having a factor of degree ≥ δ + 1
Let d = 4, δ ∈ {1, 4}, u ∈ {0, −1} and α ∈ {1, 3}. Let k ≥ 2 and δ ∈ {1, 4}. Suppose G u+ α 4 (x δ ) has a factor of degree {2δ, 2δ − 1, 2δ − δ + 1}. By Corollary 3.5, we may assume that P (
Then by Theorem 4, we obtain k = 2, α+4(u+n−k+1) ∈ {11, 21, 45, 77, 121} and k = 3, α+4(u+n−k+1) = 117. For the values of n, u, α given by these values, we obtain from Lemma 3.4 that G u+ α 4 (x δ ) do not have a factor of degree in {2δ, 2δ − 1, 2δ − δ + 1}. Hence the assertion.
Proof of Theorems 2 and 3
From Sections 5 and 6, we may assume that G(x δ ) has a factor of degree in {1, . . . , δ}. Then by Lemma 3.4, we may suppose that if prime divisors of α + d(u + n) are given by
For a prime p with p|α + d(u + n), we see that the x coordinate of the lattice points of NP p (G(x δ )) are all divisible by δ. Therefore by Lemma 3.1, the degrees of the factors of G(x δ ) are divisible by δ. Hence if G(x δ ) has a factor of degree in {1, . . . , δ}, then this degree is δ.
7.1. Proof of Theorem 3: Let d = 4. For the proof of Theorem 3, we may suppose that (u, α) ∈ {(−1, 1), (0, 3)} and 3|(α + 4(u + n)). We use Corollary 3.3. As in the proof of Lemma 3.4, it suffices to prove (5) with k = 1. Let j 0 , l 0 be as in the notation of proof of Lemma 3.4 and we have
We can restrict to j such that 3|(α + 4(u + j)) and such j are given by j = 3 + 3s and as in the proof of Lemma 3.4, it suffices to show
This is true for s ≤ 3. As in the Case II of the proof of Lemma 3.4, we have for s > 3 that
and it suffices to show for s > 3 that l 0 + 4s < 3 1.5(s+1) . Clearly
This proves Theorem 3.
7.2. Proof of Theorem 2: Let d = 3, u = 3, α ∈ {1, 2} and α + 3(u + n) = 2 a for some a > 0. Let δ ∈ {1, d} and we may assume that G(x δ ) has a factor of degree δ. Let η = 0 if α = 1 and 1 if α = 2. From α + 3(u + n) = 2 a , we have a = 2s + η for some s > 0 and n = −u + 2 η (1 + 2 2 + · · · + 2 2(s−1) ). Put n 0 = 0, n s = n and
Then for 1 ≤ i ≤ s − 1, we have
and hence by Lemma 2.2, we have
h for some h > 0. Write j − 1 = j 0 + 2j 1 + · · · + 2 h−1 j h−1 in base 2 with 0 ≤ j u ≤ 1 for 0 ≤ u < h. Note that h−1 u=0 j u ≤ h − 1. Hence by Lemma 2.2, we have
For 1 ≤ i < n − 1, if α + 3(u + i) = 2 r t with 2 ∤ t, then from 3(n − i) = 2 r (2 a−r − t), we obtain ν(α + 3(u + i)) = r = ν(n − i). Therefore
For the proof of Theorem 2, we may suppose that (u, α) ∈ {(−1, 1), (−1, 2), (0, 3)}, 3|(α + 4(u + n)) and further 5 ∤ (α + 4(u + n)) when (u, α) = (0, 3). We will Lemma 3.2 with k = δ. For that we consider G α d (x δ ) with a i = 1. Then the Newton Polygon
with respect to p is given by the lower edges along the convex hull of the following points
in the extended plane. If (0, 0) and (δn, a + ν((n − 1)!)) are the only lattice points on the Newton Polygon NP p (G), then the unique slope is <
with
is irreducible. Hence we may suppose that there is a point (δl, a + ν((l − 1)!) on NP p (G) with 0 < l < n. We prove that 0 = δn 0 < δn 1 < δn 2 < · · · < δn s−1 < δn s = δn are the breaks of NP p (G).
First we show that (δn 1 , a + ν((n 1 − 1)!)) is a lattice point on NP p (G). It suffices to show
(ii) : For 2 ≤ l < s, we have
is the next lattice point, then from (10) and (11), we see that maximum slope is < 
is irreducible. Therefore we may suppose that (δn, a+ ν((n−1)!)) is not the next lattice point on NP p (G). To show (δn l+1 , a + ν((n l+1 − 1)!)) is a lattice point on NP p (G), it suffices to show (iv)
The assertion (iv) follows easily like (ii) by observing (u−l)2
2(s−u) ). The assertion (v) follows easily like (iii) by observing that if i = n u + j with 1 ≤ j < n u+1 − n u = 2 a−2u−2 and (u − l + 2)2 2(s−l−1)+η > 2 η (2 2(s−l−1) + · · · + 2 2(s−u−1) ).
Thus we need to check for lattice points after (δn s−2 , a+ν((n s−2 −1)!)) on NP p (G). Recall that n s−2 = n + u − 2 η − 2 2+η and ν(n − i) = ν(α + 3(u + i)) for i ≥ 1. For (u, α) = (−1, 1), we check that (δn, a + ν((n − 1)!))) is the lattice point after (δn s−2 , a + ν((n s−2 − 1)!)) and the maximum slope is 7 6δ
. For u ∈ {−1, 0}, α = 2, we find that (δn s−1 , a + ν((n s−1 − 1)!)) and (δn, a + ν((n − 1)!))) are the lattice points after (δn s−2 , a + ν((n s−2 − 1)!)) and the maximum slope is still < 
Proof of Theorem 1
We observe that the irreducibility of L (q)
From Theorems 2 and 3, we need to only consider the following cases:
• q = Further it suffices to show that n!L Claim 2: x t−1 ≤ n − 2. If not, x t−1 = n − 1. This will imply the maximum slope to be 0 since p ∤ (α + (u + 1)d) n n . This is not possible. Hence x t−1 ≤ n − 2.
Claim 3: For 1 ≤ l < t − 1, we have x l+1 − x l ≥ 2. First assume that p|x l . Then r x l +1 = r x l +2 and p ∤ (α+(u+n−x l )d)(α+(u+n−x l −1)d) since p ∤ (α+(u−1)d)(α+ ud). Therefore the slope of line joining (dx l , c x l + r x l ) to (d(x l + 1), c x l +1 + r x l +1 ) is more than the slope of line joining (dx l , c x l + r x l ) to (d(x l + 2), c x l +2 + r x l +2 ). Hence x l+1 ≥ x l + 2 in this case. Thus p ∤ x l . Suppose p|(x l + 1). Then p ∤ (α + (u + n − x l )d) since p ∤ (α + (u + 1)d). Further r x l +1 − r x l = −ν(x l + 1) < 0. Hence x l+1 = x l + 1 else the slope joining (dx l , c x l + r x l ) to (dx l+1 , c x l+1 + r x l+1 ) will be negative. Therefore p ∤ (x l +1). We may further suppose that p|(α +(u+n−x l )d) else x l+1 = x l +1. Then p ∤ (α+(u+n−x l −1)d). Observe that r x l +1 −r x l = 0 and r x l +2 −r x l = −ν(x l +2) ≤ 0. Therefore the slope of line joining (dx l , c x l +r x l ) to (dx l+2 , c x l+2 +r x l+2 ) will be less than or equal to the slope of line joining (dx l , c x l + r x l ) to (dx l+1 , c x l+1 + r x l+1 ). Therefore x l+1 ≥ x l + 2 proving Claim 3.
From Claims 1-3 and Lemma 3.1, we derive that n!L 
