INTRODUCTION AND SUMMARY
Let S be the covariance matrix formed from a sample of size n + 1 drawn from an m-variate normal distribution with population covariance matrix Z (assumed to be positive definite); then nS is distributed as Wishart W,,,(n, Z).
Let I1 > la > ..* > I,,, >.O and h, 3 ha 3 **. > h, > 0 denote the latent roots of S and 2, respectively. Krishnaiah and Waikar [12] derived exact expressions for the joint densities of any few consecutive roots of a class of random matrices (including the Wishart matrix) in the central cases whereas Krishnaiah and Chattopadhyay [ 131 bt o ained the corresponding results in the noncentral cases. Asymptotic expansions for the distributions of l1 ,..., 1, have been derived by Muirhead and Chikuse [15] , when the population roots X, ,..., X, of Z are all distinct. In this paper we consider the more general case when some of h 1 ,.'., h, are multiple roots.
The joint density function of the sample roots has been expressed by James [9] in terms of a ,,&'a hypergeometric function with two matrices as arguments. In Section 2 an expansion for this function, up to and including the term of order ne2, is obtained for large ?t, using a partial-differential equation (pde) essentially due to Constantine and Muirhead [6] . The expansion is an extension of one obtained, using another method, by Chattopadhyay and Pillai [3] . Results due to the same authors [3] are also used in the derivation.
In Section 3 an expansion is given, up to and including the term of order n-l, for the joint density function of the sample roots in the case of one multiple population root. The expansion is given in terms of normal density functions and other "linkage" factors which appear due to the multiple root assumption. This expansion then yields an expansion for the marginal density function of Ii . There are, of course, two cases to be considered here; the corresponding population root hi can be either a simple or a multiple root. In the latter case it appears extremely difficult to obtain the expansion for the marginal density function of Ii when Ai has arbitrary multiplicity, 4 say, except when Q is small. Asymptotic expansions in the cases of distinct roots and equal roots are obtained as special cases from these expansions. Finally, the expansions, obtained for the marginal distributions of the largest latent root, are examined in the bivariate case, m = 2.
THE EXPANSION FOR THE d;o FUNCTION
The joint density function of I1 ,..., m 1 can be expressed in the form (see
.., X,) and @'a is a hypergeometric function with two argument matrices. A detailed discussion of hypergeometric functions with argument matrices may be found in Constantine [5] and James [9] . In this section, it is assumed that the roots h, ,. The problem of deriving an asymptotic expansion for large R for the function ,,F,( -i&L, A) was considered first by Anderson [l] in the case when the roots h 1 ,..., h, of Z are all distinct (Y = 0), using essentially a multivariate extension of Laplace's method for integrals due to Hsu [8] , based on the integral representation of the ,,.F', function. The limiting term of an expansion for this function has been obtained by James [lo] in the case of one multiple root (i.e., Y = 1). Chattopadhyay and Pillai [3] obtained the expansion for general Y up to order n-l, using essentially an extension of Anderson's method [I] . In this section we use a different technique, due to Constantine and Muirhead (unpublished), based on a pde satisfied by the OF,, function, and the resulting expansion is given up to and including the term of order n-2 for general Y.
A pde satisfied by the function ,F,(R, T) has been given by Constantine and Muirhead [6] when the matrices R and T have simple roots, and the same authors (unpublished) have obtained a pde when one of the matrices has just one multiple root. This latter result can be readily extended to the case of an arbitrary number of multiple roots. Proof. It has been shown by Constantine and Muirhead [6] that the function ,,F,,(R, T), when t, ,..., t., are distinct, satisfies the pde Now, ,F,(R, T) can be defined as an infinite series of zonal polynomials, which are symmetric homogeneous polynomials in the latent roots of R and T (see James [9] ), and hence is a linear function of monomials of the form t:' *a. t?. Let A1 = K + 1, Ki = K + 2::: pi + 1 (; = 2 ,..., r + 1). Thus, it is sufficient to show that the effect of the operator (which occurs in (2.3)) on a monomial i;;he s%y as the effect of the operator Cs1 tj2 a/at, (which occurs in (2.4)) on t, e-3 t, . This is easily shown.
From (2.3) we find that the function OF,,(-$zL, A), where the latent roots of A satisfy (2.2), satisfies the pde + i n(m -1) ($ a, + % qjak+) F = 0. where the symbol N means that the ratio of the two sides of (2.6) tends to 1 asn-+co,and
Substituting (2.9) in (2.5) we find that the function G(+n; L, A) satisfies the pde zi + lj
We know that limn+a, G = 1 and we now look for a solution of (2.10) of the form G= 1+(2/n)~,+(2/n)e~,+..., (2.1 I) where the Pi are independent of,n. We note here that G satisfies the "boundary" conditions (i) G(&z;L, A) = G&n; A,L) and (2.12) (ii) G(&z;L, A) = H&L, A) (i.e., G is a function of an& (; = l,..., m)). These conditions have to hold since they are true for both of the functions $'o(-W, 4 and f&d, 4. We now substitute the series (2.11) in the pde (2.10) and equate powers of 2/n to zero. The coefhcient of (2/n)O shows that PI satisfies the pde
It is easily checked that a particular solution of this pde is By boundary condition (ii) given in (2.12) G, and hence (2/n) PI , has to be a function of &A, and hence OL = 0, for (2/n)(Q1 + a), where Q1 is given above, cannot be written as a function of &nli alone. Hence where the Cii are given by (2.8).
Similarly, equating the coefficient of 2/n in (2.10), with PI given by (2.14), and solving the resulting equation gives, after an enormous amount of algebraic manipulation, where f ($n; L, A), PI and P2 are given by (2.7), (2.14), and (2.15), respectively.
The expansion (2.16), to order n-l, agrees with that obtained by Chattopadhyay and Pillai [3] . In the case when k = m (i.e., all roots simple, r = 0) (2.16), to order n-l, reduces to the expansion due to Anderson [I].
EXPANSIONS FOR THE JOINT AND MARGINAL DENSITY FUNCTIONS
In this section, expansions are given for the joint and marginal density functions of the sample roots Ii ,,.., 1, of S in the case when Z has one multiple root (Y = I), i.e., it is assumed that the roots of Z satisfy where m = k + p. Substituting the expansion (2.16) for the function flb( -+zL, A-l) in (2.1), we obtain the same expression as in [3] for the joint density function of Ii ,..., 1, .
By making the change of variables xi = (n/2)l/a (&/Xi -1) (i = I,..., m) in this expression the joint density function of x1 ,.. ., x, can be expressed as where i<j id (3.1)
i.zl j-1 i<j It remains to expand Gr , G2 , and G3 in (3.1) for large n. By expanding the gamma functions for large 71, it follows that
The functions G, and G3 can be also expanded in terms of powers of n-l12; however these expansions, up to order n-i, are quite lengthy and omitted here. Substituting these expansions in (3.1) gives, after a considerable amount of simplification, an expression for the joint density function of x1 ,..., x,,, . The final result is summarized in It can be noted here that R,,(X) and R,,(x) (i = l,..., k) given by (3.3) and (3.5), respectively, are the same as Pii and Pa<(x) given by (3.6) and (3.7), respectively, in [15] . In the case, 4 = 1 (i.e., all of the roots of Z are simple), the expansion (3.2) reduces to the expansion (3.5) in [15] , and serves as a useful check on some very lengthy algebra.
As an immediate consequence of this theorem we note that the limiting joint density function of x1 ,..., We note here that Hsu [7] has derived this form of the limiting joint distribution for roots of a certain determinantal equation which play an important part in discriminant analysis. This result is also given by Anderson [2] for roots of a covariance matrix.
The expansion (3.2) yields expansions for the joint and marginal density functions of subsets of the variables x1 ,..., x, by integrating out the other variables. However, it is extremely difficult to obtain, as a special case, a general expansion for the marginal density function of xi (i = k + l,..., m) for general multiplicity, 4 (= m -k) say, except when 4 is small. The expansions have been actually calculated for the cases 4 = 2 and Q = 3, which are omitted here due to the limit of space.
It is worthwhile to point out that, in the case 4 = 3, the limiting distribution of the "median" variable xkf2 is normal; namely, the median root I,,, is asymptotically distributed as normal N(h, h"/n) for large n. Numerical comparison. To examine the expansions obtained in this and previous sections, using up to order n-l in these expansions we compute approximate powers of the 0.05-level test of Z = I, based on the largest root Zr in the bivariate case, m = 2. In Table I the approximate powers are compared with exact powers given by Sugiyama [17] . Upper 5 o/o points of the distribution of Z1 were obtained from tables in Sugiyama [17] . The agreement is seen to be quite good, except in the case when X, is close to h, with X, # h, . A decrease in accuracy in such situations is to be expected since this is near the case when A1 is not a simple root and the limiting distribution is nonnormal. 
