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Abstract
For large-scale systems and networks embedded in highly dynamic, volatile, and unpredictable
environments, self-adaptive and self-organising (SASO) algorithms have been proposed as
solutions to the problems introduced by this dynamism, volatility, and unpredictability. In open
systems it cannot be guaranteed that an adaptive mechanism that works well in isolation will
work well — or at all — in combination with others.
In complexity science the emergence of systemic, or macro-level, properties from individual, or
micro-level, interactions is addressed through mathematical modelling and simulation. Interme-
diate meso-level structuration has been proposed as a method for controlling the macro-level
system outcomes, through the study of how the application of certain policies, or norms, can
affect adaptation and organisation at various levels of the system.
In this context, this thesis describes the specification and implementation of an adaptive affective
anticipatory agent model for the individual micro level, and a self-organising distributed institu-
tional consensus algorithm for the group meso level. Situated in an intelligent transportation
system, the agent model represents an adaptive decision-making system for safe driving, and the
consensus algorithm allows the vehicles to self-organise agreement on values necessary for the
maintenance of “platoons” of vehicles travelling down a motorway. Experiments were performed
using each mechanism in isolation to demonstrate its effectiveness.
A computational testbed has been built on a multi-agent simulator to examine the interaction
between the two given adaptation mechanisms. Experiments involving various differing combina-
tions of the mechanisms are performed, and the effect of these combinations on the macro-level
system properties is measured. Both beneficial and pernicious interactions are observed; the
experimental results are analysed in an attempt to understand these interactions.
The analysis is performed through a formalism which enables the causes for the various inter-
actions to be understood. The formalism takes into account the methods by which the SASO
mechanisms are composed, at what level of the system they operate, on which parts of the
system they operate, and how they interact with the population of the system. It is suggested
that this formalism could serve as the starting point for an analytic method and experimental
tools for a future systems theory of adaptation.
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Chapter 1
Introduction
1.1 Motivation
The problems of scale and dynamics are critical to the design of modern distributed and
embedded systems. Such systems are now being deployed on building-, city-, or even country-
wide scales, and must continue to function in highly changeable environments. The components
of the system must communicate with each other effectively, and may even join or leave the
system temporarily or permanently. One solution to this is to use components that adapt to
these changes. Various approaches to this have been used, such as self-adaptation [93], where the
components of the system modify themselves or their behaviour in response to the environment,
and self-organisation [125], where some collective order is generated by the components in the
system.
However, it is not clear how two (or more) self-adaptive self-organising (SASO) mechanisms will
interact when combined, or whether mechanisms that work well on their own will work well —
or at all — in combination.
Applying an adaptive strategy to the queue manager of a datacentre and another adaptive
strategy to the power manager has yielded a positive result for autonomic computing research
[93, 67]. Conversely, there are cases where two adaptive strategies that work well separately
21
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combine with unexpected and pernicious results, as may be the case with adaptive intelligent
tutoring systems [28]. Organisational adaptation can be successful [14, 87], as can agents that
adapt to the rules of a system [35], but in some cases adaptive users can ‘game the adaptive
system’ [74, Chapter 1] in unexpected and detrimental ways.
The goal of this thesis is therefore to investigate this composition of SASO mechanisms and
understand whether or not the properties of the system can be predicted from the composition
of the behaviours of the SASO individuals, mechanisms, and groups in the system.
1.2 Context and Scope
The concept of micro-macro interactions is common in complex systems [60], with real-world
examples found in economics, large institutions (such as a university or trans-national corpora-
tion), computer networks (such as the Internet or the Tor system1), infrastructures (such as
server farms, datacentres, or transportation infrastructures) and natural phenomena (such as
ant, termite, or bee colonies, or birds flocking).
A number of people have proposed a “meso level” that acts as a bridge between the micro
and macro levels [45, 18, 91, 89]. While the micro level is concerned with individuals in the
system, and the macro level with the overall system itself, the meso level is concerned with
group interactions between individuals in the system, which may be interrelated and nested.
There are many examples of systems that could be studied, but the exemplar application domain
chosen for this thesis is Intelligent Transportation Systems (ITS) [10, 101, 2, 9, 79, 105]. ITS
exhibit all the representative properties; they provide highly complex and dynamic environments,
operate at multiple levels of scale, and consist of many interrelated SASO mechanisms.
In Chapter 2 we will examine various ITS as well as a number of approaches to adaptation and
propose a micro-meso-macro (µ-m-M ) computational framework in the context of self-organising
electronic institutions [98]. This framework will be used to develop various simulation tools
1A network designed to provide anonymity for network hosts and users using a concept known as “onion
routing”.
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to experimentally investigate the behaviour in question, and a formalism will be developed to
understand the observed behaviour analytically.
1.3 Thesis Structure
Given this scope and context, the structure of the thesis will be as follows.
Chapter 2 presents a survey of the application of intelligence and adaptation to the example
domain of ITS. A more general survey of self-adaptation and self-organisation is performed
in the context of a proposed micro-meso-macro computational framework. The framework
comprises three levels; the micro level for intelligence at the edge, the meso level for group-level
coordinated behaviour, and the macro level where the over-arching system-wide functions are
addressed.
Chapter 3 addresses the proposed micro level. It identifies the requirements for an agent
architecture that encapsulates the decision-making system in an example intelligent vehicular
agent. More generally, the micro level corresponds to any individual agent that must exhibit
adaptive, pro-active behaviour to advance its goals. Techniques from the fields of robotics and
psychology are presented as inspiration for a method allowing the designed architecture to make
predictions about possible future states and then make affective assessments of their desirability.
A set of experiments is described that demonstrates the social utility that results from exhibiting
this affective, anticipatory reasoning.
Chapter 4 describes the approach taken in the design of the proposed meso level. The meso
level addresses the method by which a set of agents can form a cluster to agree on the values
taken by some conventional facts. The example of a set of cars forming a “platoon” or “road
train” is used as the grounding for this chapter, but the work is equally applicable to any open,
decentralised, dynamic multi-agent system. Electronic institutions are used as the basis for this
organisation. A presented consensus formation algorithm allows the agents to maintain their
consensus in the face of unexpected and unpredictable perturbations in either the environment,
or the cluster itself. The consensus formation algorithm is adapted from a famous solution in
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the field of distributed databases. An executable specification is provided, along with various
proofs of the correctness of the algorithm.
A multi-agent simulation platform was used to develop a testbed with the above agent architecture
and consensus algorithm. Details of the platform, and the process required to go from the
preliminary experiments in the preceding chapters to this combined system, are presented in
Chapter 5.
The simulation platform presented in Chapter 5 was used to perform experiments on the micro-
and meso-level mechanisms in various combinations. The results of these experiments are
presented in Chapter 6. Their potentially unexpected results are examined here and some
thought is given to the possible causes from the perspective of a potential “systems theory of
adaptation”.
The thesis closes with Chapter 7, in which conclusions are drawn from the work that has been
done. A summary of the achievements and limitations of the work is given, which informs the
proposed future work on the subject in this and other application domains.
1.4 Summary of Results
The main contribution of the thesis consists of three parts. The first part is the theoretical
basis for the µ-m-M framework and each component; an agent architecture for the micro level,
and an institutional consensus algorithm for the meso level, contributing to observed properties
at the macro level. The second part is the implementation and embedding of this framework
and the various levels in a multi-agent systems simulation platform. Finally, a formalism for
describing the composition of SASO systems and assisting in their design is presented as the
third part of the contribution.
In particular, this thesis will describe:
• A survey of example real-world SASO systems; in this case Intelligent Transportation
Systems projects. This is followed by a synoptic critique to identify a proposed µ-m-M
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framework. This is accompanied by a brief survey of various approaches to adaptation at
the micro and meso levels.
• A specification and implementation of an affective anticipatory agent (AAA) architecture
incorporating a theory of affective appraisal of predicted possible future states. This
specification serves as the self-adaptive mechanism at the individual level and is comprised
of:
1. a predictive agent model based on the HAMMER framework by Demiris et al. [42]
that is used both for action selection and execution, and for the prediction of possible
future states;
2. a formalisation of affective expectation based on the work of Castelfranchi et al. [32]
that allows the agent to work towards desirable states and avoid undesirable ones
through an additional non-probabilistic treatment of utility; resulting in
3. an operational property of pro-activity demonstrating the social utility in exhibiting
affective, anticipatory reasoning.
• An executable specification of a consensus algorithm for maintaining consistency in elec-
tronic institutions in the face of: temporary or permanent role failure; cluster aggregation
and fragmentation; and environmental change necessitating the revision of previously
mutually agreed facts. This algorithm serves as the self-organising mechanism at the
group level.
– The algorithm is an adaptation for electronic institutions of the Paxos algorithm by
Lamport [68], that is then extended to address the additional problems we specify.
– A proof of correctness is presented from three perspectives:
1. a proof following Lamport’s own intuitive proof by derivation;
2. a proof of the invariance properties that we want the algorithm to preserve; and
3. a verification by runtime testing of an implementation.
• An experimental testbed that has been built using the Presage2 [8] simulation platform.
The testbed incorporates implementations of the specified micro-level agent architecture
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and meso-level consensus algorithm, and was used for experiments demonstrating that:
1. an implementation of the presented architecture allows agents to utilize their affective
evaluation of predicted states to improve global utility;
2. an implementation of the presented consensus algorithm allows agents to maintain
consistency of mutually agreed institutional facts; and that
3. the mechanisms work well separately, but pernicious and unexpected interactions
occur that mean they work less well together. The degree by which they work less
well is shown to depend on how they are composed.
• The results of the combination of adaptation techniques operating at different levels of
abstraction are examined from the perspective of a potential “systems theory of adaptation”.
A formalism for expressing the composition of SASO mechanisms is presented that will
allow systems designers to:
1. formally describe the components of the system and how they are composed,
2. explain the observed macro-level system output, and potentially
3. predict the likelihood of collisions between the SASO mechanisms used.
Chapter 2
Micro-Meso-Macro Framework for
Electronic Institutions
2.1 Introduction
The SASO (self-adaptive self-organising) systems we are interested in are often open, dynamic,
complex, interconnected, and operate at multiple levels of scale. Intelligent Transportation
Systems (ITS) are a good example of this sort of system: the membership of any part of the
system is constantly changing; they are made up of a vast number of separate components,
each of which may display their own unique behaviour; the components of the system may
communicate with each other or otherwise coordinate themselves; and they range in focus from
individual vehicles to city-level infrastructures to country-wide transportation policies.
There are many different approaches to ITS — from modifying a single car in order to improve
the driver’s quality of experience, to modelling the entire infrastructure of a city. Some examples
are described in Section 2.2 along with a synopsis that categorises the examples given. This
analysis is used to support a micro-meso-macro model presented in Section 2.3. This model is
applied to SASO systems and various approaches to adaptation are discussed in Section 2.4.
Section 2.5 describes how one of these approaches is used as part of the model to develop a
proposed computational framework.
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2.2 Intelligent Transportation Systems
2.2.1 Application of intelligence to transportation
Research in intelligent transportation systems is carried out by both academia and industry,
and covers a wide variety of approaches. Perhaps the approach that first comes to mind when
“intelligent transportation” is mentioned involves a focus on a single intelligent vehicle. This
vehicle may have improved sensing abilities, be able to drive itself, or provide a better quality of
experience for the driver. Examples of this sort of project are:
Car2Car Communication Consortium — Aiming to develop and release an open
standard for wireless V2V and V2I (Vehicle-to-Vehicle/Infrastructure) communication,
along with realistic strategies for both the deployment and running of intelligent transporta-
tion systems, the work of the C2C-CC focussed on three scenario areas; “Safety”, “Traffic
Efficiency”, and “Infotainment and Others”. The C2C-CC worked on a communications
protocol and treated the vehicular ad-hoc network (VANET) created by temporary links
with other vehicles as just another “sensor” for the car to use [102].
Google car — Google have famously developed a self-driving car [79] that is capable of
autonomous driving in motorway and city scenarios. The focus of this work is primarily
on object recognition and avoidance that is carried out by each individual vehicle as it
autonomously navigates the environment.
HAVEIT — Highly Automated Vehicles for Intelligent Transport [55] worked on a next-
generation ADAS (Advanced Driver Assistance System) for both cars and trucks with
a higher level of automation than currently exists; the architecture was designed to be
fault tolerant and ensured that the driver was “in the loop” when required — instead of
instantly switching back from autodrive to the driver in an emergency, the driver was
gradually reintroduced to the situation so that they were as prepared as possible for what
they had to do.
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REFLECT was a pervasive adaptive systems project that modified a performance road car
with an advanced adaptive human-machine interface in order to capture the emotional,
cognitive, and physical experience of the user and automatically adapt to provide a more
pleasant and safe journey [115].
Another approach is taken by some initiatives that concern themselves with local groups of
vehicles; these vehicles usually communicate with each other and work cooperatively. The most
usual application for this is “road trains” or “platoons” of vehicles that travel together in a
line in order to exploit semi-autonomous driving and provide improved fuel efficiency (due to
slip-streaming effects) or allow the driver to do other things, as in the following work:
CYBERCARS2 — Working with the concept of automated vehicles, the CYBERCARS2
project extended current systems available by connecting the vehicles together in a small
VANET and so allowing them to communicate and cooperate. The project paid close
attention to the concepts of platooning through close range cooperation, merging traffic
streams, and crossing intersections [12].
SARTRE — The SARTRE (Safe Road Trains for the Environment) project [10] successfully
developed a system for platooning a number of vehicles into a semi-autonomous “road
train” that travelled at speeds of up to 90km/h. The road trains consisted of a number of
modified vehicles travelling on an unmodified roadway in formation. The formation was led
by a vehicle with a professional driver and the other vehicles entered a semi-autonomous
mode when in the platoon. These road trains were used to improve safety, fuel efficiency,
and traffic flow, as well as allowing the drivers of the semi-autonomous vehicles to do a
number of things that were normally prohibited, such as using a phone, reading a book,
or watching a film.
Some work has also been done that focusses on the privacy issues created by the formation
of VANETs. The issues of secure communication, where current approaches that are
unsuitable for VANETs necessitate the development of new architectures and protocols
[101], and preventing the malicious tracking of a vehicle’s location based on its interaction
with temporary VANET clusters [105] have been considered, among others.
30 Chapter 2. Micro-Meso-Macro Framework for Electronic Institutions
The final approach is when an initiative takes an ‘overall’ view of the system, either relating to
the traffic in the system, or some other aspect such as pollution. The system may be simulated
in order to study the effects of certain behaviours, or the system may have been enhanced with
a more effective method of “top-down” control. Examples of these include:
FREEFLOW developed new intelligent decision support tools in the form of new components
for UTMC (Urban Traffic Management and Control) systems to assist transport network
infrastructure managers and individual travellers [65]; the work was demonstrated and
implemented in York, London, and Kent in partnership with the relevant local authorities.
The project influenced the overall system state by using information gathered from a large
number of sources across the entire system.
IBM Smarter Transportation — Part of IBM’s “Smarter Planet” research direction
includes a stream for improved transportation. One approach is to apply technologies
from “the semantic web” to analysis of system-wide data in quasi real-time to detect and
diagnose the possibility of road traffic congestion due to unexpected events [72].
iTETRIS has set out to create a “Traffic simulation platform for co-operative ICT solutions
evaluation” [52] by integrating wireless communication and road traffic simulation in a real-
time environment for road traffic management. This involves producing building blocks
and interfaces for conducting large-scale tests on V2V/V2I systems; broadly this means
they combine “V2x Cooperative Communications” and “Advanced Traffic Management” in
a single system-wide simulator for large-scale systems.
MESSAGE — Mobile Environmental Sensing System Across Grid Environments [7] was a
project by five UK universities in partnership with industry that concluded in 2009. The
project involved a number of different wireless technologies (personal devices, “smart dust”
Zigbee motes, and WiFi/WiMax) that were combined to create a mobile and distributed
sensor network that also utilized public transportation to carry sensors throughout the
urban environment. The project was aimed at measuring the interaction between traffic
patterns, pollution from individual vehicles, and the concentration and dispersion patterns
of the pollutants across the wider area.
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Some initiatives may even merge or split their work and address multiple levels. These initiatives
typically use the information gathered from one level to improve the service offered at another,
as can be seen in the following projects:
COOPERS — Co-Operative Systems for Intelligent Road Safety placed their focus on using a
dedicated I2V (Infrastructure-to-Vehicle) link, rather than the usual V2V or V2I links that
other projects emphasise, reasoning that this extends the concept of V2V with information
that can only be provided in real time by an “infrastructure operator” [1]. This also allowed
the reverse V2I channel to be exploited by using vehicles as a distributed sensor network
for the infrastructure to verify and supplmement its own sensor data. This work is a good
example of a system that augments information at the individual level with information
from the system level, and vice versa, without intermediate collective structures.
CVIS — Co-operative Vehicle-Infrastructure Systems [59] was an extremely large and wide-
reaching European project that aimed to create a cooperative architecture for vehicular
applications. The technical aspect of their work allowed “all vehicles and infrastructure
elements” to maintain continuous and reliable wireless communication. This architecture
was used for a number of applications developed by the project for various safety, route-
planning and traffic management applications. The project is too large and wide-reaching
to give sufficient detail here, but we can nevertheless categorise it as splitting its work
between the individuals and the system as a whole.
SAFESPOT was based on using V2V and V2I technologies to combine information provided
to the car from a local VANET, composed of other nearby vehicles and road-side units,
with information from onboard sensors in order to extend the driver’s awareness of the
surrounding environment “in space and time” [20] as well as advising the driver on possibly
dangerous future situations and how to avoid them. SAFESPOT combined these two
information sources to create “added value” that could fill in the blanks in a driver’s
information; a simple example is the blind spots on all vehicles.
SOCIONICAL worked on large-scale simulations of socio-technical systems, specifically in
the area of Ambient Intelligence (AmI) based smart environments. In these environments,
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there is a close relationship between the system and the user [4, 49]. In the context of a
transportation infrastructure, the information at the level of a single car, such as from an
ADAS system or something similar to the REFLECT project, could be combined with
the information from the system at a higher level and used to predict and influence the
properties of the system, namely the traffic situation.
2.2.2 Synopsis of ITS projects
Analysing the given examples shows that they address one or more of the following levels:
Intelligence at the edge — that is, the behaviour or abilities of individuals in the system.
Example are the addition of pervasive adaptive interfaces in the REFLECT project,
self-drive systems as in the Google car, and driver assistance systems as in the HAVEIT
project. The current technological standard means that almost all new cars come equipped
with integrated proximity sensors, GPS modules, smart cruise-control, and so on. All
of these inputs can be leveraged through the CAN-Bus (Controller Area Network) as
specified in ISO 11898. This is considered to be the micro level of the system.
Social intelligence — where the collective behaviour of individuals, or the behaviour of
‘clusters’ of individuals is the focus. When vehicles form groups, they can interact with
each other, or with road-side units. The information gathered at the micro level can be
used to improve the safety of the members of the group (by using individuals’ proximity
sensors to ensure the vehicles keep a safe distance from each other), plan routes for each
group member, allow for semi-autonomous driving, and so on. The formation of permanent
or temporary VANETs can allow the member vehicles to coordinate their activities, such
as in the CYBERCARS2 and SARTRE projects, for collective gain. This is considered
to be the meso level of the system.
Intelligent infrastructure — is concerned with the system as a whole. The projects at this
level often either focus on simulation of the system as a whole, as in the iTETRIS project,
or on affecting the system from the top down as in the FREEFLOW project. Projects at
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this level may also consider integration with external organisations which may include
service providers, transit authorities, insurance providers, emergency services, and other
interested parties. This is the macro level of the system.
Usually each individual in a system has its own behaviour that drives its actions; likewise, the
system as a whole may have properties that drive its behaviour. These behaviours may not
always be able to co-exist ‘peacefully’; conflicts may occur, not only between individuals but
also with individuals whose behaviours do not match that of the system. Alongside this, clusters
of individuals are likely to have to interoperate, possibly with some individuals belonging to
multiple clusters; this may result in the individuals receiving conflicting behavioural drivers
from each cluster.
In order to deal with the interactions between the individual-, cluster- and system-level be-
haviours, and inspired by Evolutionary Economics [45], we propose a three-layered framework.
This results in a micro-meso-macro, or µ-m-M , approach, where each layer addresses a different
level of detail.
2.3 A µ-m-M Framework
In the kinds of systems we are interested in there are complex interactions between the system
components. As such, the standard micro/macro approach often cannot fully account for the
system’s behaviour. This is the case in Evolutionary Economics [45], Complex Systems [60], and
Organic Computing [89]; a need for a “bridging” meso level between the micro and macro levels
has been identified. In the same way that the micro level deals with individual behaviours, and
the macro level deals with the overall system behaviour, the meso level introduces relationships
between agents that may change their behaviour. This meso level is often represented as
a temporary structure (i.e. a cluster) of individuals in the system that cooperate and share
behaviours. As clusters are formed, their behaviour will affect the behaviour of individuals in
the system; these individuals may or not even be members of the cluster. At the same time,
the behaviour of the clusters will have an effect on the behaviour of the system at the macro
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Figure 2.1: Micro-meso-macro framework. Although it is presented as having three levels,
individuals may belong to multiple meso-level groups, there may be nesting at the meso level,
and the demarcation of the macro level may depend on the scope with which the system is
being examined.
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level. Similarly, the macro level may influence the clusters, either by encouraging or inhibiting
their formation, or by incentivising specific behaviours in order to push the system in a desired
direction.
Figure 2.1 shows the three levels in reference to the ITS example domain. The decision as to
what belongs in each level depends on the application domain and on what the user is studying;
for example the micro level in one situation may be the macro level in another. The micro
level in our example is a single vehicle, or equivalently, the driver of the vehicle; the framework
can also be used with the human body at the macro level. In this case, the meso level could
correspond to the organs or organ groups (central nervous system, limbic system, and so on),
with the micro level being individual cells. In this way, the framework is a way of defining a
structure for analysing a given situation, and the choices of demarcation depend on the situation
it is applied to and what the user wishes to study.
2.3.1 SASO systems
In order to function effectively in highly dynamic and complex systems, the individuals operating
at the micro level must be capable of adapting to changes in the system. To accomplish this at
the same time as pursuing their goals, the micro-level behaviour must allow them to act in an
autonomous, goal-directed, reactive, and pro-active manner.
This self-adaptive individual behaviour will also be situated in meso-level structures that must
likewise be resilient against perturbations introduced by the system or by the activities of the
member agents themselves. In order to accomplish this in an open system, the distributed
organisations should be self-organised and fault-tolerant.
The actions of the individuals and the meso-level structures in the system all make up parts of
the macro-level system behaviour. The individuals’ collective behaviour affects the behaviour
of the structures they are members of. The structures in turn enforce behaviours down to
the individuals. Likewise, the interaction between the meso-level structures impacts on the
properties of the macro-level system, which may itself dictate down to the meso level.
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This µ-m-M system is thus a highly complex and dynamic SASO system. In the course of
investigating the µ-m-M framework for SASO systems, the micro and meso levels must be
addressed in turn, as must their interactions with each other.
2.3.2 µ-m-M as applied to SASO ITS
ITS are composed of individuals with their own goals interacting with an infrastructure that has
its own, possibly conflicting, goals. The use of a µ-m-M framework for ITS provides intelligence
at each level, with a different problem at each level being addressed.
At the micro level, the individual behaviour of an intelligent vehicular agent is addressed.
An agent architecture should make use of all the embedded technology in order to create a
decision-making system that will enable the vehicle to perform autonomous driving. This
driving should take into account both safety issues (i.e. not crashing) and agent preferences (e.g.
preferred speed, destination).
The meso level of the framework addresses collective decision-making of a cluster of vehicular
agents. These clusters are self-organised among the agents based on some shared characteristic;
they may be based on platoons of vehicles travelling in the same direction at an agreed speed, or
may be geographically located around a junction in order to optimise throughput. In either case,
the highly dynamic nature of ITS will mean that the membership of these clusters is constantly
changing and will make them temporary and/or dynamic.
The macro level of the system addresses overall system-wide properties. The macro level may ei-
ther be simply the measurable output of the system, or it may have its own intentional behaviours
and goals. Some examples are the control of pollution or congestion at an infrastructure-scale.
The macro-level behaviours may also have to manage the interaction between the ITS and
external or parallel systems; examples include emergency services, public transportation, and
the power grid.
It should be noted that ITS are an exemplar problem domain but the framework proposed is
applicable to any large- or multi-scale system that is highly complex, dynamic, and interconnected.
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Another example of an applicable domain is that of cooling or providing power in server farms
— the micro level is concerned with an individual server, the meso level is the cluster-sized
management, and the macro level is the whole server farm.
2.4 Adaptation
Following from the framework presented in Section 2.3, we will now present a necessarily brief
analysis of adaptation at the micro and meso levels of a system. Section 2.4.1 discusses what
can be adapted at the micro level and various methods by which it can be adapted. Section
2.4.2 discusses meso-level adaptation along similar lines, and then presents an outline of the
state-of-the-art in group-level adaptation through organisation. Section 2.4.3 summarises and
comments on a number of points raised by the analysis.
2.4.1 Adaptation at the micro level
Adaptation can be applied in many situations, many ways, and for many reasons. Taking [94]
as its inspiration, this section will necessarily confine itself to considering what can be adapted
and how it can be adapted.
What can be adapted ?
Adaptation can be of an agent’s:
Beliefs [119, 88], wherein the agent can update its beliefs based on the changing situation or
environment. An example of this is when someone observes a change in the environment,
for example that the leaves on the trees are turning brown or falling off, and makes an
inference that results in their belief that it is now Autumn. This adaptation is often
followed by adaptation of one or both of the following.
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Structure, whereby the agent can modify its physical structure in order to better fulfil its
goals or move through the environment. Examples of this are a soft pneumatic robot
that changes its size and rigidity in order to fit through smaller gaps [118], robots that
can reconfigure themselves by adding or removing parts [126] or grafting tools onto
themselves [27], and intelligent tutoring systems that adapt their interface based on the
user’s competence [28].
Behaviour, whereby the agent can alter its behaviour in some way. Examples include a
cleaning robot that has to decide when to clean, when to recharge its batteries, and when
to empty its bin [88]; robots changing their gait depending on the terrain or their current
configuration [100, 118]; and autonomous vehicles adjusting their behaviour based on the
terrain and presence of obstacles [79].
How can it be adapted ?
This adaptation, when not directly initiated or implemented by a user, can occur through
a variety of approaches. It may be done reactively, with a close link between observation
and adaptation. The problem may be converted to a tree or graph so that common search
algorithms can be used. Alternatively, a model of the environment may be constructed and
used to determine the change. There are more options not covered here, and hybrid approaches
are also possible.
Reactive approaches are those where there is no model of the environment being used to
determine the agent’s behaviour. There is often a direct link between an observed environmental
property and one of the agent’s internal properties.
Artificial Neural Networks (ANNs) are one approach to training an agent so that it adapts over
time to its environmental conditions 1. During a training period the agent’s behaviour can be
conditioned. Repeated later changes in the environmental conditions observed by the agent will
1Note that learning ANNs are themselves an adaptive system, as during the training process the weights
associated with each connection change in response to the presented stimuli.
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result in changes in its behaviour over time [121]. Although this method is less applicable for
one-off incidents, it can be used to adapt an agent over time to the prevailing environmental
conditions. Topological ANNs can also be used for dynamic path planning [51]; in this case the
neurons correspond more directly to a model of the observed environment, so there is a closer
link between observation and adaptation of the model, resulting in a change in behaviour that
does not need to be learned.
Some techniques rely purely on mathematical approaches. The Vector Field Histogram Plus
(VFH+) technique for obstacle avoidance reduces two-dimensional map grids of observed
obstacles to one-dimensional polar histograms [123] that can be used to adapt to a changing
environment. It is based on previous work by Borenstein & Koren on the Vector Force Field
and Vector Field Histogram techniques [21, 64, 22]. Hybrid solutions are also possible; Chang &
Song [33, 121] use a reactive mathematical approach for obstacle avoidance, based on the VFH
method combined with an ANN-based predictor they claim provides the addition of predictive
sensor fusion from multiple CCD cameras.
Tree- or Graph-based approaches also exist; converting the problem to a well-studied
data structure allows the use of common search algorithms to solve relatively complex problems.
In [50] the dynamic environment is translated to the velocity space, so avoiding the obstacles is
a matter of selecting manoeuvres that fall outside of these “velocity obstacles”. A trajectory
is thus a chain of these manoeuvres, so the possible trajectories form a tree which can be
pruned heuristically and then searched based on the relevant priorities (obstacle avoidance, goal
fulfilment, maximising speed, and so on). In this case, the adaptation is of the structure of the
trajectory tree and the heuristic and search parameters used at any given time.
Probabilistic graph-based methods are also suitable; [73] describes a real-time approach for
path planning in changing environments that involves generating an obstacle-free graph of the
configuration space of a jointed mobile robot that can be altered based on observed changes
in the environment in order to allow for replanning. This is an example of when adapting the
structure of an agent is used to plan its motion.
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Model-based approaches are an alternative, where the change is developed using an internal
model; the agent has a model of the world which has been updated and then used to generate
the change that should be made to their beliefs, structure or behaviour.
Case-Based Reasoning (CBR) [78, 31] is when an agent solves a problem based on solutions
to previous, similar problems. This can be used to select a number of behavioural parameters
based on the observed environment’s similarity to previously specified cases, as in [75] which
also employs adaptation of the cases in addition to behavioural adaptation. Learning is also
possible with CBR, for example automatically creating recipes for paint to match requested
previously-unseen colours based on paints that had been designed in the past [34]. This allows
the CBR-based tool to adapt to previously-unseen colours by referring to previous examples
and learning new recipes.
Simulationist approaches, where a model of the world is simulated by the agent and used to
predict potential future states or the outcome of actions, are also possible. HAMMER [42] is an
example of this kind of approach; it has been used in a multi-agent setting for allowing an AI
opponent to adapt to a human player in a real-time strategy game [30, 29], and also to adapt
the degree of “shared control” exerted over an intelligent wheelchair [40].
2.4.2 Adaptation at the meso level
Adaptation of groups, communities, and organisations either occurs, or has an effect, at the
meso level; in this way the adaptation is of a multi-agent system or subsystem rather than of a
single agent. This section will present a general discussion as in the previous section and will
then look at some examples representing the state-of-the-art.
What can be adapted ?
The countless varieties of multi-agent system (MAS) give rise to countless aspects of the system
that can be altered. The structure of the system can be altered; this can be either the physical
structure given by the arrangement of the members [12, 10], or the organisational structure
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given by the definition of who is in the system [81] or the connections between the member
agents. This change in structure could be due to the alteration of the relations between the
agents, which may or may not be normative [56, 116, 61]. Alternatively, the change may be of
the weightings or capacity of the connections [57, 58]; the roles of the members [53, 96]; the
rules used by the system [26, 14, 96, 104, 85]; the mutual trust or reliability between the agents
[89]; or any other aspect of the system.
How can it be adapted ?
Adaptation can be performed by many methods, as has been seen previously. In a MAS this is
often performed by communication with other agents via speech acts [111], generally involves
some level of restriction on the adaptation being chosen at design-time, and can often only be
performed by designated agents.
Methods that used designated agents for the adaptation of a MAS often make use of the
fact that the system designers can provide the designated agent with access to more information
or resources than the general members of the system. It is often a “top-down” method of
adaptation, where the designated agent uses their additional information or resources to make
the ‘optimal’ change, as in Autonomic Electronic Institutions [23, 24], an adaptive extension
of the Electronic Institutions presented by Sierra, Noriega, et al. [43, 104, 103, 47, 48]. This
designated agent may map the system to something else in order to process it, such as an
organisational graph representing information flow in Max-Flow Networks [57, 58], or reduce
it to a function, as in OMACS [53, 38, 92, 37]. These systems often require or assume that
the member agents are truthful, well behaved, and/or co-operative in order to function, as in
the case of the Unity system, where managing agents dictate the high level requirements to
individual elements that interact with the services they require [122]. This assumption of trust
combined with a central controller may lead to problems if the designated agent cannot be fully
trusted, or in open systems may lead to agents not joining a system they have no influence over.
An alternative to using a specific designated agent is for all the member agents (or some
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mutually-agreed subset of them) to have influence over the adaptation of the system.
Distributed organisational methods are those with an explicit organisational structure
and the ability for run-time decisions to be made on which agents can influence the adaptation
of the system. This may be direct, as in the case of Self-Governing Electronic Institutions where
various institutional principles [91, 97] allow the member agents to self-organise the structure of
the system and the rules it functions under [95, 97, 96]. Alternatively, the various protocols
at work in a system can be altered in arbitrary ways by the members of the system through
the use of argumentation, as in Dynamic Argument Systems [26] and Dynamic Norm-Governed
Systems [13, 14, 124] which also introduces the ability for some thresholds to be placed on
the possible changes at design-time. Policy Management Systems [120] describes a system
of non-dynamic “authorisation policies” (which conflate institutional power and permission)
and dynamic “obligation policies” to control the abilities of nodes inside a distributed system;
the obligations in the system can be changed to adapt to changing requirements. Another
possibility is for the set of possible organisational configurations to be specified at design-time,
and have the members choose which to apply at any given time. This is the case in Adaptive
Decision-Making Frameworks (ADMF), where the autonomy, goals, and status of the members
are defined by decision-making frameworks that are then selected using case-based reasoning at
run-time [16, 81]. Although systems in ADMF define a framework for the system, there is no
explicit institution; the agents are all equal and discuss and agree upon changes collectively.
This introduces another type of method, in which the community is implictly, rather than
explicitly, defined.
Distributed implicit community methods must deal with the problem of conflict and
non-conformance, which may or may not be considered by other approaches. In explicitly
defined institutions there are often rules determining acceptable and permissible behaviour [61],
along with the associated sanctions [15]. This may be the case in implicit institutions — ADMF
may enforce social contracts through agreed penalties — or other methods may be used. In
Organic Computing [89], the concept of social trust is used to form stable trusted communities
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[17]; a reputation database is updated by agents and used to determine whether they should go
ahead with interactions or not. In Law-Governed Interaction however, “regimentation devices”
are used to block forbidden actions and enforce correct behaviour during agent transactions
[84, 86, 83, 114, 85]; when a law is changed it must be propagated to the regimentation devices,
but this may lead to problems of overly rigid systems and may not even result in desirable
behaviour (consider the case where a change occurs mid-transaction, or where the regimentation
devices of two parties in a transaction have different versions of the law).
2.4.3 Summary and commentary
Adaptation as a general method for change by an individual or system can occur in many
different ways using many different methods. This change may be the result of direct reactivity,
or may involve a model of the environment being used to either predict a forthcoming change,
or choose the best adaptation to make. At the group level, adaptation can be the responsibility
of a single designated member agent, or may be an option for all or some of the members of the
group. Likewise, the group may or may not involve an explicit “organisational model”, and may
or may not require or assume the agents are well behaved.
It should be noted that adaptation is different from emergence; although they are strongly
related in a biological context, where an adaptation is the result of the evolutionary process of
emergence, in this context they are effectively opposites. Emergence is where the application or
modification of rules results in unexpected or unintended consequences [94], whereas adaptation
is the application or modification of rules towards some intended purpose or outcome. Although
both may result in beneficial properties, in the emergent case it is teleonomic (that is, beneficial in
hindsight but only apparently goal-directed) and in the adaptive case it is teleological (beneficial
due to foresight and intention).
There are however many “grey areas” that may be considered. In the case of evolutionary or
genetic algorithms, random variations and searches are evaluated in a goal-directed manner
that is often termed adaptation [63], and the process of stigmergy2, where traces of actions are
2Commonly in reference to ants, termites, and so forth.
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left in the environment and provide indirect communication between agents, is often termed
self-organisation or related to organisational structure [46, 80].
There are also many possible ‘quirks’ of self-organisation to consider. It is clearly possible to both
self-organise a system based on hierarchical authority (as in most current world democracies),
and one which abhors both hierarchy and authority whilst maintaining organisation based on
social interaction [66, 5]. Likewise it is possible to collectively and in a distributed manner
self-organise a centralised system, as in most modern democracies, or one that is either based
on, or in favour of, disorganisation [77].
Some previous work regarding the concept of a self-adaptive agent working inside an adaptive
or self-organising group framework may exist. Although [49] proposes a dual “driver-vehicle
co-model” involving interaction between the micro and meso levels, it appears to be more
interested in the spread of information gleaned at the micro level to the meso level, and also
suggests that a centralised model may be used for the “social” aspect. As the idea does not
seem to have been implemented, we cannot be sure. Some work has been done in the multirobot
domain [11] but this focusses on a learning process based on non-intensive calculations and is
more rightly categorised as emergence in an implicit community than adaptation in the context
of explicit organisation. Furthermore, although the paper title may suggest otherwise, the
individual- and population-level learning are not combined and have no interaction. Wu et
al. [128] propose further work with both micro- and meso-level adaptation based on the work
presented in [11], but this also does not seem to have been carried out3. Some work in Policy
Management Systems [120] acknowledges that policies governing distributed systems may have
to adapt to changing behaviour in the underlying system, but does not explicitly model this
and presumes that all agents in the system conform to the policies laid out.
Some academics in the legal and sociological domains acknowledge that laws, policies, and
norms do not directly create behaviours in the population they are applied to. Rather, they
lay out a system of incentives and disincentives that the population reacts to and may or may
3The abstract for this paper only appears in online collections rather than in the paper itself, and the further
work section in the paper does not propose this extension, perhaps indicating that the work is unlikely to be
carried out in the future.
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not change their behaviour in response. Any such adaptation of behaviour may be in line with
the lawmakers’ intentions, but it is equally likely to have unintended consequences. This is
sometimes termed the “fallacy of normative determinism” and is highly related to the concept
that the “law-on-the-books” differs from the “law-in-action” [19]. A more full explanation of
this in the context of evidence-based legislation that takes into account the local population to
which the law will be applied is given by Seidman & Seidman in their institutionalist legislative
theory and methodology (ILTAM) [113, 112].
2.5 Required Computational Framework
The design of large SASO systems requires an understanding of all the component parts
and the manner in which they interact; the appearance of system-level outcomes can be
the product of emergent individual behaviour, or the product of combination through group
structuration [45, 60, 89]. By associating the individuals with the “micro level” of the system,
group structuration with the “meso level” and the system-level outcomes with the “macro level”
of the system, a micro-meso-macro (µ-m-M ) computational design framework can be created,
and formalised in the context of self-organising electronic institutions.
2.5.1 Self-Organising electronic institutions
A self-organising electronic institution [98] is a population of agents and a specification of a
dynamic norm-governed system [14]. A self-organising electronic institution at time t, EIt, can
be given by:
EIt = 〈A, C, R,L〉t
where:
• At is the set of all agents in the system, where each agent is situated in the micro level of
the system;
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• Ct is the set of action situations, which are usually represented as meso-level clusters of
agents;
• Rt is a binary nesting relation on Ct defining how action situations relate to each other;
and
• Lt is a dynamic norm-governed system specification, or the rules by which an institutional
system can be specified.
An action situation Ci,t ∈ Ct is any situation in which institutionalised power [61] is exercised;
agents possessing certain roles are empowered to perform given acts in given contexts to initiate
certain facts of institutional significance. These institutional facts If are differentiated from
physical ‘brute’ facts Bf , by being true due to mutual convention, rather than due to a physical
truth. Each action situation can then be given by:
Ci,t = 〈M, l, 〉t
where:
• Mt is the set of members whereMt ⊆ At
• lt is a specification instance of Lt; and
• t is the environment of the cluster, a pair 〈Bf , If 〉t.
We are especially interested in adaptation of the micro-level agents in A and the organisation of
the meso-level structures in C (defined by l and influenced by changes in ). The interaction of
these two components and the effect this has on the observed macro-level properties of EI is
what will be examined in detail.
This investigation will be accomplished through the development of simulation tools to exper-
imentally investigate the behaviour in question, and a formal framework to understand the
observed behaviour analytically.
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2.5.2 Design principles
The concept of self-organising electronic institutions draws on the work of Elinor Ostrom [91].
Ostrom gives a number of design principles for designing self-governing institutions that result
in enduring and resilient collectives. The original principles refer to institutions that manage
a Common Pool Resource; the language used has been generalised for the versions shown in
Table 2.1.
Principles 1–3 are fundamentally tied with the definition of the institutions in the system. They
define the scope of the system, who can access it, and how adaptable it should be; all three
should be addressed by any implementation of an institution that aims to be sustainable.
Principles 4–6 on the other hand relate specifically to the accountability of the members, and
the process by which malicious (or simply incompatible) activities are dealt with. As such, if
there is the assumption of non-malicious activity, then they can be left as a possible future
extension to the basic functioning of the institution. The operational rules covering sanctions
in a system are likely to intersect with the operational rules of the institution’s function. In
any future investigations that include sanctions, this may manifest as an interaction between
adaptation mechanisms, which may be another application of the work presented in this thesis.
Similarly, by designing systems that are self-contained and isolated from any other systems, the
possibility of an external challenge to the system, addressed by Principle 7, can be ignored.
As noted in Figure 2.1, the institutions in µ-m-M systems may well be nested. With this in
mind, any systems that are designed should address the possibility of nesting described in
Principle 8 by not preventing the hierarchical application of the rules.
2.6 Summary
This chapter has presented a proposed micro-meso-macro computational framework and con-
textualised it by application to intelligent transportation systems. A number of ITS were
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Table 2.1: Ostrom’s design principles
1. Clearly defined boundaries.
Individuals who have access rights to the institution must be clearly defined, as must the
boundaries of the institution itself.
2. Congruence between institutional rules and local conditions.
The rules of the institution must be related to the conditions local to the institution.
3. Collective-choice arrangements.
Most individuals affected by the rules of the institution must be able to participate in
modifying the rules.
4. Monitoring.
Monitors who actively audit the application of the institutional rules must be, or be
accountable to, those affected by the institutional rules.
5. Graduated sanctions.
Members who violate institutional rules are assessed a sanction that is proportional to
the seriousness of the violation. The sanctions are given by the other members of the
institution, by officials accountable to the members, or both.
6. Conflict-resolution mechanisms.
The members and officials of the institution both have rapid access to low-cost local
arenas to resolve conflicts amongst members, or between members and their officials.
7. Minimal recognition of rights to organise.
The rights of the institutional members to devise their own institutions are not
challenged by external authorities.
For institutions that are part of a larger institution:
8. Nested enterprises.
The rules governing the institution and the application of the previous seven principles
are organised in multiple levels of nested enterprises.
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examined and categorised according to the levels of scale that they focus on. Various approaches
to adaptation at both the micro and meso level were discussed. This thesis aims to study a
self-adaptive computationally intensive agent working at the micro level inside a self-organised
group framework at the meso level. A computational framework for the micro-meso-macro
model was described, using the context and formalism of self-organising electronic institutions.
The following chapters will address the micro and meso levels in turn, before investigating the
interaction between mechanisms at these two levels, and what effect this has on the macro-level
properties of the system as a whole.
Chapter 3
Affective Anticipatory Agent Model
3.1 Introduction
The base of the micro-meso-macro framework is an agent architecture allowing self-adaptive
agents to exhibit intelligence at the micro level. The exemplar domain of Intelligent Transporta-
tion Systems (ITS) is ideal for demonstrating this; it is highly dynamic and requires members
of the system (the drivers/cars) to exhibit complex behaviour.
In order to function in an ITS, agents representing intelligent vehicles have to reason about their
environment and make decisions as to which actions to perform in order to reach or maintain
their goals and preferences, such as their destination and preferred speed. An agent can further
be informally defined by its possession of the following properties: autonomy, social ability,
reactivity, and pro-activeness [127]. The first three concepts are relatively straightforward, but
the concept of “pro-activity” is not simply goal-directed behaviour; it is instead a subtle, nuanced
concept covering a spectrum of behaviour requiring the agent to model other agents, anticipate
future states and actions, and perform cognitive evaluations of their quality [32].
Designing pro-activity requires two things; anticipation — an ability to predict possible future
states, and affective evaluation — an ability to evaluate these predictions with respect to goals
and preferences.
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This chapter will deal with the development of an Affective Anticipatory Agent, or AAA, model.
To develop this model, a theory of intent prediction based on aspects of HAMMER (Hierarchical
Attentive Multiple Models for Execution and Recognition) [42] is combined with an affective
evaluation of expectations [32]. This results in a method of intent prediction based on affective
appraisal of possible future states.
A set of experiments were performed to evaluate the feasibility of this method and the effectiveness
of the AAA model. To this end, a simplified motorway scenario was envisaged; intelligent agents
would drive along a three-lane section of motorway and decide on which lane to drive in, what
speed they should travel at, and how much space to leave between themselves and other vehicles.
These requirements for the agents imply behaviours that they will need to exhibit; as well as
continuing at their current speed, they must be able to select from actions that affect their
speed and lane. In the course of moving through this simulation an agent may find itself faced
with certain situations requiring it to reason about the current state, or possible future states,
and these actions will allow them to overtake and avoid other vehicles whilst maintaining their
own progress.
The rest of this chapter is divided into four main sections. In Section 3.2 the architectural elements
of the AAA model are described; first HAMMER is presented as the basis of the prediction
mechanism, followed by a preliminary implementation of a cognitive anatomy of expectations as
the affective dimension of the evaluation of states. Section 3.3 then pulls everything together
and describes the overall function of the model. The experimental evaluation of the AAA model
is set out in Section 3.4, followed in Section 3.5 by a summary of the work.
3.2 Architectural Elements
3.2.1 HAMMER
HAMMER (Hierarchical Attentive Multiple Models for Execution and Recognition) is a frame-
work for online action selection and intention recognition developed for the robotics and
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multi-agent systems domains that uses the “generative, simulationist approach” to understanding
actions by mentally rehearsing them from a motor-based perspective [39]. In effect, it places
itself in the shoes of the observed agent and asks itself what it would do in that situation.
HAMMER uses parallel sets of Inverse-Forward model pairs along with feedback/competition
to select the correct action.
Inverse/forward models
HAMMER uses inverse and forward models as its smallest constituent part. An inverse model
can be thought of as a controller or, in the context of robotics, a motor plan. As shown in
Figure 3.1a, it takes as its inputs representations of the current state and optionally the goal
state and outputs the actions it has knowledge of that would be best suited to reach or maintain
those goals. If a goal state is given, then the action is modified for that specific state; otherwise
the model just outputs the action it models. Conversely, a forward model can be thought of as
a predictor or internal simulator; as shown in Figure 3.1b, it takes the current state and a set of
actions as its inputs and outputs the predicted resulting state.
Action(s)
Goal State
I
Current State
(a) Inverse model
Predicted
State
Action(s)
F
Current State
(b) Forward model
Figure 3.1: Inverse and forward models in HAMMER
An inverse model is combined with a forward model and a prediction verification comparator
to create the building block of HAMMER — this “inverse-forward model pair” is shown in
Figure 3.2. A number of such blocks are arranged in parallel, with each pair corresponding to a
different set of actions that the agent or robot is able to perform. HAMMER can then be used
in two modes; as a “controller” and as a “predictor” [41]. These modes both use the same set of
model pairs but with different inputs.
When in “controller mode” the inverse model of each pair is given both the current state and
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the desired goal state. The inverse model outputs the actions it can perform from the provided
current state. These actions are sent to the forward model along with the current state to
generate a predicted future state. The set of future states that are generated from the set of
model pairs can then be evaluated and the best prediction chosen; the action corresponding to
the pair that generated the most favourable output can be executed. The actual outcome of the
action can optionally be compared to the predicted outcome, with the difference being used to
modify the relevant inverse model. As the AAA model does not employ any learning at this
stage, this feedback is not used.
In “prediction mode” the only input to the inverse model of each pair is the current state, but it
can be either the current state of the agent itself, or one of the agent’s neighbours. In this way,
the agent can predict the outcomes of its own actions, or those of its neighbours, and then act
accordingly.
We use HAMMER as both a “controller” to plan and control the vehicular agent, and also as a
“predictor” to make predictions about the actions of the neighbouring vehicles. These predictions
are used to plan the agent’s future actions.
Goal State
I
Predicted
StateF
Current State
Feedback signal
(optional)
Current or Goal
State
Prediction
VerificationAction(s)
Output
Figure 3.2: A model pair in HAMMER
3.2.2 Affective evaluation
The cognitive anatomy of expectations and their function in purposive action in [32] presents an
analytical decomposition of the structure of expectations, as well as their purpose, meaning, and
side-effects arising from their fulfilment or invalidation. For the work presented in this chapter,
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the formal structure of expectations was used to inspire the affective evaluation of predicted
states.
An “Expectation” consists of two parts; a belief with strength and a goal with value [32]. These
are the subjective certainty and importance of the expectation respectively; for example, “Sam
is very certain that he will have fish and chips for lunch on Friday, and this is very important
to him”. Both Sam’s certainty and importance are high for this expectation. The method of
affective evaluation used by the AAA model uses the concept of an expectation having a value
to the agent and a certainty weight.
As an agent moves through the world it has to make choices about its actions and decide which
of its goals to pursue. Each action that the agent and its neighbours can perform will result in a
state Si. The expected quality of this predicted future state, ES (Si), is given by Equation (3.1),
where C (Si) is the relative confidence the agent feels about the likelihood of Si coming to pass
and varies inversely with the number of neighbours the agent is modelling.
ES (Si) = C (Si)
∑
j
{goal fulfilment} (3.1)
Given a goal Gj = 〈Gj:V , Gj:W 〉 with value Gj:V and weight Gj:W , the expectation associated
with its fulfilment EG (Gj) is given by Equation (3.2) where A is the actual current value of the
variable the goal relates to, and zero is total satisfaction.
EG (Gj) =
Gj:V − A
Gj:V
Gj:W (3.2)
Normalising the expectations for all goals to get ÊG (Gj) and summing them in Equation (3.1)
gives Equation (3.3), which allows the agent to rank the predicted states resulting from each
action. Once this has been done, the agent can choose which state is the most preferable.
ES (Si) = C (Si)
∑
j
{
ÊG (Gj)
}
(3.3)
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3.3 Intelligent Agent Design
The design of the AAA model is shown Figure 3.3; the design of the model’s function is shown
diagrammatically in Figure 3.4 and algorithmically in Algorithm 3.1. The running example of a
motorway driving scenario is used to ground the following description.
execute()
senseWorld()
assessSituation(State worldState, AgentGoal[] goals)
actionSelection(AgentGoal[] goalList)
neighbourActionPrediction(UUID[] neighbours)
ownActionPrediction(State predictedWorld, Action[] actionList)
executeAction(Action chosenAction)
getters
setters
agentId : UUID
position : Integer
lane : Integer
speed : Integer
actions : Action[]
goals : AgentGoal[]
neighbours : UUID[]
AAA Architecture
Figure 3.3: Class diagram for AAA model
HAMMER
I F
World State
Agent State
Neighbours
Goals
Action
Selection
Assess
Situation
Evaluate
Choose Execute
HAMMER for neighbours
Figure 3.4: AAA architecture diagram
The state of the world is perceived and stored by the agent. Its representation is shown in
Equation (3.4) as W (Agi, t) for an agent Agi at time t; the agent’s own state is given as
State (Agi, t), the agent’s neighbours as η (Agi, t), and everything else in the environment as
Envt. The agent’s state combines its ‘characteristics’ or ‘personality’ (which may be mutable)
and its state inside the world (which is mutable). W (Agi, t) is the result of the agent sensing
the world and stored in worldState as in Algorithm 3.1.
56 Chapter 3. Affective Anticipatory Agent Model
Algorithm: execute()
begin
worldState ← senseWorld();
goalList ← assessSituation(worldState, goals);
actionList ← actionSelection(goalList);
predictedWorld ← neighbourActionPrediction(worldState.neighbours);
chosenAction ← ownActionPrediction(predictedWorld, actionList);
executeAction(chosenAction);
end
Algorithm 3.1: Main execution loop for AAA architecture
W (Agi, t) = 〈State (Agi, t) , η (Agi, t) , Envt〉 (3.4)
The agent’s overarching goals consist of a number of AgentGoals. Three goals were considered in
reference to this example: speed (the agent’s preferred speed), spacing (the minimum preferred
spacing between the agent and any other agent), and lane (the agent’s preferred lane). Each
AgentGoal is a (value, weight) pair with the desired value and weight representing how important
the goal is to the agent. The presence of three goals means that the model must balance the
different motivations for the agent.
Each agent has a set of actions with which to affect the world and pursue its goals. The
scenario informs the actions required; the agent must be able to change lane left or right and
increase or decrease speed. The actions are all shown in Table 3.1. The agent is designed with
high-level actions as this is only a demonstration of the cognitive functions of the agent, not its
ability to drive. A continue action will not cause the agent to manoeuvre, but it does contain
collision-avoidance measures. For example, if there is an obstacle ahead the agent will overtake
the obstacle unless this would also cause a collision, in which case it will slow down.
Table 3.1: Agent actions
Action Description
continue Continue at current speed in current lane.
up Change lane up.
down Change lane down.
decel(x) Decelerate : reduce speed by x
accel(x) Accelerate : increase speed by x
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In the “Assess Situation” module summarized in Algorithm 3.2, the agent’s own state is used
to evaluate its adherence to each of its goals using Equation (3.2); for example if the agent
is travelling at a speed of 4 and its speed goal is 5, then it would result in a score of 0.2.
These scores are multiplied by the weight of the corresponding goals and normalised, resulting
in a ranked list of instantaneous goals. Instantaneous goals are represented as AgentGoals as
described above; they give the agent’s immediate aims instead of long-term motivations. If a
goal is being completely achieved then the corresponding instantaneous goal will have a weight
of zero.
Algorithm: assessSituation(. . . )
Input: worldState, goals
Result: Weighted list of goals; goalList
begin
evaluate goal adherence to create instantaneous goals;
normalise and rank by weight;
return goalList
end
Algorithm 3.2: Assess Situation block
This list is used as the input to a simplified inverse model in the “Action Selection” module.
This module represents the internal knowledge that an agent would have about the world it
inhabits and is shown in Algorithm 3.3. Its purpose is to pass a list of actions to the HAMMER
module that are both physically possible and ranked in order of probable usefulness in achieving
the agent’s goals. A cause-effect relationship between action and result can be used to generate
an action for each instantaneous goal; for example speeding up or slowing down is likely to
have more of an effect on the spacing between vehicles than changing lane will. Note that it
is possible that an agent might be completely fulfilling all of its goals and therefore have no
instantaneous goals with non-zero weight. In this case, the module will simply return a single
continue action so that the agent will continue on as it is.
Separately to the list of instantaneous goals being processed, the agent’s neighbours are retrieved;
a HAMMER “prediction” process is run for each of the agent’s neighbours to predict their
possible future states as in Algorithm 3.4. This process involves generating a ranked list of
instantaneous goals and actions as above, and for each action simulating the outcome. Each
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Algorithm: actionSelection(. . . )
Input: goalList
Result: Weighted list of possible actions; actionList
begin
foreach goal in goalList do
generate the action to accomplish it;
if action is impossible then
discard it
else
add to actionList
end
end
return actionList
end
Algorithm 3.3: Action Selection block
of these outcomes is ranked (in the same manner as the “Assess Situation” module, also see
Equation (3.3)) and the best outcome is chosen for each neighbour. Each of these ‘best outcomes’
is added to a predicted future world state.
Algorithm: neighbourActionPrediction(. . . )
Input: worldState
Result: A predicted world based on neighbours actions; predictedWorld
begin
foreach neighbour in worldState.neighbours do
neighbourGoals ← assessSituation(worldState, neighbour.goals);
neighbourActions ← actionSelection(neighbourGoals);
foreach action in neighbourActions do
generate resulting state of action;
end
choose best resulting state for neighbour ;
add to predictedWorld ;
end
return predictedWorld
end
Algorithm 3.4: Neighbour action prediction in HAMMER
Using the predicted world, each of the possible actions that the agent generated in the first
stage are simulated and ranked using Equation (3.3). The process shown in Algorithm 3.5 will
generate a number of predicted possible future world states from which the agent can choose
the preferred one.
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Algorithm: ownActionPrediction(. . . )
Input: predictedWorld, actionList
Result: The action in actionList predicted to result in the most desirable state; chosenAction
begin
foreach action in actionList do
state ← generated resulting state of action;
add 〈state,action〉 to stateList ;
end
〈chosenState,chosenAction〉 ← best state in stateList ;
return chosenAction
end
Algorithm 3.5: Own action prediction in HAMMER
3.4 Experimental Evaluation
The experiments took place in a simulation of a simplified motorway carriageway consisting of
three lanes of traffic all moving in the same direction.
The experimental set-up is defined on a finite series of agent models Mt = 〈Ag,Act, Env〉t where
Ag is the set of agents whose arrival rate is uniform, and Act is the set of physical actions
they can perform (Table 3.1) in physical motorway environment Env. The simplified motorway
environment has discrete lanes represented as a 3 ∗ length array, with each vehicle’s position
represented by a (lane, distance) coordinate. Various lengths of environment were tested, but
this parameter had no additional effect on the results.
Each agent is generated with random goals and parameterised by Agi = 〈G,H〉i where Gi is a
set of (value, weight) goal pairs for preferred speed, lane, and distance (as specified in Section
3.2.2), and Hi is the action selection function specified by ‘execute()’ in Algorithm 3.1 such that
for each agent Agi at each time slice t, Hi(Envt) ∈ Act. The experiments were performed using
a custom event loop shown in Algorithm 3.6 that called each agent’s Hi (as agent.execute())
in turn and applied the results before moving to the next agent.
At each time slice the metrics collected included each agent’s position, speed, and ES (Si), and
the system’s congestion (distribution and number of active agents) and throughput (number of
agents that had travelled the length of the environment).
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begin
initialise;
add all initial agents to agents ;
repeat
insert new agent if necessary;
foreach agent in agents do
agent .execute();
end
store resulting environment state, congestion, and throughput;
foreach agent in agents do
store agent position, speed, and ES (Si);
end
until end;
end
Algorithm 3.6: Simulation loop
3.4.1 Baseline vs pro-active agents
Running a number of simulations for agents with no predictive or affective component established
an experimental baseline; the Hi (Envt) for these agents selects the first action that would result
in a valid state (the agent does not crash) while keeping at a roughly constant speed and lane.
The relation between the baseline and pro-active agents is shown in Figure 3.5. Simulations
were then run for the same generative data and random seeds (Act, Env, and G unchanged) for
the same number of runs, but with Hi as the action selection mechanism described by Section
3.3 and Algorithm 3.1. A number of runs for each kind of agent were executed with different
random seeds; this section examines a representative sample of these runs.
3.4.2 Analysis
As expected, the pro-active agents were seen to be more effective in navigating around other
agents. Figure 3.6 shows a comparison between the movement of the agent types. When faced
with an obstacle, a baseline agent will select the first action that will not cause an immediate
crash, so in Figure 3.6a agent number 1 is shown to sit behind agents 2 and 3, as there is no
immediate benefit to changing lanes. However, in Figure 3.6b agent 1 can predict ahead and
use this knowledge to go around the obstacle.
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execute()
getters
setters
agentId : UUID
position : Integer
lane : Integer
speed : Integer
actions : Action[]
goals : AgentGoal[]
Abstract Agent
execute()
senseWorld()
assessSituation(State worldState, AgentGoal[] goals)
actionSelection(AgentGoal[] goalList)
neighbourActionPrediction(UUID[] neighbours)
ownActionPrediction(State predictedWorld, Action[] actionList)
executeAction(Action chosenAction)
neighbours : UUID[]
Pro-active Agent
execute()
Baseline Agent
Figure 3.5: Class diagram showing baseline and pro-active agents
The throughput of the system is the number of agents that have finished after each cycle; as
expected, the throughput for the ‘baseline’ and ‘pro-active’ agents tended to the same value
because the arrival rate was the same in both cases and “what goes in must come out” given
enough time.
Figure 3.7 shows the congestion of the system; each plot represents how the number of active
agents in each cycle varied over a given run. The line and dot are the median and mean
respectively, with the box showing the moving standard deviation, and the whiskers showing
the moving average. An average improvement of around 40% can be seen.
Although the throughput of the system will always tend to the same value given enough time,
the congestion is an emergent property of the system and is affected not only by the speed of
each agent but also by the formation of ‘bunches’ in the population as one slow-moving vehicle
causes others to slow down behind it or to overtake. The pro-activity afforded by the AAA
architecture allowed the pro-active agents to avoid situations where they become congested, and
this in turn ‘smoothed out’ the bunches observed in the population of baseline agents. Due
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(a) Baseline agent movement — Three cycles of movement, from the top to the
bottom. Agent 1 is caught behind the obstacle as it cannot reason about future
possibilities.
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(b) Pro-active agent movement — Three cycles of movement, from the top to the
bottom. Agent 1 can reason about the future, so knows to change lanes into a
more advantageous future situation.
Figure 3.6: Baseline and pro-active agent movement examples
3.5. Summary & Conclusions 63
Figure 3.7: System congestion
to the varying speed goals of the agents, there were still some slow-moving vehicles grouped
together that caused bunches to form even with the pro-active agents. This is attributable to a
lack of communication and teamwork; the meso level of the framework should address this by
intentionally forming clusters to self-organise based on desired speed.
When comparing the dissatisfaction of the agents given by ES (Si), it was found that the addition
of pro-active behaviour improved the comfort of the agents by allowing them to more effectively
avoid undesirable situations and attain desirable ones.
3.5 Summary & Conclusions
The research presented in this chapter has resulted in a novel method for reasoning about other
agents’ intentions using the HAMMER architecture from the field of robotics. The affective
evaluation of current and predicted states that is required for pro-activity was accomplished by
integrating a formalisation of expectation into an agent architecture.
By showing that the AAA model improves and stabilises system congestion and global agent
dissatisfaction, we conclude that there is a social utility in exhibiting affective, anticipatory
reasoning and that integrating an affective evaluation of predictions into an intelligent agent
architecture provides significant global advantages.
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The AAA model serves as the micro level of the proposed framework. Groups of agents can be
organised together under a set of rules governing their behaviour; this requires a method for
effectively maintaining clusters based on agreed values. Such a method serves as the meso level
of the proposed framework and is presented in the next chapter.
Chapter 4
Institutionalised Paxos
4.1 Introduction
There are many situations where intelligent agents of the kind described in Chapter 3 may have
to opportunistically form a collective. This collective may be used to sense and agree on the
value of some environmental variable (e.g. sensor networks) or it may be used to negotiate and
agree on the value of some conventional variable (e.g. mobile ad-hoc networks). In either case,
the agreement must then be maintained in the face of unexpected and unpredictable changes to
the environment or the collective itself.
One example of such a collective is platooning of vehicular ad-hoc networks in ITS (Intelligent
Transport Systems), in which vehicles are organised into a platoon, or “road train”, that travels
along the roadway in an agreed order at a constant agreed speed, maintaining a constant agreed
spacing. Advantages of platooning in the real world include synchronized breaking to reduce
congestion waves, reduced spacing between vehicles, improved fuel economy due to reduced
air resistance owing to a slipstreaming effect, and semi-unattended driving allowing drivers
to do other things. In order to maintain a platoon, the vehicles must agree on a number of
values; examples range from the physical (speed, spacing, ordering, etc) [10], to matters such as
security [101] and road safety [20]. These agreements must be resilient and not be compromised
by changes in the platoon or external environment.
65
66 Chapter 4. Institutionalised Paxos
This behaviour is an example of intelligence acting at the meso level, and requires autonomous
and heterogeneous agents (associated with each car or network node) to form opportunistic
alliances, or clusters. These clusters have to be managed by forming a consensus on certain
values and parameters; for example, the agreed top speed and separation distance in a platoon.
However, this consensus is susceptible to temporary or permanent node failure, circumstantial
changes like cluster aggregation and fragmentation, and environmental change beyond the
control of the agents themselves (e.g. congestion requiring a reduced top speed).
In self-organising electronic institutions [61, 98], a number of agents use a dynamic norm-governed
system specification to self-organise their activities and achieve some individual or collective
purpose. This chapter will use such institutions to manage the creation of clusters where the
authority to affect conventionally-agreed facts is role-dependent. These clusters are augmented
by a norm-governed institutionalised consensus formation algorithm that allows the member
agents to reach and maintain agreement on cluster values. To do this, the well-known Paxos
consensus algorithm [68, 69], was adapted and extended to develop an Institutionalised Paxos
Consensus algorithm, named IPCon, which provides resilient collective-choice arrangements in
self-organising electronic institutions.
This chapter is structured as follows; in Section 4.2 the problem to be addressed is given via an
example from the ITS domain. The general distributed consensus problem is explained, along
with the classic Paxos algorithm, in Section 4.3. The conceptual basis of IPCon is given in
Section 4.4. This concept is formally specified using the event calculus in Section 4.5. Proof of
the correctness properties of IPCon is given in Section 4.6, followed by a direct implementation
in Prolog that allows direct testing and evaluation in Section 4.7.
4.2 Problem Specification
In a self-organised road train, a number of vehicles must collectively form and maintain the
train. Rather than all the vehicles travelling down the roadway at their own speed, the vehicles
should create a train with other vehicles at a similar speed. These trains should then travel
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down the roadway with each car following the car in front at a given agreed speed. We focus
on forming and maintaining the agreement of values in the trains, represented as clusters of
vehicles.
The maintenance of a cluster depends on the members agreeing on a number of values; main-
taining these agreements in the face of changes in the platoon or external environment is a
problem of maintaining consistency in a distributed system.
Consistency in distributed systems requires that values are agreed by a set of nodes in the
system, and that these values are not changed after they have been agreed upon. In addition to
the problems of maintaining consistency in static (“closed”) distributed systems, dynamic open
systems add a number of challenges; they are given below and indicated diagrammatically in
Figure 4.1 when taken in the context of vehicular networks:
Fragmentation/Aggregation — The kind of dynamic open systems to be addressed will
entail cluster aggregation and fragmentation as agents join and leave the clusters, and
clusters merge and split over time. In any mobile ad-hoc network, nodes in the network
may physically move out of range of some networks and into range of other networks.
Even in non-mobile networks, there may be reasons for the membership of the network to
change.
Revision of conventionally agreed values (parameter change) — The value that is cho-
sen for an institutional fact may not always be the best value, so its mutability must be
dealt with in a consistent manner. In vehicular networks for example, the vehicle platoon
may agree on a speed to travel at and then come to an area of road that is more congested;
this would require them to alter the previously agreed speed to something lower.
Role failure — Robustness against role failure must be ensured as the loss of a role-fulfilling
agent may impede the proper functioning of the institution. For example, in a voting
system where only one member has the authority to declare that a motion has passed, no
motions can be passed if that member fails. Having a single point of failure is undesirable
in many different types of systems.
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Figure 4.1: Problems to address
A source for a potential solution to the issues of resilience and fault-tolerance in open systems
is in the domain of distributed systems. A well-known algorithm for designing fault-tolerant
distributed systems under certain conditions is Leslie Lamport’s ‘Paxos’ [68, 71].
4.3 Distributed Consensus and Fault-Tolerance
4.3.1 Classic Paxos
Paxos is an algorithm for implementing a fault-tolerant distributed database using the state
machine approach [68] as shown in Figure 4.2. Fault tolerance is achieved by executing an
infinite sequence of separate independent instances of the Paxos algorithm. Each instance is a
run of the algorithm to decide the nth command to be sent to the distributed database state
machine and contains one or more numbered ballots. Each ballot decides on the value of that
instance; that is, the actual command to be sent. For example, in the case of a database the
value may be an SQL string such as “DROP TABLE STUDENTS;”; if this value were chosen
in an instance of the algorithm, then it is this command that would be sent when that instance
is finalised and executed.
Each ballot is orchestrated by a leader, voted on by acceptors, and learners act as redundant
storage. Values are proposed by proposers; in the case of a database the proposers generally
correspond to the users of the system who insert commands to the database. Nodes may have
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multiple roles in the system; any node that will have a user attached will almost certainly be a
proposer, and it is also likely that all acceptors are also learners.
Each leader may choose ballot numbers from an unbounded but individual set of natural numbers;
it is unbounded to allow ‘infinite’ ballots to occur, and individual so that it is impossible for
another leader to begin a ballot that has already taken place. The number chosen for the ballot
ensures the ordering of the ballots; the significance of this will be explained later. The purpose
of leaders in Paxos is purely to orchestrate the ballots; they aim to submit all proposed values
to ballots and have acceptors vote for them, with no preference for any value over another.
The Paxos consensus algorithm operates on the undecided commands before they are sent to
the “state machine” in order to ensure that all the distributed nodes in the fault-tolerant system
agree on the value of those commands. Once they have been decided, they are unalterable
and each node can execute the same commands in the same order, thus ensuring that each
distributed node has the same state.
~ ~ ~ ~ ~ ~ ~ ~ ~ ~ Z++ X+5 Y-1State Machine
Undecided instances Decided (fixed) instances
Ballots
Figure 4.2: Paxos state machine approach
Different versions of Paxos exist to deal with different sets of constraints and to address different
types of fault; the most basic form, “classic Paxos” [68, 69], is explained here. The algorithm
assumes that agents operate asynchronously at arbitrary speed, may fail by stopping, and may
restart, but may not lie or impersonate other agents. Furthermore, messages can take arbitrarily
long to be delivered, can be duplicated, and can be lost, but cannot be corrupted — this is
termed “non-Byzantine communication” by Lamport.
As a consensus algorithm, Paxos has three safety1 requirements to ensure fault-tolerant consen-
sus:
1“Safety” in Paxos has a specific meaning which is indicated in the thesis text formatted in this way: safe.
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S1 Only a value that has been proposed may be chosen,
S2 Only a single value is chosen, and
S3 A process never learns that a value has been chosen unless it actually has been.
To maintain safety, all versions of Paxos rely on the fact that all possible quorums have at
least one member in common [68, Section 2]. This results in the assurance that f failures can
be tolerated in a system of 2f + 1 processes. This defines the term quorum in the context of all
Paxos derivatives.
Paxos maintains the following ‘normative’ properties:
P1 An acceptor can vote for value v in ballot b only if v is safe at b.
P2 The acceptors may not vote for different values in one ballot.
P3 A value v is safe at ballot number b if no value other than v has been, or ever can be,
chosen in any ballot numbered less than b.
These properties are enforced by ensuring that the leader may only submit safe values for voting.
Once a quorum of acceptors has voted for a value v in a ballot b, the value is said to have been
chosen and should be communicated to any additional non-acceptor learners if this is relevant.
Once a value has been chosen, then in any further proposals in that instance, the only value
that can be put to a vote is the chosen value. This is because only safe values can be voted on
(P1) and the chosen value is the only safe value (P3). The restriction that all quorums must
have at least one acceptor in common prevents different parts of the cluster choosing different
values. This means that further proposals in that instance can be used to retrieve the chosen
value, rather than choose one.
4.3.2 Applicability of Paxos
Paxos provides fault-tolerant consensus in a static distributed system consisting of a static set of
nodes where the set of decision-makers (that is, the cluster) does not change. These nodes aim
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for consensus on a single value for each instance that will not and cannot change. Although the
nodes may suffer temporary failures they are assumed to restart, keeping the cluster size constant.
However, we are interested in consensus in open dynamic systems where the set of nodes can
change, the agreed value for a fact may change, and failure may be permanent. The solution is
to design a new algorithm by explicitly representing different dynamic clusters of agents. This
algorithm should allow conventionally agreed values to be changed in a coherent manner without
causing confusion between different nodes. It should also provide resilience against permanent
role failures, the departure of an agent (which is equivalent to a permanent failure), and the
addition of an agent. This new algorithm is IPCon, an algorithm for Institutionalised Paxos
Consensus.
4.4 Institutionalised Paxos Consensus
4.4.1 Overview
Paxos operates by deciding commands that are to be sent to a state machine; the static set of
nodes means that all of the decision makers are also maintaining a copy of the state machine,
so the state of the machine itself (the values in the database) does not need to be expressed
explicitly by the Paxos algorithm. This is because all the nodes are guaranteed to start with
the same state and have the same changes applied to them.
The requirement for dynamic clusters requires a new algorithm for Institutionalised Paxos
Consensus — IPCon. IPCon must work on two levels of abstraction at the same time; the
changes to send to the database and the database itself. In IPCon the focus is explicitly on
the values to be agreed, rather than on the commands to be sent, and so it is the values that
are explicitly represented and operated on. A number of steps are required to adapt Paxos to
IPCon. First, an instance of the Paxos algorithm is mapped to an issue in the IPCon algorithm.
This allows multiple separate instances of Paxos to be related and reasoned about together in
one run of IPCon.
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Changing a value in the database is no longer simply a case of issuing a new command to change
it; it now requires modifying an agreed value, so it is wrapped in the new concept of a revision
of an issue. This adds to the mapping between Paxos and IPCon by relating a Paxos instance
to a revision of an issue in IPCon. This requires a new method for revising a previously agreed
value.
While Paxos is designed to deal with temporary node failure, the dynamic membership of
clusters and the explicit representation of institutional power requires new methods for dealing
with permanent role failure and cluster aggregation and fragmentation.
In contrast to the presentation of Paxos in Figure 4.2, IPCon is presented in Figure 4.3. Rather
than instances of Paxos operating on commands that are yet to be sent to the ‘machine’, the
IPCon issues are now institutional facts inside the ‘machine’ that the agents operate on. Despite
this change, the independence of Paxos instances from each other means that the properties
that are internal to each instance of Paxos are maintained for each issue in IPCon.
Institutional Facts
   10
   5
   true
   ~ ~ ~ ~ ~
X Y
ZA
BallotsIssue
Agents
Figure 4.3: IPCon institutional approach
The remainder of this section is dedicated to the conceptual explanation of IPCon. A number of
definitions are given in Section 4.4.2, followed in Section 4.4.3 by the assumptions made and the
properties required, and then by details of the IPCon algorithm itself in Section 4.4.4. Details
of the implementation of IPCon are then given in Section 4.5.
4.4. Institutionalised Paxos Consensus 73
4.4.2 Definitions
Cluster — Agents are organised into clusters that represent self-organising electronic institu-
tions. In the example of ITS, these clusters are groups of vehicles travelling along the road
together for some period of time. Knowledge of the cluster size, and therefore the required
quorum size, could possibly be maintained in a real decentralised system by broadcasting
all occurrences of an agent joining or leaving the cluster; other methods could also be
used, but the precise mechanism does not affect IPCon itself.
Quorum — Lamport states that “any two sets containing a [quorum of agents] had at least
one [agent] in common” [68, p10]. In a cluster of N agents, all possible sets of agents
that have > N
2
members are therefore considered to be quorums.For example, if a road
train cluster contained 9 vehicles, all possible selections of
⌊
9+1
2
⌋
= 5 or more vehicles are
possible quorums.
Issue — The clusters have a number of institutional facts to agree on; in the motivating
example of a vehicular network examples could be the agreed speed of the group, the space
that should be left between vehicles, the order in which the front vehicle in a road-train
should rotate, and so on. These facts are represented as issues and they are specific to
each cluster.
Value — Each issue has a value associated with it at any given time that is agreed upon by
the members of the cluster. These are the values that the agents use consensus to agree
on. In the ITS example, for the issue of speed the value could be 70mph.
Ballot — In Paxos and IPCon, the values for each issue are decided using a sequence of
numbered ballots that are orchestrated by a leader. In each ballot, the leader submits a
value for the issue and the acceptors may either vote for it, or abstain. A number of ballots
are usually required to choose a value for each issue, with the member agents eventually
choosing the most acceptable value for, for example, the speed of the road train cluster.
Roles — Paxos requires agents to take a number of roles; Leader, Acceptor, Learner, and
Proposer. These roles are also required in IPCon institutions and have different associated
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powers, permissions, and obligations. Powers have been introduced to open the system,
while permissions and obligations constrain the actions of the agents.
The following concepts not present in any existing Paxos variant are also introduced in IPCon:
Revision — The value that is chosen for an issue may not always be the most suitable value.
For example, over time the ideal speed for a group of vehicles may change due to any
number of reasons. As Paxos is explicitly designed to prevent the value of an issue changing,
the concept of a revision allows the value to change safely. Each revision is unaffected by
the previous revisions and represents a ‘clean slate’.
Cluster management — The leader of the cluster will need to manage the cluster by granting
or removing roles from agents, as well as adding or removing agents from the cluster.
IPCon also provides actions that allow any agent to arrogate the role of leader, and any
leader to resign its role. This allows vehicles to be added or removed from the road train
cluster for example.
4.4.3 Properties and assumptions
IPCon maintains the assumptions from Paxos of asynchronous communication, possibility of
failure and non-Byzantine communication. In a real Intelligent Transportation System, we
would expect that any implementing system would require certification due to the safety-critical
nature of the domain. It is another problem to consider a Byzantine Institutionalised Paxos
Consensus algorithm.
Unlike Lamport, we will give a precise specification of the requirements for liveness and progress;
the dynamic nature of the application means that clusters may change frequently, but we aim
for a system that will eventually result in a chosen value being learned. A non-faulty quorum
(a quorum of non-faulty agents) is required for liveness, as the algorithm cannot change state
without a quorum of agents. Progress is guaranteed by ensuring that eventually a single leader
exists as the only one trying to issue proposals, and it can communicate successfully with a
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quorum of (non-faulty) acceptors [69, Section 2.4]. The liveness and progress requirements
are given as L1 and L2. It is assumed that if a non-faulty leader exists, it can communicate
successfully with the non-faulty quorum of acceptors, by virtue of them all being non-faulty.
L1 At least one non-faulty quorum of acceptors must exist, and
L2 Eventually only one leader must exist and it must be non-faulty.
Lamport describes the design of the Paxos consensus algorithm as following “almost unavoidably
from the [Safety] properties we want it to satisfy” [69, Section 1]. IPCon is designed such that it
maintains institutional ‘normative’ versions of the properties maintained by classic Paxos. The
clear difference is that it explicitly includes multiple issues and clusters, and allows values to be
revised. The properties are derived from Paxos by mapping “ballot number b” to “ballot number
b on revision r of issue i in cluster c”, and terming it “b′”. P1 and P2 are now normative rules,
but remain the same, whilst P3 is broken into three in translation to normative terminology.
P3a, 3b, and 3c are a definition of a safe value expressed through normative states.
P3a If no empowered acceptor in the quorum voted in a ballot numbered less than b′, all values
are safe at b′.
P3b If an empowered acceptor in the quorum has voted, let c be the highest-numbered ballot
less than b′ that was voted in. The value voted for in ballot c is safe at b′.
P3c A value v is safe at b′ if no empowered acceptor in the quorum has voted for any value
other than v in a ballot less than b in a revision equal to r of issue i in cluster c. Likewise,
all values are safe at b′ if no empowered acceptor has voted for any value in any revision
equal to or greater than r.
A conceptual construct of the “highest numbered ballot” (hnb) is used to explain which values
are safe for given (usually quorum-sized) sets of agents. The hnb for any set of agents Q is
the ballot and value that was voted for in the highest-numbered ballot in which an agent in Q
has voted. The set of hnb for a set C of overlapping quorums (i.e. a cluster) is simply the set
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containing the hnb of the quorums Q1...n in C. It is important to note that as both the ballot
number and the value that is voted for determine which values are safe, the hnb encapsulates
a 〈ballot, value〉 pair.
An example of voting progress and safety can be seen in Table 4.1. To conserve space on the
page, not all quorums are shown and the proposal of values (to satisfy S1) is presumed. At the
beginning of the round, no votes have been cast; this is indicated by “-” and “ø”. Ballot 1 has x
as the submitted value, and is voted for by Ag1. The hnb for all sets that include Ag1 are now
set to (1,x) to indicate this vote. The voting continues with Ag2 and Ag3 voting for y in ballot 2,
and Ag4 joining Ag1 to vote for x in ballot 3. After ballot 3, observe that the leader could choose
to either submit x or y for voting, because at least one quorum-sized set of agents has it as their
hnb (1,4,5 and 2,3,5 respectively). In ballot 4 Ag5 votes for y, causing y to be chosen because a
quorum of agents has voted for it. From now on, because the hnb of all possible quorum-sized
sets of agents is y, the only value that will ever be found to be safe, and therefore eligible for
submission, is y. It is possible for an agent to vote for any value regardless of their previous
votes; for example in ballot 5 Ag1 decides to also vote for y, thus strengthening the consensus
on the value. There may come a time when the value that was chosen is not suitable and the
acceptors will not vote for it (ballot n); this indicates that the leader may wish to revise the
issue.
Table 4.1: Example showing voting progress and safety in IPCon (quorum size of 3)
Ballot Value Agent hnb after ballot for agentsnumber Ag1 Ag2 Ag3 Ag4 Ag5 1-5 2-5 1,4,5 2,3,5
0 - - - - - - ø ø ø ø
1 x x - - - - (1,x) ø (1,x) ø
2 y - y y - - (2,y) (2,y) (1,x) (2,y)
3 x x - - x - (3,x) (3,x) (3,x) (2,y)
4 y - y y - y (4,y) (4,y) (4,y) (4,y)
At this point, only y can ever be found to be safe.
Before this, the leader could choose the quorum to allow x or y.
5 y y y y - y (5,y) (5,y) (5,y) (5,y)
Note that Ag1 has now voted y - this strengthens the consensus.
...
...
...
...
...
...
...
...
...
...
...
n y - y - - - (n,y) (n,y) (n,y) (n,y)
The reduced number of votes for y may indicate a new revision is needed.
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4.4.4 Algorithm
The remainder of this section will describe the functioning of IPCon by detailing the parts of it
algorithmically. Lamport observes in [71, Section 8] that voting is a refinement of consensus.
We take advantage of this to modify classic Paxos to create a single collective choice algorithm,
IPCon. As well as giving the standard message flow that has been adapted from classic Paxos,
the main additions are described conceptually. These additions focus primarily on the possible
situations that may arise where safety is threatened. The detection of these states is addressed
depending on its cause — either due to the addition of an acceptor, or the loss of one — before
the concept of our solution, revision, is explained. Finally the proposed method by which IPCon
ensures that there is always a single leader for the cluster is addressed.
Main message flow
This gives the standard three-phase flow of the protocol that decides on a value for an issue as
adapted from classic Paxos ([69, Section 2]). Figure 4.4 shows the single-issue, single-cluster
interaction between proposer, leader and acceptors graphically.
Phase 0A The proposer sends a request0a message to the cluster leader requesting to know
the value of an issue if it has one, or to propose a value if it does not.
Phase 1A The leader sends a prepare1a message to all empowered acceptors with a ballot
number b′ it has chosen. The value for b′ should ensure that any value submitted is safe
by being higher than any previous ballot number the leader is aware of.
Phase 1B On receipt of a prepare1a message from the leader, an empowered acceptor responds
with a response1b message containing the number of the highest numbered ballot that
they voted in, and the value they voted for. If they have not yet voted, then they indicate
this by replying with a special value, IPCNoVote. The response1b message also represents
a promise from the acceptor to not participate in any ballot numbered lower than b′.
If the leader receives response1b messages stating that some acceptors have voted in
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higher-numbered ballots than b′, this indicates that it should retry with a higher ballot
number.
Phase 2A Once it has received response1b messages from a quorum of empowered acceptors,
the leader chooses a value v that has previously been proposed (to fulfil S1) and is safe at
b′ (according to P1–3) and sends a submit2a message to the empowered acceptors asking
them to vote for this submitted value.
Phase 2B On receipt of a submit2a message from the b′ leader, an empowered acceptor either
votes for the value v in b′ ballot by sending a vote2b message, or abstains by sending no
message. An acceptor cannot vote in a ballot if it has already voted in a higher-numbered
ballot on the same issue. A value is chosen once a quorum of agents have voted for it2.
Leader L Acceptors A
Acceptors A in 
Quorum Q
prepare1a(b)
response1b(b,v)
submit2a(b,v)
vote2b(b)
Proposer P
request0a(v)
The proposer should be 
an acceptor or learner, 
so will be notified of the 
result that way.
On receiving 
vote2b(b,v) from a 
quorum of acceptors, an 
agent learns that the 
value v was chosen
Phase
Phase 0
Phase 1
Phase 2
Figure 4.4: IPCon core messageflow. b is the ballot number chosen by the leader, and v is the
value that was proposed and then submitted; it can be seen that v has possibly already been
chosen, as the acceptors responded with it in their response1b messages.
This description reveals two further norms that restrict the acceptors’ actions:
N1 Once an acceptor has sent a response1b message for a ballot b′, it may not participate in a
ballot that is numbered lower than b′.
2In this work it is assumed that the agents will either respond in a timely fashion or not at all. The addition
of a ‘time out’ if not enough votes are received would ensure the prevention of deadlocks in a production system.
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N2 Once an acceptor has voted in a ballot b′, it may not vote in a ballot that is numbered
lower than b′.
Clustering
Cluster fragmentation and cluster aggregation are related problems; in both cases the set of
acceptors will change and this will cause a change in the set of hnb for the cluster; IPCon
serialises changes for simplicity. Functions are provided for agents to leave the cluster, and for
the leader to grant and remove agents’ roles.
Revision
By ballot ordering and N1&2, lower-numbered ballots cannot progress once a higher-numbered
ballot has been interacted with by a quorum-sized group of acceptors. The method of tagging
ballot numbers with revision numbers extends the ballot numbering system so that ‘older’
revisions of an issue are explicitly out of date. ‘Revising an issue’ by creating a new revision
therefore safely ‘un-chooses’ a value by resetting the hnb set so that all values are safe. Revision
can then be seen as a reset switch that does not affect safety except in the desired way; namely
by allowing agents to change their minds on the chosen value.
Leadership
The details of electing a process to the role of leader are left as an implementation detail by
Lamport [69, Section 2.4] under the assumption that a single process will eventually have the
role of leader. Any method that has no impact on the values that are chosen therefore has no
effect on safety. IPCon provides commands that allow any agent to claim the leadership of the
cluster, and for any agent with the role of leader to resign. Some mechanism or agreement is
presumed whereby the agents will organise a solution resulting in only one leader at any given
time. As explained by Lamport in [69], “duelling leaders” can only impede progress, and IPCon
allows agents to leave a cluster; this means that if such a situation occurs, agents may leave
80 Chapter 4. Institutionalised Paxos
the cluster and reform without them in order to continue progression. Once a ‘new’ cluster is
formed by fragmentation, one of the agents should arrogate the leadership so that new values
can be chosen.
4.5 Event Calculus Specification
4.5.1 The event calculus
The event calculus is a formal language from Artificial Intelligence that is intended to reason
about actions and changes in non-monotonic systems [117, 61]. An event calculus specification
of a system consists of a domain-independent part that includes axioms for determining what
fluents (time-variant logical predicates) hold at a specific time, and an application-specific part
that specifies axioms for determining what holds at the initial time, what fluents are initiated
by actions at any time, and the constraints on what holds or does not hold at any given time.
The latter two can be expressed axiomatically as follows:
Action initiates Fluent=Value at Time ←
Condition1 ∧ . . .∧ Conditionm
Fluent=Value holdsAt Time ←
Condition1 ∧ . . .∧ Conditionm
What follows is a formal axiomatisation of the property and message specification of the IPCon
protocol. The specification gives the relevant fluents, actions, powers, roles and permissions,
and covers the state of the algorithm. This axiomatisation allows us to formally specify the
functioning of the algorithm in such a way that it can be directly implemented in Prolog for
testing. As such, this is an ‘executable specification’ of IPCon. In this section, the event calculus
axiomatisation will be given, with the implementation in Prolog covered in Section 4.7.
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4.5.2 IPCon in the event calculus
Fluents and actions
Table 4.2 gives the fluents and actions used in IPCon. All fluents in IPCon are either true or
false, except quorum_size which is an integer. Actions generally correspond to agents sending a
message. The following initialisms are used throughout this thesis: Action (Act), Agent (A or
Ag), Ballot (B or N)3, Cluster (C), Issue (I), Revision (R), Value (V), and Vote = (A,N,V). More
detail on these actions and fluents can be found in Appendix A.
Table 4.2: Fluents and actions in IPCon
Fluents Actions
proposed(V,R,I,C) request0a(Ag,V,R,I,C)
pre_vote(B,I,C) prepare1a(Ag,B,I,C)
open_vote(B,V,I,C) response1b(Ag,Vote,B,I,C)
voted(Ag,B,V,I,C) submit2a(Ag,B,V,I,C)
reportedVote(Ag,N,V,B,I,C) vote2b(Ag,B,I,C)
sync(Ag,V,R,I,C) syncReq(Ag1,Ag2,V,R,I,C)
role_of(Ag,Role,R,I,C) syncAck(Ag,V,R,I,C)
possibleAddRevision(R,I,C) arrogateLeadership(Ag,I,C)
possibleRemRevision(V,R,I,C) resignLeadership(Ag,I,C)
quorum_size(R,I,C) addRole(Ag1,Ag2,Role,R,I,C)
pow(Ag,Act) remRole(Ag1,Ag2,Role,R,I,C)
per(Ag,Act) joinAsLearner(Ag,I,C)
obl(Ag,Act) leaveCluster(Ag,C)
obl(Role,R,I,C,Act) revise(Ag,I,C)
The response1b action is specified as an example in Figure 4.5. Such an action initiates a
reportedVote fluent if the agent has the power to send the message. An agent has the power if
it has the role (indicated by the fluent role_of detailed later) and if a pre_vote exists, and it
has permission if it has power and either voted for V in B (indicated by voted(Ag2,B,V,I,C)), or
did not vote yet in that revision (indicated in the second of the two per rules). The agent is
further obligated to send a response1b message if it has the permission to do so, and has not
yet done so. Axioms for the other messages are similarly defined, although not all actions have
associated obligations.
3When the Ballot is required by the fluent or action, it subsumes the Revision number by encapsulating it
in a (R,B) pair. This is purely notational as specifying a ballot without a revision is meaningless, but a revision
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response1b(Ag1,(Ag1,N,V),B,I,C) initiates reportedVote(Ag1,N,V,B,I,C) at T ←
pow(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T.
pow(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T ←
( B = (Rev,B’) ) ∧ pre_vote(B,I,C) = true holdsAt T ∧
role_of(Ag1,acceptor,Rev,I,C) = true holdsAt T.
per(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T ←
pow(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T ∧
voted(Ag1,N,V,C) = true holdsAt T.
per(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T ←
pow(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T ∧
( N = (Rev,0) ) ∧ ( V = IPCNoVote ) ∧
( B = (Rev, B’) ) ∧ not(voted(Ag1,(Rev,Bal),V’,I,C) = true holdsAt T ) ∧
not(V’ = IPCNoVote) ∧ ( Bal > B’ ).
obl(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T ←
per(Ag1, response1b(Ag1,(Ag1,N,V),B,I,C) ) = true holdsAt T ∧
voted(Ag1,N,V,I,C) = true holdsAt T ∧
not(reportedVote(Ag1,N,V,B,I,C) = true holdsAt T ).
Figure 4.5: Example of specifying the Phase 1B action in the event calculus
Powers, permissions, and obligations
IPCon maintains the standard distinction in legal, organisational and social theory between
physical capability, institutionalised power, and permission [61]. It also distinguishes between
institutionalised power being used to change an institutional fact by an empowered agent
performing a designated act in a specific context (in this case, a speech act in the context of the
IPCon protocol), and physical capability being used to change a brute fact (a fact that is true
by physical properties rather than by conventional agreement).
Accordingly, the event calculus axioms in the context of IPCon are used to determine which
(institutional) powers, permissions and obligations hold as follows:
Institutional Power is the power to perform an action which has an effect on an institutional
fact. In the case of IPCon, this usually means that an agent is empowered to perform an action
when it occupies the relevant role, and when the algorithm is in the correct state.
can be useful without specifying a ballot.
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Permission determines the valid exercise of institutional power in accordance with the rules
and expectations of the institution. In IPCon, power is always necessary for permission, but not
always sufficient.
Obligations constrain the exercise of power to ensure the ‘normative’ properties hold. These
have two purposes in IPCon. The first is the obligation to perform an action or send a message
with the correct values, thereby ensuring that the consensus algorithm continues to function
as expected; this roughly corresponds to “do not perform maliciously faulty actions”. The
other form is the obligation to perform an action when not doing so may cause the safety
requirements of the consensus algorithm to be violated.
In the case of discharging obligations, the issue of agent-relative obligations versus agent-neutral
obligations must be considered [82]. In IPCon, many obligations are regarding actions that must
occur at some point in order to maintain the proper functioning of the consensus algorithm. An
example of this is the obligation to revise under certain conditions. The revision must occur
once the conditions are met, but if there was no agent fulfilling the leader role when the trigger
condition occurred, then a simple agent-relative formulation would mean that the revision would
never be obligated. We therefore introduce agent-neutral obligations, which are initiated against
a role in the cluster. When an agent is fulfilling that role, the obligation applies to them.
As a comparison against the agent-relative obligation in Figure 4.5, the agent-neutral obligation
to prepare1a (along with the axiom to apply the obligation to the correct agents) is shown in
Figure 4.6. In this case, a prepare1a action must happen once a value has been proposed for
progress to occur; if there was no leader at the point when the proposal was made then the
obligation will still be created. It will be applied to an agent once they take the role of leader in
the relevant issue. Agent-neutral obligations are only relevant to the leaders of the clusters; all
other obligations are specific to the agent that they are generated for, and so are agent-relative.
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obl(leader, R, I, C, prepare1a(Ag, B, I, C) ) = true holdsAt T ←
proposed(V, R, I, C) = true holdsAt T ∧ ( B = (R, B’) ) ∧
not(pre_vote(B, I, C) = true holdsAt T ).
obl(Agent, Action) = true holdsAt T ←
obl(Role, R, I, C, Action) = true holdsAt T ∧
role_of( Agent, Role, R, I, C ) = true holdsAt T.
Figure 4.6: Example of an agent-neutral obligation in the event calculus. Ag should be populated
by the Agent when the obligation is applied to it.
Roles and cluster membership
There are four possible roles for agents in IPCon; proposer, learner, acceptor, and leader. An
agent has a role if a fluent of the form role_of(Ag,Role,Rev,I,C) is true. This would give agent
Ag the role Role in revision Rev of issue I of cluster C. An agent may have multiple roles.
Dynamic clusters may cause roles to be duplicated or absent. For the situation where a
cluster has no leader (for example after the leader has left, or after cluster fragmentation) or
multiple leaders (after cluster aggregation), IPCon provides the actions arrogateLeadership
and resignLeadership. An agent may arrogate leadership for itself at any time; this is to allow
‘bootstrapping’ a cluster out of nothing, and to allow an agent to replace a leader that it believes
may have lost connectivity or left the cluster unexpectedly. An agent may likewise resign
leadership at any time, provided it is already a leader. It is assumed that in the case of multiple
agents claiming leadership in a cluster, there is some method to decide who will remain leader;
it is enough for our purposes that we allow a method for leadership to be gained and lost.
An empowered leader may add a role to any agent it wishes with the addRole action, provided
that the agent in question does not already have that role. Similarly, the leader can remove
a role from any agent it wishes with the remRole action, provided that the agent has the role.
This also allows the leader to populate a cluster with agents using the addRole command, or
to remove an agent from a cluster using remRole. Agents can add themselves to clusters as a
learner with the joinAsLearner message.
Temporary failures of agents are modelled by having them not send messages. An agent can
intentionally leave a cluster at any time using the command leaveCluster. The issue of detecting
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when an agent has permanently failed, or left the cluster without warning, is left as an open
question.
4.5.3 Algorithm
Standard message flow
A typical run of the protocol begins with a proposer P sending a message of the form
request0a(P,V,R,I,C) to the leader L of cluster C regarding the value V of issue I; this sets
the fluent proposed(V,R,I,C) to true. L then chooses a ballot number BB to make B=(BB,R)
and sends a prepare1a(L,B,I,C) message to the acceptors and learners of I in C, initiating the
fluent pre_vote(B,I,C). The single-issue, single-cluster interaction between Proposer, Leader
and Acceptors can be seen in Figure 4.7. Each phase corresponds to the creation of a new
institutional fact representing the algorithm’s state, as shown on the right of the diagram.
Leader L Acceptors A
Acceptors A in 
Quorum Q
prepare1a(b)
response1b(b,v)
submit2a(b,v)
vote2b(b)
Institutional facts initiated
pre_vote(b)
reportedVote(A,b,v)
open_vote(b,v)
voted(A,b,v)
On receiving 
vote2b(b,v) from a 
quorum of acceptors, an 
agent learns that the 
value v was chosen
Proposer P
request0a(v) proposed(v)
The proposer should be 
an acceptor or learner, 
so will be notified of the 
result that way.
Figure 4.7: IPCon core messageflow with institutional facts shown. b is the ballot number
chosen by the leader, and v is the value that was proposed and then submitted; it can be seen
that v has possibly already been chosen, as the acceptors responded with it in their response1b
messages.
An acceptor A who receives this prepare1a message will reply with a message of the form
response1b(A,(A,N,V’),B,I,C), indicating that it has previously voted for value V’ in ballot N
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on I in C, which will set a reportedVote(A,N,V’,B,I,C) fluent to true to indicate that the cluster
knows the agent voted previously.
At this point, reportedVote fluents tell the leader the highest ballot number that has previously
been voted on by the agents in the cluster. If it has received a quorum of reported votes with the
same highest ballot number in the same revision, then the value of I has already been decided.
The proposer would then find this out from the broadcasted messages.
From the reportedVote fluents, the leader finds the highest-numbered previous ballot on I. If
their initial B was not high enough for safety to be ensured, they should increase it and try
again before continuing with a submit2a(L,B,V,I,C) message. Once a high enough number has
been chosen for B, the leader must calculate what values are safe at B as defined in Section
4.4.3. Note that the leader can choose any quorum-sized group of acceptors in order to calculate
a safe value; if this were not the case, then only the first value that was voted for would ever be
safe. An acceptor casts a vote with a vote2b(A,B,I,C) message.
Safety in dynamic clusters
The addition or removal of an acceptor can endanger the safety of the consensus due to the
members of the cluster changing. The simplest solution to this is to make a new revision of the
issue whenever the quorum size changes, but consider for example when an acceptor leaves and is
replaced by a different acceptor; the quorum size is unchanged, but the set of hnb has changed,
thus changing the set of values that are safe and possibly even ‘un-choosing’ a value. IPCon
therefore takes the following approach; for additions of acceptors, it provides the sync(A,V,R,I,C)
fluent which can be initiated by a leader when an agent becomes an acceptor by sending a
syncReq(L,A,V,R,I,C) message. This message indicates to new acceptor A that value V has been
chosen in R of I in C. The acceptor can then reply with a syncAck(A,Reply,R,I,C) message,
where Reply is either V or any other value (typically “IPCNoVote”) to indicate its agreement
or disagreement respectively. If the acceptor agrees, then the reply initiates both a voted and
reportedVote fluent and no further action is required to maintain the consensus. If the acceptor
does not agree, then the leader may start a new revision for that issue.
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As with addition, the loss of an acceptor requires attention when a value has previously been
chosen. As the acceptor is leaving however, it is simpler to deal with as no interaction is required;
a check simply has to be made to see if the agent that is leaving had voted for the chosen value.
If no value had been chosen, or if the agent had not voted for it, then no action is required at all.
In both the case of an acceptor joining and not accepting the previously chosen value, and the
loss of an acceptor that had previously voted for the chosen value, there are situations where
the leader must start a new revision for the issue in order to preserve safety. As previously
mentioned, the sets of hnb are the indicators of this need. The votes for the currently chosen
value and the votes not for the currently chosen value are monitored. When these two groups are
the same size there is the risk that the addition or loss of an acceptor could compromise safety,
so IPCon initiates the fluents possibleAddRevision and possibleRemRevision respectively to
indicate these situations. Specifically, possibleAddRevision is initiated when an agent is syncing
and will create a new quorum-sized group of agents that do not have the chosen value as their
hnb. Likewise, possibleRemRevision is initiated when the number of agents that voted for the
currently chosen value is equal to, or less than, the number of agents that did not vote for it,
as the loss of a vote-holding agent would create a new quorum-sized group by changing the
quorum size.
The possibleAddRevision and possibleRemRevision fluents are respectively checked when an
agent completes its sync process, and when an agent that had voted for the chosen value leaves.
If the relevant one is true, then an obligation for the leader to revise the issue is created. By
sending a revise message the leader can initiate a new revision. When a new revision is begun
all open sync fluents are terminated and all active ballots are closed.
Both tipping points initiate a fluent, as shown in the Prolog code in Figure 4.8, to indicate that
there is a risk of violating safety; when an acceptor does actually join or leave, these fluents
are checked. If they hold at the time, then an obligation to revise is initiated.
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holdsAt(possibleAddRevision(R, I, C) = true, T) :−
holdsAt(sync( , V, R, I, C) = true, T),
numberOfVotesForValue(V, R, I, C, T, NumberFor, NumberAgainst),
NumberFor = NumberAgainst.
holdsAt(possibleRemRevision(V, R, I, C) = true, T) :−
highestVote(V, R, B, I, C, T),
numberOfVotesForValue(V, R, I, C, T, NumberFor, NumberAgainst),
NumberFor = NumberAgainst.
initiates(remRole(L, A, acceptor, R, I, C), obl(L, revise(L, I, C)) = true , T) :−
holdsAt(per(L, remRole(L, A, acceptor, R, I, C)) = true, T),
holdsAt(per(L, revise(L, I, C)) = true, T),
holdsAt((reportedVote(A, B, V, B, I, C) = true), T),
holdsAt(possibleRemRevision(V, R, I, C) = true, T).
initiates(syncAck(A, ’IPCNoVote’, R, I, C), obl(leader, R, I, C, revise(L, I, C)) = true , T) :−
holdsAt(per(A, syncAck(A, ’IPCNoVote’, R, I, C)) = true, T),
holdsAt(possibleAddRevision(R, I, C) = true, T).
Figure 4.8: Prolog code fragments for the obligation to revise
4.6 Correctness Properties
4.6.1 Proof of correctness
Lamport gives a proof by derivation, as a derivation is “an implementation proof written
backwards” [71, Section 1]. He uses P1–3 to implement a solution that guarantees S1–3 on the
assumption of L1&2 imprecisely stated. The core of IPCon is implemented almost identically
to classic Paxos, maintaining the same message flow and adhering to P1–3; it therefore suffices
to show that P1–3 results in S1–3, and that the additions do not violate S1-3 or L1&2.
S1: Only a value that has been proposed may be chosen
Proof. A value can only be chosen by being voted for (by the definition of ‘chosen’).
chosen (X)↔ voted (X)
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A value can only be voted for once it has been submitted to a ballot (by P1 and the definition
of ‘vote’).
voted (X)↔ submitted (X)
A value has to have been proposed by an agent with the role of proposer to be submitted to a
ballot (by Phase 2A in Section 4.4.4). The value must also be safe, and has other restrictions
that are not shown as they do not affect this proof.
submitted (X)↔ proposed (X) ∧ safe (X) ∧ . . .
By transitivity a value can only be chosen if it has been proposed.
∴ chosen (X)↔ proposed (X)
S2: Only a single value is chosen
Proof. A value can only be chosen by being voted for (by the definition of ‘chosen’).
chosen (X)↔ voted (X)
A value can only be voted for once it has been submitted to a ballot (by P1 and the definition
of ‘vote’).
voted (X)↔ submitted (X)
The value submitted to a ballot must be safe (by P1).
submitted (X)↔ proposed (X) ∧ safe (X) ∧ . . .
Ballots can only have a single value (by P2).
¬{submitted (X) ∧ submitted (Y ) ∧X 6= Y }
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A value cannot be safe if another value has been chosen, and once a value has been chosen that
is the only safe value (by P3, so cannot choose different values in two ballots).
safe (X)↔ @Y · {chosen (Y ) ∧X 6= Y }
By transitivity a value can only be chosen if no other value has been.
∴ chosen (X)↔ @Y · {chosen (Y ) ∧X 6= Y }
S3: A process never learns that a value has been chosen unless it actually has been
Proof by contradiction. Assume that agent L learns that value V was chosen when it has not
actually been chosen.
learns (L, chosen (V )) ∧ ¬chosen (V )
If it has not been chosen, there is no quorum of agents P that have voted for it (by the definition
of ‘chosen’).
¬chosen (V )↔ @P · {quorum (P) ∧ ∀a ∈ P{agent (a) ∧ voted (a, V )}}
By the definition of a ‘quorum’ and institutional membership requirements, all quorums have at
least one member in common and all agents must be in at least two quorums 4.
∀S∀S′ · {quorum (S) ∧ quorum (S′)} ↔ ∃a · {agent (a) ∧ (a ∈ S) ∧ (a ∈ S′)}
∀a · {agent (a) ∧ ∃X (a ∈ X) ∧ ∃Y (a ∈ Y) ∧X 6= Y}
4Quorums are defined over the entire set of agents, so it is not possible for an agent to be in zero quorums.
By the definition of a quorum, an agent cannot be in a single quorum, so it must be in at least two.
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By the definition of ‘learning’, L must have observed at least one quorum of acceptors voting
for V .
learns (L, chosen (V ))↔ ∃P′ · {quorum (P′) ∧ ∀a ∈ P′{agent (a) ∧ voted (a, V )}}
∴ learns (L, chosen (V ))↔ chosen (V )
Under the assumption of non-faulty observation, this is a contradiction.
Revision
The concept of revision by adding another part to the ballot number can be seen as equivalent
to starting a new instance of Lamport’s classic Paxos. In classic Paxos there is no possibility of
different instances interfering with each other, so we only have to consider the requirement for
agents to know when a value has been revised. This can be accomplished by broadcasting the act
of revision to all agents — this is in fact required, because the acceptors must be informed that
they now have the role of acceptor in a new revision of the issue. If an agent does not receive
this broadcast for whatever reason, we must still ensure that they are informed of the change.
This does not require any additions to the protocol, as all messages from 1A onwards contain
the ballot number and revision number. Therefore, it is not possible for a functioning agent
to be unaware of a revision having taken place, or for a lower-numbered revision to continue
(Section 4.4.4).
Liveness and progress
L1&2 are assumptions that are required for IPCon to function effectively. None of the additions
to Paxos interfere with L1, as they do not affect whether or not a quorum of non-faulty acceptors
exists. The addition of functions to allow agents to arrogate and resign the leadership, as well
as leave and join clusters, assists in the fulfilment of L2 as agents may themselves ensure that
one leader exists in the cluster.
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4.7 Animation & Evaluation of Executable Specification
4.7.1 Implementation
The formal event calculus axiomatisation of IPCon was implemented in Prolog and queried
using narratives of events. The start of each narrative sets out the initial facts, and each event
is initiated with a happens fluent, as shown in Figure 4.9 where ag1 initially has the role of
acceptor and ag2 had previously voted for the value of the issue for the speed of the cluster to
be 2. Later in the narrative, ag1 requests the speed to be set to 3. After the IPCon message
flow, both agents vote for the speed to be set to 3.
%%Set initial conditions
initially(role_of(ag1,acceptor,0,issueSpeed,cluster)=true).
initially(voted(ag2,(0,1),2,issueSpeed,cluster)=true).
...
happens(request0a(ag1,3,issueSpeed,cluster),1).
happens(prepare1a(ag1,(1,10),issueSpeed,cluster),2).
happens(response1b(ag2,(ag2,(0,1),2),(1,10),issueSpeed,cluster),3).
...
happens(submit2a(ag1,(1,10),3,issueSpeed,cluster ),8).
happens(vote2b(ag1,(1,10),3,issueSpeed,cluster ),9).
happens(vote2b(ag2,(1,10),3,issueSpeed,cluster ),10).
Figure 4.9: Partial event calculus narrative
In addition to the general Paxos-derived consensus functions of the IPCon algorithm, particular
attention was paid to the problems that were to be addressed — role failure, acceptor addition
and loss, and cluster aggregation and fragmentation.
4.7.2 Evaluation and results
IPCon was evaluated by exhaustive animation of event calculus narratives corresponding to
the five problems. Table 4.3 shows one example narrative of IPCon implemented in Prolog
to demonstrate the features of the algorithm. Due to space constraints on the page and for
improved clarity some shorthands and assumptions were used for this example. The example was
limited to one issue in one explicit cluster. It is a property of IPCon that issues cannot interfere
4.7. Animation & Evaluation of Executable Specification 93
with each other and the clusters that are merged with or fragmented into have no further effect
on the cluster being ‘watched’. It was assumed that a leader was also an acceptor in all revisions
of the issue it was leader of and that all agents were empowered and permitted to propose values.
It was assumed that if any agent objected to another agent arrogating leadership, a method
existed for them to resolve their disagreement. This could be accomplished with any voting or
conflict resolution algorithm and does not affect the functioning of IPCon. When agents have
the same attributes or are not in the cluster being ‘watched’, their attributes are combined or
not shown.
The initial state is shown at the top of Table 4.3; the cluster had six agents (so the quorum size
was 4) and had near-unanimously agreed on the value ‘a’ for the issue being watched. As an
example, this could be the choice of encryption method to be used between the agents.
Acceptor loss and cluster fragmentation
When an acceptor leaves the cluster permanently, the leader must choose whether or not to
revise the issue as it may not be necessary. When the loss does not change the set of hnb,
there is no possibility of consensus being broken. Problems can be resolved by syncing or by
revision. Cluster fragmentation is a generalisation of acceptor loss where multiple acceptors
leave the cluster at once. If there is no leader in the cluster after this, one must arrogate and
may choose to revise or not. In Table 4.3 at 1:happens (. . .), the cluster fragments as ag4, ag5,
and the leader ag6 leave the cluster, perhaps due to turning off the road. As the leader left, ag1
arrogates leadership but due to the previous near-unanimous decision, no revision is required;
the quorum size is 2 and 2 remaining agents previously agreed. If the agents had not previously
agreed, then the leader could initiate a revision as will be shown below.
Acceptor addition and cluster aggregation
Cluster aggregation is a generalisation of acceptor addition where multiple acceptors join
the cluster at once. If there were two leaders in the cluster after this, then some voting or
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Table 4.3: Animation demonstrating IPCon
Agent Roles Power Permission Obligation Votes(Role,Revision) ((Revision,Ballot),Vote)
ag1 (acceptor,0)
2,3,4,5 (acceptor,0) ((0,1),a)
ag6 (leader,any) LPow LPer ((0,1),a)
1: happens(leaveCluster([ag4,ag5,ag6]))
1: happens(arrogateLeadership(ag1))
ag1 (leader,any) LPow LPer
ag2,3 (acceptor,0) ((0,1),a)
2: happens(addRole(ag1,[ag7,ag8],acceptor,0))
ag1 (leader,any) LPow LPer, syncReq syncReq
ag2,3 (acceptor,0) ((0,1),a)
ag7,8 (acceptor,0)
3: happens(syncReq(ag1,[ag7,ag8],a,1))
ag1 (leader,any) LPow LPer
ag2,3 (acceptor,0) ((0,1),a)
ag7,8 (acceptor,1) syncAck syncAck
4: happens(syncAck(ag7,IPCNoVote,0))
4: happens(syncAck(ag8,IPCNoVote,0))
ag1 (leader,any) LPow LPer revise
ag2,3 (acceptor,0) ((0,1),a)
ag7,8 (acceptor,1)
5: happens(revise(ag1))
ag1 (leader,any) LPow LPer
ag2,3 (acceptor,[0,1]) ((0,1),a)
ag7,8 (acceptor,1)
6: happens(request0a(ag2,b))
ag1 (leader,any) LPow LPer
ag2,3 (acceptor,[0,1]) ((0,1),a)
ag7,8 (acceptor,1)
7: happens(prepare1a(ag1,(1,1))
ag1 (leader,any) LPow, submit2a LPer, response1b
ag2,3 (acceptor,[0,1]) response1b response1b ((0,1),a)
ag7,8 (acceptor,1) response1b response1b
8: happens(response1b([ag1,ag2,ag3,ag8],([ag1,ag2,ag3,ag8],(1,0),null), (1,1)))
ag1 (leader,any) LPow, response1b, submit2a LPer, response1b, submit2a submit2a
ag2,3 (acceptor,[0,1]) response1b response1b ((0,1),a)
ag7,8 (acceptor,1) response1b response1b
9: happens(submit2a(ag1,((1,1),b)))
ag1 (leader,any) LPow, ReVo, submit2a LPer, ReVo
ag2,3 (acceptor,[0,1]) ReVo ReVo ((0,1),a)
ag7,8 (acceptor,1) ReVo ReVo
10: happens(vote2b([ag1,ag2,ag8],(1,1),b))
ag1 (leader,any) LPow, ReVo, submit2a LPer, vote2b ((1,1),b)
ag2 (acceptor,[0,1]) ReVo ReVo ((0,1),a),((1,1),b)
ag3 (acceptor,[0,1]) ReVo ReVo ((0,1),a)
ag7 (acceptor,1) ReVo ReVo
ag8 (acceptor,1) ReVo ReVo ((1,1),b)
Note: we have made some assumptions and shorthands for brevity. See Section 4.7.2 for details.
LPow = prepare1a, remRole, revise, syncReq
LPer = prepare1a, remRole, revise
ReVo = response1b, vote2b
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conflict resolution must occur to choose one to resign the leadership. IPCon provides the sync
construct to allow newly joined acceptors to synchronise with the learned values of the cluster
without requiring any further intervention or impeding consensus. At 2:happens (. . .), the cluster
aggregates with acceptors ag7 and ag8. This obligates the leader to begin a sync with each of
them by sending a syncReq message; at 4:happens (. . .) ag7 and ag8 can either agree and reply
with the chosen value, which would add the vote to their Votes, or disagree by replying with
IPCNoVote. ag7 indicates that they do not agree with the value a by sending “IPCNoVote”. This
would then set possibleAddRevision to true (not shown) as the number of agents that agree is
equal to the number that do not agree. By also replying with “IPCNoVote”, ag8 gives the leader
an Obligation to revise the issue as there are more agents that disagree with the chosen value
than agree with it. In 5:happens (. . .) the leader sends a revise message.
Voting process and role failure
What occurs in 6–10:happens (. . .) is the standard flow of the IPCon protocol to choose a new
value for the issue as detailed in Sections 4.4.4 and 4.5.3. A new value b is proposed as the new
encryption method to be used at 6:happens (. . .), and after the leader has issued a prepare1a
request, the Power and Permission of the agents changed to indicate the new state of the
protocol. Because a quorum of acceptors sent their response1b messages, the leader gained
Permission and Obligation to submit a value for voting after determining whether the value
is safe. Note that at 8:happens (. . .), we modelled the temporary role failure of ag7 with it not
replying to the prepare1a request, perhaps due to being out of range of the road train cluster.
As there was still a functioning quorum, it had no effect on the outcome.
4.8 Summary & Conclusions
This chapter has presented IPCon as a method for robust collective-choice in self-organising elec-
tronic institutions. After identifying a problem in open, decentralised and resource-constrained
systems, IPCon was designed as a solution by adapting and extending Paxos, an existing
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solution from the distributed databases domain. IPCon was implemented from an executable
specification and this was used to demonstrate that it fulfils the requirements set out. A proof
of correctness was also given.
It should also be noted that the IPCon algorithm reinforces Principles 1–3 of Ostrom’s design
principles for enduring institutions [91]:
1 Clearly defined boundaries of the institution — IPCon is built on a set of rules
that clearly define institutional powers, permissions and obligations for agents depending
on their role in the cluster. This ensures that the members of the cluster and the rights of
those members in the cluster are always clearly defined.
2 Institutional rules that are adaptable to local conditions — The cluster is able
to revise conventionally-agreed values in response to changes in the cluster or external
environment.
3 Collective-choice arrangements — The agents themselves are the ones that decide
the organisational structure of the cluster and the institutional facts.
Furthermore, none of the other principles are incompatible with IPCon — sanctions and account-
ability can be implemented by tracking the actions of agents in relation to their permissions
and obligations, and the nesting of institutions is possible depending on the definition of the
rules employed by the institution.
Chapter 5 will address the combination of the agent architecture with IPCon in a multi-agent
systems simulation platform.
Chapter 5
A Simulation Testbed for Combining
Adaptive Mechanisms
5.1 Introduction
The work in Chapter 3 has shown that the AAA architecture for affective evaluation of possible
future states improves and stabilises system congestion and global agent (dis)satisfaction. It
was concluded that there is a social utility in exhibiting affective, anticipatory reasoning and
that integrating an affective evaluation of predictions into an intelligent agent architecture may
provide significant global advantages when used as the micro level of the proposed three-tier
framework. Such agents could make informed decisions about their local actions in the style of
“defensive driving” in order to stabilise the system and reduce dissatisfaction.
In Chapter 4, it was shown that IPCon, an adaptation of the Paxos algorithm, can provide robust
distributed social choice arrangements in electronic institutions. These electronic institutions
can form the meso level of the three-tier framework, whereby mobile agents form institutional
clusters and reach consensus on relevant values.
The work presented in the previous chapters served as a way of testing the theory and specification
of the AAA architecture and IPCon. However, neither implementation was very efficient
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or scalable. In order to perform more complex large-scale experiments, they were both re-
implemented in a single multi-agent systems simulation testbed. This chapter will cover the
combination of Chapters 3 and 4 for the purpose of investigating the interaction of the two
adaptive mechanisms they represent; it will cover the implementation and setup of the simulation
testbed environment and the integration of the adaptive mechanisms previously presented. The
Presage2 simulation engine is briefly explained in Section 5.2 as the basis for the testbed. The
adaptations of IPCon and the AAA architecture for Presage2 are explained in Sections 5.3 and
5.4 respectively, before some details of the integration of the two in Section 5.5. Section 5.6
proposes the metrics that will be used to evaluate agent and system performance in experiments
performed in Chapter 6.
5.2 Testbed
5.2.1 Introduction
Presage2 [8, 76] was chosen as the base on which to build the testbed for the experimental
work of this thesis. It is a platform for developing and simulating multi-agent systems that is
being developed as an extension of the work on the original PreSage platform [90]. Presage2 is
designed to simulate large populations of heterogeneous agents across multiple networks, with
inter-agent communication, ‘physical world’ environment simulation, event recognition, policy
modelling, data logging, visualisation, and declarative rule specifications. After explaining
Presage2 itself in Section 5.2.2, the additions made for the testbed are presented in Section
5.2.3.
5.2.2 Presage2 system architecture
As a modular system, Presage2 aims to allow as much reuse of components as possible, and to
reduce the “complexity overhead” introduced by interconnectivity. To this end, the functioning
of the system is determined by two concepts [8]:
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• A set of action handlers process all actions submitted by agents and generate the changes
to be applied to the environment and other agents. This constitutes the state transformer
function of the system.
• The perceptions of the entities in the simulation (possibly including some environmental
entities) are controlled by environment services that read the system data and format it
for consumption by the entities. This provides an abstraction layer to simplify the task
of writing agents and extensions to the system, and also allows concepts such as lossy
communication and imperfect perception to be modelled.
Simulations in Presage2 are discrete time driven systems. Every timestep, the agent function
execute() of each agent is executed, in which they can observe the environment, perform any
reasoning they wish to do, and then submit zero or more actions. By not imposing restrictions
on the complexity of the agents’ actions, Presage2 imposes as few limitations as possible on the
agents themselves. For each timestep, after all agents have submitted the actions generated
by their respective agent functions, other modules that subscribed to be run in each timestep
may execute. The environment state is then combined with the set of all actions and used to
generate the change set that determines the system state in the next timestep. This loop is
shown in Algorithm 5.1.
The state transformers in the action handlers and other modules are generally written in pure
Java code, but Presage2 also has support for declarative rulesets that can modify parts of the
system or agent states when certain conditions are met. The rule module is provided by using
the JBoss Drools business rules engine [3] to store aspects of the system state as facts in the
Drools knowledgebase. The facts in the knowledgebase can be any Java object in the system
code, or purely contained in the Drools code and then invisibly converted to Java by Drools.
Rules are written in the format “when condition then consequence” and have the possibility of
being triggered every timestep to insert, modify, or retract facts in the knowledgebase and,
consequently, the system state. A primer on Drools and how it is used by Presage2 is presented
in Appendix B.
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begin
initialise;
repeat
foreach agent in allAgents do
agent .execute();
end
foreach service do
/* each time driven service executes - this includes the delivery of
messages to each agent’s message input queue */
service.timeDriven();
end
generate changes from the agent actions;
apply changes to the environment; /* EnvironmentServices are updated */
store state in the database;
until finished;
finalise;
end
Algorithm 5.1: Main execution loop for Presage2
5.2.3 Testbed implementation
After the initial work presented in the previous chapters, both the AAA architecture and IPCon
had to be adapted to a common base before they could be integrated. The Presage2 simulation
platform was chosen for this purpose, as it is able to accomodate a large number of heavyweight
agents and is extensible via a module system. The agent model was re-implemented to take
advantage of the Presage2 platform mechanics. In order to integrate the IPCon algorithm with
the agent model, it had to be converted from Prolog to a more compatible format. Presage2
provides a declarative rules engine based on the Drools business rules language [3], so IPCon
was converted from Prolog to Drools before being integrated with the agent architecture. This
conversion is covered in Section 5.3.
The ‘physical world’ of the simulation environment was also modified. Rather than being a
single stretch of road with agents entering at one end and leaving from the other, Presage2’s
simulation environment configuration options were used to create a loop of motorway. Various
equally-spaced junctions were added to allow agents to enter and exit the environment. None of
the results given in Chapter 3 depended on the environment; a loop is effectively the same as a
linear environment stretching to infinity. In a short linear stretch, agents and clusters will only
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interact with the entrances and exits of the environment once each. The conversion to a looped
environment provides an opportunity for richer testing over a longer period of time with the
same agents as these interactions can occur multiple times.
The architecture of Presage2 can be seen in Figure 5.1. Indicated in the diagram and described
below are the additions that were required to build the testbed and simulate the application
domain in question :
A RoadSimulation class to encapsulate each simulation run. This class reads the simula-
tion parameters and passes them to the environment services, deals with the insertion
and removal of agents to/from the simulation, and generally ties everything together.
RoadSimulation is not indicated in Figure 5.1 as it is the class that calls Presage2, so the
entirety of Figure 5.1 is wrapped by RoadSimulation.
Environment services to collect and manage the state information for the simulation:
RoadEnvironmentService — Provides access to the majority of the environmental param-
eters (the size of the area, the location of the junctions, the maximum speed and
acceleration and so on) to the other environment services.
RoadLocationService — Provides access to the locations of all the agents in the simulation.
Access to this information can be restricted by the agents’ perception range. This
is an extension of the Presage2 LocationService class, which provides a simple two
dimensional cell-based environment, for the three lane looping motorway environment.
SpeedService — Provides access to the current speeds of all the agents in the simulation.
Access to this information is required by various services and can be restricted by
the agents’ perception range.
IPConService — Provides an interface to the Drools rulebase and knowledgebase. Access
to the information for the agents can be restricted so that they can only make pre-
defined queries. Also acts as an action handler of sorts as it handles the institutional
actions represented by the messages sent by the agents, inserting them into the
knowledgebase.
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Figure 5.1: Presage2 architectural diagram [8] with additions
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A move handler to process the movements of the agents:
LaneMoveHandler — Ensures that the movement actions submitted by the agents are valid
(that is, that they do not move outside of the environment area, or move at disallowed
speeds or accelerations) and then updates the states of the agents in the environment
services based on these movement actions. The LaneMoveHandler also detects crashes
and ends the simulation when one occurs. This is an extension of the Presage2
generic MoveHandler.
A rulebase in the Drools language that implements the IPCon algorithm described in Chap-
ter 4.
An agent architecture corresponding to the AAA architecture specified in Chapter 3 and
integrating the IPCon algorithm. This contains the “agent function” required by Presage2.
Presage2 has a number of pre-existing modules and functions that were used for modelling the
aspects of the simulation that were not directly interesting. The NetworkModule is an excellent
example; the precise mechanism by which the agents could communicate with each other had
no effect on the desired results, as long as messages could be delivered between the agents. The
precise implementation details of the majority of the above are not relevant to the work being
presented, so will not be given. The remainder of this chapter is dedicated to summarising the
re-implementation and combination of IPCon and the AAA architecture in Presage2, and how
this relates to the parameterisation of the experimental simulations.
5.3 Implementation of IPCon
The IPCon algorithm specified in Chapter 4 had to be re-implemented for Presage2; this involved
two parts.
The first was converting the Prolog executable specification of IPCon to an implementation in
the JBoss Drools language. An example of the conversion can be seen in Figure 5.2, which shows
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a comparison between the event calculus specification, Prolog code and Drools code for the same
piece of the algorithm. Although Drools and Prolog are very different, both implementations
adhere to the same specification.
prepare1a( L, B, I, C ) initiates pre_vote( B, I, C ) at T ←
( B = ( R, B’ ) ∧
pow( L, prepare1a( L, B, I, C ) ) = true holdsAt T.
(a) Event calculus specification
initiates(prepare1a( L, B, I, C ),(pre_vote( B, I, C ) = true),T) :−
B = ( R, BB ),
holdsAt((pow( L, prepare1a( L, B, I, C ) ) = true),T).
(b) Prolog code
rule "Prepare1A initiates Pre_Vote"
when
Prepare1A( $agent : agent, $revision : revision, $ballot : ballot, $issue : issue, $cluster : cluster )
Power( agent==$agent, $action : action )
Prepare1A( agent==$agent, revision==$revision, issue==$issue, cluster==$cluster ) from $action
then
insert( new Pre_Vote( $revision, $ballot, $issue, $cluster ) );
end
(c) Drools code
Figure 5.2: Comparison of event calculus vs Prolog vs Drools
The process of developing an implementation in Java and Drools from the event calculus
specification of IPCon was done by hand. A rough guide for converting between the terms in
each is given by Table 5.1; also see Appendix B for a more thorough description of how the
event calculus specification was implemented and verified in Drools. Briefly, all the axioms
in the event calculus specification that relate to an initiates, terminates, or holdsAt term have
a corresponding rule in the Drools implementation. The fluent that is affected then has the
corresponding IPConFact defined in Java and put in the consequence of the Drools rule with
either insert or retract, as appropriate. The conditions of the axiom are then defined in Java
as IPConFacts or IPConActions and placed in the conditions of the Drools rule.
The correctness of the implementation in Drools was verified by standard Java testing method-
ologies, as explained in more detail in Appendix B.
The second part of implementing IPCon for Presage2 involved creating an environment service
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Table 5.1: Converting from the event calculus to Drools
Event Calculus Drools
Axiom rule
Action IPConAction @role(event)
Fluent IPConFact @role(fact)
initiates insert
terminates retract
holdsAt (implicit) / insertLogical
so that the simulation, and the agents, could interact with the rulebase and knowledgebase
in a coherent fashion. The IPConService class is responsible for ensuring the insertion and
retraction of facts for reasons that are not covered by a rule, for example when an agent joins
or leaves the simulation. It also monitors the agents’ communications so that it can insert the
relevant IPCon actions (e.g. prepare1a, submit2a, etc) into the knowledgebase when an agent
sends a message. The relation between agents, the environment, IPConService, and the Drools
knowledgebase is shown in Figure 5.3.
5.4 Implementation of Agent Architecture
The AAA architecture specified in Chapter 3 was written as a stand-alone preliminary experiment
with its own simplified simulation loop. It was re-written in order to integrate it with IPCon and
perform more sophisticated experiments, taking advantage of the Presage2 simulation platform.
The new class diagram can be seen in Figure 5.4.
5.4.1 Goal specification
In the preliminary experiments in Chapter 3, the agents’ goals were defined as (value, weight)
goal pairs for the preferred speed, lane, and spacing. This was to evaluate the ability of the
AAA architecture to act in a pro-active and goal-directed manner to fulfil multiple goals. The
aim of the main experiments is to investigate the combination of adaptive mechanisms, so the
agents’ goals were modified. For the purposes of the main experiments, the agents were given
106 Chapter 5. A Simulation Testbed for Combining Adaptive Mechanisms
IPCon 
KnowledgebaseIPConService
Ag
Ag
Ag
Environment
Services
Receives messages 
and provides access
to knowledgebase
Inserts and retracts 
from knowledgebase
Receives environmental 
data, accesses shared state 
and database for storage
Figure 5.3: IPConService as a mediator between the agents, the environment, and the knowl-
edgebase
initialise()
processInput(Input in)
execute()
hMove()
hIPCon()
senseWorld()
evaluateState()
checkNearbyClusters()
instantiateObligations()
enqueueIPConMsgs()
assessSituation( … )
generateMoves()
getPredictedNeighbourMoves()
generateFearHopeCasts( … )
chooseMove(Move[] moves, ChoiceMethod method)
executeAction(Action chosenAction)
IPCon getters
getters
setters
location : RoadLocation
speed : Integer
networkAddress : NetworkAddress
goals : HashMap
currentClusters : UUID[]
institutionalFacts : HashMap
services: RoadAgentServices
RoadAgent
locationService : RoadLocationService
speedService : SpeedService
ipconService : IPConService
RoadAgentServices
initialise()
getSharedState()
getMessages()
sendMessage(Message msg)
execute()
getters
setters
agentId : UUID
name : String
network : NetworkAdaptor
env : EnvironmentConnector
AbstractParticipant
Figure 5.4: Updated class diagram
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three quantitative goals and one qualitative goal. The qualitative goal was to not crash, and
the quantitative goals were: a preferred speed, defined as a (value, tolerance) pair; a desired
travel distance, expressed as the number of junctions the agent should pass before leaving the
environment; and a final (value, tolerance) pair representing the strength of encryption to be
used for communication between the agents in order to ensure privacy [105]. This privacy goal
had no impact on the simulation; the agents simply used it to agree on a numerical value, so it
could represent anything. In this case, the value was the agent’s preferred encryption strength,
with the tolerance being how much stronger or weaker an encryption the agent was willing to
use. Although the agents used IPCon to agree on both the travel speed and the privacy method,
only the travel speed goal, Gs, relates to movement. The privacy method goal, Gp, allowed the
evaluation of the agent in a different context, as will be explained in Section 5.4.4. Gs and Gp
are equally weighted. The travel distance goal, Gt, was introduced because the environment is
now a closed loop, so the agents need to leave at some point.
5.4.2 Action generation
The agent’s movement action selection function Hmove forms part of the execute() function, is
broadly identical to that presented in Chapter 3, and is summarised here and in Algorithm 5.2
from a Presage2 perspective for added clarity.
Algorithm: hMove()
begin
/* determine which goals are most pressing and generate possible moves */
assessSituation( ... );
generateMoves();
/* generate predicted moves for neighbours */
getPredictedNeighbourMoves() ;
/* generate FearCasts, Fears, Hopes, HopeCasts based on neighbour moves -
see Section 5.4.3 */
generateHopeFearCasts( ... ) ;
/* choose from possible moves based on the relevant choice method - see
Section 5.4.4 */
chooseMove( ... ) ;
end
Algorithm 5.2: Agent’s Hmove action selection function
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In each timestep an agent can perceive a subset of the information contained in the environment
at that time. The agent can retrieve this information through the RoadLocationService and
SpeedService environment services, among others. The set of possible physical actions, Actmove,
is then used to generate the possible movements for the agent itself and the agent’s neighbours.
This information is used to predict future locations of the agents, and therefore the potential
future states.
5.4.3 Affective prediction and evaluation
As the Presage2 simulation platform allows for more complex modelling than in the prelimi-
nary work presented in Chapter 3, the mechanism for affective prediction and evaluation of
potential future states was improved by including more concepts from the cognitive anatomy of
expectations. The treatment of different intensities of expectation are presented here.
Castelfranchi et al. [32] confirm that a purely probabilistic approach is unsuitable for judging
the intensity of expected future states. Instead, the expectations are judged on three variables;
the state’s value to the agent, the likelihood of the state coming about, and the spatial and
temporal proximity to the event causing the state. Agents wish for two things; to avoid crashing,
and to fulfil their quantitative goals. All crashes have equally unpleasant value for an agent, so
the other two variables must be considered.
We separate predictions into fear-casts, fears, hopes, and hope-casts:
• The agent fear-casts a likely-and-immediate crash. These are the states where it is likely
that the agent and one of its neighbours will both choose to move into the same position.
These are the least favourable outcomes and are identified in Figure 5.5.
• The agent fears a likely-and-soon crash. These are the states where the agent does not
believe that, if it makes this move, it will be able to stop in time to avoid a crash in the
future. These are unfavourable outcomes, but still have a chance of being avoided. The
intensity of the fear is based on the spatial proximity to the event (that is, how much the
agent would overshoot if it had to stop) as shown in Figure 5.6.
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Figure 5.5: Identifying fear-casts for the outlined agent — the arrows indicate possible moves for
the agents. If the outlined agent were to move into the shaded squares, it would expect to crash
as one of the other agents may also move there; the outcomes of these moves are fear-casted.
The outcomes of the moves into the dotted area are not as there should be no obstacle present.
Fear intensityNeighbour stopping distance
A
B
C
α
β Agent stopping distances
Hope intensity
Figure 5.6: Calculating the potential future safety of a move — the outlined agent may move at
speed or α or β and has three choices of lane (A, B, and C). The other agent is predicted to
move at the indicated speed, and may or may not change lanes. If the outlined agent moves at
α the outcomes of actions A and B are feared by an intensity given by the amount it ‘overshot’
compared to the other agent (the shaded area), if the agent moves at β they are hoped for by an
intensity given by the amount it had to spare between it at the other agent (the dotted area).
In either case, action C leads to a hope-casted state of fixed maximal intensity.
• The agent hopes for states where it believes it can stop in time to avoid a crash in the near
future if it makes this move. The intensity of the hope is based on the spatial proximity
to the event (that is, how much spare distance the agent would have if it had to stop) as
shown in Figure 5.6.
• The agent hope-casts for states where it cannot see any reason for it having to avoid a
crash in the future if it makes this move. All of these hope-casts have the same maximal
intensity. An example is shown in Figure 5.6.
Once all the predictions have been formed and evaluated, if there are any predictions that are
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not fear-casts, the agent will choose from them in order to fulfil its goals1. That is, an agent will
never choose a fear-casted outcome if there are any more favourable outcomes. This is because
of the “loss-aversion bias” described by [32, 62]. Any remaining moves are compared using the
movement choice method the agent was created with.
5.4.4 Agent movement choice methods
The agents are instantiated with an action selection function H. This is comprised of two
parts; the first is the movement choice function Hmove which determines the movement actions
of the agent and can be partially changed. As we wish to study the interaction between
SASO mechanisms, a variety of combinations of self-adaptive safety mechanism, self-adaptive
goal-directed behaviour, and self-organised consensus are explored, as given in Figure 5.7. As
each move is evaluated for safety before a choice is made, the agent is choosing between a set
of triples of the form 〈speed,∆lane, safetyExpectation〉, where speed is the speed of the move,
∆lane is the change in lane of the move, and safetyExpectation is the result of the evaluation in
Section 5.4.3. The movement choice methods chosen for Hmove are therefore as follows:
SAFE — Agents choose the safest move that exists. If multiple equally-safe moves exist, a
smoothing function is used to prevent erratic changes in speed. The affective evaluation
shown in the previous section is what provides the agents with a method for self-adaptive
safety. This is shown algorithmically in Algorithm 5.3.
SAFE_GOALS — Goal-directed behaviour is added to the self-adaptive safety of the SAFE method
so that the agents choose a move that is both safe and has the most favourable outcome
with respect to their goals. This is shown algorithmically in Algorithm 5.4.
SAFE_INST — An institutional clustering method is added to the SAFE_GOALS method; agents
choose a safe move if one exists, and choose between multiple equally safe moves based on
which adheres most closely to the institutionally-agreed speed. This is shown algorithmi-
cally in Algorithm 5.5.
1If there are only fear-casts, the agent will attempt to fulfil its goals from one of them, but without much
hope for success. . .
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Self-adaptive safety
Self-organising
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Self-adaptive
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Figure 5.7: Various combinations of SASO mechanisms; the outlined area is to be examined. ? :
All methods test the combination of goal-directed behaviour and consensus formation through
Gp. † : One of the evaluation criteria is the time until a crash occurs, so methods with no
self-adaptive safety are not tested. ‡ : The agents would not have any meaningful reason to
form consensus without goal-direction, so this is not tested.
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INST_SAFE — An institutional clustering method is added to the SAFE_GOALS method; agents
choose a move that adheres as closely as possible to the institutionally-agreed speed; if
there is more than one such move, the agent chooses the safest of them. This is shown
algorithmically in Algorithm 5.6.
MOVE_TO_EXIT — This movement choice method cannot be given as a parameter when creating
agents and is purely for when the agent is about to ‘turn off’ the road at a junction. When
using this movement choice method, the agent will move towards the next exit, if possible,
and will always choose the safest move.
Algorithm: SAFE
Input: list of 〈speed, ∆lane, safetyExpectation〉, current speed
Result: a single move action
begin
sort list by safetyExpectation;
if there is a tie then
∆speed ←speed − currentSpeed ;
choose smallest ∆speed ;
if there is a tie then
choose smallest ∆lane; /* but prefer overtake to undertake */
end
end
end
Algorithm 5.3: SAFE choice method
This variety of possible movement choice methods allows some investigation into what affects
the degree to which the two adaptive mechanisms overlap. In SAFE, the agent purely tries to
make a safe move and not crash. Goal-directed behaviour is added to this in SAFE_GOALS, and in
SAFE_INST and INST_SAFE there is a further additional institutional factor; the agent will move
as for the SAFE_GOALS method normally, but when the agent is in a cluster it will attempt to
fulfil the institutionally-chosen speed. As well as this, it infers that its neighbours will try to
fulfil the chosen speeds of their respective institutions if they are a member of one2. Each of
the two institutional methods gives priority to a different mechanism; in SAFE_INST the agent’s
safety is given a greater importance than the institutionally-agreed speed, and vice versa for
INST_SAFE. The functioning of the agents’ goal-directed behaviour and ability to self-organise
2Demiris [39] notes that when predicting the intentions of members of a group, it is important to address the
agents’ “joint intention” rather than their individual intentions. This is the case in our institutional clusters.
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Algorithm: SAFE_GOALS
Input: list of 〈speed, ∆lane, safetyExpectation〉, current speed, goal
Result: a single move action
begin
sort list by safetyExpectation;
if there is a tie then
choose move with largest goal utility ; /* see Section 5.6 ahead */
;
if there is a tie then
∆speed ←speed − currentSpeed ;
choose smallest ∆speed ;
if there is a tie then
choose smallest ∆lane; /* but prefer overtake to undertake */
end
end
end
end
Algorithm 5.4: SAFE_GOALS choice method
Algorithm: SAFE_INST
Input: list of 〈speed, ∆lane, safetyExpectation〉, current speed, goal, institutionally chosen
value
Result: a single move action
begin
if in a cluster then
sort list by safetyExpectation;
if there is a tie then
choose move that best fulfils institutional value utility;
if there is a tie then
choose move with largest goal utility; /* goal should be ≈ inst. value */
if there is a tie then
choose smallest ∆speed and ∆lane; /* compared to leader */
end
end
end
else
use SAFE_GOALS method;
end
end
Algorithm 5.5: SAFE_INST choice method
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Algorithm: INST_SAFE
Input: list of 〈speed, ∆lane, safetyExpectation〉, current speed, goal, institutionally chosen
value
Result: a single move action
begin
if in a cluster then
sort list by institutional value utility;
if there is a tie then
use SAFE_GOALS method; /* goal should be ≈ inst. value */
/* speed and lane ‘tie-breaks’ defined in relation to the leader, in
order to form a platoon */
end
else
use SAFE_GOALS method;
end
end
Algorithm 5.6: INST_SAFE choice method
consensus are evaluated without the self-adaptive safety mechanism through the agents’ Gp. In
all movement choice methods, the agents attempt to form clusters based on their overall goal
preference; each cluster has an issue for Gs and for Gp. In the institutional methods, the agents
attempt to form ‘platoons’ by moving into the same lane as the leader at the agreed speed,
whereas in the non-institutional methods, the clusters are purely for agreement on Gp and have
no physical effect.
5.5 Integration of Agent Architecture with IPCon
The agents must function in two ‘operating dimensions’ — the physical plane, in which an
agent’s actions are chosen by Hmove, and also the institutional plane. The agent therefore
requires an HIPCon as shown in Algorithm 5.7 to generate its actions on the institutional plane.
HIPCon is totally independent of Hmove, so is unaffected by the movement choice method of the
agent.
In Presage2, each agent must implement an execute() function — this is the “agent function”
that is called in each timestep for each agent that defines its action selection function H. All of
the agent’s decision-making must take place inside this function call, and so it contains both
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HIPCon and Hmove as in Algorithm 5.8.
Algorithm: hIPCon()
begin
/* check if any nearby clusters are preferable to current clusters; switch
if they are */
checkNearbyClusters() ;
/* instantiate actions to fulfil IPCon obligations */
instantiateObligations() ;
/* process inputs and generate pro-active and reactive IPCon actions */
processInputs();
end
Algorithm 5.7: Agent’s HIPCon action selection function
Algorithm: execute()
begin
/* retrieve world state */
senseWorld();
/* evaluate world state and record in database - see Section 5.6 */
evaluateState();
/* select IPCon actions */
hIPCon();
/* select movement actions */
hMove();
/* send IPCon messages and perform chosen action */
enqueueIPConMsgs();
executeAction( ... ) ;
end
Algorithm 5.8: Main execution loop for agent
Just as Hmove generates an actmove ∈ Actmove, HIPCon must generate a set of {actIPCon} ⊆
ActIPCon. Multiple actIPCon may be performed each timestep because an agent is not constrained
to performing only one institutional speech act per timestep. ActIPCon is defined as the set
of possible messages that can be sent in the IPCon algorithm, as given by Table 5.2 and in
Appendix A.
An agent may perform an IPCon action for one of three reasons;
Pro-actively — an agent may perform an action in order to fulfil its aims and without any
external input. For example, an agent may send a joinAsLearner message if it is not in a
cluster and finds a cluster that has agreed on values that match its goals.
116 Chapter 5. A Simulation Testbed for Combining Adaptive Mechanisms
Table 5.2: Actions in IPCon
request0a(Ag, V, R, I, C)
prepare1a(Ag, B, I, C)
response1b(Ag, Vote, B, I, C)
submit2a(Ag, B, V, I, C)
vote2b(Ag, B, I, C)
arrogateLeadership(Ag, I, C)
resignLeadership(Ag, I, C)
addRole(Ag1, Ag2, Role, R, I, C)
remRole(Ag1, Ag2, Role, R, I, C)
joinAsLearner(Ag, C)
leaveCluster(Ag, C)
Reactively — an agent may act in reaction to a message it receives. For example, when an
agent receives a submit2a message from the leader of a cluster in which it is an acceptor,
it may send a vote2b message, even though it is not obligated to do so.
Due to an obligation — at times an agent will become obligated to perform certain actions.
For example, an acceptor in a cluster is obligated to send a response1b message when it
receives a prepare1a message from the leader. This may be due to an agent-relative or
agent-neutral obligation as explained in Chapter 4, and is accomplished in the function
‘instantiateObligations()’ in Algorithm 5.7.
Once an agent’s Hmove has generated a single actmove ∈ Actmove and HIPCon has generated a set
of {actIPCon} ⊆ ActIPCon, the combination is submitted to the simulator by H to be handled
by the relevant action handlers.
5.6 State Evaluation
At the start of each timestep t, an agent records the utility U of the state S that it is in. This
utility is defined by the degree to which the agent has accomplished its goals. The fulfilment
of the agent’s travel distance goal will only stay the same or increase with each cycle (agents
cannot reverse), so is not directly measured as it gives no useful information.
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As given in Section 5.4.1, a goal Gj is defined as a 〈value, tolerance〉 pair, denoted 〈Gj:v, Gj:τ 〉
where Gj:τ 6= 0.
The utility towards a goal Gj = 〈Gj:v, Gj:τ 〉 is given by the standard measure of the normalised
Gaussian radial basis function shown in Equation (5.1), where xt is the achieved value at t:
U (Gj, t) = e
−(
xt−Gj:v)
2
Gj:τ (5.1)
There are two goals for each agent that could be evaluated; the speed goal Gs and the privacy
goal Gp. As the fulfilment of Gp should be unaffected by the movement choice method, the
utility of the state at time t, U (S, t), is expressed separately for each of these two goals as
shown in Equation (5.2).
Us (S, t) = U (Gs, t) (5.2a)
Up (S, t) = U (Gp, t) (5.2b)
Us and Up were used to measure the agents’ performance in the experiments.
5.7 Summary
This chapter has detailed the implementation and set-up of the simulator and experimental envi-
ronment. A brief summary of the Presage2 platform was given, followed by the implementation
details of how the agent architecture and IPCon algorithm were adapted for use in Presage2 and
combined. In the next chapter, a formalisation of the experimental set-up for the simulations is
provided along with the experimental results.
Chapter 6
Experiments
6.1 Introduction
The aim of the experiments performed was to investigate the interaction between different SASO
(self-adaptive self-organising) mechanisms. To this end, the various movement choice methods
presented in Section 5.4.4, representing different levels of combination of self-adaptive safety,
self-adaptive goal-seeking, and self-organised consensus, were compared.
In each case, the agents representing intelligent vehicles were to drive down a simulated roadway.
They would then form clusters with nearby agents that had similar goals, and use these clusters
to maintain ‘road trains’ as described in Section 5.4.4. The different compositions of adaptive
mechanisms represented by the movement choice methods have different effects on macro-level
properties of the system; these effects and the trade-offs between them will be measured and
analysed in this chapter.
The remainder of this chapter will give details of the experimental set-up and the results of our
investigation into the combination of SASO mechanisms. Section 6.2 gives further details of the
experimental set-up, following on from the parameterisation started in Chapter 5. Section 6.3
shows the results, which are analysed in Section 6.4.
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6.2 Simulations
As in Chapter 3, the experimental set-up is defined on a series of agent models Mt =
〈Ag,Act, Env〉t where Ag is the set of agents whose arrival rate is random with a uniform
probability, and Act is the set of actions they can perform in a physical motorway environment
Env.
Each agent is generated and parameterised by Agi = 〈G,H〉i where G is a set of randomised
agent goals and is defined as the agent’s preferred speed Gs, the agent’s preferred privacy method
Gp, and the agent’s travel distance Gt. H is the action selection function such that for each
agent i at each time slice t, Hi(Envt) ⊆ Act. H and G are defined in more detail in Chapter 5,
along with the separation of Act into Actmove and ActIPCon.
As described in Chapter 5, unlike in Chapter 3, the environment Env is not a linear stretch of
road with agents being inserted at one end and leaving at the other. Rather, it is now a loop of
‘motorway’ with equally spaced junctions at which agents may enter or leave the simulation
depending on their Gt. As mentioned, none of the results given in Chapter 3 depended on the
environment and the looped environment provides richer testing opportunities.
The parameters used in our simulations are given in Table 6.1. These parameters were chosen
experimentally to provide accurate results for minimal simulation time. It was found that the
time a simulation took to complete increased exponentially with finishTime; as will be seen,
a higher value would not have given a significantly larger amount of useful information. The
agent’s Gs and Gp are uniformly randomly distributed.
At each time slice, the metrics collected included each agent’s position, speed, U (S, t) (which
was split into Us (S, t) and Up (S, t) as explained in Chapter 5), and the system’s congestion,
defined as the population density. Other metrics relating to IPCon were also collected. As the
stability of the resulting combination of adaptive mechanisms was being evaluated, the actual
simulation length (and therefore the ‘time-until-crash’) was also measured.
Each run of the simulation was for a movement choice method and was repeated 10 times with
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Table 6.1: Simulation parameters
Parameter Value Defines Explanation
maxSpeed 4 Actmove Maximum speed in cells per timestep an agent can move at
maxAccel 1 Actmove Maximum an agent can increase in speed in one timestep
maxDecel 1 Actmove Maximum an agent can decrease in speed in one timestep
length 50 Env ‘Length’ in cells of the simulation environment
junctionCount 2 Env Number of junctions per length of the environment
moveChoiceMethod varied Actmove Movement choice method of the agents
finishTime 100 n/a Number of timesteps to simulate
runCount 10 n/a Number of times to repeat each simulation
different random seeds. All 10 runs for each movement choice method were collated and averages
were taken before being plotted in the charts in the next section.
6.3 Experimental Results
This section shows the results for the experiments that were performed.
6.3.1 Simulation length
Figure 6.1: Comparison of simulation length (time-until-crash) by movement choice method
Figure 6.1 shows that the combination of SASO mechanisms can cause a decrease in stability
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and effectiveness of the overall system.
It can be seen that the SAFE method results in the most stable simulations with all runs
completing1. The addition of adaptive goal-directed behaviour to form the SAFE_GOALS method
does not have a visible effect on the longevity of the overall system. Adding a self-organisation
method is shown in SAFE_INST to massively decrease the effectiveness and stability of the system;
the plot shows a far lower average simulation length and a large increase in the variance of the
results. We can see that the INST_SAFE method has an even lower average simulation length,
but the variance is less than for SAFE_INST (although still larger than either of the others). It
is thought that this may be due to the precise method by which the SASO mechanisms are
combined; in the case of SAFE_INST, the self-adaptive safety can maintain the safety aspect of
the system for some time, but this is not always possible, leading to a greater variance.
6.3.2 Privacy utility
Figure 6.2: Comparison of Up (S, t) by movement choice method
Figure 6.2 shows that the self-organising consensus method works well when acting only in
combination with the self-adaptive goal-directed behaviour of the agents ; there is no significant
1One run for SAFE and two runs for SAFE_GOALS failed in a very short amount of time. The reason for this
is thought to be slight instability in the Drools interface, so they were treated as outliers and discounted. Similar
outliers were discounted for the other methods when they were detected, although this was more difficult.
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difference between the results for the different movement choice methods. This was expected as
Gp is not affected by movement.
6.3.3 Agent speed
Figure 6.3: Comparison of agent speed by movement choice method
Figure 6.3 shows that the average speed of the agents varies based on the movement choice method.
The initial drop from a higher value is due to the first few agents having fewer constraints
on their speed due to there being almost no agents in the simulation. Note that the average
expected Gs for the agents is 2.5, as Gs is uniformly distributed from 1–4. This graph shows
a main trade-off demonstrated by the movement choice methods; the methods that result in
fast agents also result in a much lower system stability. If the stability of the system could be
improved, we would wish to maintain the higher speed.
• The SAFE method shows the lowest average speed as the agents emerge a safe, stable
driving pattern; if all agents move at a low constant speed, there is less likelihood of a
crash occurring.
• The SAFE_GOALS method shows a high speed in the first half of the simulation, but as the
population increases, this declines as the need for safety dominates.
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• The SAFE_INST method maintains an improved speed over SAFE for the entire simulation. It
should be noted that towards the end of the line, there are significantly fewer simulations
contributing to the average, so it may be less precise. That said, we can see that the
addition of an institutional consensus causes two things: at the start of the simulation, the
agents do not maximise their speed as they comply with the institutionally agreed value,
resulting in the lower result than for SAFE_GOALS; in the later stages of the simulation
however, the institutional factor causes the agents to maintain a higher speed than
SAFE_GOALS (until a crash occurs. . . ).
• The INST_SAFE method has a higher average speed until a crash occurs, as the agents
prioritise adhering to the institutionally agreed value over acting safely. This is significantly
higher than for the other methods because the adaptive safety is not moderating the speed
as much.
6.3.4 Speed utility
Figure 6.4: Comparison of Us (S, t) by movement choice method
Unlike Figure 6.2, Figure 6.4 shows that there is a great difference between the performance of
the movement choice methods when it comes to the agents’ Us (S, t).
As could be expected, the SAFE method shows a constant low utility; the agents are not acting to
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achieve their goals, so there is no reason for this to be high except by chance. Also as expected,
the SAFE_GOALS method shows a higher utility at the beginning, which then fades away. As was
seen in Section 6.3.3, the safety mechanism is thought to outweigh the goal-directed behaviour
when the population increases. It is interesting to note that the performance of SAFE_INST
and INST_SAFE with regards to Us (S, t) are reversed as compared to their performance for the
average speed shown in Section 6.3.3. We can see that the SAFE_INST method is consistently the
highest performer; this is likely to be due to the additional institutional dimension allowing all
the agents in the population to achieve a more favourable speed (until a crash occurs. . . )2 The
INST_SAFE line on the other hand, is very similar to that of the SAFE_GOALS line before it cuts
off. This may be due to the institutional factor dominating at a low population density, but the
safety mechanism cutting in drastically as the population density increases. As the SAFE_INST
method has the safety mechanism at the fore all the time, it is able to maintain safety for longer.
6.3.5 System congestion
Figure 6.5: Comparison of system congestion by movement choice method
Figure 6.5 shows the comparison of the system congestion for each movement choice method. It
can be seen that the movement choice method has no effect on the congestion of the system.
2Again, it should be noted that at the end of the chart there are significantly fewer simulation runs contributing
to the average, so it may be less precise.
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The reason for this is that all of the mechanisms ensure that the agents travel through the
system. It is possible that running the simulations for longer (or forcibly inserting significantly
more agents into the simulations) would result in the saturation of the system, and that this
may have shown an effect from each movement choice method. This was not done due to the
already significant differences in instability between the SAFE and INST_SAFE methods.
The step in the line for SAFE_INST is due to the fact that only one simulation managed to run
that long; the step is evident as it is the only simulation contributing to the average and as
it had a lower agent population density. It is likely that the much lower congestion was a
contributing factor to its longevity.
6.3.6 Cluster formation
Figure 6.6: Comparison of the number of occupied clusters by movement choice method
The final result is to do with the functioning of IPCon; Figure 6.6 shows that in all movement
choice methods, the process of IPCon cluster formation is occurring in a similar fashion. It can
be seen that for all methods, the number of occupied clusters is constantly changing and slowly
increasing over time as more agents enter the system.
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6.4 Composition of SASO Mechanisms
The preceding sections give an analysis and explanation of the results for this specific set
of SASO mechanisms; this section will give some thought to a more general analysis of the
composition of SASO mechanisms using these results as a starting point. In Section 6.4.1 some
notation will be introduced. Section 6.4.2 presents the analytical development of a formalism to
explain the results: first they will be examined at a coarse granularity without unpacking the
compositions or the level at which they are applied; this is followed by the consideration of the
effect that the ‘order’ of composition has on the results, but this is found to not fully explain
the results; finally the inclusion of the level at which the mechanisms are applied is found to
fully explain the results observed. Section 6.4.3 then uses the final formalism to fully explain
the results that were observed from the experiments.
6.4.1 Notation
Some notation will be introduced for this formalism:
• We examine the properties resulting from the application of a mechanism, but these are
different from the mechanism itself. We therefore use Φ{x} to denote “the properties of x”.
• We denote the composition of two SASO mechanisms with the symbol “•”.
• We use the relational symbol 7→ to represent the fact that the properties of a method are
‘defined by’ the properties of the mechanisms that comprise it.
6.4.2 Analysis
It can be seen from Figure 5.7 that there are three mechanisms at work: the adaptive safety
mechanism, the goal-directed mechanism, and the institutional mechanism. We will denote
these as S, G, and I respectively. In terms of the movement choice methods, this corresponds
to Equations (6.1–6.4):
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SAFE is S (6.1)
SAFE_GOALS is S and G (6.2)
SAFE_INST is S and G and I (6.3)
INST_SAFE is S and G and I (6.4)
We also include the consensus formation on the subject of Gp, denoted by PRIVACY:
PRIVACY is G and I (6.5)
Beginning to express this with our notation for the properties of a set of mechanisms, the
equations become:
Φ{SAFE} is Φ{S}
Φ{SAFE_GOALS} is Φ{S , G}
Φ{SAFE_INST} is Φ{S , G , I}
Φ{INST_SAFE} is Φ{S , G , I}
Φ{PRIVACY} is Φ{G , I}
It can be seen from the results that simple addition does not adequately describe the combination
of SASO mechanisms. The SAFE_GOALS method does not display the properties of both S and G
at all times; when the population density is low, it displays a combination of the properties, but
when the population density is higher, it displays properties more in line with that of S alone.
This leads us to the first observation:
Observation 6.1. The properties of a combination of SASO mechanisms will not necessarily
be equal to a simple addition of the properties of the component mechanisms. Rather, it is a
more complex composition of properties.
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We use this observation to express the equations using all of our notation:
Φ{SAFE} 7→ Φ{S}
Φ{SAFE_GOALS} 7→ Φ{S • G}
Φ{SAFE_INST} 7→ Φ{S • G • I}
Φ{INST_SAFE} 7→ Φ{I • S • G}
Φ{PRIVACY} 7→ Φ{I • G}
Some more observations can be made: this composition is furthermore non-monotonic; composing
G with S to create SAFE_GOALS does not maintain all the properties of SAFE. Likewise, composing I
with S •G to create SAFE_INST and INST_SAFE does not maintain all the properties of SAFE_GOALS.
This can be expressed:
Observation 6.2. Composition of properties of SASO mechanisms is a non-monotonic function.
That is, Φ{x • y} does not maintain both Φ{x} and Φ{y}.
However, we also address the fact that the two institutional methods SAFE_INST and INST_SAFE
have clearly different properties. Sections 6.3.3 and 6.3.4 show that SAFE_INST performs ‘more
safely’ than INST_SAFE. From this, we can infer that the precise method by which SASO
mechanisms are composed can have a large effect on the properties of the resulting system. For
the purposes of this thesis, we will content ourselves with expressing the fact that mechanisms
may be given greater ‘priority’ in their composition, and denote this by placing higher-priority
mechanisms sooner in the list of mechanisms being composed3. This means that in our notation
composition is not commutative:
Observation 6.3. Composition of properties of SASO mechanisms is not a commutative
function. That is, Φ{x • y} 6= Φ{y • x}.
3In a more extensive treatment of this problem, it would be preferable to express the composition methodology
more precisely in order to more accurately express the interaction between multiple mechanisms.
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It can also be seen that there is a sort of interpolation property that does not hold; it can be
seen that the addition of S ‘inside’ I • G to form INST_SAFE does not maintain all the properties
of PRIVACY:
Observation 6.4. Composition of properties of SASO mechanisms does not obey an interpola-
tion property. That is, Φ{x • y • z} does not maintain Φ{x • z}.
If this formulation is used to explain why the composition of two mechanisms (G with S) is
relatively effective, whereas the composition with I is much less effective, it might be thought that
I is simply ‘to blame’ and that there was something wrong with it. However, this explanation is
disproved by the evidence of the PRIVACY method which works extremely well. Why then does a
composition with I work in one situation and not the other ?
Put another way, why is this composition of mechanisms non-monotonic, non-commutative, and
does not enjoy interpolation ?
To address this, the mechanisms should be examined more closely:
S — a micro-level self-adaptive safety mechanism to prevent agents crashing.
G — micro-level self-adaptive goal-directed behaviour.
I — a meso-level self-organising consensus formation mechanism.
This distinction of micro- versus meso-level behaviours is the first step towards understanding
the problem, but there is still the issue that the PRIVACY method works well, but the SAFE_INST
and INST_SAFE methods do not. To fully explain this, it must be realised that all of the
mechanisms are operating on a degree of freedom for the agents. This means that I is actually
two behaviours:
Is — a meso-level self-organising consensus formation mechanism for clustering based on speed.
Ip — a meso-level self-organising consensus formation mechanism for clustering based on
privacy.
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This awareness of the level on which a mechanism is operating, as well as the degree of freedom
that it affects, is crucial to fully explaining why the five compositions have such different
outcomes. We denote the degree of freedom that a mechanism affects with a subscript, as in
Is. The level at which properties are observed is denoted by a superscript, as in Φµ{Is}; µ
denotes the micro level, m the meso level, and M the macro level. We further remember that
the population density had an effect on the system properties; we take this into account in
Observation 6.5 and label it ρ from now on.
Observation 6.5. SASO mechanisms may have effects on multiple levels of a system. The
macro-level properties of the whole system depend on the properties at each level, as well as
other uncontrollable factors, which may be internal or external in origin, and may act at any
level.
ΦM{X} 7→ Φm{. . .} • Φµ{. . .} • Φ{others}
Before the final formulation of the equations can be performed, it must be noted that in our
example the goal-directed behaviour is applied not just once in the compositions, but in fact is
applied once at each level. The SAFE_INST method can therefore be expressed as the composition
of meso-level goal-directed consensus formation with micro-level safe goal-direction. When a
level has nothing acting on it, it is denoted with a ∅ in the relevant properties brace.
ΦM{SAFE} 7→ Φµ{Ss} • Φ{ρ} • Φm{∅} (6.6)
ΦM{SAFE_GOALS} 7→ Φµ{Ss • Gs} • Φ{ρ} • Φm{∅} (6.7)
ΦM{SAFE_INST} 7→ Φµ{Ss • Gs} • Φm{Is • Gs} • Φ{ρ} (6.8)
ΦM{INST_SAFE} 7→ Φm{Is • Gs} • Φµ{Ss • Gs} • Φ{ρ} (6.9)
ΦM{PRIVACY} 7→ Φm{Ip • Gp} • Φ{ρ} • Φµ{∅} (6.10)
Finally, eliminating the empty levels gives:
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ΦM{SAFE} 7→ Φµ{Ss} • Φ{ρ} (6.6’)
ΦM{SAFE_GOALS} 7→ Φµ{Ss • Gs} • Φ{ρ} (6.7’)
ΦM{SAFE_INST} 7→ Φµ{Ss • Gs} • Φm{Is • Gs} • Φ{ρ} (6.8’)
ΦM{INST_SAFE} 7→ Φm{Is • Gs} • Φµ{Ss • Gs} • Φ{ρ} (6.9’)
ΦM{PRIVACY} 7→ Φm{Ip • Gp} • Φ{ρ} (6.10’)
6.4.3 Explanation
Equations (6.6’–6.10’) can now be used to fully explain the variety of results obtained:
SAFE — the macro-level properties resulting from this method are simply the result of the
properties of the micro-level self-adaptive safety mechanism Φµ{Ss} carried out by the
population Φ{ρ}.
SAFE_GOALS — composing the SAFE method with goal-direction at the same level and on the
same degree of freedom (Φµ{Ss • Gs}) results in each mechanism dominating at different
levels of population density. The system is still stable as each degree of freedom is only
affected on a single level.
SAFE_INST — adding a meso-level institutional clustering mechanism (Φm{Is • Gs}) that is
subordinate to the micro-level mechanism operating on the same degree of freedom results
in a system that is able to exploit both levels of behaviour at the cost of system longevity.
There is a large variation in the longevity of the system that shows this composition to be
highly sensitive to population density.
INST_SAFE — adding a meso-level institutional clustering mechanism that is not subordinate to
the micro-level results in a system that is far less long-lived. We can see that putting the
individual above the organisation results in one behaviour, as in SAFE_INST, and putting
the organisation above the individual gives another behaviour, as here.
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PRIVACY — composing a meso-level institutional clustering mechanism with a mechanism for
goal-direction at the same level (Φm{Ip • Gp}) results in a system that is extremely stable
and ‘well behaved’. As the goal-direction is subordinate to the clustering mechanism the
agents are never able to fully realise their goals, which is why Up (S, t) never reaches 1.
The inclusion of Φ{ρ} here is due to the fact that an extremely low population density
could prevent clusters being formed at all.
The problems observed in the experiments presented here can be summarised by Equation (6.11);
both the meso-level compositions and micro-level compositions work separately, but when
composed with each other they interact in unexpected and undesirable ways in a manner that
is sensitive to the population density.
ΦM{SAFE_INST} 7→ Φm{Is • Gs}︸ ︷︷ ︸
Works separately
• Φµ{Ss • Gs}︸ ︷︷ ︸
Works separately
• Φ{ρ}︸ ︷︷ ︸
Population effect︸ ︷︷ ︸
Does not work in composition
(6.11)
This could potentially be avoided by two methods;
• As the problem appears to be a lack of coordination between the SASO mechanisms,
another mechanism could be introduced to coordinate between the mechanisms. In this
way, the coordination mechanism could more effectively determine which behaviour to
exhibit at any given time.
• As an alternative or additional solution, Ss could be integrated at the meso level as well
as the micro level. This could result in a system that could operate safely and stably when
exhibiting meso- and micro-level behaviours.
6.5 Summary
This chapter has shown that the composition of multiple different SASO mechanisms cannot
always be accurately described by simple additivity. When the composition does not work, the
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resulting system may function in an unexpected, worse-performing, and less stable manner.
Some potential explanations for the example given in this thesis were provided. An initial
coarse formulation does not fully explain why this is the case; it is shown that monotonicity,
commutativity, and interpolation do not apply. A more fine-grained approach using the µ-m-M
framework more fully explains what is changing. Factors to be considered when composing
SASO mechanisms include the degrees of freedom the mechanisms operate on, and the levels
the mechanisms operate at.
This chapter has introduced a formalism for describing and explaining the composition of
adaptive mechanisms. This is a preliminary ‘dialect’, and so questions such as the scalability and
generality of the method remain unanswered. This is considered in the next chapter, along with
a summary of the work presented in the thesis and some limitations that have been identified,
as well as suggested potential directions for future work.
Chapter 7
Conclusion
7.1 Overall Summary and Implications
This thesis has presented an investigation into the interaction between multiple SASO (self-
adaptive self-organising) mechanisms that work well separately, but not as well — if at all —
when composed together in a system.
This was done in reference to a proposed µ-m-M (micro-meso-macro) computational framework
for large multi-scale complex systems. This framework was identified by analysing the exemplar
domain of Intelligent Transportation Systems. Formalised in self-organising electronic institu-
tions, this allowed us to investigate the interaction between SASO mechanisms operating at
different levels of scale.
Briefly, the work presented in this thesis:
• Allows agents to act in a pro-active manner by predicting the possible intentions of their
neighbours and evaluating the effects of the predicted actions (that is, possible future
states) from an affective perspective.
• Lifts the well-known Paxos consensus algorithm to the institutional level for use in open
norm-governed multi-agent systems. This was accomplished by designing IPCon as a
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version of Paxos for self-organising electronic institutions that is resilient against internal
and external perturbations.
• Combines implementations of the above in a single experimental testbed platform, with
which experiments into the interaction of SASO mechanisms can be performed.
• Provides an analysis of interaction between adaptive mechanisms and a formalism for
describing and explaining the composition of these adaptive mechanisms at multiple levels
of a system.
After specifying and implementing an adaptive AAA (affective anticipatory agent) model for
the micro level, and a self-organising distributed institutional consensus algorithm for the meso
level, they were combined in a simulation platform to study the macro-level effects of their
various compositions.
Experiments showed that a variety of factors (including level of operation, degree of freedom
affected, and precise method of composition) had a significant impact on the macro-level system
properties.
The beginning of a formalism was presented, with the aim of helping system designers explain,
and potentially predict, such mechanism collisions in the future. This formalism is intended to
serve as the starting point for a future “theory of adaptive systems”.
7.2 Detailed Summary of Contributions
In more detail, the main contributions of this thesis are the following:
• A critical analysis of Intelligent Transportation Systems (ITS) as an exemplar domain
for large scale dynamic systems. The analysis identified a µ-m-M model [110] of such
systems:
Micro level — The micro level represents the intelligence of individual entities in the
system, in the case of ITS they are intelligent vehicles.
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Meso level — The meso level represents group intelligence of individuals that have
formed organisational structures in order to act in concert in some fashion. In this
case, the example of road trains was used, where vehicles form into platoons that
travel along the road together at an agreed speed.
Macro level — The macro level represents the over-arching system as a whole. It may
either be the system-level outputs or some form of top-down intelligence. In the
case of ITS, it would be the transport infrastructure. In the presented work, various
emergent properties of the macro-level system were measured.
This model was contextualised in reference to various approaches to adaptation at the
micro and meso levels and used as the basis for a computational framework in which to
ground the other work performed.
• The design and implementation of an affective anticipatory agent (AAA) model to act
as the micro level in the system [107]. Elements of the HAMMER framework from the
field of robotics were used as the basis for a method of anticipatory planning and intent
prediction, with a cognitive anatomy of expectations being used for the affective dimension.
The agent model was evaluated and shown to improve global agent happiness and other
emergent properties.
• The design, implementation, and formal verification of a method for self-organised fault-
tolerant resilient consensus formation in multi-agent systems, which acted as the meso level
of the system. The IPCon algorithm [109, 108, 106] was designed based on the well-known
Paxos algorithm, but for electronic institutions in which the membership and agreed facts
may change. An executable specification in Prolog of an event calculus specification of
IPCon was tested to verify that it fulfils the required properties. A number of formal
proofs that IPCon retains various properties of Paxos were presented.
• The implementation of a testbed for multi-agent systems involving SASO systems. The
Presage2 platform was extended with an implementation of the described agent model
and IPCon algorithm, as well as an ability to reason about institutional facts.
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• A number of experiments demonstrating the possibility of SASO mechanisms functioning
well separately, but less well when combined. A number of combinations of SASO
mechanisms were evaluated. Their composition in different ways was found to have a
significant effect on the resulting macro-level properties of the system.
• A formalism for expressing the composition of SASO mechanisms. This formalism suggests
methods by which the observed collisions may be avoided, and is the beginning of a more
comprehensive systems theory of adaptive systems.
7.3 Limitations and Future Work
This section will discuss some limitations in the presented work and the associated solutions,
as well as some avenues for future work. It is organised by subject, so in Section 7.3.1 issues
relating to the AAA model presented in Chapter 3 are discussed, in Section 7.3.2 issues relating
to IPCon as presented in Chapter 4 are discussed, and in Section 7.3.3 issues relating to the
simulation platform presented in Chapter 5 are discussed. Finally in Section 7.3.4, any remaining
issues are discussed, along with more general future work not mentioned elsewhere.
7.3.1 Agent architecture
The experiments in Chapter 3 used a simplified set of goals; the preferred speed, lane, and
spacing for an agent, all of which are modified by the agent’s location in the environment.
Chapter 5 used instead a single goal relating to the speed of the agent, along with a destination
(effectively the time spent in the simulation), and the privacy goal that has no physical analogue.
In general however, a driver wishes to get from their start point to their destination in a given
time, without having any accidents, and obeying a set of additional rules that may be personal
(such as fuel efficiency or avoiding a certain route) or external (such as the laws of the area
or any social norms that the driver is trying to conform to). This can be parsed to a set of
goal parameters as follows; the agent wishes to get from A to B, by time T , with precisely
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zero accidents, obeying ruleset R. By taking this more complex goal treatment into account,
it would be possible to address the possibility of conflict raised by desire to adhere to social
norms or laws when these might result in more personal goals not being fulfilled; for example,
an ambulance breaking the speed limit in order to get a patient to the hospital on time. This
would further require the agent to be able to reason about institutional or normative facts; the
institutional layer is currently dealt with ‘at arms length’ by the agent model in that it is taken
as part of the environment, rather than another degree of freedom to be modified. In order
for an agent to be able to reason at the normative level, it would have to possess sufficiently
descriptive inverse/forward model pairs for the norms to which it is subject.
The implementation of the HAMMER framework in the agent model requires all of the actions
the agent is capable of, and therefore the inverse and forward models, to be ‘hard-coded’ into
the agent at design time. By implementing some method for learning new actions, the agent
would be able to better predict future states. In a real system, this could involve the addition of
more specific situational awareness; in a given configuration of neighbours, some state is likely
to follow (for example, the agent could recognise that an agent coming up alongside it at high
speed when approaching an offramp may quickly cut in front of it to exit). This would also
involve the addition of models for compound actions; currently only atomic actions are covered,
but the ‘H’ in HAMMER refers to hierarchically-specified compound actions.
7.3.2 IPCon
Three issues exist with the IPCon algorithm that were not addressed for the purposes of this
thesis. If it were to be used in a real system, these would have to be solved:
• If a chosen value becomes unsuitable for an external reason, it is only detected if agents
leave, or if a ballot occurs for some other unrelated reason. This means agents must leave
rather than ‘cause’ a revision to occur. This could be solved in a real system either by
forcing regular ballots after a value has been chosen, in order to ensure the chosen value is
still the most suitable, or a “suggestRevision” message could be implemented to allow an
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agent to suggest a revision should take place. Once a certain amount of agents had either
stopped confirming the chosen value, or had sent “suggestRevision” messages, the leader
would know that a revision should be made.
• The problem of duelling leaders is avoided by giving agents a ‘seniority’ at instantiation
and making them defer to more senior agents if there are multiple leaders in a cluster.
Some other solution should be implemented in a real application; this would most likely
be based on voting, but could take any form. A possible solution would be tracking the
“trustworthiness” of each agent at a global level and choosing the most trustworthy agent
to be leader. Alternatively, the messages in the IPCon algorithm could be tagged with
the leader that the sending agent acknowledges, thus creating a more fluid concept of a
‘cluster’ that could naturally fragment; this may cause more complex issues related to
tracking which agent is in which quorum however.
• Temporary failures of agents are modelled in the tests presented in Chapter 4 by having
them not send messages; they fail to notice a message sent to them and thus do not
respond in the way required by the algorithm. In the experiments presented in Chapter
6 agents do not fail temporarily and all messages are guaranteed to be delivered, but
an agent can intentionally leave a cluster at any time using the command leaveCluster.
The issue of detecting when an agent has permanently failed, or left the cluster without
warning, is left as an open question in this thesis. The problem of agent failures is an issue
of system robustness and reliability which is orthogonal to the problem being investigated.
The precise effect this would have on the results would have to be investigated further.
The whole issue of system imperfections could have implications for SASO mechanisms
which would need to be investigated. The analysis presented in the thesis is dependent on
the system working as specified. Presage2 provides functionality to model such ‘unreliable’
networks, and this would be an interesting line of further investigation.
As the institutional values chosen by clusters using IPCon are actively self-organised — rather
than dictated using a centralised approach or passively ‘emerged’ based on local interactions
with respect to physical rules and ‘brute’ facts — it provides a greater degree of flexibility and
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fine-grained control over cluster parameters, and allows a ‘memory’ of potentially advantageous
〈issue, value〉 pairs to be preserved as clusters fragment and aggregate, rather than having to
re-emerge the values each time a cluster forms or fragments. This ‘memory’ could also be used as
the basis for machine learning or case-based reasoning algorithms to generate new institutional
regulations based on experience [87].
As mentioned in Section 4.4.4, voting is a refinement of consensus. However, we have used a
variant of a consensus algorithm as a voting algorithm with minimal changes to the message
flow. It may be possible that IPCon (or any robust consensus algorithm) could be used as
a method of voting in situations with very high probability of communication failure. The
trade-off between speed and robustness could be investigated to determine whether the need for
multiple rounds of a consensus algorithm versus a single multiple choice voting round would be
offset by the robustness offered by a consensus algorithm such as IPCon.
Steps could also be taken to adapt a Byzantine version of an institutionalised Paxos algorithm.
If this was the case then a different, non-safety critical example application domain would
be preferred. Lamport’s work on a Byzantine version of Paxos [70, 71] presents a “leaderless”
consensus algorithm in which the set of acceptors collectively emulate a “virtual leader”; when
applied to institutional settings, this can be seen as an extremely democratic process in the vein
of ‘ruling by committee’.
A more theoretical refinement of IPCon concerns judgement aggregation [54]. Currently agents
converge on, maintain and update values for what are, logically, multi-valued fluents. It
may be interesting to investigate the use of IPCon in converging on values for propositional
formulas, where the agreed truth of a formula in a distributed system is not necessarily given
by summing the truth values of component propositions and applying the traditional meaning
of the connective to the summed values.
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7.3.3 Presage2
From a purely technical perspective, there are some improvements to the implementation in
Presage2 that could be made. As Presage2 is constantly under development, it has seen a
number of revisions since the work presented in this thesis was begun. The most significant
relate to the implementation of the rule-based knowledge engine support based on Drools; Drools
supports functionality that allows rules to be explicitly given priority over one another, or
be executed in an explicit order. This functionality was revealed during the implementation
of IPCon and has now been implemented in the core Presage2 engine. If IPCon or a similar
algorithm was revisited, it would be possible to write it more ‘cleanly’ and take better advantage
of this functionality. These changes would hopefully also solve the slight instability in the Drools
functionality that was mentioned in Section 6.3.
7.3.4 General further and related work
It is assumed in the presented work that when predicting the intention of cluster members, it is
not sufficient to predict the actions of individuals in the group, but that the joint intention of
the group must be inferred instead [39]. This was easily accomplished as the joint intention is
encapsulated by the agreed values of the cluster. However, these institutional intentions are
likewise not sufficient to adequately predict the intentions of the individuals in the group; it
became clear during the experimental work that external factors must be taken into account.
For example, an observed cluster may have previously agreed to travel at some speed, but an
unexpected event occurs that means the agents must slow in order to avoid collisions. Simply
continuing to use the ‘institutional intention’ will result in a prediction that the vehicles will
continue at an unsuitable speed; the intentions of the individuals in the group will (should) be
immediately modified regardless of whether or not the institution has the necessary reactivity to
adapt to the local environment in time. It can be seen that there are at least three intentions to
be considered: that of the individual intention, which will be related to each individual’s goals
but will also encapsulate self-preservation and similar implicit requirements; the institutional
intention of an organised group, which will be simply the agreed intention, but may not be able
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to react with sufficient speed, and may be violated by the individuals in the group; and the
joint intention of a group, which is the emergent behaviour of a group as a whole rather than
an explicitly defined behaviour.
As referenced in Chapter 2, the work of Ostrom presents eight design principles for sustainable
institutions. The first three of these are explicitly addressed by the IPCon algorithm, with an
additional two being satisfied by the overall design of the experiments performed. The remaining
three relate to monitoring, sanctions, and conflict resolution. As mentioned in Section 7.3.2,
designing an IPCon variant for non-compliant agents is a possible avenue for future work; if this
is done, then the last three of Ostrom’s principles should be taken into consideration as they
are highly relevant. Likewise, the two ‘incidentally satisfied’ principles present possible avenues
for research; the interference of external authorities is extremely relevant to anyone wishing to
model socio-political systems, as is the behaviour of nested institutional bodies.
There are a number of situations in the real world in which unexpected problems can arise due
to the interaction of multiple adaptation mechanisms with a policy1. Examples include:
• Agents in multiple institutions which may pull in different directions — when an agent
is a member of multiple institutions with conflicting aims or behaviours, the end result
is unlikely to be easily predicted unless there is a contract specifying which should take
priority. For example, an employee of an industrial research company working part-time at
a university has restrictions placed on the availability of their work by both the university
and their company; in this case a contract usually specifies the ownership of the intellectual
property generated while the person is at the university.
• Human populations represent the most common instance of self-adaptive agents. They
are frequently observed to react in unexpected ways when subjected to new laws and
regulations. If the law is not crafted with this in mind, it can have disastrous consequences
[112].
• In data centres and server farms, historically the trend is that as more servers are added,
1A policy being a set of rules that are applied at the meso or macro level.
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more cooling is required. However, such solutions often cease to work as the server density
increases; it comes to the stage whereby the addition of more cooling apparatus actually
has a negative effect in that it increases the heat generated by the server farm as a whole.
• There is the issue of path dependency [36] to consider; a system was set up in the past with
a commitment to an action, but over time a conflicting goal has arisen. As an example,
many sewers in America were built on the assumption of a certain rate of flow that would
prevent them blocking during normal operation. However, the recent trend to reduce
water wastage has resulted in a decrease in the amount of water going through the sewers,
thus threatening a greater frequency of blockages. For example, a sewer system may have
been built to rely on a certain flow rate in order to not become blocked, but people are
now encouraged to reduce water wastage, thus increasing the likelihood of the sewers
becoming blocked [99].
• Potentially extreme examples of adaptive conflict could be given by Earth Hour2 if there
was a significant world wide participation:
– If people used candles instead of electric lights, they may actually contribute to
increased carbon dioxide emissions, as candles are often made of paraffin wax, which
is a heavy hydrocarbon.
– The power generation systems in use rely on a relatively constant, or at least smooth
and predictable, demand for energy; a large sudden reduction in demand followed
by a sudden increase in demand would result in large amounts of ‘wasted’ power
generation from fossil fuels.
– Relatedly, a massive reduction in the demand of energy from nuclear power stations
could actually cause serious technical problems, as they require a constant output.
The formalism presented in Chapter 6 is a post-hoc explanation of the results observed, rather
than a full analytic framework for system design. An analytic framework could provide predictive
leverage for design, but the current formalism does not yet provide this. Rather, it shows the
2An event held by the World Wide Fund for Nature that encourages people to switch off all of their
non-essential lights to raise awareness for climate change.
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need for a formal representation combined with a systemic animation in order to study the
interactions occurring. The set of equations given cannot fully predict the behaviours observed;
this is the problem that SASO system designers face. Using the formalism presented here as a
starting point for a more comprehensive adaptive systems theory could provide an interesting
avenue for progress in this area [44].
7.4 Final Remarks
The final chapter of this thesis has focussed on the contributions and limitations of the work
presented, as well as proposing some potentially interesting avenues for further work to be
carried out. The work that has been produced by this thesis has generated a new application for
the HAMMER framework, as well as a novel extension and application of the Paxos algorithm,
and a testbed platform that can be used in the future as a tool for similar experiments. More
importantly than these things however, is a contribution to the wider ambition for a systems
theory approach for SASO systems.
Besides the technical applications of the work, it is also relevant to various economic, social,
and legal situations where a population may react in unintended ways to one or more applied
policies.
The work presented in this thesis has also made a substantive contribution to the completion of the
work programme of the IBM-sponsored “Autognomy: Investigations in Intelligent Transportation”
project. The hope is that the work done so far can provide a stepping stone to more detailed
analysis of the situations described and potential solutions to them.
Appendix A
IPCon Event Calculus Actions & Fluents
Table A.1: Fluents in IPCon
Fluents Description
proposed(V,R,I,C) Value V was proposed in Revision of Issue in Cluster
pre_vote(B,I,C) A ballot at (BR, BB) may take place
open_vote(B,V,I,C) A ballot on V is taking place
voted(Ag,B,V,I,C) Agent Ag voted at ballot (BR, BB) for I to take value V
reportedVote(Ag,N,V,B,I,C) Agent Ag reported their vote at ballot BR, BB for I to take value V
sync(Ag,V,R,I,C) Agent Ag is in the process of syncing with cluster C on value V
role_of(Ag,Role,R,I,C) Agent Ag has role Role
possibleAddRevision(R,I,C) If a currently syncing Agent disagrees, a revision is required
possibleRemRevision(V,R,I,C) If an agent that voted for V leaves the cluster, a revision is required
quorum_size(R,I,C) The quorum size for R of I in C
pow(Ag,Act) Ag has the power to perform the action Act
per(Ag,Act) Ag has the permission to perform the action Act
obl(Ag,Act) Ag is obligated to perform the action Act (agent-relative)
obl(Role,R,I,C,Act) Role in R of I in C is obligated to perform the action Act (agent-neutral)
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Table A.2: Actions in IPCon
Actions Description
request0a(Ag,V,R,I,C) Ag requests to know the value of Revision of Issue in Cluster
Ag proposes Value for R of I in C
prepare1a(Ag,B,I,C) Ag asks acceptors of I in C to prepare for ballot at (BR, BB)Acceptors should respond with their hnb for I
response1b(Ag,Vote,B,I,C) Acceptor Ag’s last vote on I was Vote
Ag promises not to respond to any ballot lower than B on I
submit2a(Ag,B,V,I,C) Leader Ag submits value V for voting at ballot B on issue I
vote2b(Ag,B,I,C) Ag votes for the value submitted at B on I
arrogateLeadership(Ag,I,C) Ag declares themselves leader in issue I for cluster C
resignLeadership(Ag,I,C) Ag resigns leadership of issue I for cluster C
addRole(Ag1,Ag2,Role,R,I,C) Leader Ag1 gives Ag2 role Role
remRole(Ag1,Ag2,Role,R,I,C) Leader Ag1 removes role Role from Ag2
joinAsLearner(Ag,C) Ag joins cluster C as a learner
leaveCluster(Ag,C) Ag leaves cluster C
Appendix B
Introduction to Drools and its Use
B.1 Introduction
This appendix will provide an introduction to the Drools language and how it is used in this
thesis. Section B.2 will explain Drools itself; after a brief introduction the semantics of rules,
facts and queries are explained, followed by the language syntax. Section B.3 explains how the
event calculus specification was implemented in Drools. Finally, Section B.4 covers the manner
by which the Drools implementation can be verified to function according to the event calculus
specification.
B.2 Drools
The JBoss Drools business logic platform [3] provides a declarative rule-based programming
language that is supported by Presage2 [8]. Drools allows you to define production rules that
make up a rulebase that can then be reasoned with. Drools supports both forward chaining
(reactive, data-driven reasoning) and backward chaining (goal-driven reasoning, as in Prolog).
Using Drools involves three things; facts, rules, and queries. The examples shown here are
adapted from the documentation found on the Drools homepage [3].
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B.2.1 Facts, rules, and queries
Facts in Drools can either be explicitly defined only in the Drools code, in which case the Drools
engine itself instantiates them as Java Beans [6], or can be defined in Java and referenced by a
definition in Drools. Figure B.1 shows the definition of a fact type in Drools. The line beginning
with “@role” is an annotation; Drools supports various annotations but the most important is
this role annotation. Facts in Drools can either be standard facts, or events; while the values
of facts can be changed, events are immutable and are either point events or interval events
(indicated by other attributes not shown here). If a fact type is only defined in Drools, it includes
the various fields and their types as shown here. If the fact type is defined elsewhere and is only
being referenced by Drools, the fields do not need to be defined again, but new annotations may
be added as we will see later.
declare FactType
@role( < fact | event > )
a : ClassA
b : ClassB
c : Integer
end
Figure B.1: Fact type definition in Drools
Rules in Drools consist of a set of conditions and a set of consequences, as shown in Figure B.2.
Pattern matching allows new and existing facts to be matched against rules by an inference
engine. When all of the conditions of a rule are matched, the rule is said to have been “activated”.
Once all rules have been activated for a given change of facts, the activated rules “fire” — that
is, the consequences are executed. Because consequences result from changes in facts, like a
trigger in a database, this is referred to as a data driven approach to reasoning. Note that the
consequences executed by a rule may cause conditions in other rules to be matched, thus firing
those rules by forward chaining.
Queries are how Drools allows you to search the knowledgebase for facts that match certain
conditions. An example of their structure is shown in Figure B.3. Queries are similar to rules
without any consequences; all the facts that match all the conditions are returned to the calling
Java code.
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rule "Rule identifier"
when
conditions
then
consequences
end
Figure B.2: Production rules in Drools
query "Query identifier"
conditions
end
Figure B.3: Queries in Drools
All the rules and queries are combined into the “rulebase”. For the purposes of this thesis, we
term the combination of the rulebase and the facts in memory to be the “knowledgebase” as it
contains all the knowledge that Drools has.
B.2.2 Drools syntax
Drools is a language that is built on top of Java, so contains both Java code and its own.
Conditions are written mostly in Drools, but consequences are written in Java, with some
additional Drools-specific functions. The remainder of this section should provide the necessary
information for you to understand all the Drools code presented in this thesis.
Conditions
The conditions section of a rule or query in Drools consists of multiple patterns to be matched.
The patterns are implicitly anded together, so all patterns must be matched before a rule or
query is fired.
Each pattern is something that must be matched. In its most simple form a pattern can simply
be a fact type:
Person( ) // will match all facts of type ‘Person’
The results of the matching can be bound to new variables:
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$p : Person( )
In this case, each firing of the rule will have $p bound to an instance of the Person class. $p can
be used in the rest of the rule to refer to the instance of Person that fired the rule. However, it is
not very useful to only be able to match any instance of a type. Drools allows constraints to be
placed inside the brackets of the patterns so that facts can be more accurately matched:
$p : Person( age==100 )
In this case, the rule will fire for every instance of Person that has an age field with the value of 100.
Drools directly accesses the fields of the objects it references based on Java Beans conventions,
so age==100, getAge()==100, and age()==100 are all equivalent from Drools’ perspective (though
may not be correct, depending on how the Person class is defined). Constraints can be any Java
code that evaluates to a boolean, and Drools supplies additional functionality such as various
logical operators, checking for whether or not a collection contains a value, and so on. More
examples can be found in the Drools Expert documentation [3], and a selection are shown here:
$steve : Person( name == "Steve", hairColour == "brown" ) // rule will activate once for every such Person
$p : Person( $a : age, ( ( age > 50 && weight > 80 ) || height > 2 ) ) // commas are implicit ands
$grana : Cheese( type == "Grana Padano" )
CheeseCounter( cheeses not contains "cheddar", cheeses contains $grana ) // collection access
exists Person( position == "CheeseCounter" ) // rule will activate if any such Person fact exists
not StoreClosedFlag() // rule will activate only if no such fact exists
The example above will only fire if:
1. a Person exists with brown hair and the name “Steve”, and
2. a (perhaps separate) Person exists who is either over 2 in height, or is both over 50 in age
and over 80 in weight, and
3. a Cheese exists of the type “Grana Padano” , and
4. a CheeseCounter exists where the cheeses field contains $grana, but not “cheddar”, and
5. a Person with the position field matching “CheeseCounter” exists, and
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6. there is no fact of the type StoreClosedFlag in the knowledgebase.
In the conditions and consequences of this rule, the following variables will be available:
$steve bound to the Person object matching the first line;
$p bound to the Person object matching the second line, where
$a is bound to the age field of the $p object;
$grana bound to the Cheese object matching the third line.
The fields of a matched object can be accessed in two ways; by specifying the field, or by using
the ordered position. For the fact type Cheese specified as:
declare Cheese
name : String
shop : String
price : int
end
the following patterns all match identically, where p is a variable that has been previously
defined1, and with the semicolon separating the positional and specified conditions:
Cheese( "stilton", "Cheese Shop", p; )
Cheese( "stilton", "Cheese Shop"; p : price )
Cheese( "stilton"; shop == "Cheese Shop", p : price )
Cheese( name == "stilton"; shop == "Cheese Shop", p : price )
Cheese( name == "stilton", shop == "Cheese Shop", p : price )
Cheese( p : price, name == "stilton", shop == "Cheese Shop" )
Drools also provides the from keyword to allow users to specify arbitrary sources for data to be
matched:
rule "validate zipcode"
when
1The $ previously used to denote variables is purely by convention.
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Person( $personAddress : address )
Address( zipcode == "23920W") from $personAddress
then
// zip code is ok
end
In this example, the rule will be activated for every Person in the knowledgebase; each activation
of the rule will have that Person’s address bound to the variable $personAddress. This address is
then used as the source for the fact of type Address constrained in the second line; the rule will
only complete its firing if the zipcode field of $personAddress is equal to “23920W”. Only in this
case will the conditions of the rule (commented out here) be executed.
Consequences
The consequences of a rule can be any Java code, however it is inadvisable to include conditional
execution in the consequences; rules should be “if this, then that”, not “if this, then maybe that”.
Drools provides a number of helper functions to assist in the modification of the facts in the
knowledgebase, including:
insert — The specified new fact is inserted to the knowledgebase. The following rule initiates a
sale at the start of December; note that as Java code unlike the conditions, every line in
the consequences of a rule must end in a semicolon.
rule "Sale starts in December"
when
Date ( month == "December" )
not SalePeriodFlag()
then
insert( new SalePeriodFlag() );
end
retract — The specified fact is removed from the knowledgebase; this rule ends the sale that
was started by the above rule.
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rule "Sale ends in January"
when
$sale : SalePeriodFlag()
Date( month == "January", day == "1" )
then
retract( $sale );
end
insertLogical — The specified new fact is inserted to the knowledgebase, and automatically
retracted when no more facts exist to support the truth of the rule that is inserting it. The
following rule initiates a sale during December that automatically ends when December
does.
rule "Sale in December"
when
Date ( month == "December" )
then
insertLogical( new SalePeriodFlag() );
end
modify — The specified fact is modified in the knowledgebase; it is referenced in the rule, but
this function indicates to Drools that the rule should not re-fire. The following rule reduces
the price of every Stilton fact during a sale period.
rule "Discount Stilton during sale periods"
when
exists( SalePeriodFlag() )
$stilton : Cheese( name == "Stilton" )
then
modify( $stilton ) {
setPrice( 10 );
};
end
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Queries
Queries are the method by which multiple facts matching certain constraints can be accessed.
They can be called either by Drools code or in Java, and return a set of matching Drools facts.
Any specified bound variable in the query condition can be referenced from the returned set.
Queries may or may not be written with arguments to be passed in.
query "people over the age of x" (int x, String y)
$person : Person( age > x, location == y, $name : name )
end
In the above example, all Person facts over the age of x who live in y will be returned; the results
can be accessed either by $person or by $name. Arguments to queries can also be left blank,
allowing all partially-matching facts to be returned. For example, if the above query was called
with x specified, but y left blank, you could find out all the locations in which people over the
age of x live.
The unpacking of results from queries is done primarily by the Java code that calls it; it can be
quite an involved process that goes beyond the scope of this primer.
B.3 Converting from Event Calculus to Drools
Some work [25] has addressed the automated use of some forms of event calculus specifications
by Drools, but for the work presented in this thesis the conversion was done by hand.
A rough guide for converting between the terms in the event calculus and those in Drools is
given by Table B.1 2. Briefly, all the axioms in the event calculus specification that relate to an
initiates, terminates, or holdsAt term have a corresponding rule in the Drools implementation.
The fluent that is affected then has the corresponding IPConFact defined in java and put in the
consequence of the Drools rule with either insert, insertLogical or retract, as appropriate. The
2We use the Simple Event Calculus [117]. The event processing of Drools handles all the time-relative
processing that corresponds to the domain-independent part of the event calculus, so we do not need to specify
how fluents are initiated, terminated, or clipped by events in general terms, only specifics.
B.3. Converting from Event Calculus to Drools 155
conditions of the axiom are then defined in java as IPConFacts or IPConActions and placed in
the conditions of the Drools rule.
Table B.1: Converting from the event calculus to Drools
Event Calculus Drools
Axiom rule
Action IPConAction @role(event)
Fluent IPConFact @role(fact)
initiates insert
terminates retract
holdsAt (implicit) / insertLogical
An example of this conversion can be seen in Figure B.4 and is explained in this section.
1 prepare1a( L, B, I, C ) initiates pre_vote( B, I, C ) at T ←
2 ( B = ( R, B’ ) ∧
3 pow( L, prepare1a( L, B, I, C ) ) = true holdsAt T.
(a) Event calculus specification
rule "Prepare1A initiates Pre_Vote"
when
Prepare1A( $agent : agent, $revision : revision, $ballot : ballot, $issue : issue, $cluster : cluster )
Power( agent==$agent, $action : action )
Prepare1A( agent==$agent, revision==$revision, issue==$issue, cluster==$cluster ) from $action
then
insert( new Pre_Vote( $revision, $ballot, $issue, $cluster ) );
end
(b) Drools code
Figure B.4: Comparison of event calculus vs Drools
From Figure B.4a lines 1 and 3, it can be seen that a prepare1a action and pre_vote and pow
fluent are required. These must be defined either in Java or in Drools. The Java constructors
for the corresponding Prepare1a and Pre_vote classes are shown in Figure B.5a. As they are
specified in Java they need to be included by the Drools file but not re-declared in Drools, unless
they require annotations to be added. Figure B.5b shows the declaration of the Power fact type
and the Prepare1a action is annotated as an event so that it is automatically retracted from the
knowledgebase after one time period.
Once Prepare1a, Pre_Vote, and Power have been defined, they can be used in a rule. The axiom is
an initiates axiom, so the consequence of the rule will include an insert statement. In this case,
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public Prepare1A(IPConAgent agent, Integer revision, Integer ballot, String issue, UUID cluster) {
super(); // Prepare1A extends IPConAction
this.agent = agent;
this.revision = revision;
this.ballot = ballot;
this.issue = issue;
this.cluster = cluster;
}
public Pre_Vote(Integer revision, Integer ballot, String issue, UUID cluster) {
super(revision, issue, cluster); // Pre_Vote extends IPConFact
this.ballot = ballot;
}
(a) Java constructors for prepare1a and Pre_Vote
declare Prepare1a
@role< event >
// defined in Java code as extending IPConAction
end
declare Power
agent : IPConAgent
action : IPConAction
end
(b) Drools declaration of prepare1a and pow
Figure B.5: Defining the required fact types
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a Pre_Vote will be initiated, so it is instantiated with all its fields as shown below:
rule "Prepare1A initiates Pre_Vote"
when
// conditions
then
insert ( new Pre_Vote( $revision, $ballot, $issue, $cluster ) );
end
The variables referenced in the newly inserted Pre_Vote must be bound before they are used, so
we need to tell the rule how to extract them from the conditions. We know they come from a
Prepare1A fact, so it can be put into the first line of the conditions:
rule "Prepare1A initiates Pre_Vote"
when
Prepare1A( $agent : agent, $revision : revision, $ballot : ballot, $issue : issue, $cluster : cluster )
// other conditions
then
insert ( new Pre_Vote( $revision, $ballot, $issue, $cluster ) );
end
However, the agent that sends the Prepare1A message must have the power to do so, so a Power
fact is also required as a condition. The action field is bound to a variable $action that is used as
the source for the constraints on the Prepare1A fact. Note that in line 3 below, the variables are
bound to the Prepare1A fact that was matched by the rule, and in line 5 they are constrained to
the fields of a Prepare1A fact that is itself a field of a Power fact. These variables are then used to
populate the fields of a new Pre_Vote fact that is inserted in line 7.
1 rule "Prepare1A initiates Pre_Vote"
2 when
3 Prepare1A( $agent : agent, $revision : revision, $ballot : ballot, $issue : issue, $cluster : cluster )
4 Power( agent==$agent, $action : action )
5 Prepare1A( agent==$agent, revision==$revision, issue==$issue, cluster==$cluster ) from $action
6 then
7 insert ( new Pre_Vote( $revision, $ballot, $issue, $cluster ) );
8 end
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Drools rules are similarly defined for event calculus axioms that terminate fluents, using retract
in the consequences of the rules. As shown in Figure B.6, they are slightly different in that
the fluent to be retracted must be individually specified as well. Event calculus axioms that
directly specify when fluents hold using holdsAt directly can be specified using insertLogical as
in Figure B.7. The power for an agent to leave a cluster will automatically be asserted while it
has a role in that cluster, and retracted when it does not have a role in that cluster. Note that
the HasRole fact is only partially constrained in order to match the “don’t care” underscores in
the event calculus role_of formulation; it has two additional fields for the revision and issue.
remRole( L,A,Role,R,I,C ) terminates role_of( A,Role,R,I,C ) at T ←
pow( L, remRole( L,A,Role,R,I,C ) ) = true holdsAt T.
(a) Event calculus using terminates
rule "RemRole terminates role"
when
$remRole : RemRole( $lead : lead, $agent : agent, $role : role, $rev : rev, $issue : issue, $cluster : cluster )
Power( agent==$leader, $action : action )
RemRole( lead==$lead, agent==$agent, role==$role, rev==$rev, issue==$issue, cluster==$cluster ) from $action
$roleToRem : HasRole( role==$role, agent==$agent, rev==$rev, issue==$issue, cluster==$cluster )
then
retract( $roleToRem );
end
(b) Drools code using retract
Figure B.6: Example showing terminates expressed using retract
B.4 Verifying Drools Code
As described in Chapter 4, event calculus specifications can be verified by testing through
animation in Prolog with narratives. The narratives specify the initial state with initially fluents,
and events that occur with happens events. The state is then interrogated using Prolog queries
to verify the correct results have been reached. Testing the Drools implementation is done using
standard Java unit testing methodologies from two perspectives.
B.4. Verifying Drools Code 159
(pow(L, leaveCluster( A, C)) = true ) holdsAt T ←
role_of( A, _, _, C ) ) = true holdsAt T.
(a) Event calculus using holdsAt
rule "holdsAt for power to leave"
when
$agent : IPConAgent( )
HasRole( agent==$agent, $cluster : cluster )
then
LeaveCluster $leave = new LeaveCluster( $agent, $cluster );
insertLogical( new Power( $agent, $leave ) );
end
(b) Drools code demonstrating insertLogical
Figure B.7: Demonstration of using insertLogical as holdsAt
Direct testing of the Drools implementation is accomplished by loading the rulebase into
the Drools rules engine and directly manipulating the facts, as shown in Figure B.8. The
session.insert() function directly inserts facts into the knowledgebase, and insertAction()
inserts after performing other housekeeping not relevant to this explanation. assertFactCount()
performs a Drools query and asserts the number of the matched facts to be equal to the final
argument. The insert function corresponds to both the initially and happens events, and the
assert function corresponds to the Prolog queries that would be performed.
Once the correct functioning of the Drools implementation has been verified through direct
testing, indirect testing can also be carried out. In indirect testing, the rulebase is loaded into
the RuleModule of a ‘proto-simulation’ in Presage2 that is then tested. In this case, various facts
may be inserted directly into the knowledgebase, but the majority of the testing is done by
allowing the agents in the simulation to act on their inputs, and then observing the result using
the various services provided. A brief excerpt of an indirect test is shown in Figure B.9. This
kind of test can also be used to verify the functioning of other classes, such as the agents and
services, or specialised test versions can be used if this is not required.
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@Test
public void droolsDirectTest() throws Exception {
IPConAgent a1 = new IPConAgent("a1");
IPConAgent a2 = new IPConAgent("a2");
Integer revision = 0;
String issue = "IssueString";
UUID cluster = Random.randomUUID();
session.insert(a1);
session.insert(a2);
insertAction(new ArrogateLeadership(a1, revision, issue, cluster));
incrementTime();
assertFactCount("Chosen", revision, issue, cluster, 0);
/* .... */
insertAction(new AddRole(a1, a1, Role.PROPOSER, revision, issue, cluster));
insertAction(new AddRole(a1, a1, Role.ACCEPTOR, revision, issue, cluster));
insertAction(new AddRole(a1, a2, Role.ACCEPTOR, revision, issue, cluster));
incrementTime();
insertAction(new Request0A(a1, revision, 5, issue, cluster));
incrementTime();
assertFactCount("Chosen", revision, issue, cluster, 0);
/* .... */
Figure B.8: Direct testing of Drools implementation
@Test
public void testSingleAgents() throws Exception {
logger.info("\nBeginning test of single agent creating own chosen values...");
// Make an agent, execute(), check there are 2 RICs (spacing and speed)
TestAgent a1 = createAgent("a1", new RoadLocation(0,0), 1, new RoadAgentGoals(1, 50, 10));
TestAgent a2 = createAgent("a2", new RoadLocation(1,0), 1, new RoadAgentGoals(10, 50, 1));
a1.execute();
a2.execute();
incrementTime();
Collection<IPConRIC> a1Rics = globalIPConService.getAllRICs(a1.getIPConHandle());
assertThat(a1Rics.size(), is( 2 ) );
Collection<IPConRIC> a2Rics = globalIPConService.getAllRICs(a2.getIPConHandle());
assertThat(a2Rics.size(), is( 2 ) );
/* .... */
Figure B.9: Indirect testing of Drools implementation; other classes are also tested.
Bibliography
[1] COOPERS project. http://www.coopers-ip.eu/index.php?id=36.
[2] CVIS project. http://www.cvisproject.org/.
[3] Drools — The Business Logic Integration Platform. http://www.jboss.org/drools.
[4] ETH Wearables: SOCIONICAL. http://www.wearable.ethz.ch/research/groups/
sensor_nets/SOCIONICAL/index.
[5] International of Anarchist Federations. http://i-f-a.org/.
[6] Java Beans Specification. http://www.oracle.com/technetwork/java/javase/
documentation/spec-136004.html.
[7] MESSAGE project. http://bioinf.ncl.ac.uk/message/.
[8] Presage2. http://www.presage2.info.
[9] REFLECT project. http://reflect.pst.ifi.lmu.de/.
[10] SARTRE project. http://www.sartre-project.eu/.
[11] A. Agah and G. A. Bekey. Phylogenetic and Ontogenetic Learning in a Colony of
Interacting Robots. Autonomous Robots, 4(1):85–100, 1997.
[12] J. Alonso, V. Milanés, E. Onieva, J. Perez, and R. García. Safe crossroads via vehicle to
vehicle communication. In R. Moreno-Díaz, F. Pichler, and A. Quesada-Arencibia, editors,
Computer Aided Systems Theory - EUROCAST 2009, volume 5717 of Lecture Notes in
Computer Science, pages 421–428. Springer Berlin Heidelberg, 2009.
161
162 BIBLIOGRAPHY
[13] A. Artikis. Dynamic protocols for open agent systems. In Proceedings of the 8th Interna-
tional Conference on Autonomous Agents and Multiagent Systems - Volume 1, AAMAS
’09, pages 97–104, Richland, SC, 2009. International Foundation for Autonomous Agents
and Multiagent Systems.
[14] A. Artikis. Dynamic Specification of Open Agent Systems. Journal of Logic and Compu-
tation, 22(6):1301–1334, Dec. 2012.
[15] A. Artikis, J. Pitt, and M. Sergot. Animated specifications of computational societies.
In Proceedings of the 1st International Joint Conference on Autonomous Agents and
Multiagent Systems: part 3, AAMAS ’02, pages 1053–1061, New York, NY, USA, 2002.
ACM.
[16] K. S. Barber and C. E. Martin. Dynamic reorganization of decision-making groups. In
Proceedings of the 5th International Conference on Autonomous Agents, AGENTS ’01,
pages 513–520, New York, NY, USA, 2001. ACM.
[17] Y. Bernard, L. Klejnowski, J. Hähner, and C. Müller-Schloer. Towards Trust in Desktop
Grid Systems. In Proceedings of the 2010 10th IEEE/ACM International Conference on
Cluster, Cloud and Grid Computing, CCGRID ’10, pages 637–642, Washington, DC, USA,
2010. IEEE Computer Society.
[18] K. Binmore. Natural Justice. Oxford University Press, 2005.
[19] J. Blake and K. Davis. Norms, Values, and Sanctions. In R. E. L. Faris, editor, Handbook
of Modern Sociology. Rand McNally & Company, 1964.
[20] F. Bonnefoi, F. Bellotti, T. Schendzielorz, and F. Visintainer. SAFESPOT applications
for infrastructure-based co-operative road-safety. In 14th World Congress and Exhibition
on Intelligent Transport Systems, 2007.
[21] J. Borenstein and Y. Koren. Real-time obstacle avoidance for fast mobile robots. IEEE
Transactions on Systems, Man and Cybernetics, 19(5):1179–1187, 1989.
BIBLIOGRAPHY 163
[22] J. Borenstein and Y. Koren. The vector field histogram-fast obstacle avoidance for mobile
robots. IEEE Transactions on Robotics and Automation, 7(3):278–288, 1991.
[23] E. Bou, M. López-Sánchez, and J. A. Rodríguez-Aguilar. Towards self-configuration in
autonomic electronic institutions. In P. Noriega, J. Vázquez-Salceda, G. Boella, O. Boissier,
V. Dignum, N. Fornara, and E. Matson, editors, Coordination, Organizations, Institutions,
and Norms in Agent Systems II, volume 4386 of Lecture Notes in Computer Science, pages
229–244. Springer Berlin Heidelberg, 2007.
[24] E. Bou, M. López-Sánchez, and J. A. Rodríguez-Aguilar. Using case-based reasoning
in autonomic electronic institutions. In J. S. a. Sichman, J. Padget, S. Ossowski, and
P. Noriega, editors, Coordination, Organizations, Institutions, and Norms in Agent Systems
III, volume 4870 of Lecture Notes in Computer Science, pages 125–138. Springer Berlin
Heidelberg, 2008.
[25] S. Bragaglia, F. Chesani, P. Mello, and D. Sottara. A rule-based calculus and processing
of complex events. In A. Bikakis and A. Giurca, editors, Rules on the Web: Research and
Applications, pages 151–166. Springer Berlin Heidelberg, 2012.
[26] G. Brewka. Dynamic Argument Systems: A Formal Model of Argumentation Processes
Based on Situation Calculus. Journal of Logic and Computation, 11(2):257–282, 2001.
[27] L. Brodbeck, L. Wang, and F. Iida. Robotic body extension based on Hot Melt Adhesives.
In Proceedings of 2012 IEEE International Conference on Robotics and Automation, ICRA
’12, pages 4322–4327, 2012.
[28] P. Brusilovsky. Adaptive Hypermedia. User modeling and user-adapted interaction,
11(1-2):87–110, 2001.
[29] S. Butler and Y. Demiris. Partial observability during predictions of the opponent’s
movements in an RTS game. In 2010 IEEE Symposium on Computational Intelligence
and Games (CIG), pages 46–53, 2010.
164 BIBLIOGRAPHY
[30] S. Butler and Y. Demiris. Using a Cognitive Architecture for Opponent Target Prediction.
In D. M. Romano and D. C. Moffat, editors, Proceedings of the Third International
Symposium on AI & Games, pages 55–61, 2010.
[31] J. Campos, M. López-Sánchez, and M. Esteva. A case-based reasoning approach for norm
adaptation. In E. Corchado, M. Graña Romay, and A. M. Savio, editors, Hybrid Artificial
Intelligence Systems, volume 6077 of Lecture Notes in Computer Science, pages 168–176.
Springer Berlin Heidelberg, 2010.
[32] C. Castelfranchi and E. Lorini. Cognitive anatomy and functions of expectations. Proceed-
ings of IJCAI’03 Workshop on Cognitive Modeling of Agents and Multi-Agent Interactions,
2003.
[33] C. C. Chang and K.-T. Song. Dynamic motion planning based on real-time obstacle
prediction. In Proceedings of 1996 IEEE International Conference on Robotics and
Automation, volume 3 of ICRA ’03, pages 2402–2407, 1996.
[34] W. Cheetham. Tenth anniversary of the plastics color formulation tool. In Proceedings
of the 16th conference on Innovative applications of artifical intelligence, IAAI’04, pages
770–776. AAAI Press, 2004.
[35] Y. Chevaleyre, U. Endriss, J. Lang, and N. Maudet. A short introduction to computational
social choice. SOFSEM 2007: Theory and Practice of Computer Science, pages 51–69,
2007.
[36] R. B. Collier and D. Collier. Shaping the political arena. Princeton University Press, 1991.
[37] S. A. DeLoach. OMACS: A Framework for Adaptive, Complex Systems. In V. Dignum,
editor, Handbook of Research on Multi-Agent Systems: Semantics and Dynamics of
Organizational Models, pages 76–104. IGI Global, Mar. 2009.
[38] S. A. DeLoach, W. H. Oyenan, and E. T. Matson. A capabilities-based model for adaptive
organizations. Autonomous Agents and Multi-Agent Systems, 16(1):13–56, Feb. 2008.
BIBLIOGRAPHY 165
[39] Y. Demiris. Prediction of intent in robotics and multi-agent systems. Cognitive processing,
8(3):151–8, 2007.
[40] Y. Demiris and T. Carlson. Lifelong robot-assisted mobility: models, tools, and challenges.
IET Conference on Assisted Living 2009, 2009.
[41] Y. Demiris and G. Hayes. Imitation as a Dual-Route Process Featuring Predictive and
Learning Components: Biologically Plausible Computational Model. In Imitation in
animals and artifacts, pages 327–361. The MIT Press, 2002.
[42] Y. Demiris and B. Khadhouri. Hierarchical attentive multiple models for execution and
recognition of actions. Robotics and Autonomous Systems, 54(5):361–369, 2006.
[43] C. Di Napoli, C. Sierra, M. Giordano, P. Norlega, and M. M. Furnari. A PVM implementa-
tion of the fishmarket multiagent system. In Proceedings of ISAI/IFIS 1996. Mexico-USA
Collaboration in Intelligent Systems Technologies, pages 68–76, 1996.
[44] S. Dobson, R. Sterritt, P. Nixon, and M. Hinchey. Fulfilling the Vision of Autonomic
Computing. Computer, 43(1):35–41, 2010.
[45] K. Dopfer, J. Foster, and J. Potts. Micro-meso-macro. Journal of Evolutionary Economics,
14(3):263–279, July 2004.
[46] M. Dorigo, E. Bonabeau, and G. Theraulaz. Ant algorithms and stigmergy. Future
Generation Computer Systems, 16(8):851–871, 2000.
[47] M. Esteva, J. A. Padget, and C. Sierra. Formalizing a Language for Institutions and
Norms. In Revised Papers from the 8th International Workshop on Intelligent Agents VIII,
ATAL ’01, pages 348–366, London, UK, 2002. Springer-Verlag.
[48] M. Esteva, J. A. Rodríguez-Aguilar, C. Sierra, P. Garcia, and J. L. Arcos. On the Formal
Specifications of Electronic Institutions. In Agent Mediated Electronic Commerce, The
European AgentLink Perspective, pages 126–147, London, UK, 2001. Springer-Verlag.
166 BIBLIOGRAPHY
[49] A. Ferscha and A. Riener. Pervasive Adaptation in Car Crowds. In First International
Workshop on User-Centric Pervasive Adaptation (UCPA), volume 43 of MOBILWARE
2009, pages 111–117. Springer, 2009.
[50] P. Fiorini and Z. Shiller. Motion Planning in Dynamic Environments Using Velocity
Obstacles. The International Journal of Robotics Research, 17(7):760–772, July 1998.
[51] R. Glasius, A. Komoda, and S. C. A. M. Gielen. Neural Network Dynamics for Path
Planning and Obstacle Avoidance. Neural Networks, 8(1):125–133, 1995.
[52] J. Gozalvez, S. Turksma, L. Lan, O. Lazaro, F. Cartolano, E. Robert, D. Krajzewicz,
R. Bauza, F. Filali, and E. Al. iTETRIS: the Framework for Large-Scale Research on the
Impact of Cooperative Wireless Vehicular Communications Systems in Traffic Efficiency.
In P. Cunningham and M. Cunningham, editors, ICT-MobileSummit 2009, pages 1–10,
Santander, Spain, 2009. Poster.
[53] S. J. Harmon, S. A. DeLoach, Robby, and D. Caragea. Leveraging Organizational Guidance
Policies with Learning to Self-Tune Multiagent Systems. In Second IEEE International
Conference on Self-Adaptive and Self-Organizing Systems, SASO ’08, pages 223–232, 2008.
[54] S. Hartmann and G. Pigozzi. Aggregation in multi-agent systems and the problem of
truth-tracking. In Proceedings of the Sixth International Conference on Autonomous
Agents and Multiagent Systems, volume 5 of AAMAS ’07, pages 674–676, 2007.
[55] R. Hoeger, A. Amditis, M. Kunert, A. Hoess, F. Flemisch, H. Krueger, A. Bartels, and
A. Beutner. Highly Automated Vehicles For Intelligent Transport: HAVEit Approach.
Presented at 15th ITS World Congress on Intelligent Transportation Systems, 2009.
[56] W. N. Hohfeld. Some Fundamental Legal Conceptions as Applied in Judicial Reasoning.
The Yale Law Journal, 23(1):pp. 16–59, 1913.
[57] M. Hoogendoorn. Adaptation of organizational models for multi-agent systems based
on max flow networks. In Proceedings of the 20th International Joint Conference on
Artifical intelligence, IJCAI ’07, pages 1321–1326, San Francisco, CA, USA, 2007. Morgan
Kaufmann Publishers Inc.
BIBLIOGRAPHY 167
[58] M. Hoogendoorn, C. Jonker, M. Schut, and J. Treur. Modeling centralized organization of
organizational change. Computational and Mathematical Organization Theory, 13(2):147–
184, 2007.
[59] J. Jääskeläinen. Overview of ITS Initiatives in Europe. Presentation at Workshop on ITS
Experiences in Europe, 2009.
[60] J. Johnson. The future of the social sciences and humanities in the science of complex
systems. Innovation: The European Journal of Social Science Research, 23(2):115–134,
June 2010.
[61] A. J. I. Jones and M. Sergot. A Formal Characterisation of Institutionalised Power. Logic
Journal of IGPL, 4(3):427–443, 1996.
[62] D. Kahneman and A. Tversky. Prospect theory: An analysis of decision under risk.
Econometrica: Journal of the Econometric Society, 47(2):263–291, 1979.
[63] D. B. Knoester and P. K. McKinley. Constructing Communication Networks with Evolved
Digital Organisms. In Sixth IEEE International Conference on Self-Adaptive and Self-
Organizing Systems, SASO ’12, pages 139–148, 2012.
[64] Y. Koren and J. Borenstein. Potential field methods and their inherent limitations for
mobile robot navigation. In Proceedings of 1991 IEEE International Conference on
Robotics and Automation, volume 2 of ICRA ’91, pages 1398–1404, 1991.
[65] R. Krishnan, V. Hodge, J. Austin, and J. Polak. A computataionally [sic] efficient method
for online identification of traffic control intervention measures. In 42nd Annual Meeting
of the Universities Transport Study Group, Plymouth, UK, 2010. (Circulated privately).
[66] P. Kropotkin. Anarchism: its Philosophy and Ideal. Freedom Pamphlets, London, 1909.
[67] D. Kusic, J. O. Kephart, J. E. Hanson, N. Kandasamy, and G. Jiang. Power and
Performance Management of Virtualized Computing Environments Via Lookahead Control.
In International Conference on Autonomic Computing (ICAC ’08), pages 3–12, 2008.
168 BIBLIOGRAPHY
[68] L. Lamport. The part-time parliament. ACM Transactions on Computer Systems (TOCS),
16(2):133–169, 1998.
[69] L. Lamport. Paxos made simple. ACM SIGACT News, 32(4):18–25, 2001.
[70] L. Lamport. Brief announcement: Leaderless byzantine paxos. In D. Peleg, editor,
Distributed Computing, volume 6950 of Lecture Notes in Computer Science, pages 141–142.
Springer Berlin Heidelberg, 2011.
[71] L. Lamport. Byzantizing paxos by refinement. In D. Peleg, editor, Distributed Computing,
volume 6950 of Lecture Notes in Computer Science, pages 211–224. Springer Berlin
Heidelberg, 2011.
[72] F. Lécué, A. Schumann, and M. Sbodio. Applying Semantic Web Technologies for Diag-
nosing Road Traffic Congestions. In P. Cudré-Mauroux, J. Heflin, E. Sirin, T. Tudorache,
J. Euzenat, M. Hauswirth, J. Parreira, J. Hendler, G. Schreiber, A. Bernstein, and
E. Blomqvist, editors, The Semantic Web - ISWC 2012, volume 7650 of Lecture Notes in
Computer Science, pages 114–130. Springer Berlin Heidelberg, 2012.
[73] P. Leven and S. Hutchinson. A Framework for Real-time Path Planning in Changing
Environments. The International Journal of Robotics Research, 21(12):999–1030, 2002.
[74] S. D. Levitt and S. J. Dubner. Freakonomics. Penguin Books Ltd., 5th edition, 2007.
[75] M. Likhachev and R. C. Arkin. Spatio-temporal case-based reasoning for behavioral
selection. In Proceedings of IEEE International Conference on Robotics and Automation,
volume 2 of ICRA ’01, pages 1627–1634, 2001.
[76] S. Macbeth, J. Pitt, J. Schaumeier, and D. Busquets. Animation of Self-Organising
Resource Allocation using Presage2. In Sixth IEEE International Conference on Self-
Adaptive and Self-Organizing Systems Demonstrations, SASO ’12, pages 225–226, 2012.
[77] Malaclypse the Younger. Principia Discordia: The Magnum Opiate of Malaclypse the
Younger. Lightning Source Incorporated, 2007.
BIBLIOGRAPHY 169
[78] R. L. D. Mantaras. Case-Based Reasoning. Machine Learning and Its Applications SE -
6, 2049:127–145, 2001.
[79] J. Markoff. Google cars drive themselves, in traffic. The New York Times, October 9 2010.
[80] L. Marsh and C. Onof. Stigmergic epistemology, stigmergic cognition. Cognitive Systems
Research, 9(1-2):136–149, 2008.
[81] C. Martin and K. S. Barber. Adaptive decision-making frameworks for dynamic multi-
agent organizational change. Autonomous Agents and Multi-Agent Systems, 13(3):391–428,
Nov. 2006.
[82] D. McNaughton and P. Rawling. Agent-relativity doing-happening and the distinction.
Philosophical Studies, 63(2):167–185, 1991.
[83] N. Minsky. Decentralised regulation of distributed systems: Beyond access control.
Submitted for publication. Retrieved April 18, 2013 from http://www.cs.rutgers.edu/
~minsky/papers/IC.pdf, 2007.
[84] N. H. Minsky. The imposition of protocols over open distributed systems. IEEE Transac-
tions on Software Engineering, 17(2):183–195, 1991.
[85] N. H. Minsky. Decentralized governance of distributed systems via interaction control.
In A. Artikis, R. Craven, N. Kesim Çiçekli, B. Sadighi, and K. Stathis, editors, Logic
Programs, Norms and Action, volume 7360 of Lecture Notes in Computer Science, pages
374–400. Springer-Verlag, Berlin, Heidelberg, 2012.
[86] N. H. Minsky and V. Ungureanu. Law-governed interaction: a coordination and con-
trol mechanism for heterogeneous distributed systems. ACM Transactions on Software
Engineering Methodology, 9(3):273–305, July 2000.
[87] J. Morales, M. López-Sánchez, and M. Esteva. Using Experience to Generate New
Regulations. In Proceedings of the 22nd International Joint Conference on Artificial
Intelligence, IJCAI ’11, pages 307–312, 2011.
170 BIBLIOGRAPHY
[88] M. Morandini, L. Penserini, and A. Perini. Towards goal-oriented development of self-
adaptive systems. In Proceedings of the 2008 international workshop on Software engi-
neering for adaptive and self-managing systems, SEAMS ’08, pages 9–16, New York, NY,
USA, 2008. ACM.
[89] C. Müller-Schloer, H. Schmeck, and T. Ungerer, editors. Organic Computing - A Paradigm
Shift for Complex Systems. Springer Basel, 2011.
[90] B. Neville and J. Pitt. Presage: A programming environment for the simulation of agent
societies. In K. Hindriks, A. Pokahr, and S. Sardina, editors, Programming Multi-Agent
Systems, volume 5442 of Lecture Notes in Computer Science, pages 88–103. Springer Berlin
Heidelberg, 2009.
[91] E. Ostrom. Governing the commons: The evolution of institutions for collective action.
Cambridge University Press, 1990.
[92] W. H. Oyenan, S. A. DeLoach, and G. Singh. A service-oriented approach for integrat-
ing multiagent system designs. In Proceedings of The 8th International Conference on
Autonomous Agents and Multiagent Systems - Volume 2, AAMAS ’09, pages 1363–1364,
Richland, SC, 2009. International Foundation for Autonomous Agents and Multiagent
Systems.
[93] M. Parashar and S. Hariri. Autonomic Computing: Concepts, Infrastructure, and Applica-
tions. CRC press, 2007.
[94] J. Pitt and A. Artikis. Engineering Organised Adaptation: A Tutorial. In Sixth IEEE
International Conference on Self-Adaptive and Self-Organizing Systems, SASO ’12, pages
239–248. IEEE, Sept. 2012.
[95] J. Pitt and J. Schaumeier. Provision and Appropriation of Common-Pool Resources
without Full Disclosure. In I. Rahwan, W. Wobcke, S. Sen, and T. Sugawara, editors,
PRIMA 2012: Principles and Practice of Multi-Agent Systems, volume 7455 of Lecture
Notes in Computer Science, pages 199–213. Springer Berlin Heidelberg, 2012.
BIBLIOGRAPHY 171
[96] J. Pitt, J. Schaumeier, and A. Artikis. Coordination, conventions and the self-organisation
of sustainable institutions. In Proceedings of the 14th international conference on Agents
in Principle, Agents in Practice, PRIMA’11, pages 202–217, Berlin, Heidelberg, 2011.
Springer-Verlag.
[97] J. Pitt, J. Schaumeier, and A. Artikis. The axiomatisation of socio-economic principles
for self-organising systems. In Fifth IEEE International Conference on Self-Adaptive and
Self-Organizing Systems, SASO ’11, pages 138–147, 2011.
[98] J. Pitt, J. Schaumeier, and A. Artikis. Axiomatization of Socio-Economic Principles for
Self-Organizing Institutions. ACM Transactions on Autonomous and Adaptive Systems,
7(4):1–39, Dec. 2012.
[99] D. Praeger. Poop Culture: How America is Shaped by Its Grossest National Product. Feral
House, 2007.
[100] M. Raibert, K. Blankespoor, G. Nelson, and R. Playter. BigDog, the Rough-Terrain
Quadruped Robot. In M. J. Chung and P. Misra, editors, Proceedings of the 17th World
Congress of The International Federation of Automatic Control, pages 10822–10825, 2008.
[101] M. Raya and J. Hubaux. Securing vehicular ad hoc networks. Journal of Computer
Security, 15(1):39–68, 2007.
[102] M. Röckl, J. Gačnik, and J. Schomerus. Integration of Car-2-Car Communication as a
Virtual Sensor in Automotive Sensor Fusion for Advanced Driver Assistance Systems. In
FISITA World Automotive Congress, Munich, Germany, 2008.
[103] J. A. Rodríguez-Aguilar, F. J. Martín, P. Noriega, P. Garcia, and C. Sierra. Competitive
scenarios for heterogeneous trading agents. In Proceedings of the 2nd International
Conference on Autonomous Agents, AGENTS ’98, pages 293–300, New York, NY, USA,
1998. ACM.
[104] J. A. Rodríguez-Aguilar, F. J. Martín, P. Noriega, P. Garcia, and C. Sierra. Towards a
test-bed for trading agents in electronic auction markets. AI Communications, 11(1):5–19,
Jan. 1998.
172 BIBLIOGRAPHY
[105] K. Sampigethaya, L. Huang, M. Li, and R. Poovendran. CARAVAN: Providing location
privacy for VANET. Embedded Security in Cars Workshop, 2005.
[106] D. Sanderson, D. Busquets, and J. Pitt. Adaptation and Resilience of Self-Organising
Electronic Institutions. In N. Suri and G. Cabri, editors, Adaptive, Dynamic, and Resilient
Systems. Auerbach Publications, 2013. To appear.
[107] D. Sanderson and J. Pitt. An Affective Anticipatory Agent Architecture. In 2011
IEEE/WIC/ACM International Conferences on Web Intelligence and Intelligent Agent
Technology, pages 93–96. IEEE, Aug. 2011.
[108] D. Sanderson and J. Pitt. Institutionalised consensus in vehicular networks: Executable
specification and empirical validation. In 2012 IEEE Sixth International Conference on
Self-Adaptive and Self-Organizing Systems Workshops, TOASTS @ SASO ’12, pages 71–76,
2012.
[109] D. Sanderson and J. Pitt. Institutionalised Paxos Consensus. In L. De Raedt, C. Bessiere,
D. Dubois, P. Doherty, P. Frasconi, F. Heintz, and P. Lucas, editors, European Conference
on Artificial Intelligence, volume 242 of Frontiers in Artificial Intelligence and Applications,
pages 714–719. IOS Press, 2012.
[110] D. Sanderson, J. Pitt, and D. Busquets. A Micro-Meso-Macro Approach to Intelligent
Transportation Systems. In 2012 IEEE Sixth International Conference on Self-Adaptive
and Self-Organizing Systems Workshops, TOASTS @ SASO ’12, pages 77–82, 2012.
[111] J. R. Searle. Speech acts: An essay in the philosophy of language. Cambridge university
press, 1969.
[112] A. Seidman and R. Seidman. ILTAM: Drafting Evidence-Based Legislation for Democratic
Social Change. Boston University Law Review, 89(2):435–485, 2009.
[113] A. W. Seidman, R. B. Seidman, and N. Abeyesekere. Legislative Drafting for Democratic
Social Change: A Manual for Drafters. Kluwer Law International, 2001.
BIBLIOGRAPHY 173
[114] C. Serban and N. Minsky. In Vivo Evolution of Policies that Govern a Distributed System.
In IEEE International Symposium on Policies for Distributed Systems and Networks
(POLICY 2009), pages 134–141, 2009.
[115] N. Serbedzija. Reflective assistant: an ideal friend. perada-magazine.eu, Oct. 2008.
[116] M. Sergot. A computational theory of normative positions. ACM Transactions on
Computational Logic, 2(4):581–622, Oct. 2001.
[117] M. Shanahan. The event calculus explained. In M. Wooldridge and M. Veloso, editors,
Artificial Intelligence Today, volume 1600 of Lecture Notes in Artificial Intelligence, pages
409–430. Springer Berlin Heidelberg, 1999.
[118] R. F. Shepherd, F. Ilievski, W. Choi, S. A. Morin, A. A. Stokes, A. D. Mazzeo, X. Chen,
M. Wang, and G. M. Whitesides. Multigait soft robot. Proceedings of the National
Academy of Sciences of the United States of America, 108(51):20400–3, Dec. 2011.
[119] Y. Shoham. Agent-oriented programming. Artificial Intelligence, 60(1):51–92, Mar. 1993.
[120] M. Sloman. Policy Driven Management For Distributed Systems. Journal of Network and
Systems Management, 2(4):333–360, 1994.
[121] K.-T. Song and C. C. Chang. Reactive navigation in dynamic environment using a
multisensor predictor. IEEE Transactions on Systems, Man, and Cybernetics, Part B:
Cybernetics, 29(6):870–880, 1999.
[122] G. Tesauro, D. M. Chess, W. E. Walsh, R. Das, A. Segal, I. Whalley, J. O. Kephart, and
S. R. White. A Multi-Agent Systems Approach to Autonomic Computing. In Proceedings
of the 3rd International Joint Conference on Autonomous Agents and Multiagent Systems
- Volume 1, AAMAS ’04, pages 464–471, Washington, DC, USA, 2004. IEEE Computer
Society.
[123] I. Ulrich and J. Borenstein. VFH+: reliable obstacle avoidance for fast mobile robots.
In Proceedings of the 1998 IEEE International Conference on Robotics and Automation,
volume 2 of ICRA ’98, pages 1572–1577, 1998.
174 BIBLIOGRAPHY
[124] V. Urovi, S. Bromuri, K. Stathis, and A. Artikis. Initial steps towards run-time support
for norm-governed systems. In M. Vos, N. Fornara, J. V. Pitt, and G. Vouros, editors,
Coordination, Organizations, Institutions, and Norms in Agent Systems VI, volume 6541
of Lecture Notes in Computer Science, pages 268–284. Springer Berlin Heidelberg, 2011.
[125] A. Uszok, J. J. Bradshaw, A. Tate, M. Johnson, R. Jeffers, J. Dalton, and S. Aitken. KAoS
policy management for semantic web services. IEEE Intelligent Systems, 19(4):32–41, July
2004.
[126] L. Wang and F. Iida. Towards “soft” self-reconfigurable robots. In Proceedings of the 4th
IEEE RAS EMBS International Conference on Biomedical Robotics and Biomechatronics
(BioRob), pages 593–598, 2012.
[127] M. Wooldridge and N. Jennings. Intelligent agents: Theory and practice. Knowledge
engineering review, 10(2):115–152, 1995.
[128] A. S. Wu, A. C. Schultz, and A. Agah. Evolving control for distributed micro air vehicles.
In Proceedings of the 1999 IEEE International Symposium on Computational Intelligence
in Robotics and Automation (CIRA ’99), pages 174–179, 1999.
