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Abstract: For the infinite linear system TX = u, where T is an infinite, uniformly strictly diagonally dominant matrix 
and x and o are infinite vectors, sufficient conditions are imposed on T and v for the existence and uniqueness of a 
bounded solution. The system is rewritten as x = Ax + b which is first iterated, and then truncated to a finite system. 
Convergence of the solution of the resulting system to that of the original system is established, and explicit error 
bounds are determined. Examples are given to illustrate the computation. 
1. Introduction 
Iterative methods for linear equations in finite matrices have been the subject of considerable 
study and their importance for large systems has grown since the advent of finite element 
techniques. Since all methods involve the nonsingularity of the matrix, diagonally dominant 
matrices have played a major role. Infinite linear systems occur in a variety of topics as 
equivalent systems for continuous problems in analysis. Our interest here is to discuss an 
iterative method for such infinite systems, when the matrices are diagonally dominant. 
For the finite system, a class of sdiagonally dominant matrices was introduced by Chew and 
Shivakumar [7,8] where strictly diagonally dominant matrices as well as irreducibly diagonally 
dominant matrices were subsets. Many results were derived for the convergence of the iterative 
procedures with bounds for the relaxation parameters (James [5], Shivakumar and Chew [S], 
Hadjidimos [3,4], Martins [6]). 
Infinite systems were discussed by Shivakumar and Wong [lo] for algebraic equations, while 
Chew, Shivakumar and Williams [2] discussed systems of differential equations. In [9], 
Shivakumar, Williams and Rudraiah discussed eigenvalues for infinite matrices. 
In this paper, in Section 2, we discuss iterations of an infinite system; in Section 3, we reduce 
an infinite system to a form for which an iteration can be performed, and establish a general 
existence and uniqueness theorem which generalizes [lo] and some results in [9]. In Section 4, we 
truncate our iterated system to a finite (n X n) system and establish explicit error bounds. In 
Section 5, examples are given. 
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2. Preliminaries and iterations 
We denote by 1, the Banach space of all bounded complex sequences . .), 
with norm ]( b 11 = sup{ 1 bj ( : i = 1, 2, 3,. . . } < co; (co) is the subspace of 1, consisting of all 
sequences that converge to zero. If T = ( tij), (i, j = 1, 2, 3, _ . . >, is an infinite matrix, we define 
Tb by ( Tb), = Cy= 7 tjjbj, ( i = 1, 2, 3 _ . . ), providing all such sums converge. T defines a bounded 
linear operator on 1, if and only if )I T I( = sup{C,“,i I t,j): i = 1, 2, 3,. . .} -c 00. 
We will consider an infinite linear system of equations which we write in the form TX = u 
where x, 2) E X, a Banach space, and T is a linear (possibly unbounded) operator on X. We will 
rewrite this system in the form 
x=Ax+b, bEX (2.1) 
where A is a bounded linear operator on X. This leads naturally into the iterative scheme: 
x(P+l) = &P) + b 
> 
x(0) = b 
3 p=o, 1,2 . . . . (2.4 
Then x(‘) = Ab + b = (A + I)b where I is the identity operator, and by induction, x(P) = (A P 
+A p’-l + . . . +A + I)b. This iteration is said to converge if and only if A” --, 0 (in operator 
norm) as n + cc (see Varga [12, p.131). The spectral radius of A is r(A) = sup{ I X (: X in the 
spectrum of A } . 
Lemma 2.1. Let A be a bounded linear operator on X. Then the iterative scheme (2.2) converges if 
and only if r(A) < 1. If r(A) < 1 then (2.1) has a unique solution in X, x = (I - A)-‘6, and the 
iterates of (2.2) xCP), converge in norm to this solution x as p ---) co. 
Proof. r(A) = lim, _oo I] A” I( 1/n and r(A) G 11 A” 11 ‘/* for all n = 1, 2, 3,. . . (Taylor [ll, p.263, 
Theorem 5.2-E]). If r(A) -c 1 then choose r(A) < s -c 1. Then ]I A” 11 /n G s for all n >, N (some 
N); )I A” II <s”, n > N; thus I] A” 1) -+ 0. If r(A) 2 1 then I( A” (1 > (r(A))” >, 1 and A” + 0. 
If r(A) < 1 then 1 is not in the spectrum of A, I - A has a bounded inverse, and (2.1) has the 
unique solution: x = (I- A)-‘b. Also, 
x(P)= (Af’+AP-‘+ ... +A +I)b= (I-AJ’+l)(l-A)-lb 
+(I-A)-‘b=x asp+oo. •I 
Remark. In (2.2), we could have chosen x(O) to be any vector in X. We chose x(O) = b out of 
convenience. 
To obtain an explicit error bound, we require I( A (1 < 1. 
Lemma 2.2. If (1 A II < 1, then r(A) < 1 (and Lemma 2.1 applies) and for the solutions of (2.1) 
and (2.2), 
ll~--~~)lI G IIAII p+l(l - j/AI()-lllb(J +O asp-, co. (2.3) 
Proof. r(A) < 1) A 1) < 1. For p = 1, 2, 3,. . . , 
III--x (p) II = 11 (Ax + b) - ( AxcP-‘) + b) I( 
= 1) A(x - x(~-~)) I( d )I A (( I( x - xcp-‘) (I. 
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It follows by induction that for p = 0, 1, 2,. . . , 
II x - dp) (1 G )I A II p II x - do) II = II A II ’ II x - b II = II A II ’ II Ax II 
< II A II p+* IIXII = IIA II p+l J((I-.4-1b)1 
G IIAII p+lII(I-A)-lIl llbll d I141P+‘(1- l141)-111bll 
(Taylor [ll, p. 164, (4.1-5)]). 0 
3. Linear systems on Z, 
For a given D E I,, we consider the system: 
TX = o (3.1) 
and we wish to solve for x E I,. We assume that T = ( tij) satisfies: 
(Al) there exists a 77 > 0 such that I t;, I z 77 > 0 for all i = 1, 2, 3,. . . ; 
(A2) there exists a u with 0 G u < 1 such that Cyzi,j+ i ) tij I = a, ( t,i I where 0 G a, < u < 1 for 
all i = 1, 2, 3, . . _ ; 
(A3) C~~\ltijl/lti,I -+Oas i+co; and 
(A4) either I tii I + co as i + co or 0 E (co), (i.e., uj + 0 as i + co where o = ( ui)). 
Remarks. T is a possibly unbounded operator on I, (if the I tii I are unbounded); (A2) is the 
definition of uniform strict diagonal row dominance; (A3) is a condition on the entries below the 
main diagonal only. (A3) and (A4) will be used to obtain an explicit error bound when we 
truncate our system. 
We now convert the system (3.1) to the form (2.1). Let T = D + F where D is the main 
diagonal of T and F is the off-diagonal of T; i.e., let a,, = 1, if i = j, and 0, if i Z j; then 
D = (djj) and F= (A.j) w h ere d,, = arjti, and J, = (1 - fjj)tij. Then (D-l)? = SiJ/t,i, (D-‘F)ij 
= (1 - 6,j)tij/tri, (Al) implies that D has a bounded mverse with I] D- I( < l/v, and (A2) 
implies that (D-‘F) is a bounded operator with 
IID-‘FII = ~~~,~ii(D-~F)i/i=suP 5 I’;iI/‘ItiiI 
i21 j=l, j+i 
= supfJi,(u<l. 
i>l 
Then, T= D + F= D(I+ D-‘F). Since ]I D-IF (I c 1, (I + D-‘F) has a bounded inverse with 
]](I+ D-‘F)-’ (I < (1 - a)-’ (Taylor [ll, p.164, Theorem 4.1-C]), and T-’ = (I+ D-‘F)-‘D-’ 
is bounded with I( T-’ II < [q(l - a)]-‘. Let y E I, and put z = D-‘y = (y/t,,). Then z E I, 
and Dz = y. Thus, the range of D is I,. Since (I+ D-‘F) is bounded with a bounded inverse, 
the range of T is also I,_ Thus (3.1) has a unique solution, x, which satisfies: 
Ilxll = IIT-‘011 G [d1--a)l-‘IIW 
We have now established: 
(3.2) 
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Theorem 1. Let v E 1, and let T satisfy (Al) and (A2). Then T has a bounded inverse and the 
system TX = v has a unique I, solution x which satisfies (3.2). 
The following systems are equivalent: TX = v, D( I + D-lF)x = v, (I + D-‘F)x = D-lo, x = 
-D-‘Fx + D-Iv. Therefore, (3.1) is equivalent to (2.1): x =Ax + b with A = -D-‘F and 
b=D-‘v. )IAII <a<l, and from (A4), bE(c,): bi=vi/ti,; thus, lb;1 < Ilvl(/(t;,I +O if 
I t,, I + 002 and lb,1 c Id/~ ---) 0 if vi + 0. Thus, we have converted our system (3.1) to the 
form (2.1): x = Ax + b in which A = ( ajj) and b = ( bi), which, by (Al)-(A4) satisfy: 
(Bf) I( A II = s~p,~~C~f~ l a,, l < 0 < 1; 
032) C;=‘, I a,, I +O as i+ 00; and 
(B3) b = (b;) E (c,,), i.e., b, --, 0 as i + 00. 
Remarks. The above matrix A, as derived from T, satisfies a,, = 0 for all i, but we will not use 
this fact. (B2) is equivalent to the condition: 
(B2)’ ~,,=suPi>~{Cy=t Ia,jl} +O as n + 00. This is, in some sense, a natural condition since 
it is a condition that we required in an earlier paper to obtain an explicit error bound for the 
truncation of an infinite differential system: 
x’ = Ax +f [2, p.44, (B2)]. 
We can now form the iterations of (2.1), as given in (2.2) and from Lemma 2.2, we have the 
explicit error bound (2.3). We now consider the finite truncations of (2.2). 
4. Truncation of the iterated system 
Let A and b satisfy (Bl), (B2), and (B3); (then (B2) ’ is valid also). We consider the iterations 
(2.2) and their truncations: 
&J+r) = AX(p) + 6, X(o) = b (4.1) 
and 
X(P+l?n) = ‘4 
(n) x(P9n) + b, 
X(O.n) = b 
(4.2) 
for p = 0, 1, 2,. . . , and n = 1, 2, 3,. . . , where A,,, is the infinite matrix (ui,“‘) defined by 
a(v) = at,' 
i 
ifl<i, j<n 
‘J 
0, otherwise. 
Thus, A,,, is the n x n truncation of A, padded with zeros, and (4.2) represents an n-dimen- 
sional iteration for the first n components of x(~,~), and (~(~3~)) i = b, for all i > n, and all n and 
p. Therefore, we can use a computer, for example, to calculate the first n components of xCp9”), 
via (4.2). We use b to pad out the components of x (p,n) (beyond the first n) in order to reduce 
the truncation error, which we now discuss. 
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For n = 1, 2, 3,. . . , define 
IJ, = sup 
( 
E Ia,& i=l,2,3 ,... , 
j=n+l 1 
&=sup( lb,]: j=n+l, n+2,...}, and 
p=sup{ IbJ: j=l,2,...}. (4-3) 
ThenO,(p,,< I(A(I <a<l,andO<&,<p= Ilbll < co. Also, refer to (B2)’ for y, and to (A9 
and (Bl) for u. Note that by (B2)’ and (B3), Y, and P,, +O as n-, 00. (In general, pLnf,O as 
n + cc).) 
Lemma4.1. Ifn=Au+b, y=A,“,u+b, andv,=b, forj>n, then 
(I~-YII~~((~-~I(+~~~{I~,I: j=l,2,...,n}yn+P,p,- 
Proof. IJx-y(l = IIAu-A,,,ull G IIAu-AuJI+IIAv-A~,,vJI. First terms )IA() JIu--1) < 
u 1) u - ~11. For second term: 
[AU- A~,,u] i = 2 ajjv, - 5 api 
j=l j=l 
I 
i = 1,2,. ..,n, 
J=n+l 
= 
f aijuj, i> n. 
j=l 
For i<n, 
~[Au-A,,,~+ s”PIvjle C laijI -(PnPn- 
j>n j=n+l 
For i>n, 
l[Av-A(n,u];l G E la;jI IVjI 
j=l 
= C laijl lVjl+ C la,,1 lbjl 
j=l ;=n+1 
~(SUPIU,I)C IaijI+(SUPl6,l) f la,jl 
j<n j=l jzn j=n+l 
Thus, 1) Au - A(,,u 1) is bounded by this last quantity and the result follows. q 
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Lemma 4.2. For each p and n, 
Proof. Let [x(P’“)li = xjPan). For i > n, 1 xl(p,n) ( = 1 bj 1 < j?,,. Choose any i = 1, 2,. . . , n. If p = 0 
then 1 xi (OJJ) - b I < j3, and the result is true for p = 0. By induction, assume the result is true I I ; 
for some integer p >, 0. Then 
!~j~+‘*~)! = $J ajjxjP’“) + b, j 
j=l 
ak + /3 = p C ak. 
k=O 
Therefore, the result is true for p + 1 and thus, for all p. 0 
Theorem 2. Let A and b satisfy (Bl)-(B3). Then for any p = 0, 1, 2,. . . , and n = 1, 2, 3,. . . , the 
iterates defined in (4.1) and (4.2) satisfy: 
p-1 p-1 
II x (JJ) - ~(~3~) )I < by, c (k + l)ak + /?,JL,, c ak 
k=O k=O 
-+O asn+w. 
The numbers on the right-hand side are defined in (A2), (Bl), (B2)‘, and (4.3). 
Proof. 11 do) - x(‘.~) (1 = 0. By Lemma 4.1, I( x (I) - ~(~3’) ]I = (I Ab - A,,,b (I < ,l?y,, + ,8,,p,,. Thus, 
the result is true for p = 0, 1. By induction, we assume the result is true for some integer p > 1. 
Then, using Lemma 4.1, 
II x (p+l) _ x(P+l.n) II 
< a I] x(p) - x(P*n) I( + sup(lxjp.“‘): j=1,2,...,n)yn+&p, 
< py,,‘~ (k + l)uk+’ + P,P,‘~ ok+’ + 
k=O k=O 
(where we used Lemma 4.2) 
= ,8y, i (k + l)ak + &,pn 5 uk. 
k=O k=O 
Therefore, the result is true for p + 1 and thus, for all p. Finally, we note that Y,, b, + 0 as 
n-+oo. Cl 
Corollary 1. 
11 x(p) -x-) 11 < /3y,(l - fJ-’ + &pFL,(l - a)-‘. (4.4) 
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Using the above and (2.3) we obtain 
Corollary 
6. 
It follows from Lemma 2.2 that x(J’*‘) + x(9’) as p 
2 yields: 
Corollary 3. 
- 
-+ cc. Therefore, Letting p + cc in Corollary 
u>-‘+ &pL,(l - u)-‘. 
11 x - x(,n) II G PY,(l - 6’+ P&,(1 - u>-’ 
+O usn--,co. 
This gives a new proof of the convergence of the solutions of the truncated systems of (2.1). 
Corollary 4. Let T and v satisfy the conditions of Theorem 1. Then the solution x of (3.1) belongs to 
(C”). 
Proof. x is the limit of x(~*~) which belong to (co) since b E (co), and ( cO) is a closed subset of 
I,. cl 
5. Examples 
Example 5.1. Define tii to be i2 if j = i, i + 1 if j = i + 1 and i >, 3, 1 if j = i - 1 and i > 2, 0 if 
Ii -j ( 2 2, and t,, = t,, = 0. Let xi = iP2. Let v = TX. Then u, = 1, u2 = 2, and ui = (i - 1)-2 + 
1 + (i + 1)-t if i > 3. Now, given T and v, we will solve for x. (Al)-(A4) are satisfied with q = 1, 
u=u~=$, IIvll =2, p=l, &,=b,+,=(n+1)-2[1+n-2+(n+2)-‘], y,= jan+l,nI =(n+ 
1)-2, and p, = nP2(n + 1) for n > 3. Note that the off diagonal as well as the diagonal entries of 
T are unbounded. Using (4.5) we have, for n > 3, 
81 9 1 
16(n + 1)2 + 4(n + l)n2 
1+-$+- 
i n+2 . 
The dominant term is the second one, so we first choose n to make the second plus third terms 
small, and then choose p. For example, to make the right hand side less than 0.01, we choose 
n = 24 and p = 12. This yields the results of Table 1. The error becomes larger when i is close to 
n. The values for 20 G i < 24 were the same as for the fifth iteration ( p = 5); thus, the major 
source of error is truncation (n) rather than iteration ( p). Note that the maximum error is about 
6.9 E - 5 which is much less than the estimated error of 0.01. To show the effect of truncation 
and iteration, we examine the error in the calculation of x3 (see Table 2). The exact x3 = $ = 
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Table 1 
i x(P’“) xi (exact) lerror ( < 
l-19 exact to 9 
decimal places 
i-2 5 E-10 
20 2.50000039 E - 3 2.500000000 E - 3 3.9 E- 10 
21 2.26756622 E - 3 2.267573696 E - 3 7.5 E-9 
22 2.06626546 E - 3 2.066115702 E- 3 1.5 E-7 
23 1.88720804 E - 3 1.890359168 E- 3 3.2 E-6 
24 1.80556103 E- 3 1.736111111 E-3 7.0 E-5 
Table 2 
Error: x$J’vn) - xj 
P/n 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3 4 
0 -3.6 E-2 
2.8 E-2 -4.0 E-3 
2.8 E-2 -6.6 E-3 
2.8 E-2 -5.7 E-3 
2.8 E-2 -5.7 E-3 
2.8 E-2 -5.7 E-3 
2.8 E-2 -5.7 E-3 
2.8 E-2 -5.7 E-3 
2.8 E-2 -5.7 E-3 
2.8 E-2 -5.7 E-3 
5 6 7 8 
-3.6 E-2 -3.6 E-2 -3.6 E-2 -3.6 E-2 
2.8 E-3 2.8 E-3 2.8 E-3 2.8 E-3 
-1.9 E-4 -1.3 E-3 - 1.3 E- 3 -1.3 E-3 
1.0 E-3 -1.0 E-5 1.4 E-4 1.4 E-4 
9.2 E-4 -1.9 E-4 -3.8 E-5 -5.7 E-5 
9.7 E-4 -1.3 E-4 2.3 E-5 4.5 E-6 
9.6 E-4 -1.4 E-4 1.5 E-5 -4.3 E-6 
9.6 E-4 -1.4 E-4 1.8 E-5 -1.7 E-6 
9.6 E-4 -1.4 E-4 1.7 E-5 -2.0 E-6 
9.6 E-4 - 1.4 E-4 1.7 E-5 -1.9 E-6 
9 
-3.6 E-2 
2.8 E-3 
-1.3 E-3 
1.4 E-4 
-5.7 E-5 
6.5 E-6 
-2.3 E-6 
4.7 E-7 
8.9 E-8 
2.1 E-7 
10 
-3.6 E-2 
2.8 E-3 
-1.3 E-3 
1.4 E-4 
-5.7 E-5 
6.5 E-6 
-2.5 E-6 
2.7 E-7 
-1.2 E-7 
-5.3 E-9 
0.111111111 and xpY”’ = b, = i = 0.166 666 667 for all n. For fixed p, as n increases, the error 
stabilizes at ‘the iteration error, and for fixed n, as p increases, the error stabilizes at the 
truncation error; thus, we must increase both p and n apparently rather equally. 
Example 5.2. The Bessel functions, J,,(x), satisfy the well-known recurrence relation 
J,+,(x) = %JJx) -J,_,(x), n = 0, 1, 2 )... . 
We treat .I,( x) as given and solve for x, = J,(x), n = 1, 2, 3,. . . , i.e., 
(2/x)J,(x) -J,(x) =Jo(& 
-J,(x) + (4/x&(x) -J,(x) =o,... . 
This system satisfies (Al), (A3) and (A4), and will satisfy (A2) if and only if 0 < x < 2. As an 
example, we will choose x = 0.6. This yields 
10x, - 3x, = 3Jo(0.6), n = 1, 
and 
-3x,-r + lOnx, - 3x,+1 = 0, n >, 2, 
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Table 3 
i #V) I J, (0.6) 
1 2.86700988 E - 01 2.86700988 E- 01 
2 4.36650967 E - 02 4.36650967 E - 02 
3 4.39965671 E - 03 4.3997 E - 03 
4 3.31470367 E - 04 3.3147 E-04 
5 1.99481953 E-05 1.9948 E - 05 
6 9.99555051 E- 07 9.9956 E- 07 
7 4.29071178 E-08 4.2907 E - 08 
8 1.61103083 E - 09 1.6110 E-09 
9 5.37548257 E- 11 5.3755 E- 11 
10 1.61393490 E- 12 1.61396824 E - 12 
11 4.40464459 E - 14 4.40473651 E - 14 
12 1.10144818 E- 15 N/A 
13 2.54305516 E- 17 N/A 
14 5.42394968 E - 19 N/A 
15 1.08516521 E- 20 N/A 
16 1.87636635 E- 22 N/A 
The values of J(O.6) were taken from Abramowitz and Stegun [l, pp. 390, 398, 4021. 
where 3J,(O.6) = 2.73601459 [l, p. 3901. Then q = 10, u = u1 = u2 = 0.3, p = b, = (0.3)&(0.6), all 
& = 0, and y,, = 1 u~+~+ ( = (0.3)(n + 1)-l. From (4.Q 
)I x - x-))I d { 3(0.3)‘+’ + 49(n9+ ,)]J,(O.6) 
where J,(O.6) = 0.912004863. Thus, for an error of less than 0.01, we choose n = 16 and p = 6. 
However, for purposes of comparison, we take p = 16. This yields Table 3. 
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