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EINLEITUNG 
In der vorliegenden Arbeit werden gewisse Tripelsysteme, d.h. Vektorraume mit 
einer trilinearen inneren Komposition, und deren Derivationen untersucht. 
Einige von FREUDENTHAL in [3] abgeleitete Formeln wurden von T. A. Springer 
leicht abgeandert (vgl. § 1.1) und zu Axiomen erhoben. So ergibt sich die Definition 
des Freudenthalschen Tripelsystems (FT-System). FT-Systeme wurden zuerst von 
Springer und Mars in Hinblick auf die Ausnahmegruppen vom Typ E7 in einer 
noch unveroffentlichen Arbeit untersucht. Diesen Untersuchungen entnehmen wir 
auch die Peirce-Zerlegung (§ 3.1). Unabhangig von den Untersuchungen von Springer 
und Mars hat auch R. B. Brown bei Untersuchungen iiber die Gruppen vom Typ 
E1 die gleiche Struktur betrachtet (noch unveroffentlicht). Einige Ergebnisse sind 
in diesen drei Arbeiten gleichzeitig enthalten, die verwendeten Methoden jedoch 
verschieden. 
In den §§ 1-6 wird eine Theorie der FT-Systeme dargestellt. Es zeigt sich, dass 
im Wesentlichen auch nur die von Freudenthal untersuchten Systeme wieder her-
auskommen. 
Mit der hier dargestellten Methode ist man dann in der Lage, elementar die 
wesentlichen Eigenschaften der Derivationsalgebren der FT-Systeme simultan, d.h., 
ohne Verwendung der Klassifizierung, herzuleiten. Dies geschieht in den §§ 6-9. 
Wichtigstes Hilfsmittel zu diesen Untersuchungen ist eine Spurformel (vgl. (7.1)). 
Damit kann man dann die Einfachheit der Derivationsalgebren (unter einigen 
Einschrankungen an die Charakteristik des Grundkorpers) herleiten. Die Derivations-
algebra eines FT-Systems, das a us einer zentral-einfachen Ausnahme-J ordan-Algebra. 
konstruiert werden kann, ist eine einfache Lie Algebra vom Typ E7. 
Herrn Prof. T. A. Springer danke ich herzlich fiir die Anregung zu dieser Arbeit 
und fiir die Uberlassung einiger seiner Aufzeichnungen. 
§ 1. FREUDENTHALSCHE TRIPELSYSTEME. 
1. Sei ~ eine zentral-einfache Jordan Algebra vom Grad 3 tiber dem 
Korper K. Fiir K = l\, dem Korper der reellen Zahlen, wird von H. FREU-
DENTHAL in [3] durch die Formeln {4.2), (4.1) und (4.5) auf~=~ EB ~ EB 
EB K EB K eine trilineare Komposition (PI. P2, Pa) 1-+ (P1 x P2)Pa und eine 
nicht ausgeartete schiefsymmetrische Bilinearform (P1, P2) 1-+ (P1, P2), 
PtE~. definiert. Nach den Formeln (4.2), (4.4), (4.6) und (6.1) der Freu-
denthalschen Arbeit gilt fiir P, Pt E ~ 
(1) (Pl X P2)P= (P2 X Pl)P 
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(2) (Pt x Pz)((Pa x P 4)P)- (Pax P4)((P1 x Pz)P) = 
= ((Pt x Pz)Pa x P4)P+ (Pax (Pt x Pz)P4)P 
(3) <(Pl x Pz)Pa, P) + <Pa, (P1 x Pz)P) = 0, <(Pl x Pz)Pa, P) =/= 0 
(4) (Pt x Pz)Pa- (P1 x Pa)Pz= i<Pz, Pa)Pt + -!<Pt, Pa)Pz+!<P2, Pt)Pa. 
Von T. A. Springer ist folgender Ansatz (unveroffentlicht): 
Man definiert 
{P1P2Pa}: = (Pt x Pa)P2- -!<Pa, P2)P1- -!<Pt, P2)Pa, 
dann erhalt man aus (1) und (4), dass (Pt, P2, Pa) 1---+ {P1P2Pa} eine in 
allen Argumenten symmetrische trilineare Komposition auf Sf ist. Aus 
(3) folgt, dass < {P1P2Pa}, P) symmetrisch in allen Argumenten und von 
Null verschieden ist, und (2) liefert 
{{PPP}PP1}=<Pt, {PPP})P+<Pt, P){PPP}. 
Diese Eigenschaften wurden von T. A. Springer zu Axiomen erhoben 
und daraus ergibt sich folgende 
DEFINITION: Ein v ektorraum ;r uber dem Korper K heisst ein Freu-
denthalsches Tripelsystem ( = FT-System), wenn es auf ;t eine trilineare 
innere Komposition ( =ternares Produkt) ;t x ;t x ;t---+ %, (a, b, c) 1---+ {abc}, 
und eine Bilinearform (a, b) 1---+ <a, b) gibt mit den Eigenschaften 
b) <x, y) ist schiefsymmetrisch und nicht ausgeartet, ) 
a) {xyz} ist symmetrisch in allen Argumenten, 
(1. 1) c) <x, {yzu}) ist eine symmetrische quartare Form ungleich Null, 
d) {{xxx}xy}=<y, x){xxx}+<y, {xxx})x. 
Es wird (1.1 d) vollstandig polarisiert. Da wir hierbei Char. K oft 2, 3 
gebrauchen, wollen wir dies von nun an stets voraussetzen. 
Wir erhalten 
{ 3{{xxu}xy}+{{xxx}uy}=<y, u){xxx}+3<y, x){xxu}+ 
(1. 2) + 3<y, {xxu})x + <y, {xxx})u. 
( 2{{xuv}xy}+ {{xxu}vy}+ {{xxv}uy}= 
(1.3) ) =<y, u){xxv}+<y, v){xxu}+2<y, x){xuv}+ 
( +2<y, {xuv})x+<y, {xxu})v+<y, {xxv})u. 
) 
{{xuv}yz}+ {{zuv}xy}+ {{xuz}vy}+ {{xvz}uy}= 
(1.4) =<y, u){xvz}+<y, v){xuz}+<y, z){xuv}+<y, x){uvz}+ 
+<y, {xvz})u+<y, {xuz})v+<y, {uvx})z+<y, {uvz})x. 
2. Wir definieren zu u, v E ;t die lineare Abbildung uv* von % in sich 
durch 
uv*x: =<x, v)u. 
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Mit A* bezeichnen wir die beziiglich (,) adjungierte Transformation 
zu A E HomK( ::1::, ::1::). Man verifiziert leicht 
LEMMA 1.1: Fur u, v E ::1:: und A, BE Hom% 1) gilt 
a) Spur uv* = (u, v), 
b) (uv*)* =- (vu*), 
c) A(uv*)B* = (Au)(Bv)*, 
d) die Transformationen der Form uv* erzeugen (linear) Hom%. 
Wir definieren die lineare Transformation L(u, v) durch 
L(u, v)x: == {uvx}. 
L(u, v) ist linear und symmetrisch in den Argumenten u und v und 
es gilt L(u, v)x=L(u, x)v. 
Die Eigenschaften (l.1b) und (1)c) ergeben gerade 
1.5) L*(u, v)= -L(u, v), 
denn es ist 
(L*(u, v)x, y)=(x, {uvy})=(y, {uvx})= -(L(u, v}x, y). 
3. Wir fassen (l.1d) auf als lineare Transformation in y und (1.2) 
als lineare Transformation in u und ersehen 
{1.1') L( {xxx}, x) = {xxx}x* +x{xxx}* 
bzw. 
{ 3L(x, y)L(x, x)+L({xxx}, y)= -{xxx}y*+3(y, x)L(x, x)+ (1 2') 
· +(y, {xxx})ld+3x{xxy}*. 
Von (1.2') bilden wir das Adjungierte, beachten L*(x, y)= -L(x, y) und 
(uv*)* = -vu* und erhalten 
{ 3L{x, x)L(x, y)-L({xxx}, y)=y{xxx}*-3(y, x)L(x, x)+ (1.6) +(y, {xxx})Id-3{xxy}x*. 
Dies angewendet auf u ergibt 
{ 3{xx{xyu}}- {{xxx}uy}=(u, {xxx})y- 3(y, x){xxu}+ (1.7) +(y, {xxx})u-3(u, x){xxy}. 
Durch Polarisation folgt 
17, { 2{xv{xyu}}+{xx{uyv}}-{{xxv}uy}=(u, {xxv})y-2(y, x){xuv}+ 
( · ) +(y, {xxv})u-(y, v){xxu}-(u, v){xxy}-2(u, x){xyv}. 
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4. Zu A E Hom% definieren wir T(A) E Hom% durch 
Spur AL(x, y)=(T(A)x, y). 
Es gilt 
LEMMA 1.2: a) T(uv*)=L(u, v), 
b) T(A*)=T(A)*= -T(A), 
Beweis: Aus Lemma 1.1 folgt 
(T(uv*)x, y) = Spur uv*L(x, y)= Spur {xyu}v* =({uvx}, y), 
das bedeutet a). Mit Lemma 1.1 d) und b) und (1.5) folgt Teil b) aus a). 
Fiir v=u bedeutet (1.3) als lineare Transformation in y 
L({xuu}, x)+L({xxu}, u)={xuu}x* +x{uux}* +{xxu}u* +u{uxx}*; 
oder mit Lemma 1.2 a) und Lemma 1.1 c) 
T(T(uu*)xx*) +T(T(xx*)uu*) = [T(uu*), xx*] + [T(xx*), uu*], 
wobei wir wie iiblich [A, B]=AB-BA setzen. 
Weg~n T(A*)= -T(A) hat man T(T(uu*)xx*)=!T([T(uu*), xx*]). 
Somit haben wir 
T([T(uu*), xx*])+T([T(xx*), uu*])=2[T(uu*), xx*]+2[T(xx*), uu*]. 
Wegen Lemma 1.1 werden die beziiglich (,) schiefsymmetrischen 
Transformationen von den xx* aufgespannt, also gilt 
{ T([T(A), B])+T([T(B), A])=2[T(A), B]+2[T(B), A] fiir (1.8) . A*= -A, B*= -B. 
Dies ist die polarisierte Form von 
(1.9) T([T(A), A])=2[T(A), A] fiir A*= -A. 
Setzen wir hierin A =xx* ein, so erhalten wir mit Lemma 1.2 a) 
wieder (1.1'). 
5. Eine lineare Abbildung D von % in sich heisst eine Derivation 
von %, wenn gilt 
(1.10) D{xyz}= {(Dx)yz}+ {x(Dy)z}+ {xy(Dz)}. 
Dies ist gleichbedeutend mit 
(1.11) [D, L(x, y)]=L(Dx, y)+L(x, Dy). 
Wegen der Symmetrie von {xyz} und Char. K =F2, 3 ist (1.10) aquivalent 
mit D{xxx}=3{xx(Dx)}. Nun ersehen wir aus (1.7), dass gilt 
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LEMMA 1.3: Die Transformationen der Form 
D(x, y):=L(x, y)-yx*-xy* 
sind Derivationen von %. 
Wegen Lemma 1.2 a) haben wir hierzu sofort 
KoROLLAR 1: Fur A*= -A ist T(A)- 2A eine Derivation von %. 
Weiter zeigen wir 
LEMMA 1.4: Fur jede Derivation D von % gilt D* =-D. 
Beweis: Wir setzen in (1.2) u=Dx und ersetzen in (1.1 d) y durch 
Dy und addieren die entstehenden Gleichungen. Wegen (1.10) erhalten 
wir 
D{{xxx}xy}=(<y, Dx) +<Dy, x)){xxx}+ (<y, D{xxx})+ 
+<Dy, {xxx}))x+<y, {xxx})Dx+<y, x)D{xxx}. 
Wegen (1.1d) ist jetzt ersichtlich, dass gilt 
<<D* +D)y, x){xxx}+<(D* +D)y, {xxx})x=O. 
Fiir x mit <x, {xxx})*O sind x und {xxx} linear unabhangig, also 
<<D*+D)y,x)=O. Die Menge der x mit <x,{xxx})*O ist wegen (1.1c) 
nicht leer, da Char. K * 2, 3 folgt nach einem Standardschluss <(D* + 
+D)y, x)=O fiir alle x E% und damit D* =-D. 
Zu Lemma 1.3 haben wir nun noch das 
KoROLLAR 2: Mit D ist auch T(D) eine Derivation von %. 
Mit Lemma 1.2 a), D* = -D und (1.11) erhalt man 
LEMMA 1.5: D E Hom % ist genau dann eine Derivation vo_n %, wenn 
D* = -D und T([D, A])= [D, T(A)] fur alle A E Hom % gilt. 
§ 2. BEISPIELE. 
1. In 1.1 haben wir bereits Beispiele fiir FT-Systeme angegeben. Wie 
dort die Komposition explizit definiert ist, wollen wir hier nicht wieder-
geben. Hierzu verweisen wir auf [3] und § 6. 2. In diesem Paragraphen 
geben wir ein Beispiel an, das von den in [3] betrachteten FT-Systemen 
wesentlich verschieden ist. 
Es sei ~ ein 2n dimensionaler Vektorraum tiber K mit nicht ausge-
arteter schiefsymmetrischer Bilinearform <,) (also ein nicht singularer 
symplektischer Raum) mit einer beziiglich <,) schiefsymmetrischen In-
volution J, d.h. 
(2.1) J2=ld, <Jx,y)+<x,Jy)=O. 
Auf~ definieren wir eine trilineare Komposition (x, y, z) 1-+ {xyz} durch 
(2.2) {xyz}=<x, Jy)Jz+<y, Jz)Jx+<z, Jx)Jy. 
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Es gilt 
SATZ 2.1: Der nicht singuliire symplektische Raum ~ ist bezuglich (,), 
der Involution J und der durch (2.2) definierten Komposition ein FT-System. 
Beweis: Wir zeigen, dass (1.1) a)-d) erfiillt sind. 
a) Das ternare Produkt ist ersichtlich symmetrisch in allen Argumenten. 
b) gilt nach Voraussetzung.' 
c) Aus (2.2) folgt 
({xyz}, u) =(x, Jy) (Jz, u) +(y, Jz) (Jx, u)+(z, Jx) (Jy, u). 
Die rechte Seite ist wegen (2.1) symmetrisch in allen Argumenten. 
Weiter hat man (x, {xxx})=3(x,Jx)2• Da (,) nicht ausgeartet ist, gibt 
es x mit (x,Jx)¥=0, also gilt auch ({xyz},u)¢'-0. 
d) Wegen {xxx}=3(x,Jx)Jx ist (l.d) in diesem Fall aquivalent mit 
{xyJx}=(y, Jx)x+(y, x)Jx. 
Dies folgt aber sofort aus (2.2) und (2.1). 
2. Es sei ~ wie in 1. Eine lineare Abbildung D von ~ ist genau dann 
eine Derivation des FT-Systems, wenn gilt 
[D, L(x, x)]=2L(Dx, x) 
(vgl. (1.11)). In unserem Fall ist 
L(x, x) = (x, Jx)J + 2(Jx)(Jx)*. 
Also ist D genau dann eine Derivation, wenn gilt D* = - D (vgl. 
Lemma 1.4) und 
(2.3) (x, Jx)[D,J]-2[D, J]xx*J -2Jxx*[D, J]-([D, J]x, x)J =0. 
Hiervon nehmen wir die Spur. Wegen Spur uv* = (u, v) folgt 
([J, [D,J]]x,x)=O 
und weil die Bilinearform nicht ausgeartet ist dann [J, [D, J]] = 0. Wegen 
J2=Jd heisst das D=JDJ, bzw. DJ =JD. Ist andererseits D eine mit J 
vertauschbare schiefsymmetrische Transformation, dann ist (2.3) erfiillt. 
Damit ist gezeigt: Die Derivationen von ~ sind genau die bezgl. (,) 
schiefsymmetrischen Transformationen, die mit der Involution J ver-
tauschbar sind. 
3. Wichtige Involutionen der unter 1. (vgl. (2.1)) verlangten Art 
gewinnt man folgendermassen: 
~ ist als nicht singularer symplektischer Raum orthogonale Summe 
von hyperbolischen Ebenen Kai+Kbi, (ai, aJ)=(bi, b1)=0, (at, bt)=1 
(1<,i,j<,n). 
12 Series A 
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Setzen wir a=a1, b=bt, U+=Ka2+ ... +Kan, U-=Kb2+ ... +Kbn, 
Dann ist 
~=Ka+Kb+ U++ u-. 
(2.4) 
Auf ~ definieren wir die lineare Transformation J durch 
Man verifiziert sofort 
J2=ld und <Jx, y)+<x, Jy)=O. 
Wir bemerken noch, dass wegen J xB = exB, e = ± , < xB, J X8 ) = 0 und damit 
(2.6) 
gilt. Ein FT-System der oben beschriebenen Art nennen wir ein dem 
nicht singuHi.ren symplektischen Raum zugeordnetes FT -System. 
§ 3. DIE PEmcE-ZERLEGUN~ EINES FT -SYSTEMS. 
1. Von nun an machen wir die Voraussetzung, dass es in dem FT-
System% ein c gibt mit <c, {ccc}) = 3. Dies ist z.B. der Fall, wenn wir K 
algebraisch abgeschlossen wahlen. (vgl. (l.1c)) 
Sei U:={x E%, <x, c>=<x, {ccc})=O}. 
Damit ist 
%=Kc+K{ccc}+ U. 
Aus (1.2) ersieht man fur y=c und u E U 3L2(c, c)u=<c, {ccc})u; da 
L(c, c) den Unterraum 1t in sich abbildet, haben wir 
(L(c, c)lu)2 =ldiu· 
Es sei ue: = {x E u, {ccx}=ex}, e= ±' dann haben wir die direkte Sum-
menzerlegung 
%=Kc+K{ccc}+ U++ U-1). 
Diese Zerlegung nennen wir die Peirce-Zerlegung nach dem Element c. 
LEMMA 3.1: U+ urul u- sind total isotrope Unterrliume von %. 
Beweis: Ftir u, v E ue gilt wegen (l.1c) and (l.1b) 
e<u, v>=<{ccu}, v>=<{ccv}, u)=e<v, u)= -e<u, v). 
KoROLLAR: U+ urul u- haben gleiche Dimension. 
1) Diese Zerlegung wurde auch bereits von Springer betrachtet. 
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Beweis: Wegen (l.1b) und Lemma 3.1 ist die Paarung <U+, U-> 
nicht ausgeartet. Somit ist us im Dualen von u-s, daraus folgt die Be-
hauptung. (vgl. auch [1], Seite 21). 
2. Es werden nun die fur das Folgende grundlegenden Formeln her-
geleitet. Es seien stets a8 , b8, xB, ?f Elemente aus U8 (e= ±). 
In (1.3) y=x=c, U=V=U8 und erhalten mit Lemma 3.1 
(3.1) {{U8U8C}cc}+e{U8U8C}=0; das bedeutet {U8U8C} E u-s. 
Nun tragen wir in (1.3) x=c, u=v=u8 , y=y-e ein und finden wegen 
(3.1) und Lemma 3.1 
(3.2) 
Dies bedeutet wegen (3.1) insbesondere 
(3.2') 
Fiir y=u=u8 folgt aus (1.2) 
(3.3) 3e{cu8u8 } + {{ccc }u8u8 } = 0. 
Mit y=y-e und u=u8 erhalten wir aus (1.2) 
3e{cu8y-8 }+ {{ccc}u8y-8}=<y-e, u8){ccc}+ 3e<y-e, u8)c. 
Vertauschen wir u und y und ersetzen e durch - e, erhalten wir 
-3e{cu8y-s}+{{ccc}u8y-e}= -<y-e, u8){ccc}+3e<y-e, u8 )c. 
Aus diesen heiden Gleichungen folgt 
{ {{ccc}u+y-}= 3<y-, u+)c (3.4) {cu+y-}=l<y-, u+){ccc}. 
Wegen {u8U8C} E u-e folgt nun aus (3.4) 
(3.5) {{u8u8c}c?f}=le<{u8u8c}, y8){ccc}. 
In (1.3) setzen wir v=u=u8 und y=y8 und sehen 
{{u8U8C }cy8 } + e{u8u8y8 } = <y8 , {u8u8c})c. 
Mit (3.5) folgt hieraus wegen e2 = + 
(3.6) 
Weiter setzen wir in (1.2) u=c, x=u8 , y=y-s. Man erhalt 
3{ {ususc }uey-s} + { {ueueue}cy-e} = 3<y-e, ue){ueuec} + <y-e, {ueueue})c. 
Aus (3.6) folgt wegen {{ccc}cu}=O fiir u E U 
(3.7) 3{{u8u8c}u8y-8}=3<y-e, u8 ){u8u8c}+<u8 , {u8u8c})y-e. 
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Die Formel (1.2) gibt fiir u=u-e, y=y-e und x=x8 wegen (3.6) 
3{{xexeu-e}xey-e} + {{xexexe}u-ey-e} = 3(y-e, xe){xexeu-e} + 
+ 3(y-e, {xexeu-e})xe. 
Mit (3.6) und (3.3) folgt daraus 
{ 3{{xexeu-e}xey-e}= 3(y-e, xe){xexeu-e}+ 3(y-e, {xexeu-e})xe-(3·8) - 2s(x8 , {x8X8C }){cu-ey-e}. 
Setzen wir in (1.3) x=y=a-e, u=v=xe erhalten wir wegen 
(3.9) { 
{{xexea-e}a-ea-e} + {{a-ea-exe}xea-e} = (a-e, xe){a-ea-exe} + 
+ < a-e, {xexea-e}>a-e. 
In (1.2) tragen wir x=x8 , u=u-e und y=c ein; das ergibt wegen 
(c, u-e) = (c, {u-exexe}) = 0 
3{{xexeu-e}xec} + {{xexexe}u-ec} = (c, {xexexe})u-e. 
Hierin tragen wir {xexexe}=(c, {xexexe})(sc+t{ccc}) ein (vgl. (3.6)) und 
find en wegen { { ccc }cu-e}= 0 
(3.10) 
Da ue und u-e dual zueinander sind, gilt auch 
(3.11) 
W eiter benotigen wir die Formeln 
(3.12) 
(3.13) 
{xexe{yeyec}} = {yeye{xexec}} + 2(ye, {xexec })ye _ 2(xe, {yeyec })xe, 
{y8c{x8x 8v-e}} = 2{xev-e{xeyec}} + 2(y8 , v-e){xtx8c }. 
Wir erhalten beide Formeln aus (1.7'). Im ersten Fall setzen wir in 
(1.7') v=c, x=x8 , u=y=ye und verwenden wieder (3.6) und {{ccc}cu}=O 
fiir u E U. Urn (3.13) zu beweisen setzen wir in (1.7') y=c, x=xe, v=v-e 
und u = ye ein; das ergibt 
2{xev-e{xeyec}} + {xexe{yev-ec}}- { {xexev-e}yec}- ( v-e, ye){x8X 8C }. 
Wegen (3.4) ist {yev-ec}=!s(v-e, y8 ){ccc}. Dann wird mit (3.3) 
{xexe{yev-ec}}=!s(v-e, ye){xexe{ccc}}= -(v-e, y8){xexec}. 
Dies oben eingetragen ergibt (3.13). 
In (1.7') setzen wir schliesslich u=y=xe, v=ve, x=y-e und erhalten 
mit (3.6) und (3.3) 
{ 2{y-eve{y-exexe}}- {xexe{y-ey-eve}} = 2(xe, {y-ey-eve})xe _ (3.14) 
- 4(xe, y-e){y-evexe}- 2s(xe, {x8v8c}){y-ey-ec}. 
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§ 4. EINE KLASSIFIKATION DER FT -SYSTEME. 
1. Sei % ein FT -System und 
%=Kc+K{ccc}+ U++ U-
die in § 3 betrachtete Peirce-Zerlegung von :t nach c. Es sei x8 , ye E ue 
und a-e E u-e. Nach (3.2') ist {xeyea-e} E ue. Definieren wir 
(4.1) 
dann ist ue mit diesem Produkt eine kommutative Algebra. Nach (3.7) 
gilt {{a-ea-8c}a-8x}-<x8 , a-8 ){a-ea-ec}=l<a-e, {a-ea-8c})x8 und damit folgt 
aus (4.1) 
(4.2) 
Wir sehen, dass hier eine Fallunterscheidung notig wird. 
I. Fiir aile x-8 EU-e ist <x-e, {x-ex-ec})=O. 
II. Es gibt ein a-e E u-e mit <a-e, {a-ea-8c})#O. 
2. Wir behandeln zunachst den einfacheren Fall I. 
Da, wie wir gleich sehen werden, <x-e, {x-ex-ec }) = 0 fiir aile x-e E u-e 
aquivalent ist zu <xe, {x8xBc }) = 0 fiir aile xe E U8 , beha.ndeln wir den Fall I 
in der Form: 
Aus (3.6) folgt dann 
(4.3) {x8xBxB}=0 fiir alle x8 E U8 • 
Ausserdem gilt dann auch <ye, {x8X 8C }) = 0 fiir aile xe, yB E ue. Da 
{x8xBc} E u-e und die Paarung <U+, U-> nicht ausgeartet ist (vgl. Lemma 
3.1), folgt 
(4.4) {x8xBc}=0. 
Hiermit folgt jetzt aus (3.2) 
(4.5) 
In (3.2) 8 durch -8 ersetzt gibt 
{ {x-ex-ec }cy8}-8{x-ex-eye} = - 28<ye, x-e)x-e; 
da {x-ex-ec} E U8 folgt nach (4.4) auch {{x-ex-ec}yoc}=O und damit 
(4.6) 
Hierin tragen wir yo= {x-ex-8c} ein und erhalten mit (3.10) 
6< {x-ex-ec }, x-8)x--e = 2< {x-ex-ec 1, x-8)x-e, 
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d.h. wegen Char. K # 2 
(x-8 , {x-ex-8c})=0 fiir aile x-e E U-e 
und damit folgern wir genau wie oben 
(4.7) 
und 
{4.8) {x-ex-8C}=0 fiir aile x-e E U-8 • 
Wir zeigen nun 
SATZ 4.1 : Die einem nicht singularen symplektischen Raum zugeord-
neten FT-Systeme sind genau die mit {xBxBxB} = 0 fur alle xB E U8 • 
Beweis: Nach (2.6) gilt in einem solchen System die angegebene 
Beziehung. Ausserdem ist wegen (3.6) {x8x8x8 }=0 aquivalent zu 
({x8xBc}, xB)=O. 
Wir haben also zu zeigen, dass die hier als Fall I behandelten FT-Systeme 
die in§ 2 beschriebene Struktur haben.Hierzusetzen w4" a:=~, b: = l{ccc}. 
Zu X=~1a+~2b+x++x- definieren wir 
J~=~2a+~1b+x+-x-
und sehen leicht ein, dass J 2=ld und J* = -J gilt. Zu zeigen bleibt 
{xyz}=(x, Jy)Jz+(y, Jz)Jx+(z, Jx)Jy. 
Wir verifizieren diese Gleichung fiir die verschiedenen Kombinationen 
von c, {ccc}, x+, x-. Zu zeigen ist 
{aaa}=3b, {aab}=a, {aax8 }=ex8 , {abx8 }=0, 
{axBx8}={bx8x8}=0, {x+y~a}=(y-, x+)b, 
{x+y-b}=(y-, x+)a, {bbb}= -3a, {bba}= -b, 
{x8x8y-8}=2(y-e, x8)xB, {bbxB}= -ex8 , {x8x8x8}=0, (e= ±). 
Diese Formeln aber folgen der Reihe nach aus der Definition von a 
und b, {l.1d), Definition von x8 , {l.1d), (4.8) und (4.4) in Verbindung 
mit (3.3), (3.4), (3.4), (1.2) fiir u=y={ccc} und {l.1d), {l.1d) fiir y={ccc}, 
(4.5), (1.2) und schliesslich (4.3) und (4.7). 
3. Wir kommen nun zum Fall II, d.h. in u-e gibt es ein Element a-B 
mit (X:=(a-e, {a-ea-8c})#O. 
Setzen wir e8 : = !(X-l{a-sa-ec }, dann ersehen wir a us ( 4.2), dass ue mit 
der in (4.1) definierten Multiplikation eine Algebra mit Einselement e8 ist. 
Fiir X=xB E ue berechnen wir xo (xo x). Aus (4.1) erhalten wir 
(x ox) oX= ({xxa-8}+ 2(a-s, x)x) ox= 
={{xxa-8}xa-8 }+(a-e, {xxa-8})x+(a-8 , x){xxa-8}+2(a-8 , x)xo x. 
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Nach (3.8) gilt 
{{xxa-8}xa-8 }= (a-e, x){xxa-8 } + (a-e, {xxa-e})x- ie(x, {xxc }){ca-ea-e}. 
Dies tragen wir in die vorhergehende Gleichung ein und ersehen 
{ xo (xo x)=2(a-e, x){xxa-8}+2(a-e, {xxa-8})x-(4·9) - ie(x, {xxc}){a-ea-ec}+ 2(a-e, x)x ox. 
In (4.9) setzen wir nun {xxa-8}=xo x-2(a-e, x)x ein und finden 
{ (xo x) o x-4(a-e, x)xo x+(S(a-e, x)2-2(a-.8 , xo x))x=-(4-10) -ie(x, {xxc}){a-ea-ec}. 
Sei z1 die linke Seite und z2 die rechte Seite von (4.10), dann bilden 
wir (a-e, z1)=(a-e, zz), also 
(a-e, (x ox) ox) -4(a-e, x) (a-e, x ox)+ S(a-e, x)3- 2(a-e, x ox) (a-e, x) 
= -ie(x, {xxc}) (a-e, {a-ea-ec}). 
Aus dieser Gleichung berechnen wir -ie(x, {xxc}) und tragen das 
Ergebnis in (4.10) ein, danach haben wir l (xo x) o x-4(a-e, x)xo x+(S(a-e, x)2-2(a-e, xo x))x= (4.ll) =!<X-l(t(a-e, xo (xo x))-~·l'-<a-e, x) (a-e, xo x)+ 
+2j(a-e, x)3){a-ea-ec}. 
Wir setzen 
(4.12) { 
a(x):=4(a-e, X) ftir X E U8 und e:=e8 =£iX-l{a-ea-ec}, 
dann bedeutet ( 4.11) 
{ (xo x)o x-a(x)xo x+i[a(x)2-a(xo x)]x= (4.13) 
= (-!a( (x o x) o x)- ia(x o x)a(x) + }a(x)3)e 
Dies ist die entscheidende Forrnel zurn Beweis von 
SATZ 4.2: ue ist mit der in (4.1) definierten Multiplikation eine Jordan 
Algebra vom Grad < 3. 
Der Beweis ist genau der gleiche wie in [2], Kap. VII, § 6. 4 oder in 
[7], Seite 257, wenn wir zeigen, dass die Linearforrn a auf ue assoziativ ist. 
Wir zeigen also 
LEMMA 4.3: Die Linearform a auf lte, definiert durch a(x)=4(a-e, x) 
ist assoziativ. 
Beweis: Aus der Definition (4.1) erhalten wir ftir x, y E ue 
a((xo x)o y)-a(xo (xo y))=4(a-e, (xo x)o y-xo (xo y))= 
=4[(a-e, {{xxa-e}a-ey}-{{xya-e}a-8x})+(a-e, {xxa-e}) (a-e, y)-
- (a-e, {yxa-8 }) (a-e, x) ]. 
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Aus der Symmetrie von <a, {uvw}) bzw. wegen L*(u, v)= -L(u, v) folgt 
a((x ox) o y-x o (x o y)) =4[<y, {{xxa-8}a-~a-8}+ {xa-e{xa-ea-8}}>-
-<y, <a-e, {xxa-8})a-8 +(a-e, x){a-ea-8x}) ]. 
Jetzt ersieht man aber aus (3.9), dass die rechte Seite Null ist, also 
a((x ox) o y) = a(x o (x o y)). 
Dies polarisieren wir: 
2a((xo y)o z)=a(xo (yo z))+a(yo (xo z)). 
Durch zyklische V ertauschung x -+ y -+ z -+ x folgt 
2a((y o z) ox)= a(y o (z ox))+ a(z o (yo x)). 
Subtraktion beider Gleichungen ergibt wegen Char. K ¥= 3 
a((x o y) o z) = a(x o (yo z)). 
Das ist die Behauptung. 
(To be continued) 
