Selective laser melting is a powder-based, additive-manufacturing process where a threedimensional part is produced, layer by layer, by using a high-energy laser beam to fuse the metallic powder particles. A particular challenge in this process is the selection of appropriate process parameters that result in parts with desired properties. In this study, we describe an approach to selecting parameters for high density (>99%) parts using 316L stainless steel. Though there has been significant success in achieving near-full density for 316L parts, this work has been limited to laser powers <225W. We discuss how we can exploit prior knowledge, design of computational experiments using a simple model of laser melting, and single-track experiments to determine the process parameters for use at laser powers up to 400W. Our results show that, at higher power values, there is a large range of scan speeds over which the relative density remains >99%, with the density reducing rapidly at high speeds due to insufficient melting, and less rapidly at low speeds due to the effect of voids created as the process enters keyhole mode.
Introduction
Laser powder-bed fusion additive manufacturing (AM) is a method by which metal parts can be produced layer by layer. The design freedom afforded by this process is accompanied by complexity. For example, Yadroitsev (2009) indicates that there are more than 130 parameters that could affect the final quality of the material that is being produced. These include laser power, scan speed, scan-line spacing (hatching), powder layer thickness, scanning strategy, atmosphere, and powder bed temperature. Ranking the parameters in order of importance is critical to limiting the scope of design of experiments (DOE) studies that are a common approach to identifying sets of parameters that optimize material properties such as density. An example of the use of DOE methods to rank parameters is given in the main effects analysis of Delgado et al. (2012) . It is not unusual for DOEs to include hundreds of samples to reach an optimal set of process parameters, making such investigations time consuming and expensive.
Additively manufactured 316L stainless steel has been studied in a number of previous investigations. It is one of the materials where there has been significant success in achieving near full density. However, as the studies in Table 1 powers <225W. Recently, metal additive-manufacturing machines have become available with powers up to 1000W, as described in the work of Niendorf et al. (2013) on the microstructure and mechanical properties of 316L stainless steel at powers of 400W and 1000W.
But, this increasing laser power is accompanied with the increasing likelihood that the mechanism for melting of the powder in the powder bed and the fusion of that molten material to underlying material could transition from being controlled by thermal conduction to being controlled by the so-called keyhole mode melting as described in Rai et al. (2007) . In keyhole-mode laser melting, the power density of the laser beam is sufficient to cause evaporation of the metal and formation of plasma. Metal evaporation causes the development of a vapor cavity that enhances the laser absorption. This enables the laser beam to drill to a far deeper depth than is possible in conductioncontrolled mode. Collapse of the cavity can leave voids in the wake of the laser beam, as shown in Madison and Aagesen (2012) .
Therefore, reaching full density requires balancing laser power, scan speed, beam size, and layer thickness to ensure on one hand that the layer fully melts and on the other hand that the melting does not result in development of a large amount of voids due to the keyhole mode mechanism. Thus, one might expect that using higher powers, with the accompanying higher laser speeds, might narrow the processing window to achieve near full density. However, there is evidence (see Buchbinder et al. (2011)) , in experiments on aluminum alloys at 300, 500, 700, and 1000W, that increasing laser power broadens the processing window.
In this study, we investigate the effect of process parameters on density of 316L stainless steel for laser powers up to 400W. This paper is organized as follows. First, we describe how we use data mining techniques to gain insights into simple experiments and simulations that model the process of laser melting. By combining these results with prior information, we are able to streamline the process of parameter optimization, and identify parameters likely to result in high-density parts. Next, we describe our experimental approach, including the process used to determine the density of simple square pillars that were built using the parameters determined earlier. We then present the results of our experiments, along with the insights gained in this study and conclude with a brief summary of our work.
Selecting the experimental parameters
Our experiments were conducted using a Concept Laser M2 laser powder-bed fusion machine with a maximum power of 400W and a spot size, D4σ, of 54µm. Since much of the work in identifying optimal process parameters for high density for 316L stainless steel has been done on machines with a lower power of 100W (see Table 1 in Section 1), a major challenge was to identify the appropriate parameters for use with these higher-power machines. To achieve our desired goal of identifying process parameters that would result in high density (>99%) parts in relatively few iterations, we exploited all the information available to us, including prior knowledge, simple simulations, simple single-track experiments, and data analysis techniques to help guide the selection of these parameters.
Exploiting prior knowledge
Our work was influenced to a large extent by earlier work done by Kruth et al. (2010a) and Yasa (2011) . In her thesis, Yasa (2011) indicated that using 100W lasers with a spot size Φ(99%) of 180 µm, high density parts (in this case, small square pillars of AISI 316L material), with good surface quality, could be obtained using a scan speed of 300mm/s, layer thickness of 30 µm, and scan spacing factor of 0.62. The scan spacing, which is the distance between consecutive scan tracks, was set to the scan spacing factor times the spot size. Given the spot size of the machine and the setting of the scan spacing factor, this resulted in a scan spacing of 112 µm. The powder size for the AISI 316L was D(v,0.5)= 42 µm, indicating that 50% of the total volume of powder is composed of particles larger than 42 µm in diameter. In Kruth et al. (2010a) , the optimal parameters for high density parts for AISI 316L stainless steel material at the slightly higher laser power of 105W and a slightly larger spot diameter Φ(99%) of 200 µm were found to be a scan speed of 380mm/s and a scan spacing of 125 µm. Since the spot diameter of our machine (equivalent to Φ(99%) = 81 µm) is much smaller than the one used in this prior work, we could not directly use these optimal process parameters to build high density parts even at 100-105W. However, this prior work did provide an initial estimate of the optimal parameters at low power settings.
Additional details in Yasa's thesis (Yasa (2011) , pp. 147) indicated that, for a fixed power and scan speed, the density improved as the layer thickness was reduced, with a layer thickness of 30 µm resulting in the highest density. For a fixed layer thickness, as the scan speed was increased from 100 to 200 mm/s, the relative density dropped from 98-99% to 96-98%, falling more rapidly to a range of 85-95% at 400mm/s. Based on this, we selected a layer thickness of 30 µm for our experiments as this setting had the smallest drop in density with increasing scan speeds making it the least sensitive to changes in the scan speed.
In addition to these prior experiments at low power (100W) that explicitly provided optimal parameters for high density, our understanding of the laser melting process also suggested that for a given power, as we increased the scan speed, the density would decrease as there was less melting of the powder. Also, for a given power setting, low speeds would result in very deep melt pools, with possible formation of voids due to keyhole-mode laser melting, resulting in possibly lower density. Therefore, to identify the optimal process parameters at higher values of the laser power, we had to select a scan speed that would not be too low nor too high. This was difficult as we did not know how the speed should be varied as the laser power was increased from 100W to 400W. In addition, for a specific power setting, it was unclear if the range of speeds over which high density parts were obtained was broad, making it easy to identify an optimal value, or relatively narrow, which would make the identification of optimal parameters challenging.
Use of simple simulations
To obtain some insights into what we might expect at higher power values over a range of scan speeds, we considered a simple, computationally-inexpensive simulation that would allow us to bracket the parameters for a design of (physical) experiments investigation into optimal parameters for high-density parts. Since the laser spot size is considered to be an important parameter, the Eagar and Tsai solution (Eagar and Tsai, 1983 ) was used to compute the temperature distribution of the surface of the melt pool and the longitudinal melt-pool cross-section as a function of AM parameters including laser beam energy, speed, and spot size. From this, we could calculate the melt pool length, width, depth, and area. The Eagar-Tsai model is a relatively simple model that considers a Gaussian beam on a flat plate to describe conduction-mode laser melting. The presence of powder is not considered. This simplicity of the model made it computationally inexpensive; as a result, it was possible to sample the input parameter space of the simulations rather densely. However, since it does not model the powder, the results were approximate and used mainly as an initial estimate of laser power and speed values to use in our experiments.
To understand how the melt-pool characteristics, including the length, width, and depth, would change with power and scan speed, we conducted a full fractional design of computer experiments (Oehlert (2000) and Fang et al. (2005) ) using the Eagar-Tsai model. There were four input parameters: laser power, scan speed, spot size, and laser absorptivity. We varied the speed from 50mm/s to 2250mm/s with 10 levels, the power from 50W to 400W using 7 levels, the spot size (D4σ) from 50 µm to 68 µm using 3 levels, and the laser absorptivity from 0.3 to 0.5 using 2 levels. This resulted in 462 parameter combinations that were input to our simulation.
The range of values for each variable was selected as follows. Our CL20 machine had a peak power of 400W, which determined the upper bound on the power. The lower limit on the speed was set to ensure sufficient melting at the low power values such that the melt-pool depth would be at least 30µm (the layer thickness selected for our experiments). The upper limit on the speed was estimated at a value that would likely result in a relatively shallow melt pool at the high power value. The lower and upper limits on the spot size were obtained from measurements of the spot size on our machine at focus offsets of 0mm and 1mm. By varying the spot size and the absorptivity, we were able to account for possible variations in these parameters over time or build conditions as we built the parts.
The outputs of the 462 simulations were analyzed in two ways. First, we considered the depth of the melt pool. Since we had decided on a layer thickness of 30 µm, we identified the simulations that resulted in depths ranging from 60 µm to 120 µm as possible candidates. This essentially removed the cases where there was insufficient melting or the melt pools were too deep. Our use of a simple rule to narrow down the cases we wanted to consider further is justifiable as the EagarTsai model is a simple approximation to what we would see in an actual experiment. We then focused on simulations that had laser power values at least 150W as we were interested mainly in the higher power settings. The resulting subset of 150 simulations was then used to identify possible parameters settings for physical experiments that would likely result in high-density parts.
We then considered the melt pool widths in this subset of 150 simulations. This ranged from 125 µm to 240 µm, with two-thirds of the simulations (101 simulations) having widths in the range of 125 µm to 175 µm. This provided us an estimate of the trace widths (that is, the width of a single track) to use in the physical experiments (see Section 3). Figure 1 shows a parallel-coordinate plot ( Inselberg (2009) ) that summarizes the inputs to the 462 simulations and the corresponding melt-pool depths. Parallel coordinate plots are a way of displaying high-dimensional, mult-variate data. First, the four inputs and the depth are individually scaled to lie between 0 and 4.0, enabling them to be displayed on a single plot. The x-axis displays the four inputs and the output. Each simulation is a poly-line that connects its scaled values of the four inputs and the scaled width. The simulations have been grouped into three groups, depending on whether the melt-pool depth is less than 60µm (247 cases), greater than 120µm (40 cases), or in between (175 cases). The poly-line corresponding to each simulation is assigned a unique color based on the depth. Of the 175 cases in the third group (in blue in the plot), 150 have power values at least 150W.
The parallel coordinate plot provides some insights into the range of process parameters we should consider further. First, we observe that deep melt pools (in purple in panel (a) or in panel (d)) result when the speed is very low, and the power is typically very high (though it can be moderate as well). Very shallow melt-pools (in blue in panel (a) or in panel (b)) result when the speed is relatively high and the power is relatively low (though it can be moderate as well). This indicates that speed is likely to be an important variable in determining the melt-pool depth, with power being a close second. The other two variables -beam spot size and absorptivity -have the three colors spanning the full range of low to high values, indicating that they are relatively less important in determining the depth.
Feature selection
Next, we used the 462 Eagar-Tsai simulations to identify the important input parameters for the melt pool characteristics. Prior work of Yasa (2011) had indicated that, for the parameter ranges considered in their experiments, the laser power, scan speed, layer thickness, and scan spacing were the most important process parameters in generating high-density parts. In the absence of a reasonable amount of experimental data relating various process parameters to the density of a part, we used the Eagar-Tsai simulations themselves to identity which of the four inputs -laser power, scan speed, spot size, and absorptivity -were most important in determining the characteristics of melt-pool depth, length, and width. We accomplished this using feature selection techniques from data mining (Kamath (2009) ). These techniques essentially rank each input variable using a metric that indicates how relevant the input is to the output. For example, the Pearson correlation coefficient between two vectors, X and Y , defined as
where Cov(X, Y ), the covariance between the two vectors, is a measure of how correlated the input X is to the output Y . If an input parameter is not correlated to any of the melt-pool characteristics, then it does not make sense to vary its value in designing the physical experiments. In our work, we used an ensemble of feature selection methods described in Sisto and Kamath (2013) to rank the relevance of the four input parameters in the Eagar-Tsai model. This ensemble approach combines the results of several feature selection methods to give a more robust result. We also included an additional noise parameter whose rank would indicate if any of the inputs were irrelevant to the melt-pool characteristics, as these input parameters would be ranked lower than the noise variable.
The results of feature selection using the 462 simulation are summarized in Table 2 . This indicates the rank of each of the four input parameters, and the noise variable, for each of the three outputs -the melt-pool width, length, and depth. A higher number indicates a higher rank. For all three outputs, the two highly-ranked inputs were clearly identifiable, while the metrics for the lowerranked ones were often very close or identical, and much lower than the ones for the top ranked parameters. The relative ranking of the three lowest-ranked inputs is therefore not significant. Further, the ranking reflects the range of the input parameters used in generating the data, and would likely change if different ranges were used.
The results in Table 2 indicate that for the melt-pool width and depth, the scan speed and laser power are the most important inputs, while for the melt-pool length, the laser power and absorptivity are the most important inputs. Note that a similar result is observed for the melt-pool depth using the parallel coordinate plot in Figure 1 . Based on this, since the melt-pool width and the depth are the main characteristics of interest in determining the processing parameters, we decided to focus on varying the laser power and the scan speed in our initial set of experiments.
Speed Power Beam size Absorptivity Noise Melt-pool width 5 4 1 2 3
Melt-pool length 2 5 1 4 3
Melt-pool depth 5 4 1 2 3 Table 2 : Rank order of the input parameters to the Eagar-Tsai mode: a higher rank indicates a more relevant input. The values of the metrics used in the ranking is typically the same or very close for the three lowest ranked inputs.
Use of single track experiments
Once we had identified possible ranges of power and speed that would result in sufficiently deep melt pools using the Eagar-Tsai model (see Section 2.2), we selected a small set of power and speed values for use in single-track experiments, as described in . For each power value selected, we estimated values of speeds such that at low speeds, we obtained deep melt pools, while at higher speeds, there was just sufficient melting so the melted powder adhered to the substrate.
We used a 40mm x 40mm build plate (see Figure 2) , with a tilt so that the layer thickness was 0 at the left and 200 µm at the right. Fourteen tracks were created using different power and speed settings as shown in Table 3 , where track 1 is the track at the top of the Figure 2. The build plate was then sliced at different values along the x-axis so the melt-pool structure at different layer thicknesses could be studied. Table 3 also includes the melt-pool height (above substrate), depth (below substrate), and width (at substrate) for the 14 tracks. These results are obtained at a layer thickness of 30 µm corresponding to a cut 6mm from the left edge of the plate. The images of the melt-pool corresponding to four sample tracks at 300W are shown in Figures 3 and 4 .
We make the following observations on the results from the single track experiments. First, as expected, increasing the laser power or reducing the scan speed results in greater melting of the powder and the substrate. However, the relationship appears to be non-linear, making it difficult to estimate the optimal speed at 400W if we know the optimal speed at, say, 100W. Second, for a given power and scan speed, as the layer thickness increases, the melting is reduced, which is also expected. This is clearly seen in the last three tracks on the plate, where at 150W, more of the track appears on the plate as the speed is reduced from 1200 mm/s to 800mm/s to 500mm/s. The third track from the bottom (at 1200mm/s) does not result in any melting at higher layer thickness, unlike the last track (at 500mm/s), which creates a continuous track until nearly the edge of the plate. In contrast, the tracks at the top of the plate, which are at higher powers, run the entire length of the plate. The 40mm × 40mm tilted build plate with the 14 tracks, each generated using a different value of laser power and scan speed, as listed in Table 3 , where track 1 corresponds to the track at the top of the plate. In the tilted plate experiment, the layer thickness starts at near zero at the left edge, increasing linearly to 200 µm at the right edge. Table 3 : The melt-pool width, height, and depth for the 14 tracks, along with the laser power and scan speed settings. Track 1 corresponds to the track at the top of the plate in Figure 2 .
Finally, we observe that the depth of the melt pool can be quite large, with a maximum of 195 µm for track 11, which is several times the layer thickness at 30 µm. On one hand, we want the depth to be sufficient so that the powder that has melted adheres to the previous layer. However, too deep a melt pool could indicate keyhole-mode melting that could result in voids, thus lowering the density of the part. It would also imply that we were either using more power than necessary, thus heating both the part and powder which could affect the microstructure and mechanical properties of the part, or using a lower speed than necessary, thus increasing the build time.
(a) (b) (a) (b) Figure 4 : The melt-pool width, height, and depth for (a) track 6 at 300 W and 1200 mm/s and (b) track 7 at 300W and 800 mm/s.
Selecting process parameters for high-density parts
Next, to identify the power and speed values that would result in high (>99%) density parts, we built small pillars, each at different power-speed values, and evaluated their density. Following earlier work by Yasa (2011) , our pillars were 10mm × 10mm × 7mm. These were placed 10mm apart on the build plate, as shown in Figure 5 .
The power and speed values for each pillar were selected based on the analysis of the Eagar- Tsai simulations, the single track experiments, and earlier work at lower power. A particular challenge was to determine the range of speeds to use for each power setting, given that extensive experimentation was not desirable. The higher end of this range was bounded by the requirement that we wanted the powder to melt and the melt-pool depth to be sufficient so that the new layer adhered to the previous one. We had also observed in the single-track experiments that deeper melt pools tended to be "cleaner", exhibiting left/right symmetry, with the cross-section of the melted powder in the form of a semi-circle. This led us to hypothesize that power and speed settings that resulted in melt pools with depths that were 2-3 times the layer thickness might be in the appropriate range for high-density parts. The re-melting of previous layers that would occur in a deep melt pool might also result in increased density as observed in Yasa's thesis (Yasa (2011), pp. 187) , where explicit re-melting after each layer significantly reduced porosity.
Based on this, we carefully selected an initial set of 24 power-speed combinations (see Figure 8 ) to create our first set of pillars. We used six different power values, with four speeds for each. Our intent was to obtain the range of parameters that would result in high-density parts by building and analyzing a relatively small number of pillars.
Experimental procedure
Our experiments to create high-density 316L stainless steel pillars using additive manufacturing were carried out using a Concept Laser M2 powder-bed fusion additive manufacturing machine under Argon atmosphere. The M2 has a 400W fiber laser with a laser spot size, D4σ = 54 µm. As mentioned earlier, we explored a range of laser power and scan speed options, while keeping the rest of the process parameters constant. Specifically, we used the island scanning pattern from Yasa (2011) with 5mm x 5mm islands (see was chosen to be reasonably larger than the island size to avoid small fragments of islands in layer. We set the track width to 150 µm, which is the default. The analysis of Eagar-Tsai simulations (Section 2.2) suggested that this was an appropriate choice, though the results from the single track experiments (Table 3) indicated that this might be a bit high. The parameters A1 (spacing between scan vectors), A2 (overlap of scan vectors between the islands at the start and end of the vectors), and A3 (overlap of the scan vectors between the islands at the sides of the vectors), were set to 70%, 15%, and 15% of the track width, respectively, as shown in Figure 6 , panels (b) and (c). These are the default parameters suggested for the machine; our plan was to start with the default parameters and fine tune them later as necessary. The outside contour of each pillar was built using the default of 200W, 1600mm/s, and the beam compensation (distance between the outside contour and the part) was set to 55 µm. The layer thickness was set to 30 µm.
We used two types of powder in our work -CL20 ES and LPW -with the size distribution shown in Figure 7 . By using two different powders, we could determine if powder type had a significant effect on the density of parts.
Measurement of density
We used two different measurements for the density of the small pillars that were built using additive manufacturing. First, the density of each pillar was obtained using the Archimedes method, as described in Section 3.1.1. However, as Yasa et al. (2010) have observed, the Archimedes method is a general approach for comparing the densities of different samples, but it may not be the best method for measuring density of additively-manufactured parts. This is because the pores formed during the laser melting process may contain some unmelted powder particles, resulting in the density, as measured by the Archimedes method, being different from the real density of a sample.
Figure 7: Distribution of the particle size for the LPW 316L powder (panels (a) and (b)) and the CL20ES powder (panels (c) and (d)). The left column is the distribution by diameter and the right column is the distribution by volume. Note that the scale for the x-axis is logarithmic, green is the distribution, and red is the cumulative distribution.
Therefore, we also measured the density of a select number of our samples by microscopically measuring the volume fraction of the pores, as described in Section 3.1.2.
Archimedes Method
We measured the density of our sample pillars using the Archimedes method based on the approach suggested in Spierings and Levy (2009) . First, all samples were cleaned ultrasonically in three steps: they were washed with Micro, a dilute soap solution; next, they were rinsed in deionized water: and finally, they were rinsed in isopropyl alcohol. Each clean/rinse step was 5 minutes long. The samples were then transferred to labeled bottles and out-gassed in a vacuum oven overnight. No heat was applied.
Next, we recorded the sample weights using a Mettler Toledo XP204 balance equipped with an immersion density kit. The exterior of each sample was then coated with Soft Yucca Optical Wax to seal the porous outer surface and the sample weights recorded again on the Mettler XP 204 balance.
We then used the balance to record immersion density measurements, using a stainless steel sphere for calibration. Three measurements were taken for each sample and averaged to obtain the immersed weight of the sample. From this, the porosity (in percentage) for each pillar was estimated as
where H is the combined volume of the wax-coated sample, S is the volume of the wax, and B is the air weight of the sample. The volume of the wax-coated sample was obtained by dividing the weight of the displaced liquid by its density, where the weight of the displaced liquid is, per the Archimedes' principle, the weight of the wax coated sample in air minus its apparent weight when immersed. The relative density of a sample (in percentage) was (100-porosity).
Measurements using Scanning Electron Microscope
In addition to using the immersion density measurements to estimate of the porosity of each sample, we also used micrographs captured in backscatter mode using an FEI Quanta 200 Scanning Electron Microscope (SEM). Between 21 and 25 micrographs from each specimen were captured at a fixed magnification and working distance such that they yielded a calibrated spatial resolution of 0.61µm, that is, the smallest void recorded could be 0.61µm× 0.61µm.
Since voids appear significantly darker than the regular granular microstructure in the backscatter micrographs, thresholding each micrograph into a binary image allowed for the direct calculation of the void area fraction of voids in each micrograph (and subsequently each specimen), which is stereologically equivalent to the volume fraction. This analysis was done using 8 pillars from the first set of 24 pillars built using the LPW powder.The pillars were chosen so that they spanned a range of power values, and included pillars created with different power values, but same speed, as well as different speeds, but same power values.
Results and discussion
We next present the results of our experiments to identify the power and speed parameters that would result in high-density, metal parts manufactured using an additive process. Our first two sets of 24 pillars were built using the LPW and CL20ES powders, respectively. The density obtained using the Archimedes method is given in Figure 8 for different combinations of laser power and scan speeds. We make several observations on these plots. First, for both powder types, it is possible to obtain high relative density, greater than 99%, at laser power of 250W or higher. For the lower power values, the choice of scan speeds used did not result in a relative density > 99%; however, the plots indicate that high density could be obtained using suitable speeds. Next, we observe that, at lower power values, the density tends to drop off quite quickly as we increase the speed. In contrast, at 400W, the relative density remains nearly constant at 99.5% as the speed is varied from 1900mm/s to 2200mm/s. Finally, we observe that the LPW powder results in lower density at 150W and 200W in comparison with the CL20ES powder; however, this difference diminishes at higher power values.
These plots appear to confirm our expectation that the density will reduce at higher speeds due to insufficient melting. This is observed clearly at the lower power values for both powder types. It also appears, though much less clearly, that the density reduces as we reduce the speed and the process enters the keyhole mode, which could result in voids.
These results prompted us to experiment with a third set of 24 pillars, with the power and speed values chosen to complete the curves generated in Figure 8 . For each power value, we selected the speeds so that we had a reasonable number of points on either side of the peak density. This set of 24 pillars was built using CL20ES powder. The combined plot for the relative density for the 48 pillars built using CL20ES powder is shown in Figure 9 , where panel (b) excludes the data (b) Figure 9 : Relative density as a function of laser power and scan speed using CL20ES powder and additional sample points to complete the curves shown in Figure 8 (b). Plot (b) excludes the values for power =150W to illustrate the variation at high density. A quadratic function is fitted to the points for each power value. Density was obtained using the Archimedes method. Table 4 : The porosity using SEM for a subset of eight pillars built using the LPW powder. The porosity estimated using the Archimedes method is included for comparison..
SEM
at 150W to show the variation at higher density clearly. This plot clearly indicates that at low speeds, as we enter the keyhole regime, the density reduces. However, this reduction is not as large as the reduction at higher speeds resulting from insufficient melting of the powder. Further, at higher power, the density remains high over a large range of speeds, while at lower power values, the curves are more peaked, with the density dropping off quickly from its peak value.
Since the density is obtained using the Archimedes method, it prompts the obvious question of the error in the measurement of the density. The immersed weight of each pillar (which is roughly 3.5g) is measured three times and is accurate to the fourth digit after the decimal point. The maximum variation among these measurements for a pillar was 0.0009g. When this error was propagated through the equation for porosity, it results in the largest variation in the porosity of 0.08%. In most cases, the variation, if any, is much smaller. Since such small variation was difficult to illustrate in the plots using error bars, we have not included them in Figures 8 and 9 .
Though the error in density due to the measurement process is negligible, we expect that multiple pillars built using a fixed set of process parameters will likely have slightly different densities. This could be caused by several factors, including the actual values of a process parameter being different from the value to which it is set, variation in values of the process parameters during the build process, and variation in the powder quality. Based on the results in Figures 8 and 9 , we expect that this variation will likely be larger at the lower power values, but smaller at higher power values.
The porosity determined by the volumetric fraction method using SEM (Section 3.1.2) for the subset of 8 pillars built using LPW powder is listed in Table 4 , along with the porosity obtained using the Archimedes method. The results indicate that either the Archimedes method overestimates the porosity or that the material is too inhomogeneously porous that one section using the microscopy technique is not valid.
Conclusions
In this paper, we showed how we can exploit prior knowledge, simulations based on a simple EagarTsai model, and simple single-track experiments to guide the choice of parameters for building high-density parts using an additive manufacturing process. By suitably analyzing the data from the experiments and simulations, and combining the results with prior knowledge, we were able to create small pillars with >99% relative density for a range of power values from 150W to 400W. We expect that a similar approach could be used for obtaining the process parameters that optimize other properties of the manufactured part.
Our analysis of the simulations using the Eagar-Tsai model also indicated that, for the design space explored in our analysis, the laser speed and power were the most important process parameters among the ones used as input to the simulations. Such analysis techniques would enable us to focus on a few important variables in designing our physical experiments, thus reducing the number of iterations to obtain optimal processing parameters. Though our model was a simple one, its simplicity made it computationally efficient, enabling us to sample the design space adequately. These initial sample points in feasible regions could be used as inputs to more complex models, providing further insights that could be exploited prior to the identification of process parameters.
Our physical experiments also provided some insights into the manufacturing of high-density parts. First, as expected, we found that for a given power value, increasing the speed leads to insufficient melting and lower density. We also found that the density reduces if the speed is too low, due to voids created as a result of keyhole mode laser melting; this reduction in density is however not as large as that resulting from insufficient melting. Second, we found that the use of different powders affected densities at lower power, but not at higher power. Finally, we found that at higher powers, the density is high over a wider range of scan speeds, unlike at lower powers. This would indicate that higher powers could provide greater flexibility in choosing process parameters that optimize various properties of a manufactured part. However, it remains to be seen if the operation at higher powers will have other negative effects on the micro-structure or mechanical properties of a part.
