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Abstract
We investigate finite 3-nets embedded in a projective plane over
a (finite or infinite) field of any characteristic p. Such an embedding
is regular when each of the three classes of the 3-net comprises con-
current lines, and irregular otherwise. It is completely irregular when
no class of the 3-net consists of concurrent lines. We are interested in
embeddings of 3-nets which are irregular but the lines of one class are
concurrent. For an irregular embedding of a 3-net of order n ≥ 5 we
prove that, if all lines from two classes are tangent to the same irre-
ducible conic, then all lines from the third class are concurrent. We
also prove the converse provided that the order n of the 3-net is smaller
than p. In the complex plane, apart from a sporadic example of order
n = 5 due to Stipins [7], each known irregularly embedded 3-net has
the property that all its lines are tangent to a plane cubic curve. Actu-
ally, the procedure of constructing irregular 3-nets with this property
works over any field. In positive characteristic, we present some more
examples for n ≥ 5 and give a complete classification for n = 4.
1 The problem and the results
A 3-net of order n is a point-line incidence structure consisting of n2 points
together with three classes of lines each consisting of n lines such that
(i) any two lines from different classes are incident;
(ii) no two lines from the same class are incident;
(iii) any point is incident with exactly one line from each class.
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The notion of 3-net comes from classical Differential geometry via the
combinatorial abstraction of the notion of a 3-web. There is a long history
on 3-nets in Combinatorics related to affine planes, latin squares, loops and
strictly transitive permutation sets. In recent years, finite 3-nets embedded in
the complex plane have been investigated in connection with the cohomology
of local systems on the complements of complex line arrangements, see [8, 3,
9]. The methods exploit modern Topology and Algebraic geometry.
In the present paper, mostly combinatorial methods are used to investi-
gate finite 3-nets embedded in a projective plane PG(2,F) over a field F of
any characteristic p with special attention on finite projective planes.
For this purpose, it is convenient to regard 3-nets in the dual plane of
PG(2,F); equivalently consider a dual 3-net in PG(2,F). Here a dual 3-
net embedded in PG(2,F) is a triple {A,B,C} with A,B,C pairwise dis-
joint point-sets of size n, called components, such that every line meeting
two distinct components meets each component in precisely one point. A
dual 3-net is regularly embedded if each component is contained in a line of
PG(2,F), otherwise the embedding is irregular. It is completely irregular if
no component is contained in a line. Many examples of completely irregular
embeddings are given by the dual 3-nets whose points lie on the same irre-
ducible plane cubic curve. Our main results are stated in Theorems 5.1 and
6.1. They provide a characterization of dual 3-nets with a non-completely
irregular embedding in PG(2,F).
We also show that if n = 4 the set A∪B ∪C is contained in a cubic, this
is no longer true in general when n ≥ 5.
2 Dual 3-nets of small order
For n = 1, any dual 3-net of order n is trivial as each component is just a
point. For n = 2, for every dual 3-net {A,B,C} in PG(2,F), A ∪ B ∪ C is
projectively equivalent to the Pasch configuration. Under suitable choice of
the coordinate system, the Pasch configuration consists of the points
(0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 1), (1, 0, 1), (0, 1, 1),
lying on each of the plane cubic curves belonging to the linear system
aX2Y + bXY 2 + c(X2Z −XZ2) + d(Y 2Z − Y Z2)− (a+ b)XY Z.
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For n = 3, all irregular dual 3-nets are projectively equivalent to {A,B,C}
where
A = {(1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1)},
B = {(a : 1/b : 1), (b : 1/c : 1), (c : 1/a : 1)},
C = {(a : 1/c : 1), (b : 1/a : 1), (c : 1/b : 1)},
with three pairwise distinct non-zero elements a, b, c of F. Since a dual 3-net
of order 3 consists of nine points, they are contained in a cubic. Furthermore,
B is on a line when
a
c
+
c
b
+
b
a
= 3,
and similarly for C when
a
b
+
b
c
+
c
a
= 3.
From this, if B is on a line, then A∪C is on an irreducible conic with equation
of type αXY + βY Z + γZX = 0 with α, β, γ ∈ F. The converse is also true,
that is, if A ∪ C is on an irreducible conic then B is on a line. The last two
results are special cases of Theorems 5.1 and 6.1.
The investigation of the case n = 4 requires much effort and it is carried
out in Section 7.
3 Examples of dual 3-nets from cubic curves
We show a general construction for dual 3-nets from a plane cubic curve F
of PG(2,F). The procedure is a straightforward extension of that used in [8]
and it depends on the well known abelian group (G,+) defined on the points
of a cubic curve.
Theorem 3.1. [4, Theorem 6.104, Corollary 6.105] A non-singular plane
cubic curve F can be equipped with an operation on its points to obtain an
abelian group (G,+). If 0 is the identity of (G,+), then three distinct points
P,Q,R ∈ F are collinear if and only if P + Q + R = 0′, 0′ being the third
of the three points (counted with multiplicity) that the tangent line in 0 to F
has in common with F .
For sake of completeness, we recall that this group is defined as follows.
Choose a point O ∈ F as the identity of the group. For any two points
P,Q ∈ F , the sum of P and Q is defined by P +Q = R, R being the third of
the three points (counted with multiplicity) that the line through P,Q has
3
in common with F . In the same way a group can be defined on the set of
non singular points when the cubic splits into an irreducible conic and a line
[see the final remark in Section 5].
Let G be the abelian group associated to a non-singular cubic curve F
in Theorem 3.1. Take a finite subgroup H of G whose index is greater than
two, with 0′ ∈ H, and choose three pairwise distinct cosets of H in G, say
A = a+H, B = b+H, C = c +H,
with a, b, c ∈ G and collinear, i.e.
a+ b+ c = 0′ .
Then A ∪ B ∪ C is a dual 3-net whose order is equal to the size of H . If 0
is an inflection point of F , then 0 = 0′ and the collinearity condition for the
points a, b, c becomes a+ b+ c = 0. A 3-net arising in this way from a cubic
curve is said to be of subgroup type if 0 is an inflection point.
The above construction, in case 0 is an inflection point, is currently the
main source of examples of 3-nets. Even in finite planes, it provides a lot of
examples using the following result on the number of points of a non-singular
cubic curve defined over a finite field.
Theorem 3.2. [4, Waterhouse’s theorem, Theorem 9.92] Let Fq be a finite
field of order q. For every positive integer m such that |m| ≤ 2√q and
m 6≡ 0 (mod p), there exists a non-singular cubic curve F defined over Fq
with precisely N = q + 1−m points in PG(2,Fq).
Here F may be assumed to be a non-singular plane cubic curve with an
inflexion in PG(2,Fq), see [4, Chapter 9.10]).
The known results on finite 3-nets embedded in the complex plane men-
tioned in Introduction and the above discussion might suggest the conjec-
ture that the completely irregular finite dual 3-nets, apart from a few mostly
sporadic examples, should be contained in a cubic curve. We have already
quoted Stipins’ sporadic example of order n = 5 in the complex plane. In
PG(2,F8) there is a nice example of order n = 5 due to J. Bierbrauer [1].
In this example, the point-sets A∪B, B ∪C and C ∪A are hyperovals, and
A ∪ B ∪ C is a 3-arc of maximal size not contained in a cubic curve.
4
4 Examples with the three sets not contained
in the same cubic curve
An irregular dual 3-net with a component on a line is contained in a cubic
curve if and only if the other components lie on an irreducible conic. This
raises the question of determining the irregular dual 3-nets such that a com-
ponent is on a line but there is no irreducible conic containing the other two
components.
We show that such irregular dual 3-nets exist, indeed. They can even be
constructed in a finite plane PG(2,Fq) provided that Fq has a subfield Fr of
order r > 3 satisfying the arithmetic condition
q > r2. (1)
To show how such a construction can be performed, consider the three-
dimensional affine space AG(3,Fr), and embed it canonically in the three-
dimensional affine space AG(3,Fq). Let n = r
2 and choose three pairwise
distinct parallel planes α, β and γ in AG(3,Fr). Obviously,
(*) any line meeting two of these planes must meet the third one too, and
in this case the line meets each these planes once.
Consider the unique plane γ′ of AG(3,Fq) containing γ, and take a point P
so that no line containing more than one point of γ contains P . This can be
done since γ can be viewed as an affine subplane of γ′ and its order r satisfies
(1). Now, in the three-dimensional projective space PG(3,Fq) arising from
AG(3,Fq), project the points on α, β and γ from P on a plane π disjoint from
α, β, γ and not passing through P . The projection takes α, β and γ to three
point-sets A,B and C in π each of size n = r2. Obviously, C is contained in
the common line of π and α′. We prove the following properties:
(I) A and B have no common point and they are also disjoint from C.
(II) Any line joining a point of A with a point of B meets C, and it meets
each of A,B and C only once.
Assume on the contrary that A ∩ B contains a point Q. Then the points
A¯ = PQ ∩ α and B¯ = PQ ∩ β are two distinct points in AG(3,Fr). This
implies that P is on a line ℓ of AG(3,Fr), and hence P is the common point
of ℓ with the plane γ′. But this is impossible, since P is not in γ.
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To show (II), take any two points A′ ∈ A and B′ ∈ B. Then A′ 6= B′ by
(I). Let A¯ = PA ∩ α and B¯ = PB ∩ β. Then the line ℓ¯ joining A¯ with B¯ is
in AG(3,Fr) and hence it meets γ in a point C¯. Now, the projection from P
takes C¯ to a point in C which lies on ℓ. Finally, assume on the contrary that
a line joining two points A1, A2 ∈ A contains either a point B′ ∈ B, or a point
C ′ ∈ C. To deal with the former case, let A¯1 = PA1 ∩ α, A¯2 = PA2Q ∩ α
and B¯ = PB′ ∩ β. Then the plane δ determined by the triangle A¯1A¯2B¯
passes through P . Therefore, P is on the common line ℓ of two planes δ and
γ of AG(3,Fr). But this contradicts the choice of P as ℓ contains at least
two points from γ. In the latter case, define A¯1 and A¯2 as before, and let
C¯ = PC ′ ∩ γ. Arguing as before we get a contradiction as the common line
ℓ of γ and the plane δ determined by the triangle A¯1A¯2B¯ passes through P .
This completes the proof of (II).
Therefore, {A,B,C} is a dual 3-net embedded in the plane π ∼= PG(2,Fq)
such that C is on a line. Since A and B are affine planes of order r, they
contain r2 subsets of r collinear points but they do not contain r + 1 points
from a line. Since r > 3, neither A nor B are contained in a plane cubic
curve, and the same holds for A ∪ B. Our final remark is that the above
construction may be modified in such a way to produce a dual 3-net with a
complete irregular embedding in π so that no component is contained in a
(possibly reducible) plane cubic curve.
5 One component is contained in a line
As we have seen in Section 4, there exist dual 3-nets irregularly embedded in
some projective plane PG(2,F) such that a component is on a line but there
is no irreducible conic containing the other two components. In this section,
we prove however that this does not happen in any PG(2,F), in particular
for fields F of zero characteristic.
Theorem 5.1. Let {A,B,C} be a dual 3-net of order n in PG(2,F). When
F has positive characteristic p suppose that n ≤ p. If C is on a line, then
A ∪ B is on a conic.
For the line containing C we take Z = 0, the line at infinity. Then A and
B will be in AG(2,F).
Two points a = (a1, a2) and b = (b1, b2) in AG(2,F) determine the direc-
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tion
m =
b2 − a2
b1 − a1
This we can rewrite as mb1 − b2 = ma1 − a2.
Consider a transversal: Y = mX + f , containing a = (a1, a2) ∈ A and
b = (b1, b2) ∈ B (and (1 : m : 0) =: (m) in C) then ma1 − a2 = mb1 − b2.
Consider two Re´dei polynomials (of degree n)
A(T,X) =
∏
a∈A
(T + (Xa1 − a2)); B(T,X) =
∏
b∈B
(T + (Xb1 − b2)).
If X = m and (m) ∈ C then the polynomials A(T,m) and B(T,m) are the
same. This means that A(T,X) and B(T,X) are almost identically the same,
because all coefficients of their difference are divisible by the polynomial∏
(m)∈C(X −m), of degree n. The only coefficient of high enough degree (in
X) to be nonzero, is the ’constant term’ that is, the term not containing
T , of A − B. So ∏(Xa1 − a2) −∏(Xb1 − b2) is divisible by (and in fact a
scalar multiple of)
∏
(m)∈C(X−m). Here we tacitly assumed that the vertical
(infinite) direction does not occur, this of course we may do without loss of
generality.
We have that the elementary symmetric polynomials σk(A) (by this we mean
the coefficient of T n−k in A(T,X)) and σk(B) are equal for k = 0, 1, . . . , n−
1. Hence also the power sum polynomials πk(A) :=
∑
a∈A(Xa1 − a2)k and
πk(B) are equal for these k. This means that for all i, j with i + j < n:∑
a∈A a
i
1a
j
2 =
∑
b∈B b
i
1b
j
2 by comparing the coefficient of X
i in πi+j (here we
use the condition that n ≤ p, if the characteristic is positive). This now
means that if we have any polynomial f(u, v) in two variables of total degree
at most n − 1, then ∑a∈A f(a) = ∑b∈B f(b). This then implies that there
is no polynomial of total degree at most n − 1 that vanishes on all but one
of the points of A ∪ B, for then one of the sides of this equation vanishes,
and the other doesn’t. Now this indeed is the case if both A and B consist
of n collinear points, or, more generally if A ∪ B is contained in a conic (by
Bezout’s theorem), which we are now going to show. Any 5 points (let’s say
3 from A and 2 from B) determine a conic, and if this conic does not contain
all points of A ∪B, then we can cover the remaining points except one with
lines (this is because any line containing a point from A and a point from B
contains no further points of A or B). In this way we find a polynomial f of
total degree at most n − 1 vanishing on all but one of the points of A ∪ B
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and thus get a contradiction. So A ∪ B lies on a conic.
The special situation that A and B are contained in a line is of course well
known. To make the paper self contained we consider it here in more detail.
If the lines are not parallel, we may take A on the X-axis, B on the Y -axis,
and then the points (a, 0) and (0, b) will determine the direction m = −b/a.
It follows that A and B are both cosets of a subgroup G of the multiplicative
group F∗.
If the lines are parallel, say X = 0 and X = 1, then (0, a) and (1, b) determine
the direction m = b − a and we get that A and B are cosets of an additive
subgroup G of F. If the characteristic is zero this situation does not occur,
since there are no finite subgroups. If the characteristic is p and n ≤ p then
G is necessarily generated by a single element. Of course for n > p we get
more examples.
Next we consider the case that A∪B is contained in an irreducible conic C.
Since the line at infinity is special we get three cases. First we investigate
the case that C is a parabola, which we take to be Y = X2. Let A consists of
pairs (a, a2), B of pairs (b, b2), so the directions will be (b2−a2)/(b−a) = b+a
so A and B correspond to cosets of some subgroup G of the additive group
of the field. Next we look at the case that C is the hyperbola XY = 1, A
and B having points (a, 1/a) and (b, 1/b) determining the direction (1/b −
1/a)/(b− a) = −1/ab. Now A and B are cosets of G, a subgroup of F∗.
Finally consider a conic contained in the affine plane. Let F = GF (q) and
identify AG(2, q) with GF (q2). Now let C be the ’circle’ U q+1 = 1. The
points on this circle form the cyclic group GF (q2)∗(q−1) of order q + 1. Two
points a, b ∈ C = GF (q2)∗(q−1) determine direction
(a− b)p−1 = a
p − bp
a− b =
1/a− 1/b
a− b =
−1
ab
.
So if the set {ab | a ∈ A, b ∈ B} has size n, then after a multiplicative shift
we may assume that 1 is in both sets A and B and both must be the same
subgroup (of the multiplicative group of q + 1-st roots of unity).
Remark 5.2. A more unified approach to the above is the geometric descrip-
tion of the group G, in the case where a plane cubic splits into an irreducible
conic and a line. So let C be an irreducible conic and ℓ a line. Let O be a
point on C but on ℓ. Then an abelian group on the points on C not lying on
ℓ arises from the operation a + b = c defined geometrically as follows. Let
m be the chord of C through a and b when a 6= b and the tangent to C at a
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when a = b. Let P be the point cut out on ℓ by m. If OP is chord of C, then
c is defined to be point cut out on C by OP . If PO is the tangent to C at
O, then a + b = O. Now, if the point O is taken from A, then A + B = B,
whence A+ A+B = B. Therefore, A is a subgroup, and B is a coset of A,
and {A,B,C} is of ’subgroup type’.
6 Two components are on the same irreducible
conic
Our goal is to prove the converse of Theorem 5.1. For n = 4 this follows
from Theorem 7.1.
Theorem 6.1. Let {A,B,C} be a dual 3-net of order n ≥ 5 in PG(2,F)
such that A ∪ B is contained in a conic. Then C is contained in a line.
Let C be the conic containing both A and B. Without loss of generality,
we may assume that C is irreducible. In fact, if C splits into two lines, then
one of them contains A and the other does B. Therefore, the assertion follows
from Theorem 5.1.
From now on, C is assumed to be irreducible. The key idea of the proof
is to project A into B from a point Q ∈ C and investigate the permutation
group Φ on A ∪ B generated by all such projections. The hypothesis that
A ∪B is contained in C ensures that Φ is isomorphic to a finite subgroup of
PGL(2,F). Using the classification of finite subgroups PGL(2,F) we will be
able to determine the possibilities for Φ. Actually, only one possibility can
occur, namely when Φ is a dihedral group. On the other hand, for a dihedral
group Ψ, we will prove that the points in C must be on a line which is either
a secant or an external line to C.
For the proofs, some preliminary results on linear collineations of an ir-
reducible conic are collected.
The full linear collineation group G of PG(2,F) which preserves C is
isomorphic to PGL(2,F), and G acts on C as PGL(2,F) on the projective
line PG(1,F). If
R =: x 7→ ay + b
cy + d
a, b, c, d ∈ F with ad − bc 6= 0
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is an element from PGL(2,F) then the corresponding element of G is the
linear collineation associated with the non-singular matrix
R′ =

 a
2 2ab b2
ac ad+ bc bd
c2 2cd d2

 ,
see [5, Theorem 2.37]. Here, C consists of all points Py(y2, y, 1) together with
P∞ = (1, 0, 0). Furthermore, R
′ takes P∞ to (a
2, ac, c2) while it takes Py to
either P∞ or
(
(
ay + b
cy + d
)2
,
ay + b
cy + d
, 1)
according as cy + d vanishes or does not.
Also, R′ has 0, 1 or 2 fixed points and when R has no fixed point then it
has two fixed points over the quadratic extension F′ of F. This follows from
the corresponding result on the action of R on PG(1,F).
For a point Q outside C (and also different from the nucleus of C when
p = 2), the projection of C onto itself from Q is the restriction on C of unique
involutory perspectivity ϕQ ∈ G. The center of ϕQ is Q. So, two distinct
points C1, C2 ∈ C correspond under the action of ϕQ if and only if the line
through C1 and C2 also contains Q.
From now on Φ denotes the subgroup of G generated by all involutory
perspectivities ϕQ with Q ranging over C. Obviously, every ϕQ interchanges
A and B, so that the product of any two such involutory perspectivities
preserves both A and B. This suggests to consider the subgroup Ψ of Φ
generated by all products ϕQϕS with Q, S ∈ A. Since A and B are disjoint,
Ψ has index two in Φ. Some more properties of Φ are given in the following
result.
Lemma 6.2. Ψ acts transitively on both A and B. If Ψ is also regular on A
then Ψ is an abelian group of order n.
To show the first assertion, let A1, A2 ∈ A be two distinct points. Take
any point V ∈ B, and consider the points Q, S ∈ C cut out on C by the lines
V A1 and V A2, respectively. Then ϕQϕS takes A1 to A2, and the assertion
follows. Now suppose that Ψ is regular on A. Then Ψ has order n. Hence,
for a given Q ∈ C, every element in Ψ is of the form ϕQϕS. Furthermore, Φ
has order 2n. Therefore, the coset Φ\Ψ consists of n elements. On the other
hand, each ϕQ with Q ∈ C is in that coset. Since the number of such ϕQ is
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n, it turns out that the coset entirely consists of involutions. Therefore, the
product ϕQϕRϕS with Q,R, S ∈ A is also an involutory perspectivity ϕT for
some T ∈ C. In particular, (ϕSϕQϕT )2 = 1. From this, (ϕQϕS)(ϕQϕT ) =
(ϕQϕT )(ϕQϕS) for any two S, T ∈ A. Therefore Ψ is abelian, and the proof
of Lemma 6.2 is complete.
We remark that Ψ is not regular if and only if the stabilizer of a point
P ∈ A of Ψ is non-trivial. If this is the case, then A ∪B, viewed as an orbit
of Φ, is a short orbit, that is, its size is smaller than the order of Φ.
Now, the classification theorem of all finite subgroups of PGL(2,F) is
stated. For a proof, see [6].
Theorem 6.3. Let U be a non-trivial finite group preserving an irreducible
conic C in PG(2,F). Let s be the number of short orbits of U on the set of
all points on the irreducible conic C′ which is the extension of C in PG(2,F′)
where F′ is a degree two algebraic extension of F. Let ℓ1, . . . , ℓs be the lengths
of the short orbits of G on C′. Then U is a group of one of the following
types:
(i) the cyclic group Cm of order m, with p ∤ m, s = 2, ℓ1 = ℓ2 = 1;
(ii) an elementary abelian p-group, with s = 1, ℓ1 = 1;
(iii) the dihedral group Dm of order 2m, with p ∤ m, s = 2, ℓ1 = 2, ℓ2 = m,
or p 6= 2, s = 3, ℓ1 = ℓ2 = m, ℓ3 = 2;
(iv) the alternating group A4, with p 6= 2, 3, and s = 3, ℓ1 = 6, ℓ2 = ℓ3 = 4;
(v) the symmetric group S4, with p 6= 2, 3, s = 3, ℓ1 = 12, ℓ2 = 8, ℓ3 = 6;
(vi) the alternating group A5, with p = 3, s = 2, ℓ1 = 10, ℓ2 = 12, or
p 6= 2, 3, 5, s = 3, ℓ1 = 30, ℓ2 = 20, ℓ3 = 12;
(vii) the semidirect product of an elementary abelian p-group of order q with
a cyclic group of order m, with m | (q − 1), s = 2, ℓ1 = 1, ℓ2 = q;
(viii) PSL(2, q), with p 6= 2, q = pm, s = 2, ℓ1 = q(q − 1), ℓ2 = q + 1;
(ix) PGL(2, q), with q = pm, s = 2, ℓ1 = q(q − 1), ℓ2 = q + 1.
We are in a position to prove Theorem 6.1. To apply Theorem 6.3, Φ has
to be considered as a subgroup of PGL(2,F′).
11
Consider at first the possibility that Ψ is not regular on A. Then A and
B are short orbits of Φ. Since A and B have the same size n with n ≥ 5,
Theorem 6.3 implies that Ψ is a dihedral group Dn of order 2n with p ∤ n.
Then Ψ has a short orbit of size 2 in C or in its extension C′. Let P1, P2 be
the two distinct points which form that short orbit. Theorem 6.3 also implies
that the unique cyclic subgroup of Φ fixes both P1 and P2. Therefore, every
ϕQ interchanges P1 and P2. Consider the line ℓ through P1 and P2. Even
though P1 and P2 may only defined over in PG(2,F
′), ℓ is line in PG(2,F).
To show that A is contained in ℓ take a point Q ∈ A. Then ϕQ, viewed
as an involutory perspectivity in PG(2,F′ when P1, P2 are defined over F
′,
interchanges P1 and P2. Therefore, ℓ contains the center of the involutory
perspectivity ϕQ. Since Q is the center of ϕQ, the assertion follows.
Assume that Ψ is regular on A. From Lemma 6.2 and Theorem 6.3, only
two possibilities may occur for Φ, namely (iii), and (vii) for m = 2. In the
former case, Φ is a dihedral group and the above argument involving the
short orbit {P1, P2} still works and it shows that A is contained in the line
ℓ. In the latter case, Ψ comprises elements of order p together with the
identity. This yields that Ψ fixes a unique point P ∈ C. Hence, Ψ preserves
the tangent line ℓ to C at P . Since Ψ is a normal subgroup of Φ, this implies
that Φ itself preserves ℓ. If ϕQ fixes ℓ pointwise then p = 2 and ℓ is the
axis of ϕQ. Therefore Q ∈ ℓ in this case, since the axis and the center of an
involutory perspectivity are coincident when p = 2. Otherwise, p 6= 2 and ℓ
is not the axis of ϕQ. Hence ℓ contains the center of ϕQ which is the point
Q. This completes the proof of Theorem 6.1.
7 The case n = 4
In the examples presented in Section 4, n is always larger than the charac-
teristic p. More precisely n ≥ p2, so we could still think that the conjecture
stated in Section 3 might hold for smaller n or in characteristic zero. As a
matter of fact, in the example by J. Bierbrauer, if n > 4, the set A ∪B ∪ C
is not necessarily contained in a cubic. However, for n = 4 we have the
following result.
Theorem 7.1. Let {A,B,C} be a dual 3-net of order 4 in PG(2,F). Then
A ∪ B ∪ C is contained in a cubic.
In fact we can completely characterize the case n = 4. If A, B and C are
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contained in a line, then clearly their union is contained in the cubic that is
the product of these three lines, and we have one of the examples described
in the previous section. Next we consider the case that the set A contains
three non collinear points: a1 = (1 : 0 : 0), a2 = (0 : 1 : 0), a3(0 : 0 : 1)
and a fourth point which is either (1 : 1 : 1) (case A, for arc) or (1 : 1 : 0)
(case non-A). Let B = {(a : b : 1), (c : d : 1), (e : f : 1), (g : h : 1)}. Note
that B cannot have a point on the line at infinity Z = 0, because that line
contains two points of A so we may normalize the third coordinate of each
point to 1 and now it follows that a, b, c, d, e, f, g and h are all different and
nonzero, for otherwise there would be a line containing at least two points of
B and a point of A. For C we have (up to reordering the points) only two
possibilities: C1 = {(a : d : 1), (c : f : 1), (e : h : 1), (g : b : 1)} (case C, for
cyclic), or C2 = {(a : d : 1), (c : b : 1), (e : h : 1), (g : f : 1)}, (non-C). Why
is this? Because of the point a2 ∈ A the first coordinates of the points in C
are the same as those in B. Because of the point a1 the second coordinates
are also the same. There are only 2 conjugacy classes of permutations of 4
symbols without fixed points, a 4-cycle or the product of two 2-cycles. Now
the point a3 ∈ A implies that the set of ratios {a/b, c/d, e/f, g/h} is the
same as {a/d, c/f, e/h, g/b} in case C, and {a/d, c/b, e/h, g/f} in case non-
C. In the first case we have without loss of generality a/b = c/f ; c/d = e/h;
e/f = g/b and g/h = a/d, in other words
af = bc, ch = de, eb = gf, gd = ah.
In the second case we have (again without loss of generality) a/d = e/f ;
c/b = g/h; e/h = a/b and g/f = c/d:
af = de, ch = bg, eb = ah, gd = fc.
Another way to see that there are essentially these two possibilities is to
realize that to a 3-net there corresponds a latin square (by letting A,B
and C play the roˆle of rows, columns and symbols), and there are only two
essentially different latin squares of order 4.
We start to investigate the first case, where we will separate the cases A and
non-A later.
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To show that the points are on a cubic we consider the table
P x2y x2z y2x y2z z2x z2y xyz
(ab1) a2b a2 b2a b2 a b ab
(cd1) c2d c2 d2c d2 c d cd
(ef1) e2f e2 f 2e f 2 e f ef
(gh1) g2h g2 h2g h2 g h gh
(ad1) a2d a2 d2a d2 a d ad
(cf1) c2f c2 f 2c f 2 c f cf
(eh1) e2h e2 h2e h2 e h eh
(gb1) g2b g2 b2g b2 g b gb
and prove that the corresponding matrix has rank less than 7. After some
row operations (and using the fact that all letters are different nonzero field
elements) we obtain:


0 a2 −bad −bd a 0 0
0 c2 −dcf −df c 0 0
0 e2 −feh −fh e 0 0
0 g2 −hgb −hb g 0 0
a2 0 ad+ ab d+ b 0 1 a
c2 0 cf + cd f + d 0 1 c
e2 0 eh+ ef h+ f 0 1 e
g2 0 gb+ gh b+ h 0 1 g


After some more manipulations we get


0 a2 −bad −bd a 0 0
0 c− a −df + bd 0 0 0 0
0 e− a −fh + bd 0 0 0 0
0 g − a −hb + bd 0 0 0 0
a2 0 ad+ ab d+ b 0 1 a
c2 0 cf + cd f + d 0 1 c
e2 0 eh + ef h+ f 0 1 e
g2 0 gb+ gh b+ h 0 1 g


The second, third and fourth row of this matrix are scalar multiples of
each other. So for a dependency relation we may take (x1, x2 = λhb, x3 =
λg, x4, x5 = (bd/a)x4, x6, x7), where (x1, x4, x6, x7) is a solution of the matrix
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equation Ax = b with (A|b) given by:


a2 d+ b 1 a −λag(d+ b)
c2 f + d 1 c −λcg(f + d)
e2 h + f 1 e −λeg(h+ f)
g2 b+ h 1 g −λg2(b+ h)


The solution we find, with suitable λ, is:
x1 = bf − dh,
x2 = −bfd− hbf + hbd + hdf,
x3 = −bc− be + ah + de,
x4 = ae(b+ f − d− h),
x5 = bde(b+ f − d− h),
x6 = ae(−bf + dh),
x7 = (bd− fh)(c− g).
Finally we consider the two possibilities for the fourth point of A. If we
are in case A, then the fourth point is (1 : 1 : 1) and in this case we must
have
∑
xi = 0, where we have the additional equations: (a − 1)(h − 1) =
(b− 1)(e− 1); (c− 1)(b− 1) = (d− 1)(g− 1); (e− 1)(d− 1) = (a− 1)(f − 1)
and (g − 1)(f − 1) = (h− 1)(c− 1). This turns out to be the case.
If we are in case non-A, then the fourth point is (1 : 1 : 0). In this case we
must have x1+x3 = 0, where we have the additional equations: b−a−h+e,
d−c−b+g, f−e−d+a and h−g−f+c are zero. Also this is can be verified.
We will redo all the above computations for the second case: So now
B = {(a : b : 1), (c : d : 1), (e : f : 1), (g : h : 1)} and C = {(a : d : 1),
(c : b : 1), (e : h : 1), (g : f : 1)}. Equations from the point a3 (w.l.o.g.)
ah = be, cf = dg, ed = fa, gb = hc.
We start with case that A contains (1 : 1 : 1) as its fourth point: In
this case we have the additional equations: (a− 1)(f − 1) = (b − 1)(g − 1),
(c−1)(h−1) = (d−1)(e−1), (e−1)(b−1) = (f−1)(c−1) and (g−1)(d−1) =
(h− 1)(a− 1). We show that our matrix has rank < 7, by giving an explicit
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relation between the columns.
P x2y x2z y2x y2z z2x z2y xyz
(111) 1 1 1 1 1 1 1
(ab1) a2b a2 b2a b2 a b ab
(cd1) c2d c2 d2c d2 c d cd
(ef1) e2f e2 f 2e f 2 e f ef
(gh1) g2h g2 h2g h2 g h gh
(ad1) a2d a2 d2a d2 a d ad
(cb1) c2b c2 b2c b2 c b cb
(eh1) e2h e2 h2e h2 e h eh
(gf1) g2f g2 f 2g f 2 g f gf
We find that
∑
xici = 0 for the following coefficients:
x1 = −b− d+ f + h,
x2 = bd− fh,
x3 = a+ c− e− g,
x4 = −ac + eg,
x5 = b(f − d)(e+ g),
x6 = e(c− g)(b+ d),
x7 = 0.
What is left is the second case where the fourth point of A is (1 : 1 : 0).
Recall that B = {(a : b : 1), (c : d : 1), (e : f : 1), (g : h : 1)} and
C = {(a : d : 1), (c : b : 1), (e : h : 1), (g : f : 1)}, and
af = de, ch = bg, eb = ah, gd = fc.
From the point (1 : 1 : 0) we get the additional equations: b − a = f − g,
d− c = h− e, f − e = b− c, h− g = d− a, and the whole system simplifies
to: h = g + d − a, g = f − b + a, f = e + b − c, plus the rest, let us first
simplify these three: f = e+ b− c, g = e− c+ a, h = e− c+ d, and af = de,
ah = eb, gd = fc.
So f = e + b − c, g = e − c + a, h = e − c + d, and e(d − a) = a(b − c),
e(b− a) = a(d− c) and e(c− d) = −cd+ da− cb+ c2. Now the first leads to
(e+a)(b−d) = 0, so e = −a, and by symmetry g = −c, h = −b and f = −d
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and again all is fine. What remains is to show that also these points lie on a
cubic. We consider the matrix
P x2y − xy2 x2z y2z z2x z2y xyz
(110) 0 0 0 0 0 0
(ab1) a2b− ab2 a2 b2 a b ab
(cd1) c2d− cd2 c2 d2 c d cd
(ef1) e2f − ef 2 e2 f 2 e f ef
(gh1) g2h− gh2 g2 h2 g h gh
(ad1) a2d− ad2 a2 d2 a d ad
(cb1) c2b− cb2 c2 b2 c b cb
(eh1) e2h− eh2 e2 h2 e h eh
(gf1) g2f − gf 2 g2 f 2 g f gf
Now we use e = −a etc. The following matrix should have rank < 6:

a2b− ab2 a2 b2 a b ab
c2d− cd2 c2 d2 c d cd
−a2d+ ad2 a2 d2 −a −d ad
−c2b+ cb2 c2 b2 −c −b cb
a2d− ad2 a2 d2 a d ad
c2b− cb2 c2 b2 c b cb
−a2b+ ab2 a2 b2 −a −b ab
−c2d+ cd2 c2 d2 −c −d cd


Since e = −a the characteristic is not two. We may simplify this matrix
(after rearranging rows and columns) to the direct sum of the two 4 × 3
matrices 

a2 b2 ab
c2 d2 cd
a2 d2 ad
c2 b2 cb


⊕


a2b− ab2 a b
c2d− cd2 c d
a2d− ad2 a d
c2b− cb2 c b


and the only relation we have left is d = a− b+ c. And now it can be verified
that the second matrix has rank < 3.
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