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Improved Smoothed Analysis of the k-Means Method∗
Bodo Manthey† Heiko Ro¨glin‡
Abstract
The k-means method is a widely used clustering algorithm.
One of its distinguished features is its speed in practice. Its
worst-case running-time, however, is exponential, leaving a
gap between practical and theoretical performance. Arthur
and Vassilvitskii [3] aimed at closing this gap, and they
proved a bound of poly(nk, σ−1) on the smoothed running-
time of the k-means method, where n is the number of
data points and σ is the standard deviation of the Gaussian
perturbation. This bound, though better than the worst-
case bound, is still much larger than the running-time
observed in practice.
We improve the smoothed analysis of the k-means
method by showing two upper bounds on the expected
running-time of k-means. First, we prove that the expected
running-time is bounded by a polynomial in n
√
k and σ−1.
Second, we prove an upper bound of kkd ·poly(n, σ−1), where
d is the dimension of the data space. The polynomial is in-
dependent of k and d, and we obtain a polynomial bound for
the expected running-time for k, d ∈ O(plogn/ log logn).
Finally, we show that k-means runs in smoothed poly-
nomial time for one-dimensional instances.
1 Introduction
The k-means method is a very popular algorithm for
clustering high-dimensional data. It is a local search
algorithm based on ideas by Lloyd [10]: Initiated with
k arbitrary cluster centers, it assigns every data point
to its nearest center, and then readjusts the centers,
reassigns the data points, . . . until it stabilizes. (In
Section 1.1, we describe the algorithm formally.) The
k-means method terminates in a local optimum, which
might be far worse than the global optimum. However,
in practice it works very well. It is particularly popular
because of its simplicity and its speed: “In practice,
the number of iterations is much less than the number
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of samples”, as Duda et al. [6, Section 10.4.3] put it.
According to Berkhin [5], the k-means method “is by
far the most popular clustering tool used in scientific
and industrial applications.”
The practical performance and popularity of the k-
means method is at stark contrast to its performance
in theory. The only upper bounds for its running-
time are based on the observation that no clustering
appears twice in a run of k-means: Obviously, n points
can be distributed among k clusters in only kn ways.
Furthermore, the number of Voronoi partitions of n
points in Rd into k classes is bounded by a polynomial
in nkd [8], which yields an upper bound of poly(nkd).
On the other hand, Arthur and Vassilvitskii [2] showed
that k-means can run for 2Ω(
√
n) iterations in the worst
case.
To close the gap between good practical and poor
theoretical performance of algorithms, Spielman and
Teng introduced the notion of smoothed analysis [12]:
An adversary specifies an instance, and this instance
is then subject to slight random perturbations. The
smoothed running-time is the maximum over the adver-
sarial choices of the expected running-time. On the one
hand, this rules out pathological, isolated worst-case in-
stances. On the other hand, smoothed analysis, unlike
average-case analysis, is not dominated by random in-
stances since the instances are not completely random;
random instances are usually not typical instances and
have special properties with high probability. Thus,
smoothed analysis also circumvents the drawbacks of
average-case analysis. For a survey of smoothed analy-
sis, we refer to Spielman and Teng [13].
The goal of this paper is to bound the smoothed
running-time of the k-means method. There are ba-
sically two reasons why the smoothed running-time of
the k-means method is a more realistic measure than
its worst-case running-time: First, data obtained from
measurements is inherently noisy. So even if the original
data were a bad instance for k-means, the data mea-
sured is most likely a slight perturbation of it. Second,
if the data possesses a meaningful k-clustering, then
slightly perturbing the data should preserve this clus-
tering. Thus, smoothed analysis might help to obtain
a faster k-means method: We take the data measured,
perturb it slightly, and then run k-means on the per-
turbed instance. The bounds for the smoothed running-
time carry over to this variant of the k-means method.
1.1 k-Means Method. An instance of the k-means
clustering problem is a point set X ⊆ Rd consisting
of n points. The aim is to find a clustering C1, . . . , Ck
of X , i.e., a partition of X , as well as cluster centers
c1, . . . , ck ∈ Rd such that the potential
k∑
i=1
∑
x∈Ci
‖x− ci‖2
is minimized. Given the cluster centers, every data
point should obviously be assigned to the cluster whose
center is closest to it. The name k-means stems from
the fact that, given the clusters, the centers c1, . . . , ck
should be chosen as the centers of mass, i.e., ci =
1
|Ci|
∑
x∈Ci x. The k-means method proceeds now as
follows:
1. Select cluster centers c1, . . . , ck.
2. Assign every x ∈ X to the cluster Ci whose cluster
center ci is closest to it.
3. Set ci = 1|Ci|
∑
x∈Ci x.
4. If clusters or centers have changed, goto 2. Other-
wise, terminate.
Since the potential decreases in every step, no
clustering occurs twice, and the algorithm eventually
terminates.
1.2 Related Work. The problem of finding a good
clustering can be approximated arbitrarily well: Ba˘doiu
et al. [4], Matousˇek [11], and Kumar et al. [9] devised
polynomial time approximation schemes with different
dependencies on the approximation ratio (1+ ε) as well
as n, k, and d: O(2O(kε
−2 log k) · nd), O(nε−2k2d logk n),
and O(exp(k/ε) · nd), respectively.
While the polynomial time approximation schemes
show that k-means clustering can be approximated
arbitrarily well, the method of choice for finding a k-
clustering is the k-means method due to its performance
in practice. However, the only polynomial bound for
k-means holds for d = 1, and only for instances with
polynomial spread [7], which is the maximum distance
of points divided by the minimum distance.
Arthur and Vassilvitskii [3] have analyzed the run-
ning-time of the k-means method subject to Gaussian
perturbation: The points are drawn according to in-
dependent d-dimensional Gaussian distributions with
standard deviation σ. Arthur and Vassilvitskii proved
that the expected running-time after perturbing the in-
put with Gaussians with standard deviation σ is poly-
nomial in nk, d, the diameter of the perturbed point set,
and 1/σ.
Recently, Arthur [1] showed that the probability
that the running-time of k-means subject to Gaussian
perturbations exceeds a polynomial in n, d, the diam-
eter of the instance, and 1/σ is bounded by O(1/n).
However, his argument does not yield any significant
bound on the expected running-time of k-means: The
probability of O(1/n) that the running-time exceeds a
polynomial bound is too large to yield an upper bound
for the expected running-time, except for the trivial up-
per bound of poly(nkd).
1.3 New Results. We improve the smoothed analy-
sis of the k-means method by proving two upper bounds
on its running-time. First, we show that the smoothed
running-time of k-means is bounded by a polynomial in
n
√
k and 1/σ.
Theorem 1.1. Let X ⊆ Rd be a set of n points drawn
according to independent Gaussian distributions whose
means are in [0, 1]d. Then the expected running-time of
the k-means method on the instance X is bounded from
above by a polynomial in n
√
k and 1/σ.
Thus, compared to the previously known bound,
we decrease the exponent by a factor of
√
k. Second,
we show that the smoothed running-time of k-means
is bounded by kkd · poly(n, 1/σ). In particular, this
decouples the exponential part of the bound from the
number n of points.
Theorem 1.2. Let X be drawn as described in The-
orem 1.1. Then the expected running-time of the k-
means method on the instance X is bounded from above
by kkd · poly(n, 1/σ).
An immediate consequence of Theorem 1.2 is the
following corollary, which proves that the expected
running-time is polynomial in n and 1/σ if k and d are
small compared to n. This result is of particular interest
since d and k are usually much smaller than n.
Corollary 1.1. Let k, d ∈ O(√log n/ log log n). Let
X be drawn as described in Theorem 1.1. Then the
expected running-time of k-means on the instance X is
bounded by a polynomial in n and 1/σ.
David Arthur [1] presented an insightful proof that
k-means runs in time polynomial in n, 1/σ, and the
diameter of the instance with a probability of at least
1 − O(1/n). It is worth pointing out that his result is
orthogonal to our results: neither do our results imply
polynomial running time with probability 1 − O(1/n),
nor does Arthur’s result yield any non-trivial bound
on the expected running-time (not even poly(nk, 1/σ))
since the success probability of 1 − O(1/n) is way too
small. The exception is our result for d = 1, which
yields not only a bound on the expectation, but also a
bound that holds with high probability. However, the
original definition of smoothed analysis [12] is in terms
of expectation, not in terms of bounds that hold with a
probability of 1− o(1).
To prove our bounds, we prove a lemma about per-
turbed point sets (Lemma 2.1). The lemma bounds the
number of points close to the boundaries of Voronoi
partitions that arise during the execution of k-means.
It might be of independent interest, in particular for
smoothed analyses of geometric algorithms and prob-
lems.
Finally, we prove a polynomial bound for the
running-time of k-means in one dimension.
Theorem 1.3. Let X ⊆ R be drawn according to 1-
dimensional Gaussian distributions as described in The-
orem 1.1. Then the expected running-time of k-means
on X is polynomial in n and 1/σ. Furthermore, the
probability that the running-time exceeds a polynomial
in n and 1/σ is bounded by 1/poly(n).
We remark that this result for d = 1 is not
implied by the result of Har-Peled and Sadri [7] that the
running-time of one-dimensional k-means is polynomial
in n and the spread of the instance. The reason is
that the expected value of the square of the spread is
unbounded.
The restriction of the adversarial points to be in
[0, 1]d is necessary: Without any bound, the adversary
can place the points arbitrarily far away, thus dimin-
ishing the effect of the perturbation. We can get rid of
this restriction and obtain the same results by allowing
the bounds to be polynomial in the diameter of the ad-
versarial instance. However, for the sake of clarity and
to avoid another parameter, we have chosen the former
model.
1.4 Outline. To prove our two main theorems, we
first prove a property of perturbed point sets (Sec-
tion 2): In any step of the k-means algorithm, there
are not too many points close to any of the at most(
k
2
)
hyperplanes that bisect the centers and that form
the Voronoi regions. To put it another way: No matter
how k-means partitions the point set X into k Voronoi
regions, the number of points close to any boundary is
rather small with overwhelming probability.
We use this lemma in Section 3: First, we use
it to prove Lemma 3.1, which bounds the expected
number of iterations in terms of the smallest possible
distance of two clusters. Using this bound, we derive a
first upper bound for the expected number of iterations
(Lemma 3.2), which will result in Theorem 1.2 later on.
In Sections 4 and 5, we distinguish between itera-
tions in which at most
√
k or at least
√
k clusters gain
or lose points. This will result in Theorem 1.1.
We consider the special case of d = 1 in Section 6.
For this case, we prove an upper bound polynomial in
n and 1/σ until the potential has dropped by at least 1.
In Sections 3, 4, 5, and 6 we are only concerned with
bounding the number of iterations until the potential
has dropped by at least 1. Using these bounds and
an upper bound on the potential after the first round,
we will derive Theorems 1.1, 1.2, and 1.3 as well as
Corollary 1.1 in Section 7.
Due to space limitations, some proofs can only be
found in the full version of this paper.
1.5 Preliminaries. In the following, X is the per-
turbed instance on which we run k-means, i.e., X =
{x1, . . . , xn} ⊆ Rd is a set of n points, where each point
xi is drawn according to a d-dimensional Gaussian dis-
tribution with mean µi ∈ [0, 1]d and standard devia-
tion σ.
Inaba et al. [8] proved that the number of iterations
of k-means is poly
(
nkd
)
in the worst case. We abbrevi-
ate this bound by W ≤ nκkd for some constant κ in the
following.
Let D ≥ 1 be chosen such that, with a probability
of at least 1−W−1, every data point from X lies in the
hypercube D := [−D, 1 + D]d after the perturbation.
In Section 7, we prove that D can be bounded by a
polynomial in n and σ, and we use this fact in the
following sections. We denote by F the failure event
that there exists one point in X that does not lie in
the hypercube D after the perturbation. We say that
a cluster is active in an iteration if it gains or loses at
least one point.
We will always assume in the following that d ≤ n
and k ≤ n, and we will frequently bound both d and k
by n to simplify calculations. Of course, k ≤ n holds
for every meaningful instance since it does not make
sense to partition n points into more than n clusters.
Furthermore, we can assume d ≤ n for two reasons:
First, the dimension is usually much smaller than the
number of points, and, second, if d > n, then we
can project the points to a lower-dimensional subspace
without changing anything.
Let C = {C1, . . . , Ck} denote the set of clusters.
For a natural number k, let [k] = {1, . . . , k}. In the
following, we will assume that numbers such as
√
k
are integers. For the sake of clarity, we do not write
down the tedious floor and ceiling functions that are
actually necessary. Since we are only interested in
the asymptotics, this does not affect the validity of
the proofs. Furthermore, we assume in the following
sections that σ ≤ 1. This assumption is only made to
simplify the arguments and we describe in Section 7 how
to get rid of it.
2 A Property of Perturbed Point Sets
The following lemma shows that, with high probability,
there are not too many points close to the hyperplanes
dividing the clusters. It is crucial for our bounds for the
smoothed running-time: If not too many points are close
to the bisecting hyperplanes, then, eventually, one point
that is further away from the bisecting hyperplanes
must go from one cluster to another, which causes a
significant decrease of the potential.
Lemma 2.1. Let a ∈ [k] be arbitrary. With a probability
of at least 1− 2W−1, the following holds: In every step
of the k-means algorithm (except for the first one) in
which at least kd/a points change their assignment, at
least one of these points has a distance larger than
ε :=
σ4
32n2dD2
·
( σ
3Dn3+2κ
)4a
from the bisector that it crosses.
Proof. We consider a step of the k-means algorithm, and
we refer to the configuration before this step as the first
configuration and to the configuration after this step as
the second configuration. To be precise, we assume that
in the first configuration the positions of the centers are
the centers of mass of the points assigned to them in this
configuration. The step we consider is the reassignment
of the points according to the Voronoi diagram in the
first configuration.
Let B ⊆ X with |B| = ` := kd/a be a set of points
that change their assignment during the step. There
are at most n` choices for the points in B and at most
k2` ≤ n2` choices for the clusters they are assigned to
in the first and the second configuration. We apply a
union bound over all these at most n3` choices.
The following sets are defined for all i, j ∈ [k] and
j 6= i. Let Bi ⊆ B be the set of points that leave
cluster Ci. Let Bi,j ⊆ Bi be the set of points assigned
to cluster Ci in the first and to cluster Cj in the second
configuration, i.e., the points in Bi,j leave Ci and enter
Cj . We have B =
⋃
iBi and Bi =
⋃
j 6=iBi,j .
Let Ai be the set of points that are in Ci in the first
configuration except for those in Bi. We assume that
the positions of the points in Ai are determined by an
adversary. Since the sets A1, . . . , Ak form a partition
of the points in X \ B that has been obtained in the
previous step on the basis of a Voronoi diagram, there
are at most W choices for this partition [8]. We also
apply a union bound over the choices for this partition.
In the first configuration, exactly the points in
Ai ∪ Bi are assigned to cluster Ci. Let c1, . . . , ck
denote the positions of the cluster centers in the first
configuration, i.e., ci is the center of mass of Ai ∪ Bi.
Since the positions of the points in X \ B are assumed
to be fixed by an adversary, and since we apply a union
bound over the partition A1, . . . , Ak, the impact of the
set Ai on the position of ci is fixed. However, we want
to exploit the randomness of the points in Bi in the
following. Thus, the positions of the centers are not
fixed yet but they depend on the randomness of the
points in B. In particular, the bisecting hyperplane Hi,j
of the clusters Ci and Cj is not fixed but depends on Bi
and Bj .
In order to complete the proof, we have to estimate
the probability of the event
(E) ∀i, j : ∀b ∈ Bi,j : dist(b,Hi,j) ≤ ε ,
where dist(x,H) = miny∈H‖x− y‖ denotes the shortest
distance of a point x to a hyperplane H. In the
following, we denote this event by E . If the hyperplanes
Hi,j were fixed, the probability of E could readily
be seen to be at most
(
2ε
σ
√
2pi
)` ≤ ( εσ )`. But the
hyperplanes are not fixed since their positions and
orientations depend on the points in the sets Bi,j .
Therefore, we are only able to prove the following
weaker bound in Lemma 2.2:
Pr
[E ∧ ¬F] ≤ (3D
σ
)kd
·
(
32n2dD2ε
σ4
)`/4
,
where ¬F denotes the event that, after the perturba-
tion, all points of X lie in the hypercube D = [−D,D+
1]d. Now the union bound yields the following upper
bound on the probability that a set B with the stated
properties exists:
Pr
[E] ≤ Pr[E ∧ ¬F]+ Pr[F]
≤ n3`W ·
(
3D
σ
)kd
·
(
32n2dD2ε
σ4
)`/4
+W−1
= n3`W ·
(
1
n3+2κ
)kd
+W−1
≤ n3`+κkd ·
(
1
n3+2κ
)kd
+W−1
≤ n−κkd +W−1 ≤ 2W−1 .
The equation is by our choice of ε, the inequalities are
due to some simplifications and W ≤ nκkd. 
Lemma 2.2. The probability of the event E ∧ ¬F is
bounded from above by(
3D
σ
)kd
·
(
32n2dD2ε
σ4
)`/4
.
3 An Upper Bound
Lemma 2.1 yields an upper bound on the number of
iterations that k-means needs: Since there are only few
points close to hyperplanes, eventually a point switches
from one cluster to another that initially was not close
to a hyperplane. The results of this section lead to the
proof of Theorem 1.2.
First, we bound the number of iterations in terms of
the distance ∆ of the closest cluster centers that occur
during the run of k-means.
Lemma 3.1. For every a ∈ [k], with a probability of at
least 1− 3W−1, every sequence of kkd/a+1 consecutive
steps of the k-means algorithm (not including the first
one) reduces the potential by at least
ε2 ·min{∆2, 1}
36dD2kkd/a
,
where ∆ denotes the smallest distance of two cluster
centers that occurs during the sequence and ε is defined
as in Lemma 2.1.
In order to obtain a bound on the number of
iterations that k-means needs, we need to bound the
distance ∆ of the closest cluster centers. This is done
in the following lemma, which exploits Lemma 3.1. The
following lemma is the crucial ingredient of the proof of
Theorem 1.2.
Lemma 3.2. Let a ∈ [k] be arbitrary. Then the expected
number of steps until the potential drops by at least 1 is
bounded from above by
γ · k2kd/a · nkd
(
d2n4D
σε
)2
for a sufficiently large absolute constant γ.
Proof. With a probability of at least 1 − 3W−1, the
number of iterations until the potential drops by at least
ε2 ·min{∆2, 1}
36dD2kkd/a
is at most kkd/a + 1 due to Lemma 3.1. We estimate
the contribution of the failure event, which occurs only
with probability 3W−1, to the expected running time
by 3 and ignore it in the following. Let T denote the
random variable that equals the number of sequences of
length kkd/a+1 until the potential has dropped by one.
The random variable T can only exceed t if
min{∆2, 1} ≤ 36dD
2kkd/a
ε2 · t ,
leading to the following bound on the expected value
of T :
E [T ] =
∑W
t=1 Pr
[
T ≥ t]
≤ ∫W
0
Pr
[
min{∆2, 1} ≤ 36dD2kkd/aε2·t
]
dt
≤ t′ + ∫W
t′ Pr
[
∆ ≤ 6
√
dDkkd/(2a)
ε·√t
]
dt ,
for t′ =
(
(24d+96)n4
√
dDkkd/(2a)
σε
)2
.
Let us consider a situation reached by k-means in
which there are two clusters C1 and C2 whose centers
are at a distance of δ from each other. We denote the
positions of these centers by c1 and c2. Let H be the
bisector between c1 and c2. The points c1 and c2 are
the centers of mass of the points assigned to C1 and C2,
respectively. From this, we can conclude the following:
for every point that is assigned to C1 or C2 and that
has a distance of at least δ from the bisector H, as
compensation another point must be assigned to C1 or
C2 that has a distance of at most δ/2 from H. Hence,
the total number of points assigned to C1 or C2 can be
at most twice as large as the total number of points
assigned to C1 or C2 that are at a distance of at most
δ from H. Hence, there can only exist two centers
at a distance of at most δ if one of the following two
properties is met:
1. There exists a hyperplane from which more than
2d points have a distance of at most δ.
2. There exist two subsets of points whose union has
cardinality at most 4d and whose centers of mass
are at a distance of at most δ.
The probability that one of these events occurs can be
bounded from above as follows using a union bound
and Lemma 4.4 (see also Arthur and Vassilvitskii [3,
Proposition 5.6]):
n2d
(
4dδ
σ
)2d−d
+ (2n)4d · ( δσ )d ≤ ( (4d+16)n4δσ )d .
Hence, Pr
[
∆ ≤ 6
√
dDkkd/(2a)
ε·√t
]
≤
(√
t′√
t
)d
and, for d ≥ 3,
we obtain
E [T ] ≤ t′ + ∫W
t′
(√
t′√
t
)d
dt
≤ t′ + t′d/2
[
1
(−d/2+1)·td/2−1
]∞
t′
= dd−2 · t′ ≤ 2κnkd · t′ .
For d = 2, we obtain
E [T ] ≤ t′ + ∫W
t′
(√
t′√
t
)d
dt ≤ t′ + t′ · [ln(t)]W
1
= t′ · (1 + ln(W )) ≤ 2κnkd · t′ .
Altogether, this shows that the expected number
of steps until the potential drops by at least 1 can be
bounded from above by
2 +
(
kkd/a + 1
) · 2κnkd · ( (24d+96)n4√dDkkd/(2a)σε )2 ,
which can, for a sufficiently large absolute constant γ,
be bounded from above by
γ · k2kd/a · nkd ·
(
d2n4D
σε
)2
. 
4 Iterations with at most
√
k Active Clusters
In this and the following section, we aim at proving the
main lemmas that lead to Theorem 1.1. To do this,
we distinguish two cases: In this section, we deal with
the case that at most
√
k clusters are active. In this
case, either few points change clusters, which yields a
potential drop caused by the movement of the centers.
Or many points change clusters. Then, in particular,
many points switch between two clusters, and not all
of them can be close to the hyperplane bisecting the
corresponding centers, which yields the potential due to
the reassignment.
We define an epoch to be a sequence of consecutive
iterations in which no cluster center assumes more
than two different positions. Equivalently, there are
at most two different sets C′i, C′′i that every cluster Ci
assumes. The obvious upper bound for the length of
an epoch is 2k, which is stated also by Arthur and
Vassilvitskii [3]: After that many iterations, at least
one cluster must have assumed a third position. For
our analysis, however, 2k is too big, and we bring it
down to a constant.
Lemma 4.1. The length of any epoch is less than four.
Proof. Let x be any data point that changes from one
cluster to another during an epoch, and let i1, i2, . . . , i`
be the indices of the different clusters to which x belongs
in that order. (We have ij 6= ij+1, but x can change
back to a cluster it has already visited. So, e.g.,
ij = ij+2 is allowed.) For every ij , we then have two
different sets C′ij and C′′ij with centers c′ij and c′′ij such
that x ∈ C′′ij \ C′ij . Since x belongs always to at exactly
one cluster, we have Cij = C′ij for all except for one j for
which Cij = C′′ij . Now assume that ` ≥ 4. Then, when
changing from Ci1 to Ci2 , we have ‖x− c′i2‖ < ‖x− c′i4‖
since x prefers Ci2 over Ci4 and, when changing to Ci4 ,
we have ‖x − c′i4‖ < ‖x − c′i2‖. This contradicts the
assumption that ` ≥ 4.
Now assume that x does not change from Cij to
Cij+1 for a couple of steps, i.e., x waits until it even-
tually changes clusters. Then the reason for eventu-
ally changing to Cij+1 can only be that either Cij has
changed to some C˜ij , which makes x prefer Cij+1 . But,
since C˜ij 6= C′′ij and x ∈ C˜ij , we have a third cluster for
Cij . Or Cij+1 has changed to C˜ij+1 , and x prefers C˜ij+1 .
But then C˜ij+1 6= C′ij and x /∈ C˜ij+1 , and we have a third
cluster for Cij+1 .
We can conclude that x visits at most three different
clusters, and changes its cluster in every iteration of
the epoch. Furthermore, the order in which x visits its
clusters is periodic with a period length of at most three.
Finally, even a period length of three is impossible:
Suppose x visits Ci1 , Ci2 , and Ci3 . Then, to go from Cij
to Cij+1 (arithmetic is modulo 3), we have ‖x− c′ij+1‖ <
‖x − c′ij−1‖. Since this holds for j = 1, 2, 3, we have a
contradiction.
This holds for every data point. Thus, after at most
four iterations either k-means terminates, which is fine,
or some cluster assumes a third configuration, which
ends the epoch, or some clustering repeats, which is
impossible. 
Similar to Arthur and Vassilvitskii [3], we define a
key-value to be an expression of the form K = st ·cm(S),
where s, t ∈ N, s ≤ n2, t < n, and S ⊆ X is a set of
at most 4d
√
k points. (Arthur and Vassilvitskii allow
up to 4dk points.) For two key-values K1,K2, we write
K1 ≡ K2 if and only if they have identical coefficients
for every data point.
We say that X is δ-sparse if, for every key-values
K1,K2,K3,K4 with ‖K1+K2−K3−K4‖ ≤ δ, we have
K1 +K2 ≡ K3 +K4.
Lemma 4.2. The probability that the point set X is not
δ-sparse is at most
n16d
√
k+12 ·
(
n4δ
σ
)d
.
After four iterations, one cluster has assumed a
third center or k-means terminates. This yields the
following lemma (see also Arthur and Vassilvitskii [3,
Corollary 5.2]).
Lemma 4.3. Assume that X is δ-sparse. Then, in
every sequence of four consecutive iterations that do
not lead to termination and such that in every of these
iterations
• at most √k clusters are active and
• each cluster gains or loses at most 2d√k points,
the potential decreases by at least δ
2
4n4 .
We say that X is ε-separated if, for every hyper-
plane H, there are at most 2d points in X that are
within distance ε of H. The following lemma, due to
Arthur and Vassilvitskii [3, Proposition 5.6], shows that
X is likely to be ε-separated.
Lemma 4.4. (Arthur, Vassilvitskii [3]) X is not ε-
separated with a probability of at most
n2d ·
(
4dε
σ
)d
.
Given that X is ε-separated, every iteration with at
most
√
k active clusters in which one cluster gains or
loses at least 2d
√
k points yields a significant decrease
of the potential.
Lemma 4.5. Assume that X is ε-separated. For every
iteration with at most
√
k active clusters, the following
holds: If a cluster gains or loses more than 2d
√
k points,
then the potential drops by at least 2ε2/n.
This lemma is similar to Proposition 5.4 of Arthur and
Vassilvitskii [3]. We present here a corrected proof based
on private communication with Sergei Vassilvitskii.
Proof. If a cluster Ci gains or loses more than 2d
√
k
points in a single iteration with at most
√
k active
clusters, then there exists another cluster Cj with which
Ci exchanges at least 2d + 1 points. Since X is ε-
separated, one of these points, say, x, must be at a
distance of at least ε from the hyperplane bisecting the
cluster centers ci and cj . Assume that x switches from
Ci to Cj .
Then the potential decreases by at least ‖ci−x‖2−
‖cj − x‖2 = (2x− ci − cj) · (cj − ci). Let v be the unit
vector in cj − ci direction. Then (2x− ci − cj) · v ≥ 2ε.
We have cj − ci = αv for α = ‖cj − ci‖, and hence,
it remains to bound ‖cj − ci‖ from below. If we can
prove α ≥ ε/n, then we have a potential drop of at
least (2x− ci − cj) · αv ≥ α2ε ≥ 2ε2/n as claimed.
Let H be the hyperplane bisecting the centers of
Ci and Cj in the previous iteration. While H does not
necessarily bisect ci and cj , it divides the data points
belonging to Ci and Cj correctly. In particular, this
implies that ‖ci − cj‖ ≥ dist(ci,H) + dist(cj ,H).
Consider the at least 2d + 1 data points switching
between Ci and Cj . One of them must be at a distance
of at least ε of H since X is ε-separated. Let us
assume that this point switches to Ci. This yields
dist(ci,H) ≥ ε/n since Ci contains at most n points.
Thus, ‖ci − cj‖ ≥ ε/n, which yields α ≥ ε/n. 
Now set δi = n−16−(16+i)·
√
k ·σ and εi = σ ·n−4−i
√
k.
Then the probability that the instance is not δi-sparse
is bounded from above by
n16d
√
k+12+4d−16d−(16+i)d·√k ≤ n−id
√
k .
The probability that the instance is not εi-separated is
bounded from above by (we use d ≤ n and 4 ≤ n)
n4d−4d−id
√
k = n−id
√
k .
We abbreviate the fact that an instance is δi-sparse
and εi-separated by i-nice. Now Lemmas 4.3 and 4.5
immediately yield the following lemma.
Lemma 4.6. Assume that X is i-nice. Then the number
of sequences of at most four consecutive iterations, each
of which with at most
√
k active clusters, until the
potential has dropped by at least 1 is bounded from above
by (
min
{
1
4 · n−36−(32+2i)
√
k · σ2, 2σ2 · n−9−i2
√
k
})−1
≤ n(c+2i)·
√
k
σ2 =: Si
for a suitable constant c.
The first term comes from δi, which yields a poten-
tial drop of at least δ2i /(4n
4). The second term comes
from εi, which yields a drop of at least 2ε2i /n.
Putting the pieces together yields the main lemma
of this section.
Lemma 4.7. The expected number of sequences of at
most four consecutive iterations, each of which with at
most
√
k active clusters, until the potential has dropped
by at least 1 is bounded from above by
poly
(
n
√
k,
1
σ
)
.
5 Iterations with at least
√
k Active Clusters
In this section, we consider steps of the k-means al-
gorithm in which at least
√
k different clusters gain
or lose points. The improvement yielded by such a
step can only be small if none of the cluster centers
changes its position significantly due to the reassign-
ment of points, which, intuitively, becomes increasingly
unlikely the more clusters are active. We show that, in-
deed, if at least
√
k clusters are active, then with high
probability one of them changes its position by n−O(
√
k),
yielding a potential drop in the same order of magni-
tude.
The following observation, which has also been used
by Arthur and Vassilvitskii [3], relates the movement of
a cluster center to the potential drop.
Lemma 5.1. If in an iteration of the k-means algorithm
a cluster center changes its position from c to c′, then
the potential drops by at least ‖c− c′‖2.
Now we are ready to prove the main lemma of this
section.
Lemma 5.2. The expected number of steps with at least√
k active clusters until the potential drops by at least 1
is bounded from above by
poly
(
n
√
k,
1
σ
)
.
Proof. We consider one step of the k-means algorithm
with at least
√
k active clusters. Let ε be defined as
in Lemma 2.1 for a = 1. We distinguish two cases:
Either one point that is reassigned during the considered
iteration has a distance of at least ε from the bisector
that it crosses, or all points are at a distance of at most
ε from their respective bisectors. In the former case,
we immediately get a potential drop of at least 2ε∆,
where ∆ denotes the minimal distance of two cluster
centers. In the latter case, Lemma 2.1 implies that
with high probability less than kd points are reassigned
during the considered step. We apply a union bound
over the choices for these points. In the union bound,
we fix not only these points but also the clusters they
are assigned to before and after the step. We denote
by Ai the set of points that are assigned to cluster Ci in
both configurations and we denote by Bi and B′i the sets
of points assigned to cluster Ci before and after the step,
respectively, except for the points in Ai. Analogously to
Lemma 2.1, we assume that the positions of the points
in A1 ∪ . . . ∪Ak are fixed adversarially, and we apply a
union bound on the different partitions A1, . . . , Ak that
are realizable. Altogether, we have a union bound over
less than
nκkd · n3kd ≤ n(κ+3)·kd
events. Let ci be the position of the cluster center of Ci
before the reassignment, and let c′i be the position after
the reassignment. Then
ci =
|Ai| · cm(Ai) + |Bi| · cm(Bi)
|Ai|+ |Bi| ,
where cm(·) denotes the center of mass of a point set.
Since c′i can be expressed analogously, we can write the
change of position of the cluster center of Ci as
ci − c′i = |Ai| · cm(Ai)
(
1
|Ai|+ |Bi| −
1
|Ai|+ |B′i|
)
+
|Bi| · cm(Bi)
|Ai|+ |Bi| −
|B′i| · cm(B′i)
|Ai|+ |B′i|
.
Due to the union bound, cm(Ai) and |Ai| are fixed.
Additionally, also the sets Bi and B′i are fixed but not
the positions of the points in these two sets. If we
considered only a single center, then we could easily
estimate the probability that ‖ci−c′i‖ ≤ β. For this, we
additionally fix all positions of the points in Bi ∪ B′i
except for one of them, say bi. Given this, we can
express the event ‖ci − c′i‖ ≤ β as the event that bi
assumes a position in a ball whose position depends on
the fixed values and whose radius, which depends on
the number of points in |Ai|, |Bi|, and |B′i|, is not larger
than nβ. Hence, the probability is bounded from above
by (
nβ
σ
)d
.
However, we are interested in the probability that
this is true for all centers simultaneously. Unfortunately,
the events are not independent for different clusters.
We estimate this probability by identifying a set of
`/2 clusters whose randomness is independent enough,
where ` ≥ √k is the number of active clusters. To
be more precise, we do the following: Consider a graph
whose nodes are the active clusters and that contains an
edge between two nodes if and only if the corresponding
clusters exchange at least one point. We identify a
dominating set in this graph, i.e., a subset of nodes
that covers the graph in the sense that every node not
belonging to this subset has at least one edge into the
subset. We can assume that the dominating set, which
we identify, contains at most half of the active clusters.
(In order to find such a dominating set, start with the
graph and throw out edges until the remaining graph is
a tree. Then put the nodes on odd layers to the left side
and the nodes on even layers to the right side, and take
the smaller side as the dominating set.)
For every active center C that is not in the domi-
nating set, we do the following: We assume that all the
positions of the points in Bi∪B′i are already fixed except
for one of them. Given this, we can use the aforemen-
tioned estimate for the probability of ‖ci − c′i‖ ≤ β. If
we iterate this over all points not in the dominating set,
we can always use the same estimate; the reason is that
the choice of the subset guarantees that, for every node
not in the subset, we have a point whose position is not
fixed yet. This yields an upper bound of(
nβ
σ
)d`/2
.
Combining this probability with the number of choices
in the union bound yields a bound of
n(κ+3)·kd ·
(
nβ
σ
)d`/2
≤ n(κ+3)·kd ·
(
nβ
σ
)d√k/2
.
For
β =
σ
n(4κ+6)·
√
k+1
the probability can be bounded from above by n−κkd ≤
W−1.
Now we also take into account the failure probabil-
ity of 2W−1 from Lemma 2.1. This yields that, with a
probability of at least 1− 3W−1, the potential drops in
every iteration, in which at least
√
k clusters are active,
by at least
Γ := min{2ε∆, β2}
≥ min
{
σ8∆
1296n14+8κD6d
,
σ2
n(8κ+12)·
√
k+2
}
≥ min
{
∆ · poly (n−1, σ) ,poly (n−√k, σ)}
since d ≤ n and D is polynomially bounded in σ and n.
The number T of steps with at least
√
k active clusters
until the potential has dropped by one can only exceed
t if Γ ≤ 1/t. Hence, E [T ] is bounded from above by∑∞
t=1 Pr
[
T ≥ t]+ 3W−1 ·W
≤ 3 +
∫ ∞
t=0
Pr
[
T ≥ t]dt ≤ 4 + ∫ ∞
t=1
Pr
[
Γ ≤ 1
t
]
dt
≤ 4 + β−2 + ∫∞
t=β−2 Pr
[
Γ ≤ 1t
]
dt
≤ 4 + β−2 + ∫∞
t=β−2 Pr
[
∆ · poly ( 1n , σ) ≤ 1t ] dt
≤ 4 + β−2 + ∫∞
t=β−2 Pr
[
∆ ≤ 1t · poly
(
n, 1σ
)]
dt
≤ 4 + β−2+∫∞
t=β−2 min
{
1,
(
(4d+16)·n4·poly
(
n,σ−1
)
t·σ
)d}
dt
= poly
(
n
√
k, 1σ
)
,
where the integral is upper bounded as in the proof of
Lemma 3.2. 
6 A Polynomial Bound in One Dimension
In this section, we consider a one-dimensional set X ⊆ R
of points. The aim of this section is to prove that
the expected number of steps until the potential has
dropped by at least 1 is bounded by a polynomial in n
and 1/σ.
We say that the point set X is ε-spreaded if the
following conditions are fulfilled:
• There is no interval of length ε that contains three
or more points of X .
• For any four points x1, x2, x3, x4, where x2 and x3
may denote the same point, we have |x1 − x2| > ε
or |x3 − x4| > ε.
The following lemma justifies the notion of ε-spreaded-
ness.
Lemma 6.1. Assume that X is ε-spreaded. Then the
potential drops by at least ε
2
4n2 in every iteration.
Assume that X is ε-spreaded. Then the number of
iterations until the potential has dropped by at least 1
is at most 4n2/ε2 by the lemma above. Let us estimate
the probability that X is ε-spreaded.
Lemma 6.2. The probability that X is not ε-spreaded is
bounded from above by 2n
4ε2
σ2 .
Now we have all ingredients for the proof of the
main lemma of this section.
Lemma 6.3. The number of iterations of k-means until
the potential has dropped by at least 1 is bounded by a
polynomial in n and 1/σ.
Proof. Let T be the random variable of the number of
iterations until the potential has dropped by at least 1.
If T ≥ t, then X cannot be ε-spreaded with 4n2/ε2 ≤ t.
Thus, in this case, X is not ε-spreaded with ε = 2n√
t
. In
the worst case, k-means runs for at most nκk iterations.
Hence, the expected running time can be bounded by
nκk∑
t=1
Pr
[
T ≥ t] ≤ nκk∑
t=1
Pr
[
X is not 2n√
t
-spreaded
]
≤
nκk∑
t=1
8n4n2
tσ2
∈ O
(
n6
σ2
· log nκk
)
⊆ O
(
n7
σ2
· log n
)
. 
Finally, we remark that, by choosing ε = σn2+c , we
obtain that the probability that the number of iterations
until the potential has dropped by at least exceeds a
polynomial in n and 1/σ is bounded from above by
O(n−2c). This yields a bound on the running-time of
k-means for d = 1 that holds with high probability.
7 Putting the Pieces Together
In the previous sections, we have only analyzed the
expected number of iterations until the potential drops
by at least 1. To bound the expected number of
iterations that k-means needs to terminate, we need an
upper on the potential in the beginning. To get this, we
use the following lemma.
Lemma 7.1. Let x be a one-dimensional Gaussian ran-
dom variable with standard deviation σ and mean µ ∈
[0, 1]. Then, for all t ≥ 1,
Pr
[
x /∈ [−t, 1 + t]] < σ · exp(− t2
2σ2
)
.
For D =
√
2σ2 ln(n1+κkddσ) ≤ poly(n, σ), the
probability that any component of any of the n data
points is not contained in the hypercube D = [−D, 1 +
D]d is bounded from above by n−κkd ≤ W−1. This
implies that X ⊆ D with a probability of at least
1 − W−1. If X ⊆ D, then, after the first iteration,
the potential is bounded from above by nd · (2D+1)2 =
poly(n).
In the beginning, we made the assumption that
σ ≤ 1. While this covers the small values of σ, which
we consider as more relevant, the assumption is only
a technical requirement, and we can get rid of it: The
number of iterations that k-means needs is invariant
under scaling of the point set X . Now assume that
σ > 1. Then we consider X scaled down by 1/σ, which
corresponds to the following model: The adversary
chooses points from the hypercube [0, 1/σ]d ⊆ [0, 1]d,
and then we add d-dimensional Gaussian vectors with
standard deviation 1 to every data point. The expected
running-time that k-means needs on this instance is
bounded from above by the running-time needed for
adversarial points chosen from [0, 1]d and σ = 1, which
is poly(n) ≤ poly(n, 1/σ).
The remaining parts of the proofs of the theorems
and the corollary, which are based on straightforward
arguments, can be found in the full version of this paper.
8 Conclusions
We have proved two upper bounds for the smoothed
running-time of the k-means method: The first bound is
poly(n
√
k, 1/σ). The second bound is kkd ·poly(n, 1/σ),
which decouples the exponential growth in k and d from
the number of points and the standard deviation. In
particular, this yields a smoothed running-time that is
polynomial in n and 1/σ for k, d ∈ O(√log n/ log log n).
The obvious question now is whether a bound exists
that is polynomial in n and 1/σ, without exponential
dependence on k or d. We believe that such a bound
exists. However, we suspect that new techniques are
required to prove it; bounding the smallest possible
improvement from below might not be sufficient. The
reason for this is that the number of possible partitions,
and thus the number of possible k-means steps, grows
exponentially in k, which makes it more likely for small
improvements to exist as k grows.
Finally, we are curious if our techniques carry over
to other heuristics. In particular Lemma 2.1 is quite
general, as it bounds the number of points from above
that are close to the boundaries of the Voronoi partitions
that arise during the execution of k-means. In fact, we
believe that a slightly weaker version of Lemma 2.1 is
also true for arbitrary Voronoi partitions and not only
for those arising during the execution of k-means. This
insight might turn out to be helpful in other contexts
as well.
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