We study a model fractional quantum Hall (FQH) wavefunction called the Gaffnian state, which is believed to represent a gapless, strongly correlated state that is very different from conventional metals. To understand this exotic gapless state better, we provide a representation based on work of Halperin in which the pairing structure of the Gaffnian state becomes more explicit. We employ the single-mode approximation introduced by Girvin, MacDonald, and Platzman (GMP), here extended to three-body interactions, in order to treat a neutral collective exitation mode in order to clarify the physical origin of the gaplessness of the Gaffnian state. We discuss approaches to extract systematically the relevant physics in the long-distance, large-electron-number limit of FQH states using numerical calculations with relatively few electrons. In an appendix, we provide second quantized expressions for many-body Haldane pseudopotentials in various geometries including the plane, sphere, cylinder, and the torus based on the proper definition of the relative angular momentum.
I. INTRODUCTION
The fractional quantum Hall effect (FQHE) has been a topic of deep and continuing interest since its discovery in 1982
1 . Placed in a strong magnetic field, a twodimensional electron gas (2DEG) exhibits an exotic order that cannot be described by the conventional GinzburgLandau symmetry breaking paradigm. Incompressible states are characterized by different kinds of topological order 2 created by strong electron-electron interactions. Solving this strongly interacting many-body quantum problem is a daunting task in general, but the model wavefunction approach in many cases successfully captures all the universal features of a many-body electron state in the FQHE.
The model wavefunction approach amounts to simply writing down a trial ground state wavefunction, which, although not the true ground state of the Coulomb interaction Hamiltonian, may have the same topological order as the true ground state. The Laughlin state 3 and the composite fermion (CF) states 4,62 are standard examples of model wavefunctions which are of experimentally relevance. Beside these abelian states, nonabelian states including the Pfaffian state and the Read-Rezayi states appear as model wavefunctions in the FQHE. Nonabelian states can serve as platforms for topological quantum computation 15 . A model wavefunction is often identified as a conformal block 12 of a conformal field theory (CFT) 13 . The CFT associated with the bulk wavefunction also describes the edge excitations via the bulk/edge correspondence 17 , and the braiding statistics 12,16 among quasi-particles. Even though the model wavefunctions are not eigenstates of the Coulomb interaction, in many cases, there exist parent Hamiltonian based on the Haldane pseudopotential approach 40, 45 . In this paper, we focus on a model wavefunction called the Gaffnian state
11 . Unlike other model FQH states, the Gaffnian state is believed to represent a quantum critical point 11,21,31 , or possibly a gapless phase, rather than an incompressible (gapped) state. Our interest in the Gaffnian state is as a likely example of gapless matter with some remnant of topological physics, even though precisely what "topological" means in a gapless state is difficult to define. Unlike the ν = 1/2 state 6,7 in which there has recently been a resurgence of interest, the Gaffnian does not currently have an interpretation as a metal of composite fermions. The Gaffnian state can be written as a conformal block of a minimal model CFT M(5, 3), which is a nonunitary CFT, unlike the unitary CFTs corresponding to known incompressible states. Like the Pfaffian state, it is the exact ground state of a parent Hamiltonian involving three-body interactions. In the bosonic case, the parent Hamiltonian is a sum of projectors of the relative angular momentum of three particles onto = 0 and = 2: (1) with constants A, B > 0. We examine possible gap closing in the neutral sector as we approach the Gaffnian from the nearby composite fermion state with the same filling. In order to look for an excitation becoming gapless in the thermodynamic limit, we employ the single-mode approximation (SMA) 27, 34 by Girvin, MacDonald, and Platzman to test gaplessness of the Gaffnian state.
The paper is organized as follows. In Sec. II, we introduce the Gaffnian state and show it is equivalent to a Halperin-type paired state, which is perhaps surprising as there is no obvious pairing in the standard wavefunction of the Gaffnian. In Sec. III, we consider the neutral excitations of the Gaffnian state via the single-mode approximation which has a well-defined thermodynamic limit. We also show how to compute density correlation functions efficiently given the second quantized wavefunction of a few electrons. A torus geometry is used to compute the SMA gap function of the Gaffnian state in order to minimize finite-size effects. We conclude in Sec. IV with a brief summary of our results and possible future extensions. Most of the technical aspects are reviewed in detail in the Appendix, which starts by fixing our conventions for physics in the lowest Landau level (LLL) and guiding-center variables. We then construct many-body pseudopotentials in a plane, cylinder, torus, and sphere using the guiding-center second quantized language only. We also give the more familiar coordinate and momentum space representation of the pseudopotentials. We end with formulas for the the SMA for three-body interactions that are relevant for the Gaffnian state.
II. THE MODE WAVEFUNCTIONS
A planar lowest-Landau-level wavefunction for N e particles, which we will call electrons, in the FQHE can be written as Ψ Ne (r 1 , . . . , r Ne ) = P (z 1 , . . . , z Ne )e
where z j = (x j + iy j )/l B is the dimensionless complex coordinate of particle j, l B = c/eB is the magnetic length, and P is a (anti-)symmetric polynomial if the electrons are identical bosons (fermions). For simplicity, we will often drop the exponential factor in Eq. (2) and only specify the polynomial part of the wavefunction.
In the following, we review the model wavefunction called the Gaffnian state 11 and see how can it be identified as a paired wavefunction of the Halperin type 8, 9 . The (bosonic) Gaffnian state is the unique highest-density zero energy ground state of a three-body interaction AP 
where q = 0 (q = 1) andS is a (anti-)symmetrization among electron indices for bosonic (fermionic) electrons. 
where Pf stands for the Pfaffian of a matrix and g(r) is an antisymmetric function in z. (In the bosonic case, use (z i − z j ) instead of (z i − z j ) 2 .) Let's assume g(r) has an asymptotic behavior g(r) → Cz α as r → 0, where C is some constant and α can be negative. After factoring out the ν = 1/2 Laughlin state (the Jastrow factor squared) from the wavefunction, let us bring z 3 to z 4 , z 5 to z 6 , until z Ne−1 to z Ne . Finally, the (factored) wavefunction has an asymptotic Pf[g(
In contrast, the same clustering among particles in the Gaffnian state gives the asymptotic (
2 , which cannot be cast into the form of a paired wavefunction of the BCS type.
Hence the nature of the Gaffnian state is very different from other paired FQH states, and it is worthwhile to find an equivalent form of the wavefunction in which the pairing structure of the Gaffnian is more explicit than in Eq. (3). After a bit of algebra, one can first see that the Gaffnian wavefunction in Eq. (3) is equal to the permanent wavefunction in Ref. 19 , as was pointed out in the previous literature, e.g., in Ref. 21 .
where M i,j = (z i − z j+Ne/2 ) −1 is the N e /2 by N e /2 matrix and perm[A] = σ∈Sn n k=1 A k,σ(k) is the permanent of a n-by-n matrix A.
This permanent wavefunction was early on used for a trial wavefunction for ν = 2/5 state 10 . In fact, Halperin had earlier suggested a seemingly different trial wavefunction for ν = 2/5 state based on the idea of pairing. In a well-known Helv. Phys. Acta. paper 8 , he presented three different kinds of model wavefunctions -the Halperin paired wavefunction, hierarchy wavefunction, and bilayer wavefunction. Strictly speaking, the paired wavefunction presented in Ref. 8 is not a scalar under rotations in the sphere. The scalar version of this wavefunction, which is invariant under the rotations of the sphere, first appeared in Ref. 9 slightly before the introduction of the permanent wavefunction 19 , and we will now show that these are actually the same.
To compare the Gaffnian wavefunction and the Halperin paired state, let's define two classes of wavefunctions -"model paired" (MP) state and the "Halperin paired" (HP) state. We present only the bosonic case in the following. The corresponding fermionic wavefunction follows after multiplying a Jastrow factor by the bosonic wavefunction. The model paired (MP) state is defined as
where p, q, r are positive integers satisfying q ≥ r and S is the symmetrization over electron indices. By counting the total power in z i , we get
2 N e − (p + r) which implies the filling factor ν = 2/(p+q) and the shift S = p + r. The MP state is a proper generalization of the Gaffnian wavefunction where the Gaffnian state corresponds to (p, q, r) = (2, 1, 1). It is also worth mentioning that (p, q, r) = (2, 0, 0), the complete symmetrization of the (2, 2, 0) bilayer state, corresponds to the Pfaffian state 4,39 . The Halperin paired (HP) state can be defined as
where s, t, u are positive integers satisfying s ≥ t and Z n = (z 2n−1 + z 2n )/2 is the center of mass coordinate between the electron pairs (z 2n−1 , z 2n ). The last term in Eq. (6) is motivated by the Laughlin state between pairs, i.e. (Z n − Z m ) 2u . The last term in Eq. (6) can also be written as 1 2 (z 2n−1 − z 2m−1 )(z 2n − z 2m ) + (z 2n−1 − z 2m )(z 2n − z 2m−1 ) . The Halperin paired state has the filling factor ν = 2/(2s+u) and the shift S = s+t+u. At (s, t, u) = (1, 1, 1) 9 , the state has the same filling factor and the shift as the Gaffnian state. In the following, we show that the HP state at (s, t, u) = (1, 1, 1) is indeed equal to the Gaffnian state; to the best of our knowledge, this equivalence has not been noted in the literature before.
To show Ψ
(1,1,1) HP is the Gaffnian state, it suffices to show that (a) the wavefunction has the same filling factor and shift as the Gaffnian state, (b) it does not vanish as we cluster two particles to the same point, but (c) it vanishes as three or more powers as we cluster three particles to the same point 11, 63 . The property (a) follows immediately. (b) can be proved by showing the wavefunction does not vanish at (z 1 , z 2 , . . . , z Ne ) = (w 1 , w 1 , w 2 , w 2 , . . . , w Ne/2 , w Ne/2 ), i.e., the wavefunction does not vanish even after clustering all the pairs. Because of the first term in the RHS of Eq. (6), most of the terms vanishes when we permute the electron indices. However, there are non vanishing terms, which are all identical and equal to
Ne/2 1≤a<b (w a − w b ) 6 which implies the condition (b).
Finally, when we cluster three particles to the same point, the first two terms in Eq. (6) together vanish at least 2 powers and the last term vanishes at least 1 power, so the state vanishes at least 3 powers. We conclude that a Halperin paired state Ψ 
III. NEUTRAL EXCITATIONS IN THE GAFFNIAN STATE
Another description of the Gaffnian wavefunction 11 is a conformal block of a conformal field theory 13 . The Gaffnian wavefunction can be expressed as
where O(z) = ψ(z)e iφc(z)/ √ ν with φ c being the free boson of a U (1) CFT and ψ(z) being a field with scaling dimension ∆ ψ = 3/4 in the minimal model M(5, 3). The background charge operator O bg is introduced to impose charge neutrality condition so that the conformal block does not vanish. A CFT used to construct a bulk wavefunction also describes the edge excitations, quasi-hole excitations, and the braidings of the quasiholes 11, 12, 16 . This is a manifestation of the bulk/edge correspondence 17 , which requires a bulk gap in order to have well-defined gapless edge and quasi-hole excitations constructed from the CFT.
The CFT for the Gaffnian state is nonunitary resulting in a nonunitary braiding among quasi-holes 20 , which is not physically sensible. There has been an argument 30 , numerical evidence in the sphere geometry 21 , and even a proof 31 that the Gaffnian state represents a gapless state, but the physical picture of how the Gaffnian state becomes gapless remains elusive so far. To understand its gaplessness better, we focus on the neutral excitations of the Gaffnian state and examine the physical mechanism of closing of the gap. The neutral excitations of a FQH state are collective excitations of quasi-electron and quasi-hole pairs. In an incompressible state, there is typically a well-defined lowlying neutral excitation mode, which is called the magnetoroton mode 22, 27, 34 . In a seminal paper 33 , Girvin, MacDonald, and Platzman (GMP) modeled the magnetoroton mode by the single-mode approximation (SMA) which is the (projected) density-wave excitation above the ground state. This trial excitation wavefunction correctly captures the qualitative and quantitative behavior of the magnetoroton mode, especially the location and the size of the gap 33, 34 . It should be noted that (a) the Gaffnian state is known to become gapped in a thin cylinder 43, 44 , and (b) the ν = 2/3 (bosonic) Jain composite fermion (CF) state
is a nearby phase of the Gaffnian state, as the Jain state is an incompressible ground sate of a pseudopotential P 0 2 with the same filling factor and shift as the Gaffnian. Starting from the Hamiltonian AP for which the Gaffnian state is the ground state, one can perturb the Hamiltonian by P 0 2 so that the ground state belongs to the same universality class as the CF state after the gap opens. Conversely, we can adiabatically change the Hamiltonian from the CF state to the Gaffnian state and close the gap along the way. Together with the gapped nature in the thin cylinder geometry, the Gaffnian state seems to represent a quantum critical point with a neighboring CF state.
Guided by a recent Exact Diagonalization (ED) study 21 , we argue that the gap closing happens at the wave vector q = 0 at the Gaffnian state. (This kind of gap closing scenario has been studied before [24] [25] [26] in the FQHE in various other situations.) To this end, we employ the SMA 33,34 of the magnetoroton mode to capture the possible gap closing nature of the Gaffnian state. Even though the magnetoroton mode is not very well-defined in the non-abelian FQH states as it generally contains several low-lying excitation modes 35 , the SMA can still serve as a trial model or upper bound for the low-lying excitation modes. Also, it was pointed out recently 34 that the SMA becomes a better and better approximation as we approach to the 0 wave vector. So SMA provides a way to test the scenario of a gap to neutral excitations closing at q = 0. In the following, we review the basics of the SMA and provide the full expressions generalizing it for a three-body interaction, with details relegated to Appendix E.
A. Single-mode approximation
The single-mode approximation (SMA) is constructed by applying the guiding-center (projected) density operator to the ground state |Ψ :
whereρ q = i e −q·Ri is the guiding-center density operator with R i = (X i , Y i ) being the guiding-center coordinate of particle i, and q = 0. The guiding-center density operator satisfies nontrivial commutation relations called the GMP or magnetic translation algebra 33, 42, 48 :
The SMA is orthogonal to the ground state (for q = 0) if the ground state |Ψ is homogeneous, i.e., it has a constant one-particle density 64 . Using Eq. (8), the gap function is given by
whereŝ(q) is the (guiding-center) structure factor,
, and H is the interaction Hamiltonian. (The kinetic part of the Hamiltonian is quenched since we are only interested in the states in the LLL. O denotes the LLL projection of an operator O.)
The Gaffnian state is a zero energy ground state of a three-body interaction
where A, B > 0, L m (x) is the m-th Laguerre polynomial,
The Jacobi-coordinate system used in Eq. (11), which is explained in the Appendix.
In the case of two-body interaction,f (q) in the gap function Eq. (E1) is given by (12) where
2 with V (k) being the Fourier transformation of a two-body interaction V (r 1 − r 2 ), and s(k) is the (guiding-center) structure factor. So the gap function depends only on (a) the interaction Hamiltonian and (b) the structure factor of the ground state, which encodes essential information of the state in the thermodynamic limit. Generalization to the three-body interaction is straightforward but requires lengthy algebra. Rather than going into these cumbersome steps, which are done in detail in Appendix E, we simply mention that for three-body interaction we need one additional ingredient to compute the gap function: (c) the three-density correlation function. The density correlation functions are interesting in their own right as they contain information about the state in the thermodynamic limit.
B. Density correlation functions
In this section, we review density correlation functions and discuss how one can compute them from the state written in terms of a (occupation number) second quantized basis. We work in the plane and use the symmetric gauge. The simplest example of a density correlation function is the one-particle density, which measures the probability of finding a particle at position r:
whereψ ( 
where ρ = ν 2π is the density of the (homogeneous) ground state and (R, u) and (u 1 , u 2 ) are related by the twobody Jacobi coordinates: (r 1 ,
The third density correlation function is the three-density correlation function:
where we have used the three-body Jacobi coordinates:
In the thermodynamic limit, the state we are mainly interested in becomes homogeneous and all the density correlation functions are independent of the CM coordinate:
as N e → ∞. In the case of a three-body interaction, g(u) and h(u 1 , u 2 ) enter in the expression of the SMA gap function.
The Fourier transformation of the pair-correlation functions is called the structure factor:
The Fourier transformation of the three-density correlation function is given by:
The guiding-center (or projective) analog of Eq. (16) and (17) are given bŷ
and
where we have used 
A detailed explanation of density correlation functions and their symmetries is presented in Appendix D.
Given the model wavefunction, the conventional method for computing the pair-correlation function (which is a two-density correlation function) is to numerically compute the integral in Eq. (14) 23 all of which have an efficient way of computing the wavefunction modulus squared. Because of numerically expensive symmetrization in the Gaffnian state Eq. (3), the Metropolis Monte Carlo algorithm requires exponential computing time in the number of particle in order to compute the pair-correlation function. Rather than sticking with this conventional method, we present an alternative route to computing the density-correlation functions using the expressions of a state in the second-quantization. It is known that the Gaffnian state can be written as the Jack polynomial [56] [57] [58] [59] for which the second quantized expression can be computed efficiently 60, 61 . Given the wavefunction in second quantization (to be more precise, in the occupation number basis), we consider the following combination 33 :
where ρ = ν 2π is the one-particle density of the system (in the thermodynamic limit) and we are considering the case of a finite number of particles:
This particular combination imposes the sum rules 33 :
which ensures the structure factor has an expansion
. The three-density correlation function also has a similar expression:
where
Eq. (24) satisfies the following sum rule:
There are several advantages in using second quantized expressions. First of all, it is a numerically-exact method. The final expression is the sum of the expectation values of certain operators so an exact computation is possible. Also, the expectation values entering in the expressions can be efficiently evaluated which significantly reduces the computing time. Another advantage is that the result with few particles already well approximates the thermodynamic limit function as shown in Fig. (1) and (2) . The Monte-Carlo evaluation in a sphere 28 also gives a quite good approximation even for a few number of particle, however, it suffers from a finite cut-off, i.e., the pair correlation function ends at finite value of r, due to its compact geometry. Also, the evaluation of the three-density correlation function is challenging using Monte Carlo.
C. Gap function of the Gaffnian state
Using the three-body interaction Eq. (11) and the twoand three-density correlation functions, the gap function of the SMA of the Gaffnian state can be computed. However, it turns out that the interaction potential in Eq. (11) is extremely sensitive to the sub-leading terms in the two-and three-density correlation functions which are small in the original correlation functions but largely amplified in the gap function when using Eq. (11) as an interacting Hamiltonian. To overcome such difficulties and to minimize finite size effects, we employ the torus geometry by following the prescription in Ref. 34 .
The bosonic Gaffnian state (or to be more precise, the Hamiltonian AP 0 3 + BP 2 3 with A, B > 0) has 6-fold degenerate zero energy ground states in the torus geometry. With considerations of the many-particle translational symmetries, the Gaffnian state has 2-fold degeneracy in (k x , k y ) = (0, 0) sector and other ground states are obtained by acting with many-particle translational symmetries to this 2-fold ground states. We lift the 2-fold degeneracy by adding a small perturbation P 0 2 , the twobody relative angular momentum 0 projector. When the perturbation becomes large, this ground state eventually belongs to the ν = 2/3 composite fermion phase. The construction of the Hamiltonian in the torus geometry is extensively reviewed in Appendix. B and relevant manyparticle translational symmetries are well explained in Ref. 5, 41, and 42.
The numerical result is summarized in Fig. (4) in which N e = 10 electrons in a torus with an aspect ratio 1 and zero twisting angle are used. The SMA gives quadratic gap closing at k = 0 under the pseudopotential P 0 3 , but it seems to give a finite gap for the accessible particle numbers when the pseudopotential P 2 3 is nonzero. Although the SMA doesn't give conclusive evidence of the gaplessness of the Gaffnian state, it has its gap minimum at (or around) k = 0.
IV. CONCLUSION
In this paper, we have studied an exotic FQH state called the Gaffnian state, which is believed to represent a quantum critical point. We have shown that the pairing structure of the Gaffnian state, which cannot be understood in terms of the BCS pairing, can be understood in terms of a pairing of the Halperin type. It is also shown that nonabelian states including the Pfaffian and the Haffnian state can also be cast into the Halperin paired state form. As the density correlation functions contain useful information about the state in the thermodynamic limit, we present an efficient way to computing those. Our method relies on the second quantized expression of the state, which works well for the state for which the second quantized expression can be computed efficiently, including the Gaffnian state.
To test the gap closing scenario at k = 0 of the Gaffnian state as we approach from a nearby composite fermion state, we employed the single-mode approximation to compute the gap function associated with the Gaffnian state. We used a torus geometry, in the hope of reducing finite-size effects, with up to 10 electrons. This approach did not give conclusive evidence for the gaplessness of the Gaffnian state. However, our numerical results do seem to support the scenario of a gap closing at k = 0. We hope that the three-body SMA approach developed here will be useful for the many interesting quantum Hall states, either gapped or gapless, that arise naturally in the presence of three-body interactions. In this Appendix, we introduce the guiding-center degrees of freedom, which are true physical degrees of freedom in the lowest Landau level (LLL). Consider electrons with charge −e (< 0) moving in a 2D (infinite) plane in a strong magnetic field −Bẑ (B > 0). The Hamiltonian of N electrons is
where π = p + e c A is the dynamical momenta, A is the vector potential associated with the magnetic field −Bẑ, and V is the interaction. Due to the presence of the magnetic field, dynamical momenta have nontrivial com-
, where l B = c eB is the magnetic length. Without interaction, the Hamiltonian reduces to the one dimensional quantum harmonic oscillator Hamiltonian. It is then useful to define creation/annihilation operator,
which satisfy the commutation relation [a, a † ] = 1. Using these operators, (the kinetic part of) the Hamiltonian becomes H = ω c i a † i a i + 1 2 , where ω c = eB mc is the cyclotron frequency. Eigen subspaces form the Landau levels (LLs), which are determined by the dynamical momenta degrees of freedom only. Each LL has extensive degeneracy that can be distinguished by the consideration of the guiding-center coordinates,
The guiding-center coordinates are chosen in such a way that they are linear combinations of coordinate operators and the dynamical momenta, while having trivial commutation relations with the dynamical momenta. The guiding-center coordinates have the commutation rela-
It is convenient to introduce operators
which commutes with (the kinetic part of) the Hamiltonian. The above definition of angular momentum is different from the usual definition of the angular momentum xp y − yp x 65 . However, this definition allows us to express the physical operators, such as relative angular momentum operators, using the second quantized operators only without referring to a specific gauge. Together with a and b, we can construct the complete basis
where |0, 0 is the vacuum state annihilated by a and b, n ∈ {0, 1, 2, . . . } is the Landau-level index, and m ∈ {−n, −n + 1, . . . , 0, 1, . . . } is the angular momentum index. Without interaction, the Landau-level index n determines the eigenenergy n + 1 2 ω c , and the energy gap ω c is proportional to B.
In the limit of strong magnetic field, electrons in the FQH sit only in the lowest Landau level (LLL) and the guiding-center coordinates are the only relevant physical degrees of freedom. These degrees of freedom provide a faithful representation to describe interactions in the LLL. We share the same point of view as previous literature [48] [49] [50] [52] [53] [54] in that the guiding-center degrees of freedom are the necessary and sufficient degrees of freedom to describe electron states in the (idealized) FQH. (Essentially we do not want to go back to the full electron Hilbert space which requires additionally specification of the dynamical momenta degrees of freedom [52] [53] [54] .) The interaction Hamiltonian should be expressed in terms of second quantized (guiding-center) operators. Haldane's pseudopotentials 40 , which are relative angular momentum projectors, span the (sub)space of interaction Hamiltonians. The notion of pseudpotential makes sense without ever specifying the gauge of the magnetic field since it is built upon the relative angular momentum. As an exception, the symmetric gauge will be used to find coordinate representations 46 of pseudopotentials, as it requires specification of the action of the interaction Hamiltonian in the full (position) electron Hilbert space.
Orbitals in various gauges and geometries
Second-quantized expressions are already sufficient to capture the physics of the FQHE, but it is often more intuitive to use first-quantized expressions. The first step towards using the first-quantized language is to specify the gauge.
We start with the most familiar one, the symmetric gauge A = B 
(A5).
(We often drop the superscript "Landau" whenever the gauge choice is clear.) In addition, since the Landau gauge has translational symmetry in y-direction, it is useful to consider eigenstates of LLL given by
where kl B ∈ R. This basis satisfy the orthonormal-
) and form a completeness basis of the LLL
. The basis transformation matrix element between Eq. (A7) and Eq. (A8) is given by
When compactifying y-direction of a plane via y ∼ y + L y , we get a cylinder together with the basis
Ly is the dimensionless inverse radius of the cylinder and n ∈ Z. We have the orthonormality condition cyl d 2 rψ * n1 (r)ψ n2 (r) = δ n1,n2 and the completeness relation Unlike other geometries, the spherical geometry has full rotational symmetry generated by L + , L − , L z , which is defined in Eq. (B28). When a magnetic monopole with magnetic charge 2S is placed in the origin, the LLL is spanned by normalized orbitals φ M (θ, φ) = .
{[u]
S M } M =−S,...,S forms a SU (2) spin S representation under the generators L ± , L z , where L = r × π + SΩ andΩ is the unit normal vector on the sphere. We often identify N φ ≡ 2S as the total flux of the sphere. A stereographic projection from sphere to plane amounts to mapping from φ M (θ, φ) to φ m (z) via M = m − S up to normalization factors.
Appendix B: Pseudopotentials
We now systematically construct and classify the Haldane's pseudopotentials 40 in terms of the secondquantization, which gives a faithful representation using the guiding-center degrees of freedom only. We defer a more familiar representations involving the position and momentum coordinates to section (B 8).
While our construction essentially gives identical results to the previous literature on pseudopotentials [45] [46] [47] , we strictly follow the (canonical) construction of pseudopotentials in Ref. 45 in which the first quantized orbitals in the symmetric gauge are used to construct pseudopotentials. Our construction can be viewed as the second-quantized analog of Ref. 45 , so that we explicitly show the one-to-one correspondence of pseudopotentials in various geometries.
Jacobi coordinate system
We are interested in classifying the translationally invariant many-body interactions which depend on the relative motion degrees of freedom only. We employ the Jacobi coordinate system to systematically express manybody interactions. In order to motivate the Jacobi transformation, we momentarily go back to coordinate representations by restoring the dynamical momenta degrees of freedom. One can skip the following discussion and jump directly to Eq. (B6), if one only cares about the guiding-center degrees of freedom.
The Jacobi coordinates associated with N particles with coordinates r 1 , . . . , r N is given by
. . . 
where we have introduced the CM and rel length scales
n . Note that the CM length scale depends on the number of particles N , while rel length scales are independent of N . We broadly follow the notations in Ref. 46 but differences occur due to our explicit coordinate choice. In the Jacobi coordinates, the normalized LLL orbitals are given by
Moreover, a operators are transformed as
and the same formulas hold for b:
All operators satisfy the canonical commutation relation [a,
Let's now forget about the Jacobi coordinates, and define the Jacobi transformation of second quantized operators as Eq. (B6) from the onset. Length scales (l CM ; l i ) are chosen in such a way that the operators satisfy the canonical commutation relation. This definition doesn't require any restrictions on the gauge choice. We use this transformed Jacobi guiding-center degrees of freedom to construct many-body pseudopotentials.
Clebsch-Gordan coefficients
There exist two basis for the Hilbert space of N electrons -one is the ordinary orbital basis, |m 1 , . . . , m N =
. . , 0 and the other is the Jacobi transformed basis, 
where δ is the Kronecker delta, 2 F 1 is the hypergeometric function having Γ function in the denominator as a regulator, and P (α,β) n is the Jacobi polynomial. After similar computations, the three-body Clebsch-Gordan coeficient is given by
(B8)
Relative angular momentum eigenstates
Haldane's pseudopotentials 40, 45 are identified as the projections onto the relative angular momentum eigenstates. In the following, we give a precise definition of the relative angular momentum eigenstates which in turn are the eigenstates of the relative angular momentum operator. From now on, we set = 1.
The total angular momentum operator for N electrons is
After the Jacobi transformation Eq. (B6), the total angular momentum operator becomes
It is then natural to define the relative angular momentum operator of Nparticle by
and the CM angular momentum operator of N -particle by angular momentum is M in this case.) However, complications arise when considering the bosonic (or fermionic) nature of identical electrons. This restricts the basis to be symmetric (antisymmetric) under the exchange of the bosonic (fermionic) electrons. From now on, we consider the bosonic case only, while the fermionic case can be considered analogously. Let's work in the the CM angular momentum 0 sector and find the relative angular momentum eigenstates in this sector. Upon applying
we get the corresponding relative angular momentum eigenstate with CM angular momentum M . Since we already know unsymmetrized relative angular momentum eigenstates, the symmetrized eigenstates follow from symmetrization. For example, from a relative angular momentum eigenstate |0, m 1 , . . . , m N −1 which has a relative angular momentum m = m 1 + · · · + m N −1 , the symmetrized eigenstate is given by
where S symmetrizes the particle indices in b † . So the relative angular momentum eigenstates are obtained by acting homogeneous symmetric polynomials of creation operators {b † i } on the vacuum state. Since we are working in the M = 0 sector, the homogeneous symmetric polynomials creating relative angular momentum eigenstates are precisely the translationally invariant homogeneous symmetric polynomials, which are classified in Ref. 45 . Ref. 45 uses the advantage of the polynomial structure of the orbital basis in the coordinate representation using the symmetric gauge, but in our work, the same structure arises at the level of second quantized operators without ever specifying the gauge. Let's denote an orthonormalized relative angular momentum eigenstate by |m, a rel (which depends on N , the number of particles forming the eigenstate and we often drop the subscript "rel"), where a ∈ {1, . . . , D m,N } accounts for the degeneracy. Using the prescription in Ref. 45 , we list the first few relative angular momentum eigenstates in TABLE II.
The second quantized operators b j and b † j used so far are associated with the orbital basis of particle j. When dealing with the system of identical particles, it is convenient to use the creation and annihilation operators c m and c † m associated with occupation number basis, where m ∈ {0, 1, 2, . . . } and the operators satisfy the commutation relation [c m , c † m ] = δ m,m . For example, the total angular momentum operator can be written as:
Pseudopotentials in the second quantization
Having defined the relative angular momentum eigenstates, one can construct associated projection operators, so-called the Haldane pseudopotentials 40, 45 . The pseudopotentials form complete basis in the sense that any symmetric N-body interaction V N , which commutes with the CM angular momentum operator and the rel angular momentum operator (so the angular momenta remain good quantum numbers) and acts trivially in the CM sector, can be written as sums of pseudopotentials:
the identity operator in the CM sector. The N -body pseudopotential is given by 
where the operators L CM z and L CM ± do not satisfy the SU (2) algebra. (We could construct operators satisfying the SU (2) algebra in analogy with the sphere at the expense of introducing a finite cut-off in the orbitals.)
, which is expressed in terms of occupation number operators, the following recursion relation holds:
The (normalized) angular momentum eigenstate is given by |M, (m, a) =
. Suppose we want to find a zero energy ground state wavefunction |Ψ Ne (where N e is the number of electrons) of a Hamiltonian H = l α=1 P (mα,aα) Nα . As the Hamiltonian is written in terms of sums of positive projectors, a zero energy state would be annihilated by individual projectors in the Hamiltonian. If we further assume to have maximum possible orbital, say N φ +1, finding the ground state amounts to solving a system of homogeneous linear equations 55 :
|Ψ Ne = 0, ∀α ∈ {1, 2, . . . , l}, ∀M ∈ {0, 1, 2, . . . , N φ − m α }. This is a great simplification compared to numerically expensive exact diagonalization.
Pseudopotentials in the cylinder geometry
In this section, we derive the second quantized Hamiltonian in the cylinder geometry. For this purpose, we rewrite the pseudopotentials in Eq. (B11) in terms of the basis in Eq. (A8). Expressions for the cylinder geometry follows when compactifying the plane properly. During the computation of the matrix element of the Hamiltonian, we encounter
where {R, u} and {r} are related by the Jacobi coordinate transformation Eq.
, (Z) x = (R) x /l B , and so on, and H m is the m-th Hermite polynomial. In Eq. (B14), |M, m 1 , . . . , m N −1 is the Jacobi transformed basis and φ and ψ are eigenstates in Landau gauge, i.e., (Jacobi transformed) Eq. (A7) and Eq. (A8).
We again emphasize that the pseudopotential in Eq. (B11) is independent of the gauge choice. Whereas, we used the Landau gauge to calculate matrix element in Eq. (B14). Alternatively, one can simply think of Eq. (B14) as an abstract unitary basis transformation from the relative angular momentum basis to another basis guided by the unitary transformation given in Eq. (A9). This particular unitary transformation gives expressions for the pseudopotentials which can be interpreted as interaction Hamiltonians in the cylinder and the torus geometry, i.e., respect desired symmetries.
In the following, we present explicit expressions for the two-body and the first few three-body pseudopotentials in a cylinder. The cylinder is obtained by compactifying a plane in y-direction via y ∼ y + L y . Further pseudopotentials can be systematically derived using Eq. (B14) starting from the pseudopotentials in the plane geometry. The two-body pseudopotential is given by
We present the three-body pseudopotentials for m = 0, 2, 3. This can be derived using Eq. (B14) and Table II (b). The three-body pseudopotential, P m 3 (m = 0, 2, 3), in the cylinder geometry is
All pseudopotentials respect translational symmetry.
Pseudopotentials in the torus geometry
Pseudopotentials in the torus geometry follow directly from the cylinder geometry by compactifying x-direction via x ∼ x + L x . The two-body pseudopotential is given by
where m is the two-body relative angular momentum and
We have used the identification c m+N φ = c m . The three-body pseudopotential is given by
with the identification c m+N φ = c m and
Further pseudopotentials can be obtained by starting from the corresponding expressions of the cylinder geometry. All the pseudopotentials respect many-body translational symmetries in the torus 5,41,42 .
Pseudopotentials in the sphere geometry
Pseudopotentials in the sphere are projections to the (relative) angular momentum eigenstates in the sphere. Because of the appreciated SO(3) (or SU (2)) symmetry, relative angular momentum eigenstates of N particles with relative angular momentum m correspond to SU (2) spin N N φ 2 − m representations of N electrons. Using second quantization language, the angular momentum operators can be written as 
In the following, we construct pseudopotentials in terms of the second quantization. Unlike the plane geometry, relative angular momentum eigenstates and the pseudopotentials are dependent on the underlying monopole strength 2S = N φ . The two-body pseudopotential is given by
where J = 2S − m and
J,M acting on a vacuum creates a normalized two-particle state with relative angular momentum M . Due to the bosonic nature of operators, only even m is allowed (or non-vanishing).
The three-body pseudopotential is given by
where a denotes the possible degeneracy and J = 3S − m. The degeneracy (for a sufficiently large S) exactly matches with the degeneracy of the (infinite) plane 45 . The first three T 3S−m,3S−m are as follows:
Given T J,J , other operators can be computed using the lowering operator:
Using the stereographic projection, which maps a sphere to an infinite plane, the annihilation operators are mapped as 
and the similar relations hold for three-and manyparticle cases.
Pseudopotentials in the coordinate representation
So far, we have expressed operators using only the guiding-center degrees of freedom which capture all the physics in the LLL. On the other hand, it is sometimes useful to find a more familiar coordinate representation of interactions. However, going back to coordinate representation of interactions requires the knowledge of the action of an interaction in the higher LLs. Two very different potentials can have the same effect in the LLL. With this caveat, we present representatives of the twobody pseudopotentials and the first two of three-body pseudopotentials. We choose the symmetric gauge as we require an explicit gauge in order to specify the action of the operator in the position Hilbert space.
We demand our interaction V (r 1 , . . . , r N ) to be translationally invariant and symmetric under the exchange of particle indices. The Jacobi coordinate in Eq. (B1) is again useful for this purpose as V becomes a function of u 1 , . . . , u N −1 only. It is convenient to work in the momentum space,
In this section, we share the notation of Ref. 46 , but our explicit coordinate choice results in some differences. Also, we make our potential as symmetric as possible. The LLL projections and the matrix elements appearing in this section can also be found in Ref. 48 . Using the LLL projection of the following operator:
the LLL projected V is given by
From now on, we suppress 1 1 H CM LLL factor. The matrix element associated with the LLL-projected interaction can be evaluated using (when m i ≥ m i ):
and similarly when m i ≤ m i ,
The matrix element is given by:
The following identity provides a guiding principle in choosing a representative interaction.
The two-body pseudopotential P m 2 can be represented as
where m (≥ 0) is an even integer for the bosonic case and an odd integer for the fermionic case. Note that this representation gives translationally invariant potential and symmetric under the exchange of particles, i.e. satisfies V (−k 1 ) = V (k 1 ) in the momentum space of the Jacobi coordinates.
We demand that the three-body interaction pseudopotentials are translationally invariant interaction, i.e., V is a function of relative coordinates, and remains invariant under the particle exchanges. The latter condition is equivalent to
In the following, we present the first two three-body pseudopotentials. The higher angular momentum and/or N (> 3)-body interactions can also be constructed using similar considerations. The first two relative angular momentum eigenstates of three particles in the relative angular momentum basis |m 1 , m 2 are |0 rel = |0, 0 and
and for P 2 3 is
The Gaffnian state 11 is the (highest density) zero-energy ground state of the Hamiltonian AP In the LLL, we quench the dynamical momenta and use only the guiding-center degrees of freedom to describe physics. This yields nontrivial commutation relation among LLL-projected density operators. We follow the modernized definition of the guiding-center (projected) density operator [48] [49] [50] .
The density operator and its Fourier transformation are given by ρ(r) = Ne i=1 δ (2) (r − r i ) and ρ k = Ne i=1 e −ik·ri . We are interested in the LLL-projected version of them. Using a similar technique as in Eq. (B38),
where we have defined the guiding-center density opera-
The LLL projection of a product of two density operators is given by
Exchanging the role of q 1 and q 2 gives the commutation relation between the density operators which is the GMP algebra 27 :
When it comes to a three-body interaction, we need the LLL projection of a product of three density operators.
After some tedious algebra, we get Density correlation functions contain useful information of the system in the thermodynamic limit. We will see later that the single-mode approximation is expressed in terms of the density correlations. In this section, we review the density correlation functions -from one-density to three-density correlation function -and discuss how they enter in the expressions for single-mode approximation of a three body interaction. We consider the infinite plane geometry and use the symmetric gauge in this section.
1. Density correlation functions in the thermodynamic limit
The one-particle density is a density correlation function defined by 
where (R, u) and (u 1 , u 2 ) are related by the twobody Jacobi coordinates: (r 1 , r 2 ) = R + u 2 , R − u 2 . The pair-correlation function remains invariant under the exchange of particle indicies, which gives the relation g(R, −u) = g(R, u). For a homogeneous state, g(R, u) → g(u) in the thermodynamic limit. The symmetry becomes g(u) = g(−u) and if we further assume the rotation symmetry, the pair-correlation function becomes rotationally symmetric: g(u) = g(|u|).
The three-density correlation function is defined by h(R, u 1 , u 2 ) = ρ −3 ψ † (r 1 )ψ † (r 2 )ψ † (r 3 )ψ(r 3 )ψ(r 2 )ψ(r 1 ) = N e (N e − 1)(N e − 2)
where we have used the three-body Jacobi coordinates: (r 1 , r 2 , r 3 ) = R + . For a homogeneous state, h(R, u 1 , u 2 ) → h(u 1 , u 2 ) in the thermodynamic limit and the symmetries reduce to:
2. Structure factors in the thermodynamic limit
The static structure factors are the Fourier transform of the density correlation functions. In defining these structure factors, there exist potential divergences for which we need to regularize. For example, the one-particle density becomes a constant function in the thermodynamic limit (for a homogeneous state), so its Fourier transformation is a Dirac delta function peaked at 0, i.e., divergence at the momentum equals zero. The structure factor is defined as
where the delta function in the second term compensates the divergences of the first term at k = 0. The structure factor can be simplified as
d 2 r i e ik·(r1−r2) |Ψ(r 1 , . . . , r Ne )| 2 − ρ(2π) 2 δ (2) (k)
where we have used the Jacobi coordinate transform and the fact d 2 R → Ne ρ as N e → ∞. The symmetry of g, g(−u) = g(u), now translates into the symmetry of s as s(−k) = s(k). If we assume the state is rotationally symmetric, then we have: s(k) = s(|k|). Since the structure factor vanished at k = 0, it gives the following sum rule:
The three-point structure factor is defined by Λ(k 1 , k 2 ) = 1 N e ρ k2 ρ * k1+ 1 2 k2 ρ * −k1+
where all the possible divergences at k 2 = 0, k 1 + 1 2 k 2 = 0, and k 1 − 1 2 k 2 = 0 are canceled by Dirac delta functions. Using the similar methods in Eq. (D6), the three-point structure factor can be expressed as Λ(k 1 , k 2 ) = − 2 + s k 1 + 1 2 k 2 + s − k 1 + 1 2 k 2 + s(k 2 ) + d 2 u 1 d 2 u 2 e ik1·u1 e ik2·u2 ρ 2 η(u 1 , u 2 ) − g 1 2 u 1 + u 2 − g − 1 2 u 1 + u 2 − g(u 1 ) + 2 .
After a bit of work, we can check that the three-point structure factor has the relevant symmetries:
Since Λ(k 1 , k 2 ) vanished at k 2 = 0, it gives the following sum rule: d 2 u 2 ρ 2 h(u 1 , u 2 ) − g 1 2 u 1 + u 2 − g − 1 2 u 1 + u 2 − g(u 1 ) + 2 = −2ρ g(u 1 ) − 1 .
In the seminal paper 27 by Girvin, MacDonald, and Platzman, the ansatz wave excitation function |Ψ 
whereŝ(q) is the guiding-center structure factor, V is the interaction Hamiltonian, and
In the following, we first review the SMA for two-body interaction and then derive the results for three-body interaction.
