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Abstract
We study the local well-posedness of the initial-value problem for the nonlinear “good” Boussinesq
equation with data in Sobolev spaces Hs for negative indices of s.
1 Introduction
In this work we consider initial value problem (IVP) for the Boussinesq-type Equation{
utt − uxx + uxxxx + (f(u))xx = 0, x ∈ R, t > 0,
u(0, x) = u0(x); ut(0, x) = u1(x).
(1)
Equations of this type, but with the opposite sign in front of the fourth derivative term, were originally
derived by Boussinesq [6] in his study of nonlinear, dispersive wave propagation. We should remark that it
was the first equation proposed in the literature to describe this kind of physical phenomena. The equation
(1) was also used by Zakharov [18] as a model of nonlinear string and by Falk et al [7] in their study of
shape-memory alloys.
Our principal aim here is to study the local well-posedness for the IVP associated to the “good” Boussinesq
equation, that is, f(u) = u2 in equation (1), for low regularity data. Natural spaces to measure this regularity
are the classical Sobolev spaces Hs(R), s ∈ R, which are defined as the completion of the Schwarz class S(R)
with respect to the norm
‖f‖Hs(R) = ‖〈ξ〉sf̂‖L2(R)
where 〈a〉 ≡ 1 + |a|.
Concerning the local well-posedness question, several results are obtained for the equation (1). Using
Kato’s abstract theory for quasilinear evolution equation, Bona and Sachs [3] showed local well-posedness
for f ∈ C∞ and initial data u0 ∈ Hs+2(R), u1 ∈ Hs+1(R) with s > 12 . Tsutsumi and Matahashi [16]
established similar result when f(u) = |u|p−1u, p > 1 and u0 ∈ H1(R), u1 = χxx with χ ∈ H1(R). These
results were significantly improved by Linares [13] who proved that (1) is locally well-posedness in the case
f(u) = |u|p−1u, 1 < p < 5 and u0 ∈ L2(R), u1 = hx with h ∈ H−1(R). The main tool used in his argument
was the use of Strichartz estimates satisfied by solutions of the linear problem. We should remark that all
these results also hold for the “good” Boussinesq equation.
In this paper, we improve the latter result, proving local well-posedness with s > −1/4 for the “good”
Boussinesq equation. The local well-posedness for dispersive equations with quadratic nonlinearities has
been extensively studied in Sobolev spaces with negative indices. The proof of these results are based in
the Fourier restriction norm approach introduced by Bourgain [4] in his study of the nonlinear Schro¨dinger
equation (NLS)
iut + uxx + u|u|p−2 = 0, with p ≥ 3
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and the Korteweg-de Vries equation (KdV)
ut + uxxx + uxu = 0. (2)
This method was further developed by Kenig, Ponce and Vega in [11] for the KdV equation (2) and [12] for
the quadratics for the quadratics nonlinear Schro¨dinger equations
iut + uxx + Fj(u, u¯) = 0, j = 1, 2, 3 (3)
where u¯ denotes the complex conjugate of u and F1(u, u¯) = u
2, F2(u, u¯) = uu¯, F3(u, u¯) = u¯
2 in one spatial
dimension and in spatially continuous and periodic case.
The original Bourgain method makes extensive use of the Strichartz inequalities in order to derive the
bilinear estimates corresponding to the nonlinearity. On the other hand, Kenig, Ponce and Vega simplified
Bourgain’s proof and improved the bilinear estimates using only elementary techniques, such as Cauchy-
Schwartz inequality and simple calculus inequalities.
Both arguments also use some arithmetic facts involving the symbol of the linearized equation. For
example, the algebraic relation for quadratic NLS (3) with j = 1 is given by
2|ξ1(ξ − ξ1)| ≤ |τ − ξ2|+ |(τ − τ1)− (ξ − ξ1)2|+ |τ1 − ξ21 |. (4)
Then splitting the domain of integration in the sets where each term on the right side of (4) is the biggest
one, Kenig, Ponce and Vega made some cancellation in the symbol in order to use his calculus inequalities
(see Lemma 3.1) and a clever change of variables to established their crucial estimates.
Here, we shall use this kind of argument, but unfortunately in the Boussinesq case we do not have good
cancellations on the symbol. To overcome this difficulty we observe that the dispersion in the Boussinesq
case is given by the symbol
√
ξ2 + ξ4 and this is in some sense related with the Schro¨dinger symbol (see
Lemma 3.2 below). Therefore, we can modify the symbols and work only with the algebraic relations for
the Schro¨dinger equation already used in Kenig, Ponce and Vega [12] in order to derive our relevant bilinear
estimates. We should remark that in the present case we have to estimate all the possible cases for the
relation τ ± ξ2 and not only the cases treated in Kenig, Ponce and Vega [12].
To describe our results we define next the Xs,b spaces related to our problem. These spaces, with b =
1
2 ,
were first defined by Fang and Grillakis [8] for the Boussinesq-type equations in the periodic case. Using these
spaces and following Bourgain’s argument introduced in [4] they proved local well-posedness for (1) with
the spatial variable in the unit circle assuming u0 ∈ Hs, u1 ∈ H−2+s, with 0 ≤ s ≤ 1 and |f(u)| ≤ c|u|p,
with 1 < p < 3−2s1−2s if 0 ≤ s < 12 and 1 < p < ∞ if 12 ≤ s ≤ 1. Moreover, if u0 ∈ H1, u1 ∈ H−1 and
f(u) = λ|u|q−1u− |u|p−1u, with 1 < q < p and λ ∈ R then the solution is global.
Next we give the precise definition of the Xs,b spaces for the Boussinesq-type equation in the continuous
case.
Definition 1.1 For s, b ∈ R, Xs,b denotes the completion of the Schwartz class S(R2) with respect to the
norm
‖F‖Xs,b = ‖〈|τ | − γ(ξ)〉b〈ξ〉sF˜‖L2τ,ξ
where γ(ξ) ≡
√
ξ2 + ξ4 and ∼ denotes the time-space Fourier transform.
We will also need the localized Xs,b spaces defined as follows
Definition 1.2 For s, b ∈ R and T ≥ 0, XTs,b denotes the space endowed with the norm
‖u‖XT
s,b
= inf
w∈Xs,b
{‖w‖Xs,b : w(t) = u(t) on [0, T ]} .
Now we state the main results of this paper.
Theorem 1.1 Let s > −1/4 and u, v ∈ Xs,−a. Then, there exists c > 0 such that∥∥∥∥∥
( |ξ|2u˜v(τ, ξ)
2iγ(ξ)
)∼−1∥∥∥∥∥
Xs,−a
≤ c ‖u‖Xs,b ‖v‖Xs,b , (5)
where ∼−1 denotes the inverse time-space Fourier transform, holds in the following cases
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(i) s ≥ 0, b > 1/2 and 1/4 < a < 1/2,
(ii) −1/4 < s < 0, b > 1/2 and 1/4 < a < 1/2 such that |s| < a/2.
Moreover, the constant c > 0 that appears in (5) depends only on a, b, s.
Theorem 1.2 For any s ≤ −1/4 and any a, b ∈ R, with a < 1/2 the estimate (5) fails.
Theorem 1.3 Let s > −1/4, then for all φ ∈ Hs(R) and ψ ∈ Hs−1(R), there exist T = T (‖φ‖Hs , ‖ψ‖Hs−1)
and a unique solution u of the IVP (1) with f(u) = u2, u0 = φ and u1 = ψx such that
u ∈ C([0, T ] : Hs(R)) ∩XTs,b.
Moreover, given T ′ ∈ (0, T ) there exists R = R(T ′) > 0 such that giving the set W ≡ {(φ˜, ψ˜) ∈ Hs(R)×
Hs−1(R) : ‖φ˜− φ‖2Hs(R) + ‖ψ˜ − ψ‖2Hs−1(R) < R} the map solution
S :W −→ C([0, T ′] : Hs(R)) ∩XTs,b, (φ˜, ψ˜) 7−→ u(t)
is Lipschitz.
In addition, if (φ, ψ) ∈ Hs′(R)×Hs′−1(R) with s′ > s, then the above results hold with s′ instead of s in
the same interval [0, T ] with
T = T (‖φ‖Hs , ‖ψ‖Hs−1).
Since scaling argument cannot be applied to the Boussinesq-type equations to obtain a critically notion it
is not clear what is the lower index s where one has local well-posedness for the “good” Boussinesq equation
(1) with with f(u) = u2, u0 = φ and u1 = ψx where (φ, ψ) ∈ Hs(R) ×Hs−1(R). Here we answer, partially,
this question. In fact, our main result is a negative one; it concerns in particular a kind of ill-posedness.
We prove that the flow map for the Cauchy problem (1) is not smooth (C2) at the origin for initial data
in Hs(R) × Hs−1(R), with s < −2. Therefore any iterative method applied to the integral formulation
of “good” Boussinesq equation (1) always fails in this functional setting. In other words, if one can apply
the contraction mapping principle to solve the integral equation corresponding to (1) thus, by the implicit
function Theorem, the flow-map data solution is smooth, which is a contradiction (cf. Theorem 1.5).
Tzvetkov [17] (see also Bourgain [5]) established a similar result for the KdV equation (2). The same
question was studied by Molinet, Saut and Tzvetkov [14]-[15], for the Benjamin-Ono (BO) equation
ut +Huxx + uux = 0 (6)
and for the Kadomtsev-Petviashvili 1 (KP1) equation
(ut + uux + uxxx)x − uyy = 0, (7)
respectively.
Before stating the main results let us define the flow-map data solution as
S : Hs(R)×Hs−1(R) → C([0, T ] : Hs(R))
(φ, ψ) 7→ u(t) (8)
where u(t) is given in (14) below.
These are our ill-posed results
Theorem 1.4 Let s < −2 and any T > 0. Then there does not exist any space XT such that
‖u‖C([0,T ]:Hs(R)) ≤ c ‖u‖XT , (9)
for all u ∈ XT
‖Vc(t)φ + Vs(t)ψx‖XT ≤ c
(
‖φ‖Hs(R) + ‖ψ‖Hs−1(R)
)
, (10)
for all φ ∈ Hs(R), ψ ∈ Hs−1(R) and∥∥∥∥∫ t
0
Vs(t− t′)(uv)xx(t′)dt′
∥∥∥∥
XT
≤ c ‖u‖XT ‖v‖XT , (11)
for all u, v ∈ XT .
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Remark 1.1 We recall that in Sections 2 and 3 we construct a space Xs,b such that the inequalities (9),
(10) and (11) hold for s > −1/4. These are the main tools to prove the local well-posedness result stated in
Theorem 1.3.
Theorem 1.5 Let s < −2. If there exists some T > 0 such that (1) with f(u) = u2, u0 = φ and u1 = ψx is
locally well-posed, then the flow-map data solution S defined in (8) is not C2 at zero.
In all the ill-posedness results of Tzvetkov [17], Molinet, Saut and Tzvetkov [14]-[15] it is, in fact, proved
that for a fixed t > 0 the flow map St : φ 7→ u(t) is not C2 differentiable at zero. This, of course, implies
that the flow map S is not smooth (C2) at the origin.
Unfortunately, in our case we cannot fix t > 0 since we don’t have good cancellations on the symbol√
ξ2 + ξ4. To overcome this difficulty, we allow the variable t to move. Therefore, choosing suitable char-
acteristics functions and sending t to zero we can establish Theorems 1.4-1.5. We should remark that this
kind of argument also appears in the ill-posed result of Bejenaru, Tao [1].
The plan of this paper is as follows: in Section 2, we prove some estimates for the integral equation in
the Xs,b space introduced above. Bilinear estimates and the relevant counterexamples are proved in Section
3 and 4, respectively. In Section 5, we prove the local well-posedness result stated in Theorem 1.3. Finally,
the ill-posedness question is treated in Section 6.
2 Preliminary Results
First, we consider the linear equation
utt − uxx + uxxxx = 0 (12)
the solution for initial data u(0) = φ and ut(0) = ψx, is given by
u(t) = Vc(t)φ+ Vs(t)ψx (13)
where
Vc(t)φ =
(
eit
√
ξ2+ξ4 + e−it
√
ξ2+ξ4
2
φˆ(ξ)
)∨
Vs(t)ψx =
(
eit
√
ξ2+ξ4 − e−it
√
ξ2+ξ4
2i
√
ξ2 + ξ4
ψˆx(ξ)
)∨
.
By Duhamel’s Principle the solution of (NLB) is equivalent to
u(t) = Vc(t)φ + Vs(t)ψx +
∫ t
0
Vs(t− t′)(u2)xx(t′)dt′. (14)
Let θ be a cutoff function satisfying θ ∈ C∞0 (R), 0 ≤ θ ≤ 1, θ ≡ 1 in [−1, 1], supp(θ) ⊆ [−2, 2] and for
0 < T < 1 define θT (t) = θ(t/T ). In fact, to work in the Xs,b spaces we consider another version of (14),
that is
u(t) = θ(t) (Vc(t)φ + Vs(t)ψx) + θT (t)
∫ t
0
Vs(t− t′)(u2)xx(t′)dt′. (15)
Note that the integral equation (15) is defined for all (t, x) ∈ R2. Moreover if u is a solution of (15) than
u˜ = u|[0,T ] will be a solution of (14) in [0, T ].
In the next lemma, we estimate the linear part of the integral equation (15).
Lemma 2.1 Let u(t) the solution of the linear equation{
utt − uxx + uxxxx = 0,
u(0, x) = φ(x); ut(0, x) = (ψ(x))x
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with φ ∈ Hs and ψ ∈ Hs−1. Then there exists c > 0 depending only on θ, s, b such that
‖θu‖Xs,b ≤ c (‖φ‖Hs + ‖ψ‖Hs−1) . (16)
Proof. Taking time-space Fourier transform in θ(t)u(x, t) and setting γ(ξ) =
√
ξ2 + ξ4, we have
(θ(t)u(x, t))∼(τ, ξ) =
θˆ(τ − γ(ξ))
2
(
φˆ(ξ) +
ξψˆ(ξ)
γ(ξ)
)
+
θˆ(τ + γ(ξ))
2
(
φˆ(ξ)− ξψˆ(ξ)
γ(ξ)
)
.
Thus, setting h1(ξ) = φˆ(ξ) +
ξψˆ(ξ)
γ(ξ) and h2(ξ) = φˆ(ξ)− ξψˆ(ξ)γ(ξ) , we have
‖θu‖2Xs,b ≤
≤ ∫ +∞−∞ 〈ξ〉2s|h1(ξ)|2 (∫ +∞−∞ 〈|τ | − γ(ξ)〉2b ∣∣∣ θˆ(τ−γ(ξ))+θˆ(τ+γ(ξ))2 ∣∣∣2 dτ) dξ
+
∫ +∞
−∞
〈ξ〉2s|h2(ξ)|2
(∫ +∞
−∞
〈|τ | − γ(ξ)〉2b
∣∣∣ θˆ(τ−γ(ξ))+θˆ(τ+γ(ξ))2 ∣∣∣2 dτ) dξ.
Since ||τ |−γ(ξ)| ≤ min {|τ − γ(ξ)|, |τ + γ(ξ)|} and θˆ is rapidly decreasing, we can bound the terms inside
the parentheses, and the claim follows. 
Next we estimate the integral part of (15).
Lemma 2.2 Let − 12 < b′ ≤ 0 ≤ b ≤ b′ + 1 and 0 < T ≤ 1 then
(i)
∥∥∥θT (t) ∫ t0 g(t′)dt′∥∥∥Hbt ≤ T 1−(b−b′)‖g‖Hb′t ;
(ii)
∥∥∥θT (t) ∫ t0 Vs(t− t′)f(u)(t′)dt′∥∥∥Xs,b ≤ T 1−(b−b′)
∥∥∥∥∥∥
(
f˜(u)(τ, ξ)
2iγ(ξ)
)∼−1∥∥∥∥∥∥
Xs,b′
.
Proof.
(i) See [9] inequality (3.11).
(ii) A simple calculation shows that(
θT (t)
∫ t
0
Vs(t− t′)f(u)(t′)dt′
)∧(x)
(t, ξ) =
= eitγ(ξ)
(
θT (t)
∫ t
0
h1(t
′, ξ)dt′
)
− e−itγ(ξ)
(
θT (t)
∫ t
0
h2(t
′, ξ)dt′
)
≡ eitγ(ξ)w∧(x)1 (t, ξ)− e−itγ(ξ)w
∧(x)
2 (t, ξ),
where h1(t
′, ξ) =
e−it
′γ(ξ)f∧(x)(t′, ξ)
2iγ(ξ)
and h2(t
′, ξ) =
eit
′γ(ξ)f∧(x)(t′, ξ)
2iγ(ξ)
.
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Therefore (
θT (t)
∫ t
0
Vs(t− t′)f(u)(t′)dt′
)∼
(τ, ξ) =
w˜1(τ − γ(ξ), ξ)− w˜2(τ + γ(ξ), ξ).
Now using the definition of Xs,b we have∥∥∥∥θT (t)∫ t
0
Vs(t− t′)f(u)(t′)dt′
∥∥∥∥2
Xs,b
≤
≤
∫ +∞
−∞
∫ +∞
−∞
〈|τ + γ(ξ)| − γ(ξ)〉2b〈ξ〉2s|w˜1(τ, ξ)|2dτdξ
+
∫ +∞
−∞
∫ +∞
−∞
〈|τ − γ(ξ)| − γ(ξ)〉2b〈ξ〉2s|w˜2(τ, ξ)|2dτdξ
≡ M.
Since γ(ξ) ≥ 0 for all ξ ∈ R, we have
max{||τ + γ(ξ)| − γ(ξ)|, ||τ − γ(ξ)| − γ(ξ)|} ≤ |τ |.
Thus applying item (i) we obtain
M ≤ c
2∑
j=1
∫ +∞
−∞
〈ξ〉2s‖w∧(x)j ‖2Hbt
≤ cT 1−(b−b′)
∫ ∫
R2
〈τ − γ(ξ)〉2b′〈ξ〉2s
∣∣∣∣∣ f˜(u)(τ, ξ)2iγ(ξ)
∣∣∣∣∣
2
dτdξ
+
∫ ∫
R2
〈τ + γ(ξ)〉2b′ 〈ξ〉2s
∣∣∣∣∣ f˜(u)(τ, ξ)2iγ(ξ)
∣∣∣∣∣
2
dτdξ
 .
Since ||τ | − γ(ξ)| ≤ min {|τ − γ(ξ)|, |τ + γ(ξ)|} and b′ ≤ 0 we obtain the desired inequality.

The next lemma says that, for b > 1/2, Xs,b is embedding in C(R : H
s).
Lemma 2.3 Let b > 12 . There exists c > 0, depending only on b, such that
‖u‖C(R:Hs) ≤ c‖u‖Xs,b.
Proof. First we prove that Xs,b ⊆ L∞(R : Hs). Let u = u1 + u2, where u˜1 ≡ u˜χ{τ≤0}, u˜2 ≡ u˜χ{τ>0}
and χA denotes the characteristic function of the set A. Then for all t ∈ R
‖u1(t)‖Hs =
∥∥∥∥(eitγ(ξ)(u1)∧(x))∨(x) (t, x)∥∥∥∥
Hs
=
∥∥∥∥∥
∫ +∞
−∞
((
eitγ(ξ)(u1)
∧(x)
)∨(x))∧(t)
(τ, x)eitτdτ
∥∥∥∥∥
Hs
≤
∫ +∞
−∞
∥∥∥∥∥
((
eitγ(ξ)(u1)
∧(x)
)∨(x))∧(t)
(τ, x)
∥∥∥∥∥
Hs
dτ.
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Using the Cauchy-Schwarz inequality we obtain
‖u1(t)‖Hs ≤
(∫ +∞
−∞ 〈τ〉−2b
)1/2 (∫ +∞
−∞
∫ 0
−∞〈τ + γ(ξ)〉2b〈ξ〉2s|u˜(τ, ξ)|2dτdξ
)1/2
.
On the other hand, similar arguments imply that
‖u2(t)‖Hs ≤
(∫ +∞
−∞
〈τ〉−2b
)1/2 (∫ +∞
−∞
∫ +∞
0
〈τ − γ(ξ)〉2b〈ξ〉2s|u˜(τ, ξ)|2dτdξ
)1/2
.
Now, by the fact that b > 1/2, |τ + γ(ξ)| = ||τ | − γ(ξ)| for τ ≤ 0 and |τ − γ(ξ)| = ||τ | − γ(ξ)| for τ ≥ 0
we have
‖u‖L∞(R:Hs) ≤ c‖u‖Xs,b.
It remains to show continuity. Let t, t′ ∈ R then
‖u1(t)− u1(t′)‖Hs =∥∥∥∥∥
∫ +∞
−∞
((
eitγ(ξ)(u1)
∧(x)
)∨(x))∧(t)
(τ, x)(eitτ − eit′τ )dτ
∥∥∥∥∥
Hs
(17)
Letting t′ → t, two applications of the Dominated Convergence Theorem give that the right hand side
of (17) goes to zero. Therefore, u1 ∈ C(R : Hs). Of course, the same argument applies to u2, which concludes
the proof. 
To finish this section, we remark that for any positive numbers a and b, the notation a . b means that
there exists a positive constant θ such that a ≤ θb. We also denote a ∼ b when, a . b and b . a.
3 Bilinear estimates
Before proceed to the proof of Theorem 1.1, we state some elementary calculus inequalities that will be
useful later.
Lemma 3.1 For p, q > 0 and r = min{p, q, p+ q − 1} with p+ q > 1, there exists c > 0 such that∫ +∞
−∞
dx
〈x− α〉p〈x− β〉q ≤
c
〈α − β〉r . (18)
Moreover, for a0, a1, a2 ∈ R and q > 1/2∫ +∞
−∞
dx
〈a0 + a1x+ a2x2〉q ≤ c. (19)
Proof. See Lemma 4.2 in [10] and Lemma 2.5 in [2].

Lemma 3.2 There exists c > 0 such that
1
c
≤ sup
x,y≥0
1 + |x− y|
1 + |x−
√
y2 + y|
≤ c. (20)
Proof. Since y ≤
√
y2 + y ≤ y+1/2 for all y ≥ 0 a simple computation shows the desired inequalities.

Remark 3.1 In view of the previous lemma we have an equivalent way to compute the Xs,b-norm, that is
‖u‖Xs,b ∼ ‖〈|τ | − ξ2〉b〈ξ〉su˜(τ, ξ)‖L2τ,ξ .
This equivalence will be important in the proof of Theorem 1.1. As we commented in the introduction the
Boussinesq symbol
√
ξ2 + ξ4 does not have good cancelations to make use of Lemma 3.1. Therefore, we
modify the symbols as above and work only with the algebraic relations for the Schro¨dinger equation already
used in Kenig, Ponce and Vega [12] in order to derive the bilinear estimates.
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Now we are in position to prove the bilinear estimate (5).
Proof of Theorem 1.1. Let u, v ∈ Xs,b and define f(τ, ξ) ≡ 〈|τ | − ξ2〉b〈ξ〉su˜(τ, ξ), g(τ, ξ) ≡ 〈|τ | −
ξ2〉b〈ξ〉sv˜(τ, ξ). Using Remark 3.1 and a duality argument the desired inequality is equivalent to
|W (f, g, φ)| ≤ c‖f‖L2
ξ,τ
‖g‖L2
ξ,τ
‖φ‖L2
ξ,τ
(21)
where
W (f, g, φ) =
∫
R4
〈ξ〉s
〈ξ1〉s〈ξ − ξ1〉s
× g(τ1, ξ1)f(τ − τ1, ξ − ξ1)φ¯(τ, ξ)〈|τ | − ξ2〉a〈|τ1| − ξ21〉b〈|τ − τ1| − (ξ − ξ1)2〉b
dξdτdξ1dτ1
Therefore to perform the desired estimate we need to analyze all the possible cases for the sign of τ , τ1
and τ − τ1. To do this we split R4 into the regions
Γ1 = {(ξ, τ, ξ1, τ1) ∈ R4 : τ1 < 0, τ − τ1 < 0},
Γ2 = {(ξ, τ, ξ1, τ1) ∈ R4 : τ1 ≥ 0, τ − τ1 < 0, τ ≥ 0},
Γ3 = {(ξ, τ, ξ1, τ1) ∈ R4 : τ1 ≥ 0, τ − τ1 < 0, τ < 0},
Γ4 = {(ξ, τ, ξ1, τ1) ∈ R4 : τ1 < 0, τ − τ1 ≥ 0, τ ≥ 0},
Γ5 = {(ξ, τ, ξ1, τ1) ∈ R4 : τ1 < 0, τ − τ1 ≥ 0, τ < 0},
Γ6 = {(ξ, τ, ξ1, τ1) ∈ R4 : τ1 ≥ 0, τ − τ1 ≥ 0}.
Thus, it is sufficient to prove inequality (21) with Z(f, g, φ) instead of W (f, g, φ), where
Z(f, g, φ) =
∫
R4
〈ξ〉s
〈ξ1〉s〈ξ2〉s
g(τ1, ξ1)f(τ2, ξ2)φ¯(τ, ξ)
〈σ〉a〈σ1〉b〈σ2〉b dξdτdξ1dτ1
with ξ2 = ξ − ξ1, τ2 = τ − τ1 and σ, σ1, σ2 belonging to one of the following cases
(I) σ = τ + ξ2, σ1 = τ1 + ξ
2
1 , σ2 = τ2 + ξ
2
2 ,
(II) σ = τ − ξ2, σ1 = τ1 − ξ21 , σ2 = τ2 + ξ22 ,
(III) σ = τ + ξ2, σ1 = τ1 − ξ21 , σ2 = τ2 + ξ22 ,
(IV ) σ = τ − ξ2, σ1 = τ1 + ξ21 , σ2 = τ2 − ξ22 ,
(V ) σ = τ + ξ2, σ1 = τ1 + ξ
2
1 , σ2 = τ2 − ξ22 ,
(V I) σ = τ − ξ2, σ1 = τ1 − ξ21 , σ2 = τ2 − ξ22 .
Remark 3.2 Note that the cases σ = τ+ξ2, σ1 = τ1−ξ21 , σ2 = τ2−ξ22 and σ = τ−ξ2, σ1 = τ1+ξ21 , σ2 =
τ2 + ξ
2
2 cannot occur, since τ1 < 0, τ − τ1 < 0 implies τ < 0 and τ1 ≥ 0, τ − τ1 ≥ 0 implies τ ≥ 0
Applying the change of variables (ξ, τ, ξ1, τ1) 7→ −(ξ, τ, ξ1, τ1) and observing that the L2-norm is preserved
under the reflection operation, the cases (IV ), (V ), (V I) can be easily reduced, respectively, to (III), (II),
(I). Moreover, making the change of variables τ2 = τ − τ1, ξ2 = ξ− ξ1 and then (ξ, τ, ξ2, τ2) 7→ −(ξ, τ, ξ2, τ2)
the case (II) can be reduced (III). Therefore we need only establish cases (I) and (III). We should remark
that these are exactly the two estimates that appear in [12], but since it is important to have the inequality
(21) with a < 1/2 < b such that a+b < 1 to make the contraction arguments work (see the proof of Theorem
1.3) we reprove these inequalities here.
We first treat the inequality (21) with Z(f, g, φ) in the case (I). We will make use of the following
algebraic relation
− (τ + ξ2) + (τ1 + ξ21) + ((τ − τ1) + (ξ − ξ1)2) = 2ξ1(ξ1 − ξ). (22)
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By symmetry we can restrict ourselves to the set
A = {(ξ, τ, ξ1, τ1) ∈ R4 : |(τ − τ1) + (ξ − ξ1)2| ≤ |τ1 + ξ21 |}.
We divide A into three pieces
A1 = {(ξ, τ, ξ1, τ1) ∈ A : |ξ1| ≤ 10}
A2 = {(ξ, τ, ξ1, τ1) ∈ A : |ξ1| ≥ 10 and |2ξ1 − ξ| ≥ |ξ1|/2}
A3 = {(ξ, τ, ξ1, τ1) ∈ A : |ξ1| ≥ 10 and |ξ1 − ξ| ≥ |ξ1|/2}.
We have A = A1 ∪ A2 ∪A3. Indeed
|ξ1| > |2ξ1 − ξ|+ |ξ1 − ξ| ≥ |(2ξ1 − ξ)− (ξ1 − ξ)| = |ξ1|.
Next we split A3 into two parts
A3,1 = {(ξ, τ, ξ1, τ1) ∈ A3 : |τ1 + ξ21 | ≤ |τ + ξ2|}
A3,2 = {(ξ, τ, ξ1, τ1) ∈ A3 : |τ + ξ2| ≤ |τ1 + ξ21 |}.
We can now define the sets Ri, i = 1, 2, as follows
R1 = A1 ∪ A2 ∪A3,1 and R2 = A3,2.
In what follows χR denotes the characteristic function of the set R. Using the Cauchy-Schwarz and
Ho¨lder inequalities it is easy to see that
|Z|2 ≤ ‖f‖2L2
ξ,τ
‖g‖2L2
ξ,τ
‖φ‖2L2
ξ,τ
×
∥∥∥∥ 〈ξ〉2s〈σ〉2a
∫∫
χR1dξ1dτ1
〈ξ1〉2s〈ξ2〉2s〈σ1〉2b〈σ2〉2b
∥∥∥∥
L∞
ξ,τ
+‖f‖2L2
ξ,τ
‖g‖2L2
ξ,τ
‖φ‖2L2
ξ,τ
×
∥∥∥∥ 1〈ξ1〉2s〈σ1〉2b
∫∫
χR2〈ξ〉2sdξdτ
〈ξ2〉2s〈σ〉2a〈σ2〉2b
∥∥∥∥
L∞
ξ1,τ1
.
Noting that 〈ξ〉2s ≤ 〈ξ1〉2|s|〈ξ2〉2s, for s ≥ 0, and 〈ξ2〉−2s ≤ 〈ξ1〉2|s|〈ξ〉−2s, for s < 0 we have
〈ξ〉2s
〈ξ1〉2s〈ξ2〉2s ≤ 〈ξ1〉
γ(s) (23)
where
γ(s) =
{
0, if s ≥ 0
4|s|, if s ≤ 0 .
Therefore in view of Lemma 3.1-(18) it suffices to get bounds for
J1(ξ, τ) ≡ 1〈σ〉2a
∫ 〈ξ1〉γ(s)dξ1
〈τ + ξ2 + 2ξ21 − 2ξξ1〉2b
on R1
J2(ξ1, τ1) ≡ 〈ξ1〉
γ(s)
〈σ1〉2b
∫
dξ
〈τ1 − ξ21 + 2ξξ1〉2a
on R2.
In region A1 we have 〈ξ1〉γ(s) . 1. Therefore for a > 0 and b > 1/2 we obtain
J1(ξ, τ) .
∫
|ξ1|≤10
dξ1 . 1.
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In region A2, by the change of variables η = τ + ξ
2 + 2ξ21 − 2ξξ1 and the condition |2ξ1 − ξ| ≥ |ξ1|/2 we
have
J1(ξ, τ) .
1
〈σ〉2a
∫ 〈ξ1〉γ(s)
|2ξ1 − ξ|〈η〉2b dη
.
1
〈σ〉2a
∫ 〈ξ1〉γ(s)−1
〈η〉2b dη . 1
for a > 0, b > 1/2 and s > −1/4 which implies γ(s) ≤ 1.
Now, by definition of region A3,1 and the algebraic relation (22) we have
〈ξ1〉2 . |ξ1|2 . |ξ1(ξ1 − ξ)| . 〈σ〉.
Therefore by Lemma 3.1-(19)
J1(ξ, τ) .
∫ 〈ξ1〉γ(s)−4a
〈τ + ξ2 + 2ξ21 − 2ξξ1〉2b
dξ1
.
∫
1
〈τ + ξ2 + 2ξ21 − 2ξξ1〉2b
dξ1 . 1
for a > 1/4, b > 1/2 and s > −1/4 which implies γ(s) < 4a.
Next we estimate J2(ξ1, τ1). Making the change of variables, η = τ − ξ21 + 2ξξ1, using the restriction in
the region A3,2, we have
|η| . |(τ − τ1) + (ξ − ξ1)2|+ |τ + ξ2| . 〈σ1〉.
Moreover, in A3,2
|ξ1|2 . |ξ1(ξ1 − ξ)| . 〈σ1〉.
Therefore, since |ξ1| ≥ 10 we have
J2(ξ1, τ1) .
|ξ1|γ(s)
〈σ1〉2b
∫
|η|.〈σ1〉
dη
|ξ1|〈η〉2a
.
|ξ1|γ(s)−1
〈σ1〉2b+2a−1 . 1
for 0 < a < 1/2, b > 1/2 and s > −1/4.
Now we turn to the proof of case (III). In the following estimates we will make use of the algebraic
relation
− (τ + ξ2) + (τ1 − ξ21) + ((τ − τ1) + (ξ − ξ1)2) = −2ξ1ξ. (24)
First we split R4 into four sets
B1 = {(ξ, τ, ξ1, τ1) ∈ R4 : |ξ1| ≤ 10}
B2 = {(ξ, τ, ξ1, τ1) ∈ R4 : |ξ1| ≥ 10 and |ξ| ≤ 1}
B3 = {(ξ, τ, ξ1, τ1) ∈ R4 : |ξ1| ≥ 10, |ξ| ≥ 1 and |ξ| ≥ |ξ1|/2}
B4 = {(ξ, τ, ξ1, τ1) ∈ R4 : |ξ1| ≥ 10, |ξ| ≥ 1 and |ξ| ≤ |ξ1|/2}.
Next we separate B4 into three parts
B4,1 = {(ξ, τ, ξ1, τ1) ∈ B4 : |τ1 − ξ
2
1 |, |(τ − τ1) + (ξ − ξ1)
2| ≤ |τ + ξ2|}
B4,2 = {(ξ, τ, ξ1, τ1) ∈ B4 : |τ + ξ
2|, |(τ − τ1) + (ξ − ξ1)
2| ≤ |τ1 − ξ
2
1 |}
B4,3 = {(ξ, τ, ξ1, τ1) ∈ B4 : |τ1 − ξ
2
1 |, |τ + ξ
2| ≤ |(τ − τ1) + (ξ − ξ1)
2|}.
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We can now define the sets Ri, i = 1, 2, 3, as follows
S1 = B1 ∪B3 ∪B4,1, S2 = B2 ∪B4,2 and S3 = B4,3.
Using the Cauchy-Schwarz and Ho¨lder inequalities and duality it is easy to see that
|Z|2 ≤ ‖f‖2L2
ξ,τ
‖g‖2L2
ξ,τ
‖φ‖2L2
ξ,τ
×
∥∥∥∥ 〈ξ〉2s〈σ〉2a
∫∫
χS1dξ1dτ1
〈ξ1〉2s〈ξ2〉2s〈σ1〉2b〈σ2〉2b
∥∥∥∥
L∞
ξ,τ
+‖f‖2L2
ξ,τ
‖g‖2L2
ξ,τ
‖φ‖2L2
ξ,τ
×
∥∥∥∥ 1〈ξ1〉2s〈σ1〉2b
∫∫
χS2〈ξ〉2sdξdτ
〈ξ2〉2s〈σ〉2a〈σ2〉2b
∥∥∥∥
L∞
ξ1,τ1
+‖f‖2L2
ξ,τ
‖g‖2L2
ξ,τ
‖φ‖2L2
ξ,τ
×
∥∥∥∥∥ 1〈ξ2〉2s〈σ2〉2b
∫∫
χeS3〈ξ1 + ξ2〉2sdξ1dτ1
〈ξ1〉2s〈σ1〉2a〈σ〉2b
∥∥∥∥∥
L∞
ξ2,τ2
.
where σ, σ1, σ2 were given in the condition (III) and
S˜3 ⊆
{
(ξ2, τ2, ξ1, τ1) ∈ R4 : |ξ1| ≥ 10, |ξ1 + ξ2| ≥ 1, |ξ1 + ξ2| ≤ |ξ1|/2 and
|τ1 − ξ21 |, |(τ1 + τ2) + (ξ1 + ξ2)2| ≤ |τ2 + ξ22 |
}
.
Therefore from Lemma 3.1-(18) and (23) it suffices to get bounds for
K1(ξ, τ) ≡ 1〈σ〉2a
∫ 〈ξ1〉γ(s)dξ1
〈τ + ξ2 − 2ξξ1〉2b on S1
K2(ξ1, τ1) ≡ 〈ξ1〉
γ(s)
〈σ1〉2b
∫
dξ
〈τ1 − ξ21 + 2ξξ1〉2a
on S2
K3(ξ1, τ1) ≡ 1〈σ2〉2b
∫ 〈ξ1〉γ(s)dξ1
〈τ2 + ξ22 + 2ξ21 + 2ξ1ξ2〉2a
on S˜3.
In region B1 we have 〈ξ1〉γ(s) . 1. Therefore for a > 0 and b > 1/2 we obtain
K1(ξ, τ) .
∫
|ξ1|≤10
dξ1 . 1.
In region B3, the change of variables η = τ + ξ
2 − 2ξξ1 and the condition |ξ| ≥ |ξ1|/2 give
K1(ξ, τ) .
1
〈σ〉2a
∫ 〈ξ1〉γ(s)
|ξ|〈η〉2b dη
.
〈ξ1〉γ(s)−1
〈σ〉2a
∫
1
〈η〉2b dη . 1
for a > 0, b > 1/2 and s > −1/4 which implies γ(s) ≤ 1.
Now, by definition of region B4,1 and the algebraic relation (24) we have
〈ξ1〉 . |ξ1| . |ξ1ξ| . 〈σ〉.
Therefore the change of variables η = τ + ξ2 − 2ξξ1 and the condition |ξ| ≥ 1 yield
K1(ξ, τ) .
1
〈σ〉2a
∫ 〈ξ1〉γ(s)
|ξ|〈η〉2b dη
.
〈ξ1〉γ(s)−2a
|ξ|
∫
1
〈η〉2b dη . 1
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for s > −1/4, b > 1/2 and a ∈ R such that 2|s| < a < 1/2, if s < 0 or 0 < a < 1/2, if s ≥ 0.
Next we estimate K2(ξ1, τ1). Making the change of variables, η = τ1 − ξ21 + 2ξξ1, using the restriction in
the region B2, we have
|η| . |τ1 − ξ21 |+ |ξξ1| . |σ1|+ |ξ1|.
Therefore,
K2(ξ1, τ1) .
|ξ1|γ(s)
〈σ1〉2b
∫
|η|.〈σ1〉+|ξ1|
dη
|ξ1|〈η〉2a
.
|ξ1|γ(s)−2a
〈σ1〉2b +
|ξ1|γ(s)−1
〈σ1〉2b+2a−1 . 1
for s > −1/4, b > 1/2 and 0 < a < 1/2 such that γ(s) ≤ min{1, 2a}=2a.
In the region B4,2, by the algebraic relation (24) we have
〈ξ1〉 . |ξ1| . |ξ1ξ| . 〈τ1 − ξ21〉.
Moreover, the change of variables η = τ1 − ξ21 +2ξξ1, and the restriction in the region B4,2 and (24) give
|η| . 〈σ1〉.
Therefore,
K2(ξ1, τ1) .
〈ξ1〉γ(s)
〈σ1〉2b
∫
|η|.〈σ1〉
dη
|ξ1|〈η〉2a
.
|ξ1|γ(s)−1
〈σ1〉2b+2a−1 . 1
for s > −1/4, b > 1/2 and 0 < a < 1/2 such that γ(s) ≤ 1.
Finally, we estimate K3(ξ1, τ1). In the region B4,3 we have by the algebraic relation (24) that
〈ξ1〉 . |ξ1| . |ξ1(ξ1 + ξ2)| . 〈σ2〉.
Therefore Lemma 3.1-(19) implies that
K3(ξ1, τ1) . 〈ξ1〉γ(s)−2b
∫
1
〈τ2 + ξ22 + 2ξ21 + 2ξ1ξ2〉2a
dξ1
. 1
for a > 1/4, b > 1/2 and s > −1/4 which implies γ(s) ≤ 2b.

We finish this section with a result that will be useful in the proof of Theorem 1.3.
Corollary 3.1 Let s > −1/4 and a, b ∈ R given in Theorem 1.1. For s′ > s we have∥∥∥∥∥
( |ξ|2u˜v(τ, ξ)
2iγ(ξ)
)∼−1∥∥∥∥∥
Xs′,−a
≤ c ‖u‖Xs′,b ‖v‖Xs,b + c ‖u‖Xs,b ‖v‖Xs′,b . (25)
Proof. The result is a direct consequence of Theorem 1.1 and the inequality
〈ξ〉s′ ≤ 〈ξ〉s〈ξ1〉s
′−s + 〈ξ〉s〈ξ − ξ1〉s
′−s.

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4 Counterexample to the bilinear estimates (5)
Proof of Theorem 1.2. Let AN denote the set
AN =

(τ, ξ) ∈ R2 : (τ, ξ) = (N2, N) + α~η + β~γ
0 ≤ α ≤ N, 0 ≤ β ≤ N−1,
~η =
(2N, 1)√
1 + 4N2
, ~γ =
(−1, 2N)√
1 + 4N2

and define fN(τ, ξ) = χAN , gN(τ, ξ) = χ−AN where
−AN =
{
(τ, ξ) ∈ R2 : −(τ, ξ) ∈ AN
}
.
It is easy to see that
‖fN‖L2
τ,ξ
= ‖gN‖L2
τ,ξ
= 1. (26)
Now, let uN , vN ∈ Xs,b such that fN(τ, ξ) ≡ 〈|τ |− ξ2〉b〈ξ〉su˜N(τ, ξ) and gN (τ, ξ) ≡ 〈|τ |− ξ2〉b〈ξ〉sv˜N (τ, ξ).
Therefore, from Lemma 3.2-(20) and the fact that
||τ | − ξ2| ≤ min{|τ − ξ2|, |τ + ξ2|}
we obtain ‚‚‚‚‚‚
„
|ξ|2u˜NvN (τ, ξ)
2iγ(ξ)
«∼−1‚‚‚‚‚‚
Xs,−a
≡
≡
‚‚‚‚ |ξ|
2〈ξ〉s
γ(ξ)〈|τ | − ξ2〉a
ZZ
fN (τ1, ξ1)〈ξ1〉
−sgN(τ − τ1, ξ − ξ1)〈ξ − ξ1〉
−sdτ1dξ1
〈|τ − τ1| − γ(ξ − ξ1)〉b〈|τ1| − γ(ξ1)〉b
‚‚‚‚
L2
τ,ξ
&
‚‚‚‚ |ξ|
2〈ξ〉s
γ(ξ)〈τ − ξ2〉a
ZZ
fN (τ1, ξ1)〈ξ1〉
−sgN (τ − τ1, ξ − ξ1)〈ξ − ξ1〉
−sdτ1dξ1
〈τ − τ1 + (ξ − ξ1)2〉b〈τ1 − ξ21〉
b
‚‚‚‚
L2
τ,ξ
≡ BN
From the definition of AN we have
(i) If (τ1, ξ1) ∈ supp fN and (τ − τ1, ξ − ξ1) ∈ supp gN then there exists c > 0 such that
|τ1 − ξ21 | ≤ c and |τ − τ1 + (ξ − ξ1)2| ≤ c.
(ii) f ∗ g(τ, ξ) ≥ χRN (τ, ξ),
where RN is the rectangle of dimensions cN × (cN)−1 with one of the vertices at the origin and the
longest side pointing in the (1, 2N) direction.
(iii) There exists a positive constant c > 0 such that
N ≤ ξ1 ≤ N + c, N ≤ ξ1 − ξ ≤ N + c
and, therefore |ξ| ∼ c.
Moreover, combining the following algebraic relation
(τ − τ1 + (ξ − ξ1)2) + (τ1 − ξ21)− (τ − ξ2) = 2ξ(ξ1 − ξ)
with (i) and (iii) we obtain
|τ − ξ2| . N. (27)
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Therefore (26), (i), (ii), (iii) and (27) imply that
1 & BN &
N−2s
Na
∥∥∥∥ |ξ|2γ(ξ)χRN
∥∥∥∥
L2
τ,ξ
&
N−2s
Na
(∫∫
{|ξ|≥1/2}
χ2RN (τ, ξ)
)1/2
& N−2s−a.
Letting N →∞, this inequality is possible only when −2s− a ≤ 0 which yields the result since a < 1/2.

5 Local Well-posedness
Proof of Theorem 1.3.
1. Existence.
For (φ, ψ) ∈ Hs(R)×Hs−1(R), with s > −1/4, and T ≤ 1 we define the integral equation
ΓT (u)(t) = θ(t) (Vc(t)φ + Vs(t)ψx) + θT (t)
∫ t
0
Vs(t− t′)(u2)xx(t′)dt′. (28)
Our goal is to use the Picard fixed point theorem to find a solution
ΓT (u) = u.
Let s > −1/4 and a, b ∈ R such that Theorem 1.1 holds, that is, 1/4 < a < 1/2 < b and 1− (a+ b) ≡
δ > 0.
Therefore using (16), Lemma 2.2-(ii) with b′ = −a and (5) we obtain
‖ΓT (u)‖Xs,b ≤ c
(
‖φ‖Hs + ‖ψ‖Hs−1 + T δ ‖u‖2Xs,b
)
‖ΓT (u)− ΓT (v)‖Xs,b ≤ cT δ ‖u+ v‖Xs,b ‖u− v‖Xs,b .
(29)
We define
Xs,b(d) =
{
u ∈ Xs,b : ‖u‖Xs,b ≤ d
}
where d = 2c (‖φ‖Hs + ‖ψ‖Hs−1).
Then choosing
0 < T < min
{
1
(4ca)1/δ
, 1
}
we have that ΓT : Xs,b(d) → Xs,b(d) is a contraction and therefore there exists a unique solution
u ∈ Xs,b(d) of (28).
Moreover, by Lemma 2.3, we have that u˜ = u|[0,T ] ∈ C([0, T ] : Hs)∩XTs,b is a solution of (14) in [0, T ].
2. If s′ > s, the result holds in the time interval [0, T ] with
T = T (‖φ‖Hs , ‖ψ‖Hs−1).
Let s > −1/4 and a, b ∈ R given in Theorem 1.1. For s′ > s we consider the closed ball in the Banach
space
W =
{
u ∈ Xs′,b : ‖u‖s′ = ‖u‖Xs,b + β‖u‖Xs′,b < +∞
}
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where β =
‖φ‖Hs + ‖ψ‖Hs−1
‖φ‖Hs′ + ‖ψ‖Hs′−1
.
In view of estimate (29) we obtain
‖ΓT (u)‖Xs,b ≤ c
(
‖φ‖Hs + ‖ψ‖Hs−1 + T δ ‖u‖2Xs,b
)
.
Now by Corollary 3.1 we have
‖ΓT (u)‖Xs′,b ≤ c
(
‖φ‖Hs′ + ‖ψ‖Hs′−1 + T δ ‖u‖Xs′,b ‖u‖Xs,b
)
≤ c
β
(
‖φ‖Hs + ‖ψ‖Hs−1 + T δ ‖u‖2s′
)
.
Therefore
‖ΓT (u)‖s′ ≤ 2c
(
‖φ‖Hs + ‖ψ‖Hs−1 + T δ ‖u‖2s′
)
.
The same argument gives
‖ΓT (u)− ΓT (v)‖s′ ≤ 2cT δ ‖u+ v‖s′ ‖u− v‖s′ .
Then we define in W the closed ball centered at the origin with radius d′ = 4c (‖φ‖Hs + ‖ψ‖Hs−1) and
choose
0 < T < min
{
1
(8cd′)1/δ
, 1
}
.
Thus we have that FT is a contraction and therefore there exists a solution with T = T (‖φ‖Hs , ‖ψ‖Hs−1).
3. Uniqueness. By the fixed point argument used in item 1 we have uniqueness of the solution of the
truncated integral equation (28) in the set Xs,b(d). We use an argument due to Bekiranov, Ogawa and
Ponce [2] to obtain the uniqueness of the integral equation (14) in the whole space XTs,b.
Let T > 0, u ∈ Xs,b be the solution of the truncated integral equation (28) obtained above and
v˜ ∈ XTs,b be a solution of the integral equation (14) with the same initial data. Fix an extension
v ∈ Xs,b, therefore, for some T ∗ < T < 1 to be fixed later, we have
v(t) = θ(t) (Vc(t)φ + Vs(t)ψx) + θT (t)
∫ t
0
Vs(t− t′)(v2)xx(t′)dt′
for all t ∈ [0, T ∗].
Fix M ≥ 0 such that
max
{‖u‖Xs,b, ‖v‖Xs,b} ≤M. (30)
Taking the difference u − v, by definition of XT∗s,b , we have that for any ε > 0, there exists w ∈ Xs,b
such that for all t ∈ [0, T ∗]
w(t) = u(t)− v(t)
and
‖w‖Xs,b ≤ ‖u− v‖XT∗
s,b
+ ε. (31)
Define
w˜(t) = θT (t)
∫ t
0
Vs(t− t′)(w(t′)u(t′) + w(t′)v(t′))xx(t′)dt′.
We have that, w˜(t) = u(t) − v(t), for all t ∈ [0, T ∗]. Therefore, from Definition 1.2, Lemma 2.2-(ii),
(5) and (30) it follows that
‖u− v‖XT∗
s,b
≤ ‖w˜‖Xs,b ≤ 2cMT ∗δ ‖w‖Xs,b . (32)
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Choosing T ∗ > 0 such that 2cMT ∗δ ≤ 1/2, by (31) and (32), we have
‖u− v‖XT∗
s,b
≤ 2ε.
Therefore u = v on [0, T ∗]. Now, since the argument does not depend on the initial data, we can iterate
this process a finite number of times to extend the uniqueness result in the whole existence interval
[0, T ].
4. Map data-solution is locally Lipschitz. Combining an identical argument to the one used in the existence
proof with Lemma 2.3, one can easily show that the map data-solution is locally Lipschitz.

6 Proof of Theorems 1.4-1.5
Proof of Theorem 1.4 Suppose that there exists a space XT satisfying the conditions of the theorem
for s < −2 and T > 0. Let φ, ρ ∈ Hs(R) and define u(t) = Vc(t)φ, v(t) = Vc(t)ρ. In view of (9), (10), (11) it
is easy to see that the following inequality must hold
sup
1≤t≤T
∥∥∥∥∫ t
0
Vs(t− t′)(Vc(t′)φVc(t′)ρ)xx(t′)dt′
∥∥∥∥
Hs(R)
≤ c ‖φ‖Hs(R) ‖ρ‖Hs(R) . (33)
We will see that (33) fails for an appropriate choice of φ, ρ, which would lead to a contradiction.
Define
φ̂(ξ) = N−sχ[−N,−N+1] and ρ̂(ξ) = N
−sχ[N+1,N+2],
where χA(·) denotes the characteristic function of the set A.
We have
‖φ‖Hs(R) , ‖ρ‖Hs(R) ∼ 1.
Recall that γ(ξ) ≡
√
ξ2 + ξ4. By the definitions of Vc, Vs and Fubini’s Theorem, we have(∫ t
0
Vs(t− t′)(Vc(t′)φVc(t′)ρ)xx(t′)dt′
)∧(x)
(ξ) =
=
∫ +∞
−∞
− |ξ|
2
8iγ(ξ)
φ̂(ξ − ξ1)ρ̂(ξ1)K(t, ξ, ξ1)dξ1
=
∫
Aξ
− |ξ|
2
8iγ(ξ)
N−2sK(t, ξ, ξ1)dξ1
where
Aξ =
{
ξ1 : ξ1 ∈ supp(ρ̂) and ξ − ξ1 ∈ supp(φ̂)
}
and
K(t, ξ, ξ1) ≡
∫ t
0
sin((t− t′)γ(ξ)) cos(t′γ(ξ − ξ1)) cos(t′γ(ξ1))dt′.
Note that for all ξ1 ∈ supp(ρ̂) and ξ − ξ1 ∈ supp(φ̂) we have
γ(ξ − ξ1), γ(ξ1) ∼ N2 and 1 ≤ ξ ≤ 3.
On the other hand, since s < −2, we can choose ε > 0 such that
− 2s− 4− 2ε > 0. (34)
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Let t =
1
N2+ε
, then for N sufficiently large we have
cos(t′γ(ξ − ξ1)), cos(t′γ(ξ1)) ≥ 1/2
and
sin((t− t′)γ(ξ)) ≥ c(t− t′)γ(ξ),
for all 0 ≤ t′ ≤ t, 1 ≤ ξ ≤ 3 and ξ1 ∈ supp(η̂).
Therefore
K(t, ξ, ξ1) &
∫ t
0
(t− t′)γ(ξ)dt′ & γ(ξ) 1
2N4+2ε
.
For 3/2 ≤ ξ ≤ 5/2 we have that mes(Aξ) & 1. Thus, from (33) we obtain
1 & sup
1≤t≤T
∥∥∥∥∫ t
0
Vs(t− t′)(Vc(t′)φVc(t′)ρ)xx(t′)dt′
∥∥∥∥
Hs(R)
& sup
1≤t≤T
∫ 5/2
3/2
(
1 + |ξ|2)s ∣∣∣∣∣
∫
Aξ
|ξ|2
8iγ(ξ)
N−2sK(t, ξ, ξ1)dξ1
∣∣∣∣∣
2
dξ
1/2
& N−2s−4−2ε, for all N ≫ 1
which is in contradiction with (34).

Proof of Theorem 1.5 Let s < −2 and suppose that there exists T > 0 such that the flow-map S
defined in (8) is C2. When (φ, ψ) ∈ Hs(R) ×Hs−1(R), we denote by u(φ,ψ) ≡ S(φ, ψ) the solution of the
IVP (1) with f(u) = u2, u0 = φ and u1 = ψx, that is
u(φ,ψ)(t) = Vc(t)φ+ Vs(t)ψx +
∫ t
0
Vs(t− t′)(u2(φ,ψ))xx(t′)dt′.
The Fre´chet derivative of S at (ω, ζ) in the direction (φ, φ¯) is given by
d(φ,φ¯)S(ω, ζ) = Vc(t)φ+ Vs(t)φ¯x + 2
∫ t
0
Vs(t− t′)(u(φ,ψ)(t′)d(φ,φ¯)S(ω, ζ)(t′))xxdt′. (35)
Using the well-posedness assumption we know that the only solution for initial data (0, 0) is u(0,0) ≡
S(0, 0) = 0. Therefore, (35) yields
d(φ,φ¯)S(0, 0) = Vc(t)φ+ Vs(t)φ¯x.
Computing the second Fre´chet derivative at the origin in the direction ((φ, φ¯), (ρ, ρ¯)), we obtain
d2(φ,φ¯),(ρ,ρ¯)S(0, 0) =
= 2
∫ t
0
Vs(t− t′)
[
(Vc(t
′)φ+ Vs(t
′)φ¯x)(Vc(t
′)ρ+ Vs(t
′)ρ¯x)
]
xx
dt′.
Taking φ¯, ρ¯ = 0, the assumption of C2 regularity of S yields
sup
1≤t≤T
∥∥∥∥∫ t
0
Vs(t− t′)(Vc(t′)φVc(t′)ρ)xx(t′)dt′
∥∥∥∥
Hs(R)
≤ c ‖φ‖Hs(R) ‖ρ‖Hs(R)
which has been shown to fail in the proof of Theorem 1.4.

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