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A squeezing invariant measurement to test
displacement of quantum Gaussian states
Yoshiyuki Tsuda
Abstract
We consider a hypothesis testing problem for displacement pa-
rameters of n independent copies of an m-mode squeezed quantum
Gaussian state whose mixture parameter is known. Given n ≥ 2, we
construct a quantum measurement as a test using an observable which
is invariant by n-fold tensor product of any m-mode squeezing opera-
tor. For a pure state case, we calculate the type II error probability
of this test. We compare this test with a Hotelling’s T -squared test
which is based on heterodyne measurements.
1 Introduction
In quantum hypothesis testing [1], it is important to test whether the dis-
placement parameter of several independent copies of a quantum Gaussian
state [2] is zero or not. Kumagai and Hayashi [3] have studied this problem
in a situation that the mixture parameter is unknown and that the state is
not squeezed. They constructed a Positive Operator Valued Measurement
(POVM) as a test which is invariant by some unitary actions. Using the
invariance, they proved that their test is optimal in a minimax criterion. On
the other hand, if the states are squeezed by an unknown squeezing action,
then, even if the mixture parameter is known, we have not obtained an op-
timal test. For example, we will need such a test when we should check a
displacement channel by setting a squeezed probe which is generated by a
squeezing device which is not completely controlled.
One of reasonable measurements for this problem might be the Hotelling’s
T -squared test [4] using data from heterodyne measurements [5]. We call
this test the Heterodyne-Hotelling (HH) test. Let ρˆ~θ,N be an m-mode non-
squeezed quantum Gaussian state parameterized by a displacement vector
~θ ∈ Cm and by a mixture value N ≥ 0. Let Sˆη be an m-mode squeez-
ing operator parameterized by a matrix η. The m-mode squeezed quantum
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Gaussian state is defined by ρˆ~θ,η,N = Sˆηρˆ~θ,N Sˆ
∗
η . If there are n independent
copies of ρˆ~θ,η,N , and if mn independent heterodyne measurements are applied
to ρˆ⊗n~θ,η,N , then we obtain n independent random vectors obeying a common
2m-dimensional normal distribution. If n ≥ 2m+ 1, then the sample covari-
ance matrix Σ¯n is invertible by probability one, and the Hotelling’s T -squared
statistic T 2 can be defined using Σ¯−1n . Let µ = 2m, and let ν = n − µ. If ~θ
is the zero vector ~0m ∈ Cm, then FHH = (n − 1)−1(ν/µ)T 2 obeys Fµ,ν , the
central F distribution with µ and ν degrees of freedom. (See [6].) Choose a
constant α as a level (of significance). (See [7].) Define a critical point c as
a solution to the equation Pr{FHH > c | ~θ = ~0m} = α. The HH test THHα of
level α is a decision rule by which ~θ = ~0m is accepted if FHH ≤ c is observed.
Even if N is unknown, THHα can be defined. However, if n ≤ 2m, then THHα
can not be defined for the sake of non-invertibility of Σ¯n. Moreover, even if
N is zero, THH0 is a trivial test in a sense that c is infinity. Furthermore, in
a minimax criterion, THHα is not optimal.
In this paper, assuming N is known and η is unknown, we propose a new
test. Since the new test is invariant by the action of Sˆ⊗nη , it is said to be
Squeezing Invariant (SI). The SI test of level α is denoted by T SIα . If N is
unknown, then T SIα is not defined. However, for the following three reasons,
T SIα is superior to T
HH
α . First, n ≥ 2 is enough to define T SIα . Second, if
N = 0, then T SI0 is not a trivial test. Third, if N = 0, then, in a minimax
criterion, T SIα dominates T
HH
α .
In Sec. 2, we will setup the problem by defining words and symbols. In
Sec. 3, we will construct THHα and T
SI
α . In Sec. 4, we will give six theorems
and a numerical comparison. In Sec. 5, we will give proofs of the theorems.
2 Setups
We define words and symbols.
2.1 What is quantum hypothesis testing?
Let H be a Hilbert space. For f ∈ H, let f ∗ be the dual vector, and let
‖f‖ = √f ∗f be the norm. Let L(H) be the set of linear operators on H.
Let IˆH ∈ L(H) be the identity. Let X∗ be the adjoint of X ∈ L(H). Let
U(H) ⊂ L(H) be the set of unitary operators. If X ∈ L(H) is positive, then
we write X ≥ 0. Let Tr[X ] be the trace of X ∈ L(H). The set of density
operators is given by S(H) = {ρˆ ∈ L(H) | ρˆ ≥ 0, Tr[ρˆ] = 1}.
Consider a quantum system described by H whose state ρˆ ∈ S(H) is
unknown. Let S0 and S1 be subsets of S(H), where the intersection S0∩S1 is
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empty. Assume that either ρˆ ∈ S0 or ρˆ ∈ S1 is true. When we need to accept
the null hypothesis H0 : ρˆ ∈ S0 or the alternative hypothesis H1 : ρˆ ∈ S1, it
is said that we test
H0 : ρˆ ∈ S0 versus H1 : ρˆ ∈ S1. (1)
Let Πˆ0 and Πˆ1 be positive operators satisfying Πˆ0 + Πˆ1 = IˆH. A test for (1)
is a two-valued POVM {Πˆ0, Πˆ1} by which Hk is accepted if Πˆk is observed.
Let T be a test with POVM {Πˆ0, Πˆ1}. There are two types of mistakes
caused by T . The type I error is acceptance of H1 while H0 is true. The
type II error is acceptance of H0 while H1 is true. Hence, the type I error
probability is defined by αρˆ[T ] = Tr[ρˆΠˆ1] as a function of ρˆ ∈ S0, and the
type II error probability is defined by βρˆ[T ] = Tr[ρˆΠˆ0] as a function of ρˆ ∈ S1.
A level (of significance) is an upper bound for αρˆ[T ]. If supρˆ∈S0 αρˆ[T ] ≤ α
holds, then T is called a test of level α. If α is small, and if H1 is accepted,
then one may be confident that H1 is really true because the risk of type I
error is negligible. This method was proposed by [1] as a generalization of
the classical statistical hypothesis testing theory, which is described in [7].
For any α with 0 ≤ α ≤ 1, there exists a test of level α. Let T trivα be a
test defined by Πˆ0 = (1− α)IˆH. For any ρˆ ∈ S0, it holds that αρˆ[T trivα ] = α.
Hence, T trivα is a test of level α, and is called a trivial test of level α.
If T1 and T2 are tests of a common level α, then they are compared by
the type II error probabilities. If
βρˆ[T1] ≤ βρˆ[T2] (∀ρˆ ∈ S1) and βρˆ[T1] < βρˆ[T2] (∃ρˆ ∈ S1) (2)
hold, then we conclude that T1 dominates T2. If a test T dominates T
triv
α ,
then there exists ρˆ ∈ S1 such that βρˆ[T ] < 1− α.
In many cases, however, the condition (2) is so strict that we can not
complete the comparison. Hence, we use a minimax criterion instead of (2).
Consider a case where ρˆ ∈ S0 ∪ S1 is parameterized by θ ∈ Θ and ξ ∈ Ξ as
ρˆθ,ξ. If there exists Θ1 ⊂ Θ such that S1 = {ρˆθ,ξ | θ ∈ Θ1, ξ ∈ Ξ}, then
we are not interested in the true value of ξ. In such a case, θ is called the
parameter of interest, and ξ is called the parameter of nuisance. (In this
sense, the displacement is the parameter of interest, and the squeezing is the
parameter of nuisance.) The condition (2) is modified as
sup
ξ∈Ξ
βρˆθ,ξ [T1] ≤ sup
ξ∈Ξ
βρˆθ,ξ [T2] (
∀θ ∈ Θ1)
and sup
ξ∈Ξ
βρˆθ,ξ [T1] < sup
ξ∈Ξ
βρˆθ,ξ [T2] (
∃θ ∈ Θ1). (3)
If T1 and T2 of a common level α satisfy the condition (3), then we conclude
that T1 domintates T2 in the minimax criterion. If a test T of level α satisfies
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supξ∈Ξ βρˆθ,ξ [T ] = 1 − α (∀θ ∈ Θ1), then, in the minimax criterion, T is no
better than T trivα .
Kumagai and Hayashi [3] studied a theory of the minimax criterion in
quantum hypothesis testing, and they showed that an optimality in the min-
imax criterion is concerned with unitary invariance. Let θ ∈ Θ be the
parameter of interest, and let ξ ∈ Ξ be the parameter of nuisance. Let
U : Ξ → U(H) be a map given as ξ 7→ Uξ. Assume that there exists ξ0 ∈ Ξ
such that ρˆθ,ξ = Uξρˆθ,ξ0U
∗
ξ holds for any θ ∈ Θ and for any ξ ∈ Ξ. A test T
whose POVM {Πˆ0, Πˆ1} satisfies U∗ξ Πˆ0Uξ = Πˆ0 (∀ξ ∈ Ξ) is said to be invariant
by U . If T is invariant by U , then it holds that
βρˆθ,ξ [T ] = Tr[ρˆθ,ξ0Πˆ0] (
∀θ ∈ Θ1, ∀ξ ∈ Ξ). (4)
Kumagai and Hayashi [3] proved that a test is invariant by such U if the test
is optimal in the minimax criterion.
We do not prove optimality of T SIα . However, we prove that T
SI
α is SI,
and that, if the mixture N is zero, then T SIα dominates T
triv
α in the minimax
criterion. Moreover, we prove that THHα does not satisfy (4), which is a
necessary condition for T to be SI. Furthermore, we prove that THHα is no
better than T trivα in the minimax criterion. Hence, T
SI
α dominates T
HH
α in the
minimax criterion.
2.2 Notations of sets of matrices
To parameterize multi-mode squeezing operators, we use several sets of ma-
trices. Let N be the set of positive integers.. For any m,n ∈ N, let Matm,n
K
be
the set of m-by-n matrices whose entries belong to K, which will be C or R.
For X ∈ Matm,n
C
, the transpose is denoted by tX ∈ Matn,m
C
, the entry-wise
complex conjugate is denoted by X¯ ∈ Matm,n
C
, and the adjoint tX¯ is denoted
by X∗ ∈ Matn,m
C
. Let MatmK be Mat
m,m
K
. The set of anti-hermitian matrices is
defined by Antm
K
= {A ∈ Matm
K
| A = −A∗}. The set of symmetric matrices
is defined by Symm
K
= {S ∈ Matm
K
| S = tS}. Define Sqzm ⊂ Mat2m
C
by
Sqzm =
{(
A S
S¯ A¯
) ∣∣∣∣ A ∈ AntmC , S ∈ SymmC
}
.
For η ∈ Sqzm, the upper-left submatrix A ∈ Antm
C
is called the anti-hermitian
part of η, and the upper-right submatrix S ∈ SymmC is called the symmetric
part of η.
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2.3 Multi-mode squeezed quantum Gaussian states
Let H be L2(R), the set of C-valued square-integrable functions of a real
coordinate variable x ∈ R. The inner product of f, g ∈ H is defined by
f ∗g =
∫
R
f(x)g(x)dx, where z¯ is the conjugate of z ∈ C. A single-mode
electromagnetic field is described by H. (See [8] and [9].) For θ ∈ C, the
coherent vector |θ〉 ∈ H is defined by
|θ〉(x) = e
−|θ|2/2
π1/4
e−x
2/2+
√
2θx−θ2/2.
Let 〈θ| be |θ〉∗. For θ ∈ C, and for N ≥ 0, the single-mode non-squeezed
quantum Gaussian state ρˆθ,N ∈ S(H) is defined by
ρˆθ,N =


|θ〉〈θ| if N = 0,
1
πN
∫∫
R2
e−|r+is−θ|
2/N |r + is〉〈r + is|drds if N > 0,
where i =
√−1. (See [2].) The state is pure if N = 0.
For m ∈ N, an m-mode system is described by H⊗m. For ~θ = t(θ1, θ2, ...,
θm) ∈ Matm,1C , and for N ≥ 0, the m-mode non-squeezed quantum Gaussian
state ρˆ~θ,N ∈ S(H⊗m) is defined by ρˆ~θ,N = ρˆθ1,N ⊗ ρˆθ2,N ⊗ · · · ⊗ ρˆθm,N .
Define qˆ ∈ L(H) by qˆf(x) = xf(x), and define pˆ ∈ L(H) by pˆf(x) =
−idf(x)/dx, where i = √−1. They satisfy qˆ = qˆ∗, pˆ = pˆ∗ and [qˆ, pˆ] =
qˆpˆ − pˆqˆ = iIˆ, where Iˆ ∈ L(H) is the identity. The annihilation operator
aˆ ∈ L(H) is defined by aˆ = (qˆ + ipˆ)/√2. It holds that [aˆ, aˆ∗] = Iˆ, and that
aˆ|θ〉 = θ|θ〉. (5)
For i ∈ {1, 2, ..., m}, the i-th annihilation operator aˆi ∈ L(H⊗m) is defined
by aˆi = Iˆ
⊗(i−1) ⊗ aˆ⊗ Iˆ⊗(m−i). For η ∈ Sqzm, let Ai,j and Si,j be the (i, j)-th
entries of the anti-hermitian part and of the symmetric part, respectively,
and let
sˆη =
m∑
i=1
m∑
j=1
(
Ai,jaˆ
∗
i aˆj +
1
2
Si,j aˆ
∗
i aˆ
∗
j −
1
2
S¯i,j aˆiaˆj
)
.
An m-mode squeezing operator Sˆη ∈ U(H⊗m) is defined by Sˆη = exp(sˆη).
The m-mode squeezed quantum Gaussian state ρˆ~θ,η,N ∈ S(H⊗m) is defined
by ρˆ~θ,η,N = Sˆηρˆ~θ,N Sˆ
∗
η .
2.4 Our hypothesis testing problem
Suppose that a quantum state of the form ρˆ⊗n~θ,η,N ∈ S(H⊗mn) is given. We
call m ∈ N the mode size, n ∈ N the sample size, ~θ ∈ Matm,1
C
the displace-
ment parameter, η ∈ Sqzm the squeezing parameter and N ≥ 0 the mixture
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parameter. We assume that ~θ and η are unknown, and that N is known.
Our problem is to test
H0 : ~θ = ~0m versus H1 : ~θ 6= ~0m, (6)
where ~0m ∈ Matm,1C is the zero vector.
The squeezing parameter η ∈ Sqzm is a nuisance parameter because (6)
does not depend on η. Hence, the minimax criterion (3) is specified by
Θ1 = {~θ ∈ Matm,1C | ~θ 6= ~0m} and by Ξ = Sqzm. For a subspace K ⊂ H⊗mn,
and for Lˆ ∈ L(H⊗mn), let LˆK ⊂ H⊗mn be {Lˆf | f ∈ K}. If Sˆ⊗nη K = K
holds for any η ∈ Sqzm, then K is said to be Squeezing Invariant (SI). If
Lˆ ∈ L(H⊗mn) satisfies Lˆ = (Sˆ⊗nη )∗LˆSˆ⊗nη (∀η ∈ Sqzm), then Lˆ is said to be
SI. A test with POVM {Πˆ0, Πˆ1} is said to be SI if Πˆ0 is SI.
2.5 Definition of ai,j
For i ∈ {1, 2, ..., m} and for j ∈ {1, 2, ..., n}, the (i, j)-th annihilation operator
aˆi,j ∈ L(H⊗mn) is defined by
aˆi,j = Iˆ
⊗(jm−m) ⊗ aˆi ⊗ Iˆ⊗(mn−jm) = Iˆ⊗(i−1+jm−m) ⊗ aˆ⊗ Iˆ⊗(m−i+mn−jm).
3 Constructions of T SIα and T
HH
α
3.1 Construction of T SIα
Assume that n ≥ 2. We first construct an observable TˆSI ∈ L(Hmn), which
is positive and SI. For j, k ∈ {1, 2, ..., n}, let vˆj,k =
∑m
i=1(aˆ
∗
i,kaˆi,j − aˆ∗i,j aˆi,k).
We will show, in Theorem 1, that vˆj,k is SI. Moreover, by Lemma 14, vˆj,k is
unitarily equivalent to
dˆj,k =
√−1
m∑
i=1
(aˆ∗i,j aˆi,j − aˆ∗i,kaˆi,k). (7)
For k ∈ {1, 2, ..., n − 1}, let rˆk = arctan(
√
k)vˆk,k+1, and let Rˆk = exp(rˆk) ∈
U(H⊗mn). Let Rˆ = Rˆn−1Rˆn−2 · · · Rˆ1 ∈ U(H⊗mn). Let TˆSI =
∑n−1
k=1 Rˆ
∗vˆk,nvˆ∗k,nRˆ.
Because of vˆk,nvˆ
∗
k,n ≥ 0, we have TˆSI ≥ 0. Moreover, since vˆj,k is SI, TˆSI is SI.
Next, we construct the SI test of level α ∈ [0, 1]. For t ∈ R, define a
Hilbert subspace Kt ⊂ H⊗mn by
Kt = {f ∈ H⊗mn | f ∗TˆSIf ≤ t‖f‖2}.
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Since TˆSI is SI, Kt is SI. Since TˆSI ≥ 0 holds, s < 0 implies Ks = {0}. Let
Kˆt ∈ L(H⊗mn) be the projection on Kt. Since Kt is SI, Kˆt is SI. Hence, for
any η ∈ Sqzm, it holds that Tr[ρˆ⊗n~θ,η,NKˆt] = Tr[ρˆ
⊗n
~θ,N
Kˆt].
Assume that N is known. For α ∈ [0, 1], let s, t, w ∈ R be solutions to{
1− α = (1− w)Tr[ρˆ⊗n~0m,NKˆs] + wTr[ρˆ
⊗n
~0m,N
Kˆt],
s < t and 0 < w ≤ 1.
Let Πˆ0 = (1 − w)Kˆs + wKˆt, and let Πˆ1 = Iˆ⊗mn − Πˆ0. The SI test T SIα is
defined by the POVM {Πˆ0, Πˆ1}.
3.2 Construction of THHα
Let F be the set of Borel subsets of R2. A single-mode heterodyne measure-
ment is a POVM defined by
F ∋M 7→ 1
π
∫∫
M
|x+ iy〉〈x+ iy|dxdy,
where i =
√−1. For η ∈ Sqzm, let A ∈ Antm
C
be the anti-hermitian part, and
let S ∈ Symm
C
be the symmetric part. Define ~µ~θ ∈ Mat2m,1R and Gη ∈ Mat2mR
by
~µ~θ =
(
Re(~θ)
Im(~θ)
)
and Gη = exp
(
Re(A) + Re(S) −Im(A) + Im(S)
Im(A) + Im(S) Re(A)− Re(S)
)
, (8)
respectively. Define ~µ~θ,η ∈ Mat2m,1R and Ση,N ∈ Mat2mR by
~µ~θ,η = Gη~µ~θ and Ση,N =
2N + 1
4
Gη(
tGη) +
1
4
I2m, (9)
respectively. By Lemma 30, applying mn independent single-mode hetero-
dyne measurements to ρˆ⊗n~θ,η,N , we obtain n independent 2m-dimensional ran-
dom vectors ~X1, ~X2, ..., ~Xn according to a common 2m-dimensional normal
distribution whose mean vector is ~µ~θ,η and whose covariance matrix is Ση,N ;
say N2m(~µ~θ,η,Ση,N ). Let X¯n be the sample mean vector n
−1∑n
j=1
~Xj , and let
Σ¯n be the sample covariance matrix (n− 1)−1
∑n
j=1(
~Xj − X¯n)(t ~Xj − tX¯n).
Assume that n ≥ 2m + 1. Then, Σ¯n has the inverse Σ¯−1n by probability
one. The Hotelling’s T -squared statistic is defined by T 2 = n(tX¯n)Σ¯
−1
n X¯n.
Let µ = 2m, ν = n− 2m, FHH = (n− 1)−1(ν/µ)T 2 and λ = n(t~µ~θ,η)Σ−1η,N~µ~θ,η.
Then, FHH obeys Fµ,ν;λ, the non-central F distribution with µ and ν degrees
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of freedom and with non-centrality λ. The probability density function of
Fµ,ν;λ is
pλ(f) =
∞∑
k=0
e−λ/2(λ/2)k/k!
B (k + µ/2, ν/2)
(
µf
µf + ν
)k+µ/2(
ν
µf + ν
)ν/2
1
f
, (10)
where B(x, y) is the beta function. (See [6].) If ~θ = ~0m, then λ = 0 and thus
FHH obeys Fµ,ν = Fµ,ν;0 the central F distribution. Define the critical point
c as a solution to the equation
∫∞
c
p0(f)df = α. The HH test T
HH
α is a test
by which H0 is accepted if FHH ≤ c is observed.
For ~z = t(z1, z2, ..., zm) ∈ Matm,1C , define
∣∣~z〉 ∈ H⊗m by ∣∣~z〉 = |z1〉 ⊗
|z2〉 ⊗ · · · ⊗ |zm〉. For Z = (~z1, ~z2, ..., ~zn) ∈ Matm,nC , define |Z〉 ∈ H⊗mn by
|Z〉 = |~z1〉⊗
∣∣~z2〉⊗· · ·⊗ ∣∣~zn〉. Let 〈Z| be |Z〉∗. The POVM {Πˆ0, Πˆ1} for THHα
is given by
Πˆ0 =
1
πmn
2mn︷ ︸︸ ︷∫
· · ·
∫
FHH≤c
|Z〉〈Z|
m∏
i=1
n∏
j=1
dxi,jdyi,j,
where xi,j and yi,j are (i, j)-th entries of Re(Z) and Im(Z), respectively.
4 Theorems and a numerical comparison
Let m be the mode size, n be the sample size, ~θ be the displacement parame-
ter, η be the squeezing parameter, N be the mixture parameter, and α be the
level. The first theorem implies that vˆj,k ∈ L(H⊗mn), Rˆ = Rˆn−1Rˆn−2 · · · Rˆ1 ∈
U(H⊗mn), TˆSI ∈ L(H⊗mn), Kt ⊂ H⊗mn, Kˆt ∈ L(H⊗mn) and T SIα are all SI.
Theorem 1. For any η ∈ Sqzm, and for any j, k ∈ {1, 2, ..., n}, it holds that
(Sˆ⊗nη )
∗vˆj,kSˆ⊗nη = vˆj,k.
Proof. See Sec. 5.2.
A vector f ∈ H⊗mn is regarded as a function f : Matm,n
R
→ C, where
the (i, j)-th entry xi,j of the matrix variable X ∈ Matm,nR is specified by
aˆi,jf = (xi,jf + ∂f/∂xi,j)/
√
2. If f(X) = f(XeA) holds for any A ∈ AntnR,
then f(X) is said to be Mode-wisely Rotationally Invariant (MwRI). Ifm = 1
and if n ≥ 2, then an MwRI function is a radial function of n variables.
Theorem 2. The Hilbert subspace K0 is the set of square-integrable MwRI
functions.
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Proof. See Sec. 5.4.
Consider the case of n = 2. Then, TˆSI = vˆ1,2vˆ
∗
1,2 holds because Rˆ
∗vˆ1,2Rˆ =
vˆ1,2 holds. Let X be a random variable given by observing TˆSI. Let Tˆ =
−ivˆ1,2. where i =
√−1. It holds that Tˆ ∗ = Tˆ and that TˆSI = Tˆ 2. Let Y
be a random variable given by observing Tˆ . For any state, the probability
distribution of X is equal to that of Y 2.
For a random variable Z, the probability distribution can be identified by
the characteristic function ϕZ(r) = E[e
irZ ], where E[W ] is the expected value
of a random variable W . Let NBm(p) be the negative binomial distribution
whose probability function is f(x) =
(
m+ x− 1
x
)
(1 − p)mpx. If Z obeys
NBm(p), then it holds that ϕZ(r) = (1− p)m(1− peir)−m. Let Poi(λ) be the
Poisson distribution whose probability function is f(x) = e−λλx/(x!). If W
obeys Poi(λ), then it holds that ϕW (r) = e
λ(eir−1). Define γ(r) and ψs(r) by
γ(r) =
1
N + 1−Neir and ψs(r) = exp[γ(r)(e
ir − 1)s2] (11)
Theorem 3. (i) If n = 2, then it holds that
ϕY (r) = [γ(r)γ(−r)]mψ‖~θ‖(r)ψ‖~θ‖(−r).
(ii) Assume that F , G, Pk and Qk (k ∈ N) are mutually independent random
variables, where F and G obey NBm(N/(N +1)), and where Pk and Qk obey
Poi
(
‖θ‖2Nk−1
(N+1)k+1
)
. If n = 2, then the probability distribution of Y is that of
F −G+∑∞k=1(kPk − kQk).
Proof. See Sec. 5.7.
The following theorem shows that T SIα dominates T
triv
α if N = 0.
Theorem 4. If N = 0, then, for any m ≥ 1 and for any n ≥ 2, the type II
error probability of T SIα is
βρˆ⊗n
~θ,η,0
[T SIα ] = (1− α)
e−n‖~θ‖
2
B
(
n−1
2
, 1
2
) ∫ π
0
en‖
~θ‖2 cosϕ(sinϕ)n−2dϕ,
where B(x, y) is the beta function.
Proof. See Sec. 5.8.
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For a test to be SI, it is necessary that the type II error probability does
not depend on η ∈ Sqzm. In the following theorem, (i) implies that THHα is
not SI. Moreover, (ii),implies that THHα is no better than T
triv
α in the minimax
criterion.
Theorem 5. (i) If ~θ 6= ~0m, then βρˆ⊗n
~θ,η,N
[THHα ] depends on η ∈ Sqzm.
(ii) It holds that supη∈Sqzm βρˆ⊗n
~θ,η,N
[THHα ] = 1− α.
Proof. See Sec. 5.9.
For the case of m = 1, n = 3 and N = 0, the type II error probabilities
of T SIα and T
HH
α are plotted in Figure. The figure says that βρˆ⊗3θ,η,0
[T SIα ] <
βρˆ⊗3θ,η,0
[THHα ] if θ ; 0, and that βρˆ⊗3θ,η,0
[T SIα ] > βρˆ⊗3θ,η,0
[THHα ] if θ ≫ 0. If η = O2
We can evaluate βρˆ⊗3θ,O2,0
[T SIα ] with βρˆ⊗3θ,O2,0
[THHα ] as follows.
Theorem 6. Consider the case of m = 1, n = 3, η = O2, N = 0 and
0 < α < 1.
(i) There exists s > 0 such that, if 0 < |θ| < s, then βρˆ⊗3θ,0 [T
SI
α ] < βρˆ⊗3θ,0
[THHα ]
holds.
(ii) There exists t > 0 such that, if θ > t, then βρˆ⊗3θ,0
[T SIα ] > βρˆ⊗3θ,0
[THHα ] holds.
Proof. See Sec. 5.10.
5 Proofs of the theorems
5.1 Matrix notations of operators
Let m be the mode size, and let n be the sample size. For any µ, ν ∈ N,
let Matµ,νm,n be the set of µ-by-ν matrices whose entries belong to L(H⊗mn).
Identifying 1 with Iˆ⊗mn, we regard that Matµ,ν
C
is a vector subspace of Matµ,νm,n.
Let Matµm,n be Mat
µ,µ
m,n. We will use L ∈ L(H⊗mn) which can be written by
a linear combination of entries of X ∈ Matµ,νm,n.
Define a linear map trµ : Mat
µ
m,n → L(H⊗mn) by trµ[X ] =
∑µ
i=1Xi,i,
where Xi,j is the (i, j)-th entry ofX . ForX ∈ Matµ,νm,n and for L ∈ L(H⊗mn),
define XL,LX, [X,L] ∈ Matµ,νm,n by (XL)i,j = Xi,jL, (LX)i,j = LXi,j and
[X,L] = XL − LX , respectively. If X ∈ Matµ,ν
C
and L ∈ L(H⊗mn), then it
holds that
[X,L] = Oµ,ν , (12)
10
0 5 10 15 20 25 30 35 40
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Figure : The type II error probabilities of T SIα and T
HH
α with α = 0.95 for
m = 1, n = 3 and N = 0. The solid line is βρˆ⊗3θ,O2,0
[T SIα ]. The lower dashed line
is βρˆ⊗3θ,O2,0
[THHα ]. The upper dashed line is βρˆ⊗3θ,L,0
[THHα ], where L =
(
0 1
1 0
)
.
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where Oµ,ν ∈ Matµ,νC is the zero matrix. ForX ∈ Matλ,µm,n and for Y ∈ Matµ,νm,n,
define the product XY ∈ Matλ,νm,n by (XY )i,j =
∑µ
k=1Xi,kYk,j. For X ∈
Matµ,νm,n, define X
∗ ∈ Matν,µm,n by (X∗)i,j = (Xj,i)∗, and define tX ∈ Matν,µm,n
by (tX)i,j = Xj,i. The operations X 7→ X∗ and X 7→ tX are commutative
as (tX)∗ = t(X∗), and it holds that (tX∗)i,j = X∗i,j. For X ∈ Matλ,µm,n, for
Y ∈ Matµ,νm,n and for C ∈ Matµ,νC , it holds that (XY )∗ = Y ∗X∗ and that
t(XC) = (tC)(tX). Moreover, for X ∈ Matµm,n and for C ∈ MatµC, it holds
that
trµ[XC] =
µ∑
i=1
µ∑
j=1
Xi,jCj,i = trµ[CX ]. (13)
For j ∈ {1, 2, ..., n}, define ~aj ∈ Matm,1m,n and
˜
~aj ∈ Mat2m,1m,n by
~aj =

 aˆ1,j...
aˆm,j

 and
˜
~aj =
(
~aj
t~a∗j
)
,
respectively. Define a˜m,n ∈ Matm,nm,n by a˜m,n = (~a1,~a2, ...,~an). Define
˜
am,n ∈
Mat2m,nm,n by
˜
am,n = (
˜
~a1,
˜
~a2, ...,
˜
~an). For µ ∈ N, let Iµ ∈ MatµR be the identity
matrix, let Oµ ∈ MatµR be the zero matrix, and let
Kµ =
(
Iµ Oµ
Oµ −Iµ
)
∈ Mat2m
R
.
If n = 1, then, it holds that sˆη = 2
−1
˜
~a∗1Kmη
˜
~a1 −
˜
cη Iˆ
⊗m, where
˜
cη =
4−1tr2m[Kmη] ∈
√−1R. For any m,n ∈ N, and for any η ∈ Sqzm, define
˜
uˆη ∈ L(H⊗mn) by
˜
uˆη =
1
2
trn[
˜
a∗m,nKmη
˜
am,n]− n
˜
cη Iˆ
⊗mn.
Then, it holds that exp(
˜
uˆη) = Sˆ
⊗n
η . For any A ∈ AntmC , define uˆA ∈ L(H⊗mn)
by
uˆA = trn[a˜
∗
m,nAa˜m,n].
For η ∈ Sqzm, if the anti-hermitian part is A, and if the symmetric part is
Om, then it holds that uˆA =
˜
uˆη.
For A ∈ AntnC, define vˆA ∈ L(H⊗mn) by
vˆA = trm[
ta˜∗m,nA(
ta˜m,n)].
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For j, k ∈ {1, 2, ..., n} with j < k, define Jj,k ∈ AntnR by
Jj,k =


Oj−1
0 −1
Ok−j−1
1 0
On−k

 . (14)
If j = k, let Jj,k = On. If j > k, let Jj,k = −Jk,j. It holds that vˆJj,k = vˆj,k.
By Eq. (5), for any A ∈ Antm
C
and for any B ∈ Antn
C
, it holds that
uˆA|0〉⊗mn = vˆB|0〉⊗mn = 0 ∈ H⊗mn. (15)
5.2 Proof of Theorem 1 (vˆj,k is SI)
We first consider how sˆη is represented in the case of n = 1. To simplify the
notation,
˜
~a1 ∈ Mat2m,1m,1 is denoted by
˜
~a = t(aˆ1, aˆ2, ..., aˆm, aˆ
∗
1, aˆ
∗
2, ..., aˆ
∗
m).
Lemma 1. If n = 1, then, for any m ∈ N, and for any η ∈ Sqzm, it holds
that [
˜
~a,
˜
sˆη] = η
˜
~a.
Proof. Let A ∈ Antm
C
be the anti-hermitian part of η, and let S ∈ Symm
C
be
the symmetric part of η. For i ∈ {1, 2, ..., m}, let
Fˆi =
( m∑
j=1
Ai,jaˆ
∗
i aˆj
)
+
Si,i
2
(aˆ∗i )
2 +
(∑
j 6=i
Si,jaˆ
∗
i aˆ
∗
j
)
∈ L(H⊗m).
Then, for any i ≤ m, it holds that
[aˆi, sˆη] =[aˆi, Fˆi] =
( m∑
j=1
Ai,jaˆj
)
+ Si,iaˆ
∗
i +
(∑
j 6=i
Si,jaˆ
∗
j
)
= ηi
˜
~a, (16)
where ηi ∈ Mat1,2mC is the i-th row vector of η. Similarly, let
Gˆi =
( m∑
j=1
Aj,iaˆ
∗
j aˆi
)
− S¯i,i
2
aˆ2i −
(∑
j 6=i
S¯i,jaˆiaˆj
)
∈ L(H⊗m).
This definition is equivalent to
Gˆi = − S¯i,i
2
aˆ2i −
(∑
j 6=i
S¯i,jaˆiaˆj
)
−
( m∑
j=1
A¯i,jaˆ
∗
j aˆi
)
.
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For any i ≤ m, it holds that
[aˆ∗i , sˆη] =[aˆ
∗
i , Gˆi] = S¯i,iaˆi +
(∑
j 6=i
S¯i,jaˆj
)
+
( m∑
j=1
A¯i,jaˆ
∗
j
)
= ηi+m
˜
~a. (17)
By Eqs. (16) and (17), we obtain [
˜
~a, sˆη] = η
˜
~a.
Then, for any n ≥ 1, we obtain a representation of
˜
uˆη on
˜
am,n.
Lemma 2. For any m,n ∈ N, and for any η ∈ Sqzm, it holds that [
˜
am,n,
˜
uˆη] =
η
˜
am,n.
Proof. For any i ∈ {1, 2, ..., m}, and for any j, k ∈ {1, 2, ..., n} with j 6= k,
it holds that [aˆi,j ,
˜
~ak] = [aˆ
∗
i,j,
˜
~ak] = O2m,1. Hence, by Lemma 1, we obtain
[
˜
am,n,
˜
uˆη] = η
˜
am,n.
Lemma 3. For any A ∈ Antm
C
, it holds that [a˜m,n, uˆA] = Aa˜m,n and that
[ta˜∗m,n, uˆA] = A¯(
ta˜∗m,n).
Proof. Applying Lemma 2 to the case where the symmetric part of η is Om,
we obtain the statement.
Lemma 4. For any A ∈ Antn
C
, it holds that [a˜m,n, vˆA] = −a˜m,nA¯ and that
[ta˜∗m,n, vˆA] = −ta˜∗m,nA.
Proof. By Lemma 3, it holds that [ta˜m,n, vˆA] = A(
ta˜m,n) and that [a˜
∗
m,n, vˆA] =
A¯a˜∗m,n. By transposing, we obtain the statement.
Lemma 5. For anym,n ∈ N, and for any B ∈ AntnR, it holds that [
˜
am,n, vˆB] =
−
˜
am,nB.
Proof. By Lemma 4, and by B¯ = B, we have [
˜
am,n, vˆB] = −
˜
am,nB.
Lemma 6. For any η ∈ Sqzm and for any B ∈ Antn
R
, it holds that [
˜
uˆη, vˆB] =
0.
Proof. By Eq. (12), it holds that [Kmη, vˆB] = O2m. Hence, we have
2[
˜
uˆη, vˆB] =trn(
˜
a∗m,nKmη
˜
am,n)vˆB − trn(
˜
a∗m,n[Kmη, vˆB]
˜
am,n)
− vˆBtrn(
˜
a∗m,nKmη
˜
am,n)
=trn(
˜
a∗m,nKmη[
˜
am,n, vˆB]) + trn([
˜
a∗m,n, vˆB]Kmη
˜
am,n).
By Lemma 5, we have
2[
˜
uˆη, vˆB] =− trn(
˜
a∗m,nKmη
˜
am,nB) + trn(B
˜
a∗m,nKmη
˜
am,n).
By Eq. (13), the right-hand side is zero.
Proof of Theorem 1. Using Jj,k ∈ AntnR of (14), it holds that vˆj,k = vˆJj,k .
Hence, by Lemma 6, it holds that [
˜
uˆη, vˆj,k] = 0. As Sˆ
⊗n
η = exp(
˜
uˆη), we obtain
(Sˆ⊗nη )
∗vˆj,kSˆ⊗nη = vˆj,k.
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5.3 Other properties of uˆA and vˆB
We will use the following lemma in Secs. 5.4, 5.7 and 5.8.
Lemma 7. For any m,n ∈ N, and for any A,B ∈ Antn
C
, it holds that
[vˆA, vˆB] = vˆ[A,B].
Proof. By Eq. (12), it holds that [A, vˆB] = On. Hence, we have
[vˆA, vˆB] =trm(
ta˜∗m,nA
ta˜m,n)vˆB − trm(ta˜∗m,n[A, vˆB] ta˜m,n)
− vˆBtrm(ta˜∗m,nA ta˜m,n)
=trm(
ta˜∗m,nA[
ta˜m,n, vˆB]) + trm([
ta˜∗m,n, vˆB]A
ta˜m,n).
Moreover, by Lemma 4, we have
[vˆA, vˆB] =trm(
ta˜∗m,nAB
ta˜m,n)− trm(ta˜∗m,nBA ta˜m,n).
Hence, we have [vˆA, vˆB] = vˆ[A,B].
We will use the following lemma in Sec. 5.5.
Lemma 8. For any A ∈ Antm
C
and for any B ∈ Antn
C
, it holds that [uˆA, vˆB] =
0.
Proof. By Eq. (12), it holds that [A, vˆB] = Om. Hence, we have
[uˆA, vˆB] =trn(a˜
∗
m,nAa˜m,n)vˆB − trn(a˜∗m,n[A, vˆB]a˜m,n)
− vˆBtrn(a˜∗m,nAa˜m,n)
=trn(a˜
∗
m,nA[a˜m,n, vˆB]) + trn([a˜
∗
m,n, vˆB]Aa˜m,n).
By Lemma 4, we have
[uˆA, vˆB] =− trn(a˜∗m,nAa˜m,nB¯) + trn(B¯a˜∗m,nAa˜m,n).
By Eq. (13), the right-hand side is zero.
5.4 Proof of Theorem 2 (MwRI functions)
We consider how vˆj,k ∈ L(H⊗mn) is represented by f(X) ∈ H⊗mn where
X ∈ Matm,n
R
.
Lemma 9. For any r ∈ R, it holds that ervˆj,kf(X) = f(XerJj,k).
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Proof. Let xi,j be the (i, j)-th entry of X . It holds that vˆj,k =
∑m
i=1(aˆ
∗
i,kaˆi,j−
aˆ∗i,j aˆi,k) =
∑m
i=1(xi,k∂/∂xi,j − xi,j∂/∂xi,k). Let (si,j,k, ϕi,j,k) be a polar coor-
dinate of (xi,j, xi,k) defined by xi,j = si,j,k cosϕi,j,k and xi,k = si,j,k sinϕi,j,k.
Then, it holds that
− ∂
∂ϕi,j,k
= − ∂xi,j
∂ϕi,j,k
∂
∂xi,j
− ∂xi,k
∂ϕi,j,k
∂
∂xi,k
= xi,k
∂
∂xi,j
− xi,j ∂
∂xi,k
,
and so that vˆj,k = −
∑m
i=1 ∂/∂ϕi,j,k. As e
−t∂/∂ϕ =
∑∞
k=0(−t∂/∂ϕ)k/k! holds,
it holds that e−t∂/∂ϕϕn =
∑n
k=0
(
n
k
)
ϕn−k(−t)k = (ϕ− t)n. Hence, we obtain
exp(rvˆj,k)f(X) = f(
t[exp(−rJj,k)(tX)]) = f
(
X exp(rJj,k)
)
.
For Lˆ ∈ L(H⊗mn), let Null(Lˆ) ⊂ H⊗mn be the nullspace {f ∈ H⊗mn |
Lˆf = 0}. The following lemma shows that ⋂n−1k=1 Null(vˆk,n) is the set of
square-integrable MwRI functions.
Lemma 10. It holds that
⋂n−1
k=1 Null(vˆk,n) =
⋂
A∈Antn
R
Null(vˆA).
Proof. By Lemma 7, it holds that [vˆi,j, vˆj,k] = vˆk,i for any i, j, k ∈ {1, 2, ..., n}.
Hence, it holds that
Null(vˆi,j) ∩Null(vˆj,k) = Null(vˆi,j) ∩ Null(vˆj,k) ∩ Null(vˆk,i).
Hence, we have
⋂n−1
k=1 Null(vˆk,n) =
⋂n
i=1
⋂n
j=1Null(vˆi,j). Since Jj,k ∈ AntnR
holds,
⋂n
i=1
⋂n
j=1Null(vˆi,j) ⊃
⋂
A∈Antn
R
Null(vˆA) holds. Since any vˆA is a linear
combination of vˆj,k, we have
⋂n
i=1
⋂n
j=1Null(vˆi,j) ⊂
⋂
A∈Antn
R
Null(vˆA). Hence,
we obtain the statement.
Proof of Theorem 2. Let Tˆ =
∑n−1
k=1 vˆk,nvˆ
∗
k,n. Then, it holds that Null(Tˆ ) =⋂n−1
k=1 Null(vˆk,nvˆ
∗
k,n). Since Null(vˆk,nvˆ
∗
k,n) = Null(vˆ
∗
k,nvˆk,n) = Null(vˆk,n) holds,
we have
⋂n−1
k=1 Null(vˆk,nvˆ
∗
k,n) =
⋂n−1
k=1 Null(vˆk,n). By Lemma 10, Null(Tˆ ) is
the set of square-integrable MwRI functions. Since TˆSI = Rˆ
∗Tˆ Rˆ holds,
we have K0 = Null(TˆSI) = Rˆ∗Null(Tˆ ). By Rˆ = Rˆn−1Rˆn−2 · · · Rˆ1, and
Rk = exp(arctan(
√
k)vˆk,k+1), we have Rˆ
∗Null(Tˆ ) = Null(Tˆ ).
5.5 Actions of uˆA and vˆB on ~θ
For θ ∈ C, the displacement operator Dˆθ ∈ U(H) is defined by Dˆθ = exp(dˆθ),
where dˆθ = θaˆ
∗ − θ¯aˆ. It holds that
Dˆ∗θ aˆDˆθ = aˆ + θIˆ and Dˆ
∗
θ aˆ
∗Dˆθ = aˆ∗ + θ¯Iˆ (18)
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because of [aˆ, dˆθ] = θIˆ, and [aˆ
∗, dˆθ] = θ¯Iˆ, respectively. Using Taylor ex-
pansion, for r ∈ R, we have Dˆrf(x) = exp(−ir
√
2pˆ)f(x) = f(x − √2r).
By Baker-Hausdorff formula [8], it holds that Dˆr+is = e
−irsei
√
2sqˆe−i
√
2rpˆ for
r, s ∈ R. Hence, we have
Dˆr+is|0〉(x) = 1
π1/4
exp
(
− irs− (x−
√
2r)2
2
+ i
√
2sx
)
= |r + is〉(x). (19)
For ~z = t(z1, z2, ..., zm) ∈ Matm,1C , let
∣∣~z〉 = |z1〉 ⊗ |z2〉 ⊗ · · · ⊗ |zm〉 ∈ H⊗m.
For Z = (~Z1, ~Z2, ..., ~Zn) ∈ Matm,nC , let |Z〉 = |~Z1〉⊗ |~Z2〉⊗ · · ·⊗ |~Zn〉 ∈ H⊗mn.
For W ∈ Matm,n
C
, let
dˆW = trm[Wa˜
∗
m,n]− trm[a˜m,nW ∗],
and define a displacement operator DˆW ∈ U(H⊗mn) by DˆW = exp(dˆW ). By
Eq. (19), it holds that DˆW
∣∣Om,n〉 = |W 〉, where Om,n ∈ Matm,nC is the zero
matrix. For A ∈ Antm
C
, let UˆA = exp(uˆA) ∈ U(H⊗mn). For B ∈ AntnC, let
VˆB = exp(vˆB) ∈ U(H⊗mn).
Lemma 11. For any A ∈ Antm
C
, for any B ∈ Antn
C
and for any Z ∈ Matm,n
C
,
it holds that
UˆAVˆB|Z〉 = VˆBUˆA|Z〉 =
∣∣eAZe−B¯〉.
Proof. By Lemma 8, it holds that UˆAVˆB = VˆBUˆA. Hence, we just need to
prove UˆAVˆB|Z〉 =
∣∣eAZe−B¯〉. By Lemmas 3 and 4, it holds that Uˆ∗AVˆ ∗B dˆW VˆBUˆA =
dˆe−AWeB¯ . By Eq (15), it holds that UˆAVˆB
∣∣Om,n〉 = ∣∣Om,n〉. Hence,
UˆAVˆB|Z〉 = UˆAVˆBDˆZ Vˆ ∗BUˆ∗AUˆAVˆB
∣∣Om,n〉 = DˆeAZe−B¯∣∣Om,n〉 = ∣∣eAZe−B¯〉
is obtained.
For Z = (~Z1, ~Z2, ..., ~Zn) ∈ Matm,nC , and for N ≥ 0, let ρˆZ,N ∈ S(H⊗mn)
be ρˆ~Z1,N ⊗ ρˆ~Z2,N ⊗ · · · ⊗ ρˆ~Zn,N .
Lemma 12. For any A ∈ AntmC , for any B ∈ AntnC, for any Z ∈ Matm,nC
and for any N ≥ 0, it holds that
UˆAVˆB ρˆZ,N Vˆ
∗
BUˆ
∗
A = VˆBUˆAρˆZ,N Uˆ
∗
AVˆ
∗
B = ρˆeAZe−B¯,N .
Proof. Let σˆ = UˆAVˆB ρˆZ,N Vˆ
∗
BUˆ
∗
A. In the case of N = 0, by Lemma 11, we
obtain σˆ = ρˆeAZe−B¯,0. Consider the case of N > 0. By Lemma 8, it holds
that σˆ = VˆBUˆAρˆZ,N Uˆ
∗
AVˆ
∗
B. By Lemma 11, it holds that
σˆ =
2mn︷ ︸︸ ︷∫
· · ·
∫
R2mn
e−‖W−Z‖
2/N
(πN)mn
∣∣eAWe−B¯〉〈eAWe−B¯∣∣ m∏
i=1
n∏
j=1
dui,jdvi,j,
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where ‖W − Z‖2 = trm[(W − Z)(W ∗ − Z∗)], and where ui,j and vi,j are the
(i, j)-th entries of Re(W ) and Im(W ), respectively. Replace Re(eAWe−B¯)
by R ∈ Matm,n
R
, and replace Im(eAWe−B¯) by S ∈ Matm,n
R
. Let ~uj, ~vj, ~rj and
~sj ∈ Matm,1R be j-th column vectors of Re(W ), Im(W ), R and S, respectively.
Define ~u,~v, ~r and ~s ∈ Matmn,1
R
by
~u =

~u1...
~un

 , ~v =

~v1...
~vn

 , ~r =

~r1...
~rn

 and ~s =

~s1...
~sn

 ,
respectively. Let ri,j and si,j be the (i, j)-th entries of R and S, respectively.
Then, it holds that ~r +
√−1~s = C(~u + √−1~v), where C ∈ Matmn
C
is a
unitary matrix given by the Kronecker product of eB and eA as C = eB⊗eA.
Let D = B ⊗ Im + In ⊗ A ∈ AntmnC . Then, it holds that C = eD. Define
~w,~t ∈ Mat2mn,1
R
and E ∈ Ant2mn
R
by
~w =
(
~u
~v
)
, ~t =
(
~r
~s
)
and E =
(
Re(D) −Im(D)
Im(D) Re(D)
)
,
respectively. Then, it holds that ~t = eE ~w and that det[eE ] = exp(tr2mn[E]) =
1. Hence, the Jacobian of the replacement of eE ~w by ~t is one. Hence, we
have
σˆ =
2mn︷ ︸︸ ︷∫
· · ·
∫
R2mn
e−‖e
−ATeB¯−Z‖2/N
(πN)mn
|T 〉〈T |
m∏
i=1
n∏
j=1
dri,jdsi,j,
where T = eAWe−B¯. Since
‖e−ATeB¯ − Z‖2 = trm[(e−ATeB¯ − Z)(e−ATeB¯ − Z)∗]
= trm[(T − eAZe−B¯)(T − eAZe−B¯)∗] = ‖T − eAZe−B¯‖2
holds, we obtain σ = ρˆeAZe−B¯,N .
Lemma 13. For any ~θ ∈ Matm,1
C
, it holds that Rˆρˆ⊗n~θ,NRˆ
∗ = ρˆ⊗(n−1)~0m,N ⊗ ρˆ√n~θ,N .
Proof. Let ~1n ∈ Matn,1R be a vector whose entries are all one, and let ~en ∈
Matn,1
R
be a unit vector whose n-th entry is one. It holds that ρˆ⊗n~θ,N = ρˆ~θ(t~1n),N
and that ρˆ
⊗(n−1)
~0m,N
⊗ ρˆ√n~θ,N = ρˆ√n~θ(t~en),N . Let Rk = exp[(arctan
√
k)Jk,k+1] ∈
Matn
R
, and let R = Rn−1Rn−2 · · ·R1 ∈ MatnR. By Lemma 12, it holds
that Rˆρˆ⊗n~θ,N Rˆ
∗ = ρˆ~θ[t(R~1n)],N . If t ∈ [0, π/2), then cos t = 1/
√
1 + tan2 t
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and sin t = tan t/
√
1 + tan2 t hold. Hence, cos(arctan
√
k) = 1/
√
k + 1 and
sin(arctan
√
k) =
√
k/
√
k + 1 hold. Hence, we have
Rk =
1√
k + 1


Ik−1
1 −√k√
k 1
In−k−1

 .
The k-th and k + 1-th row vectors of RkRk−1 · · ·R1 are recursively obtained
by calculating the 2-by-2 submatrix as(
1√
k+1
−
√
k√
k+1√
k√
k+1
1√
k+1
)( 1√
k
0
0 1
)
=
(
1√
k
√
k+1
−
√
k√
k+1
1√
k+1
1√
k+1
)
.
Hence, the n-th row vector of R is t(1/
√
n~1n). Since R is an orthogonal
matrix, it holds that R~1n =
√
n~en.
5.6 Some properties related to the Fock vectors
Let Nˆ ∈ L(H) be the number operator aˆ∗aˆ. It holds that [aˆ, Nˆ ] = aˆ, and so
that e−irNˆ aˆeirNˆ = eiraˆ (∀r ∈ R), where i = √−1. Let N0 be N ∪ {0}. For
n ∈ N0, the n-th Fock vector, or the n-th number vector, fn ∈ H is defined
by fn = (1/
√
n!)(aˆ∗)n|0〉. It holds that aˆfn =
√
nfn−1, aˆ∗fn =
√
n+ 1fn+1
and Nˆfn = nfn.
By Baker-Hausdorff formula, the displacement operator Dˆθ ∈ U(H) sat-
isfies Dˆθ = e
−|θ|2/2eθaˆ
∗
e−θ¯aˆ for θ ∈ C. Hence we have
|θ〉 = e−|θ|2/2
∞∑
n=0
θn√
n!
fn. (20)
Hence, by the power series calculation, we have
〈θ | η〉 = e−|θ|2/2−|η|2/2+θ¯η. (21)
Moreover, {fn}∞n=0 is a complete orthonormal basis of H because f ∗ng = 0
(∀n ∈ N0) is equivalent to
∫
R
ei
√
2sxg(x)dx = 0 (∀s ∈ R). Hence, it holds that
Nˆ =
∑∞
n=0 nfnf
∗
n. Calculating the Gaussian mixture of |θ〉〈θ| using the form
of (20), we have
ρˆ0,N =
1
N + 1
∞∑
n=0
Nn
(N + 1)n
fnf
∗
n . (22)
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This equation will be used in Lemma 17.
For j, k ∈ {1, 2, ..., n} with j < k, define Kj,k ∈ AntnC by
Kj,k =
√−1


Oj−1
1
Ok−j−1
−1
On−k

 .
For k > j, let Kj,k = −Kk,j. Let Kj,j = On. The operator dˆj,k defined in (7)
is equal to vˆKj,k . In Sec. 5.7, we will use the following lemma.
Lemma 14. 1 For any j, k ∈ {1, 2, .., n}, let Uˆ ∈ U(H⊗mn) be exp((π/4)vˆJj,k),
and let Vˆ ∈ U(H⊗mn) be exp((π/4)vˆKj,k). Then, it holds that Uˆ∗Vˆ ∗vˆj,kVˆ Uˆ =
dˆj,k.
Proof. Let U = exp
[
π
4
(
0 −1
1 0
)]
, and let V = exp
[
π
4
(
i 0
0 −i
)]
. As U =
1√
2
(
1 −1
1 1
)
and V =
(
eiπ/4 0
0 e−iπ/4
)
, it holds that U∗V ∗Jj,kV U = Kj,k.
By Lemma 7, we have Uˆ∗Vˆ ∗vˆj,kVˆ Uˆ = dˆj,k.
In quantum optical experiments, the unitary operators Uˆ and Vˆ of the
above lemma can be realized by phase-shifting and beam-splitting, respec-
tively. Moreover, Tˆj,k = −
√−1dˆj,k is an observable whose POVM can be re-
alized by arithmetic subtraction of data obtained by number measurements.
Hence, if n = 2, then T SIα can be realized by beam-splitters and photon
counters.
5.7 Proof of Theorem 3 (Negative binomial and Pois-
son distributions)
Let Nˆ ∈ L(H) be aˆ∗aˆ. Let hθ,N(r) be Tr[ρˆθ,NeirNˆ ], where i =
√−1. We
write hθ,N(r) using γ(r) and ψs(r) of (11).
Lemma 15. For any N ≥ 0, it holds that h0,N (r) = γ(r).
Proof. By Eq. (22), it holds that
h0,N(r) =
1
N + 1
∞∑
k=0
( eirN
N + 1
)k
=
1
N + 1
1
1− eirN
N+1
=
1
N + 1−Neir .
Hence, we have h0,N(r) = γ(r).
1This lemma was suggested by Prof. K. Matsumoto.
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Lemma 16. If N = 0, then it holds that hθ,0(r) = ψ|θ|(r).
Proof. By Eq. (20), it holds that
hθ,0(r) = e
−|θ|2
∞∑
k=0
eikr|θ|2k
k!
= exp[|θ|2(eir − 1)].
Since γ(r) is one, hθ,0(r) is ψ|θ|(r).
Lemma 17. For any N ≥ 0, it holds that hθ,N(r) = γ(r)ψ|θ|(r).
Proof. If N = 0, then γ(r) is one, and by Lemma 16, we have hθ,0(r) =
γ(r)ψ|θ|(r). Hereafter, assume that N > 0. For x, y ∈ R, let z ∈ C be x+ iy,
and let fθ,N(z) be exp(−|z − θ|2/N). It holds that
hθ,N(r) =
1
πN
∫∫
R2
〈z|eirNˆ |z〉fθ,N(z)dxdy.
By Lemma 11, we have eirNˆ |z〉 = ∣∣eirz〉. By Eq. (21), we have 〈z|eirz〉 =
exp(eir|z|2−|z|2). Hence, 〈z|eirNˆ |z〉fθ,N(z) is exp(−gθ,N(z)), where gθ,N(z) =
|z−θ|2/N+(1−eir)|z|2. Let cN,r be 1/N+1−eir. For w ∈ C, let ~µw ∈ Mat2,1R
be t(Re(w), Im(w)). Then, it holds that
gθ,N(z) =cN,r
(
t~µz −
t~µθ
NcN,r
)(
~µz − ~µθ
NcN,r
)
− |θ|
2
N2cN,r
+
|θ|2
N
=cN,r
(
t~µz −
t~µθ
NcN,r
)(
~µz − ~µθ
NcN,r
)
− log(ψ|θ|(r)).
We can factorize hθ,N(r) to ψ|θ|(r) and h0,N(r) as
hθ,N(r) =
ψ|θ|(r)
πN
∫∫
R2
exp
[
−cN,r
(
t~µz −
t~µθ
NcN,r
)(
~µz − ~µθ
NcN,r
)]
dxdy
=
ψ|θ|(r)
πN
∫∫
R2
exp(−cN,rt~µz~µz)dxdy = ψ|θ|(r)h0,N(r).
By Lemma 15, h0,N(r) is γ(r). Hence, we have hθ,N(r) = γ(r)ψ|θ|(r).
Next, we prove (i) of Theorem 3 for the case of m = 1.
Lemma 18. If m = 1, and if n = 2, then it holds that ϕY (r) = γ(r)γ(−r)
ψ|θ|(r)ψ|θ|(−r).
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Proof. By Lemma 13, it holds that ϕY (r) = Tr[ρˆ0,N ⊗ ρˆ√2θ,N exp(rvˆ1,2)].
Let Uˆ = exp((π/4)vˆJ1,2), and let Vˆ = exp((π/4)vˆK1,2). By Lemma 12, it
holds that Uˆ∗Vˆ ∗ρˆ0,N ⊗ ρˆ√2θ,N Vˆ Uˆ = ρˆ⊗2eiπ/4θ,N . By Lemma 14, it holds that
Uˆ∗Vˆ ∗vˆ1,2Vˆ Uˆ = dˆj,k. Hence, we have
ϕY (r) =Tr[ρˆ
⊗2
eiπ/4θ,N
exp(rdˆ1,2)]
=Tr[ρˆeiπ/4θ,N exp(irNˆ)]Tr[ρˆeiπ/4θ,N exp(−irNˆ)].
By Lemma 17, we have ϕY (r) = γ(r)γ(−r)ψ|θ|(r)ψ|θ|(−r).
For any random variable Z, and for any constant c ∈ R, the characteristic
functions of Z and cZ satisfy
ϕcZ(t) = ϕZ(ct). (23)
For any mutually independent random variables Z and W , the characteristic
functions of Z, W and S = Z +W satisfy
ϕS(r) = ϕZ(r)ϕW (r). (24)
Proof of Theorem 3. (i) Let θk be the k-th entry of ~θ ∈ Matm,1C . By
Lemma 18, and by Eq. (24), we have
ϕY (r) =[γ(r)γ(−r)]m
[ m∏
k=1
ψ|θk|(r)ψ|θk|(−r)
]
=[γ(r)γ(−r)]mψ‖~θ‖(r)ψ‖~θ‖(−r).
(ii) Let S = F −G+∑∞k=1(kPk−kQk). By Eqs. (23) and (24), it holds that
ϕS(r) =ϕF (r)ϕG(−r)
∞∏
k=1
[ϕPk(kr)ϕQk(−kr)].
Since F and G obey NBm(N(N +1)
−1), it holds that ϕF (r) = ϕG(r) = γ(r).
Let λk = ‖~θ‖2Nk−1(N +1)−k−1. Since Pk and Qk obey Poi(λk), it holds that
ϕPk(r) = ϕQk(r) = exp[λk(e
ir − 1)]. As
∞∑
k=1
log[ϕPk(kr)] =
‖~θ‖2
N(N + 1)
∞∑
k=1
( N
N + 1
)k
(eikr − 1)
=
‖~θ‖2
N(N + 1)
( 1
1− Neir
N+1
− 1
1− N
N+1
)
=
‖~θ‖2
N
( 1
N + 1−Neir − 1
)
holds, we have ϕS(r) = γ(r)γ(−r)ψ‖~θ‖(r)ψ‖~θ‖(−r).
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5.8 Proof of Theorem 4 (Type II error probability of
T SIα for N = 0)
For µ, ν ∈ N, let T µ,νX be the tangent space of Matµ,νR at X ∈ Matµ,νR . Let
xi,j be the coordinate variable for the (i, j)-th entry of X ∈ Matµ,νR . Then,
a basis of T µ,νX is {∂/∂xi,j |X | 1 ≤ i ≤ µ, 1 ≤ j ≤ ν}. For Y ∈ MatµR and
for Z ∈ Matν
R
, let fY,Z : Mat
µ,ν
R
→ Matµ,ν
R
be a map given by X 7→ Y X(tZ).
The pushforward dfY,Z|X : T µ,νX → T µ,νfY,Z (X) at X ∈ Mat
µ,ν
R
is given by
dfY,Z|X(∂/∂xi,j |X) =
∑µ
m=1
∑ν
n=1 Ym,iZn,j∂/∂xm,n|fY,Z(X), where Mk,l is the
(k, l)-th entry of a matrix M . For X ∈ Matµ,ν
R
and for K ∈ N, let P =
{P1(X), P2(X), ..., PK(X)} ⊂ MatµR and Q = {Q1(X), Q2(X), ..., QK(X)} ⊂
Matν
R
be sets of K matrices which satisfy
∑K
k=1 trν [
tMPk(X)MQk(X)] > 0
for any non-zero matrix M ∈ Matµ,ν
R
. The inner product (u, v)P,QX of u, v ∈
T µ,νX is defined by (∂/∂xp,q|X , ∂/∂xr,s|X)P,QX =
∑K
k=1 Pk,p,r(X)Qk,s,q(X), where
Pk,i,j(X) and Qk,i,j(X) are the (i, j)-th entries of Pk(X) and Qk(X), respec-
tively. Let ‖u‖P,QX be
√
(u, u)P,QX . If P = {Iµ} and Q = {Iν} for any
X ∈ Matµ,ν
R
, then the inner product is said to be Euclidean. The pullback of
(·, ·)P,QfY,Z(X) by fY,Z is (·, ·)
P ′,Q′
X , where P ′ ⊂ MatµR and Q′ ⊂ MatνR consist of
tY Pk(fY,Z(X))Y and
tZQk(fY,Z(X))Z, respectively.
Let SOn
R
be {eA | A ∈ Antn
R
}, the set of special orthogonal matrices.
For R ∈ SOn
R
, let TR ⊂ T n,nR be the tangent space of SOnR ⊂ MatnR at
R. We use (·, ·)P,QR by restricting the space T n,nR to TR. The dimension
of TR is dn = n(n − 1)/2. If C ⊂ TR is a cuboid framed by edge vectors
v1, v2, ..., vdn ∈ TR which are mutually orthogonal with respect to (·, ·)P,QR ,
then the volume volP,QR [C] is
∏dn
k=1 ‖vk‖P,QR . Let FSOnR be the set of Borel
subsets of SOnR. Let µ
P,Q : FSOn
R
→ [0,∞) be a measure on SOnR given by
volP,QR [·]. For L ∈ SOnR, and for M ⊂ SOnR, let LM ⊂ SOnR be {Lx | x ∈ M}.
The following lemma implies that, if the inner product is Euclidean, then
µP,Q is a left-invariant Haar measure.
Lemma 19. If P = Q = {In}, then, for any L ∈ SOnR, and for any M ∈
FSOn
R
it holds that µP,Q(LM) = µP,Q(M).
Proof. Let fL : SO
n
R
→ SOn
R
be U 7→ LU , and let dfL|U : TU → TLU
be the pushforward. For any U ∈ SOnR and for any u, v ∈ TU , we have
(dfL(u), dfL(v))
{In},{In}
LU = (u, v)
{In},{In}
U . Let C ⊂ M be any infinitesimal
cuboid, and let R ∈ C be one of the vertices. Then, C is identified by mutu-
ally orthogonal edge vectors v1, v2, ..., vdn ∈ TR. It holds that volP,QLR [LC] =
volP,QR [C]. Hence, we have µ
P,Q(LM) = µP,Q(M).
Let µ : FSOn
R
→ [0,∞) be µP,Q with P = Q = {In}. For U ∈ SOnR, let
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˜
VˆU ∈ U(H⊗mn) be exp(vˆlogU). By Lemma 7, for any L,R ∈ SOnR, it holds that
˜
VˆL
˜
VˆR =
˜
VˆLR. Moreover, by Lemma 9, it holds that
˜
VˆL
˜
VˆRf(X) =
˜
VˆLf(XR) =
f(XLR). Hence, SOnR acts on the left of H⊗mn by
˜
Vˆ : SOnR → U(H⊗mn). Let
Wˆ ∈ L(H⊗mn) be µ(SOn
R
)−1
∫
SOn
R ˜
VˆUµ(dU).
Lemma 20. For any mode size m ≥ 1, it holds that Kˆ0 = Wˆ .
Proof. For any f ∈ H⊗mn, and for any L ∈ SOn
R
, it holds that
˜
VˆLWˆf =
µ(SOnR)
−1 ∫
SOn
R
f(XLU)µ(dU). Let U ′ be LU . By Lemma 19, it holds that
µ(dU) = [µ(dU)/µ(dU ′)]µ(dU ′) = µ(dU ′). Hence, it holds that
˜
VˆLWˆf =
Wˆf . By Theorem 2, we have Wˆf ∈ K0. If g ∈ K0, then it holds that
˜
VˆUg = g
for any U ∈ SOn
R
. Hence, we have Wˆ g = µ(SOn
R
)−1
∫
SOn
R
gµ(dU) = g. As a
result, Wˆ is the projection on K0.
Let Sn−1 ⊂ Mat1,n
R
be the set of unit row vectors. For M ⊂ Sn−1, and for
U ∈ SOn
R
, let MU ⊂ Sn−1 be {~vU | ~v ∈ M}. Let FSn−1 be the set of Borel
subsets of Sn−1. If a measure λ : FSn−1 → [0,∞) satisfies λ(MU) = λ(M)
(∀M ∈ FSn−1, ∀U ∈ SOnR), then λ is said to be rotationally uniform. For
~v ∈ Sn−1, let T S~v ⊂ T 1,n~v be the tangent space of Sn−1 ⊂ Mat1,nR at ~v. We use
the inner product (·, ·)P,Q~v by restricting the space to T S~v . Since elements of
P are scalars, we assume, without loss of generality, that P = {I1} and that
Q = {Q(~v)}, where Q(~v) ∈ Symn
R
is a positive matrix which may depend on
~v. Let (·, ·)Q~v = (·, ·){I1},{Q(~v)}~v , and let ‖·‖Q~v = ‖·‖{I1},{Q(~v)}~v . The dimension of
T S~v is n−1. If C ∈ T S~v is a cuboid with edge vectors v1, v2, ..., vn−1 ∈ T S~v which
are mutually orthogonal with respect to (·, ·)Q~v . then the volume volQ~v [C] is∏n−1
k=1 ‖vk‖Q~v . Let λQ : FSn−1 → [0,∞) be the measure given by volQ~v [·].
Lemma 21. If λQ : FSn−1 → [0,∞) is rotationally uniform, then there exists
c > 0 such that, for any ~v ∈ Sn−1, Q(~v) is cIn.
Proof. For U ∈ SOn
R
, define fU : Sn−1 → Sn−1 by Sn−1 ∋ ~v 7→ ~vU−1 = ~v(tU).
For any U ∈ SOn
R
, for any ~v ∈ Sn−1, and for any u, v ∈ T S~v , it holds that
(dfU(u), dfU(v))
{Q(~v)}
~vU−1 = (u, v)
{tUQ(~v)U}
~v . The group action (U,~v) 7→ fU(~v) is
transitive, that is, for any ~v ∈ Sn−1, the orbit {fU(~v) | U ∈ SOnR} is Sn−1. For
~v ∈ Sn−1, let Σ~v ⊂ SOnR be {U ∈ SOnR | fU(~v) = ~v}, the set of stabilizers of ~v.
For any ~v ∈ Sn−1, Σ~v is isomorphic to SOn−1R . For ~v ∈ Sn−1, define a group
representation ρ~v : Σ~v → GL(T S~v ) by U 7→ dfU |~v. Then, ρ~v is irreducible.
Since λQ is rotationally uniform, it is necessary that, for any ~v ∈ Sn−1, for
any R ∈ Σ~v, and for any u, v ∈ T S~v , (ρ~v(R)u, ρ~v(R)v)Q~v is (u, v)Q~v , and so that,
for any ~v ∈ Sn−1, and for any R ∈ Σ~v, tRQ(~v)R is Q(~v). By Schur’s lemma,
there exists a function ϕ : Sn−1 → R such that Q(~v) = ϕ(~v)In. (See [10].)
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By the positivity of the inner product, ϕ(~v) is positive for any ~v ∈ Sn−1. By
the transitivity of fU , ϕ(~v) is constant.
For ~v ∈ Sn−1, define a measure λ~v : FSn−1 → [0,∞) by λ~v(M) = µ
({U ∈
SOnR | ~vU−1 ∈M}
)
.
Lemma 22. For any ~v ∈ Sn−1, λ~v is rotationally uniform.
Proof. Choose M ∈ FSn−1 and U ∈ SOnR, arbitrarily. It holds that {L ∈
SOn
R
| ~vL−1 ∈ MU} = U−1{R ∈ SOn
R
| ~vR−1 ∈ M}. By Lemma 19, we have
λ~v(MU) = µ(U
−1{R | ~vR−1 ∈M}) = µ({R | ~vR−1 ∈M}) = λ~v(M).
Let λ1 : FSn−1 → [0,∞) be the rotationally uniform measure with λ1(Sn−1) =
1. Consider the case of m = 1, and, for ~r = (r1, r2, ..., rn) ∈ Mat1,nR , let∣∣~r〉 ∈ H⊗n be |r1〉 ⊗ |r2〉 ⊗ · · · ⊗ |rn〉.
Lemma 23. If the mode size m is one, then, for any r ≥ 0, and for any
~u ∈ Sn−1, it holds that Kˆ0
∣∣r~u〉 = ∫Sn−1 ∣∣r~v〉λ1(d~v).
Proof. By Lemma 20, it holds that Kˆ0
∣∣r~u〉 = µ(SOnR)−1 ∫SOn
R ˜
VˆU
∣∣r~u〉µ(dU).
By Lemma 11, it holds that
˜
VˆU
∣∣r~u〉 = ∣∣r~uU−1〉, and so that Kˆ0∣∣r~u〉 =
µ(SOnR)
−1 ∫
Sn−1
∣∣r~v〉λ~u(d~v). By Lemma 22, we have Kˆ0∣∣r~u〉 = ∫Sn−1 ∣∣r~v〉
λ1(d~v).
Let T ⊂ Rn−2 be [0, π)n−2, and let T ⊂ Rn−1 be T × [0, 2π). For k ∈
{1, 2, ..., n− 1}, let tk be the coordinate variable of the k-th entry of ~t ∈ T .
We define unit row vectors ~ν0, ~ν1, ..., ~νn−1 ∈ Sn−1 which are parameterized by
~t ∈ T , as follows. Let ~ν0 ∈ Sn−1 be (1, O1,n−1). For k ∈ {1, 2, ..., n− 1}, let
~νk ∈ Sn−1 be
(
cos t1, cos t2 sin t1, · · · , cos tk
k−1∏
j=1
sin tj,
k∏
j=1
sin tj , O1,n−k−1
)
.
Define ϕ : T → Sn−1 by ϕ(~t) = ~νn−1. For k ∈ {1, 2, ..., n}, let xk be
the coordinate variable of the k-th entry of ~v ∈ Sn−1. The pushforward
dϕ(∂/∂ti|~t) is
∑n
j=1(∂xj/∂ti)∂/∂xj |ϕ(~t). Let ~Ji ∈ Mat1,nR be a row vector
whose j-th entry is ∂xj/∂ti. Then, as the pullback of the Euclidean inner
product for T S
ϕ(~t)
, the inner product of ∂/∂ti|~t and ∂/∂tj |~t is given by
( ∂
∂ti
∣∣∣
~t
,
∂
∂tj
∣∣∣
~t
)
~t
=
(
dϕ
( ∂
∂ti
∣∣∣
~t
)
, dϕ
( ∂
∂tj
∣∣∣
~t
)){In}
~νn−1
= ~Ji(
t ~Jj).
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For k ∈ {1, 2, ..., n− 1}, let
Rk =


Ik−1
cos tk sin tk
− sin tk cos tk
In−k−1

 ∈ MatnR,
and let Dk = ∂Rk/∂tk ∈ MatnR. Let Rj,k = RjRj+1 · · ·Rk. If j > k, let Rj,k
be In. It holds that ~νk = ~ν0R1,k and that ~Ji = ~νi−1DiRi+1,n−1.
Lemma 24. It holds that ‖dϕ(∂/∂tk|~t)‖{In}~νn−1 = ck, where
ck =
{
1 if k = 1,∏k−1
j=1 sin tj if 2 ≤ k ≤ n− 1.
Proof. Define Ek ∈ MatnR by
Ek =

Ok−1 I2
On−k−1

 .
It holds that Dk(
tDk) = Ek. Since the k-th entry of ~νk−1 is ck, it holds that
~νk−1Ek(t~νk−1) = c2k. Hence, we have ~Jk(
t ~Jk) = c
2
k. Since, for j < k, tj belongs
to [0, π), it holds that sin tj ≥ 0, and so that
√
c2k = ck.
Lemma 25. 2 If j 6= k, then dϕ(∂/∂tj |~t) is orthogonal to dϕ(∂/∂tk|~t) with
respect to the Euclidean inner product.
Proof. Define Ak ∈ AntnR and Fk ∈ MatnR by
Ak =


Ok−1
0 −1
1 0
On−k−1

 and Fk =
(
Ik
On−k
)
,
respectively. Then, it hoolds that Rk(
tDk) = Ak and that FkAkFk = On.
Assume that j < k. Let ~νj,k = ~νj−1DjRj+1,k. Then, it holds that ~Jj(t ~Jk) =
~νj,k−1Ak(t~νk−1), and that
~νj,k−1Ak(
t~νk−1) = (~νj,k−1Fk)Ak(Fk
t~νk−1) = ~νj,k−1On
t~νk−1 = 0.
Hence, we have ~Jj(
t ~Jk) = 0.
2This lemma was suggested by Prof. F. Tanaka.
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Let P ⊂ T S~νn−1 be a parallelepiped framed by {dϕ(∂/∂tk|~t) | k = 1, 2, ..., n−
1}. Let
sk =
{∫ π
0
sinn−k−1 tdt if 1 ≤ k ≤ n− 2,
2π if k = n− 1.
Lemma 26. If the inner product of T S~νn−1 is Euclidean, then
(i) the volume of P is
∏n−2
k=1 sin
n−k−1 tk,
and
(ii) the area |Sn−1| of Sn−1 is ∏n−1k=1 sk,
Proof. (i) By Lemma 25, P is a cuboid with respect to the Euclidean inner
product. By Lemmas 24, we have vol
{In}
~νn−1
[P ] =
∏n−2
k=1 sin
n−k−1 tk.
(ii) By taking integral of (i), we obtain (ii).
For r ≥ 0, define gr ∈ H⊗n by
gr =
1
|Sn−1|
∫ 2π
0
[ n−2︷ ︸︸ ︷∫
· · ·
∫
T
∣∣r~νn−1〉 n−2∏
k=1
(sin tk)
n−k−1dtk
]
dtn−1,
Lemma 27. If the mode size m is one, then for any ~r ∈ Mat1,n
R
, it holds
that Kˆ0
∣∣~r〉 = g‖~r‖.
Proof. By Lemma 23, we have Kˆ0
∣∣~r〉 = ∫Sn−1 ∣∣‖~r‖~v〉λ1(d~v). By Lemma
21, the integration by λ1 is calculated by the Euclidean inner product. By
Lemma 26, we have Kˆ0
∣∣~r〉 = g‖~r‖.
Lemma 28. Assume that m = 1. For ~r ∈ Mat1,n
R
, it holds that
〈
~r
∣∣Kˆ0∣∣~r〉 = e−‖~r‖2
B
(
n−1
2
, 1
2
) ∫ π
0
e‖~r‖
2 cosϕ(sinϕ)n−2dϕ. (25)
Proof. By Eq. (21), for any r ≥ 0, it holds that
〈r~ν0 | r~νn−1〉 = e−r2+r2 cos t1 .
By Lemma 27, it holds that〈
~r
∣∣Kˆ0∣∣~r〉 = 〈‖~r‖~ν0∣∣Kˆ0∣∣~r〉
=
1
|Sn−1|
∫ 2π
0
[ n−2︷ ︸︸ ︷∫
· · ·
∫
T
e−‖~r‖
2+‖~r‖2 cos t1
n−2∏
k=1
sinn−k−1 tkdtk
]
dtn−1
=
1
s1
∫ π
0
e−‖~r‖
2+‖~r‖2 cos t1 sinn−2 t1dt1.
Calculating the beta integration s1 =
∫ π
0
sinn−2 tdt, we obtain (25).
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Proof of Theorem 4. Since the POVM {Πˆ0, Πˆ1} of T SIα is given by Πˆ0 =
(1−α)Kˆ0, we have βρˆ⊗n
~θ,0
[T SIα ] = (1−α)βρˆ⊗n
~θ,0
[T SI0 ]. Let ~um ∈ Matm,1R be the unit
vector whose first entry is one. For ~θ ∈ Matm,1
C
, let A ∈ Antn
C
be a solution
to the equation eA~θ = ‖~θ‖~um. Let Em ∈ Matm,nR be (
n︷ ︸︸ ︷
~um, ~um, ..., ~um). By
Lemma 12, it holds that UˆAρˆ
⊗n
~θ,0
Uˆ∗A = ρˆ‖~θ‖Em,0. Let Kˆ
′
0 ∈ L(H⊗n) be Kˆ0 for
m = 1. Then, it holds that Tr[ρˆ‖~θ‖Em,0Kˆ0] = Tr[ρˆ‖~θ‖E1,0Kˆ
′
0]Tr[ρˆ0E1,0Kˆ
′
0]
m−1.
By Lemma 28, we have the statement.
5.9 Proof of Theorem 5 (THHα is not SI)
By Eq. (3.12) of Leonhardt [8], the Fourier transform of the Wigner function
of ρˆ ∈ S(H) is Fρˆ(u, v) = Tr[ρˆ exp(−iuqˆ − ivpˆ)], where i =
√−1, qˆ = (aˆ +
aˆ∗)/
√
2 and pˆ = −i(aˆ−aˆ∗)/√2. For k ∈ {1, 2, ..., m}, let qˆk = (aˆk+aˆ∗k)/
√
2 ∈
L(H⊗m) and let pˆk = −i(aˆk − aˆ∗k)/
√
2 ∈ L(H⊗m). Let
~q =

 qˆ1...
qˆm

 ∈ Matm,1m,1, ~p =

 pˆ1...
pˆm

 ∈ Matm,1m,1 and ~r =
(
~q
~p
)
∈ Mat2m,1m,1 .
Let
~u =

u1...
um

 ∈ Matm,1R , ~v =

v1...
vm

 ∈ Matm,1R and ~w =
(
~u
~v
)
∈ Mat2m,1
R
.
The Fourier transform of the Wigner function of ρˆ ∈ S(H⊗m) is Fρˆ =
Tr[ρˆ exp(−i(t ~w)~r)]. Let F~θ,η,N (~u,~v) = Fρˆ~θ,η,N (~u,~v). We use ~µ~θ andGη defined
in (8).
Lemma 29. It holds that
F~θ,η,N (~u,~v) = exp
(
− 2N + 1
4
(t ~w)Gη(
tGη)~w − i
√
2(t ~w)Gη~µ~θ
)
.
Proof. First, define L ∈ Mat2m
C
and
˜
~a ∈ Mat2m,1m,1 by
L =
1√
2
(
Im iIm
Im −iIm
)
and
˜
~a = L~r,
respectively. Let ~z = −i(~u + i~v)/√2 ∈ Matm,1
C
, and let
˜
~z = t(t~z, ~z∗) ∈
Mat2m,1
C
. Let Dˆ~z = exp(
˜
~a∗Km
˜
~z) ∈ U(H⊗m). Then, we have
exp(−i(t ~w)~r) = exp(−i(t ~w)L∗
˜
~a) = exp(−i(t ~w)L∗K2m
˜
~a) = Dˆ~z.
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By Eq. (19), we have Dˆ~z
∣∣~0m〉 = ∣∣~z〉. By Eq. (21), we have 〈~0m∣∣~z〉 =
exp(−‖~u‖2/4− ‖~v‖2/4). Hence, we obtain
F~0m,O2m,0(~u,~v) = exp(−(t ~w)~w/4). (26)
Next, we have L∗eηL = exp(L∗ηL) = Gη. Moreover, it holds that F~θ,η,0 =〈
~0m
∣∣Dˆ∗~θ Sˆ∗η exp(−i(t ~w)L∗˜~a)SˆηDˆ~θ∣∣~0m〉. By Lemma 1, it holds that Sˆ∗η˜~aSˆη =
eη
˜
~a. By Eq. (18), it holds that Dˆ∗~θ˜
~aDˆ~θ = ˜
~a +
√
2L~µ~θIˆ
⊗m. Hence, we have
F~θ,η,0(~u,~v) =
〈
~0m
∣∣ exp[−i(t ~w)L∗eη(
˜
~a +
√
2L~µ~θ)]
∣∣~0m〉
=
〈
~0m
∣∣ exp[−i(t ~w)Gη~r − i√2(t ~w)Gη~µ~θ]∣∣~0m〉. (27)
By (26) and (27), we obtain
F~θ,η,0(~u,~v) = exp
(
− 1
4
(t ~w)Gη(
tGη)~w − i
√
2(t ~w)Gη~µ~θ
)
. (28)
Next, for ~x = t(x1, x2, ..., xm) ∈ Matm,1R and for ~y = t(y1, y2, ..., ym) ∈ Matm,1R ,
let g~θ,N(~x, ~y) = (πN)
−1e−‖~x+i~y−~θ‖
2/N . Then, it holds that
F~θ,η,N(~u,~v) =
2m︷ ︸︸ ︷∫
· · ·
∫
R2m
g~θ,N(~x, ~y)F~x+i~y,η,0(~u,~v)
m∏
k=1
dxkdyk. (29)
By (28), the integrated factor of (29) is the Fourier transform of g~θ,N(~x, ~y).
Hence, we obtain the statement.
We use Ση,N defined in (9).
Lemma 30. It holds that
1
πm
〈
~z
∣∣ρˆ~θ,η,N ∣∣~z〉 = exp[−t(~µ~z −Gη~µ~θ)Σ−1η,N (~µ~z −Gη~µ~θ)/2]
(2π)m
√
det[Ση,N ]
.
Proof. Let Wρˆ(x, y) be the Wigner function of ρˆ ∈ S(H). By the over-
lap formula, it holds that Tr[ρˆσˆ] = 2π
∫∫
R2
Wρˆ(x, y)Wσˆ(x, y)dxdy. (See
(3.22) of [8].) Moreover, by the Parseval’s formula, it holds that Tr[ρˆσˆ] =
(2π)−1
∫∫
R2
Fρˆ(u, v)Fσˆ(u, v)dudv. Let ~ν = ~µ~z−Gη~µ~θ. By Lemma 29, we have
〈
~z
∣∣ρˆ~θ,η,N ∣∣~z〉 = 1(2π)m
2m︷ ︸︸ ︷∫
· · ·
∫
R2m
exp
(
− (t ~w)Ση,N ~w − i
√
2(t ~w)~ν
)
×
m∏
i=k
dukdvk. (30)
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Let ~w′ = ~w + iΣ−1η,N~ν/
√
2. Then, the argument of the exponential function
of (30) is equal to −(t ~w′)Ση,N ~w′ − (t~ν)Σ−1η,N~ν/2. Calculating the Gausian
intagration and multiplying π−m, we obtain the statement.
Let κ = t~µ~θ,ηΣ
−1
η,N~µ~θ,η.
Lemma 31. For any r > 0, for any ~θ ∈ Matm,1
C
\{~0m} and for any N ≥ 0,
there exists η ∈ Sqzm such that
κ =
4r2‖~θ‖2
(2N + 1)r2 + 1
. (31)
Proof. Let ζ ∈ Sqzm be log(r)
(
Om Im
Im Om
)
. Then, Gζ is
(
rIm Om
Om r
−1Im
)
. Let
~u ∈ Matm,1
R
be any real column vector. Then, it holds that ~µ~u = ~µ~u,O2m =(
~u
~0m
)
, and that
t~µ~u,ζΣ
−1
ζ,N~µ~u,ζ = r
2(t~u)
(
r2
2N + 1
4
Im +
1
4
Im
)−1
~u =
4r2‖~u‖2
r2(2N + 1) + 1
.
Let A ∈ Antm
C
be a diagonal matrix satisfying e−A~θ ∈ Matm,1
R
. Let ~s = e−A~θ.
Let U =
(
eA Om
Om e
−A
)
. Let η ∈ Sqzm be UζU∗. There exists an orthogonal
matrix R ∈ Mat2m
R
such that Gη = RGζ(
tR) and tR~µ~θ =
(
~s
~0m
)
. Hence, it
holds that
κ =t(Gζ
tR~µ~θ)
(2N + 1
4
Gζ(
tGζ) +
1
4
I2m
)−1
(Gζ
tR~µ~θ)
=r2(t~s)
(
r2
2N + 1
4
Im +
1
4
Im
)−1
~s.
Hence, we obtain (31).
Let λ be nκ. Let pλ(f) be the probability density function of Fµ,ν;λ
defined in (10). Let c be the critical point of level α, that is, the solution to∫∞
c
p0(f)df = α.
Lemma 32. For any m ≥ 1, for any n ≥ 2m + 1, for any ~θ ∈ Matm,1
C
, for
any η ∈ Sqzm, for any N ≥ 0 and for any α ∈ (0, 1), there exists δ > 0 such
that βρˆ⊗n
~θ,η,N
[THHα ] = 1− α− (1− α− δ)λ/2 + o(λ) holds as λ goes to zero.
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Proof. Let q(f) = ∂pλ(f)/∂λ
∣∣
λ=0
. It holds that
q(f) = −1
2
p0(f) +
1
2
µ+ ν
µ
µf
µf + ν
p0(f) =
( µ+ ν
µf + ν
f − 1
)p0(f)
2
.
Let δ = (µ + ν)
∫ c
0
(µf + ν)−1fp0(f)df . Then, it holds that
∫ c
0
q(f)df =
(δ − 1 + α)/2. Hence, we have βρˆ⊗n
~θ,η,N
[THHα ] = 1− α + (δ − 1 + α)λ/2 + o(λ)
as λ→ 0.
Proof of Theorem 5. (i) By Lemma 31, λ depends on η. By Lemma 32,
βρˆ⊗n
~θ,η,N
[THHα ] =
∫ c
0
pλ(f)df depends on η.
(ii) By Eq. (10), βρˆ⊗n
~θ,η,N
[THHα ] =
∫ c
0
pλ(f)df is greater than e
−λ/2(1 − α). By
Lemma 31, for any ε ∈ R with 0 < ε < 1−α, there exists η ∈ Sqzm such that
t~µ~θ,ηΣ
−1
η,N~µ~θ,η < 2 log[(1 − α)/(1 − α − ε)], that is, βρˆ⊗n~θ,η,N [T
HH
α ] > 1 − α − ε.
Hence, we have supη∈Sqzm βρˆ⊗n
~θ,η,N
[THHα ] = 1− α.
5.10 Proof of Theorem 6(Comparison of βρˆ⊗3θ,0[T
SI
α ] with
βρˆ⊗3θ,0[T
HH
α ])
We compare orders of type II error probabilities for ‖~θ‖ ; 0 and for ‖~θ‖ ≫ 0.
Lemma 33. For any m ≥ 1, for any n ≥ 2 and for any α ∈ [0, 1), it holds
that βρˆ⊗n
~θ,0
[T SIα ] = 1− α− (1− α)n‖~θ‖2 + o(‖~θ‖2) as ‖~θ‖2 goes to zero.
Proof. Let f(r) = e−nr
∫ π
0
enr cosϕ(sinϕ)n−2dϕ. It holds that
df
dr
(0) = −nf(0) + n
∫ π
0
cosϕ(sinϕ)n−2dϕ = −nf(0),
and that f(0) = B((n− 1)/2, 1/2). By Theorem 4, it holds that βρˆ⊗n
~θ,0
[T SIα ] =
(1 − α)f(‖~θ‖2)/B((n − 1)/2, 1/2). Hence, we have βρˆ⊗n
~θ,0
[T SIα ] − 1 + α =
−(1 − α)n‖~θ‖2 + o(‖~θ‖2) as ‖~θ‖2 → 0.
Lemma 34. If m = 1, n = 3 and N = 0, then, for any α ∈ [0, 1), it holds
that βρˆ⊗3θ,0
[T SIα ] = O(|θ|−2) as |θ| goes to infinity.
Proof. Let r = 3|θ|2, let s = e−r/B(1, 1/2), and let t = ∫ π
0
er cosϕ sinϕdϕ. By
Theorem 4, it holds that βρˆ⊗3θ,0
[T SIα ] = (1− α)st. We can calculate t as
t = −1
r
er cosϕ
∣∣∣∣π
ϕ=0
=
er − e−r
r
.
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Hence, we have βρˆ⊗3θ,0
[T SIα ] = (1 − α)(1 − e−2r)/[rB(1, 1/2)] = O(|θ|−2) as
‖~θ‖2 →∞.
Let λ = n(t~µ~θ,η)Σ
−1
η,N~µ~θ,η. Let pλ(f) be the probability density function
of f given in (10).
Lemma 35. For any m ≥ 1, for any n ≥ 2m + 1, for any ~θ ∈ Matm,1
C
, for
any η ∈ Sqzm, for any N ≥ 0 and for any c > 0, there exists t > 0 such that∫ c
0
pλ(f)df = o(e
−tλ) as λ goes to infinity.
Proof. Let A0 =
∫ c
0
pλ(f)df . Replace µf/(µf+ν) by x. The Jacobian of this
replacement is df/dx = (dx/df)−1 = x−1(1 − x)−1f . Let b0 = µc/(ν + µc).
Let
qk =
e−λ/2(λ/2)k
k!
and rk(x) =
xk+µ/2−1(1− x)ν/2−1
B(k + µ/2, ν/2)
.
It holds that A0 =
∫ b0
0
∑∞
k=0 qkrk(x)dx. Choose b1 ∈ (b0, 1) arbitrarily. There
exists k0 ∈ N such that, for any k ≥ k0 and for any x ∈ (0, b0),
rk+1(x)
rk(x)
=
k + (µ+ ν)/2
k + µ/2
x <
k + (µ+ ν)/2
k + µ/2
b0 < b1 (32)
holds. Let Rk =
∫ b0
0
rk(x)dx. By (32), for any k ≥ k0, it holds that Rk+1 <
b1Rk. Let A1 =
∑k0−1
k=0 qkRk, and let A2 = A0 − A1 =
∑∞
k=k0
qkRk. It holds
that
A2 <
∞∑
k=k0
qkRk0b
k−k0
1 <
∞∑
k=0
qkRk0b
k−k0
1 = b
−k0
1 Rk0e
λ(b1−1)/2. (33)
For any s > 0, it holds that
A1 <
k0−1∑
k=0
qke
(k0−1−k)s <
∞∑
k=0
qke
(k0−1−k)s = e(k0−1)seλ(e
−s−1)/2. (34)
Let t = 2−1min{(1 − b1)/2, (1 − e−s)/2}. By (33) and (34), we have A0 =
o(e−tλ) as λ→∞.
Proof of Theorem 6. (i) By Lemmas 33 and 32, there exists δ > 0 such
that βρˆ⊗3θ,0
[THHα ]− βρˆ⊗3θ,0 [T
SI
α ] = 3δ|θ|2 + o(|θ|2) holds as |θ| → 0.
(ii) By Lemmas 34 and 35, we obtain the statement.
32
Acknowledgements
The author thanks Prof. Keiji Matsumoto of NII and Prof. Fuyuhiko Tanaka
of Osaka University for comments and suggestions.
References
[1] C. W. Helstrom, 1976, Quantum Detection and Estimation Theory, New
York, Academic Press.
[2] A. S. Holevo, 1982, Probabilistic and Statistical Aspects of Quantum
Theory, Amsterdam, North-Holland.
[3] W. Kumagai and M. Hayashi, 2013, Comm. Math. Phys., 318, 535-574.
[4] H. Hotelling, 1931, Ann. Math. Statist., 2, 360-378.
[5] H. Yuen and M. Lax, 1973, IEEE Trans. Inform. Theory, 19, 740-750.
[6] T. W. Anderson, 2003, An Introduction to Multivariate Statistical Anal-
ysis, New York, Wiley.
[7] E. L. Lehmann and J. P. Romano, 2005, Statistical Hypothesis Testing,
New York, Springer.
[8] U. Leonhardt, 2005, Measuring Quantum State of Light, Cambridge,
Cambridge Univ. Press.
[9] D. F. Walls and G. J. Milburn, 2006, Quantum Optics, New York,
Springer.
[10] W. Fulton and J. Harris, 1991, Representation Theory: A First Course,
New York, Springer.
33
