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The abandoned Dinero Tunnel, near Leadville, Colorado, is currently draining 
contaminated water into Lake Fork Creek.  The Bureau of Land Management has 
designed a bulkhead to be emplaced at the mouth of the tunnel to stop the flow of water.  
To determine the potential effects of the plugging, and to make recommendations for 
further investigation and monitoring, eleven alternative conceptual models of the ground-
water system were simulated using MODFLOW-2000 (Harbaugh et al., 2000) and 
calibrated using UCODE_2005 (Poeter et al., 2005). Their predictions were averaged by 
calculating model weights from a model evaluation criterion (averages were computed 
for the AICc criterion and the Kashyap criterion) using MMA (Poeter and Hill, 2007).  
Predictions from three of the individual models were compared in detail.  Of these, one 
indicated several concerns if the tunnel is plugged.  Another predicted few problems, 
while the last did not predict any potential problems resulting from the plugging of 
Dinero Tunnel.  Model-averaged predictions based on both the Kashyap and AICc 
criteria revealed all of the problems indicated in those three models and some other 
potential problems as well.  The likelihood of significant flow increases occurring in any 
area or of head elevations rising above the surface is less than a 0.05 probability in most 
locations.  The exceptions are flow increase from Tiger Tunnel and head elevations near 
Dinero shaft based on AICc model-averaged predictions, and head elevation increases 
along the axis of the Dinero Tunnel based on both AICc and Kashyap model-averaged 
predictions.  The probability of significant increases in head or flow in any of these areas 
is below 0.5.   
More observation data from the field could reduce the uncertainty associated with 
the potential for occurrence of these problems. However, the probability of problems 
occurring based on this study is relatively low, and costs of further characterization 
required to significantly decrease the uncertainty would likely be more expensive than 
emplacing the bulkhead (Bureau of Land Management, 2006). Thus further 
characterization might best be achieved by proceeding with plugging and monitoring the 
response, because once the bulkhead is emplaced it can be opened to allow the Dinero 
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tunnel to drain if the result is not acceptable.  If Dinero Tunnel is plugged, it is 
recommended that the nearby Tiger and Bartlett Tunnels and the axis of the Dinero 
Tunnel, particularly near the Dinero shaft, be monitored for increased flow or rise in head 
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   The abandoned Dinero Tunnel, near Leadville, Colorado, is currently draining 
contaminated water into Lake Fork Creek.  The Bureau of Land Management has 
designed a bulkhead to be emplaced at the mouth of the tunnel to stop the flow of water.  
To determine the potential effects of the plugging, and to make recommendations for 
further research and monitoring, eleven alternative concepts of the ground-water system 
were simulated and calibrated, and their predictions were averaged based on a balance of 
parsimony and quality of fit of the model simulations to field observations.  This chapter 
presents background information about the problem and characteristics of the area.  
 
1.1  Contamination of Lake Fork Creek by Dinero Tunnel Discharge 
 
 The Arkansas River is the fourth longest river in the United States.  It flows 
through Colorado, Kansas, Oklahoma, and Arkansas and eventually into the Missouri-
Mississippi River system.  It is used for recreation, transportation, irrigation, and drinking 
water (Arkansas River Coalition, 2006).  This river originates near Leadville, CO in Lake 
County and Lake Fork Creek is one of its significant head-water tributaries.  Lake Fork 
Creek flows from Turquoise Lake, a prized high-elevation storage reservoir, used by the 
cities of Colorado Springs, Pueblo, and Aurora, Colorado, the Southeast Colorado Water 
Conservation District, and the Bureau of Reclamation.  In the past, Lake County has been 
mined extensively for various metals and the environmental impacts of these mines are 
still being felt.  The Sugarloaf Mining District, located about 9 km west of Leadville, is 
directly and negatively impacting water quality in Lake Fork Creek (Figure 1.1 and 1.2).  
Particularly, the Dinero Tunnel and surrounding wetlands are the greatest source of 
manganese and zinc to Lake Fork Creek between Turquoise Lake and its confluence with 
the Arkansas River (Walton-Day et al., 2005).  Water discharges continuously from the 
Dinero Tunnel at a monthly average rate ranging from 3.2 to 6.6 L/s with highest flows in 
the summer and lowest flows in the spring (U.S. Geological Survey, 2007).  This acid 
mine drainage (AMD) water then flows through the Dinero Wetland and into Lake Fork  
Figure 1.1:  Topographic map of the Sugarloaf Mining District.  Some of the mapped tunnels are shown in blue and labeled 




Figure 1.2:  Photo of the study area showing Turquoise Lake and Sugarloaf 
Mountain. 
 
Creek.  Fish populations in Lake Fork Creek have been significantly diminished due to 
the AMD, and there is a potential human health risk through direct contact or possible 
incidental ingestion of contaminated sediment, water, or fish within Lake Fork Creek and 
Sugarloaf Gulch (Bureau of Land Management, 2006).  The Lake Fork Creek area is used 
for fishing and other water recreation.  There is an informal campground directly across 
Lake Fork Creek from Dinero Tunnel.  There are several summer homes in the area and 
Outward Bound youth facilities just downstream from the tunnel (Bureau of Land 
Management, 2006).  All of these uses provide for situations in which humans may 




The Bureau of Land Management (BLM) is considering a plug for the Dinero 
Tunnel to improve water quality in Lake Fork Creek, but placement of plugs in mine 
tunnels elsewhere in Colorado has had mixed results.  When a plug was emplaced in the 
Reynolds Tunnel at the Summitville mine, it was anticipated that flow would increase in 
the higher elevation Chandler adit so this tunnel was plugged also.  However, during the 
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spring pulse from snowmelt, flow was increased in several other higher elevation tunnels 
in the area (Hanley, 2007).  Similarly, when the American Tunnel and other surrounding 
tunnels near Silverton, Colorado, were plugged, the flow of water increased in an adit 
above the tunnels.  While the quality of water from the higher elevation adit declined, the 
exact hydrologic connection is still unknown (Russell, 2007).  It is not beneficial to plug 
a tunnel if it simply changes the location from which the poor-quality water feeds the 
surface water of concern.  However, at some sites, plugging tunnels has been effective.  
Recently, a series of mine tunnel plugs and dikes were emplaced in the Glengarry Adit 
and surrounding shafts to minimize the flow of water in the New World mining district in 
Montana (Wireman, 2007).  To date, results indicate that flow at the mouth of Glengarry 
adit decreased from approximately 2.5 to 4.5 liters per second to approximately 0.05 
liters per second.  The potentiometric surface quickly rose to equilibrium near the ground 
surface and new sources of poor-quality water have not appeared.  Prior to emplacing 
these plugs, knowledge of sources and flow paths within the adit was developed using 
multiple lines of hydrologic and geochemical evidence.  This led to the successful design 
and emplacement of the Glengarry adit plugs (Wireman, 2007). 
The potential positive outcomes to plugging Dinero Tunnel include:   
Rise in water table to pre-mining level:  Both water and oxygen are necessary to 
the formation of acid mine drainage and the leaching of metals from the bedrock.  
If the water table were raised to its pre-mining level, oxygen would no longer be 
supplied to the acid-generating rock, and groundwater in the area would be 
restored to its pre-mining quality. 
Slightly increased surface flow in many areas:  Wetlands cover much of the 
Sugarloaf Mining District.  These wetlands have the potential to remove metals 
through precipitation of metal sulfides (Robinson and Robb, 1995).  If flow is 
increased by a slight amount in many different areas, the impact on the quality of 
water in Lake Fork Creek could be mitigated as it flows through the wetlands. 
 
Plugging the Dinero Tunnel could have negative results as well.  If the tunnel is 
plugged ground water will back up within the system of mine workings in the area and 
locally raise the water table.  This could potentially lead to negative results such as: 
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Increased discharge from nearby mine tunnels:  There are five other major 
tunnels in the area, which are currently discharging AMD water that eventually 
enters Lake Fork Creek.  The water from these tunnels varies in acidity and heavy 
metal content.  If the water table returns to its pre-mining level, much of the acid 
generating rock will no longer be exposed to oxygen so it will no longer 
contribute to AMD.  However, if the water table does not rise above the level of 
the acid generating rock and outflow from these tunnels increases by the same 
amount currently flowing from the Dinero Tunnel, it is doubtful that water quality 
will improve in Lake Fork Creek. 
Reactivation of old springs, or development of new springs:  All of the springs in 
the vicinity of the Dinero Tunnel eventually flow into Lake Fork Creek.  If the 
water currently flowing through Dinero Tunnel were instead to discharge from a 
nearby spring without raising the water table above the elevation of the acid-
generating rock, the contamination would still enter Lake Fork Creek.  Mine 
workings have altered the original flow of groundwater and in some cases the 
landscape.  Thus it is possible that new springs would be developed.   
Flow of mine water into Turquoise Lake:  The forebay elevation of Turquoise 
Lake fluctuates from 3,009 m at full pool to 2,989 m during drought years 
(Bureau of Reclamation, 2007).  The elevation of Dinero Tunnel is 2,981 m so it 
is possible that ground water could build up high enough in the area to reverse the 
ground-water gradient and cause poor-quality water to flow into Turquoise Lake.  
Turquoise Lake is currently used as a water storage reservoir for drinking water.  
It is of exceptional quality and degraded quality could impact its use. 
 
Before a bulkhead is designed or emplaced in the Dinero Tunnel, the hydrologic 
response needs to be evaluated.  In this project, a series of groundwater models of the 
area have been developed in order to predict possible outcomes of plugging the tunnel, 
evaluate the likelihood of these outcomes, and to provide an estimate of conditions after 




1.2  Formation of Acid Mine Drainage 
 
Mining is the leading producer of acidic sulfur-rich groundwater, with abandoned 
mines posing an even greater problem than mines currently in operation (Johnson and 
Hallberg, 2005).  The contaminated water that flows from mines is termed acid mine 
drainage or AMD.  This title is often used even if the water is not acidic but only contains 
high amounts of sulfur or dissolved metals.  The acidity in mine drainage is primarily 
from the dissolution of pyrite (FeS2) (McDonough et al., 2005).  The process of AMD 
formation begins when a mine is drained, exposing pyrite to the atmosphere (Nordstrom 
and Alpers, 1999).  Pyrite is thermodynamically unstable under surface conditions so 
when it is exposed to the atmosphere, it quickly oxidizes (Nordstrom and Alpers, 1999).  
Water and oxygen begin weathering the surfaces that were once underground and 
underwater, and sulfidic compounds are oxidized to sulfate (Figure 1.3).  Through this 
process, protons are generated and Fe2+ is released by the following reaction (Nordstrom 
and Alpers, 1999): 
 
FeS2 + 3.5 O2 + H2O → Fe2+ + 2 SO42- + 2 H+  
 
The Fe2+ is oxidized to form Fe3+ and the cycle is propagated as the Fe3+ oxidizes more of 
the sulfide minerals in the bedrock (Nordstrom and Alpers, 1999). 
  
Fe2+ + 0.25 O2 + H+ → Fe3+ + 0.5 H2O 
 
FeS2 + 14 Fe3+ + 8 H2O → 15 Fe2+ + 2 SO42- + 16 H+ 
 
At pH levels above 4, this is an abiotic reaction, but as protons build up and pH levels 
drop below 4, acidophilic, iron-oxidizing bacteria can continue propagating the reaction 
dropping the pH further and building up more dissolved metals (Johnson and Hallberg, 
2005). 
Other metallic sulfides besides pyrite can be oxidized as well (e.g. sphalerite, 
chalcopyrite, galena, arsenopyrite), which liberates other metals such as Fe, Zn, Cu, Pb, 
and As, and sulfate into the water (Nordstrom and Alpers, 1999).  The acid produced by 
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Figure 1.3: Schematic drawing of AMD formation.  When mining stops 
and the water table rebounds, metals and sulfides are carried out the 
tunnel.  If the water level rises to pre-mining levels, metals are no longer 
oxidized and dissolved. 
these reactions can also dissolve the bedrock and increase the concentration of Al, Si, Ca, 





AMD is not usually much of a problem while the mine is in operation because 
water levels are kept low by pumping (Johnson and Hallberg, 2005).  There is little water 
to fuel the reactions and there is not enough water to transport the contaminants in large 
quantities from the mine (Figure 1.3).  However, when the mine is closed, pumping stops 
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and the water table is allowed to rebound.  This is especially problematic immediately 
after a mine has closed because the rebounding water dissolves any acidic salts that have 
built up in the pore spaces of the exposed walls and ceilings of the open chambers in the 
mine.  The water discharged initially is often particularly acidic and higher in dissolved 
metals than the AMD discharged subsequently (Johnson and Hallberg, 2005).  As mine 
voids are flooded after the mine has been closed, water quality improves because the 
pyrite is cut off from an oxygen supply so less reaction occurs (McDonough et al., 2005).  
However, in this area the presence of the tunnels prevents rebound to initial conditions so 
contaminants are continually discharged.  The goal of plugging Dinero Tunnel is to allow 
water to rebound to its pre-mining level so that less reaction occurs and also to diffuse the 
flow from the Tunnel so that it discharges in small amounts in many locations. 
The wetlands in the area improve the situation.  The metals in AMD are often 
precipitated in wetlands due to biotic and abiotic reactions (Robinson and Robb, 1995).  
However, if the flow through the wetlands is large, there may not be enough time for 
precipitation of much of the metals, or high concentrations of iron may quickly 
precipitate enough iron oxides to clog the wetlands and cause channelization, which 
reduces the area of the wetlands making them less effective (Brenner, 2001).  If the flow 
from Dinero Tunnel were spread out as a small flow in many locations, the wetlands in 
the area may be able to more effectively precipitate the metals and attenuate the AMD. 
 
1.3 Site Characterization 
 
 The Sugarloaf Mining District is located (Figure 1.1) in the eastern foothills of the 
Sawatch Mountains about 9 km west of Leadville, CO (Singewald, 1955).  Typically, 
activities related to mine development and waste disposal are documented poorly, and 
provide little or no useful information for the organizations that attempt to remediate 
them (Environmental Protection Agency, 1995).  This is the situation in the Sugarloaf 
Mining District.  The Dinero Tunnel was originally constructed to drain water from the 
Dinero Shaft to allow for deeper mining.  There is little information on pre-mining 
conditions, and many of the tunnels, shafts, and adits in the area are unmapped.  The 
character of the geology and physiology are known as described in this section. 
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1.3.1 Physical Description and Climate 
 
 The study area is bounded on the north by Turquoise Lake, the east by Lake Fork 
Creek, the south by Colorado Gulch, and the west by Bald Eagle Mountain (Figure 1.1).  
Much of the area surrounding Lake Fork Creek is wetland, fed by four primary drainages: 
Bartlett Gulch, Sugarloaf Gulch, Little Sugarloaf Gulch, and Strawberry Gulch.  Dinero 
Tunnel lies between Sugarloaf Gulch and Little Sugarloaf Gulch, which converge before 
flowing into Lake Fork Creek.  The Dinero tunnel is approximately 1050 meters long and 
runs essentially northwest to southeast.  At the northwest end a 366-meter vertical shaft 
adjoins the tunnel and water flows from the mouth at the southeast end into Sugarloaf 
Gulch.  The tunnel is collapsed about 560 meters from the mouth, but the extent of the 
collapse is unknown.  A visual inspection of the un-collapsed section of the tunnel 
revealed several fractures producing a steady drip of water, but there did not appear to be 
any major water bearing fractures; nor did the flow appear significantly different at the 
collapse location than at the mouth of the tunnel, so most of the flow must be entering the 
tunnel beyond the collapse. 
There are five other major flowing tunnels in the area (Bartlett Tunnel, K-Adit, 
Siwatch Tunnel, Nelson Tunnel, and Tiger Tunnel), which are also draining contaminated 
water (Figure 1.1).  Most of these tunnels are also partially collapsed, and the extent of 
the collapses is unknown (Engblom, 2004).  The flow from these tunnels is significantly 
less than the flow from Dinero Tunnel, so they do not pose an immediate hazard to Lake 
Fork Creek. 
In the Bureau of Land Management’s 2006 Engineering Evaluation and Cost 
Analysis (EECA) of the area, it was concluded that shallow groundwater occurs 
throughout Sugarloaf Gulch and is in communication with surface water.  Due to the 
similarity in appearance between Sugarloaf Gulch and the other gulches, this author 
believes that shallow groundwater occurs throughout all of the gulches and has 
communication with surface water.  However, this may be localized hyporheic flow, as 
other studies have proposed that there is limited communication between deep 
groundwater and shallow groundwater or the surface (Rowe, 1994 and August, 2001).  
The EECA also stated that an earlier report found no major surface faults or fractures 
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along the length of Dinero Tunnel that were likely to bear significant amounts of 
groundwater.   
The average daily temperature in the Sugarloaf Mining District ranges from 
approximately –9o C to about 13o C.  Average daily temperatures remain below freezing 
from early November through mid-April.  Average annual precipitation is 44.3 cm with 
monthly averages ranging from 2.8 cm to 5.3 cm.  July, August, and September have the 
highest precipitation due to summer thunderstorms (Western Regional Climate Center, 
2007).  From October through April most precipitation is in the form of snowfall.  Most 
of the snow melts in late May (August, 2001).  Streamflow peaks from snowmelt in June.  
Precipitation as rain appears to contribute little to streamflow (Kern and Stednick, 1993).  
This is evidenced by hydrographs from the area, which show low flow periods in August 




The Sugarloaf Mining District is primarily underlain by the Precambrian St. 
Kevin Granite.  St. Kevin Granite forms a batholith about 40 km by 20 km in the Sawatch 
Mountain Range and is characterized by many textural facies (Tweto, 1974).  Bedrock in 
parts of the study area was altered to schist and gneiss during the Precambrian, which has 
since been cut by dikes and irregularly-shaped bodies of Tertiary igneous rock.  Pre-
Cambrian orogeny compressed the schists and gneisses into isoclinal folds with axes 
primarily trending N 60o-65o E (Singewald, 1955).  During the Laramide orogeny from 
the late Cretaceous to the early Tertiary, the area was uplifted into a broad anticlinal arch 
trending north-northwest, forming the Sawatch Mountains.  Many faults broke the area 
during this event, which are now revealed by veins, chert dikes, and sericitized rock 
striking north-northwest and north-northeast. There are also many veins in the area that 
have a northerly trend, steep dips, and are generally filled with crushed rock, gouge, and 
quartz-sulfide (Singewald, 1955). 
Most of the district is non-glaciated, but Turquoise Lake fills a glacial valley with 
end moraine forming the eastern shoreline, and Lake Fork Creek runs through this glacial 
valley.  Unconsolidated glacial and alluvial deposits cover the bedrock near the lake and 
the creek (Singewald, 1955).  The moraine was emplaced during the Holocene and 
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 Figure 1.4: Hydrographs showing flow into Turquoise Lake (above) and in Lake 
Fork Creek (below) during the 2006 water year.  Flow in Lake Fork Creek is 
controlled by release from Sugarloaf Dam and may not reflect natural 
conditions.  Thus the hydrograph of flow to Turquoise Lake is also provided. 
(From Bureau of Reclamation, 2007) 
 12
Pleistocene and consists primarily of boulder till with some stratified layers (Tweto, 
1974).  The total depth of this unit is unknown, but one well core in the area revealed 
boulder cobbles, clay, and gravel to a depth of 38 meters.  Alluvial deposits consist of 
sands and gravels, which also contain organic material.   
 Float rock and soil form a thin layer over much of the remaining bedrock, but do 
not completely cover it (Singewald, 1955).  Observation of several prospecting pits and 
caved shafts revealed bedrock approximately 0.3 m to 1.5 m below the surface (Craig, 
1980).  Most of the area is vegetated with forested slopes in the western portion of the 
district and marsh grasses and shrubs in the valleys of the east. 
 
1.3.3 History of Mining 
 
The Sugarloaf Mining District was mined primarily for silver with some 
production of gold and very minor production of zinc, lead, and turquoise.  Along with 
the St. Kevin Mining District on the north side of Turquoise Lake, the two districts 
produced an estimated 65-100 million dollars, and the Dinero produced 6 to 13 million 
dollars (Singewald, 1955).  Singewald (1955) did not state whether the estimated 
production amount was in 19th or 20th century dollars.  Nearly all of the productive veins 
were discovered in the 1880’s and their maximum period of output occurred before 1893.  
When the price of silver dropped drastically in 1893, many of the mines stopped 
producing, but some continued until World War I.  The Dinero was one of the longest 
operating mines in the area, continuing production into the 1920’s.  There is little or no 
information available about many of the mines in the area and most were probably never 
surveyed, but known mines range in altitude from 2,955 m to 3,385 m (Singewald, 1955).  
One mining report claimed that over 100 mine shafts and tunnels had been identified.  
The report also stated that production in the mines was originally limited to a maximum 
depth of 300 feet (91.5 m) until the Dinero drainage tunnel was completed (Goodman, 
2005).  This statement was interpreted to mean that the original pre-mining water table 
was located at a depth of about 91.5 m below the surface in the area of the Dinero Shaft.  
This is an absolute elevation of approximately 3100 m.  The current water table at this 
location could be as low as the Dinero Tunnel, which is at an elevation of 2981 meters.  
Figure 1.5 presents two cross sections through the district, one running north to south and  
 
 Figure 1.5: Cross section showing mining features and possible current and historic water tables. 
 14
the other east to west, which show potential historic and current water levels.  Historic 
water levels are based on current water levels far from the tunnel which were not likely 
affected much by the tunnel and the elevation of 3100 meters mentioned above at the 
location of the shaft at the northeast end of the Dinero Tunnel.  Current water levels are 
based on measurements taken in the field and elevations of the draining tunnels. 
 
1.3.4  History of Remediation 
 
Even though the Dinero Tunnel is located on private property, the Bureau of Land 
Management (BLM) has taken responsibility for remediation because of its impacts on 
public lands downstream (Bureau of Land Management, 2006).  In 1994, the Bureau of 
Reclamation (BOR) first began evaluating and identifying possible remedial actions for 
the Dinero Tunnel (Bureau of Land Management, 2006).   
In 2000, the BLM formed a stakeholder group called the Lake Fork Creek 
Watershed Working Group to address the issues related to AMD in the Lake Fork 
Watershed.  The partnership is coordinated by the Natural Resource Management 
Institute located at Colorado Mountain College in Leadville.  It is made up of local 
landowners, representatives from Lake County, BLM, BOR, the Colorado Department of 
Natural Resources Division of Minerals and Geology, and several other state and federal 
government agencies and interest groups (Bureau of Land Management, 2007).   
In 2001, the BLM used a Section 319 grant of the Clean Water Act to fund 
removal and consolidation of a mine waste pile from the Nelson Tunnel.  This waste rock 
pile had been sitting in a wetland that water flowed through, picking up dissolved metals 
and acid, and carrying them into Lake Fork Creek.  The new location of the pile is above 
the wetland.  The pile was capped and revegetated to prevent precipitation from 
infiltrating and transporting contaminants (Colorado Division of Minerals and Geology, 
2002).  In the wetland where the pile had originally been located, a small pond was 
constructed to allow contaminants to settle from the water flowing from the adit before it 
entered the drainage (Bureau of Land Management, 2007). 
In 2003 and 2004, the Lake Fork Creek Watershed Working Group oversaw the 
removal of two of the tailings piles from the wetlands near Dinero Tunnel to engineered 
repositories.  Like the pile at the Nelson Tunnel, these piles were removed from wetlands 
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to reduce the volume of water flowing through them.  They were also covered with 
topsoil and revegetated.  One of the piles was moved to a repository immediately 
adjacent to the tunnel portal, and the other was moved to a hill 200 meters south of the 
tunnel.  After the piles were removed, a number of small ponds were built in the wetlands 
using clean fill, rip rap, and limestone to buffer the AMD in order to allow some of the 
contaminants to settle before the water from the Dinero Tunnel flows down the drainage.  
These ponds were built primarily to capture residual sediments from the relocated mine 
waste until the new vegetation became established.  However, these ponds are maintained 
through periodic dredging and they partially treat AMD from the Dinero Tunnel and 
Sugarloaf Gulch Watershed (Bureau of Land Management, 2006 and 2007). 
 
1.4  Previous Research 
 
While several studies have been conducted on the wetlands and surface water 
flows in the Sugarloaf Mining District, little research has been conducted concerning the 
flow of groundwater.  This section addresses the relevant findings of previous research 
related to ground-water flow. 
One concern previously mentioned is the possibility of gradient reversals, which 
would cause groundwater to flow into Turquoise Lake.  This would be more likely to 
occur if there is a hydrologic connection between the tunnels and Turquoise Lake.  A 
connection is suspected because the volume of flow from the tunnels is large compared to 
annual precipitation, and tunnel discharge increases with higher lake levels (Engblom, 
2004). 
Bartlett, Dinero, and Siwatch tunnels are at lower elevation than Turquoise Lake.  
A stable isotope study was conducted to determine if water from Turquoise Lake was 
indeed discharging from the tunnels (Walton-Day et al., 2004).  δ18O and δD ratios were 
analyzed in these three tunnels, Nelson Tunnel, and the lake.  It was found that the lake 
water had the most enriched signature and a wide seasonal variation.  All of the tunnels 
had lighter ratios with minimal seasonal variation.  The values were similar to those from 
groundwater within the mining district.  This was true for tunnels located both above and 
below the level of the lake.  Bartlett tunnel was the exception, showing some seasonal 
variation and heavier isotopes.  This study provided evidence against a hydrologic 
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connection between three of the tunnels and Turquoise Lake with the possibility of a 
connection between Bartlett Tunnel and Turquoise Lake (Walton-Day et al., 2004). 
That study was followed by a tracer study to investigate hydrologic connection 
between the lake and tunnels (Engblom, 2004).  A gas tracer, sulfur hexafluoride (SF6), 
was bubbled into Turquoise Lake and outflow from the tunnels was monitored.  The 
tracer was detected in the outflow from Bartlett Tunnel 45 days after it was added to the 
lake.  The tracer was not detected in any of the other tunnels.  Because SF6 is a gas, it is 
possible that the tracer bubbled out before reaching the other tunnels, which were farther 
away, or that the water moved too slowly to reach the tunnels during the length of the 
study.  It is also possible that water from Turquoise Lake does not flow directly through 
the tunnels, but that changing lake levels cause a diffusion of pressure through the system 
that raises the water table, increasing the outflow at the tunnels (Engblom, 2004). 
Based on various possibilities for flow paths from Turquoise Lake to Bartlett 
Tunnel, which took into consideration fractures and veins, an estimated range of travel 
velocity from 12 m/day to 21 m/day was calculated.  Using an effective porosity of 0.05 
for the primarily fractured granite material along the flow path, the hydraulic 
conductivity was estimated to be between 6.9 x 10 -4 m/s and 1.7 x 10-3 m/s (Engblom, 
2004).  Because Dinero Tunnel is lower in elevation than Bartlett Tunnel, rock 
surrounding it may have a lower hydraulic conductivity due to closing of or reduction of 
the number of fractures due to overburden stress (Engblom, 2004). 
A study was conducted on the Dinero Wetland to determine its effect on AMD 
flowing from Dinero Tunnel (Rowe, 1994).  Several shallow wells ranging in depth from 
30 cm to 125 cm were drilled in three separate wetlands in the area, and a subsurface clay 
horizon was detected.  The clay layer had an average thickness of 57 cm.  The thickness 
varied, but it was found in all 16 of the wells that were drilled.  This layer probably limits 
the active depth of subsurface exchange in the wetlands to depths of less than 50 cm.  
Hydraulic conductivity of the surface sediments in the wetland was estimated by digging 
auger holes and recording the rate at which they filled with water.  Hydraulic 
conductivities ranged from 1.3 x 10 -6 m/s to 1.7 x 10 -5 m/s in the surface sediments of 
the three wetlands studied (Rowe, 1994).   
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A similar study conducted on the wetlands immediately around Lake Fork Creek 
below the inflow from the Dinero Tunnel also revealed the clay layer mentioned above.  
Layers of peat were found throughout the wetland, varying in depth from 15 cm up to 70 
cm.  Below the layers of peat were layers of clay.  Clay reached to the maximum drilling 
depth of 300 cm.  The clay from these sediments is most likely from the glacial till or 
alluvial deposits of the Lake Fork Creek valley and it is unclear how far they extend 
throughout the Sugarloaf Mining District.  There is believed to be limited flow of mine 
drainage below the layers of peat (August, 2001).  However, no known studies have been 











 A ground-water model is a representation of a natural groundwater system.  
Models are used to understand how the system works, to solve problems and make 
predictions.  For this project, information was gathered from the field about the system to 
be modeled.  Mathematical models representing the Sugarloaf Mining District were 
created using the programs MODFLOW-2000 (Harbaugh et al., 2000) and Groundwater 
Modeling System 6.0 (GMS) (Environmental Modeling Research Laboratory, 2005).  
The models were calibrated using UCODE_2005 (Poeter et al., 2005) and compared 
using MMA a computer code for multi-model analysis (Poeter and Hill, 2007). 
 
2.1 Data Collection Methods 
 
 Field data were collected in conjunction with a study performed by the USGS to 
determine the initial water chemistry in the area before the tunnel is plugged in order to 
compare and evaluate the effectiveness of the plug once it is emplaced.  Data were 
collected from 56 locations.  Samples to be analyzed in the lab were collected from 45 
locations; flow measurements were recorded at 42 sites in springs, rivers, and several 
mine tunnels; and head measurements were taken from six sites including three domestic 
wells, one historic domestic well, and two mine shafts.  Data were collected from each of 
the sites except for the three domestic wells between June 5 and June 8, 2006.  Some of 
the sites were revisited in 2006 on July 12, July 13, August 24, October 23, and October 
24.  Flow measurements were conducted using 1”, 4”, and 8” Baski flumes, Pygmy and 
AquaCalc500 flow meters, visually by members of the Colorado Division of Mine 
Reclamation and Safety (DRMS), and volumetrically by measuring the time to fill a 500 
mL wide-mouth plastic sampling bottle as listed in Table 1 of the Appendix.  Head 
elevations in the three domestic wells (Jackson, Barclay, and Baudat wells (Figure 2.1)) 
were measured on July 14 and 16, August 29, September 19, and October 20, 2006.  
Measurements were taken using a steel tape.  The tape was coated with blue chalk and 
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lowered into the well.  The length of tape inserted into the well was recorded and the tape 
was rewound.  The location of the water line in the chalk was subtracted from the length 
of tape inserted to determine the distance of the water below the surface.  Surface 
elevations at the sampling sites were determined using LIDAR (LIght Detection And 
Ranging) data provided by the DMG.  The historic well, (TTW-0) is a hand dug domestic 
well that is about 2.5 meters deep and lined with stones, but it has no covering (Figure 
2.1).  Water was near the surface in both of the mine shafts.  In the first mine shaft, CG-5 
or Cabin Shaft (Figure 2.1), the water level was measured with a steel tape.  The second 
mine shaft (S-15) opens at the surface then bends out of view within a few feet of the 
surface.  The water is near the top of the bend and could not be measured directly using a 






Figure 2.1: Domestic wells, historic well, and one of the shafts used to 
measure water levels.  A) Jackson well B) Barclay well C) Baudat well 
D) CG-5 or Cabin Shaft, an abandoned adit E) Historic well TTW-0. 
 21
2.2 Analysis of Field Data 
 
During the sampling period, depth to water in the domestic wells varied by a 
maximum of 1.1 meters.  Average measurements in the Jackson and Baudat wells were 
within 2 meters of the water levels listed in the original drillers’ logs.  Water levels in the 
Barclay well, however, were an average of 20.5 meters higher than the level at which 
water was first encountered during drilling.  The well log indicates that the well 
penetrates clay and shale for its entire depth of 39.6 meters.  This high water level 
compared to the level at the time of drilling likely reflects that the hole was slow to fill 
due to the low hydraulic conductivity of the clay and shale.   
Water levels in the wells did not exhibit the same temporal trends (Figure 2.2).  
From July to August, the levels in the Barclay and Baudat wells declined while the level 
in the Jackson well rose by 1.1 meters.  From August to September, the water level 
declined in the Barclay and Jackson wells, but rose by 1.1 meters in the Baudat well.  
From September to October, the water level rose slightly in the Barclay well and declined 
by 0.9 meters in the Jackson well (Figure 2.2).  An October water level in the Baudat well 
was not obtained due to excessive condensation in the well wetting the entire tape.  The 
Baudat well has the greatest depth to water and the most obstructions within the well 
casing.  Water levels in the Jackson well, which is located closest to Turquoise Lake, 
were compared with the lake hydrograph.  There did not appear to be any relationship 
between the level of the lake and the water level in the well.  It is believed that this 
inconsistent temporal variation of water levels was due to variable pumping by the 
owners.  The residence associated with the Jackson well was continuously occupied 
throughout the summer, while the residence associated with the Barclay well was used 
only periodically throughout the summer.  The residence associated with the Baudat well 
was under construction.  The well was not hooked up to a home, but a pump had been 
installed and a hose was sometimes used to draw water from the well.  Levels in the 
historic well and shafts dropped continuously during the sampling period.   
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Figure 2.2: Change in head elevations in the domestic wells, historic well, 












































Flows from the tunnels generally decreased throughout the sampling period 
(Figure 2.3).  There were two notable exceptions.  The first was the Nelson Tunnel, 
which increased between July and August from 1.16 x 10-4 m3/s to 3.79 x 10-4 m3/s, and 
exhibited its second highest flow in October.  However, the August and October values 
were not measured, but were visually estimated.  These high values were most likely due 
to poor estimates of flow as opposed to high flow resulting from a natural phenomenon.  
The second exception was flow from the Siwatch Tunnel, which increased between June 
and July, from 2.27 x 10-3 m3/s to 3.68 x 10-3 m3/s.  There is no known explanation for 
this increase.  The flow returned to the original level in August and decreased in October.  
Flow from Bartlett tunnel did not change between July and August.  The flow meter that 
was used for the June sampling malfunctioned while the discharge from Dinero Tunnel 
was being measured.  For this reason, a value of 5.67 x 10-3 m3/s was used for the Dinero 
Tunnel flow.  This value was recorded on the USGS gauging station and taken from the 
USGS Real-Time Water Data website for June 9, 10, 11, and 30 2006 (gage 
#391504106225200, http://waterdata.usgs.gov/nwis).  The gage malfunctioned for much 
of June.  These were the closest available dates for which data were available.   
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Figure 2.3: Change in flow from each of the tunnels during the sampling 




































The flow at several locations along Lake Fork Creek and Colorado Gulch were 
measured using the flow meters and visual estimates during each of the sampling periods.  
Not all of the same locations were measured during each of the sampling periods.  Flows 
measured during each sampling period are listed in Table_1_sample_data.xls of the CD 
associated with this thesis.  Precise coordinates were not recorded for some of these 
locations as indicated in the table.  Flow in Colorado Gulch decreased from June to 
August, but increased slightly in October (Figure 2.4).  Snow had fallen in the area before 
the October sampling and this slight increase is likely due to runoff from the melting 
snow.  Flow in Lake Fork Creek decreased from June to August.  Flow increased 
significantly in October, because the Bureau of Land Management increased water 
releases through Sugarloaf Dam.  
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Figure 2.4:  Changes in flow in the locations used for observations along 



































The area was traversed to locate and measure the flow of springs.  Flows in many 
of the springs in the area were measured during the sampling period using 1” and 4” 
Baski flumes, 500 mL plastic sampling bottles, and visual estimation.  When measuring 
flow for the USGS, attempts were made to collect samples from as many different 
sources as possible.  Before a water sample was collected at each flow measurement 
location, pH was measured using a Beckmanphi250 phSN3402 or an Oakton100246 pH 
meter at each of the sites and specific conductivity was measured using an Oakton99015, 
a ColePalmer50801, or a Myron6PUltrameterSN610201 specific conductivity meter.  If 
springs were geographically close and had similar pH levels and specific conductivity, a 
sample was only collected from one of the springs and considered to be representative of 
the group.   
It can be seen from the sampling locations shown in Figure 2.5 that springs occur 
along the major gulches: Sugarloaf Gulch, Little Sugarloaf Gulch, Strawberry Gulch, and 
Bartlett Gulch.  This pattern suggests that spring-water emerges and re-enters the ground, 
repeatedly cycling in the shallow subsurface.  This is known as hyporheic flow.  As this 
occurs, the water may dissolve minerals from the subsurface, impacting its 
characteristics, and making it appear that the water has different sources.  This hyporheic 
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flow decreases the accuracy of flow measurements because much of the flow is beneath 
the surface.  Due to time and funding constraints, most of the springs were only sampled 
and measured during June.  Many of the springs dried up over the course of the summer 
and could not be sampled again at later dates.  Because of these difficulties, the flow 
measurements from the many springs in the area were not used for model calibration.  
 
 
Figure 2.5:  Sampling and measurement locations in the study area. 
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2.3 Model Setup 
 
 In order to model the effects of plugging Dinero Tunnel, it was first necessary to 
create an acceptable model of initial conditions before the plugging of the tunnel.  
Initially, a transient model had been planned that would take into consideration seasonal 
variation before the bulkhead was added.  In creating a transient model, the simulation is 
divided into “stress periods” and “time steps.”  Stress periods represent different stresses 
to the system.  For example, different stress periods might have different amounts of 
recharge added to the system to account for a dry season or seasonal snowmelt; or river 
stage may be increased in an area to represent upstream snowmelt or water being released 
from a dam.  Time steps are divisions of stress periods where the model will calculate 
intermediate values in order to obtain an accurate result.  Transient simulation allows one 
to determine how quickly a change occurs.  In this situation, if Dinero tunnel is plugged it 
would be beneficial to know if the total rise in water level would occur within a short or 
long period (e.g. six months or 600 years). 
 When a model has been developed and executed, it must closely match what has 
been measured in the field or it is not a good representation of the actual system.  
Calibration is the process of adjusting the parameters and other aspects of the model so 
that the simulated equivalents of field observations match the values of those 
observations as measured in the field (Poeter and Hill, 1997).  Most commonly 
observations are head or water levels, and flow in streams or rivers.  For measurements of 
flow to be used as observations, there must be two or more measurements from the same 
body of water that can be used to determine gain to or loss from the ground-water system.   
In order to create a transient model, seasonal observations are needed in order to 
estimate storage parameter values.  In this situation, seasonal observations were not 
sufficient.  Measurements of head were skewed by use of the domestic wells so that no 
seasonal trends could be determined.  Also, measurements of flow on the river were not 
taken during each sampling. Lastly, data could only be collected during the summer and 
early fall months due to snowfall in the area during the winter and spring.  For this 
reason, a steady state model was created using observations primarily from the August 
sampling.  A more complete explanation for selection of the August data for calibration 
can be found in Section 2.4.2 Observation Data. 
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For this project, the area modeled was approximately 5.6 km in width from east to 
west and 4.8 km in width from north to south.  A finite difference formulation (via 
MODFLOW-2000, Harbaugh et al., 2000) was used, with 160 cells and 136 cells in each 
direction, respectively, and one or two cells vertically (layers) depending on the 
conceptual model.  Each cell was 35 meters by 35 meters in the lateral directions with 
thickness of the layers varying from 100 to 400 meters for different conceptual models.  
A digital elevation model (DEM) was used to create the upper boundary of the model.  
DEMs are digital files consisting of ground surface elevations, sampled systematically at 
equally spaced horizontal intervals (Mapmart, 2006).  The DEM file used for the model 
was purchased from mapmart.com with elevation samples provided for 10 meter 
spacings.  It was in USGS .DEM format in a NAD 83 UTM projection with vertical 
elevations in meters.   
The bottom elevation of the layers was determined by subtracting a uniform layer 
thickness from the elevation at the top of the cell.  The model area is composed primarily 
of a granitic pluton.  Craig (1980) indicates the thickness of this pluton ranges from 200 
to 700 meters and it is highly fractured (see Figure 2.6 for cross section and Figure 2.7 
for fracture map).  The degree of fracturing greatly affects the flow of water and the 
character of fractures at depth is unknown.  It is expected that hydraulic conductivity will 
decrease with depth from the surface.  Thus it is expected that the top has a higher 
hydraulic conductivity than the layer below, and at some depth, the rock is effectively 
impermeable.  The changing character of the fractures with depth is unknown so 














Figure 2.6:  Cross section modified from Craig, 1980.  Cross section runs 
west to east along the north side of Turquoise Lake and was used to 
determine thicknesses of the model layers. 
Figure 2.7: Outline of model area showing primary zones of hydraulic conductivity.  
Parameter names for the hydraulic conductivity of these zones are listed.  These 
parameters were estimated during model calibration.  Major gulches are also outlined in 
red.  Zones were based on areas of higher fracture density as can be seen on the 
background fracture map from Craig (1980) and from areas of glacial till as can be seen 
on the background geologic map in light yellow near Turquoise Lake (Tweto, 1974). 
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2.3.1 Boundary Conditions 
 
The north boundary and half of the east boundary of the model were formed by 
Turquoise Lake.  The lake holds approximately 1.6x108 m3 of water.  Reservoir 
parameters are recorded daily on the Bureau of Reclamation website (Engblom, 2004; 
Bureau of Reclamation, 2007).  This boundary was modeled as a head-dependent flux 
boundary using the general-head boundary (GHB) package of MODFLOW-2000 (Figure 
2.8).  The GHB package in MODFLOW simulates flow into or out of a cell from an 
external source.  Flow is calculated based on the head difference between the cell and 
external source and the conductance of the dividing wall of the cell (McDonald and 
Harbaugh, 1988).  Head elevation at the boundary is set by the user.  In this case the head 
elevation was set as the average elevation of the surface of the lake (3005.3 meters).  This 
value was determined from LIDAR data supplied by the Colorado Division of Minerals 
and Geology.  LIDAR provides the most accurate elevation data currently available, and 
all elevations of features in the model were assigned by importing and using this data in 
ARCMap.  Absolute elevations are not important to create an accurate or realistic 
groundwater model because any datum can be used.  However, relative elevations are 
extremely important so elevations were all taken from the same data source in order to 
preserve their relationships.  However, LIDAR data were not used for cell surface 
elevations because it was not in a format that could be used by GMS. 
Lake Fork Creek flows south from Sugarloaf Dam and formed the southern half 
of the eastern boundary of the model domain (Figure 2.8).  Colorado Gulch originates 
along the southern boundary of the model and flows east to intersect Lake Fork Creek.  It 
flows continuously year-around and formed most of the southern boundary of the model.  
Rivers and streams contribute water to the ground-water system or drain water from it 
depending on the head difference between the stream and the ground-water regime.  Lake 
Fork Creek was modeled using the river package of MODFLOW-2000.  The river 
package adds terms representing seepage to or from the surface features to the ground-
water flow equation for each cell affected by the seepage (McDonald and Harbaugh, 
1988).  These terms are determined using conductance, river stage and river bottom 
elevation.  In this model, river stage was taken from the LIDAR data and entered for 
Lake Fork Creek at Sugarloaf Dam and at the confluences with several gulches.  The year 
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and month in which the LIDAR data were collected are unknown.  However, the stage of 
Lake Fork Creek did not visually change throughout the sampling period.  Thus the 
LIDAR data were considered an acceptable estimate of the typical stage of the river and 
gulch.  The elevation of Lake Fork Creek ranges from 3001 meters where it exits 
Sugarloaf Dam and falls to 2919 meters where it intersects Colorado Gulch.  GMS 
linearly extrapolates river stage between these points when creating the MODFLOW 
input files.  The depth of the water was visually estimated to range from 0.5 meters at 
Sugarloaf Dam to 0.3 meters at the confluence with Lake Fork Creek.  The sediments in 
the riverbed were estimated to be 0.7 meters thick based on the depth of the peat layer 
discussed by August (2001).  The samples collected by August (2001) were along the 
bank of Lake Fork Creek, and it is likely that he peat extends beneath the cobbles that 
form the bottom of the stream.  The sum of the depth of the water and thickness of the 
sediments were subtracted from the river stage at each point to determine the elevation of 
the bottom of the sediments (river bottom for MODFLOW input).  GMS also linearly 
extrapolated the river bottom elevation between these points. 
Colorado Gulch was modeled as a drain (Figure 2.8).  The Drain Package of 
MODFLOW is used to simulate the effect of drains, which remove water from the 
aquifer at a rate proportional to the difference between the head in the aquifer and the 
elevation of the drain, so long as the head in the aquifer is above that elevation.  If the 
head falls below the drain elevation, then there is no flow to or from the drain (McDonald 
and Harbaugh, 1988).  When the water table reaches the surface, water will flow out of 
the system into the gulches.  For Colorado Gulch, elevations were entered at the 
headwaters, at sampling sites, and at the confluence with Lake Fork Creek.   The 
headwaters of Colorado Gulch are at an elevation of 3395 meters, and the elevation falls 
to 2919 m where it intersects Lake Fork Creek.  The elevation of the gulch at each cell 
was linearly extrapolated between these points.   
The south fork of Colorado Gulch originates on the side of Bald Eagle Mountain.  
Bald Eagle Mountain and a ridge that extends from Bald Eagle Mountain to the west end 
of Turquoise Lake formed the western boundary of the model.  This ridge was modeled 
as a no flow boundary because it is believed to be a ground-water divide (Figure 2.8). 
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Figure 2.8:  Grid and boundary conditions of the model area.  The constant head 
boundary in the southeast corner is not used in all of the models.  In models where it 
is not used, this area is modeled as a river boundary. 
 
Elevations of mine tunnels were provided in an ARCMap shapefile provided by 
the Colorado Department of Mine Reclamation and Safety.  Drains were used to 
represent the mine tunnels and gulches.  The elevations of the gulches were set based on 
elevations from LIDAR data.  There are many springs in the model area, some of which 
do not follow the gulches shown on the map and listed as drains (Figure 2.8).  To 
simulate these springs, the entire surface of the model was modeled as a drain at the 
surface elevation.  If the water table reaches the surface at any location, a spring will 
form, and the model will simulate water leaving the system.  This is imperfect because 
the cells are large and a low flow point in the field where a spring occurs may not be 
represented by the average elevation of the cell in the model. 
As mentioned previously, the annual precipitation rate in the area estimated by the 
Western Regional Climate Center (2007) is 44.3 cm/year.  However, not all of this 
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precipitation infiltrates into the groundwater system.  The top surface was also modeled 
as a flux boundary receiving recharge via precipitation.  The actual amount of recharge 
was expected to be on the order of 10-20% of the precipitation.  However recharge was 
defined as a parameter to be estimated during calibration of the model. 
 
2.3.2 Model Parameters 
 
 Alternative conceptual models were created in order to estimate predictive 
uncertainty of the outcome of plugging the tunnel.  The same parameters were used for 
most of these alternative conceptual models.  However, different parameter values were 
estimated for each of the models, and in some cases, parameters were linked with other 
parameters or assigned specific values.  All of the parameters used and their starting 
values before calibration are discussed below and listed in Table 2.1.  Unless otherwise 
mentioned in the description of the alternative conceptual models, the values discussed in 
this section were used for the parameters that were not estimated. 
 The model was divided into six zones of hydraulic conductivity (Table 2.1).  A 
fracture map from Craig (1980) was used to divide the granitic area of the model into two 
sections (Figure 2.7).  On the top layer, HK_60 is the highly fractured area of the map 
that runs through the center, and HK_30 makes up the less fractured surrounding area.  
The section of glacial till found in the “Geologic map and sections of the Holy Cross 
Quadrangle, Eagle, Lake, Pitkin, and Summit counties, Colorado” (Tweto, 1974) defines 
the third zone of hydraulic conductivity, HK_90.  Initially this zone outlined the glacial 
till as shown on the map in light yellow (Figure 2.7).  However, the Barclay well was 
located outside of this zone, but its well log indicated that it is in glacial till, so the zone 
was widened to include the location of the Barclay well.  A value of 5 x 10-8 m/s was 
used as the starting value for hydraulic conductivity of both HK_30 and HK_60.  This 
value of hydraulic conductivity is typical for fractured granite (Freeze and Cherry, 1979).  
In some of the models, the three HK zones (HK_30, HK_60, and HK_90) were linked so 
that one value of hydraulic conductivity was estimated together for all of them.  In other 
models the hydraulic conductivity in each of these zones was estimated individually.  The
All Parameters Used in Models 
Name Type Units Description Starting Value 
Esti-
mated 
HK_60 Hydraulic conductivity m/s Highly fractured granite in Layer 1 5.0 x 10-8 yes 
HK_30 Hydraulic conductivity m/s Less fractured granite in Layer 1 5.0 x 10-8 yes 
HK_90 Hydraulic conductivity m/s Glacial till in Layer 1 1.0 x 10-6 yes 
HK_10 Hydraulic conductivity m/s Stream Alluvium around Lake Fork Creek 6.9 x 10-4 no 
HK_20 Hydraulic conductivity m/s Granite around Colorado Gulch in Layer 1 HK_30 no 
HK_40 Hydraulic conductivity m/s Granite in Layer 2 1.0 x 10-9 yes 
RIV_110 Leakance s-1 
Hydraulic conductivity of Lake Fork 
Creek bed sediments / thickness 1.3 x 10-5 no 
RIV_5400 Leakance s-1 
Hydraulic conductivity of Colorado Gulch 
bed sediments / thickness 
HK_20 / (0.5 x thickness of 
cell) no 
DRN_120 Unit conductance m/s 
Hydraulic conductivity of granite around 
tunnels x distance around tunnel/thickness 
HK_30 x 6.6m / distance 
from center of cell to tunnel no 
DRN_200 Unit conductance m/s 
Hydraulic conductivity of gulch bed 
sediments x width of gulches/thickness 
HK_30 x 2m / (0.5 x 
thickness of cell) no 
DRN_130 Leakance s-1 
Hydraulic conductivity of surface clay and 
soil / thickness 1.8 x 10-9 yes 
LakeFlux Hydraulic conductivity m/s 
Hydraulic conductivity of sediments on 
bottom and sides of Turquoise Lake 1.0 x 10-9 yes 
RCH_10 Recharge m/s Recharge from precipitation 2.1 x 10-9 yes 
HANISO Horizontal anisotropy - Kcolumn = HANISO x Krow 1 yes 
VANISO  - Kvertical = Khorizontal / VANISO 1 no 
HeadLevel  m 
Elevation of head at intersection of Lake 
Fork Creek and Colorado Gulch 2923 no 
 Table 2.1 All parameters used in all of the models are listed with their initial values and methods of calculation.  The column titled 
“estimated” indicates whether the parameter was estimated in any of the model calibrations. 
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domestic wells are located in the glacial till (HK_90), and gravel is reported in both the 
well logs and the description of the glacial till given by Tweto (1974). A value of 1 x 10-6 
m/s is at the upper end of the range of hydraulic conductivity for till and was used as a 
starting value for calibration (Freeze and Cherry, 1979). 
 Lake Fork Creek is surrounded by stream alluvium so the line of cells containing 
it was assigned a separate hydraulic conductivity, HK_10.  The starting value of 
hydraulic conductivity estimated for this zone was 6.9 x 10-4 m/s.  This was the hydraulic 
conductivity estimated by Engblom (2004), based on the time it took for a tracer to travel 
from Turquoise Lake into Bartlett Tunnel.  Although Bartlett Tunnel is located in the 
granitic bedrock, much of the area between the lake and the tunnel is composed of till.  
Tweto (1974) described the alluvium around Lake Fork Creek as alluvial fan deposits, 
terrace gravels, glacial lake gravels, and bog deposits.  It is possible that these deposits, 
particularly the glacial lake gravels, not only surround the creek, but also extend farther 
north constituting deposits around Turquoise Lake.  Such material would provide for 
tracer transport from the lake to the tunnel at the relatively rapid rate determined in the 
Engblom (2004) study.  Also, this value was considered representative of deposits further 
downstream and was used as an initial estimate of the hydraulic conductivity of the 
deposits surrounding Lake Fork Creek.  
 Colorado Gulch is lined with a thin veneer of course sand or cobbles overlying the 
surrounding granite bedrock over most of its length.  When the hydraulic conductivity of 
a streambed is higher than the surrounding deposits, the streambed deposits do not 
significantly affect flow in or out of the stream.  However, this boundary parameter can 
significantly affect model stability.  Thus a separate parameter, HK_20 was assigned to 
the cells containing Colorado Gulch, but the initial value was linked to that of the 
surrounding bedrock, HK_30. 
 Fractures tend to close at certain depths due to overburden pressure and granite 
underlies the areas of glacial till and stream alluvium.  For this reason a second layer was 
added beneath the first in some of the models and assigned a different zone of hydraulic 
conductivity, HK_40.  This value represents deeper, less fractured granite.  The initial 
value was estimated as 1 x 10-9 m/s, which is within the typical range of values for 
fractured granite, but less than the overlying granite (Freeze and Cherry, 1979). 
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 MODFLOW calculates flow out of drains and in and out of rivers using the 
conductance and the difference between the head calculated in the cell and the elevation 
of the drain or river.  In order to do this, MODFLOW reads four values: the hydraulic 
conductivity, river stage or drain elevation, river bottom elevation, and a value called 
“condfact” which typically represents the length times the width of the river or drain 
divided by the thickness of the deposits surrounding it.  Usually fine-grained material 
deposited on the streambed has a lower hydraulic conductivity than surrounding deposits 
and slows the rate of water coming in from the subsurface to the stream.  When this is the 
case, most of the head difference between the drain or river and the underlying aquifer 
occurs across these sediments.  However, if these deposits have an equal or higher 
hydraulic conductivity than the surroundings the head difference is dissipated throughout 
the aquifer as well as across the sediments.  In the model area, it was sometimes unclear 
whether deposits around rivers and drains had higher or lower hydraulic conductivities 
than the surrounding materials.  Because of this, in some cases condfact was modified to 
reflect only the width and length of the drain or river, and the value of hydraulic 
conductivity estimated during calibration represents the quotient of hydraulic 
conductivity and the thickness of the sediments over which head is dissipated.   
This technique was used for the conductance of Lake Fork Creek and Colorado 
Gulch (Table 2.1).  The hydraulic conductivity of the sediments of Lake Fork Creek was 
initially estimated as 9.15 x 10-6 m/s based on the hydraulic conductivity of the surface 
sediments in the wetlands as determined by Rowe (1994).  The parameter RIV_110 
represented this value divided by 0.7 m, the estimated thickness of these deposits.  
RIV_5400 was used to determine the conductance of Colorado Gulch.  Because Colorado 
Gulch flows over bedrock and not through wetlands, the its sediments are expected to 
have an equal or higher hydraulic conductivity than the bedrock.  Thus, the initial value 
of RIV_5400 was estimated as the quotient of HK_20 (the hydraulic conductivity of the 
surrounding bedrock) and half the thickness of the cells of the top layer.   
DRN_120 was used to calculate the conductance of the mine tunnels (Table 2.1).  
The tunnels were cut through the granite so the hydraulic conductivity of the material 
surrounding the tunnels should be the same or slightly higher (due to fracturing caused by 
blasting) than the granite.  For these drains, the condfact was set as the length of the 
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tunnel and DRN_120 was set as the product of HK_30 and the perimeter of the tunnel 
(6.6 meters) divided by the approximate distance from the center of the cell to the tunnel. 
The major gulches other than Colorado Gulch were also assigned a condfact equal 
to their length and DRN_200 represents the product of hydraulic conductivity of the 
granite bedrock and the approximate average width of the drainages (2 meters) divided 
by the distance from the center of the cell to the surface.  The hydraulic conductivity of 
the surface sediments that line the gulches was estimated as 9.15 x 10-6 m/s by Rowe 
(1994).  This value is higher than that of the underlying bedrock. 
As mentioned earlier, the entire upper surface of the model was designated as a 
drain.  For this drain, the condfact was set as the area of the cell and the parameter 
DRN_130 was set as 1.8 x 10-9 m/s, the quotient of a typical hydraulic conductivity of 
clay and the average thickness of the clay layer (0.57 meters) as determined by Rowe 
(1994) (Table 2.1).  Although the clay layer was only present in the wetlands, most of the 
springs were located in the wetlands, and there is a thin layer of soil that covers all of the 
model area, which is likely to have a lower hydraulic conductivity than the granite 
(Freeze and Cherry, 1979).  Thus one value of hydraulic conductivity was used for the 
surface drains over the entire model.  A similar method was used to represent LakeFlux, a 
parameter that represents resistance to flow between the ground-water system and 
Turquoise Lake.  The northern boundary of the model, which adjoins Turquoise Lake 
was modeled as a general head boundary.  The condfact of this boundary was estimated 
as the quotient of the area of the side of the cells facing the lake and a thickness of 1 
meter.  The parameter LakeFlux represents the hydraulic conductivity of the sediments 
lining Turquoise Lake.  Initially the value of this parameter was estimated as 1.0 x 10-9 
m/s, a typical value for the hydraulic conductivity of glacial till or marine clay. 
The Sugarloaf Mining District receives an average of 44.3 cm of annual 
precipitation.  However, not all of this precipitation will infiltrate the groundwater 
system.  Engblom (2004) estimated that 7 cm of direct infiltration was needed to account 
for the volume of flow from the draining tunnels.  Seven centimeters is approximately 
15% of the annual precipitation, so 15% of the annual precipitation (2.1 x 10-9 m/s) was 
used as a starting value for RCH_10, the parameter representing recharge to the system 
from precipitation. 
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Most of the large fractures in the area run approximately north to south as can be 
seen in the fracture map by Craig (1980) (Figure 2.7).  The alignment of these fractures is 
likely to cause anisotropy in the region with greater hydraulic conductivity from north to 
south than from east to west.  A parameter establishing the ratio of hydraulic conductivity 
in rows to that in columns was created and named HANISO (Table 2.1).  It was given the 
initial value of 1 or no anisotropy if it was not estimated during model calibration.  
Another parameter called VANISO was created to estimate the ratio of vertical to 
horizontal anisotropy but was too insensitive to be estimated in any models and was 
given the value of 1 (no vertical anisotropy). 
In this model, river and drain boundaries are represented as groundwater flow 
divides.  This is typically an accurate representation, especially when the layer containing 
the drain or river is not thick.  However, in this system, it is likely that flow occurs along 
the axis of the rivers and ground-water outflow occurs where these rivers exit the model.  
In order to simulate this flow, a constant head cell was located at the intersection of Lake 
Fork Creek and Colorado Gulch in some of the models.  From LIDAR data, the elevation 
of water surface at this intersection is 2919 m.  However, it is possible that the average 
head in the cell is higher than the river stage when groundwater is discharging to the river 
(Figure 2.9).  For this reason, a parameter called HeadLevel was created to estimate the 
level of head in this cell.  Several models were created and the head in this cell was 
estimated using during model calibration.  In each of these models, the head was 
estimated between 2922 meters and 2924 meters.  This parameter was several orders of 
magnitude more sensitive than any other parameter in the models, thus it was difficult to 
estimate any other parameters at the same time.  So the level in this constant head cell 
was set to 2923 m in all models and the other parameters were re-estimated given this 
value.  The original models in which the estimated head level was different were re-run 
with this new level, and it appeared that changing the constant head value by one meter 







2.4 Modeling Programs 
 
 MODFLOW-2000 (MODFLOW) is a computer program that simulates ground-
water flow by numerically solving the three-dimensional ground-water flow equation for 
a porous medium by using a finite-difference method (Harbaugh et al., 2000).  The three-
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where  
Kxx, Kyy, and Kzz are values of hydraulic conductivity along the x, y, and z axes  
(Lt-1) 
h is the potentiometric head (L) 
W represents sources or sinks of water (t-1) 
Ss is the specific storage of the porous material (L-1) and 
t is time (t). 
   
The flow region is subdivided into blocks in which the medium properties are assumed to 
be uniform.  In plan view the blocks are made from a grid of mutually perpendicular 
lines, which can be variably spaced.  A flow equation is written for each block, called a 
Figure 2.9:  Schematic drawing showing flow into a 
stream or river.  In order for groundwater to flow into 
the river, surrounding head must be higher. 
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cell.  Physical properties and initial values of hydraulic head are entered for each cell, as 
well as values of flow or head conditions at the boundaries of the model area.  The partial 
derivatives in the above equation are replaced by terms calculated from the differences in 
head values at each of the cells.   Several solvers are provided for solving the resulting 
matrix problem; the user can choose the best solver for the particular problem.  Flow-rate 
and cumulative-volume balances from each type of inflow and outflow are computed for 
each time step (U.S. Geological Survey, 2007b).   
 The Department of Defense Groundwater Modeling System 6.0 (GMS) was used 
to create the initial setup for the groundwater model of the Sugarloaf Mining District 
(Environmental Modeling Research Laboratory, 2005).  GMS is a comprehensive 
graphical user environment for performing groundwater simulations.  The system 
consists of a graphical user interface for several analysis codes including MODFLOW, 
which was used for this project.  The GMS interface was developed by the 
Environmental Modeling Research Laboratory of Brigham Young University in 
partnership with the U.S. Army Engineer Waterways Experiment Station (GMS help 
files).  After the initial grid cells and their features and properties were entered into GMS, 
the program created application files, which could be used by MODFLOW.  Further 
modification of the model was accomplished through editing these application text files 
as opposed to working with GMS. 
 UCODE_2005 (UCODE, (Poeter et al., 2005)) was used to calibrate the model.  
Calibration is the process of adjusting parameter values and other aspects of the model 
until model simulations match field observations (Poeter and Hill, 1997).  UCODE uses a 
modified Gauss-Newton procedure to estimate parameters.  The program begins 
parameter estimation by substituting starting parameter values into template files to 
create application model input files (in this case MODFLOW input files).  The program 
then reads the values from the application model output and calculates simulated values 
to be compared to observed values.  The residuals are weighted, squared, and summed to 
produce the sum-of-squared-weighted-residuals objective function, which is used by the 
regression to measure model fit to the observations.  Sensitivities for the parameter values 
can be calculated by UCODE or read from application model output files (Poeter et al., 
2005).  In this case, UCODE perturbation sensitivities were used.  To calculate these 
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sensitivities, UCODE slightly perturbs each of the parameters one at a time and reruns 
the MODFLOW model to determine the sensitivities (alternatively it can read 
sensitivities directly from MODFLOW, but MODFLOW had difficulty converging on the 
solution for sensitivity for the project and perturbation sensitivities were computed more 
rapidly with UCODE).  The parameter values to be estimated are then updated using a 
modified Gauss-Newton method and compared against convergence criteria.  If the 
changes are too large and the maximum number of iterations has not been reached, the 
next iteration is executed.  If all changes in parameter values are smaller than the 
convergence criteria, parameter estimation converges, and the updated values are 
considered to be optimal (Poeter et al., 2005). 
 Unless one has perfect knowledge of a system, there are multiple plausible 
models that can be developed and calibrated to match observation data.  This was the 
case for the system being modeled so alternative conceptual models were developed and 
then ranked and weighted using MMA, a computer code for multi-model analysis (Poeter 
and Hill, 2007).  This program evaluates results from alternative calibrated models of the 
same system using the same observations for all of the models.  It can then be used to 
calculate model-averaged parameter values and predictions, and quantify the uncertainty 
associated with parameter estimates and predictions.  When using a range of alternative 
conceptual models, the measures of predictive uncertainty are greater than those based on 
the results of any one model.  However, if reasonable alternative models produce 
significantly different results for the prediction of interest, the uncertainty should be 
recognized and considered before a decision is made based on the model.  MMA uses the 
output files from UCODE_2005 and either default or user defined measures of model 




Calibration is the process of adjusting parameter values and other aspects of the 
model until model simulations match field observations (Poeter and Hill, 1997).  The data 
collected from the field was used to create observation data so the models could be 
calibrated using an automated calibration program.  Automated calibration and the 
observation data used in the models are discussed in this section. 
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2.5.1 Automated Calibration 
 
 The models were calibrated using UCODE_2005 (Poeter et al., 2005) a computer 
program that uses the modified Gauss-Newton Procedure to estimate optimal parameter 
values. It is difficult to determine the reliability of predictions from a model using trial-
and-error (manual) calibration (Poeter and Hill, 1997).  It is not valid to compare 
alternative models that have been manually calibrated because it cannot be determined 
whether estimated parameter values for each model are truly optimal.  Thus one model 
may appear better than another when it is not.  Other conceptual models may be more 
representative of the actual system, but the optimal parameter values have not been 
reached using manual calibration.  Automated calibration programs produce confidence 
intervals for the estimated parameters.  These confidence intervals help determine the 
certainty associated with the parameters and predictions as well as what additional data 
that would be most useful in constraining the model (Poeter and Hill, 1997).  Confidence 
intervals will be large if a large change in the parameter value causes only a small change 
in the sum of squared weighted residuals.  Automated calibration programs can alert the 
user to potential flaws in the conceptual model if estimated parameter values are outside 
of expected ranges.  If observation data are limited, inverse models can indicate which 
parameters are correlated and help the user determine what additional data could be 
gathered to decrease correlation (Poeter and Hill, 1997).  
 
2.5.2 Observation Data 
 
Fifteen observation points were used to calibrate the model (Table 2.2).  These 
included nine flow observations and six head observations.  UCODE weights each of 
these observations based on data entered by the user.  The procedure for calculating 
observations and their weights is described in this section. 
For measurements of flow to be used as observations, there must be two or more 
measurements from the same surface-water feature that can be used to determine gain to 
or loss from the ground-water system.  Baseflow is the portion of streamflow that comes 
from groundwater (not from surface runoff).  It varies less over the course of the year 
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Figure 2.10: Simplified hydrograph showing the period of baseflow 
recession.  From Fetter, 2001, p. 43. 
than surface runoff contributions to streamflow, and it is somewhat difficult to measure 
because there are many contributions to streamflow and it is difficult to separate them.  
However, baseflow is of the most interest for this model because it represents the water 
that is moving between the groundwater system and the stream.  Baseflow can be 
estimated from a hydrograph, which is a graph of streamflow at one location throughout 
time.  A change in slope of the recession of the hydrograph can be used to determine the 




During periods of low flow, usually occurring during autumn, flow into rivers, 
streams, and drains typically consists primarily of groundwater discharge.  This is 
especially true in climates such as that of the Leadville area.  By autumn, all of the snow 
has melted and is no longer contributing to streamflow.  Although there are still frequent 
thunderstorms occurring in the fall, precipitation as rain appears to contribute little to 
streamflow in this area (Kern and Stednick, 1993).  The recession of snowmelt can 
clearly be seen in the hydrographs of inflow to Turquoise Lake and flow in Lake Fork 
Creek (Figure 1.4).  These hydrographs show an increase of flow in spring as the snow 
begins to melt with a peak in the summer that subsides in late summer. While the most 
reliable of these hydrographs shows flow into Turquoise Lake, which is not in the model 
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area, it is a record of the combined flow at the closest available gauging stations that 
reflect natural conditions.  The gage on Lake Fork Creek below Sugarloaf Dam does not 
reflect natural conditions because the Bureau of Reclamation controls flow into the creek 
from the dam at certain times of the year.  While the peak at this gauging station may be 
artificially high, it reinforces the seasonal pattern of the hydrograph of inflow to 
Turquoise Lake.  
Typically September and October are the months with flows that best reflect 
baseflow without influence from surface water.  However, in this case August flow 
values were used to calibrate the models.  This was done for two reasons.  First, valid 
flow data were not available for September and October.  No data were collected in 
September, making flows for that month unavailable.  Snow had begun falling by the 
October sampling date, which increased flow in Colorado Gulch relative to those of 
August.  On the day in October when flows were measured in Lake Fork Creek, the 
Bureau of Reclamation was releasing water from Turquoise Lake into the Lake Fork 
Creek, causing abnormally high flows in the afternoon.  So these values could not be 
used to calibrate the model.  Second, because the data are being used to calibrate a steady 
state model, yearly averages should be used for calibration.  While September and 
October have the lowest flow values, August values are likely to be more representative 
of average annual baseflow.  Thus flow data from August were used for all flow 
observations. 
 Although several flow measurements were taken along Lake Fork Creek and 
Colorado Gulch, it was difficult to determine where the river was gaining or losing due to 
wetlands and inflows from other streams and the gulches.  For this reason, trends were 
examined and measurements were combined to create two flow observations along Lake 
Fork Creek and one observation along Colorado Gulch.  The first observation along Lake 
Fork Creek extends from just downstream from Sugarloaf Dam and extends to just 
downstream from Sugarloaf Gulch.  This is a gaining section of river, that is, flow in the 
river increases as groundwater flows into it.  Measurements in both of these places (LF-0 
and LF-580 on Figure 2.11), as well as flow (Q) into this reach of the river from 
Sugarloaf Gulch (LF-537 on Figure 2.11) were measured by a USGS employee with a 
Pygmy or AquaCalc500 flow meter.  When these measurements were taken, the quality  
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Figure 2.11: Observation locations.  Methods for calculating observation values are 
described in the text. 
 
was rated as excellent, good, fair, or poor based on the number of readings taken, the 
variability of the stream bottom, and other conditions.  An excellent rating is considered 
by the USGS to be within 2% of the actual flow, a good rating within 5%, a fair rating 
within 8%, and poor rating has greater than 8% error.  For this study, it is assumed these 
percentages represent that the USGS employee was 90% confident that actual flow was 
within the indicated percentage of the measurement, thus this percentage expressed as a 
fraction of 100 is equivalent to the coefficient of variation for a mean equal to the 
measured flow.  The first measurement below Sugarloaf Dam (LF-0) in August was rated 
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as good so the coefficient of variation was estimated as 0.05.  The next measurement 
below Sugarloaf Gulch (LF-580) was rated as fair to poor so the coefficient of variation 
was estimated as 0.10.  The flow from Sugarloaf Gulch (LF-537) had to be subtracted 
from this measurement because it intersected Lake Fork Creek between these two points 
(Figure 2.11).  This flow was measured using a 1” Baski flume so the coefficient of 
variation was estimated at 0.20 by best personal judgment. Because coefficients of 
variation cannot be added and three measurements were used to calculate this observation 
point, variances were calculated and added to determine the variance for the observation.   
 
observation (rivf9) = QLF-0 – (QLF-580 – QLF-537)  
 
The same method was used for the second flow observation on Lake Fork Creek, 
which included groundwater inflow from below Sugarloaf Gulch (LF-537) to just above 
the intersection with Colorado Gulch.  Wetlands surround Lake Fork Creek above 
Colorado Gulch so a flow measurement could not be taken in this area.  However, flows 
were recorded immediately below Colorado Gulch (LF-BCG) and at the mouth of 
Colorado Gulch (CG-1).  The flow in Lake Fork Creek above Colorado Gulch was 
calculated by subtracting the flow from Colorado Gulch from that of Lake Fork Creek 
below the gulch (Figure 2.11).  There is quite a bit of uncertainty in this measurement 
because flow below Colorado Gulch was only collected in June and July.  The August 
flows in Lake Fork Creek below Sugarloaf Dam and below Sugarloaf Gulch were 43% 
and 36% of their July flows, respectively.  These values were averaged to 40%, and 40% 
of the July flow below Colorado Gulch was used to estimate the August flow.  The 
coefficient of variation for this value was estimated as 0.40.  Flow at the mouth of 
Colorado Gulch was measured with a 4” Baski flume, and the coefficient of variation was 
estimated as 0.20.  Flow from Strawberry Gulch (SBG-0) also had to be subtracted from 
this measurement.  This flow was measured with a 1” Baski flume, and given the same 
coefficient of variation as Colorado Gulch.  The variance for the observation was 
determined in the same way as described above for the first flow measurement. 
 
observation (rivf0) = QLF-537 – ((QLF-BCG – QCG-1) – QSBG-0)  
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The flow at the mouth of Colorado Gulch (CG-1) serves as the third flow 
observation (rivf4).  Colorado Gulch is a drainage formed by two stream forks that 
originate on the side of Bald Eagle Mountain and converge before flowing down into 
Lake Fork Creek (Figure 2.11).  The entire flow in this gulch during this part of the year 
is supplied by groundwater so the flow at the end was assigned to represent ground-water 
inflow along the entire length of the gulch.  As mentioned above, the flow was measured 
using a 4” Baski flume and the coefficient of variation was estimated as 0.20. 
Outflows from the tunnels in August comprise the rest of the flow observations 
(Figure 2.11 and Table 2.2).  The flows at the mouths of the tunnels were considered to 
represent ground-water inflow along the entire length of the tunnel and coefficients of 
variation were estimated based on the technique used to measure flow.  For flow 
measurements taken using the Baski flumes, regardless of size, the coefficient of 
variation was estimated as 0.20.  K-Adit only flowed in June, so the flow observation 
measured in August was 0.0 m3/s, and the standard deviation was estimated somewhat 
arbitrarily as 1.0 x 10-5 m3/s.  A standard deviation, variance, or coefficient of variation is 
needed for each observation in order to calculate the weight of that observation.  For 
Nelson Tunnel, the flow was visually estimated in August.  This value appears to be 
inaccurate. It was the highest flow recorded for the tunnel for any month by more than 
200%.  For this reason the flow for August was estimated as 71% of the July flow.  This 
value was determined by averaging the percent of July flow that occurred in August for 
all of the other tunnels.  Since this is not a precise method, the coefficient of variation 
was estimated as 0.40. 
 Although they were measured and recorded, flows along the springs and gulches 
were not used as flow observations.  Because of hyporheic flow all along the gulches, 
measurements of flow along these gulches were unreliable.  In addition as mentioned 
previously, the degree of connection of flow between the surface and deep subsurface is 
unknown.  Only flows at the mouths of these gulches were used to calculate flow 
observations along Lake Fork Creek because this water clearly enters the creek, 
regardless of its source.  Colorado Gulch is the exception and the length of the gulch was 
used as an observation for calibration.  It flows primarily through granite bedrock and not 
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wetlands, thus hyporheic exchange is less than in the other gulches.  Also, it is not 
affected by the clay layer, which may limit groundwater and surface water interaction. 
 Six head observations were used for calibration (Figure 2.11, Table 2.2).  Values 
used for head in the domestic wells were calculated by taking the average of all the heads 
recorded during the sampling period.  Standard deviations were estimated by subtracting 
the extreme low value from the extreme high value.  Averages were used instead of 
values from August because of the effects of usage from the residents as described above.  
Hydraulic head in the domestic wells tended to be low in August, but it could not be 
determined if this was due to a seasonal lowering of the water table or high usage by the 
owners.   
TTW-0 is a hand-dug domestic well from the early mining days.  It is lined with 
stones and is approximately 2.5 meters deep.  CG-5 is an abandoned mine shaft that 
flows during part of the year, and S-15 is another shaft with water visible near the 
surface.  For the TTW-0 and CG-5 observations, the values recorded in August were used 
for the hydraulic head observations because they were expected to represent an average 
annual level.  However, the standard deviations were estimated by doubling the 
difference between the extreme high and low value.  For S-15, the water level was only 
recorded in June.  The S-15 shaft is a hole at the surface, but immediately curves back 
under the ground. Water was close enough to the surface to be seen in June, but could not 
be observed after it had dropped from this level.  This shaft is approximately equidistant 
from both TTW-0 and CG-5.  The head in those holes dropped by 0.62 m and 0.45 m, 
respectively, from June to August.  The average of these values is 0.54 m, so this value 
was subtracted from the June level in S-15, and this adjusted head was used as the 
observation value.  The standard deviation was estimated as 2.64 m because this 
observation is highly uncertain and this was the highest standard deviation value 
calculated for any of the head observations.  All observation values and their 
corresponding statistics and method of calculation are summarized in Table 2.2. 
 
Observations Used to Calibrate all Models 





Baudat Head Domestic well owned by Mr. & Mrs. Baudat 3037.2 Average of all heads recorded 1.1 sd 
Barclay Head Domestic well owned by Mr. & Mrs. Barclay 3029.1 Average of all heads recorded 0.3 sd 
Jackson Head Domestic well owned by Mr. & Mrs. Jackson 3037.8 Average of all heads recorded 1.1 sd 
CG-5 Head 
Cabin Shaft - Abandoned shaft that flows part 
of the year 3258.2 Head approximated from June level 0.9 sd 
TTW-0 Head Historic domestic well 3206.3 August head level 2.6 sd 
S-15 Head Abandoned shaft with standing water 3257.7 August head level 2.6 sd 
drnf5 Flow Tiger Tunnel -9.07x10-5 August flow value 0.2 cv 
drnf7 Flow Siwatch Tunnel -2.27x10-3 August flow value 0.2 cv. 
drnf23 Flow Bartlett Tunnel -1.70x10-3 August flow value 0.1 cv 
drnf24 Flow Nelson Tunnel -8.28x10-4
July flow used to estimate August 
flow 0.4 cv 
drnf76 Flow K-Adit August flow value 1x10-5 sd 
drnf80 Flow Dinero Tunnel  -5.30x10-3 August flow value 0.2 cv 
rivf9 Flow 
Flow change between Sugarloaf Dam and just 
below Sugarloaf Gulch -3.92x10-2
August flows were measured at 
three locations and combined for 
this value 3.5x10-4 var 
rivf0 Flow 
Flow change between Sugarloaf Gulch and the 
confluence with Colorado Gulch 3.14x10-2 
Three flows were measured in 
August and one was calculated from 
June and July values 3.9x10-3 var 
rivf4 Flow Flow into Colorado Gulch along it entirety -6.40x10-3 August flow was measured at mouth 0.2 cv 
Table 2.2:  Observation names, types, values, method of calculation, and statistic used to determine weight.  Head elevations are 
given in meters.  Flow values are given in m3/s.  sd = standard deviation, cv = coefficient of variation, and var = variance. 
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2.6 Alternative Conceptual Models 
 
 Typically, hydrologic analyses rely on only one conceptual model of hydrologic 
conditions.  However, natural hydrologic systems are complex so they can reasonably be 
interpreted and mathematically described in many different ways.  This is true regardless 
of the quantity or quality of data available (Neuman, 2003).  Modeling efforts are then 
usually focused on calibrating the parameters of the model and conceptual uncertainty is 
ignored.  However, ignoring conceptual model uncertainty can lead to underestimation of 
uncertainty and overconfidence in the predictive capabilities of the model (Ye et al., 
2005).  The bias resulting from reliance on an inadequate conceptual model is typically 
much larger than that caused by inadequate choice of model parameter values (Neuman, 
2003).  More importantly, a poor conceptual model will lead to a poor prediction, no 
matter how well it fits the data (Bredehoeft, 2003). 
 To better estimate uncertainty in the prediction of the effect of plugging Dinero 
Tunnel, several alternative models were created which are described below and 
conceptually illustrated in Figure 2.12.  The parameters for which values were estimated 
are also listed for each model.  When estimating parameters, UCODE provides 95% 
confidence intervals for each of the parameters estimated.  A smaller confidence interval 
indicates larger certainty associated with the estimated optimal parameter values.  
Confidence intervals generally increase when more parameters are estimated.  This is due 
to non-uniqueness, in which different combinations of parameter values may yield similar 
results.  Parameter correlation can also cause confidence intervals to increase.  This is 
when two or more parameter values cannot be estimated independently, but only their 
combination (e.g. their ratio or sum) can be estimated.   
With the small number of observations, difficulty arose in estimating more than a 
few parameters while still maintaining reasonable (less than two orders of magnitude) 
confidence intervals.  Because so many parameter values were estimated with so few 
observations, some alternative conceptual models were only different in the parameters 
that were estimated.  In this case the optimal values were determined relative to the 
values specified for the parameters that were not estimated. 
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Model 1 onelayer – Only one layer was used in this model.  It was 400 meters thick.  A 
constant head was not used at the intersection of Lake Fork Creek and Colorado Gulch.  
HK_60 was set equal to HK_30 and four parameters were estimated: HK_30, HK_90, 
DRN_130, and RCH_10.   
 
Model 2 onelayer_chd – This model was also 400 meters thick with only one layer.  A 
constant head cell was added to the corner at the intersection of Lake Fork Creek and 
Colorado Gulch.  Due to correlation of parameters, only three parameters could be 
estimated:  HK_90, DRN_130, and RCH_10. 
 
Model 3 400m_thick – This model was 400 meters thick and had two layers, the top 
being 300 meters thick and the bottom 100 meters thick.  The constant head cell was not 
used in this model.  HK_60 was set equal to HK_30, and four parameters were estimated: 
HK_30, HK_90, DRN_130, and RCH_10. 
 
Model 4 400m_thick_chd – Except for a constant head cell entered at the corner, and 
HK_90 not being estimated, this model was the same as the Model 3.  Three parameters 
were estimated: HK_30, DRN_130, and RCH_10.   
 
Model 5 anisotropy_chd – This model also had two layers, the top 300 meters thick and 
bottom 100 meters thick,, and spatial anisotropy was considered.  It included the constant 
head cell in the corner.  HK_60 was set equal to HK_30.  Five parameters were 
estimated: HK_30, LakeFlux, DRN_130, RCH_10, and HANISO.   
 
Model 6 700m_thick_chd – This model was 700 meters thick, as thick as the largest part 
of the pluton.  Each layer was 350 meters thick.  A constant head cell was used in the 
corner, and the entire top layer was represented with one value of hydraulic conductivity 
(HK_30).  Three parameters were estimated: HK_30, HK_40, and RCH_10.  
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Model 7 HK_60chd – HK_30, HK_60, and HK_90 were again separated for this model.  
A constant head cell was entered at the intersection of Lake Fork Creek and Colorado 
Gulch.  Four parameters were estimated: HK_30, HK_60, DRN_130, and RCH_10. 
 
Model 8 HK_90chd_4par – In Model 7, HK_60 and HK_90 were completely correlated 
so both could not be estimated.  This model was created to estimate HK_90.  HK_60 was 
set equal to HK_30.  Four parameters were estimated: HK_30, HK_90, DRN_130, and 
RCH_10.   
 
Model 9 700anisotropy – As in Models 6, 7, and 8, this model was also 700 meters thick 
with both layers 350 meters thick.  However, the constant head cell was not entered at the 
intersection of Lake Fork Creek and Colorado Gulch and anisotropy was considered.  
Five parameters were estimated: HK_30, HK_60, HK_90, RCH_10, and HANISO. 
 
Model 10 700aniso_4par – Because five parameters were estimated in Model 9, there 
were high confidence intervals for some of them.  This model is exactly the same as 
Model 9, except that only four parameters were estimated: HK_30, RCH_10, HK_60, and 
HANSIO. 
 
Model 10 flat_bottom – Unlike the other models, this model did not use a specific 
thickness for each layer, but instead one value of elevation was assigned for the entire 
bottom of each layer.  The bottom of the top layer was 2819 meters or approximately 100 
meters below the bottom of the lowest elevation cell.  The bottom of the second layer was 
approximately 2719 meters.  This is consistent with the cross section developed by Craig 
(1980) which had the thinnest part of the pluton at 200 meters with a mounded top.  This 
model included anisotropy and had a constant head cell at the intersection of Colorado 
Gulch and Lake Fork Creek.  Five parameters were estimated: HK_30, HK_60, HK_90, 




Figure 2.12: Schematic drawing of the 11 conceptual models used in the study.  The blue 
cell indicates a constant head cell.  Diagonal cells indicate anisotropy.  Thicknesses 
correspond to the thickness of each layer of the models.  Models are ordered by the 









 Natural hydrologic systems are complex so there is always uncertainty in the 
conceptual model.  This is especially true when there are few data available.  Ignoring 
uncertainty in the conceptual model can lead to overconfidence in poor predictions (Ye et 
al., 2005, and Bredehoeft, 2003).  To better estimate the uncertainty of the predictions of 
the effects of plugging Dinero Tunnel, the results of the models were averaged to produce 
multi-model averaged predictions and confidence intervals.  The average results were 
compared to the results of a few of the individual models to demonstrate the differences 
between using only a single model opposed to multi-model averages. 
 
3.1 Model Comparisons 
 
 After the alternative conceptual models were created and calibrated, the quality of 
all of the models was examined, and the better models were identified based on several 
criteria that will be discussed in Section 3.1.2.  Predictions of the best models and 
predictions calculated by averaging the results of all the models were compared.   
In order to simplify quantification of model quality, UCODE outputs several 
statistics.  MMA reads these statistics and uses them to rank and weigh the models based 
on various criteria.  MMA also calculates measures of model quality that can be used to 
rank the models.  However, often some models should not be considered because they 1) 
did not converge, 2) had observations omitted because of numerical considerations such 
as cells going dry, or 3) had unreasonable values for estimated parameters (Poeter and 
Hill, 2007).  Parameter values that were considered reasonable for this study are listed in 
Table 3.1.  Reasonable hydraulic conductivity values were determined by typical ranges 
(from Freeze and Cherry, 1979) for the suspected materials.  An upper limit for HK_40 
was set as HK_30.  This is because deep granite should be less fractured and thus have 
lower hydraulic conductivity than the overlying granite.  A reasonable rate of recharge 
was considered to be between 0.5% and 50% of annual precipitation.  Limits were not 
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defined for anisotropy.  The criteria for reasonable parameter values used for all of the 
models are shown in Table 3.1.  The optimal parameter values for each model are 
presented in Table 3.2.  None of the models created were eliminated from consideration 












3.1.1 AICc and Kashyap Criteria 
 
UCODE and MMA both provide criteria for each model that assist the user in 
evaluating the quality of the models and ranking them.  The two criteria examined for this 
study were the AICc and Kashyap criteria. 
The AICc criterion is based on the theory of Kullback-Leibler (K-L) information 
(Poeter and Anderson, 2005).  K-L information is the information, I, that is lost when full 
truth, f, is approximated by a model, g (Burnham and Anderson, 2002).  Because the full 
truth cannot be known in groundwater systems, Hirotugu Akaike developed the first way 
to estimate K-L information, an estimate called the AIC criterion (Poeter and Anderson 
2005).  This method was later refined into the AICc criterion which is specifically better 
when there are few observations or many parameters estimated in comparison to the 
number of observations (Burnham and Anderson, 2004).  The AICc criterion estimates 








kkknAICc σ  
Parameter Value Ranges 
Parameter Lower Limit Upper Limit 
HK_30 (m/s) 1x10-9 1x10-3 
HK_60 (m/s) 1x10-9 1x10-3 
HK_90 (m/s) 1x10-13 1x10-5 
HK_40 (m/s) 1x10-14 HK_30 
LakeFlux (m/s) 1x10-13 1x10-5 
DRN_130 (s-1) 1.5x10-13 1.5x10-4 
RCH_10 (m/s) 7.03x10-11 7.03x10-9 
Table 3.1: Upper and lower reasonable limits of 
optimal parameter estimated values. 
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Table 3.2:  Optimal parameter values used for each model.  Shaded cells indicate 
optimal parameter values estimated by UCODE.  White cells indicate values 
estimated by the modeler and not estimated during calibration.  NA = not 
applicable, indicating parameters not relevant to the model. 
Parameter Values used for each model 
Model 400m_thick 400m_thick_chd 700aniso_4par 700anisotropy
# par. est. 4 3 4 5 
HK_30 (m/s) 1.59 x 10-7 1.40 x 10-7 1.56 x 10-7 2.07 x 10-7
RCH_10 (m/s) 3.37 x 10-8 3.15 x 10-8 4.82 x 10-9 6.45 x 10-9
LakeFlux (m/s) 1.00 x 10-9 1.00 x 10-9 1.00 x 10-9 1.00 x 10-9
HK_40 (m/s) 1.00 x 10-9 1.00 x 10-9 1.00 x 10-9 1.00 x 10-9
DRN_130 (s-1) 3.85 x 10-8 9.35 x 10-8 1.80 x 10-9 1.80 x 10-9
HK_60 (m/s) HK_30 HK_30 6.33 x 10-8 8.61 x 10-8
HK_90 (m/s) 1.27 x 10-6 1.00 x 10-6 1.00 x 10-6 1.60 x 10-6
HANISO 1 1 6.60 x 10-2 9.19 x 10-2
   
Model 700m_thick_chd anisotropy_chd flat_bottom HK60_chd
# par. est. 3 5 5 4 
HK_30 (m/s) 1.88 x 10-10 2.38 x 10-7 1.79 x 10-7 1.35 x 10-7
RCH_10 (m/s) 6.78 x 10-11 1.13 x 10-8 4.37 x 10-9 3.74 x 10-8
LakeFlux (m/s) 1.00 x 10-9 2.89 x 10-9 1.00 x 10-9 1.00 x 10-9
HK_40 (m/s) 8.00 x 10-10 1.00 x 10-9 1.00 x 10-9 1.00 x 10-9
DRN_130 (s-1) 1.80 x 10-9 5.00 x 10-8 1.80 x 10-9 1.17 x 10-7
HK_60 (m/s) HK_30 HK_30 3.63 x 10-8 1.50 x 10-7
HK_90 (m/s) HK_30 1.00 x 10-6 1.44 x 10-6 1.00 x 10-6
HANISO 1 7.00 x 10-2 1.24 x 10-1 1
   
Model HK_90_4par onelayer onelayer_chd  
# par. est. 4 4 3  
HK_30 (m/s) 1.77 x 10-7 1.64 x 10-7 5.00 x 10-8  
RCH_10 (m/s) 4.77 x 10-8 1.22 x 10-6 1.58 x 10-8  
LakeFlux (m/s) 1.00 x 10-9 1.00 x 10-9 1.00 x 10-9  
HK_40 (m/s) 1.00 x 10-9 NA NA  
DRN_130 (s-1) 1.33 x 10-7 4.73 x 10-6 4.15 x 10-8  
HK_60 (m/s) HK_30 HK_30 HK_30  
HK_90 (m/s) 1.32 x 10-6 1.86 x 10-5 3.43 x 10-7  






where:  2σ  is the residual variance or (sum-of-squared-weighted residuals)/n 
 n is the number of observations 
 k is the number of estimated parameters or NPE +1 (1 must be added because 
2σ  is calculated in addition to the model parameters) 
 NPE is the number of estimated model parameters 
 
 The model with the lowest AICc value is the best.  The AICc criterion is preferred 
by several authors because it is based on the assumption that the true model does not exist 
(i.e. Poeter and Anderson, 2005; Burnham and Anderson, 2004).  When considering 
alternative models, as the number of parameters increases, the fit improves, but the 
uncertainty associated with estimates of parameter values and predictions made with the 
model increases.  Thus models with fewer parameters that fit the data equally well are 
preferable over models with more parameters.  This is the principle of parsimony.  The 
second and third terms of the AICc criterion represent a penalty such that the fit (first 
term) must be sufficiently improved to overcome the uncertainty resulting from the 
addition of parameters in order to rank the more complex model as a better model.  
Consequently, the AICc criterion selects models that optimally balance fit and 
complexity.  With more observations, there is support for adding more details of the 
system and creating more complicated models (Poeter and Anderson, 2005). 
 The Kashyap criterion is based on the theory of Bayesian model averaging 
(Neuman, 2003).  Bayesian model averaging assumes that one of the models is the 
correct model (the ‘truth’) and that all possible alternative models are considered.  It 
includes integrals that are difficult to compute and the specification of prior model 
probabilities, which is often challenging (Hoeting et al., 1999).  The first difficulty can be 
eliminated by ignoring the need for including the true model in the set and considering 
only a manageable subset of models that are supported by the data, remain hydrologically 
plausible, and maintain parsimony.  The second difficulty is overcome by using the 
Kashyap criterion, which is an approximation that eliminates the difficult integration 
(Neuman, 2003).  There is disagreement as to whether the Kashyap criterion assumes that 
the “true” model is included in those being considered (i.e. Burnham and Anderson, 2004  
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and Poeter and Hill, 2007).  The Kashyap statistic (KIC) is calculated by (Poeter and Hill, 
2007): 
 
( ) ( ) ( ) XXmmnKIC Tωπσ ln2lnln 2 +−−=  
 
where: XX Tω  is the determinant of XX T ω  
X is the sensitivity matrix (a matrix of n rows and k columns that relates the  
sensitivity of the simulated equivalent of each observation to each parameter) 
XT is the transpose of X 
n is number of observations 
m is the number of estimated model parameters 
NPE is the number of estimated model parameters 
ω is a weight matrix of the observations 
 
 A model with a lower KIC value is considered better than one with a higher KIC 
value.  Some authors (i.e. Neuman, 2003, and Ye et al., 2005) prefer this criterion 
because it incorporates site characterization and monitoring data in a way that bases the 
outcome on a combination of sensitivity of data to model parameter values and the fit to 
the data.  The AICc and Kashyap criteria can be used to assign model weights (posterior 
model probabilities).  These are calculated by first determining the difference between 
the criterion for each model and the criterion for the best model (Poeter and Hill, 2007 
and Burnham and Anderson, 2004). 
∆i = AICci - AICcmin     or     ∆i = KICi - KICmin 
where:AICcmin and KICmin are the minimum AICc and KIC values of the models  
considered  
AICci and KICi are the AICc and KIC values for model i 
 

















where pi is the posterior model probability, and reflects the likelihood that model i is the 
best model in the context of minimum K-L information loss and R is the total number of 
models considered (Poeter and Hill, 2007).   
Model-averaged predictions are calculated using these probabilities through the formula: 







Based on the AICc criterion, the best model was 400m_thick_chd.  However the 
Kashyap criterion indicated the onelayer model as the best.  Neither of these models had 
a high probability, and the first ranked model in both cases was ranked third by the other 
criterion.  400m_thick_chd was assigned a model weight of 0.44 by the AICc criterion, 
and onelayer had a weight of 0.37 based on the Kashyap criterion.  Model ranks and 
weights for all of the models based on the AICc criterion, the Kashyap criterion and the 
lowest sum of squared weighted residuals are shown in Table 3.3. 
The AICc and Kashyap criteria favor simpler models with fewer parameters when 
there are few observation data.  For this situation, data were so sparse that fewer than half 
of the parameters could be estimated in any model.  This skews evaluation of alternative 
models because in truth, the same number of parameters was estimated in nearly all of the 
models, only some of them were estimated by the modeler instead of the calibration 
process.   
 
3.1.2 Calibration Quality 
 
Models evaluated with these criteria need to be well calibrated.  A well-calibrated 
model should have 1) no consistent spatial or temporal pattern in weighted residuals, 2) 
parameters estimated within a reasonable range, and 3) better fit to the data while 
maintaining parsimony (Poeter and Anderson, 2005).  MMA provides output files to 
quickly compare the models in these regards.  Model fit to observations is discussed and 
compared between the various models below.  Graphs are shown for 400m_thick_chd, the 
best model according the AICc criterion, onelayer, best according to the Kashyap 
criterion, and anisotropy_chd, the model with the lowest sum of squared weighted 
residuals (Figures 3.1 – 3.3).  Statistics of model fit to observations are shown for all of 
the models considered (Tables 3.4 – 3.6).
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Model Ranks and Weights 
Model AICc AICc Probability n 
400m_thick_chd 48.95 0.44 3 
700aniso_4par 50.16 0.24 4 
onelayer 51.96 0.098 4 
anisotropy_chd 52.77 0.065 5 
HK_90_4par 53.11 0.055 4 
HK_60chd 53.59 0.043 4 
400m_thick 54.57 0.026 4 
700anisotropy 54.77 0.024 5 
flat_bottom 56.93 0.008 5 
onelayer_chd 65.46 0 4 
700m_thick_chd 68.98 0 3 
    
Model KIC KIC Probability n 
onelayer 33.41 0.369 4 
HK_60chd 34.63 0.2 4 
400m_thick_chd 35.44 0.134 3 
HK_90_4par 35.66 0.12 4 
anisotropy_chd 36.45 0.081 5 
400m_thick 36.85 0.066 4 
flat_bottom 39.98 0.014 5 
700anisotropy 40.96 0.008 5 
700aniso_4par 41.18 0.008 4 
700m_thick_chd 46.32 0.001 3 
onelayer_chd 116.34 0 4 
   
Model SWSR   n 
anisotropy_chd 112.88   5 
700anisotropy 128.95   5 
700aniso_4par 139.91   4 
flat_bottom 148.9   5 
onelayer 157.78   4 
HK_90_4par 170.29   4 
HK_60chd 175.84   4 
400m_thick_chd 176.16   3 
400m_thick 187.76   4 
onelayer_chd 529.72   4 
700m_thick_chd 669.8   3 
  Table 3.3: AICc statistic, Kashyap statistic (KIC) and sum of 
squared weighted residuals (SWSR) for each model.  Models are 
listed in order of best to worst based on each criterion. n = the 
number of parameters estimated during calibration. 
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Comparing unweighted simulated equivalents with unweighted observations gives 
a somewhat skewed representation of correlation because different types of 
measurements with different units are being compared.  Thus relatively small variations 
in head can have a large effect on the overall appearance of the data on the graph while 
relatively large variations in flow will have almost no effect.  In addition, there is greater 
certainty in the value of some observations than others.  To overcome this problem, 
observations and simulated values are weighted to provide a unitless, comparable 
measurement.  Weights are calculated as 1/measurement variance.  Observations or 
simulated equivalents are then multiplied by these weights to obtain weighted 
observations or weighted simulated equivalents (Hill et al., 2000). 
Graphs showing simulated equivalents vs. observed values (both weighted and 
unweighted) are presented in Figure 3.1.  If the models perfectly simulated the 
observations from the field, the graph would form a straight line with a slope of one, 
passing through the origin.  The equation would be y = 1x + 0, i.e. y = x.  When 
considering only this measure, better representative models have best fit lines closer to y 
= x.  It is unlikely that any model will perfectly fit all observations.  However, deviations 
from the ideal should be randomly and independently distributed.  In a well-calibrated 
model, the points should form a uniform band above and below the line y = x. 
Unweighted heads and flows could not be shown together and still show detail because of 
the difference in absolute values between the two types of measurements.  For the three 
models compared graphically, the slope and correlation of head observations are very 
good, but the simulated heads of 400m_thick_chd and onelayer are consistently above 
observed values. The simulated heads of anisotropy_chd are consistently below those 
observed.  When simulated and measured flows are compared, there is almost no 
correlation for any of the models.  This is shown by the R2 values on the second graph in 
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Figure 3.1:  a.) Observed heads vs. simulated equivalents, b) observed flows vs. 
simulated equivalents, and c.) weighted observations vs. weighted simulated 
equivalents are depicted with regression lines for 400m_thick_chd, the model selected 
by the AICc criterion, onelayer, the model selected by the Kashyap criterion, and 
anisotropy_chd, the model with the lowest sum of squared weighted residuals. 
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Simulated Equivalents vs. Observed Values 
Model Correlation Slope Intercept n 
700aniso_4par 1.000 1.001 -0.031 4 
anisotropy_chd 1.000 1.000 -0.036 5 
HK_60chd 1.000 1.000 0.045 4 
400M_thick 1.000 1.000 0.048 4 
700anisotropy 1.000 1.001 -0.049 5 
HK_90_4par 1.000 1.000 0.052 4 
400M_thick_chd 1.000 1.000 0.052 3 
onelayer 1.000 0.999 0.052 4 
flat_bottom 1.000 1.001 -0.052 5 
700M_thick_chd 1.000 1.001 -0.143 3 
onelayer_chd 1.000 1.001 0.143 3 
 
Weighted Simulated Equivalents v. Weighted Observed 
Values 
Model Correlation Slope Intercept n 
anisotropy_chd 1.000 1.000 -0.934 5 
700m_thick_chd 1.000 1.000 -1.067 3 
HK_90_4par 1.000 0.999 -1.127 4 
400m_thick_chd 1.000 1.000 -1.139 3 
400m_thick 1.000 1.000 -1.334 4 
HK_60chd 1.000 1.000 -1.335 4 
700anisotropy 1.000 1.000 -1.405 5 
700aniso_4par 1.000 1.000 -1.617 4 
flat_bottom 1.000 1.000 -1.635 5 
onelayer_chd 1.000 1.001 -2.181 4 












Table 3.4:  Statistics for weighted and unweighted simulated 
equivalents vs. weighted and unweighted observed values for 
all of the models considered.  Correlation corresponds to the 
R2 statistic and should be close to 1.  The slope of the line 
should also be close to 1.  The intercept should be close to 0.  
Given that the correlations and slopes are essentially 
identical, models are ranked in descending order based on the 
absolute magnitude of the difference between the intercept 
value and zero.  Models selected as the best by each of the 
three criteria, AICc, Kashyap, and sum of squared weighted 
residuals are shaded. n = the number of parameters estimated 
during calibration. 
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 When all of the observations are taken together, the models fare better.  Although 
not displayed graphically, the correlations, slope, and intercept of all simulated values vs. 
observed values for all of the models are shown in Table 3.4.  Half of the models show a 
positive bias and half show a negative bias by their positive and negative intercepts.  The 
correlation and slope is near one in all of the models.  Given that the correlations and 
slopes are essentially identical, models are ranked in descending order based on the 
absolute magnitude of the difference between the intercept value and zero. 
When weighted observations are compared with weighted simulated equivalents 
(Figure 3.1c), all of the models show a slight positive bias, but the correlation and slope 
of all of the models are very close to one (Table 3.4).  The models are ranked from best to 
worst based on the distance of the intercept from zero.  Anisotropy_chd, which also has 
the lowest sum of squared weighted residuals, ranks the best, while onelayer, selected as 
the best model based on the Kashyap criterion, ranks the worst.  There is not a 
pronounced difference between any of the models, and some bias is to be expected due to 
the small number of observations. 
Graphs of weighted residuals vs. simulated equivalents should show an equal 
distribution of residuals around zero.  However, graphs for each of the three models being 
evaluated show that residuals tended to be negative for both heads and flows.  Negative 
residuals for head indicate that the simulated head was higher than observed, and 
negative residuals for most of the flows indicate that the simulated flow was lower than 
observed because most of the flows were negative (indicating groundwater discharge to 
the streams and tunnels).  As before, flows and heads could not be presented on the same 
graph and still show adequate detail because of the difference in absolute values between 
the two types of measurements.  Table 3.5 shows statistics for weighted residuals vs. 
simulated equivalents for all observations for each of the models.  In this case, the slope, 
intercept, and correlation should be zero.  The models in Table 3.5 are listed in increasing 
order of the magnitude of the difference between the intercept and zero.  For a well-
calibrated model with randomly distributed residuals, the slope should be close to zero.  
None of the models show extreme correlations, slope, or intercepts.  With the small 
number of observations, some bias is expected because only one or two large residuals 



























































Figure 3.2: Weighted residuals are plotted against simulated values for a.) heads 
and b.) flows for 400m_thick_chd, onelayer, and anisotropy_chd.  Weighted 
residuals should be uniformly distributed around zero. 
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Simulated Equivalents v. Weighted Residuals 
Model Correlation Slope Intercept n 
anisotropy_chd 0.133 6.32E-04 -1.458 5 
HK_90_4par 0.025 3.31E-04 -1.461 4 
400m_thick_chd 0.042 4.34E-04 -1.603 3 
400m_thick 0.021 3.08E-04 -1.652 4 
HK_60chd 0.073 5.62E-04 -1.930 4 
700anisotropy 0.191 7.74E-04 -2.061 5 
onelayer 0.018 2.22E-04 -2.296 4 
flat_bottom 0.203 8.42E-04 -2.349 5 
700aniso_4par 0.301 9.87E-04 -2.529 4 
onelayer_chd 0.312 2.16E-03 -2.985 4 







Figure 3.3 shows spatial distribution of the residuals.  The distribution of large 
and small and positive and negative residuals should be random.  It is difficult to 
determine randomness in these graphs because of the small number of observations and 
the fact that the observation locations are not evenly spatially distributed.  The pattern of 
the size of the residuals appears to be similar for all three of the models presented and the 
largest residuals appear to be negative in the three models as well.  However, onelayer 
appears to have a preponderance of negative residual values. 
Table 3.5:  Statistics for weighted residuals vs. simulated 
equivalents.  Correlation corresponds to the R2 statistic and 
should be close to zero.  The slope and the intercept of the line 
also should be close to zero.  Models are ranked in descending 
order based on the magnitude of the difference between the 






















































Figure 3.3:  Graphs showing spatial distribution of residuals of all 
observations used in calibration.  Grey circles indicate positive residuals 
and white circles indicate negative residuals.  The size of the circle 
corresponds to the size of the weighted residual.  Circles should show a 
random pattern of grey and white and large and small in space. 
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Table 3.6 provides summary statistics for the spatial distribution of the residuals 
in each of the models.  MMA calculates these statistics by multiplying each weighted 
residual by the distance of each observation from the center of all the observations in 
each direction and dividing by the total number of observations, then comparing this to 
the case where all weighted residuals have a value of one.  This value is called 
DIFCNT_Wi in MMA, and large values indicate unevenly distributed residuals in 















Large absolute values indicate a potential for spatial bias that should be explored before 
using the model results.  DISTCNT_SGNW and DIST_CNTMGW are similar except 
DISTCNT_SGNW only accounts for whether the residual is positive or negative, and 
DIST_CNTMGW only accounts or the magnitude of the weighted residual. 
 
Spatial Distribution of Residuals 
Model DISTCNTW DISTCNT_SGNW DIST_CNTMGW
anisotropy_chd 4.08 8.97 6.82
700anisotropy 6.46 14.17 18.00
flat_bottom 7.67 18.67 17.44
700aniso_4par 18.44 17.98 14.27
onelayer 30.67 9.42 27.73
400m_thick 32.74 1.83 8.07
700m_thick_chd 35.37 13.47 31.53
HK_90_4par 36.62 1.83 1.77
400m_thick_chd 38.81 5.32 4.06
HK_60chd 39.75 1.83 4.86
onelayer_chd 80.51 6.78 44.51
Table 3.6:  Statistics DISTCNTW, DISTCNT_SGNW, and DIST_CNTMGW 
are shown for each model.  These statistics provide some indication of 
potential problems associated with the spatial distribution of residuals.  A 
large value may indicate spatially biased residuals. 
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            MMA does not check the quality of the calibration of each model.  However, 
statistics are provided that can make this process faster and easier for the modeler, 
allowing more models to be created and compared in a given time period.  For example, 
in an extended study, onelayer_chd might possibly be eliminated from the models used to 
make predictions because of its significant spatial bias.  However, even when considered, 
it only has a probability or weight of 2 x 10-19 by the Kashyap criterion and 2 x 10-5 by 
the AICc criterion so it will not have a significant affect on the model averaged 
predictions. 
With the small number and high uncertainty of all of the observations in this 
situation, it is difficult to determine the best model based on any criterion, not even on 
common sense.  However, anisotropy_chd has the best fit to the observations and the 
most desirable distribution of weighted residuals and comparisons of simulated and 
observed values.  It was ranked lower than other models because five parameters were 
estimated.  Thus predictions from this model will be compared with those of 




In order to predict the effects of plugging Dinero Tunnel, additional MODFLOW 
files were created in which the tunnel was removed to represent emplacement of a 
bulkhead at the end of the tunnel.  When the tunnel is plugged, it is expected that the 
tunnel will fill with water, then the water table will rise to a new equilibrium level and 
water will exit the system at other locations.  The plan will be effective if the water table 
rises above the zone where acid is formed.  Once the tunnel is plugged, water will not 
flow from it, and hydraulically the effect is the same as if the tunnel were not present. 
Twenty-seven prediction locations, including 18 head predictions and nine flow 
predictions, were defined.  The predicted values were determined using MODFLOW 
simulations with and without the tunnel to calculate the amount of change at each 
location due to plugging of the tunnel.  The original MODFLOW simulations were 
executed for each of the eleven models and these 27 predictions were extracted for 
execution.  Then the updated MODFLOW simulations without Dinero Tunnel were 
executed, and the same 27 predictions were extracted.  The predictions from the original 
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models were then subtracted from the new predictions to determine the predicted changes 
caused by plugging.  Changes in head were calculated and the new depth to water for 
plugged conditions along with the percent increases in flows.  To evaluate exchange of 
flow with Turquoise Lake, the original flow and the new flow were recorded to determine 
if a change in flow direction was predicted.   
Head predictions were distributed in a radial pattern around the Dinero Tunnel 
and in the three existing domestic wells.  Flow predictions were created for each of the 
other major tunnels included the original model.  Flow into Colorado Gulch and flow 
along the entire length Lake Fork Creek were also included as predictions.   Flow from 
all of the surface seeps was combined into one prediction.  Flow through the general head 
boundary into or out of the portion of Turquoise Lake east of Tiger Tunnel was the last 
prediction.  While tracer studies have shown that water flows from Turquoise Lake into 
Bartlett tunnel (Engblom, 2004), most of the models indicated that water flows from the 
ground-water system into Turquoise Lake.  Thus these predictions may not be indicative 
of true conditions, yet they still provide information about the spatial extent of changes to 
the hydrologic system caused by plugging Dinero Tunnel.  General descriptions of 
predictions from each of the models and measures of model quality are shown in Figure 
3.4.  Locations of head and flow predictions and their values for the AICc, Kashyap, and 






Figure 3.4:  Schematic diagrams are shown for each model with the AICc and Kashyap 
statistic values and the sum of squared weighted residuals (SWSR).  General descriptions 
of the predictions of each model are also provided.  Models are listed in order of the 
number of parameters estimated. 
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3.2.1 Examples of Individual Model Predictions 
 
Predictions from 400m_thick_chd, the best model based on AICc (Figure 3.5), 
and anisotropy_chd, the model with the smallest sum-of-squared residuals (Figure 3.6), 
are shown in addition to model averaged predictions based on the AICc (Figure 3.7) and 
Kashyap criteria (Figure 3.8).  Predictions from the best model based on the Kashyap 
criterion, onelayer are not depicted because the changes were small. Predicted depth-to-
water values and their upper 95% confidence limits are shown for each head prediction 
location.  Predicted flow increases are also shown for each flow prediction location with 
upper 95% confidence limits.  Negative depth-to-water values indicate that head 
elevations are higher than surface elevations at those locations.  This does not necessarily 
mean that water will outflow at these locations, especially if the negative depth-to-water 
value is small, because the water levels and ground surface are averaged over a 1225m2 
area.  Upper 95% confidence limits indicate a 0.025 probability (1 in 40 chance) that the 
depth-to-water will be less than this value or flow increases will be greater than this 
value.  Lower confidence limits are also provided in the UCODE and MMA output files 
and can be viewed on the compact disk associated with this thesis.  Most of the lower 
confidence levels predicted head elevations and flow values decreasing due to the high 
uncertainty in the models.  Although linear uncertainty intervals reflect such values when 
uncertainty is large, the lower bound is essentially no change, not a decrease.  
Consequently, this was not considered a realistic outcome, so these values are not 
displayed in the figures. 
It is important to note that if instead of using 95% confidence intervals, 90% 
intervals are used, then the upper limit is half the difference shown between the predicted 
value and the upper limit. The 90% limit reflects a 0.05 probability (1 in 20 chance) that 
value will be exceeded. 
The model onelayer is not depicted because it did not predict any changes in head 
of more than 0.04 meters.  It also did not predict a significant change in flow at any of the 
flow prediction locations.  Although there was little predicted change in head, depth-to-
water predictions after the tunnel is plugged were mostly negative.  This results because 
onelayer simulated current conditions with head above the surface throughout much of 
the model domain.  This caused large outflows from the surface seeps (19.3 m3/sec), 
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which can be seen in the observation output files.  The predicted increase from the 
surface seeps of 0.005 m3/sec accounts for nearly all of the flow that is prevented from 
exiting the plugged Dinero Tunnel.  Because heads are already above the ground surface 
before plugging Dinero tunnel in this model, only small changes in head are required to 
cause all the water that was flowing from Dinero Tunnel to instead exit at the surficial 
springs.  It is unlikely that this much water currently is flowing from seeps in the study 
area.  In an extended study this model may have been eliminated from multi-model 
comparison.  However, it was assigned a posterior probability of only 0.37 by the 
Kashyap criterion and 0.097 by the AICc criterion so it did not overwhelm the model-
averaged predictions, but it contributes to the uncertainty.  The fact that such an 
unreasonable model can provide a good fit to the data should be included in the 
predictive uncertainty. 
 400m_thick_chd predicted a greater head change over a smaller area than 
anisotropy_chd.  However standard deviations for head predictions were much larger for 
anisotropy_chd, likely because more parameters were estimated.  While upper 95% 
confidence limits on predicted heads were above the surface in several locations for both 
models, this is not necessarily a problem.  Only two locations (3 and 6) in both the 
400m_thick_chd and anisotropy_chd models had post-plugging head elevations predicted 
to rise above the surface (Figures 3.5 and 3.6).  Head at these locations was not predicted 
to rise high above the surface.  Elevations of predicted head ranged from 1 to 2.8 meters 
above the surface in both of the models at both locations.  Upper 95% confidence levels 
indicate that there is a 0.025 probability (1 in 40 chance) that head in these locations 
could rise as high as 9.8 meters above the surface at location 3 according to 400m_thick_chd, 
and 12.1 meters above the surface at location 6 according to anisotropy_chd.  It is 
unlikely that head will rise to these levels.  If 90% confidence intervals are considered, 
there is a 0.05 probability (1 in 20 chance) that heads could rise as high as 6.3 meters 
above the surface at location 3 according to 400m_thick_chd and 7.0 meters above the 
surface at location 6 according anisotropy_chd.  If there is flow from these locations, it 
is possible that it can be attenuated by the natural surroundings because it will likely 
be small since the predicted head is not far above the surface.  Also, if the entire 






Figure 3.5: Locations and values of predicted depth to water and flow increases due to 
plugging Dinero Tunnel with upper 95% confidence limits based on the 400m_thick_chd 
model.  Negative values of depth to water indicate head elevations above the surface.  
Head prediction locations are identified by the numbers 1 through 15 and the family 
names of the domestic wells as described in the text.  Flow increases are listed as percent 
increase for both the predicted value and the 95% confidence limit.  Flow locations are 
identified as follows:  B=Bartlett Tunnel, C=Colorado Gulch, K=K-adit, L=Lake Fork 
Creek, N=Nelson Tunnel, S=Siwatch Tunnel, SS=Surface Seeps, T=Tiger Tunnel, and 
TL=Turquoise Lake. 
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Figure 3.6: Locations and values of predicted depth to water and flow increases due to 
plugging Dinero Tunnel with upper 95% confidence limits based on the anisotropy_chd 
model.  Negative values of depth to water indicate head elevations above the surface.  
Head prediction locations are identified by the numbers 1 through 15 and the family 
names of the domestic wells as described in the text.  Flow increases are listed as percent 
increase for both the predicted value and the 95% confidence limit.  Flow locations are 
identified as follows:  B=Bartlett Tunnel, C=Colorado Gulch, K=K-adit, L=Lake Fork 
Creek, N=Nelson Tunnel, S=Siwatch Tunnel, SS=Surface Seeps, T=Tiger Tunnel, and 
TL=Turquoise Lake. 
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return to pre-mining quality with time.  However, if the water table were not to rise much 
and the majority of flow from the tunnel were to be channeled through existing springs 
that currently exhibit poor quality or new springs below the pre-mining water table, the 
problem would simply be shifted to a new location, not solved.   
 Unfortunately, pre-mining water levels are not known.  The only known 
description of pre-mining water levels comes from a 1920’s mining report stating 
“Production from the mines was restricted, with one exception, to a maximum dept of 
300 feet due primarily to water problems” (Goodman, 2005).  There is no record of how 
this measurement was taken and it is likely just a “guestimate”.  In addition, this only 
references one location, which may or may not be very different from the level of the 
water table at other locations.   
Given that post-plugging water levels are predicted to be high with upper 
confidence levels of head elevation above the surface elevation in several locations, it is 
likely that increased flows will not pose a problem because the water table would be near 
pre-mining levels.  For a steady state model, inflow to the model must equal outflow 
from the model.  Because the amount of inflow has not changed by plugging the tunnel, 
the outflow must remain the same.  Thus the depth-to-water predictions are the most 
useful values when considering post-plugging conditions.  However, if the water table 
does not rise above the acid generating rock, significantly increased outflow from one 
location could potentially pose a threat to the success of the remediation plan.  Given that 
the predicted heads are high (and there is a 0.5 probability that they will rise to this level 
or higher), it is more likely than not that heads will be near the pre-mining levels. 
Anisotropy_chd, the model with the lowest sum of squared weighted residuals, 
predicted increased flows in several areas that could be problematic, especially given this 
model did not predict the heads to rise as high as 400m_thick_chd.  Flow from the surface 
seeps was predicted to increase by 4 to 7% by anisotropy_chd based on the prediction 
and upper 95% confidence level, respectively.  Anisotropy_chd predicts several 
individual cells to have outflows of up to 5 x 10-4 meters3/second.  This is approximately 
10% of the average flow from Dinero Tunnel.  Several of these cells with high outflow 
are near each other.  If these flows combined to form a spring, it could create another 
pathway for contaminated water to reach Lake Fork Creek.  Outflows from each cell of 
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the model, anisotropy_chd, are provided in Table_2_drain_outflow.xls on the CD include 
with this thesis.  
Another area that might be problematic is Tiger Tunnel.  Tiger Tunnel already 
had the most contaminated water flow in the area at the time of this study.  The 
anisotropy_chd model predicted that this flow would increase by 28% to 84% based on 
the prediction and upper 95% confidence level, respectively.  The flow was small at the 
time of the study, but the pH was recorded as low as 2.5.  If the water table does not rise 
to pre-mining levels, it is likely that the increased flow would be of similar low quality.   
The model anisotropy_chd predicted a 5 to 20% increase in flow from the Bartlett 
Tunnel.  The water flowing from Bartlett Tunnel was slightly higher in quality than that 
from Dinero Tunnel based on pH and specific conductivity tests at the time of the study.  
While the flow in Bartlett Tunnel is also low compared to that of Dinero Tunnel, it 
eventually drains into Lake Fork Creek.  Thus an increase in flow from this source could 
potentially preclude the success of the remediation efforts.  However, an increase of only 
5% would not likely be a problem because it is such a small increase, and the chance of 
the flow increasing by 20% or more is only 0.025.  Even an increase of 12.5%, which 
represents the upper 90% confidence limit, should not cause a major problem. 
Anisotropy_chd indicates that water is currently flowing into Turquoise Lake 
along the segment east of Tiger Tunnel, and that this flow will increase from 1 to 6% 
based on the prediction and upper 95% confidence level, respectively.  A tracer study by 
Engblom (2004) indicated that water is currently flowing from Turquoise Lake into 
Bartlett Tunnel.  It is possible that water is flowing from the lake in some areas and to the 
lake in others.  It is also possible that the direction of flow changes during the year.  It is 
likely that flow between the ground-water system and Turquoise Lake will be affected by 
plugging the tunnel.  However, further study is needed to determine the true nature of the 
current flow patterns before the effects of plugging the tunnel can be accurately 
quantified. 
Another potential problem predicted by the anisotropy_chd model is the increase 
in head in the Barclay well.  The model predicted that there is a 2.5% chance that the 
head in the Barclay well could rise 0.5 meters above the surface.  This does not 
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necessarily mean that water will be flowing at this location, but it could cause a problem 
for the Barclay household if their yard were to become soggy.   
The model 400m_thick_chd, selected as the best by the AICc criterion, did not 
predict any of the potentially problematic increased flows predicted by anisotropy_chd.  
It predicted that head elevations would be above surface elevations in more locations.  
400m_thick_chd indicated that plugging Dinero Tunnel will be more successful than 
anisotropy_chd because it predicts larger rise of heads, thus the water table is more likely 
to be above the level of the acid generating rock.  Also flow is predicted to increase a 
small amount in many locations rather than large increases in localized areas. 
 
3.2.2 Model Averaged Predictions 
 
400m_thick_chd, onelayer, and anisotropy_chd all had support for being the best 
model using different criteria, AICc, Kahyap, and lowest sum-of-squared residuals 
respectively, although the latter did not consider parsimony.  However, they made 
significantly different predictions in response to plugging the Dinero Tunnel.  
400m_thick_chd did not indicate any major potential problem areas, while 
anisotropy_chd indicated several, and onelayer showed even greater variability in 
potential outcomes of plugging.  By creating several alternative conceptual models and 
averaging the predictions, the estimation of uncertainty increases, but the uncertainty of 
outcomes is more fully revealed and can be more accurately analyzed.  Model averaged 
predictions are calculated by adding the products of the prediction and the model weight 
for each model as discussed in Section 3.1.1 
Overall, the AICc model-averaged predictions indicated more potential problem 
areas and had larger confidence intervals than the Kashyap model-averaged predictions 
(Figures 3.7 and 3.8).  However, the disparity between the model-averaged predictions 
calculated using these different criteria was not as great as the disparity among the three 
models described individually in Section 3.2.1.  Model-averaged predictions produced by 
each criterion indicate a 0.025 probability (1 in 40 chance) that head will rise above the 
surface in some areas.  However, as discussed above, this is not necessarily a problem.  
Kashyap model averages predicted that the flow from surface seeps will increase by 1 to 
3%, while AICc model averages predict it will increase by 2 to 5%. 
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Figure 3.7: Locations and values of predicted depth to water and flow increases due to 
plugging Dinero Tunnel with upper 95% confidence limits based on AICc model-
averaged predictions.  Negative values of depth to water indicate head elevations above 
the surface.  Head prediction locations are identified by the numbers 1 through 15 and the 
family names of the domestic wells as described in the text.  Flow increases are listed as 
percent increase for both the predicted value and the 95% confidence limit.  Flow 
locations are identified as follows:  B=Bartlett Tunnel, C=Colorado Gulch, K=K-adit, 
L=Lake Fork Creek, N=Nelson Tunnel, S=Siwatch Tunnel, SS=Surface Seeps, T=Tiger 
Tunnel, and TL=Turquoise Lake. 
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Figure 3.8: Locations and values of predicted depth to water and flow increases due to 
plugging Dinero Tunnel with upper 95% confidence limits based on Kashyap model-
averaged predictions.  Negative values of depth to water indicate head elevations above 
the surface.  Head prediction locations are identified by the numbers 1 through 15 and the 
family names of the domestic wells as described in the text.  Flow increases are listed as 
percent increase for both the predicted value and the 95% confidence limit.  Flow 
locations are identified as follows:  B=Bartlett Tunnel, C=Colorado Gulch, K=K-adit, 
L=Lake Fork Creek, N=Nelson Tunnel, S=Siwatch Tunnel, SS=Surface Seeps, T=Tiger 
Tunnel, and TL=Turquoise Lake. 
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            Both model averages indicated a 0.025 probability that Tiger and Bartlett Tunnels 
could potentially be problem areas due to increased flow if the water table does not rise 
to pre-mining levels.  Kashyap averaged predictions indicated a 4 to 20% increase in flow 
from Tiger Tunnel, and a 1 to 5% increase in flow from Bartlett Tunnel.  AICc model-
averaged predictions indicated an 11 to 42% increase in flow from Tiger, and a 4 to 16% 
increase in flow from Bartlett.  Even though neither of the best models selected by these 
two criteria predicted these increases, the model-averaged predictions bring these 
potential increases to light.   
Model averaged simulations for flow between Turquoise Lake and the model area 
indicated that flow is currently going into Turquoise Lake.  AICc model-averaged 
predictions indicated a 0.025 probability that this flow could increase by up to 10%, and 
Kashyap averaged predictions indicated that flow is likely to only increase by 0.4 to 2%.  
The AICc model-averaged percentages are greater than those predicted by any of the 
individual results of the three models discussed above, and this potential problem may 
not have been anticipated if only one model were used.  This also demonstrates the 
influence of models other than the “best” model on the averaged predictions.  While none 
of the models are simulating conditions along this boundary as they were envisioned by 
Engblom (2004), these predictions indicate that plugging the tunnel is likely to either 
reduce outflow from, or increase inflow to, Turquoise Lake.  Further study is needed to 
determine the magnitude of the impact. 
 
3.2.3 Transient Predictions 
 
Two transient models were created from 400m_thick_chd and anisotropy_chd to 
predict how long the system would take to reach steady state.  For these models, a value 
of 0.035 was used for the specific yield of the granite zones and value of 0.2 for the zones 
of glacial and alluvial till.  These are typical values for these materials (Singhal and 
Gupta, 1999).  Values of 5x10-5 m-1 and 5x10-4 m-1 were used for specific storage for the 
granite and till zones respectively.  These are also typical values for these materials 
(Singhal and Gupta, 1999).  Heads were noted at each of the locations used for predictive 
modeling at five-year intervals for the first 50 years and then at 100 years.  All of these 
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values are provided in Table 3 of the appendix.  The average rise in elevation of the water 
































Both models show the majority of the rise in water table elevation occurring in the 
first five years and water levels nearly at steady state after 20 years.  The values of 
specific yield and specific storage control how quickly the water table will rise.  The 
values used are representative of typical values for geologic materials similar to those 
occurring at the site and are not supported by measurements in the field.  This estimate 
does not include the time required for the tunnel to fill with water before a rise in the 
water table occurs.  The size of the tunnel behind the collapse and how much it has been 
filled in by the collapse is unknown.  A reasonable estimate for the size of the tunnel and 
associated shaft based on a total length of 1416 meters, assuming an opening size of 1.3 
by 2 meters, is 3681 meters3.  At the current average rate that water is flowing from the 
tunnel, 5 liters/ second, this space would fill in approximately nine days.  As water levels 
rise, the rate of water flow into the tunnel will decrease, but water levels will not rise 
significantly until the tunnel is full.   
Figure 3.9:  Rise of the water table with time.  Values plotted are the average of 












4.1 Summary of Predictions 
 
 All of the individual model and model-averaged predictions indicated that the 
highest elevation of the post-plugging water table will occur along the axis and to the 
south of the Dinero Tunnel, with a slightly higher water table to the north than to the 
south.  This is expected because the largest drawdowns from mining would occur at the 
tunnel locations. Model-averaged estimates indicated water-table rises ranging from a 
few centimeters to over 58 meters.  There is a 0.5 probability that head elevations will be 
below those predicted.   
Flow is likely to increase the most in Tiger Tunnel and Bartlett Tunnel.  Model-
averaged predicted flow increases and their upper 95% confidence limits ranged from 4 
to 42% in Tiger Tunnel and 1 to 16% in Bartlett Tunnel.  Flow into Turquoise Lake is 
likely to increase, although the exact nature of this flow is unknown.  Although flow 
increases are predicted in several locations, it is unlikely that these increases will be 
significant.  There is a 0.5 probability that flow increases will be below those predicted.  
Upper 95% confidence intervals indicate increases in flow of 20 to 42 % in Tiger Tunnel 
and 5 to 16% in Bartlett Tunnel based on Kashyap and AICc model-averaged predictions, 
respectively.  An increase of flow in Tiger Tunnel over 20% could be significant, so this 
area should be monitored after plugging, but there is only a small probability of that 
much increase of flow. 
The eleven models created for this study are more useful for indicating the areas 
that will be affected most by plugging Dinero Tunnel and potential problems than for 
indicating precise values of head or flow.  Upper confidence levels indicated head would 
be well above the surface in many areas, which is unlikely to occur because there is little 
sign of historical surficial flow, climatic conditions are not notably wetter, and the 
mountain is likely more permeable due to mining activity.  There is much uncertainty 
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because there are few observations, and hydrologic properties were not measured in the 
field.  However, many models indicated that the greatest changes to the system would 
occur in the same areas.  These areas are the most likely to be significantly affected by 
plugging Dinero Tunnel and should be monitored more closely after plugging occurs. In 
addition, although the upper elevation of acid forming rock is not known, the predictions 
of large head rises are encouraging, in that it is likely the acid-forming rock will be 
saturated. 
 
4.2 Value of Multi-model Analysis 
 
This study was useful in demonstrating the value of multi-model inference.  Three 
models were compared in depth.  These models predicted significantly different 
outcomes for the plugging of the tunnel.  One of the models (onelayer, selected as the 
best by the Kashyap criterion) predicted almost no change in the system, while another 
(anisotropy_chd, the model with the lowest sum of squared weighted residuals) predicted 
significant problems in several areas, and the last model (400m_thick_chd, the best 
according to the AICc criterion) fell somewhere between these two extremes.  Two of 
these models, 400m_thick_chd and anisotropy_chd were very similar in matching field 
observations and quality of calibration.  If only one of these models had been created or 
used to make predictions, many potential problems may not have been detected.  The 
model-averaged predictions revealed the potential problems, although the effects were 
ameliorated from those predicted by the more extreme models.   
 
4.3 Further research needed 
 
Several obstacles existed during the development of the models which should be 
resolved before predictions are used to establish the effectiveness of plugging Dinero 
Tunnel.  These include: 
Lack of head data:  Fifteen observation points is a small number for calibration of 
a large area (5.6 by 4.8 kilometers).  Many of the observations were of poor 
quality.  Head observations were skewed by domestic use and flow measurements 
were often estimated from extrapolation at other times of year.  Further analyses 
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of sensitivity of the models created could be used to select the most effective 
locations for future head measurements (see Johnson, 2007 for more information 
on this topic).  Year-around observation data could be collected.  Although 
weather makes this difficult, continuous recorders could be installed to collect 
data during the winter. 
Lack of information on the hydrologic system:  More accurate and continuous 
discharge measurements within the model domain would significantly improve 
calibration.  Although flows were measured from nearly 40 springs and seeps, 
these data points could not be used because interactions between the surface and 
subsurface are unknown.  Studies could be performed to better characterize the 
shallow and deep groundwater system that would make these data more useful.  
The location of flow into the tunnels is also unknown.  The discharge coming 
from the mouth of each tunnel was measured, but it is unknown if this flow is 
infiltrating evenly from all parts of the tunnel or if they are primarily fed from a 
few fractures.  This information may be very difficult to determine, however, 
because of collapses in many of the tunnels. Isotope data that might better define 
connections between tunnels were not available for this study. Such data might 
lead to alternative models with connections between tunnels that might 
substantially change the system response. 
Lack of data on hydrologic properties:  According to Freeze and Cherry (1979) 
the hydraulic conductivity of fractured granite can range from 10-8 to 10-4 
meters/second.  Estimated values of hydraulic conductivity from model 
calibration ranged from 1.9 x 10-10 to 2.4 x 10-7 meters/second. These are both 
large ranges that could be narrowed by performing aquifer tests.  Aquifer tests 
would also better delineate the spatial variability of hydraulic conductivity, which 
could be used to improve the hydraulic conductivity zonation of the models.  The 
range for glacial till is even larger.  Although the area of the glacial till is not 
large, the hydraulic conductivity was quite sensitive in many of the models.  It is 
likely to control flow to and from Turquoise Lake in many areas.  Hydraulic 
conductivity tests could be performed in this area as well.  In addition, 
geophysical methods could be used to delineate the vertical extent of this unit. 
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Finally, the predictions of anisotropy_chd indicated a particular potential for 
formation of a new spring that may yield low quality water, thus characterization 
of anisotropy would reduce uncertainty related to the formation of new poor 
quality drainage. 
Lack of fracture flow representation:  The majority of the modeled area consists 
of fractured rock.  Flow through fractured rock is controlled by the pattern and 
characteristics of the fractures and the system may not respond in the same way as 
a porous media.  During the study period, samples were collected by the USGS to 
perform isotope analyses.  These analyses could be used to determine possible 
connections between sources of water and possible preferential pathways of flow.  
Flow between tunnels is of particular concern.  If preferential pathways exist 
between Dinero Tunnel and another tunnel, the probability increases that the 
outflow of concern will shift to another location, perhaps without significant 
increase of water levels.  These analyses would also help to define the degree of 




 While additional data would be useful in creating more accurate and reliable 
models, it is also costly and time-consuming to collect such data.  The BLM (2006) has 
estimated that a geohydrologic study to determine the expected outcome would be more 
costly than emplacement of the bulkhead ($431,340).  The bulkhead being considered for 
Dinero Tunnel can be opened and closed at will.  Thus, should the plugging create greater 
problems than are already present, the bulkhead can be opened until the necessary steps 
are taken to resolve the issues.  That is, if plugging Dinero Tunnel does not successfully 
reduce the flow of AMD to Lake Fork Creek, nothing has been lost except the money 
spent emplacing the plug.  However, if plugging the tunnel does successfully reduce the 
flow of AMD to Lake Fork Creek, no money has been lost gathering additional data.  In 
fact, monitoring the system after plugging the tunnel would provide a field test that 
would be useful for improved characterization of the system and may also resolve the 
problem. 
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 If further characterization is conducted, the first priority would be to use isotope 
data to improve the conceptualization of connections between the tunnels. The second 
priority would be gathering more head and flow observations of greater accuracy, while 
the third priority would be characterizing anisotropy.  Before undertaking additional 
characterization, the models should be used to determine the type and location of 
additional data that would be most useful in reducing predictive uncertainty. 
If the Dinero Tunnel is plugged, it is recommended that the axis of the tunnel, 
particularly the area near Dinero Shaft be monitored.  The models predicted the most 
change in this area.  Flow from the other tunnels should be monitored as well, 
particularly Tiger and Bartlett Tunnels.  Fortunately, there is an alternative plan in place 
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APPENDIX A: CONTENTS OF THE COMPACT DISK 
 
 The compact disk associated with this thesis includes 1) lengthy tables not 
presented in the text, 2) data for all of the charts and tables in the text, and 3) all model 
files needed to reproduce the work presented herein.  Program executables such as 
MODFLOW, UCODE, and MMA are included, but updated versions can be downloaded 
free of charge from the USGS website http://water.usgs.gov/software/ground_water.html. 
Figure A-1 shows the contents of the CD.  The first file, 
“Hydrologic_evaluation.pdf”, is a portable document format file containing the full text 




Table_1_sample_data.xls is a Microsoft Excel spreadsheet containing information 
on all of the samples gathered during the study period.  It includes, flow and head 
measurements, chemistry data, and site descriptions for each sampling location.  Data for 
Figures 2.2, 2.3, and 2.4 are also contained in the worksheet titled “charts”. 
Figure A-1: Contents of the CD associated with this thesis 
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Table_2_drain_outflow.xls is a 
Microsoft Excel workbook 
containing flow values for 
outflow from the surface seeps as 
predicted for each cell of the 
models 400m_thick_chd and 
anisotropy_chd after Dinero 
Tunnel is plugged.  The 
worksheets within the workbook 
containing data for each of the 
two models are given the same 
titles as the models they 
represent. 
Table_3_transient-data is 
also a Microsoft Excel workbook 
that lists transient data from the 
models 400m_thick_chd and 
anisotropy_chd.  Head levels are 
given in the worksheet titled “All 
transient data” for each of the 
time-steps described in Section 
3.2.3 Transient Predictions.  Data 
used to create Figure 3.9 are also 
provided in the worksheet titled 
“Most changed.” 
The folder 
“ModelsPredict” contains all of 
the MMA output files and folders 
for each of the conceptual models.  The files for each model are contained in folders with 
the same names as the models were given in the text of this document (Figure A-2).  
Executables for all modeling programs are contained in the CD in the folder 
Figure A-2: Contents of the folder “ModelsPredict” 
on the CD associated with this thesis.   
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“ModelCodes” within the “ModelsPredict” folder.  The paths for each batch file should 
not need to be modified in order to run the applications from the CD.  The folder 
ModelsTransient contains the files necessary to reproduce transient predictions.  Folders 
for the models 400m_thick_chd, anisotropy_chd, and onelayer_chd are currently 
configured to execute one forward run of MODFLOW using the files produced without 
Dinero Tunnel using starting heads 
from a steady execution with Dinero 
Tunnel included in the model.  
Output for each time-step as 
described in Section 3.2.3 Transient 
Predictions is printed to the 
“till2.out” file in each folder.  
Folders with the suffix “_i” were 
used to generate head files to be used 
as starting heads for the transient 
models and to create steady state  
heads for comparison with the values      
   from each time-step of the transient   
   models.   
Figure A-3: Contents of the folder 
“ModelsTransient” on the CD associated with 
this thesis. 
