Fluorescent lamps introduce a periodic interference signal in optical wireless receivers, which has the potential to severely degrade link performance. Usually, electrical high-pass filtering is employed to mitigate the effects of this interference, but this results in baseline wander or intersymbol interference. Digital pulse interval modulation (DPIM) is a modulation technique which has been shown to be suitable for deployment in optical wireless communication systems and this paper examines the effect of baseline wander on systems employing DPIM. A new expression is given for the slot autocorrelation function of DPIM and, from this, the power spectral density is calculated. The error performance of DPIM, as a function of high-pass filter (HPF) cut-on frequency, is compared with the more established techniques of on-off keying using non-return to zero signalling (OOK) and pulse position modulation (PPM), using both numerical analysis and computer simulation.
INTRODUCTION
Infrared wireless transceivers usually operate in environments containing an intense amount of ambient light, emanating from both natural and artificial sources. Knowledge of ambient light sources, both in terms of their optical power spectrum and their detected electrical spectrum, is essential for effective link design. Several authors have undertaken experimental characterisation of various ambient light sources [1, 2] . Sunlight and incandescent lamps, due to their relatively slow response, represent essentially unmodulated sources of ambient light, which can be received at an average power much larger than the desired signal, even when optical filtering is employed [3] . The average power of this background radiation generates a DC photocurrent in the photodetector, giving rise to shot noise, which is the dominant noise source in a typical diffuse receiver. In addition to contributing to the generation of shot noise, fluorescent lamps also introduce a periodic interference signal in the receiver, which can contain harmonics up to ~50 kHz for lamps driven by the mains frequency [4] , and up to ~1 MHz when driven by high frequency electronic ballasts [4, 5] . When there is an overlap between the detected electrical spectrum of the fluorescent light interference and the baseband spectrum of the modulated data, the performance of an infrared wireless system will be degraded if nothing is done to combat the interference.
To prevent saturation and reduce the effects of fluorescent light interference, receivers usually employ electrical high-pass filtering, which may be achieved in practice by tuning the AC coupling between successive amplifier stages [6] . However, electrical high-pass filtering results in baseline wander, or intersymbol interference (ISI), which is more severe for modulation techniques which contain a significant amount of power at DC and low frequencies. Electrical high-pass filtering is effective when there is little overlap between the signal and interference spectra, but when the interference signal contains higher order harmonics of significant power, higher cut-on frequencies are required, resulting in greater baseline wander.
Thus, a trade off exists between the extent of fluorescent light interference rejection and the severity of baseline wander. As stated in [7] , baseline wander can be mitigated by employing quantized feedback baseline restoration, using a subcarrier modulation technique or employing a modulation scheme with a small spectral component at low frequencies. Employing quantized feedback increases receiver complexity and subcarrier modulation schemes are not as power efficient as other techniques, and hence, the third option is the most attractive. DPIM is a technique which has been shown to be a viable alternative to PPM in some optical wireless applications [8, 9] . However, unlike PPM, the power spectral density (PSD) of DPIM does not go to zero at DC and hence, intuitively, one expects DPIM to incur a higher power penalty due to baseline wanders.
CODE PROPERTIES
DPIM is a modulation technique in which each block of log 2 L data bits is mapped to one of L possible symbols, each different in length. Each symbol begins with a pulse, followed by a number of empty slots which is dependent on the decimal value of the block of data bits being encoded. In order to provide some immunity to the effects of ISI, a guard band consisting of one or more empty slots, may be added to each symbol immediately following the pulse. The mapping of data bits to symbols for 4-DPIM using no guard band (NGB) and a guard band consisting of one slot (1GS) is shown in Fig. 1 . For comparison, Fig. 1 also shows the equivalent 4-PPM symbols.
As symbol durations are variable in L-DPIM, the overall bit rate is also variable. We therefore select the slot rate such that the mean symbol duration is equal to the time taken to transmit the same number of bits using OOK or L-PPM, thus achieving the same average bit rate. This slot rate is given as
where R b is the bit rate and L avg is the mean symbol length in slots, given as
In a practical system, the slot rate and peak transmit power would be fixed and therefore variations in the source data, in terms of run lengths of ones and zeros, would cause variations in the overall bit rate achieved and the average transmit power. However, this variation could be limited by coding the source data or changing the mapping of source data to transmitted symbols.
Each L-PPM symbol has a fixed duty cycle of 1/L, whereas L-DPIM symbols have a variable duty cycle, the average of which is higher than 1/L. Consequently, for a fixed value of L, DPIM has a lower peak-to-mean power ratio and hence, a higher average power requirement compared with PPM. However, for a given slot rate, DPIM can encode an additional bit per symbol whilst still maintaining the same average bit rate as L-PPM, thereby improving the power efficiency of the scheme. As an example, 32-DPIM has a mean duty cycle of 1/17.5 compared with 1/16 for 16-PPM, and requires a slot rate of just 3.5R b to maintain the same average bit rate, compared with 4R b for 16-PPM. Fig. 2 shows the average optical power requirement plotted against bandwidth requirement, for various modulation schemes. Following [10] , the average optical power requirement is normalised to that required by OOK to send 1K byte (1KB) packets at an average packet error rate of 10 -6 . The bandwidth requirement, defined as the span from DC to the first null in the PSD of the transmitted waveform, is also normalised to OOK.
In terms of synchronisation, the fact that each DPIM symbol begins with a pulse simplifies receiver design, since symbol level synchronisation is not required, unlike PPM. Slot level synchronisation is achieved in the same way as OOK and PPM, by introducing a nonlinearity in order to generate the desired slot frequency component in the spectrum, which can then be extracted using a phase-locked loop [11] .
SPECTRAL PROPERTIES
A DPIM pulse train may be expressed as [12] ( ) ( )
where p(t) is the rectangular pulse shape, T s is the slot duration and n a is a set of random variables that represent the presence or absence of a pulse in the n th time slot. It can be shown that the sequence x(t) is a cyclostationary process [13] and, following the method outlined in [10] , its PSD may be calculated using
where P(f) is the Fourier transform of the pulse shape, given by
and S a (f) is the PSD of the slot sequence, given as the discrete-time Fourier transform of the slot autocorrelation function, R k . A new expression for the slot autocorrelation function of DPIM using a guard band consisting of one slot has been derived, and the final expression is given as 
where L avg is the mean symbol length in slots, given in (2) as (L+3)/2. For reference, a full derivation of this expression may be found in the appendix. As one may expect, R k approaches L avg -2 as k increases. It is found that for k > 5L, R k can be approximated as L avg -2 with a good degree of accuracy. Since the mean value of the slot sequence is non-zero, the spectrum may also contain delta functions. However, as rectangular pulses which occupy the whole slot are being considered, the nulls of ( ) 2 f P cancel out the delta functions, except at DC. The continuous component of S a (f), S c (f), is given as [10] ( Fig. 3 shows the PSD for OOK, 8-DPIM 1GS and 8-PPM for the same average transmitted optical power, assuming a rectangular pulse shape is used. The delta function at DC in the spectra of DPIM and PPM is not shown in Fig. 3 . Unlike PPM, DPIM has a non-zero DC component, but this is small compared with that of OOK. By observing the null positions of the PSD, the increased bandwidth efficiency of DPIM is evident. The bandwidth requirement of 8-DPIM is only ~1.8 times that of OOK, whereas 8-PPM requires ~2.7 times as much bandwidth to achieve the same data rate [14] .
Without a guard band, DPIM symbols may be thought of as time reversed differential PPM (DPPM) symbols, and hence, DPIM NGB has a slot autocorrelation function and PSD identical to that of DPPM, which has been studied by Shiu and Kahn [10] .
SIMULATION MODEL
The block diagram of the DPIM system under consideration is shown in Fig. 4 . The input bits are assumed to be independent, identically distributed (IID) and uniform on {0, 1}. The DPIM encoder maps each block of log 2 L input bits to one of L DPIM symbols. The output from the encoder is then passed to a transmit filter, the impulse response, p(t), of which is a unit amplitude rectangle of duration T s . As stated in section 2, the slot rate, R s (= T s -1 ), is chosen such that the scheme achieves the same average bit rate as OOK and L-PPM. The slots are then scaled by the peak detected photocurrent L avg RP, where R is the photodetector responsivity and P is the average received optical signal power. The additive shot noise, modelled as white, Gaussian and independent of the received signal, is then added.
The receiver employs a high pass filter with impulse response h(t), modelled as a first order RC filter with cut-on frequency f c . The response, h(t), of the HPF to a single pulse within a sequence of average duration DPIM symbols is
where A is the pulse amplitude and RC is the filter time constant. The HPF is followed by a unit energy rectangular impulse response filter, matched to the transmitted pulse shape, p(t). The output of the matched filter is sampled at the end of each slot period, where the signal level is at its maximum, and the samples are then passed to a threshold detector. The threshold detector makes hard decisions on a slot by slot basis. If the output from the matched filter exceeds the threshold level, that particular slot is assigned a one, otherwise it is assumed to be a zero. The threshold level is optimised in the simulation by performing a number of iterations until the probability of error is at a minimum. In practical systems employing DPIM, where symbol boundaries are not known prior to detection, hard decision decoding using a threshold detector is the most likely implementation [9] .
It is assumed that prior to receiving data, the output of the HPF has reached a steady state, i.e. the signal has no DC component. This is achieved by transmitting a preamble of average duration symbols. It is also assumed that the receiver achieves perfect synchronisation. Following [7] , the noise variance was chosen such that the system achieves a slot error rate (SER) of 10 -3 when baseline wander is ignored. The high slot error rate used is due to the run time required to perform the simulation, which, based on a slot sequence containing ~10 5 slots, was of the order of several hours. Furthermore, to minimise run times, since the infiniteduration impulse response of the HPF decays rapidly to zero with time (especially for large values of f c / R b ), it may be truncated with negligible loss of accuracy [5] .
To evaluate the performance of DPIM, two other simulations were carried out for OOK and PPM. The same average transmit power was used, and again, the noise variance was adjusted such that both OOK and PPM systems achieved a SER of 10 -3 in the absence of baseline wander. With reference to the block diagram of the DPIM system given in Fig. 5 , for the OOK system, the input bits are passed directly to the transmitter filter, the impulse response of which is a unit amplitude rectangle with a duration of one bit. The pulses are then scaled by the peak detected photocurrent 2RP. The receiver uses a threshold level set to zero, which is the optimum value since the input bits are IID and the received signal has no DC component. For the L-PPM system, once the input bits have passed through the PPM encoder, they then enter the transmitter filter, the impulse response of which is a unit amplitude rectangle of duration
The pulses are then scaled by the peak detected photocurrent LRP. The output of the matched filter is sampled at the end of each slot period and the samples are passed to an optimum level threshold detector, which makes hard decisions on the value of each slot. Note that in the absence of the HPF, this detection method is ~1.5 dB inferior, in terms of average optical power, to the optimum maximum a posteriori (MAP) detector, which uses soft-decision decoding [15] .
Along with the simulation, numerical analysis was also carried out based on a method used to evaluate the effects of ISI caused by multipath propagation [16] . First the number of slots over which the HPF impulse response decays to a negligible value is determined, denoted as n. The value considered as negligible is a trade off between accuracy and computation time, and was taken to be 5% of the peak value in this analysis, giving n = 8 slots. Assume there is a total of k distinct slot sequences of length n, denoted as S 1 , S 2 , …S k , with occurrence probabilities P(S 1 ), P(S 2 ), …P(S k ). Let where Q( ) is Marcum's Q function, N o /2 is the double-sided PSD of the additive white Gaussian noise and α is the threshold level. Each probability of slot error is then multiplied by the corresponding probability of occurrence for that particular sequence, and the average probability of slot error, P e,slot is then found by summing the results
Using the mean symbol length, L avg , the probability of slot error may be converted into a packet error rate (PER), for a given packet length. For a packet containing D bits, the number of slots contained within the packet will be ~L avg D / log 2 L and hence, the PER is For 1KB packet lengths, the nominal SER of 10 -3 used in the simulation would give a PER of ~1 and would, therefore, be meaningless. For this reason the simulated results are given in terms of SER. Fig. 5 shows a plot of slot error rate versus f c / R b (HPF 3 dB cut-on frequency normalised to the bit rate) for OOK, 8-DPIM 1GS and 8-PPM based on simulated results and numerical analysis. The figure shows good agreement between both sets of results. Note that for OOK, the slot error rate is equivalent to the bit error rate (BER). From Fig. 5 it is clear that the BER for OOK, the spectrum of which contains significant power around DC, starts to increase around 10 -3 or 0.1 % of the bit rate, whereas 8-PPM is much more resistant to the effects of baseline wander, with the SER starting to increase around 3 × 10 -2 , or 3 % of the bit rate. 8-DPIM 1GS displays a performance in between that of OOK and PPM, with the SER starting to increase around 10 -2 or 1 % of the bit rate. Fig. 6 shows a plot of the average optical power penalty to maintain a packet error rate of 10 -6 versus f c / R b . Again, the average optical power requirement is normalised to that required by OOK to send 1KB packets at an average packet error rate of 10 -6 . For OOK, it is not possible to employ a normalised cut-on frequency much above 0.01 without incurring large power penalties, which means that high pass filtering alone is not effective in improving the performance of OOK in the presence of fluorescent light interference [5] . However, techniques such as line coding [17] and active baseline restoration [18] have been shown to permit a small increase in the normalised cut-on frequency of OOK. 8-DPIM NGB displays a performance between that of OOK and 8-PPM, with the power penalty starting to increase around f c / R b = 0.01. The power penalty curve for 8-DPIM 1GS does not follow the same general trend as the other modulation techniques, and for f c / R b > 0.25 actually has a lower power penalty than that of 8-PPM. The reason for this is that, for high values of f c / R b , the probability of error for the other schemes is dominated by sequences containing consecutive ones. This cannot occur in DPIM 1GS due to the presence of the guard slot in each symbol.
RESULTS

CONCLUSIONS
Based on the PSDs of the various modulation techniques under consideration, it was postulated that the DPIM would be more resistant to baseline wander than OOK, but would not perform as well as PPM. However, this is complicated by the inclusion of a guard band, which effectively removes sequences which dominate the error performance at high normalised cut-on frequencies in the other schemes considered. For moderate bit rate systems around 10 Mbps, with HPF cut-on frequencies of the order of tens or hundreds of kHz (i.e. f c /R b < 0.25), 8-PPM offers the lowest power penalty of the modulation techniques considered. However, for low bit rate systems around 1 Mbps using similar cut-on frequencies, 8-DPIM 1GS may offer the lowest power penalty of the modulation techniques under consideration.
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APPENDIX
Derivation of the slot autocorrelation function of DPIM with a guard band consisting of one slot.
The general expression for the autocorrelation function is [19] ( ) (14) where P i is the probability of getting the product ( ) i k n n a a + , and there are I possible values for the product k n n a a + . When k = 0, R k is simply the probability of a getting a one. Thus,
If a guard slot is included in each symbol, it is not possible for pulses to occur in adjacent slots. Hence, when k = 1
By inspection of the next few terms of R k , it is clear that for
which is a second order linear recurrence relationship. Assume a basic solution of
, where m is to be determined. Hence,
Assuming A ≠ 0 and m ≠ 0, this may be simplified to,
Therefore,
The general solution is therefore
where, 
where m 
