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Main text
Consider a model, Y = f(x), where x = [X 1 ,...,X m ] T and X 1 ,...,X m are random variables and thus, Y is a random variable as well. As shown in Saltelli et al. (2008) , the main effect sensitivity index for factor i of this model is given as, S i = var(E[Y|X i ])/var(Y), which by the definition of total variance, is related to the expected value of the variance of the output through E[var (Y|X i 
)] = var(Y) S i var(Y). Let X i
o be the random variable defined by the original distribution for some factor i, and X i ' be the random variable defined by a new distribution for factor i after some further research has been done. These variables have corresponding main effect sensitivity indices S i o and S i ' respectively. Then we can define the ratio of the variance of factor i that cannot be reduced and the total variance of the original distribution of factor i as = var(X i ')/var(X i o ). Assuming further research reduces the variance of factor i,
Since it cannot be known in advance how much variance reduction for a given factor is possible through further research, the distributional sensitivity analysis method casts as a uniform random variable, on [0,1], in keeping with the principle of maximum uncertainty (Ayyub, B. & Klir, G. 2006) .
Given that the variance of factor i that may be reduced is a random percentage, 100(1-)%, of the total original variance of factor i, a distributional sensitivity index function can be defined as adjS i ( = var 
, where adjS i i o is the original main effect sensitivity index of factor i, and E[var(Y')S i '| = ] is the expected value of the product of the variance of the output and the main effect global sensitivity index of factor i taken over all reasonable distributions with 100 % of the variance of the original distribution. Reasonable distributions are defined by the analyst. The adjusted main effect sensitivity index function is interpreted as the main effect sensitivity index for factor i if it is known that only 100(1-)% of the factor's variance can be reduced. This can be seen by noting that var(Y o ) S i o is the expected value of the variance of Y o that is due to factor i, and var(Y')S i ' is the expected value of the variance of Y' that is due to factor i after 100(1-)% of factor i's variance has been reduced. Since there are many ways to reduce the variance of factor i by 100(1-)%, the expected value of var(Y')S i ' is taken over all reasonable distributions for which 100(1-)% has been reduced. Thus, var 
is the amount of variance in Y o that cannot be reduced further if factor i's variance can only be reduced by 100(1-)%. If it is assumed that all of the variance of a given factor can be reduced, then = 0, and for a given factor i, this means that E[var(Y')S i '| =0] = 0, since once all of the variance of factor i has been reduced, factor i will simply become a constant, and thus, S i ' = 0. Therefore, when = 0, adjS i (0) = S i o , and distributional sensitivity analysis reduces to global sensitivity analysis. However, the value takes will generally be unknown and is considered to be a uniform random variable, on the interval [0,1]. Thus, the expected value of adjS i ( ) can be taken to give an average adjusted main effect sensitivity index (AAS) for each factor as AAS i = E[adjS i ( ) )]. The average adjusted main effect sensitivity index for each factor is then an index that can be used to quantitatively rank factors based on the average amount of output variance that can be reduced when further research in done on a particular factor.
The following example reveals the additional insight gained by using distributional sensitivity analysis for factor prioritization. Consider a model given by f(X 1 ,X 2 ,X 3 ) = 0.1exp(X 1 ) + 20exp(-X 2 ) + 11X 3 , where X 1~T (0,6,1/2), X 2~ T(0,6,1/2), X 3~T (0,2,1), and ~T( , , y ) represents a triangular distribution with minimum, , maximum, )
, and mode . Figure (a) presents the adjusted main effect sensitivity indices of each factor for values of = 0.0, 0.1,..., 1.0. The figure shows that factor prioritization depends on the variance that is assumed reducible for each factor. Figure (b) compares the main effect sensitivity indices estimated by global sensitivity analysis for each factor with the average adjusted main effect sensitivity indices estimated via distributional sensitivity analysis. The global sensitivity results suggest that the ranking for factor prioritization be factor 2, 3, and then 1. However, the distributional sensitivity results suggest that the ranking be factor 1, 3, and then 2, with clear differences in index magnitudes. In this case, assuming the variance of a given factor can be reduced to zero through further research leads to a different conclusion regarding which factors should be researched than distributional sensitivity analysis, which assumes the amount of variance that can be reduced for a given factor is a random variable. Since the notion that all of the variance of a given factor can be reduced through further research is optimistic, the distributional sensitivity analysis results are considered more reliable and are recommended for use in favor of global sensitivity analysis for factor prioritization.
