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Abstract 
In this thesis the state space approach and the Kalman 
recursions are used for modelling univariate time series data. 
The models that are examined in this thesis are time varying 
Coeffici.ent Autoregressive models, which can bF represented in 
state space form. The coefficients are assu~ed to change acording 
to a stationary process, a non-stationary process or a random 
process. In order to be able to estimate these changing unknown 
coefficients, they will be treated as srate variahles and the 
equation describing the changes of the state variables will be 
given by the state equation. The model can then be expressed in 
the form of a measurement equation. The parameters of the model, 
which include the transition matrix T, the covariance matrices of 
the random terms in the state equation and the measurement 
equation denoted respectively by Q and R will be obtained using 
the EM algorithm developed by Shumway and Stoffer (1982). 
Other models considered for comparison in this thesis are 
the Box-Jenkins and Harvey's Structural model,. The results of 
model fitting are illustrated by applying these three models to 
three special data 
investigate whether 
provide a better fit, 
sets. These results are compared to 
the time varying coefficients model can 
and, where appropriatE, a suitable data 
transformation is applied to the data sets in order to get a 
better fit of the time varying coefficient autoregressive model. 
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Chapter 1 
Introduction 
1.1 Thesis Rationale 
I first developed my interest in modelling of time series 
data while I was enrolled for the Time Series Analysis unit 
offered by the Mathematics Department of this University as part 
of the coursework-Masters st.age. In my opinion, Time Series 
modelling, as a branch of Applied Mathematics, provides a 
convenient way for analysing time related data. This is 
especially the case if we are not interested in the historical 
sources of 0ur data. 
During the coursework-stage, I learnt that there are a 
variety of mathematical models that ca~ be used to describe the 
underlying process. Interestingly, these mathematical models, 
can be used to extract the major features of our data set from 
the irregularities which are almost always present. Given a 
suitable probabilistic model, we can calculate the parameter 
values of the distribution of the irregular component which is 
usually assumed to be normally distributed. The knowledge of 
these parameter values will enable us to set up the confidence 
interval for the prediction of future observation values. 
1 
Most of the models of time series data assume that the 
stochastic processes und~rlying the observed values are 
adequately explained by a constant parameters/coefficients model. 
This implies that the data being modelled must satisfy the 
stationarity assumption. Examples of these types of models are 
the ARIMA models of Box-Jenkins methodology. When the assumption 
is not satisfactorily fulfilled the analysis of time series data 
will not be valid. This problem encourages us to apply a time 
series method which does not need the s::.ationarity assumption. 
In this thesis we consider the use of a time varying coefficient 
model of the Kalman filter recursions type. 
1.2 Research Objectives 
The objectives of this research are: 
to set up the time varying models, 
parameter estimation of the mode] 
observations, the residuals analysis and 
the model can fit the data; 
2 
e.g,, establishing the 
prediction of future 
a measure of how well 
to compare the resulting model fitting of the time-varying 
coefficient model with other time series models; 
to investigate whether the time varying coefficients models 
can provide a better fit by fitting the models to the selected 
nonstationary data sets. 
1.3 Thesis Structure 
This thesis comprises four parts: 
Part I 
Theoretical backgrounds 
Chapcer 2. The theoretical background 
Chapter 3. The Kalman Recursions. 
Part II 
The Time Varying Coefficient Autoregressive Models 
Chapter 4. Modelling Time Series Using Time Varying 
Coefficient Models. 
Part III 
The Application:_, 
Chapter 5. The Simulation of Time Varying Coefficient 
Models. 
Chapter 7. The Appl~cations 
Part IV 
Other Models 
Chapter 6. An overview of other time series models. 
1.4 Outline 
3 
Chapter 
objectives, 
chapter. 
1 introduces the thesis rationale, the research 
the contents and also provides the outline for each 
Chapter 2 provides a theoretical background and essential 
definitions which will be used throughout the thesis. These 
include stationar.'...ty and 1.inearit:y assumptions of time series 
models, the general state space approach of 1 inear models and 
data transformations. The type of data transformation presented 
in this chapter is the moving-average filter proposed by Fuller 
(1979). 
Chapter j consists of four sections. The first section 
introduces the orthogonal principle which is the basic theory for 
developing the Kalman recursions. Section two outlines the 
formulas of the Kalman recursions that will be implemented for 
parameter estimation. Sect ion three out 1 ines the properties of 
the Kalman recursions including the steady-state solution of the 
Kalman recursions and also the interpretation of the Kalm~n 
filter. Knowing these properties will be useful for the 
implementation of the Kalman recursions for state estimations of 
time varying coefficient models. The lost section shows tr,e 
application of the Kalman recursions in time series modelling. 
Chapter 4 outlines various state space representations of 
the time varying coefficients models that were introduced in 
section one. Here each unknown coefficient of the model is 
modelled individually. All of these equations then constitute the 
state equation as a basis for state estimation, forecasting and 
smoothing. The parameter estimation of the model, which is 
carried out using the Expected Maximum algorithm, i8 explained in 
detail in section two. Some theoretical results, including the 
convergence of the parameter estimates, the stationarity of the 
model and the stability the state estimates based on the Kalman 
filter algorithm, are given in the last section. 
Chapter 
including the 
5 focuses on 
identification, 
time 
the 
series modelling 
diagnostic checking 
problems 
of the 
4 
fitted model and the computation of the estimate of the 
covariance matrix of the parameters estimat8s. The results of 
simulating time varying coefficients auto, g~essive series of 
order two, where each of the coefficients follows the random walk 
process, are also presented. An outline of the computeL program 
codifications w~i~h is used for calculating ths parameters of the 
time varyir.g coefficient autoregressive models is presented. 
Chapter 6 consists o±" c.he 
methodology and Harvey' .. 3 structural 
present these two known methods of 
terms of the general principle of 
modelling data. 
review of 
model. In 
time series 
time series 
the Box-Jenkins 
this chapLer we 
data analysis in 
methodology for 
Chapter 7 presents the application of the results obtained 
from the previous chapters. In this chapter, t.hree data sets 
which are known as the Lynx population series, the index of 
British industrial data and the southern oscillation index data 
are m0delleu using the time varying coefficients models as well 
as the two known time series methodologies mentioned above. In 
the last section of this chapter we make a c0mpar1son of the 
model fitting applied to the data sets. 
Chapter 8 concludes this thesis. The summary of t•1e research 
and some possible future developments are given. 
The computer programs used in the thesis are STAMP 
(Structural Time Series Analyzer, Modeler and Predictor) written 
by Harvey, Mini taL and Shumway computer programs ( State space 
modelling). Those computer programs are used to carry out all of 
the necessary computation. Because of the lack of a suitable 
computer package which facilitates a state spac2 procedure for 
analyzing time-varying parameter models of time series data, all 
the calculations required in the analysis were performed by 
modifying the Shumway program. 
The data-sets and the computer programs are included in the 
appenJices. 
Chapter 2 
Theoretical Background 
s 
The purpose of this chapter is to provide the necessary 
theoretical background required in the analysis of time sAries 
data. The most important assumption that is required for 
modelling time series data is stationarity. This is associated 
with a linear representation of the series. The stationarity 
assumption is very important because it provides a valid 
theoretical base for both time and frequency domain analysis. 
Section one and two of this chapter deal with the 
stationarity and linearity assumptions of time series models. 
Section t~ree gives a general state space representation of 
the linear models for constant coefficie:1t. This will also be 
used to model the change of thE: coefficient for linear time 
varying coefficient model considered in chapter four. Section 
four presents the properties of state space form. 
outlines the appropriate linear filters that can 
Section five 
be applied to 
transform time series data for the purposes of eliminating non-
stationarity or for smoothing. 
2.1. Stationarity 
In order to undertake the analysis of time series data we 
need to consider · he data as observations of a stochastic 
process. The definition of stochastic process is as follows : 
Definition 2.1.1: A univariate time series is a sequence of 
univariate random variables Xk indexed in tlie set T = {O, ±1, 
±2, ... }, of all integ~rs, symbolicaly denoted by {Xk k E T}. 
A class of stochastic processes which are appropriate to be 
considered in time series modelling are those which have a 
constant probability distribution over a defined time interval n. 
The following definition of m order stationarity of time seri.es 
in term of probability theory is presented. 
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Definition 2.1.2 (strictly stationary): A stochastic process Xk 
is said to bE strictly stationary of order ms n, if the joint 
distril:,ution of Xkl' Xk 2 , ••• , Xk(rn-u ,X1un is the same as the 
distribution of or the distribution is 
~ndependent of h for all n. 
Definition 2.2 is hardly applicable in practice as the 
probability distribution function is not known. Hence a wide 
sense stationary definition is needed. 
By taking m ~ 1 the distributions of any two random 
variables separated by the time d~stance his the same, that is, 
= Assuming the distribution function F is 
differentiable the density functions are the same, i.e, f(Xk) = 
f (Xk+h>. Hence we have 
(2.1.1) 
For example, if h = -k t!1en E(Xk) = E(X0 ) = constant for all k. 
In addition the variances of ai_y random variables are also the 
same, that is, 
(2.1.2) 
By taking m = 2 the distribution of any two pairs of ranctom 
variables separated by time distance his the same, i.e. 
F(Xk1,Xk2) = F(Xkl+h'Xk2•h) · 
Assuming the distribution function F is differentiable, the 
density functions are the same, i.e, 
f(Xk1,Xk2) = f(Xkl+h'Xk2+h) · 
As the first order statistic is constant we have 
cov (Xk ; xk2 ) = cov ( xk1 .hxk2 .h) 
On letting, for example, h = -kl, we have 
cov (Xkl, Xk2 ) = cov ( X0Xk2 -k1 ) 
which is a function, y(h), of h = k2-kl only, i.e. 
cov(X~,X1c2) = y(k2-kl). (2.1.3) 
Definition 2 .1. 3 (weakly/second order stationary): The process Xk 
is weakly stationary if conditions stated in equations (2.1.1) 
and (2.1.3) are satisfied i.e. the mean and the autocovariance 
function, y(h) of the process are independent of time k. 
Second order stationarity implies the autocorrelation 
between any two random variables by separated time r.=k2-kl is 
independent of the time k. Some properties of the autccovariance 
are giv~n (Assefi 1979) as follows: 
1) y(k2 - kl)= y(kl - k2) 
2) y(k2 kl)= y(O) for any k2 = kl 
3) y(k2 - kl) s: y(O) 
Definition 2.1.4: For stationary {Xk:k ET}, the autocorrelation 
function (ACF), p(h) is defined as, 
p (h) = y {h) 
y { 0) h E T. 
Example A time series whose realization is independently 
normally distributed is an example of a strictly stationary time 
series since the parameter of a normaJ distribution function is 
completely characterized by the mean and the variance. 
2.1.1 Some Stochastic Processes 
In this sub-section stationary stochastic 
introduced. These include the White Noise, 
processes are 
Autoregressive 
pr0cess, Moving Average process, Autoregressive Moving Average 
(ARMA) process and also non stationary stochastic processes such 
as the Autoregressive Integrated Moving Average process (ARIMA). 
The following definitions of these processes are taken from Ash 
& Gardner (1975). 
Definition 2.1.s: A discrete process {ek} is cal.led a purely 
random process (White Noise) if the random variables {ek} are a 
sequence of mutually independent, ide~tically dis~ributed 
variables. 
It follows from this difinition th<=! ACF of the white noise 
process is 
7 
for h = 0 
= 0, for !hi > 0. 
The white noise series is very important in time series 
modelling due to its autocorrelation function property. 
Definition 2.1.6: A process Xk is said to be a moving average 
process of order q, abbreviated to MA(q), if Xk is a linear 
combination of q purely random processes with mean zero and 
variance q/. 
Definition 2.1.7: A process Xk is said to be an autoregressive 
process of order p, abbreviated to AR(p), if Xk is a linear 
combination of the past p values of xk plus a purely random 
process with mean zero and variance 2 <7e . 
Definition 2.1.8: A stationary process Xk is said to be an ARMA 
(p,q) process if it is a linear combination of AR(p) and MA(q) 
processes. 
Definition 2.1.9: A non-stationary precess Xk, is said to be a 
random walk if Xk is the sum of k purely random terms ek, with 
mean µ and variance q 2 • 
Definition 2.1.10: A non-stationary process Xk is said to be an 
ARIMA (p,d.q) if Xk satisfies the relation, 
vdxk = ARMA (p,q) 
where v 1xk = (1-B)Xk, here Bis the back-shift operator such that 
B xk = xk-1· 
The random walk process Xk is an example of an ARIMA 
(p=0,d;l,q=0) process since v1Xk is an ARMA process where p = q 
= o. 
Definition 2.1.11: A vector process xk is said to be a vector 
autoregression of order p abreviated to VAR(p) if xk is a linear 
combination of the past p values of xk plus a purely random 
vector process with zero means and covariance matrix~ 
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2.2 An overview of the Linearity and Stationary Assumptions 
A linear model is a reasonably intuitive model to be applied 
to many types of real data particularly when represented in an 
autoregressive or moving average form. The linear model can be 
viewed as a special case of a more general model called the 
volterra series which is given by the relation between the input 
ek and the output Xk as follows: 
... 
... "' 
... ... .. 
Note that the first term is a linear representation of the 
stationary series. In order to estimate the parameters of (2.2.1) 
the generalised transfer function needs to be defined. 
Box & Jenkins (1976) have establish€'d a framework for 
modelling time series data using linear ARMA models. Examples of 
non linear models that can be regarded as the extension of the 
ARMA models include a class of Bilinear models (Subba Rao (1989), 
Granger, (1988)), and the Linear Threshold Autoregressive model 
(Tong (1990)). For non linear models which include moving 
average terms, the same invertibility condition as in the linear 
models will ensure the existence of autoregressive 
representations of the mod8l. Invert ibil i ty of ·.~he model is 
important in order to be able to represent the variation of the 
observation at time kin terms of observations at time< k (see 
Granger, 1 q90) . 
The stationarity condition will enable one to use the time 
domain approach (use th~ sample autocorrelation) and the 
frequency domain approach (use the estimated spectrum of the 
series) for analysing the properties of the series at any lag or 
frequency. 
Using spectral representation of the stationary processes it 
can be shown that a stationary series, Xk, will be likely to give 
rise to a linear model, see Priestly (1988) 
follows 
This is shown as 
9 
The spectral representation of a zero mean stationary process Xk, 
n 
X k = f e i&lk dZ { fu } 
-n 
k E 0,±1,±2, ... {2.2.2) 
is decomposed in terms of the sine and cosine terms for which the 
coefficient of each term i£ given by a stationary zero mean 
random variable with var= CT, denoted by complex valued Z{fu). 
The spectral density function fx(fu} of Xk is the discrete 
fourier transform of its sample autocovariance, y(h), that is, 
-res fu src. {2.2.3) 
The inverse fou~ier transform of the spectrum yields the sample 
autocovariance function, y(h), that is, 
y {h} = f ei&lhfx(fu) dfu h=0,±1,±2, ... (2.2.4} 
-11 
since fx(fu}dfu is the variance of dZ(fu), i.e., 
Obviously fx(fu) ~ 0 for all~. hence there is a complex valu~d 
function, W(fu} such that 
(2.2.5) 
By setting k=O in equation (2.2.4), we obtain 
11 
y(O} = var(Xk) = jh(fu)dfu. (2.2.6) 
-11 
By assuming var(Xk} is finite, then W(fu) will have the Fourier 
representation 
.. 
() (&l) = E A.ue-it>u. {2.2.7) 
u•-co 
Equation (2.2.2) has an alternative form if we set dz{&>) = 
dZ(fu)/~{fu), that is, 
10 
ff 
xk = f e 1~k<f) (fu) dz (fu) . 
-n 
If we substitute (2.2.7) in to the last equation, we obtain 
.. 7t 
u•-co 
f e i (k-ul ~ dz ( fu) 
k"-7! 
.. 
(2.2.8) 
where 
1t 
ek = f ei~kdz {fu) . 
--n 
From equation (2.2.5) Ek are uncorrrelated random variables or 
white noise since the spectral density is constant, that is, 
f (fu) cl@ = E( ldz(fu) 12) = E( I dZ(fu) 12) 
E ~(fu) 
It can be seen that fe(fu)=l. Equation (2.2.8) is an important 
result which gives linear representation of a stationary process. 
We will now consider the required stationarity condition of 
the AR(p) process. In order to imitate the oscillation behavior 
of the series a stationary model is required. The AR equation and 
its characteristic equation are given in equation (2.2.9) and 
(2.2.10) respectively. 
{2.2.9) 
or 
with the characteristic equation: 
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(2 .2 .10) 
Here Bis the back-shift operator as in definition (2.1.11). The 
stationary condition of an AR (p) model is determined by the 
solution of the difference equation (2.2.9), which is the sum of 
the complementary solution ( the solution of the auxi 11 iary 
equation (2.2.10)) and a particular solution (the solution in 
terms of the random terms). The complete solution for AR(p) when 
none of the p roots r 1 , r 2 , ••• , rP of the characteristic equation 
in the complementary solution are the same, will include the 
terms lJ(l/ri)k for i = 1 top, and is written as follows : 
{2.2.11) 
For the case when there are p common roots present, the 
complementary solution includes the term ( 1 + k + k 2 +... kp-
1) (1/r)k. If all of the module lril of the characteristics roots 
are outside the unit circle, then the solution of Yk will 
converge to zero fork - oo. Consequently the series becomes 
stationary since the statistics up to second order are constant. 
This is implied by the random terms in the summation sign. In a 
similar way we can find a stability condition 
ARMA(p,q) equations. 
for the MA (q), 
2.3 The Genera1 State Space Representation of Time Series Mode1s 
Many time series models can be put into the state space 
form, abreviated as SSF. The state space representation of a 
model in general involves two equations, 
measurement equation as follows : 
The state equation 
The measurement equation 
Tk 8k-1 + (pxp) (pxl) 
yk = 
(mxl) 
Hk 8k + 
(mxp) (pxl) 
the state and 
Gkwk ( 2 . 3 . 1) 
(pxl) 
Ek 
(mxl} 
(2.3.2) 
Here Tk is the transition matrix, 8k is the state vector, wk, ek 
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are random terms, Hk is the measurement matrix and Yk is the 
observed variables which can be univariate or multivariate. 
Definition 2.3.1 : The system matrices Tk,Gk and Hk are said to 
be time invariant ~f 
subscript k. 
Gk and Hk can be written without 
The state space representation for constant coefficients 
models will be presented to indicat~ how this type of model can 
be related to the time varying coefficients models. The extension 
to time varying coefficient models will be presented in chapter 
4. 
As will be seen in the given example, there is no unique 
representation for a particular model. As an example an AR(3) 
equation is considered. 
Example 2.3.1: Consider the AR(3} process : 
In terms of the backshift operator B the process can be written 
as 
where ¢(Bl= 1 - CGiB - ~B2 - ctiB 3 and the state variables are given 
by 
xc2} = 
k 
x
0
\ = xk. 
and 
The state equation for this model is 
0 k = [= ::: :J r~ ~ ::i [= ::: :::] + Gek 
x<3lk O 1 IX1 x!Jlk-1 
where G = (0,0,1). The measurement equation is 
This can be verified as follows : 
(2.3.3} 
(2.3.4) 
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From the state equation we have 
From the first equation 
CIG.3X () l k-1 
X < 11 k-1 + CtiX <3 \-1 
OG.3X <2\-1 + <Xi_X o\_1 
x<1)k-1 = ~x'3>k-2 
Substituting in the second equation we ubtain 
x<
2
\ = OG.3X 0 \_2 + CtiX 0 \-1 · 
Substituting for x 1"\ in the third equation we obtain 
x<3>k = ~x<3>k-2 + ~X(3Jk-1 + txiX(3)k-1. 
The last equation is exactly ~he same as AF 1 3) 
superscripts are omitted. 
if the 
The ARMA (p,p-1) representation can be obtained by changing 
the elements of matrix G with the MA(p-1) coefficients. In this 
case G = (b2 ,b1 ,l) and H = (0,0,1). The state space ARMA 
representation can be verified as above by repeatedly 
substituting the elements in the state vector. Another canonical 
representation of the AR(3) equation is obtained by c ~ining 
x<21 = 
k xk-i and 
In this case the state equation is 
x(}' 
(
x<
1
> l 0 
6k = X <2>: [ 0 
X (3) «1 
k 
1 0 
(
X (1) l k-1 
O 1 x< 2 > 
«2 «J X 01 ::: 
k 
{2.3.5) 
The corresponding state space AR11A (p,p-1) is given by the row 
matrices G=(0,0,1) and H =(b2 ,b1 ,l). The row matrix His obtained 
from the relation of polynomials in the ARMA equation : 
where 
= 0(B) Xk. 
In summary, we can obtain a canonical form of the state 
space representation of a particular model by defining all the 
elements of the state variables being considered. It is also 
possible to represent nonstationary models such as the ARIMA 
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models in the state space form as given by Brockwell & Davis 
(1983). The following example of SSF of the ARIMA {p=3,d=3,q=2) 
model is given below. 
Examp1e 2. 3. 2 : The State space form for ARMA ( 3, 2) of the 
stationary seri~s 
can be written as 
(2.3.6) 
and 
(2.3.7) 
The (3xl) state vector xk contains the lagged values of the c~rms 
Wk-j, where j = 1, 2, 3. The formulae ion for ma trices T1 , G1 , H1 fol low 
directly as in the eq:..iation (2.3.5) or equation (2.3.4). By 
noting that 
and setting the term yk to the left hand side we have: 
3 
Yk = V3yk + E( 3.)(-l)j•l Yk-j' 
jnl J 
By defining YJ.- = (yk_ 3 , Yk- 2 , Yk-l) T, 
A= (0,0,l)T and matrix 
B = ( ~ ~ ~l · 
-3 3 1 
it can be verified that Yk satisfies: 
3 
Yk = A{V Yk) + Byk-1· 
(2.3.8) 
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Note the 'ast row of matrix Bare the coefficients of the second 
right hand side of the terms in equation (2.3.8). By substituting 
equation (2.3.7) into V3yk, Yk can be written as 
The complete SSF of the nonstationary series yk is obtained by 
stacking all elements in vectors xk and Yk to yield a column 
vector 8k =- (xkT' y/)T of dimension (6xl) 
to get the following state equation 
It is straightforward 
and the corresponding measurement equation 
2.4 Properties of the State Space Models 
The stationarity of the state space model is determined by the 
the solution of the corresponding stochastic difference quation 
in terms of its state space form. This is shown by repeated 
substitution of the state variables in the measurement equation 
at a given time k. After the first substituti0n we have 
Continuing in this way we obtain 
(2.4.1) 
The eigenvalues of the transition matrix Twill determine the 
stationary condition for the constant coefficients model, where 
H denotes the constant measurement matrix. To show this, consider 
the state equation: 
which can be written as 
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(I - TB} 8k = GWk. {2.4.2) 
where B is the backshift operator. The corresponding 
characteristic equation is the matrix equation IB- 1 I - TI= 0. If 
all of the eigenvalues of the t~ansition ~ .rix Tare less then 
the unity (e.g, IBi- 1 ls1 for all i) then the solution 'dill be 
stable, since this means that ask becoming larger and larger Tk 
will be closer to zero. The stationarity condition implies the 
existence of the autocorrelation function y(h)= E(YkYk+h), which 
can be calculated by multiplying Yk to Yk+h and then taking its 
expected value. ;?or th1c case when Lhe coefficients are time 
varying the required stability condition is more complir.ated 
since we also need the measurement matrix hk to be bounded. This 
will be considered further in ~hapter Four. 
2.5 Data Transformation/ Fi1tering 
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Nonstationarity in the mean may be caused by the presence of 
any polynomial trend, functional trend, seasonality, integrated 
series or cyclical variation. Nonstationarity can be eliminated 
by implementing a linear moving average filter to the series. 
The moving average constructed to remove nonstatiunarity due to 
Fuller (1976) is presented as Chatfield (1983) argues that the 
characteristics of a linear moving average filter is often 
superior when compared with the difference operator. This is 
because the moving average filter usually uses more weights than 
the differencing operator. 
2.5.1 The Moving Average Fi1ters 
The following theorem indicates why the sum of the weights 
for constructing the filter, should be equal to zero. 
Theorem 2.5.1: Assume c stationary time series with 
absolutely surnma0le autocovariance function, is passed through a 
moving average filter, that is, 
M 
Yk = L wJxk-J 
j•-L 
where L,M are non negative integers and the we:ghts wj satisfy 
Then fy(O) = 0, where fy(©) is the spectral density of Yk. 
Proof The spect1cl density of Yk using property of spectral 
density is given by 
where 
M 2 
fy(©) = (21t) 2 l L wje- 1~1 fx(?i>} ;; (21t} 2 lfw(fu) 12 fx(©) 
j=-L 
M 
fw(?i>) = L wje-i~. 
j=L 
M 
By setting©= 0, and since I,w1 = 0, we obtain fy(O) = 0. j=-L 
2.5.1.1 Moving Average Filter for Removing the Polynomial Trend 
Another way to make the data stationary is by constructing 
a moving average fil1-er with input xk (the observed series) and 
output Yk given by 
(2.5.1) 
Here the weights wj are calculated such that 
(2.5.2) 
where n is the degree of the polynomial trend of the series and 
(2s +1) is the number of points used to estimate the local trend. 
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The short term trend can be approximated locally using a 
polynomial of k of degree n where k = -s, ... ,s. Using 2s + 1 
points moving averages, then degree polyr.omial is supposed to 
fit the trend: 
A A ' A. •? A 'n 
xk+J = Pok + t-11kJ + t-12kJ ~ + · · · + t-1nkJ + ek+J (2.5.3) 
where j = -s, ... , s. In matrix notation this equation can be 
written as follows, (see Fuller, 1976 pp 403): 
(2.5.4) 
where i1> is a (2s+l)x(n+l) matrix whose elements are filled by 
W(k,i) = ki for i = 0,1, ... ,s ; k = -s,-s+l,-s+2, ... ,0,1, ... ,s. 
The vector of the observed values is denoted by x == (Xk·s'Xk· 
Stl'''''xk,•••,Xs)T. Here ek = (ek-s'ek-s+l•···,ek•···,es)' is a 
vector of unobserved components of the series. The estimate of 
the parameter vector B = ( Aik, Pi.k, l3ik, ... , ~k)T can be calculated 
using the usual least squares method, that is, 
{2.5.5) 
For the centered moving average case we obtain the treDd estimate 
using the following formulae: 
(2.5.6) 
The elements of the weighting vector wT are as indicated in 
equation (2.5.6), noting that vector (1,0 1 ,0 2 , .•. ,0 5 ) corresponds 
to the Xk being approximated. Consider the fol lowing €xample 
(Fuller p.404). 
Example 2.5.1: The constructed moving average to remove a 
quadratic trend Xk+j = Aik + l3ikj + f3ikj 2 + ek+j is considered. 
Here the resulting output is given by 
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The short term trend can be approximated locally using a 
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{2.5.5) 
For the centered moving average case we obtain the treDd estimate 
using the following formulae: 
(2.5.6) 
The elements of the weighting vector wT are as indicated in 
equation (2.5.6), noting that vector (1,0 1 ,0 2 , .•. ,0 5 ) corresponds 
to the Xk being approximated. Consider the fol lowing €xample 
(Fuller p.404). 
Example 2.5.1: The constructed moving average to remove a 
quadratic trend Xk+j = Aik + l3ikj + f3ikj 2 + ek+j is considered. 
Here the resulting output is given by 
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where wj is the adjusted weight such that 
2 
.E wJj 1 = O 
ja-2 
for i = 0,1,2. 
Assuming the elements of matrix cI> are as follows 
1 -2 4 
1 -1 1 
Uo 
0 100] tI> 1 0 0 ( <l> (p T) = 10 (<P'PT)-1 = = 
1 1 1 0 34 
1 2 4 
17 1 0 35 7 
0 1 
10 
0 
1 0 1 -
7 14 
Wok 
T 
= {(l,0,0) (cI>T «I>) -1 cI> T} = (-r/70,24/70,34/70,24/70,-6/70). 
The corresponding adjusted weight, wT in order to fulfill equation 
(2.5.2) is wT = (6/70,-24/70,36/70,-24/70,6/70). Similarly, 
wl/ = { ( l, l, 1) ( cI> T (p) - l cI> T} : ( -10 / 7 0 , 12 / 7 0, 2 4 / 7 0, 2 6 / 7 0 1 18 / 7 0} 
w2 / = { (l, 2, 4) («I> T (p) l cf> T} = (6/70, -10/70, -6/70, 18/70, 62/70) 
By applying these weigh~s the resulting output will be 
stationary, this is shown as a linear combination of the random 
terms 
Yk = wTx = L wjxk+j 
note the summation runs from j ~ -2 to 2 
= 0 + 0 + 0 + 0 + l/70(6ek_ 2 - 24ek 
The computed autocovariance function 
y(h) = E(YkYk+h) for h = 0,1 ,2 ,3 ,4 , ... 
are given respectively as follows : 
y(O)= I:w/ = 
y(l)= L wjwj+l 
y(2)= L wjwj+2 
y(3)= L wjwi+3 
y(4)= L wjwj+4 
(1/70) 2 (36+576+1296+576+36) = 2520/4900 
= 1/4900(-6(24)-24(36)-36(24)-24(6))= -2016/4900 
= 1/4900 (6(36)+24(24)+36(6)) = 1008/4900 
= 1/4900(-6(24)-24(6))= 288/4900 
= 36/4900 
y(S) = O = y(h>4). 
The autocovariance function of the new series dies out quickly, 
provided the moving average filter has removed the deterministic 
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components of the previous seri8s. 
Similarly we can obtain Yk+l and Yk+ 2 using the adjusted 
weights w1 / , w2 / respectively, as follows: 
2 
Yk+m = L wjxk+j 
jm-2 
form= 1, 2. 
Theorem 2.5.3: A Moving Average constructed to remove polynomial 
trend of degree p will reduce a {p+q)th degree polynomial trend 
to degree q-1, where p ~ 0 and q >1 are int2gers 
Proof : write the trend functicn as 
p+q 
Tk = L, bi ki. 
i=O 
Applying moving average weights using 2M points, that is -M 
, ... ,M we obtain : 
M p+q 
= :E wj .E b1 (k+j) i 
j=-M imO 
Note that the first summation vanishes since the degree of 
M 
polynomial kr are r= 0, l, ... , p where I, wj kr = 0. 
j=-M 
2.5.1.2 Moving Average Fi1ter for Removing Non-stationarity 
Caused by Integrated Series 
The following definition concerning an integrated series of 
orders is taken from Fuller (1976), p.407 
Definition 2. 5. 3 The time series {Xk, k E {0,1,2, ... )} is 
called an integrated time series of orders if it is defined by 
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where {ek, k E (0,1,2, ... )} is a stationary time series with zero 
mean. 
The next theorem is presented to show that a construction of 
moving average for eliminating polynomial trend of degree p = n-1 
~ 0 will also be able to reduce the degree of integrated series 
{n>l) to be zero. 
Theorem 2.5.2 A construction of a moving average for 
eliminating polynomial trend of degree p ~ 0 can be used t.o 
eliminate the nonstationarity caused by integrated series of 
degree n ~ 1. 
Proof : 
Where p = n-1. 
First, the proof for p = 0 and n = 1 proceeds as follows. 
Following definition 2. 5. 3 the first degree integrated series can 
be written as 
and the weights for eliminating the mean satisfy 
The series obtained by applying this moving average is 
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Note that the last terms are the linear combination of finite 
random terms. Hence the series will be stationary. The proof for 
p>l and n > 1 is obtained by representing the integrated series 
with polynomial trend. For n=2 we obtain the following 
expression: 
wr is a first order integrated series. For n=3 we get 
k s r k k s k 
xk = :E E }:ei = }:us = E Er ek-r+l = L i (s+l) ek-s+1 
S"l ral i .. 1 8"1 s=l ral s=l 
noting U5 is a second order integrated series. For n= 4, 5, ... the 
following formula is appropriate : 
k 
= " j (j+l) (j+2) ... (j+r-2) 
L, ( ) ek-J+1 · J•l n-1 ! 
(2.5.8) 
By showing that the output of the n,--,ving average filter consists 
of finite sum of random terms ek and the weights for reducing the 
integrated series satisfy equation ( 2. 5. 2) then the f i 1 tered 
series will be stationary. For integrated series of order n, 
where n = 2,3, ... , Yk can be written as follows: 
M M j 
yk = L wJxk+j = L w1(Xk + L Zk+r) 
j•l j=l r=l 
M M j (z. • t w,..) :: xk Ew1 + .Ew1 E 
j•l Jal r•l s=l 
M M j t,(w. + i: v •• ,) = L wJjZk + .Ew1 E 
j•l jal r•l Cal 
By reexpressing the lower order integrated series until the zero 
?. 3 
order is achieved, and recalling equation (2.4.8), we obtain the 
following expression: 
y = f w (B (j (j+l) (j+2) ... (j+n-2)) + 
k 1-::f J k (n-1) ! 
j 
:E 
b=l 
(j (j+l) (j+2) ... (j+n-2)) e ) 
(n-l) ! k+J-b+1 
where Bk is analog with Wk in the prefious equation. Since Mis 
finite and the first term is zero then Yk is stationary. 
2.5.2 summary 
Data transformation is heavily used to make the data 
stationary. However, this may not always be the case, as perhaps 
we are interested in other methods \'lhich do not require 
stationarity i:issumpt ion. There are two purposes of trans format ion 
of time series data analysis : 
a) To make the data becomes stationary by means of eliminating 
any source of nonstationarity in the mean or covariance. 
b) To estimate the trend. 
A differencing operator of order r; r ~ p and r >- q can be 
performed to eliminate polynomial trend of a time series which 
contains the sum of polynomial trend of order p or integrated 
series of order n. This can be shown using the previous theorem 
since the sum of the weights of the differencing operator of any 
degree is zero. 
Data can also be deseasonalised using moving average filter. 
From Theorem (2.5.1) it can be concluded that if the filter 
is intended to produce a smoother series, then the sum of the 
weight must not be equal to zero. This fact will be used to show 
that the Kalman filter is a trend estimator in chapter three. 
Here the terminology trend escimator comes directly from the 
value of Fourier transform at zero frequency which is associated 
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with the nonstationary (the mean) component of the series. 
orthogonal projection, P (Oki Yk-l) of the variable being estimated, 
Ok, onto the subspace spanned by stacked vectors of past 
observations Yk-l = (y1 , y 2 , ••• , Yk-l ) where k = 2, 3. . . N, that is, 
{3.1.1) 
The residuals conditional on the k-1 past observations, eklk-l' 
defined as 
f OI k = 1, 2, .. , N (3.1.2) 
are perpendicular to any of Yk in order to yield uncorrelatedness 
between the estimates and the error. 
By implementing Granun-S~hmidt orthogonal process, we obtain 
the least squares estimator for 8k based on the past information 
Yk as fol lows: 
= (3.1.3) 
Substracting both sides from 6, we obtain 
(3.1.4) 
The expectation of the right hand side of equation (3.1.4) after 
multiply:Lng by ykT will be zero since (8k-E(8klYk)) is orthogonal 
to every yk. Taking expectations this yields the fol lowing 
equation 
= (3.1.5) 
By again multiplying yk to both sides of equation (3.1.4) we 
obtain another expression for E(8klYk), that is, 
{3.1.6) 
Equation (3.1.6) is used to get the following relation 
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(3.1.7} 
Here Yk is viewed as new information, where Ik is the innovation 
relative to Yk or 
(3.1.8) 
By following the result of the right-hand side of equation 
(3.1.6} we have 
(3.1.9) 
The least squares estimate of 8k given by both sides of equaL~on 
(3.1.7) are the same. Following Aoky (1990), using equations 
( 3. 1. 6} , ( 3 .1. 9) and uncorrelatedness between Yk-l and Ik, 
equation (3.1.7) can be obtained as follows: 
(3.1.10) 
3.2 The Kalman Recursions 
Consider the following state space equation: 
State equation: 
{3.2.1) 
and the measurement equation: 
(3.2.2) 
Note that the notation for the measurement matrix, Hof general 
state space model is replaced by the measurement vector hk. 
The following assumptions taken from section 12.2 of 
Brockwell & Davis ( 1991) are needed to obtain the Kalman 
recursion formulas. 
Assumption 3.1: 
1. The random variable Yk and 8k are assumed ~o be generated by 
equation (3.2.1) and (3.2.2) 
2. The vectors~ and 8k are, respectively an (mxl) dimension of 
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fixed vector and random vector. 
3. The (mxm) transition matrix Tis a mxm fixed matrix. 
4. The vector wk and scalar ek are assumed to be an uncorrelated 
sequence with 
(::) -n ((~) '(~: ::)). 
5. The collection {8k,(wkT,ek)T, k=l,2, ... } is an orthogonal 
sequence of random vectors with finite second moments. 
6. The matrices transition matrix T, the measurement vector h:, 
the covariance matrices Qk, Sk, Rk are completely known, and 
(wk,ek) are uncorrelated with the initial state 8010 , (see Watanabe 
(1990)). 
7. rrhe distribution of 8010 , the state vector at time zero has 
normal distribution 
In practice these quantities need to be estimated from the 
data. There are three types of Kalman recursions, the type is 
based on the total observation t being used by the state estimate 
at each discrete time k. The three types of estimates are 
(1) Predictive problem where t = 0,1,2, ... k-1 
(2} Filtering problem uses t = 0,1 ~ .... ,k and 
(3) Smoothing problem uses t = T, ... , k, where T>k. 
Each of these problems can be solved recursively using the sets 
of Kalman recursion. 
The best linear mean squares estimator for 8 is given in the 
following definition (Assefi (1979) pp.128}. 
Definition 3.1: An estimator O(y) of O is optimal if it is the 
best linear mean-squared estimate, that is, 
E(ft(y)) = 8 and E[l8-8(y}ff 2 IYJ = min E[l8-11 2 jY] 
over all random vectors 1 E Y. II 
Since the Kalman filter derivation is based on the orthogonal 
principle then definition 3.1 is satisfied. 
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From equation (3.1.7) an important result relating to the 
estimation problem is obtained, that is, 
Note the term y 0 is includ~d in this equation to serve as the 
initial value of the observat:on at time k = 0. Because its value 
is not known it needs to be estimate6. Using equation (3.1.10) 
this equation can be written as follows 
(3.2.3) 
In general this expression can be written in a slightly different 
way in terms of a linear operator Pk; 
{3.2.4) 
Similarly we have 
{3.2.5) 
The second term of the right hand side equation (3.2.3) can be 
written as 
{3.2.6) 
Using results (3.2.4)-(3.2.6), equation (3.2.3) can be written 
as: 
It can be observed from equation (3.2.7) has an interpretation 
that the residual ek of orthogonal projection Ok on the set of 
observations (Yk-l' •••• ,y1,y 0 ) is uncorrelated with each Yk· 
The following observations taken from Brockwell and Davis 
(1991), Chapter 12 that will be used later are given. 
{ 1) By the definition of orthogonality or uncorrelatedness 
between the residuals and each observed value yk we have : 
(8 - Pk(O)) is orthogonal to yi; for i = 0, ... ,k. 
(2) If all the compon~nts of 8 and y 1 , ••• ,yk are jointly normaly 
distributed and y 0 = 1, then Pk(O) = E(8jy1,y2 , .•. ,yk) fork~ 1. 
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( 3) Pk is linear operator, fer an kxv matrix A and random vectors 
of an appropriate dimension then 
(4) P(8ly) =My, matrix M can be obtained from the coefficient 
in the right hand side of equation (3.1.6), that is, 
If the proper inverse does not exist then the generalised inverse 
can be used to find M. 
(5) The estimate of 8 c:1t time k conditional on the firsts 
measurements is denoted as 8kls' where it is equai to P5 (8k). 
3.2.1 The Kalman Prediction algorithm 
Proposition 3.2.1: (Brockwell & Davis (1991)) Given the state 
space model as in equations (3.2.1) and (3.2.2) and assumptions 
3.1 then the one-step-ahead predictor of the prediction problem 
is 
with the error covariance matrix given by 
In addition the equations are uniquely determined by the initial 
conditions 8 1 10 , P1 1o· The updated estimate is given by 
(3.2.8) 
The proof uses observations (1)-(5} above, equation (3.2.7) and 
by recalling that Ik = yk - Pk_ 1yk == yk - hkT 8kl k-l. The complete 
derivation is provided by Brockwell and Davis {1991) in section 
12.2. The following formulas are obtained from the derivation: 
{3.2.9) 
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(3.2.10) 
and 
(3.2.11) 
By defining 
the recursion between P\lk-l and P 8k•llk can be written as 
(3.2.12) 
The covariance matrix of the es .. imate is obtained by substracting 
equation (3.2.12) to equation (3.2.12), that is, 
(3.2.13) 
3.2.2 The 1-step Prediction of {yk} using the Kalman Recursion 
The best linear predictor for 1-step-aheads is provided 
readily from propotition 3.1. Pollowing equation (3.2.8) then the 
one-step-ahead prediction of th( state veccor is 
The 1-step-aheads prediction follows a recursive relation 
( 3. 2. 14) 
for 1 = 2, 3, 
This also applies to the 1-step-aheads prediction of the 
observation 
for 1 = l, 2, ... ( 3. 2. 15) 
Referring to equation (3.2.12), the corresponding error 
covariance matrices for the state prediction is 
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for 1 = 1, 2, ... (3.2.16) 
Following equation (3.2.10) the error covariance matrix for the 
1-step-Rheads prediction of observed value is given by 
(3.2.17) 
3.2.3 The Ka1man Fi1ter Recursions 
The filtering problem can be used for estimating the state 
variable at time k, in which all the observed values up to time 
k are used. The following proposition gives the Kalman filter 
algorithm. The proof follows the orthogonal principle as outlined 
in the book by Brockwell and Davis (1991) with notational 
changes. 
Proposition 3.2.2: Under the condition provided by propotition 
3.1, the estimates 6klk = Pk(8k) and the error covariance matrices 
are determined by the relations 
(3.2.18) 
and the error covariance matrices of the estimates 
(3.2.19) 
Proof: 
By implementing equation (3.2.7) and observations (1)-(5), 
we obtain 
= 6klk-1 + Kkik, 
which is the form of equation ( 3. 2 .18). Following equation 
(3.1.9) Kk is equal to 
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From equation (3.2.10), E(Ik2 ) is already obtained and applied to 
the following expression : 
(3.2.20) 
Equation (3.2.19) can be obtained by writing 
Using equation (3.2.7} and the orthogonality between (8k - Pk8k) 
and Kkik, the error covariance matrices of the filtered estimates 
are 
Using equation (3.2.10) and (3.2.20) the left hand side of this 
equation represents Pk/ k-l and the right hand side represents 
By substracting the left hand side to the second term of the 
right hand side and remembering the form of Kk as given in 
(3.2.20), equation (3.2.19) is obtained. 
Following Gelb (1976},p.111) the expression for Kk can be 
simplified to be of the form 
(3.2.21) 
The form of Kk can be shown as in equation (3.2.21) by using the 
fact that 
where I is an identity matrix and 
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Following equation (3.2.20) we have 
From this equation we have 
Expanc ing and collecting the terms, 
obtained. 
equation 
3.2.4 The Fixed Interval Smoother Algorithm 
(3.2.21) is 
The smoothing algorithm is basically the extension of 
filtering problem. As will be seen the algorithm requires the 
filtered estimate to obtain the smoothed estimate. Following 
equation (3.2.17), the variance of the one-step-ahead prediction 
(3.2.22) 
is 
(3.2.23) 
F'nllowing Mendel (1987) p.185 and using the notation given in 
(3.1.2) the following formulas are needed in order to be able to 
derive the Kalman smoother recursions: 
(3.2.24) 
and 
{3.2.25) 
The fixed interval smoother algorithm proceeds as a backward 
filter by implementing all the available measurements up to time 
N. For example given the total observations= N, the smoothed 
estimate then starts to calculate Oki N at time k = N-1, for k = N-
1, N-2, ... ,0, hence the smoothed estimate at time k = N is the 
filtered estimate 8NIN itself. The algorithm then represents N-k 
stages mean-squared smothed estimates of the state vector OklN 
where k = N-1, N-2, ... ,0. Because of this reason, mathematical 
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induction is needed in order to proof the formulas. The results 
given in the book by Mendel (1987) will be used to get the fixed 
interval smoothing algorithm. 
3.2.4.1 The Sing1e Stage-Smoother Estimator 
Proposition 3. 2. 3a : The single stage mean-squared smoothed 
estimator of ek, 0kjk+l is given by the expression 
(3.2.26) 
where the ~~in matrix Mk, is of the form 
{3. 2. 27) 
Proof : 
The usual projection operator is used to obtain 
= 8 + par " -1I klk k, k+1f..,h1 k+l' (3.2.28) 
It is clear matrix Mk can be expressed using coefficient Ik+l in 
equation (3.2.28) 
M - p6I " -1 k - k,k+llk l..,k+l ( 3. 2. 29) 
hence by using equation (3.2.9), where Sk = 0 and equation 
(3.2.22), Mk can be shown as in equation (3.2.27). 
Another way to obtain this expression is by computing 
8I • P k,k+llk using (3.2.24), (3.2.25} and the orthogonality principle 
as follows: 
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(3.2.30) 
Substituting (3.2.30) and (3.2.23) into (3.2.29) we obtain 
(3.2.27). From the smoothing formula, it can be seen that the 
filtered estimate is required to get the smoothed estimates. 
Proposition 3.2.3b: Mk.i can be written in term of the Kalman gain 
Kk+l' 
(3.2.31) 
where 
(3.2.32) 
Proof: 
Using equation describing the Kalman filter gain Kk•l given by 
equation (3.2.20); 
the following relation is obtained 
(3.2.33) 
Substituting (3.2.32) into (3.2.37) equation (3.2.32) is 
obtained. 
Result from equation (3.2.32) can be used to get another 
representation of equation (3.2.26), that is, 
(3.2.34) 
If equation (3.2.31) is substituted into equation (3.2.26), then 
{3.2.35) 
but 
Substituting the right hand side of equation ( 3. 2. 36) into 
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{3.2.36) 
(3.2.35), then equation (3.2.34) is obtained. 
3.2.4.2 Then-Stages Smoother A1goritbm 
The following proposition taken from Mendel (1987) gives the 
algorithm for the fixed interval smoother recursions. 
Proposition 3.2.4: The mean-squared fixed-interval smoothed 
estimator Of 0k, 0klN is given by the expression 
where matrix Jk is as defined in ( 3. 2. 32) . The corresponding 
error-covariance matrix of the estimator 8klN is given by 
(3.2.38) 
where k = N-l,N-2, ... ,0. 
Proof : 
Equation {3.2.37) can be proven using mathematical 
induction. It has already been shown for N-k = 1, this yields 
equation (3.2.31) and also equation (3.2.34). The same way can be 
implemented for N-k = 2,3, ... ,N-1. The detail of the proof is 
provided in the book by Jazwinsky (1971). The proof for equation 
(3.2.38) proce~ds the usual way as we did before. First, from the 
definition error estimate of 8klN' we have 
(3.2.39) 
The following relation is obtained by substituting (3.2.37) into 
(3.2.39), that is, 
or 
(3.2.40) 
The terms which are conditioned on N observed values are 
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collected on the left hand side and the terms conditioned on k 
observed values are placed on the right ha1d side as follows 
(3.2.41) 
The orthogonality principle must be used when calculating the 
covariance matrices of both sides equation (3.2.41), as shown 
below 
or 
(3.2.42) 
e e In order to be able t.o calculate P kdjk and P k+ljN recall that 
ek+l = ek+llk + ek+llk 
and 
By taking the expexted values of the quadratic expressions of the 
last two equations, we have 
(3.2.43) 
and 
(3.2.44) 
Equating the right hand sides of equations (3.2.43) and (3.2.44), 
therefore 
(3.2.45) 
By replacing the term inside the bracket of equation (3.2.34), 
equation (3.2.38} is obtained. 
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3.3 Properties of the Ra1man Recursions 
The following subsections outline useful properties of the 
Kalman recursions. This will be useful in the application of the 
Kalman recursions in time series modelling for the estimation of 
the unknown variables (state variables). 
3.3.1 The Time Invariant Univariate State-Space Mode1 
The following definitions taken from Harvey (1989), p. (115-
116), describing the properties of the time invariant univariate 
state space models, are presented. We assume that the state space 
model is written as follows: 
(3.3.1) 
and 
(3.3.2) 
Definition 3.3.1: Definition of controllability The system 
(3.3.1)-(3.3.2) is said to be controllable if Rank [G,TG, ... ,] = 
m. 
Definition 3.3.2: Definition of observability The system (3.3.1)-
( 3. 3. 2) is said to be observable if Rank [hT, TThT, ... , (TT) m-lhT] = 
m. 
3.3.2 The Steady-State So1ution of the Ka1man Recursions 
Note mis the dimension of the state vector. If the steady 
state solution exist then the error covariance matrix Pk+il k is 
time invariant, that is 
{3.3.3) 
where matrix P must satisfy the Ricatti equation 
This expression can be obtained from the Kalman filter algorithm 
by expanding the term (8k+ll k - E ( 8k+ll k) ) 2 and taking the 
expectation. 
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The condition required for the steady state solution to 
exist is determined by the model stability, that is j"i_(T) l<l, i= 
l, ... ,m and the initial covariance matrix, P1 10 must be a 
positive semi definite matrix see Harvey (1989},p.119. 
3.3.3 Ra1man Filter Recursions as Trend Estimator. 
There is a relation between the filtered estimate 8klk and 
the observations Yk up to time k which is similar to an output-
input relationship of a linear filter given in Chapter Two. 
We can show this relationship as follows. First, consider 
that we can express the filtered estimates in terms of a linear 
combination of the current estimate conditional on the 
observations up to time k-1 and the observation at time k as 
follows : 
{3.3.5) 
where Kk is the Kalman filter gain as in equation (3.2.15). Then 
equating the right hand side to equation (3.2.18), we get 
{3.3.6) 
Substituting the last result to (3.3.5) we obtain the following 
relation 
But the one-step-ahead prediction at time k-1, (8klk-l) is obtained 
from the filtered estimate at time k-1, (8k-ljk-l) , that is 
6klk-1 = T Bk-1jk-1 • 
Inserting this term into the above relation, we obtain 
= F' (k} 8k-1lk-1 + F(k) Yk (3.3.7) 
where F(k) = Kk and F' (k)= [I-F{k)hkT]T. Equation (3.3.7) provides 
a recursive relation between the past and current filtered 
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estimate. By repeatedly substituting Oklk fork= N-1,N-: ... ,0, 
we get: 
akjk = F 1 {k) [F1 (k-1) ak-2jk-2 + F(k-1) Yk-11 + F(k) Yk· 
Continuing in this way, we obtain 
8klk = F 1(k)F1(k-1) .. . F 1 (1)8010 + F 1(k)F1(k-l) .. . F(l)F(O)y0 + 
F 1 (k) F 1 (k-1) ... F(2) F( 1) Y1 + ..• + F 1 (k) F(k-1) Yk-i + F(k) yk 
k 
= w 8010 + L WjYj• 
j .. O 
(3.3.8) 
Here 80 10 is assumed to be a random vector since it is not known. 
Here matrix W has dimension the same as Okjk· The form given in 
equation (3.3.8) clearly describes the input-output relationship 
between y j for j = 0, ... , k and Oki k with the weights vector wk. 
From equation (3.2.15), the filtered estimate will be close to 
the one-step-ahead state prediction if ~F(j)~ is very small for 
every j e.g, ~F(jd- o. For the case when hk is a constant 
vector, Oki k only depends upon the random vector 0010 , that is, 
k 
ek/k = .E r<k-j) F(j) Y1 + Tk8010 00 Tk8010. 
j .. O 
(3.3.9) 
If !F(j)ff are sufficiently small but not equal to z~ro and Tis 
a positive definite matrix, then the sign of all weights are 
negative or positive. Hence the Kalman F.1.lter is a low pass 
filter since 
(3.3.10) 
3.4 The App1ioations of the Ka1man recursions 
The main problems relating to the state space models are 
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estimation of the state variables using measurement data, The 
estimation problem can be solved using the Kalman filter. The 
smoothing algorithm can be used to obtain the smoothed estlmates. 
The following applications are given to describe the 
estimation parameter in the time series modelling using state 
space methodology in which the Kalman filter and smoothing 
algorithms are implemented. Because the analytic solution are 
sought, only relatively low order state variables are 
considered. 
3.4.1 The Ordinary Least-Squares (OLS) Estimator as the Specia1 
Case of the Ka1man Fi1ter Estimator 
The first example illustrates how the parameters of the time 
varying coefficient regression model : 
11 k oo NID ( O , a/ } 
i = l, ... ,k. 
can be estimated using the Kalman filter algorithm. This model is 
in fact another representation of the linear growth model given 
in the book by Chatfield (1986), pp.191. Furthermore, if the 
disturbance term describing the parameter changes is set to zero, 
then the model becomes a constant parameter regression model. By 
applying least squares estimates for the initial values of the 
state vector, 8q 0 and its covariance matrix, Po1o, it will be 
shown that the resulting state estimates at any particular time 
are the same as the estimates obtained via OLS. 
Examp1e 3.1: Given the following linear growth model 
11k 00 NID ( 0, o/) 
the state equation for this model is 
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and the measurement equation is given by 
Since the initial values for Polo and 80 10 are not given, then they 
will be obtained using the first two observation values, e.g, X1 
and X2 • The least squares estimate for 82 12 = (µ 2 , ~)T is 
calculated as follows: 
Using matrix notation, we obtain 
and the corresponding covariance matrix is given by 
= (E(X2-µ2)2 E( (X2-JJ.2) (X2-X1-~2) )) 
* E(X2-X1 -P2> 2 
By setting q} equals to zero, then the estimates of the sLate 
vector at time k is just the same as the estimate of constant 
parameter regression model 
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Given the following initial values, 
= (0~ 
02 
11 
and the noise covariance matrices : Q ~ [OJ and R = q/. 
(a) 
Applying the Kalman filter algorithr,1 (3.2.18)-(3.2.20), the 
predicted state at k = 3 is 
and the corresponding covariance matrix is 
p . - TP TT +Q - ( ) ( ) = o2 1 1 ((J~ 0~ l 1 0 3 j..! - 212 - 1 0 2 2 1 1 11 
0 11 20TJ 
whereas, 
and 
02 
= _'1 
6 
The estimate of the state vector at k = 3 is 
(s/6) 
)./2) 
Setting <i>i,; = O implies ~ = ~-l = (3, the regression equation (a) 
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can be obtained by solving the following difference equation: 
(b) 
where 
for k = 1, ... 
Substituting the following solutio~ : 
( c) 
to the measurew~nt equation, we have: 
( d) 
Using result (d), the OLS estimate for a and f3 can be obL1ined as 
follows: 
(;) (; 164rl~ 1 
~HJ "" 2 
( 4/3X, + 1/3X2 
- 2/3X3). 
= 
-1/2X1 + 0 + 1/2X3 
From (c) we have µk =a+ I)<, hence fork= 3 we obtain : 
= + a 
Note this is the first element of state vector 83 13 , the second 
element is just f3, which is equal to -1/2X 1 + 1/2X3 • 
3.4.2 The Kalman Recursions as Trend estimator 
This example describes how the steady state solution of the 
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Kalman recursions is used to obtain the filtered and smoothed 
estimates of the state vector. By applying the fixed interval 
smoother recursions, the smoothed series, E{YkjN} = µklN' at any 
particular time k, is shown to be a weighted moving averages 
ofobservations at time k-l, k and k+l with the corresponding 
weights 1/4, 1/2 and 1/4 respectively. 
Examp1e 3.2: The following structural model 
has the state equation: 
and the measurement equation given by 
The system matrices are controllable and also observable since 
their rank are the same as the dimension of the state vector,i.e, 
Rank ( G, TG) = Rank (~ ~)= 2; 
These conditions imply the steady state solution of the Kalman 
filter exist, which is obtained by solving the Ricatti Equation 
and setting Pk+ljk = Pkjk-l = P, we have 
It can be seen that b = c = ci and {a 2 + 2ac + c 2 )/(a+c) = 4c or 
a+ c = 4c or a= 3 c, therefore we obtain 
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p = (; !) = 0 2 (~ ~). 
The Kalman filter estimates based on the steady state solution is 
obtained by substituting P into the Kalman filter algorithm. From 
equation {3.2.20), the gain of the Kalman filter now is of the 
form 
= (Jd-/4d, d-/4<:r)T: (3/4, 1/4)T . 
Substituting Pinto equation (3.2.19), the covariance matrix of 
the filtered estimates Pkfk is now to be constant, that is, 
_ _ I(h T _ ( , 7 5 <J 2 . 2 5 0 2 ) P. - p k p - . 
. 2 5 o2 • 7 5 a2 
The steady state solutlon for the filtered estimate can be 
obtained by substituting the gain K into equation 3.2.18 as 
(1 1) (µk-1] (3 / 4) lµk-1] e~ .. 1k = o o Tlk-1 + 1/4 (yk - (1 1) 'llk-1 ) • 
Starting 8k-llk-i= (O,O)T and substituting this into (el we 
obtain 
From result (el we also have 
( e) 
(g) 
By using (e), {g) and recalling that the steady state solution 
occurs at period k = t then we can write µk forwardly in terms of 
the current and past observed values for periods: t, t+l, ... , N 
as follows: 
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µ = 1.. + 3 y t:+l 4J t: 4 t:+l 
µ = 1 y + 3 y + 3y 
t:+2 16 t: 16 t:+l 4 t:+2 
µN = 4 - (N- t:) y + + 3 y + 1. YN. 
t: ' • ' 16 N-l 4 
The smoothed estimate can also be obtained based on the results 
of the filtered estimates using the fixed interval smoothing 
algorithm given in equation (3.2.37). This equation can be 
written as 
k = N-1, .... , 0 (h) 
where 
(. 5 -. 5). Jk = P.rrp-1 = • 5 
-.5 
Following (h), the smoothed estimate µklN for N=k+2, k+l, ... , 1 are 
as follows: 
= ( • 5 -. 5) (. 5 -. 5) 
ek,N __ 5 . 5 eklk + • 5 __ 5 ek•11N· 
The smoothed estimates of the state vector using N=k+2 
observations are obtained by substituting results (f) into 
equation (h) as follows: 
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= (1/ 4yk + 1/2Yk+l + 1/ 4Yk+2). 
1/ 4 (Yk+2 - Yk) 
Note the first element of 8k!N is the estimate of the level of the 
series, µklN. This result shows that using this model, the 
smoothed level estimates of the series at time k, obtained from 
tho ntei:ldy r:1tnte i:,olut:Jon of' the KtJ.lmon fi..xed interval smoothing 
lds;1or-ithm ifJ the nernH,; em tho nrnuJ t of: entimcH.ing the level of: 
tl,e seriel:l using llilclc L•ciints ('entoracl movi11q A\lelnU¢, with L)\i::; 
Weit)l1tR1 1/4, \/~!. l/4 r'oJ·tP.spcmd to the observat.lons at Limrc1 k· 
1, k, and k1l respectively. 
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Chapter 4 
Modelling Time Series Using Time Varying Coefficients 
representations 
introduced in 
of the time varying 
section one. The 
Various 
coefficients 
coefficients 
state space 
model are 
of the models may vary according to a stationary 
stochastic processes, e.g, vector autoregressive process, second 
order autoregressive processes, a nonstationary stochastic 
process such as random walks, or random prc~ess. 
Section two describes how the Kalman filter algorithm can be 
used to obtain estimations of the parameters for time varying 
coefficients models. 
Section three provides the forecast function of the time 
the 
the 
varying coefficient autoregressive model, 
application of the Kalman prediction as 
previous chapter. 
which involves 
considered in 
Section four and five provide the properties of the Maximum 
log-likelihood estimator and includes some theoretical results of 
the stability/stationarity of the time varying coefficients based 
on the Kalman filter algorithm. 
4.1 State Space Representation of the Time varying Coefficient 
Autoregression Mode1s 
As indicated in the previous chapter, the state space form 
of the univariate time varying oefficients model can be written 
as follows: 
The measurement equation is 
k ~ 0 (4.1.1) 
where the dynamic of 0k is described using the difference 
equation, known as the state equation, that is, 
{4.1.2) 
Here Yk is the observed variable, hi/ are the regression variables 
which constitute elements of the measurement matrix that are 
assumed to be known and nonstochastic at time k. Superscript T 
denotes the transpose operation, 6k is the unknown parameter 
vector needed to be estimated from the data.Tis the transition 
matrix and the subscript k denotes discrete time. The random 
disturbances ek and wk vector are assumed to be mutually 
uncorrelated with zero means and constant covariance matrices R 
and Q respectively. 
The transition matrix Tis considered as a constant matrix 
but the measurement matrix hkT is allowed to change over time, in 
other words, the system matrices are not completely time 
invariant. The next section presents various time varying 
coefficients models in the state space form. 
4.1.1 Autoregressive Model With the Coefficients Vary 
According to Vector Autoregressive Processes of order 1 
For an Autoregressive model of order m, the observed 
variable j written as follows : 
(4.1.3) 
where k = m+l, ... , N. If the parameters a 1k, aL , ... , amk are written 
in the vector form 8k = ( a 11<, a 2 k, ••. , amk) T, then the state equation 
can be written as 
(4.1.4) 
In terms of a set of linear equations the state equation can 
be written as a matrix equation where k = m+l, 
is, 
a1k tll t12 tlm a1k-1 
a2k t21 t22 t2m a2k-1 
ak = = + 
amk tml tm2 . tmm amk-1 
4, .... , N, that 
wlk 
W2k 
wmk 
The transition matrix Tis a square matrix with the dimension 
determined by the dimension of the state variables. The elements 
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of the transition matrix are denoted by ti; for i,j = 1,2, ... ,m 
attd the measurement equation can be written as 
If the transition matrix is an identity matrix, the 
coefficients change according to the randon1 walk vector. Since 
the coefficients are not constant over time the random error 
vector wk needs to be included and it is assumed to be white noise 
series. The vector wk is assummed to be multivariate normally 
uistributed with zero means and constant covariance matrix Q. 
The random error which represents the observed variable is also 
assumed to be white noise and normally distributed with zero mean 
and constant covariance matrix R. The following example is taken 
from Luthke: Jhl (1990) pp.445 
Example 4.1 Suppose the scalar observable variable Yk is 
generated by the random coefficient regression model : 
where ~ = ~-l + wk is an AR ( 1) process. Suppose further that vk 
and wk are independent zero mean Gaussian white noise processes 
with variance 1, vis~ constant and let~ be a standard normal 
random variable. The conditional distribution of the state 
variable ek = ~ given by y 1 , y 2 , .•• ,Yk-l is obtained by assuming 
that the state variable and the measurement variable are joint 
normally distributed : 
(;:) = ({)ak + (~)v. + (~) v. 
Since the obtained estimate is based on information up to time k-
l then we can write the equality as follows : 
which is a multivar~ate normal distribution with mean vector 
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and the covariance matrix given by 
x/a2 Pk-1lk-1 + x/) · 
x/« 2 Pk-1lk-1 + 1 
Here Pk-llk-l is the covariance of the state estimate 8k-ljk-l · 
4.1.2 The Time Varying Coefficient Model With the Coefficients 
Varying According to An Autoregressive Processes 
This model has the same representation as used in equation 
{4.1.3). The difference is in its transition matrix where the 
coefficients are considered to follow p-th order autoregressive 
processes. The following example is the state space 
representation of the time varying coefficients Autoregressive 
model of order 1. 
Example 4 .2 Suppose an AR(l) model, yk = a 1 kYk-l + Ek whose 
coefficient is allowed to change according to an AR(2) process, 
then fork= 2,3, ... N, we obtain the state equation : 
= 
(
X (l) kl = (Q a2 ) 
x(2l k 1 a1 (
X (1) l k-1 
+ 
x<2> k-1 
and the corresponding measurement equation: 
For autoregressive series of order two, the transition 
matrix of the state equation has dimension 4x4 as indicated in 
the following state equation. 
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a1k tll 0 t12 0 alk-1 W1k 
ek a2k 0 t22 0 t24 a2k-1 W2k = = + ; k=3, 4, ... ,N (4.1.5) 
alk-1 1 0 0 0 a1k-2 0 
a2k-1 0 1 0 0 a2k-2 0 
The measurement equation is given by 
Note the representation of the transition matrix is not unique as 
has been previously mentioned in chapter 2. 
Examp1e 4.3 : Another state space form of the above model fork 
:::: 3, 4, ,N, is as follows : 
x<1J 0 Ac. r. 0 x<1J 0 k .., k-1 
x<2J 1 a1 0 0 xC2l wk 
ek 
k k-1 (4.1.6) = = + 
xC3l 0 0 0 a4 xC3l 0 k k-1 
x<4l 0 0 1 a3 x<4l wk k k-1 
and the corresponding measurement equation is 
The transition matrix T can be easily extended to higher order 
time varying coefficient of autoregressive models. 
The representation for a time varying coefficients model for 
models where the state equation lncludcrn the rnov.in~1 l'.IV(:H'l.lge t:er.ms 
such as 
(4.1.7) 
is not suitable because the moving average terms are required to 
be estimated. Ledolter (1982) in his paper suggests to 
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approximate the Ek term using a Taylor expansion as follows: 
p 
Ek ... ek(81) + (a 0 -80 ') uk{61) + L (b1 -6/) v1k(B1) 
1 .. 1 
q 
+ :E (aJ-8/) wJk(81). (4 .1. 8) 
j=l 
Here Ek(8) is the one step ahead forecast error of model (4.1.1) 
with coefficients vector 8'=(Et', 81• ..•• , ap·, c»', ... , <b'}T, i.e., 
8(B)Ek(6') = ¢(B)yk- 8 0 '; u.(8'}, v,.(8'} and w,,(8°} are the 
derivatives of Ek with respect to 80 , 81 and <b respectively. Using 
the expansion in equation (4.1.8) the tim~ varying coefficients 
defined as in (4.1.2) can be expanded around 8k= T8k_,. The state 
space equation is presented using Ek ca·} as the measurement 
variable, (Ok-8.") as the state vector, T as the transition matrix 
and h/ as the measurement matrix whose elements consists of the 
first derivatives of Ex with respect to each coefficient. For a 
complete discussion see the paper by Ledolter (1982) p.467. 
Other authors e.g. Wang et. al. (1990), Lutkepohl (1990), 
have presented the time varying coefficients for ARMA model 
without performing any adjustment. Wang et al assume that the 
moving average term must be known in advance in order to apply 
the state space representation of time varying ARMA model 
dirrectly. The direct representation of the time varying 
coefficients of ARMA (2,1) is given as follows. The coefficients 
follow second order autoregrP.ssive processes written as follows: 
The transition matrix has dimension ( 2 {np+nq) x2 (np+nq)) . The 
coefficients are arranged in a vector form 6/. Since 8/ 
{ a 11,, a 2k, b 1k, a 1k-i, a 2k-l, b 1k-i) T varies acording to ARMA ( 2, 1) process, 
the state equation must be written in the augmented form, fork 
= 4, 5, ... , N, that is, 
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a1k t11 0 0 t14 0 0 a1k-1 wlk 
a2k 0 t22 0 0 t2s 0 a2k-1 W2k 
ak 
blk 0 0 t33 0 0 t35 blk-1 W3k 
= = + 
a1k-1 1 0 0 0 0 0 a1k-2 0 
a2k-1 0 1 0 0 0 0 a2k-2 0 
blk-1 0 0 1 0 0 0 blk-2 0 
The measurement equation for ARMA ( 2, 1) has a similar form as the 
autoregressive models considered earlier, that is, 
Yk = (Yk-1 Yk-2 Ek-1 o o o> ek + Ek' 
4.1.3 Autoregressive Model With Random Coefficients. 
Nicholls & Quinn (1982) propose a constant autoregressive 
model accompanied by the random coefficients. A univariate time 
series yk is a realization of a random coefficient autoregressive 
model of order p if yk can be written as 
p 
Yk = L (~i + b1k>Yk-i + Ek. 
iml 
(4.1.9) 
H&re Ek is an independent sequence of zero mean random variable 
with variance R. The coe£ficients 13;. and bik are constant .,_,nd time 
varying respectively. The random parameter vector, Bk= { bik; i 
= 1, 2, ... , p} is an independent sequence with zero means and 
E (BkB/) = Q. It is also assumed that Bk to be independent of Ek. 
If the elements of Qare very small then the serie~ will be 
similar to the realization of constant coefficients 
autoregressive process. For parameter estimation, we may write 
equation (4.1.9) as follows 
Here Ek = Yk-i TBk; i = 1, ... , p, also represents the random terms. 
The parameters; ~' Q and R can be estimated using both Maximum 
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Likelihood and Least Squares methods, where the two-stage 
parameter estimation is implemented, see pp. 40-59 of Nicholls & 
Quinn ( 1982) . 
The state space form of this model may be given as follows. 
By recalling that 
the state equation will not contain the transition matrix T as 
usual, that is, 
and the measurement equation is given by 
where 
Stationarity conditions for the random coefficient Autoregressive 
model are also established by these authors. 
Example 4.4: Suppose the purely Random Coefficient Autoregressive 
model of order two is given as follows: 
The random coefficient vector bk is assumed to follow a 
multivariate normal distribution. The vector coefficient h.3.s 
multivariate normal distribution with mean vector b. Since the 
coefficients are assumed to be uncorrelated it has diagonal 
covariance matrix Q. Model (a) can be written as; 
(b) 
( c) 
where 
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Ek co NID ( 0, Q) , E T = k 
Substituting (c) into (b), we obtain 
, k = 3, ... , T. ( d) 
Here vk = Yk - E (yk) = Yk_/ek also represents the disturbance with 
mean zero and variance 
( e) 
Since Q is a diagonal matrix then (e) can be written as follows. 
k = 3, ... , T. ( f) 
Applying the two-step estim=.itor procedure (see Harvey (1981), 
chapter 4), the ,·stimates of q 0 , q 1 and q 2 are obtained by 
regressing the residuals vk on l, yk 2 and yk 2 1 . These estimates 
are then used to obtain the weighted least squares (WLS) estimate 
of b, which is calculated by minimising the following expression 
with respect LJ b, 
or 
T Yr-1 
Y3T Y. T 2 
0 
0 
a ( T 
-:E ab k,,J 
0 
-2 Or-1 0 
03 
-2 
(yk 
- yk-1b) 2 l 
0 2 k 
= 
T Yr-1 
·1.." • 
.· 3 
o. 
b] 
Y. T 
2 
It can be seen that the weighted least square estimate for bis 
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T 
bwz.s = r:E 
-1 T 
ak-2 Yk-lyk-111 E 
k•3 k=3 
4.1.4 Time Varying Coefficient Mode1 of MU1tivariate Observations 
Multivariate data car. also be modelled using time varying 
coefficients. See, for example Lutkepohl (1990) for the 
autoregressive coefficients models and Nicholls & Quinn (1982) 
for the multivariate random coefficient autoregressive model. The 
multivariate random coefficient autoregressive model is an 
extensic:-i of equation ( 4. l. 9) . Another example is a 1 inear 
multiple regression model where the state variables can be 
expressed into pxl vector of unknown coefficients, a.id the 
cc-variance matrix of the randum terms can be expressed in terms 
of a sq~are matrix. The variation of the coefficients can be 
writ ten using the state equation in a similar way as in the 
univariace case. A multivariate regression model with constant 
term br, where the coefficients change acording to AR(2) processes 
is written c1s 
fork= 4,5, .. . ,N. 
Here yk is a response variable and (b,, b;,,, b,.,, ) are the time 
varying coefficient, E, is a white noise series of zero means and 
canst.ant c0variance matrix R • The state equation 1S given by 
bok tll 0 0 t14 0 0 bak-1 Wok 
blk 0 t22 0 0 t2s 0 blk-1 w1k 
ak 
b2k 0 0 t33 0 0 t36 b2k-l W2k 
= = + 
bok-1 1 0 0 0 0 0 bok-2 0 
blk-1 0 1 0 0 CJ 0 blk-2 0 
b2k-l 0 0 1 0 0 0 b2k-2 0 
and the measurement equation is given by 
yk = ( 1, xlk, x2k, 0 I 0, 0) ek + Ek 
where ek is a (6xl) state vector. 
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Example 4 . 5 (taken from problem 13.3 of Lutkepohl (1990) 
pp.444) 
let Yk is an (rnxl) data vector and it is generated according to 
where A ] and y -- ("' T .., T) T •• , ·-pk k-1 .Zk-1•···•.zk-p · 
Suppose that ~he parameter vector(\= vec [Ak, Ck] follows VARMA 
(r,s) process : 
We need to know the dimension of the terms involved in the 
problem. As the dimension of the observed variables is (mxl) then 
Yk-l is a vector whose dimension is (mp x 1), Ak is a matrix with 
dimension (m x mp), C is an (mxm) matrix and~ is an (mmpmm x 1) 
vector. Define the elements of the state vector as follows 
Analog with the univariate: case for ARMA state space 
representation and assume that r>s, for ~ = vec [ Ak, ck. Ak_ 1, Ck_ 1 , 
... ,Ak-r•Ck-s] we have the state equation 
D1 1 1 0 0 I 
D2 0 I 0 M1 
M2 
tXk = ak-1 + wk 
Dr-1 . . I 0 
Dr 0 0 . 0 Ms 
and the measurement equation 
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We need to check the dimensions of both equations : 
(\ is an {mmpmmr x 1) vector, Tis an (mmpmmr x mmmpmmr) matrix, 
while wk is an (mmpmm x 1) vector and G is an (mmpnun(s+l)x mmpmm} 
matrix. Given the dimension of the measurement matrix which is {m 
x mmpmmr) and the dimension of non zero elements of the 
measurement matrix, the O matrix in the measurement equation has 
dimension (mmpmmr-m(p+l)x ml. 
4.2 Parameter Estimation of the Time Varying Coefficient Models 
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There are several forms of the likelihood function 
applied for parameter estimation. Those methods generally use the 
same principle, that is, by asssuming each innovation, Ik have 
gaussian probability density function of zero means and the 
varidnces equal to the variance of the innovation, ~ •. 
Several types of maximum-likelihood estimation procedures 
are implemented in the literature. For example, Ledolter {1982) 
used the concentrated log-likelihood function to estimate the 
parameters of a 
model coefficient 
first order autoregressive model in which the 
varies according to the random walk process. 
Harvey (1989) uses the maximum likeJihood representation of the 
frequency domain estimation for parameter estimation of the 
sructural model. 
We consider the Expected Maximum (EM) algorithm developed by 
Shumway (1988), as the method of parameter estimation of the time 
varying coefficient models. The following sub-sections focus on 
various aspects of the algorithm. 
4.2.1 The Genera1 princip1es of the EM algorithm. 
The general properties of the EM algorithm, see Hamilton 
(1990), are given in this sub-section. First we introduce a 
notation that will be used later. 
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Definition 4 .1: If y = {y1 , Y2 •••• , YN} is the values of a random 
sample parameterized by parameter 0, the likelihood function of 
the sample is given by 
L(Q = f(y; 0) 
for values of 0 within a given domain. Here f (y; 0) is the value 
of the joint probability distribution function of the random 
variables, {Y11 Y2 , ••• , YN} (see Wallpole & Freund (1987)). 
The representation of the marginal log-likelihood functions, 
ln L(y;Q, the joint log-likelihood function, ln L(y,x;0 ) and 
the conditional log-likelihood function, ln L(xjy;0 
respectively are implied by the definition of the conditional 
probability densities function, which is as follows: 
ln L(8) = ln L{y; 9) = ln L(y,x; 9) - ln L(x I y; 8). (4.2.1) 
Here xis the set containing the unobserved variables {8 1 , ••• ,8N}, 
which can be viewed as the set of the state vector, 6, and 0 is 
the parameter vector. 
From equation (4.2.1), the log-likelihood value of the whole 
observations, ln L(y; 0) will be a maximum if the log-likelihood 
value ln L(y,x; 0} is a maximum. This implies that instead of 
calculating ln L (y; 0), we can calculate ln L (y, x; 0) by taking 
the expected value of ln L(y,x;0 with respect to the 
distribution L(y,x; 0,). Following Hamilton (1990) p.47, this 
expected value is denoted by the notation Q(0;0 1 IY> as follows 
Q{0;81 jy) = Jin L{y,x ; 0) .L(y,x (4.2.2) 
X 
where the marginal likelihood function, L (Y; (9) is calculated 
as 
L(y;81 ) = JL(y,x;81 ). (4.2.3) 
X 
The two general principles of the EM algorithm involve : 
(1) An arbitrary guess for the in:.tial value of parameter vector 
8 0 • The iterations indexed by i = l, 2 ... to obtain the parameter 
estimates,9i. 1 will increase the value of the likelihood function 
relative to che value for E>i. As a result 
lirn (4.2.4) 
j ... m 
,i.e., the analytical solution of the parameters being estimated 
will be approaching the value of the Maximum Likelihod Estimate 
(MLE) of 0for sufficiently large i. This statement is proved by 
showing that the first derivative of L(y;E)) with respect to 0 
equal to zero implies the first. derivative of Q(E>;. 1 :0 ilY) with 
respect to 0 ;. 1 is also equal to zero. 
(2) The parameter estimate obtained by taking the expected value 
of Ln(y,x;E>i.i) with respect to the conditional likelihood 
function, L(xjy; E>,) is the same as the estimate obtained from 
equation (4.2.2). This result can be shown by assuming, that if 
a ln L(y,x 0) 
= 0 fore = 0(x} ae 
then we obtain 
fa ln L(y,x 0) L(y,x; 01) ao(e; 01 ,Y) 0 = = 
a8 L(y ; 01) o9 
X 
The second principle enables one to replace the unobserved 
variables, ek E y, by its conditional expected values, E[8k jy]. 
Note this principle enables the Kalman filter to be applied 
in the computation of the log-likelihood functions, ln L(y;0i.i) 
and ln L(y,x;0i. 1 ) given by the previous parameter estimates 0i. 
We can therefore replace the unobserved random variables 0k with 
the estimates of the Kalman recursions eklt where t and k are 
specified by the types of the Kalman recursions. 
4.2.2 Recursive Estimation of the Time Varying Coefficients 
Autoregressive Models 
This sub-section sets-up the implementation of the Kalman 
recursions estimation in the EM algorithm. First, we consider the 
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following assumptions of the random disturbances of the State 
Space model. 
Consider the model representation in the state space form as 
given in equation \4.1.1) and (4.1.2), where h/ and 8k are 
respectively a (lxrn) dimension of fixed vector and coefficient 
vector and the {mxm) transition matrix Tis a fixed matrix. The 
vector wk and scalar Ek are assumed to be mutually uncorrelated 
with 
(;:) -n ((~) .(i ~)). (4.2.5) 
Furthermore, it is assumed that assumptions 3.1 holds. Then the 
unknown initial state vector Oojo is normally distributed or 
(4.2.6) 
To start the algorithm for the nonstationary system, the 
zero vector is usually assigned to 6010 and a large diagonal 
elements are assigned to P,,10 • The complete discussion for choosing 
these starting values can be found in the paper by Harvey (1990). 
Harvey (1990), Kitagawa & Gersch (1989). It is worth noting that 
Shumway (1988) does not place any restriction for the assignment 
of these starting values. 
The :;_:,arameter vect')r 0 1 = (T, Q, R, 6 0 1c• P010 ) need to be 
obtained to yield the recursive estimates of the state vector 8k. 
The coefficients at time k = 1,2, ... ,N are estimated by 
treating them as the elements of the sta~e vectors, ek. Based on 
t available observations y, : = {y1 , ••• , y,}; t :::: 1, 2, ... , N and given 
the parameter vector at iteration i, 0; the estimate of the state 
vector, ek is denoted by 
and the corresponding error covariances matrix of the estimates 
is denoted by 
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As noted in chapter 3, these estimates will depend on whether k 
> t {p~ediction type), k ~ t (filtering type) or k < N (smoothing 
type) . 
Because the formula for the Kalman recursions can also be 
derived by assuming that the state vector, 6k and the observation 
yk are jointly normally distributed (see Lutkepohl (1990), Harvey 
( 1989) ) , then the estimates of the state vector 6k1 t and the 
predicted of the observed values, based on the information yk_ 1 , 
are normally distributed with the parameters given as follows: 
(4.2.7) 
and 
(4.2.8) 
The recursive estimation of the coefficients requires the 
distributional assumption of the initial values for the state 
vector, 6 010 , as stated in (4.2_6) and the Kalman recursions. 
For convenience we rewrite those requirements as follows. 
(1) The Initial values of the state variables 
(2) the Kalman filter recursions 
(3) the Kalman smoother recursions 
where the Kalman smoother gain is given by 
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and the Kalman filter gain is given by 
Observing the formulas for Pkl k and Pk-llN• they might produce 
rounding errors that will be likely to result in the computed 
values of these covariance matrices being no longer positive-
semi-definite. The information of how to avoid this problem can 
be found in the paper by Scheneider (1989). 
The assumption stated in (4.2.5) can be used to obtain the 
following objective function: 
N 
SS(x) =I: R-1 (yk - hk Tek) 2 + wk To-lwk + (8010-1&0) r:Eojo (80-IJ.c) (4. 2. 9) 
.kwl 
This function is needed to be maximised with respect to the 
elements of the parameter vector E>i in order to yield the least-
squares estimator for E>i.i, for which the Kalman re· ursions can 
be updated at iterati0n i+l. 
Another representation of the joint log-likelihood function 
ln L(x,y;E) ) which includes assumption (4.2.5) is 
N 
lnL(.x,y;0)=}:[ln f(Ykl8k;0) + lnf(8_"l6k_1 ;8)J+lnf(B010 ;0) (4.2.10) 
k•l 
N N 
= L ln n(yk - hkTek,R) +I: ln n(6k - T8k-l'Q) + ln n(6010 - µo,Lo10) 
k•l k•l 
The state space representation of the model as in equations 
( 4. 1. 1) and ( 4. 1. 2) together with the above requirements and 
equation ( 4. 2 .10) are used to get .ie expression of the expected 
value of the log-likelihood function of the joint distribution 
between the observations and the state vectors , ln L (x, y;0) with 
respect to the conditional likelihood function L(xly; E>d. Here 
last solution 0 11 is denoted by 
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(4.2.11) 
N L [canst - 1 ln !RI - 21 R-1 (yk - hk 713k) 2 +canst - 21 lnlOI k=l 2 
1 
2 
(4.2.12) 
Applying a similar procedure as above, the log-likelihood 
function, ln L (0) can be written as 
ln L(0) = E[ln L(y;0ly ;SJ]. (4.2.13) 
We can observe that using the first general principle of the 
EM algorithm, the parameter estimates obtained from equation 
(4.2.12) will increase the value of ln L(0) in equation (4.2.13) 
for the subsequent iterations. 
4.2.3 The Calculation of the Log-1ike1ihood Function 1n L (~) 
Equation (4.2.13) iraplies L(0) can be obtained using the 
representation of the innovaticr. processes 
k = 1, 2, ... , N, (4.2.14} 
where it is assumed they are independent gaussian distributions 
with zero mean and variance 
(4.2.15) 
From equations (4.2.14)-(4.2.15), the likelihood function given 
by probability density function of the predicted value 
conditional on the previous parameter, f (ykl k-l ; 0 i) is 
where 
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1 I2 
= {2rc~k) -1/2 - -e::,,.-p (-k-). 
I.., 2 Lk-1 (4.2.17j 
By using equation (4.2.5} and (4.2.6} the log-likelihood function 
of the entire N observed values given by the vector parameter 
ei is 
(4.2.18) 
4.2.3 The EM aigorithm 
The expectation-maximization (EM} algorithm developed by 
Shumway (1988) is used to update the parameters iteratively in 
order to maximize the log likelihood in equation (4.2.7). In this 
section we will obtain the expressions for the updated parameter 
estimates T(i+l), Q(i+l), and R(i+l) as given by Shumway (1988). 
By using the foll0\·1ing matrix equation 
(4.2.19) 
and ignoring the constant terms, we can write equation (4.2.12) 
in the form: 
(4.2.20) 
This equation can be written in terms of the Kalman smoother 
outputs which implies the second term of the right hand side can 
be wr_;_tten as 
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Because the term (60 - OdT) is uncorrelated with (8dT - µ) we 
obtain 
(4.2.21) 
The fourth term can also be expressed using error covariance 
matrix of the Kalman smoother algorithm, by rewriting this term 
as 
where 
Because (8k - 8~T) is uncorrelated with 8.JT the above equation 
becomes 
By recalling that (6. - 8.Jrl and (6 •. 1 - 8,. 11 ,) are uncorrelated with 
8._,1T and 8.JT respectively then the next term is calculated as 
follows : 
(4.2.23) 
By following a similar way as above to the remaining terms in 
equation (4.2.22), we obtain the expression for the fourth term 
as follows : 
N 
TI co-1 E (P.ldN + a.ldN 0~) + (Pk,k-llT + eJdT ek-1tr/) TT + 
k•l 
(4.2.24) 
The sixth term of Q(S,;8 1 ) can be written in the following form 
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N 
1/2 tr [R-1 LE( (yk - bk Tflk) (yk - bk Tflk) T)] = 
k .. l 
N 
~ tr[R-1:£ E( (yk-b/13.klN) + bkTflJ.:!N bkTflk) ( (yk-bk6JdN) + bkT6JdN-hkTf3k} ~ 
kal 
(4.2.25) 
By combining the terms given by equation (4.2.21), (4.2.23) and 
( 4. 2. 2 5) , the expected log-1 ikelihood function conditional on the 
previous parameter value El is given by 
(4.2.26) 
Here Q(0 ;0 ,) is maximized by taking the first derivative of 
equation (4.2.26) with respect to each of the parameters T,Q and 
R and equating those derivatives to zero. 
The above equations yield the following up-dated regiession 
parameter estimates : 
(4.2.27) 
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{4.2.28) 
and 
N 
R(i+l) = N-11: [(yk - hkTflklN)(yk - bkTflklN)T + hkTpkl~k].(4.2.29) 
k-1 
Note equation (4.2.28) is 
equation (4.2.27) in the 
obtained by substituting T 
first derivative of Q(Q e ;) 
from 
and 
equating this derivative to zero. 
The cross covariance matrix of the successive smoothed state 
estimates is denoted by 
(4.2.30) 
The subscript in each term in equations (4.2.27)-(4.2.29) 
indicate that all these terms can be calculated using the Kalman 
recursions, except for Sk ( 1) , which involves P ... 1 •• 1!1. 
Following Shumway & Stoffer (1932) the recursions for 
calculating P •. 1.k 111 , where k = N, N-l, ... , 2 are given by 
(4.2.32) 
and the recursions begins with the Kalman filter estimates at 
time= N, that is 
(4.2.33) 
As noted by Shumway (1988) and Scheneider (1990), the 
advantage of the EM algorithm is that the convergence to a 
stationary solution is relatively faster compared with other 
estimation methods. 
In summary, the estimation proceeds by performing the Kalman 
filter to estimate the state variables and smoothing these 
estimates using the Kalman smoother recursions. The smoothed 
estimates will be used to renew the parameters T, Q and R, until 
the local maximum of the log-likelihood value given in equation 
(4.2.18) is achieved. 
Following Shumway (1988), the iterative procedure can be 
summarized as follows : 
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1. The initial value of the parameters being estimated T0 , R.,, Q0 , 
}:10 and 8010 must be supplied. Note the initial values for the 
state variables 8010 and the error covariance matrix of state 
variables P010 are required during the iteration. 
2. The state estimates, 8,1'1' and their corresponding r',variances 
matrix P, 11,, Pu. i; are calculated using the Kalman recursions. 
3. The log-likelihood value in equation (4.2.18) is evaluated in 
every iteration i. 
4. The parameters are updated to T(i+l), R(i+l), Q(i+l) using 
equation (4.2.27)-(4.2.29). 
5. The algorithm is returned to step 2 until all the iterations 
have been performed. 
This algorithm wi 11 be used to obtain th.· parameter 
estimates of the time varying coefficient autoregressive models 
as outlined in Chaprer Five. 
The next twr.' sections present some theoretical results 
including : the properties of the ML estimator, the stability of 
the fitted values implied by the ~odel form and the stability of 
the coefficient estimates. 
4.3 The Forecast Function of the Time Varying coefficient 
Autoregressive Models 
The forecast function of time varying model is based on the 
Kalman filter prediction equation. The one-step-ahead forecast 
function, of the state estimate is 
(4.3.1) 
and the error covariance of this state estimate is given by 
From equation ( 4. 3 .1), the corresponding forecast of future 
observation has normal distribution with mean equal to 
Yk+llk = bk+11ijk+1lk (4. 3. 3) 
and its variance is equal to the variance of the one-step-ahead 
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forecast error, that is, 
(4.3.4} 
The forecast for t-step-ahead of the state vector is 
obtained by applying t successive sub:,titutions of equation 
(4.3.1) to the prediction ~quation as follows: 
(4.3.5) 
The associated t-step-ahea'.1 forecast of the future observation is 
given by 
(4.3.6) 
However, this value is only an approximation of the mean oft-
step- ahead forecast of future observation value since both of 
h, . .1 and 8,., 1 , are in fact not known at tr.e t+k, v,here k>O. Then 
They are therefnre assumed to be the random variables, which also 
need to be estin.ated. The corresponding prediction of the error 
covariance rnatri:, of the t-step-ai:ead forecast future obse:i:-vation 
is given by 
(4.3.7) 
4.4 The Properties of Maximum Likelihood Estimator in Terms of 
the State Space Representation 
The asymptotic normal distributjon 0f the parameter estimate 
is neede~ t~ be establishej in order to be able to calculate 
standard d9\'iation of the parameter being estimated. 
The Newton-Raphson formulae, (see Mathews (1987) p.59) 
(4.4.1) 
is applied to obtain the solution for the Ml· estimator for ei. 1 
given by the following equation 
74 
g(0) = a ln L{8) aa = o. (4.4.2) 
Substituting the first derivative and the second derivative of 
the log-likelihood function, L(E>i) with respect to the parameter 
E) for g (E> ) and g' (E> ) re spec ti vely ii.co equation ( 4. 3. 1) we 
obtain the form of the scoring algorithm : 
e = 8 + [iP ln (8) J-1[a ln L(8)] . i +l i :i.o:i.aT o0 
UOVCI 8=81. 
(4.4.3) 
The information matrix (the expected value of the Hessian) 
evaluated at E> MLE' is denoted by 
I(0MLE) =E[if2 (-lnL(9))] 
aeae T 0 = 0HI.6 
(4.4.4) 
We can now consider the asymptotic properties of the Maximum 
Likelihood estimator. In addition to assumptions 4.2.5 and 4.2.6 
we require the following four assumptions: 
Assumptjon 1 : the parameter space, 8 contains the true parameter 
E) and excludes d .s;; 0 region. 
Assumption 2: h/ and E [ (wk - E (wk)) (wk -- E (wk)) Tl are uniformly 
bounded. 
Assumption 3 the foll0wing relation 
I(0) 
N 
holds, where I 0 is an identity matrix 
as N - oo 
Assumption 4 : The eigenvalues of the transition Tare all less 
than unity or the system (4.1.1) is stable. 
Proposition 4. 4 .1 Lutkepohl (1990) p. 438 : (Asymptotic properties 
of The ML estimator) Given the above assumptions are satisfied, 
the ML estimator E?rr.E of E> is consistent and asymptotically 
normally distributed, that is, 
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d 
..[N(0MLB - 0) ... n(o,.E8 ) (4.4.5) 
where 
.E = lim ( I(0) )-1 
eMLB N (4.4.6) 
is the inverse asymptotic information matrix evaluated at E>= E) 
Mu· Here the notation~ denotes the left term is convergent to 
the normal distribution. 
The proof of this proposition is clearly described in the 
book by Harvey (1984) in page 140-141. 
For the case where the eigenvalues of the transition matrix 
are equal to l, the application of this theorem is discussed in 
the paper by Schneider (1988). An example of this case is by 
using the State-Space representation, the log-likelihood function 
as in equation (4.2.18) and the above assumptions. Shiba & 
Tsurumi (1982) have proven the asymptotic properties of ~he ML 
estimator of the time v~rying coefficient regression model 
proposed by Cooley & Prescott (1977), where the parameter of the 
model is regarded as the random walk process. 
4.5 Stability of the Time V~rying Coefficients Autoregressive 
Model 
One of the important assumption in time series modelling is 
the stationarity assumption as given in Chapter Two. 
Stability of the time varying coef:icients model, following 
Box & Jenkins (1976). depends on the coefficients value for each 
discrete time. The characteristic roots of the autoregressive 
model 
(4.5.1) 
must li.e outside the unit circle (Box and Jenkins, 1976) in order 
to keep the resulting series yk will not exhibit explosive 
nonstationary nature for each time k. 
Given the model as in equations (4.1.1)-(4.1.2), stability 
of the coefficient estimates, 6klk based on the Kalman filter 
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recursions, are established by some authors including Guo (1990) 
and Ljung (1991) in the field of Control System. 
For estimating the unknown parameter 8" the Kalman recursions 
given in equations (3.2.18) and (3.2.19} can be written as 
follows 
pk!k-lh~k Tpklk-l 
R + hkTpkjk-lhk 
{4.5.2} 
(4.5.3) 
If R = 1 and Q = 0 then (4.4.2) and (4.4.3) become the standard 
least-squares algorithm as shown in example (3.1), which is a 
special case when the constant coefficient model is considered. 
Guo(1990), Guo, Zhang, Chen(1991) and Ljung (199:) proved that 8k 1k 
is bounded under certain conditions and equations (4.4.3) and 
(4.4.4) can produce relatively quickly the best estimators of the 
unknown time varying coefficients. 
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Chapter 5 
Simulation of the Time Varying Coefficients Model 
This chapter will focus on the identification of the 
appropriate time series model for particular data. Other aspects 
that are considered include the diagnostic checking of the fitted 
modeland the computation of the estimate of the covariance matrix 
of the parameter estimates, which is obtained by taking the 
second derivative of the log-likelihood function. 
This chapter also includes the results of the simulation of 
time varying coefficients autoregressive series of order two 
where each of the coefficients follows the random w~lk process. 
An outline of the computer program modifications which are 
used for calculating the parameters of the time varying 
coefficient autoregressive models are given. 
5.1 Model Identification 
The following questions need to be considered in applying a 
time varying coefficients model. 
Firstly, what type of data is suitable to be modelled using 
the time varying coefficients model ? 
Secondly, how do we identify the model and the specification 
of the appropriate stochastic process to describe the change of 
the coefficients? 
We try to answer the first question by considering the 
values of the sample autocorrelation of the differenced series. 
Sometimes it is hard to achieve the stationary series required by 
the theory. For instance, after applying first differences at 
lag one, the sample autocorrelation of the differenced series 
persistently may show some significant values at some lags as 
shown in the following table, although we can see from the plot 
of the differenced s0ries, the series appears to be reasonably 
stationary. 
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ACF OF THE DIFFERENCED OF THE SIMULATED TIME VARYING COEFFICIENTS 
SERIES (FIRST ORDER VECTOR RANDOM WALK COEFFICIENTS OF AR(2)) 
-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 
+----+----+----+----+----+----+----+----+----+----+ 
1 0.724 xxxxxxxxxxxxxxxxxxx 
2 0.662 xxxxxxxxxxxxxxxxxx 
3 0.546 xxxxxxxxxxxxxxx 
4 0.367 xxxxxxxxxx 
5 0.196 xxxxxx 
6 0.011 X 
7 -0.049 xx 
8 -0.214 xxxxxx 
9 -0.240 xxxxxxx 
10 -0.292 xxxxxxxx 
11 -0.332 xxxxxxxxx 
12 -0.256 xxxxxxx 
13 -0.295 xxxxxxxx 
14 -0.234 xxxxxxx 
15 -0.195 xxxxxx 
16 -0.196 xxxxxx 
17 -0.142 xxxxx 
18 -0.168 xxxxx 
19 -0.064 XXX 
20 -0.075 XXX 
21 -0.064 XXX 
22 -0.038 xx 
To explain this phenomenon the following illustratio~ is 
given which shows that a time series whose coefficients change 
according to a certain nonstat ionary process wil 1 also be a 
nonstationary series. 
Consider a time varying coefficients autoregressive equation 
of order two 
Yk = alk Yk-1 + a2k Yk-2 + Ek. 
Suppose a 1k and a 2 k are the coefficients whose values change 
acording to the random walk process and Ek is white noise 
sequence with zero mean anc constant variance. Furthermore it is 
possible to assume a 1 k, a 2 k are independent to the random 
variables Yk. 
It is clearly assumed that the source of nonstationarity 
lies on the coefficients hence each contains the unit roJt. We 
obtain the following epression 
79 
(5.1.1) 
Here a 1 ,a2 are constants. Equation (5.1.1) can be written as 
E(alk) - E(a1 k_ 1 ) = a 1 , or E(alk) = E(a1 k_ 1 ) + a 1 • 
Similarly we obtain 
E(a2 k) = E(a 2 k_ 1 ) + a 2 
and 
(5.1.2) 
Taking the expectation to the both sides of (5.1.2) as follows: 
From this result it can be concluded that E(Vyk) is not constant. 
For example, if E(yk_ 1-yk_ 2 ) is assumed to be constant its 
multiplication with E(a1 k_ 1 ) will not be constant as the 
coefficient's process is not stationary. The same reasoning also 
works for the second term. Hence the mean of the first 
differenced series is not stat:,nary. As a consequence Yk cannot 
be a stationary series since E(yk) always depends on k. 
Furthermore, if we continue to apply the differencing 
operr~or to the first differenced series, for example v2yk, we get 
The stationarity of the second differenced series cannot be 
guaranteed, unless vyk only contains a linear trend or first 
order integrated series. 
If we extend the problem for the time varying coefficients 
model whose coefficients change acording to a certain stationary 
process, then it can be expected that the observations will also 
exhibit stationarity. As a result, the use of sample ACF for 
identifying the constant coefficient model and the time va~ying 
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coefficient model becomes impossible as the ACF is not unique by 
the property 0f autocorrelation function. In order to obtain the 
autocorrelation coefficients we assume the observed series is 
stationary of order two. By multiplying both sides of the time 
varying AR(p) coefficients 
with each of the {Yk-i•Y:<- 2 , ••• ,Yk-p}, taking the expectation and 
dividing each of these values by the covar~ance at lag zero, then 
the Yulle-Walker equations for AR(p) with time dependent 
coefficients alk, a 2k, ... apk will be of the form 
alkp(l) + a2kp(O) + ... + a.Pkp(-p+2) = p(2) 
(5.1.3) 
alkp (p-1) + a2kp (p-2) + ••. + apkP (0) = p (p). 
The solution for p(h) of these dj fference equations can be 
obtained :-:ecw,H.d.v.-.dy by r;tartinq tit laq l. We take a special case 
for AR(2) time varying cociff icic•nt. Given t:he coefficient:f-.1 aik E 
( 0 I l ) I for I,:.!. cind k .. l' I I I j N, 
[ I 1 !=ii [ttJ·tn or t l1n Yu I IP w .. l ket nqu.,l \ illl bF)!.'Ultl!H.l 
AP01 -= lp (1). (5.1.4) 
Equa~ion (5.1.4) can also be w1itten as 
(5.1.5) 
where A is an (Nx2) matrix consists of time varying coefficients 
aik' Rn = (p(O), p(l) )T and 1 = (1,1, .... , 1) 1· is an (Nxl) vector 
whose all its elements are ones. It can be verified that p(l) 
will be equal to 
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p (1) = 
N N (5.1.6) ( L a1k - L alka2k) 
k•l k"'l 
= 
Similarly for p(2) we have A,.A PJ.o = A,. 1 p(2). By substituting 
p(1) into this equation we get p(2) as follows: 
p ( 2) = (5.1.7) 
In a similar fashion for h > 2, we obtain 
(5.1.8) 
Note if the coefficients are constant for all k then (5.1.6) and 
(5.1.7) will be the value of the autocorrelation function of 
AR(2) process at lags 1 and 2 respectively. The values I (1 - a 2 k) 
I< 1 in equation ( 5. 1. 6) ensures the required stationarity 
condition of the second order time varying autoregressive model 
and also for the existence of the autocorrelation function. 
To identify the structural changes that may occur in the 
J~ta some authors, e.g, Harvey (1990), Ledolter (1981) and Young 
(1990,, suggest the division of the series into two parts and to 
examine the two sample autocorrelation functions. If they show 
different patterns then this may indica~e the structural changes 
in the data. 
Another question is how do we know if the coefficients 
continually change over time or they only change temporarily. 
This is a difficult problem that has not been solved. Fxom our 
experience fitting various data using the time varying rnoriel, we 
found that if there is any change in the coefficients then it 
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will be only temporarily. 
5.2 Simu1ation of the Time Varying Coefficient Autoregressive 
Series 
It is possible to generate both the stationary and 
nonstationary time varying coefficients series as follows. 
The Random Walk Coefficients series; this typical series 
gives nonstationary observation values as mentioned in the 
previous section. 
The autoregressive Coefficients series; for this series we 
can both create a nonstationary or stationary series depending on 
the magnitude of the roots of the characteristic equation used to 
generate the series. see Box-Jenkins (1976). 
The simulation undertaken in this thesis has two purposes, 
namely, for investigating the p~rformance of the EM algorithm 
i.e, whether the resulting estimates will be able to converge to 
the actual values and for investigating whether there is any 
improvement in terms of the prediction in comparison with the 
constant coefficient model. 
5.2.1 The Simu1ated Time Varying Coefficient of AR(2) Series 
The data used in this simulation is generated using the 
Minitab macro, in which the algorithm for generating a constant 
coefficient autoregressive series of order two is taken from 
Cryer (1986, p.78). The macro program is extended to generate the 
time varying roefficent of second order autoregressive series 
where the coefficients are allowed to change according to the 
random walk processes. The algorithm for generating the series is 
outlined below. 
First the coefficients are created using the random walk 
series. Suppose we need 150 observations, rhen in order to keep 
the total observations to that number, 250 pairs of the 
coefficients are needed since we have to discard the first 100 
observations due to the recursive form of the AR (2) series. The 
algorithm is described as follows, noting that the subscript in 
front of the comma denotes the iteration i. 
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For this purpose, 100 iterations and 350 random numbers are 
needed to get 250 pairs of coefficients. At iteration i = 1, ... , 
100 the first coefficient is obtained as follows : 
k = 1,2, ... 250. 
At iteration 100 the value for a 1 .1. 101 is set corresponding to the 
coefficient value at time k = l, the value for al. 102 corresponding 
to the coefficient value at time k = 2 , etc, and the value 
for a 1 , 350 corresponding to the coefficient value at time k = 250, 
which is of the form : a 1 k = a 1 k-l + ek, the same way is used to 
obtain the set of second coefficient. 
For generating the observed values yk the following 
recursions are performed. At iteration i = 1,2, .. , 100 and for 
k = 1,2, ... ,250, we obtain 
At iteration 100 the value for y 100 , 101 is set corresponding 
to the observed value at time k = l, the value of y 100 , 102 
corrresponding to the observed value at time k = 2, ... , etc, and 
the value for y 100 , 250 corrrespondir.:i to the observed value at 
time k = 150, which is of the form 
It was certainly difficult to generate a long record of time 
varying coefficient series which is not stationary and does not 
have explosive behavior. As the time progresses the current value 
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is more likely to become unreasonably large due to the recursive 
nature of the autoregressive series. Therefore we only use 300 
observed values. 
Data Description 
Number of samples 
( L1sed for parameter estimation) 
Mean of the random number 
used to generate coefficient 1 
Var of the random number used 
to generate coefficient 1= qll 
Mean of the random number 
used to generate coefficient 2 
Var of the random number used 
to generate coefficient 2=q22 
Mean of the random number used 
to generate error coefficient 1 
Mean of the random number used 
to generate error coefficient 2 
Mean of the random number u3ed 
to generate the series 
Variance of the random number used 
to generate the series (R): 
Correlation between coefficients 
Data 1 
100 
.007 
.03 
.006 
.03 
.01 
.001 
1 
.1 
-.804 
Table (5.1): Description of the simuJated data. 
Data 2 
150 
.007 
.03 
.009 
.03 
.01 
.001 
1 
. 1 
-.493 
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To avoid the initial transient, the first 100 observations were 
discarded, the remaining observations were used to estimate the 
parameters and to evaluate the predicted values. The description 
of each data set is given in table 5.1. Note the variances of the 
coefficients were set to the relatively large values ( >0. 01). 
Each set of coefficients are created independently using normally 
distributed random number. The graphs of the two data sets are 
given in Figures (5.la) and (5.lb). 
FOR i = 1 TO nq: FOR j = 1 TO i: su = 0 
FOR k = l TO NP: su = su + M(ik, i, k) * DM(k, j): NEXT k 
Al ( i, j ) = SU + R ( i I j ) : Al ( j , i) = Al ( i' j } 
NEXT j: NEXT i 
NN = nq: GOSUB 2500 
FOR i = 1 TO nq: SU= 0 
FOR k = 1 TO NP: su = s1 + M(ik, i, k} * Xl(k): NEXT k 
ON ( i} = Y ( i k, i ) - su 
Yn(ik, i) = DN(i} / (Al(i, i))"' .5 
res ( i k) = DN ( i) 
OU(5, ik) = Yn(ik, i) 
OU(8, ik) = DN(i) 
NEXT i 
SU= 0 
FOR i ~ l TO nq: FOR j = 1 TO nq 
s u = s u + DN ( i ) " A 1 ( i , j ) * DN ( j ) 
NEXT j: NEXT i 
LA= LA+ LOG(D) + su 
1 V (It) = LA 
675 REM*** K(k) *** 
FOR i = 1 TO NP: FOR j = l TO nq: su = 0 
FOR k = 1 TO nq: su = su + M(ik, k, i) * Al (k, j) 
NEXT k: DM(i, j) = su 
NEXT j: NF.XT i 
FOR i = 1 TO NP: FOR j = l TO nq: su = 0 
FOR k = l TO NP: su ~ su + Pl(i, k) * DM(k, j): NEXT k 
FK ( i , j ) = s 1.1 
NEXT j: NEXT i 
IF ik < N THEN GOTO 720 
705 REM*** ph*p(n-1,n-ll 
FOR i = 1 TO NP: FOR j = 
FOR k = 1 TC NP: su = su 
NEXT k 
FJ(_;_, j) = SU 
NEXT j: NEXT i 
720 REM*** p(k,k) *** 
*** 
1 TO NP: su = 0 
+ PH ( i' k) * PO ( i k - .LI k' j ) 
FOR i = 1 TO NP: FOR j = l TO NP: su = 0 
FOR k = 1 TO nq: SU= SU+ FK(i, kl * M(ik, k, j): NEXT k 
OM ( i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO ~P: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: su = su + OM ( i, k) * P 1 ( k, j) NEXT k 
PO(ik, i, j) = Pl(i, j) - su 
NEXT j: NEXT i 
REM*** x(k,k) *** 
FOR i = 1 TO NP: su = 0 
FOR k = 1 TO nq: su = su + FK{i, k) * DN{k) NEXT k 
XO(ik, i) = x: (i) + su 
NEXT i 
NEXT ik 
765 REM*** p(n,n-1,n) *** 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO nq: SU= su + FK(i, k) * M(ik, k, j): NEXT k 
DM(i, j) = su 
NEXT j: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
186 
FOR k = 1 TO NP: su = su + DM(i, k) * FJ(k, j): NEXT k 
CN ( i, j } = FJ ( i, j ) - SU 
NEXT j: NEXT i 
RETURN: END 
800 REM*** Ba~kword Kalman smoothing recursions *** 
PRINT "Backword recursions" 
REM*** Initialiize A,B,C,RR.~C index for missing data*** 
FOR i = 1 TO nq: IC(i) = 1: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP 
A(i, j) = 0: B(i, j) = 0: C(i, j) = 0 
NEXT j: NEXT i 
FOR i = 1 TO nq: FOR j = 1 TO nq 
RR(i, j) = 0: NEXT j: NEXT i 
REM*** Begin recursions*** 
FOR ik = N TO NP+ 1 STEP -1 
827 REM*** Set aside x(k,n). P(k,n) *** 
FOR i = 1 TO NP: XN(i) = XO(ik, i}: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP 
PN ( i' j ) = PO ( i k I i I j ) : NEXT j : NEXT i 
836 REM*** Recompute x(k,k-1) ,P(k,k-1) *** 
GOSUB 1450 
8 4 2 REM*** J ( k - 1 ) * * * 
FOR i = 1 TO NP: FOH j = 1 TO i: Al ( i, j) = Pl ( i, j) 
Al ( j , i) = Al ( i, j ) : NEX':' j : NEXT i 
NN = NP: GOSUB 2500 
FOR i = 1 TO NP: FOR J = 1 TO NP: su = 0 
FOR k = 1 TO NP: su = su + PH(k, i) * Al(k, j): NEXT k 
DM(i, j) = SU 
~;EXT j : NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP: su ~ 0 
FOR k" 1 TO NP: SU= SU"' PO(ik - 1, i, k) * DM(k, j) 
NEXT k 
FJ ( i, j) = SU 
NEXT j: NEXT i 
IF ik = N THEN GOTO 893 
REM*** Finish P(k,k l,n) *** 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: su = su + FY(i, k) * FJ(j, k) NEXT k 
CN(i, j) = su 
NEXT j: NEXT i 
893 IF ik = 1 THf ~ GOTO 923 
REM*** Begin P(k-l,k-2,n) *** 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k :=c 1 TO !~P: SU= SU+ PH(i, k) * PO(ik - 1, k, j) 
NEXT k 
DM(i, j) = CN(i, j) - SU 
NEXT j: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: SU= su + FJ(i, k) * DM(k, j): NEXT k 
FK(i, j) = PO(ik - l, i, j) + su 
NEXT j: NEXT i 
923 REM*** x(k-1,n) *** 
FOR i = 1 TO NP: DN(i) = XN(i) - Xl(i): NEXT i 
FOR i = 1 TO NP: su = 0 
FOR k = l TO NP: su = su + FJ{i, k) * DN(k): NEXT k 
XO(ik - 1, i) = XO(ik - 1, i) + su 
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NEXT i 
REM*** P(k-1,n) *** 
FOR i = l TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: su = su + (PN(i, k) - Pl(i, k)) * FJ(j, 
k} NEXT k 
j ) 
***** 
DM(i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: SU-= su + FJ(i, k) * DM(k, j): NEXT k 
PO(ik - l, i, j) = PO(ik - 1, i, j) + su 
NEXT j: NEXT i 
REM*** Update A,B,C *** 
REM*** A= St-1(0) *** 
REM*** B = St(l) *** 
REM*** C = St(C) *** 
FOR i = 1 TO NP: FOR j = 1 TO NP 
A(i,j) = A(i, j) + PO(ik-1,i,j) + XO(ik-1,i) * XO(ik - 1, 
B ( i, j ) = B ( i, j) + CN ( i, j ) + XN ( i) * XO ( i k - 1 , j ) 
C ( i , j ) = C ( i , j ) + PN ( i , j ) + XN ( i ) * XN ( j ) 
NEXT j: NEXT i 
REM*** Update R *** 
FOR i = 1 TO NP: FOR j = 1 TO nq: su = 0 
FOR k = 1 TO NP: su = su + PN(i, k) * M(ik, j, k) NEXT k 
DM(i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO nq: FOR j = 1 TO nq: SU= 0 
FOR k = 1 TO NP: su =SU+ M(ik, i, k) * DM(k, j): NEXT k 
RR ( i , j ) = RR ( i , j ) + s u / ( N - NP - q ) 
NEXT j: NEXT .i.. 
FOR i = 1 TO nq: su = 0 
FOR k = 1 TO NP: su = su + M(ik, i, k) * XN(k): NEXT k 
DN ( i ) = Y ( i k , i ) - s u 
NEXT i 
FOR i = 1 TO nq: FOR j = 1 TO nq 
RR ( i , j ) = RR ( i , j ) + DN ( i ) * DN ( j ) / ( N - NP ·· q ) 
NEXT j: NEXT i 
FOR i = 1 TO nq 
IF Y(ik, i) <> 0 THEN GOTO 1049 
IC(i) = 0 
FOR j = 1 TO nq: RR ( i, j ) c:: RR ( i , j ) + R { i , j ) / ( N- NP- q) 
RR(j, i} = RR(i, j): NEXT j 
1049 NEXT i 
NEXT ik 
RETURN:END 
1420 REM******* Read DATA******** 
REM******** PUT THE DATA HERE IN BASIC FORMAT******* 
REM **OBSERVATION MATRIX FOR TIME VARYING COEFFICIENTS 
FOR i = 1 TON: FOR j = 1 TO nq 
READ X ( i, ~ ) : X ( i, j ) = X ( i, j ) / 10 : D ( i , j ) = X ( i, j ) 
NEXT j: NEXT i 
RETURN:END 
1425 REM***** READ MEASUREMENT MATRIX***** 
FOR i = 1 ~ s TON - NP+ 1 
FOR j = 1 TO nq: H = 0 
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REM 
*** 
FOR k = i TO NP 
M ( i + NP, j, H) 
PRINT M(i + NP, 
NEXT j : NEXT i 
1430 RETURN: 
+ i - 1: H = H + 1 
= X(k, j) 
j, H); : NEXT k: PRINT 
END 
1450 REM *Update filter to x(k,k-1) and covariance to 
P(k,k-1) *** 
FOR i = 1 TO NP: SU= 0 
FOR k = 1 TO NP: SU= SU+ PH(i, k) * XO(ik - 1, k) 
NEXT k 
Xl(i) = SU 
NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: SU = SU + PO(ik - l, i, k) * PH(j, k) 
NEXT k 
DM ( i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: su = SU + PH ( i, k J * DM ( k, j) : NEXT k 
Pl ( i, j ) = SU + q ( i, j ) 
NEXT j: NEXT i 
RETURN:END 
1600 REM*** Calculate regression estima~es Ph=B*A(inv)*** 
FOR i = 1 TO NP: FOR j = 1 TO NP: Al ( i, j) = A ( i, j) 
Al(j, i) = Al(i, j): NEXT j: NEXT i 
1606 REM*** invert A*** 
NN = NP: GOSUB 2500 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: su = su + 8 { i, k) * Al ( k, j) : NEXT k 
PF ( i, j) = su 
NEXT j: NEXT i 
IF CHOS = 1 THEN GOTO 1633 
REM*** PHI IS COMPLETELY UNKNOWN**** 
FOR i = 1 TO NP: FOR j = 1 TO NP 
PH ( i , j } = PF ( i , j ) 
NEXT j: NEXT i 
RETURN: END 
1650 REM*** Update Q *** 
FOR i = 1 TO NP: FOR j = 1 TO NP: sl = 0: S2 = 0 
FOR k = 1 TO NP: sl = sl + A(i, k) * PF(j, k): NEXT k 
DM ( i, j) = sl 
FOR k = 1 TO NP: S2 = S2 + PF(i, k) * B(j, k): NEXT k 
FK ~ i, j} = 82 
NEXT j: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP: su = 0 
FOR k = 1 TO NP: su = su + PF(i, kl * DM(k, j): NEXT k 
QF ( i, j ) = ( C ( i, j) - FK ( i, j ) - FK ( j , i) + su) / ( N - NP - q) 
NEXT j: NEXT i 
FOR i = 1 TO NP: FOR j = 1 TO NP 
q ( L j ) = QF ( i, j ) 
NEXT j: NEXT i 
RETURN: END 
1900 REM*** Detrends data (mean only dt=O), (linear dt=l) 
REM*** T points are assumed to be in XX 
SX = 0: YY = 0: XB = 0: YB= 0: XY = 0 
*** 
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DL) 
i 
* 
j 
FOR i = 1 TOT: XB = XB + i: YB= YB+ XX(i}: NEXT i 
XB = XB IT: YB= YB/ T 
FOR i = 1 TOT 
SX = SX + (i - XB} * (i - XB) 
YY = YY + (XX(i) - Y~' * (XX(i) - YB) 
XY = XY + (i - XB} * (XX(i) - YB) 
NEXT i 
B = XY / SX 
PRINT "mean= "; YB; "slope= "; B 
FOR i = 1 TOT: XX(i) = XX(i) - YB: NEXT i 
IF OT= 0 THEN GOTO 1936 
FOR i = 1 TOT: XX(i) = XX(i) B * (i - XB): NEXT i 
1936 RETURN: END 
2170 REM *** High Resolution 
MI = 1E+37: MX = -MI 
F'JR i = 1 + NP TO NK 
IF MX <::: xx ( i) THEN 
IF Mi >= XX(il THEN 
NEXT i 
DL = .05 * (MX - MI) 
CLS : KEY OFF 
SCREEN 2 
LET MX = 
LET MI = 
Screen Plot 
XX(i) 
XX(i) 
WINDOW (0, MI)-(NK - 1, MX + 10 * DL) 
LINE (CN, MI+ DL)-(CN, MX + 2 * DL) 
LINE (0, MI+ DL) -(NK - 1, MI + DL} 
*** 
IF MI< 0 AND MX >= 0 THEN LINE (0, 2 * DL)-(NK - l, 2 * 
FOR KL= TI TONK - 1 STEP TI 
LINE (KL, MI+ DL)-(K~, MI + 2 * DL) 
NEXT KL 
FOR i = 1 + NP TONK - 1 
190 
LINE ( i 1, XX ( i) + 2 * DL) - ( i, XX ( i + 1) + 2 * DL) : NEXT 
PRINT "Smoothed"; 8$/IZ); "Series" 
PRINT "Max= "; MX; "Min= "; MI; "Tick length="; TL; A$ 
PRINT "Hit return to continue": INPUT P$: CLS : KEY ON 
RETURN: END 
REM *Matrix Inversion NNxNN Ma~rix is assumed to be in Al 
REM~** Inverse returned in Al. Determinant in D. *** 
FOR i = 1 TONN: CC(i) = Al(i, i): IND(i) = 0: NEXT i 
KK = l: CL= 1: D = 1: CY= 1 
FOR L = 1 TONN 
IF CY< CL THEN LET CL= CY 
IF KK <= 0 THEN GOTO 2572 
IND(KK) = 1 
FOR i = 1 TO KK: U(i} = Al(KK, i}: Al(KK, i) = 0: NEXT i 
Z = U(KK) 
FOR i = KK TO:~:: U(i) = Al(i, KK}: Al(i, KK} = 0: NEXT i 
U(KK) = 1: D ~ D * Z: CY= 0 
FOR i = 1 TONN 
FOR j = 1 TO i: Al(i, j) = Al(i, j) - U(i) * U(j)/Z: NEXT 
IF IND(i) > 0 THEN GOTO 2554 
G = Al{i, i) / CC(i) 
IF CY> G THEN GOTO 2554 
CY= G: KK = i 
2554 NEXT i 
NEXT L 
FOR i = 1 TONN 
FOR j = 1 TO i: Al ( i, j ) = -Al ( i, j) 
Al ( j , i) = Al ( i, j ) : NEXT j 
NEXT i 
GOTO 2575 
2572 D = 0 
2575 RETURN:END 
3000 REM*** residuals analysis*** 
FOR j = 1 TO nq 
FOR i = 1 +NP+ q TON 
Pev = Pev + res(i) ~ 2 
sigma= sigma+ Yn(i, j) 
XX ( i l = Yn ( i , j l 
PRINT i, Yn(i, j): NEXT i 
NK = N + 1: CN = 0: IR= 1: TI = 5: TL= TI 
A$= "pts": GOSUB 2170 
Pev = Pev / (N - q - NP) 
REM*** compute ACF of the residuals*** 
PRINT" Specify maximum lag for acf": INPUT ML 
FOR j = 1 TO 1 
FORM= 0 TO ML: su = 0 
FOR k =NP+ i + q TON - M 
su = su + (Yn(k + M,j)-sigma) * (Yn(k,j) - sigma) 
PL(M) = su: NEXT M: co(j) = PL(O) 
PRINT "acf of the residuals" 
NEXT k 
PRINT "Zero lag autocovariance="; co(jl / (N - NP - q) 
PRINT ''lag", "value" 
FORM= 0 TO ML 
XX(M + l) = PL(M)/PL(O): OU(7, M) = XX(M + 1) 
PRINT M, XX(M + 1): NEXT,· 
NK =ML+ 1: CN = 0: IR= 1 
TI= 5: TL= TI: A$= "pts": COSUB 2170 
NEXT j 
RETURN: END 
REM 
******************************************************** 
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Figure (5.la): The graph of the first simulated data. 
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Figure (5.lb): The graph of the second simulated data. 
The time varying coefficients of second 
86 
order 
autoregressives process AR (2) series where the coefficients 
change according to the multivariate random walk process is given 
by the state space form as given in Chapter Four. 
To avoid explosive behavior of the series the mean and 
variance of the coefficients are arranged to be sufficiently 
small. Hence the coefficients will always be less than 1 for 
every time. For the parameter estimation, the initial values 
required for recursive computation i,e. transition matrix T, the 
covariance matrix Q and the measul."'ement matrix Rare assigned to 
the values which are close enot~gh to the actual values in order 
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to get faster convergence of the Maximum likelihood value. From 
the experiences of several times running the algorithm, it is 
recomended to use the obtained parameter estimates to perform 
further iterations to achieve faster convergence. 
The estimates 
T 
Q 
R : 
Data set 1 
(
.9704 .0346) 
.0355 .0306 
(
.000174 -.00111' 
- . 00111 . 00406) 
(.06012) 
correlation between 
the coefficients : -1 
Data set 2 
(
. 8129 . 0338) 
.1728 .9300 
(
-. 0306 . 0284) 
.0355 -.0306 
(. 3062) 
-1 
Ta~le (5.2): Results of parameter estimation of the simulated 
data. 
There is no exact rule of how the starting values for the state 
vector, µ 0 and th·= error covariance matrix the state vP.ctor Polo 
should be assigned. Authors including Harvey & Peters (1990, 
p.93), Kohn & Ansley (1989), Kitagawa (1985) suggest to use large 
diagonal values for nonstationary series. For this simulation, 
these values were based on our experience in using the algorithm, 
e.g., (µ 0 = O,Polo = diagonal matrix (100,100) or diagonal matrix 
(111,111)) and the initial values used in the Shumway state space 
program (µ0 = O . Po Io = diagonal ( . 1, . 1) ) for the case of 
parameter estimation AR ( 2) model where the coefficients are 
considered to be constant. For the case of time varying 
coefficients autoregressive model, the coefficients are assumed 
to follow Vector Autoregressive process of order one. 
Data set l. 
period actuai value time varying- constant model 
coefficients model 
t + 1 5.9629 5.92 6.39 
(. 4 77) { 2. 91) 
t + 2 6.0S94 5.62 6.37 
(. 4 89) ( 4. 10) 
t + J 5.7991 5.24 6.34 
(. 4 97} ( 5. 01) 
t + 4 4.9218 4.92 6.32 
(. 495) ( 5. 78) 
t + 5 5.0034 4.59 6.30 
(. 505) (6.45) 
Table ( 5. 3): The forecast evaluation of the simulated data set 
1 . 
b) fJdla :,et 2. 
actual~ time varying- constant model 
period value coefficients model 
t + l 287.56 .:83.1984 32Q 60 
(24.73) ( 0 70) 
t + 2 273.02 248.8064 3.:, 6. 24 
(28.0) I~ J. 86) 
t + j 234.21 219.2359 343.00 
( ::'. 9. 11 l ( 17. 15 l 
t + 4 223.36 193.335~ 349.91 
(28.77) ( 19. 9) 
t + 5 196.86 170.SC.n 356.95 
( 27. '76 l (22.S) 
Table (5.4): The forecast evaluation of lhe simulated data set 
2. 
Note for different start'ng values of T,Q, and R, the log-
likelihood value of each data set converges generally to the 
value as given in table (5.5). 
The forecast evaluation using the time varying coefficients 
model and the constant model together with the corresponding 
.3tandard deviation (given in the parentheses) are given in table 
(5.3) and table (5.4) respectively. 
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The final log-likeli:i.ood v .... lues obtained from parameter 
estimation of both models for the two data sets are presented in 
table (5.5). 
Log likelihood value of Data set 1 
Time varying coefficient mcdel 
Constant Model 
180.15/2 
314.26/2 
Data set 2 
447.91/2 
831.77/2 
Table (5.5) The loglikelihood values obtained by fitting the 
models to the simulated data sets. 
5.2.2 Results of Parameter Estimation of the Simulated Data 
We discuss some dspects that can be observed from these 
,·esults. If we notice the results of parameter estimation given 
in table (5.2} the correlation between the coefficients i~ very 
high ~-1. This can be explained as follows: 
Refering to equation (3.2.15) the elements contained in the 
measurement matrix, which are the observed values themselves have 
caused the small values of the Yalman gain Kk. As a result 
multiplication with the one-step-ahead forecast error also 
becomes relatively small. As a consequence the contribution to 
the ·1pdated estimate of the state variables can be ignored. We 
have exami:1.ed the Kalman gain obtained by fitting a certain model 
where the observed values are ~elatively small. If the value of 
the Kalman gain are relatively large then tl--ie correlatio .. between 
the two coefficients will not be equal to -1. 
For this simulated data we o~tain the values of the Kalman 
gain as follows. The first element of vector Kalman gain K.,(1), 
whose values are within the interval [-0.134, 0.145] corresponds 
to the first coefficient values a 1 k whose values are within the 
range [. 331, . 7 36, J and Kk ( 2) , the second element of vector Kalman 
gain whose values are within the interval [ - . 0897, . 082] 
corresponds to the second coefficient values a 2 k whose values are 
within the range {. 027, . 86). 
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For the case where the coefficients follow the VAR{l) 
process we obtain the following expression 
(5.2.1) 
where 
Substituting these terms into equation (5.~.1), we get 
and 
Multiplying the first equation with t 21 , the second equation with 
t 11 and subtracting the second equation from the first onr, we 
have 
Here the notations det[TJ and B refer to the determinant of the 
transition matrix T and the back-shift operator respectively. The 
correlation will be nearly equal to -1 because of the constant 
l/t 21 and also the term {det[T)B}an. The value for {det[T]B}a2 k 
cannot be chosen freely since its value depends on the previous 
value of a 2 k. We may interprete this phenomenon as a consequence 
of the algorithm keeping the coefficient estimates from yielding 
explossive estimate of the observed value for every time k. If we 
look at table ( 5 .1) and also figures ( 5. 3a) and ( 5. 3. b) the 
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correlation between the coefficients in the two data sets are 
negatively h::..gh. 
As a comparison we fit an ARIMA model to data set 1 with 
with p = J, d = 3 and q = 2. The model is accepted and its 
equation representation is of the form : 
where xk ~ V3yk. A high order differencing operator is required to 
make the series statio~ary because the non-stationarity of the 
series is caused by the chang~., ._:.f the coefficien': which also is 
not stationary, in otherword the kind of nonstationarity is not 
caused by a low order polynomial trend. 
If we assume that the coefficient does not need to change 
over time acc,rding to a certain process, then it is possible to 
yield a more realistic realization of a time varying coefficient 
series. This will more likely yield a non stationary series 
whose realization does not exhibit unreasonably large observed 
values. 
As a comparison, Ledolter (1981) performed a simulation to 
study autoregressive series of order 0ne. in which thP 
coefficient is allowed to change according to a random walk 
µrocess. The simulation study was inten~ed to .investigate whether 
the parameter estimation method used to estimate the time varying 
coefficient model with the coefficient varies according to 
the random walk process can give better fit to the simu]ctted 
data. The paraJ""leters estimation were carried out using the 
concentrated loglikelihood function. 
From the simulation study it was concluded ~hat the 
resulting forecast of the time varying coefficient model is 
slightly better than is the constant AR(ll model (the state error 
covariance 
meaningful 
enough. 
is set equal to zero) Such 
if the variation of che model 
an improvement was 
coefficient is large 
The graphs of the actual values and the estimate values of 
the coefficients obtained using data set 1 and the time varying 
coefficient model are given in figures (5.2a)-(5.2b) and (5.3a)-
(5. 3b). 
91 
1.88 
0.S0 
0.00 t 
I 
I 
20 40 60 100 
Figure (5.2a): The graphs of the actual values of the first 
coefficients. 
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Figure (5.2b): The graphs of the actual values of the second 
coefficients. 
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Figure (5.Ja): The graphs of the smoothed estimates of the tirst 
coefficients. 
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Figure (5.3b): The graphs of the smoothed esti~a~es of the second 
coefficients. 
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The log-likelihood values obtained using the time varying 
coefficients model and the constant model are greatly different 
for these particular data se:.:.s. Hence it is important to 
determine the appropriate model for the given data before 
perrorming parameter estimation. 
The smaller the log-likelihood value, the better will be the 
forecast since the log-likelihood value represents the sum of 
squared errors of one-step-ahead prediction values. 
The accuracy of the forecast function greatly reduces as the 
forecast period goes further from the origin i.e. the prediction 
is the mean of the series. This can be understood since the 
future values are only an approximation obtained from 
y t•klk = ht+k re t•klk. 
The data used in the simulation is not stationary since the 
Kalman filter is not restricted to stationary series in the 
algorithm. However, many authors suggest to use stationary data 
if the data is being used for prediction. 
From the Kalman filter algorithm itself, we can interpret 
the result of the state estimation as follows. As the time goes 
by it is expected that the estimated state variables should be 
closer to the actual value assuming the corr~ct model is 
specified. As new observations become available the pr~dicted 
state variable is updated using minimum variance estimator. Hence 
it can be seen from figures (5.3a) - (5.3b) that the differences 
between the actual values and the state estimates are smaller as 
time increases. 
5.3 The Residua1 Ana1ysia 
In order to know whether the model is adequate t.o describe 
the data, the residuals from the fitted model need to be 
examined. Since the obtained parameter vector is conditiona~ on 
the past observations, the residuals are iteratively calc~lated 
using the standardized one-step-ahead prediction error 
(innovation), vk : 
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fork= np+l, ... ,N. (5,3.1) 
The residual at each time k is obtained using the prediction 
obtained from k-1 observations. This is quite different with the 
residual obtained by a non state space model fitting. In the 
conventional model fitting, once the parameters of the model have 
been computed the residual can directly be calculated. 
Beca~se the model parameters are estimated using the Maximum 
log-likelihood estimation method, the standrdized residuals are 
as""'umed to be normally distributed with zero mean and unit 
variance. If the normality assumption does not hold then we can 
only ~nterpret the estimates in terms of the mi~imum square of 
errors. 
The value of the sample autocorrelation (ACF) of the 
residuals is considered to be insignificant for 95 % confident 
interval, if the autocorrelation value p(h) at any lag is less 
than I 2; (N) 112 1, where N is the number of sample used to calculate 
p{h), see Harvey (1989) 
The Prediction error variance (Pev) is used as a measure of 
how good the model fit to the data. This measure is defined as 
the average of the of the sum of squares of the one-step-ahead 
prediction errors written as follows 
Pev::: 1 
N 
L [yk - YkJk-1] 2 ' 
k"l+np 
(5.3.2) N-np-1 
The sample ACF of the residuals is calculated using the following 
formulae 
N-h 
:E (vk•h - v) <vk - v) 
p (h) kal N-h (5. 3. 3) ::; E (vk - v) 2 
kal 
where 
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V = (N - np - 1) for h = 1,2, .. . m. (5.3.4) 
According to Chatfield (1983) there is insufficient evidence to 
reject the model in the case whP.re t~.e model fits the data quite 
well but there is a significant value of the ACF of the 
residuals. 
5.4 Covariance Matrix of the Parameter Estimates 
The estimate of the covariance matrix of the parameter 
estimates obtained using the MLE method, including the variance 
of the coefficients (diagonal elements of matrix Q), elements of 
the transition matrices T and Rare provided by the diagonal 
elements of the information matrix I(8~E> as given in section 
4 . 3 . 
A consistent estimator for covariance matrix ~ is obtained 
from the inverse of information matrix evaluated at the parameter 
estimates 8~E divided by the number of observations. 
The expression of the information matrix can be shown to 
depend only on the first derivatives ot <I1J and Ik with respect 
to the parameter vector 8 Following Harvey (1989), p.143, 
substituting the expression of L(0) given in equation (4.2.18}, 
into equation (4.3.3) and by recalling that the derivative is 
taken with respf-~ct to i j-th ele1:1ent..s of 8, we obtain : 
a2E[-L(0!Y)] 
a0i>8j 
::; + 
(5.4.1) 
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The information matrix can be calculated simultaneously with the 
calculation of the parameter estimates using ~he Kalman filter 
either numerically or analyt~cally. If the last alternative is 
c0nsidered then the first derivatives of (~) and Ik with respect 
to the parameter vector E) must be evaluated recursively. 
The information matrix can be written in the the following 
matrix notation: 
- iJlL - iJlL - iJlL 
----
ao(ao T) ao(arT) aoaR 
Iij (8) - iJlL - i)2 L - i)2 L (5.4.2) = BTBR . BT(BQT) BT(aTT) 
- i)2 L - a2L - a2L 
BR(oOT) BR(BTT) a2R 
It can be seen that the form of the in format ion ;natr ix is a 
symetric mctrix. Moreover it can be shown that the elements of 
non diagonal sub matrices are all equal to zero. Hence we only 
need to ~alculate the second derivatives of the Log-likelihood 
function for the dia 3onal sub matrices to obtain the standard 
deviation of the parameter estimates. 
this is given by 
From equation (4.4.h), 
(5.4.3) 
Note the calculation of standard-deviations for the 
parameter estimates T,Q and R required a considerable effort of 
computer programming. We can only give the theoretical result as 
in section 4.3. A discussion on how the computational algorithm 
can possibly be carried out. may be found in the book by Harvey 
(1989). 
5.5 The Order for Time Varying Coefficient Autoregressive Mode1 
Unlike constant coefficient ARIMA model there is not a 
general method that can be specially used to identify the time 
varying coefficients models. 
The minimum AIC (Akaike Information Criterion) is usually 
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used for determining 
autoregressive model. 
appropriate order of 
the 
This 
the 
appropriate order of constants 
can be used to determine the 
time varying co~fficients of 
autoregressive models by making a suitable modification. Here the 
AIC formulae 
AIC = -2 ln(max {L)) + 2(number of parameters) 
is adopted from Kitagawa (1983). The number of fitted parameters 
in this case is taken to be the sum of the dimension of state 
transition matrix T and the number of estimated parameters which 
is equal ..:o three, i.e., (T,Q,R) We can interprete the AIC 
formulae as follows the more parameters used in the model the 
smaller the log likelihood value will be. However the more 
elaborate model is likely to have parameters that are 
statistically insignificant. Hence it can be understood that the 
additional parameters will prevent the minimum value of the AIC 
as indicated by the second term in the expression. 
5. 6 The Computer Programs Used to Obtain the Parameter Estimates 
The state space program based on the EM algorithm, written 
by Shumv,ay was modified to obtain the parameters of the time 
varying coefficier.t Autoregressive models. The nonstationary or 
stationary Autoregressive models car. be fiLted using this 
program. The main difference between the program used to model 
constant coefficients aut0regressive equation and the time 
varying coefficient models is on the form of the measurement 
matrix h/. In the modified program it is considered to change 
over time instead of being constant as used in the origir,el 
program. The program is slightly modified, such that it can be 
used to fit the time varying coefficients of autoregn: .. ssive 
models. 
It is important to understand the program• s limitation, 
according to our experiences, 
1) It is recomended not to fit high order state variable~, using 
this program, since the calculation is based on matrix operat~ons 
which includes both multiplication and matrix inversion at every 
iteration. The calculated parameters R, Q, T which yield maximum 
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likelihood values are therefore very likely to be affected by the 
round cf error of during the computation of these quantities. 
This may prevent the convergence to the best parameter values. 
2) The EM algorithm used here is very dependent on the choice of 
initial parameter values and also on the total observations used 
to fit the model. 
3) The form of the error covariance matrices of the filtered 
estimates, Pkjk-· and the smoothed estimates, PkiN are likely to 
yield negative diagonal elements as indicated in subsection 
4.2.2. Hence the i tandard-deviation of the coefficient estimates 
cannot be calculated. 
5.6.1 The Modified Shumway State-Space Computer Progrru.i 
The program can be divided into two parts. 
la) The program used to estimate models parameters which contains 
a fixed '.:.rans1.tion macrix such as the identity matrix or any 
fixed matrix that can be used to represent random walks or VAR(l) 
used to model the change of the coefficients of the p-th order 
autoregressive model. For this case, the estimate of the 
parameter updated Q(i+l) is obtained by taking the first 
derivative of Q(t\ 9,} with respect to the current parameter Q, 
that is, 
By equating this deri.vative to zero to ob::..ain the updated 
estimate for Q(i+l} given as follows: 
(5.6.2) 
lb) The program used to estimate the parameters of the model 
which contains unknown transition matrix. 
The transition mat.-ix represents a vector autoregressive 
series of order 1 or VAR (1) that can be used to model the change 
of the coefficients of the p-th order autoregressive model. 
This program can be:! extended to obtain the parameter 
estimates of the mixed constant ( o;_) and time varying (aik) 
coefficients of p-th order autoregressive model of the form: 
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100 
p 
Yk = E (aik+a1)Yk-i + ek. 
1•1 
(5.6.3) 
Here tr~ constant parameters are firstly estimated using the 
least squares method and the obtained residuals are trea~ed to be 
dependent variable to obtain coefficient \·alues aik· 
2. The program used to estimate the Autoregressive coefficients 
AR(p) whose coefficients follow AR(rn} 
For estimating the coefficients in which they are considered 
to follow autoregressive series of order m, the auxiliary 
matrices corresponding to the transition matrix T and state noise 
covariance matrix Q are required. The canonical form of the 
transition matrix determines the form of the auxiliary matrices. 
For T of the form given in equation (4.1.5), the auxiliary 
matrices for Pt and Pq are written res~ectively as follows: 
(5.6.4) 
Similarly for the transition matrix given in equation (4.1.6) Pt 
anu Pq are given by 
= (~ ~ ~ ~'j pt 1 0 0 0 ' 
0 1 0 0 
0 = (~ ~ ~ ~i 
~q COO O. 
0 0 0 0 
(5.6.5) 
All of the elements of the transition matrix need not be 
estimated. Only those which are not fixed to a certain value (0 
or 1) will be estimated. Elements Pt(i,j)~2 and Pq(i,j)=2 denote 
the elements of the transition matrix T and the noise covariance 
matrix Q that need to be estimated and the other entries are O or 
1. 
From OUL experiences, the program can only work well for 
coefficients of order s 3. Each increase in the order of the 
coefficients, will double the dimension of the transition matrix. 
101 
This prvgram can also be used to estimate the model 
coefficients which ctinge acording to mixed random walk or/and 
autoregressive process. This can be cone making a minor 
adjustment to the auxiliary matrices. 
5.6.2 Problems in the A1gorithIU of Parametor Esti:mcltion 
The estimator obtained using the Kalman filter is shown to 
be an optimal estimator but the method of pdrameter estimation 
U .P. the iterative procedurA as implemented in the EM algorit.nm 
which requires starting values) is oft€n only convergent to the 
local minimum of the objective function. Hence there is a problem 
in attempting to seat~h for the optimal parameter estimates. 
The equations generating the error covariance matric9S of 
the filtered a~d smoothed estimates can cause th~ negative value 
for their diagonal elements. 
immediately terminate. 
If this occurs, the program will 
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Chapter 6 
An Overview of Other Time Ser.ies Models 
The review of the Box-Jenkins method and Harvey's Structural 
models are introduced in the first two subsequent sections of 
this chapter in order to provide 
needed in Chapter Seven. For the 
the theoretical background 
Box-Jenkins method the most 
important problem is the identification of the sample ACF and 
part iaJ autocorrelation function ( PACF) which are described by 
using examples. 
structural models. 
For Harvey's stritctural model, various type of 
6.1 An overview of The Box-Jenkins Methodology 
This sect ions presents modelling procedures implemented in 
the Box-Jenkins methodology. The following sub-sections are 
provided to fulfill the s~ages required for applying this 
methodo1ogy. 
6.1.1 The Model Equation. 
The mode~ considered 1n the Box-Jenkins approach is in 
general form of linear difference equation, where the current 
observation is formulated in terms of the past observations or in 
terms of the moving average terms. The general model 
representations ~-e known as the ARIMA (p,d,q) (P,D,Q) 5 class 
models. Followin9 Chatfield (1984), this model equation can be 
written as 
(6.1.1) 
The term Wk = V1V5 °yk, is the new series after applying seasonal 
and nonseasonal differencing operators to the original series yk, 
ak is a white noise series. The model is a (d+D) -th order of 
integrated multiplicative model. The polynomials ~{B) and 8q(B) 
are respectively the p-th order and q-th order polynomials in the 
backward operator B corresponding to the autoregressive process 
and moving average process, while ~ p(B6 ) and 0 0 (B5 ) are 
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respectively the P-th order and Q-th order polynomials in the 
seasonal backward operator B9 i::or responding to the seasonal 
autoregressive process and moving average process. 
Those polynomials are written as follows: 
(6. 1. ~ 
and 
(6. 1. 3 
For the model to be stationary all the magnitudes of the 
char act eri st ic polynomial's roots Bi; i = 1, ... j, where j = 
p,P,q,Q should be outside the unit circle. 
Example 6.1.1 ARIMA model where p = s = 4, q = 3, d = P -- 0, and 
Q = D = 2. The model equation can be written as 
where 
6.1.2 Model Identification 
Identification of the patterns of sample ACF/PACF plays an 
important role in the model specification for determining the 
order of the autoregressive (p,P) and moving average (q,Q) terms 
of the model. The model identification are performed by comparing 
the the ffetical ACF and PACF of a certain process with the sample 
ACF/ PACF of a stationary data. The data must be stationary to 
enable one to use sample ACF/PACF of the data. Differencing 
operator is the main transformation used to induce stationar cy. 
As an example, the ACF's pattern of a pure autoregressive 
series follows a damped sine wave ( for complex roots of the 
characteristic equation) or/and a damped exponential (for real 
roots). Hence it is still difficult to identify the apropriate 
order of the series. To find the order of the autoregressive 
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model, the partial autocorrelation function (PACF) of the series 
need to be computed, since PACF values at lags greater than the 
order of the autoregressive process pare equal to zero. 
The Yulle-Walker equations can be used to calculate the ACF 
and PACF of the model. The form of the p first Yul le-Walker 
equations in terms of the autocorrelations are given as follows: 
p ( 1) = <P1 + p ( 1) <P2 + .•• + p (p-1) <Pp 
p(2) = p(l)<f>1 + <P2 + .•. + p(p-2)$p 
p(p) = p(p-1)$1 + p(p-2)$2 + + <l>p• (6.1.4) 
In the matrix notation those equations can be written as 
p = p <I> ( 6. 1. 5) 
here P = ( f"'1 1) , p( 2) , . , • , p( p) ) T, <I> :.:. ( <!> j , <!> 2, • , • , <!> p) T and p 
is a (pxp) matrix whose elements are arranged such that each 
corresponds to the (i,j)th entry of <Pi's coefficient in equation 
(6.1.4}. 
The Partial autocorrelation function value at lag h 
represents the correlation betwePn yk h and yk where the 
intermediate nbservations between (k-h) and k contribute to the 
value of the autocorrelation at lag h (see Ledolter, 1983, pp. 
209) . 
The following example illustrates the calculation ACF of an 
ARMA (2,3) model. 
Examp1e 6.1.2 Wk :::: $ 1Wk_ 1 + q> 2Wk_ 2 + ak + 0 1ak_ 1 + 82 ak_ 2 + 0 3ak_ 3 
for lag h :s; 3 = q, multiply the ARMA equation by Wk-h for hs) and 
taking the expectation, we obtain : 
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y(l) = <l>1Y(O) + <l>2Y<l) + ( el + 8182 + 8263) d 
y(2) = <l>1Y(l) + <f>2y<OJ + (82 + 6283) d 
y ( 3) = <l>1Y(2l + 4>2Y(ll + (63) d. 
'T'he autocorrel,1t i.on vcllues at lt.t(~s 11 :r; 3 do not l1ave ti certtdn 
pal l..i!HTI u.lncti they c'on btJ d(1po11dcnl. on y ( 0) val ur:i. For lag h > 3 
= q , by multiplyin0 Wk ti to the ARMA equation for h >3 and 
taking t11e expectation, after dividing ("!ach t<?rm by y(O), we 
obtain 
p(4) = 
p(S) = 
p(k) = 
<I> 1 p( 3 ) + p( 2 ) <I> 2 
<I> 1 p( 4 ) + p( 3 ) <I> 2 
<f> 1 p( k 1) + p( k - 2 ) tf) 2 
Hence the ACF pattern of the ARMA (2,3) model is similar t~ the 
ACF of AR(2) process for lags greater than q. The PACF can be 
computed by substituting the ACF values into equation (6.1.6). 
From this exawple, it can be seen that determining order 
(p,q) of ARMA process is not easy since the pat~ern of both ACF 
and PACF do not have a certain characteristic dS ~he pattern in 
the purely AR(p) or MA(q) processes. The following multiplicative 
seasonal ARIMA moctel is given as an illustration how the sample 
ACF is applied to identify the order of the model. 
Examp1e 6.3 
series Wk, 
The ARIMA (O,d,3) (l,D,li 12 model f~r a stationary 
Wk = { ARMA ( 0 , d , 3 ) + ARMA ( 1 , C , 1 ) 1 2 } . 
First calculate the ACF of ARMA(l,l) at lag l, Wk can be written 
in a transfer function notation : 
{ 1-0B) a 
( 1-<!>B) k' 
or 
The autocovariance function is calculated as follows: 
+ 2 e 
1-4>2) 
e 
+ (1-<1>2) 
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+ 0
2 4> ) 2 
(1-<I>2} 0 
+ 
Note the ACF at lags> q = 1 ,using the result from the prefious 
example can be written in terms of the first value, that is 
A ( 2 ) = clip( 1 ) 
where 
= 
tI> +e + tI> 2e +02 <I> 
<I> +20+82 <I> 
hence, A ( h l = 4>A ( h-1) , for h = 2,3, 
The ACF values of MA(3) is directly found as follows: 
p( 1 ) = ( e 1 + e 1 e 2 + e 2e 3 > 1 ( 01 2 + a 2 2 - e i 2 ) 
p(2) = (82 + 8163)/ (8/ + 8/- 8.,2) 
P( 3 ) = e 1 ( e 2 + e 2 - e 2 ) 3 1 2 3 
p( h ) = 0 , for h > 3 . 
The ACF of the multiplicative seasonal model wheres = 12 is 
given as follows : 
ACF values of (AP.MA (O,d,3)) present at lags 
h = 1 
h = 2 
h 3 
lag 4 < h 
ACF values 
h = 9 
h = 10 
h = 11 
h = 13 
h = 14 
h = 15 
ACF values 
h = 12 
h > 15 
< 8 
of 
of 
p( 1) 
p(2) 
p( 3) 
a 
( ARMA ( 0 , d, 3 ) ARMA ( 1 , D, 1 ) 12 ) 
A, ( 1) p( 3) 
A. (1) p( 2) 
A< 1 l p< 1 l 
A ( 1 l p< u 
A, ( 1) p( 2) 
A< 1) p< 3). 
(ARMA (l,D,1) 12 ) present at lags 
A: ( 1) 
<I> p( h - 12 ) . 
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6.1.3 The Forecast Function 
The forecast function of the general form of ARIMA 
(p,d.q) (P,D,Q)s models are given in equation (6.1.1) The 
forecast function is obtained based on the assumptions that the 
parameters of the models are already known and the random 
disturbances are uncorrelated or may be assumed to be 
inJcpendently distributed). According to equation (6.1.l}, the 
forecast function requires the full representation of the 
Auloregressive polynomials part with the new coefficients 11\, 
i=l .... ,P + p + d + sD, that is, 
~(B}@p(Bs)V1V/yk = (1 - ~1B - ~2B2 - ••• - ~P+p+d+sD BP,p+d+sD)yk 
= 6'l(B)00 (B5 )ak. (6.1.6) 
The obtained 1-step ahead forecast function is written as 
follows. 
( 6 .1. 7) 
0 , l > 0 
for 1 $: 1 and = 
The random terms ak may be calculated by assuminn to start at 
time k = p + P + d + sD +land running to k = T. 
( 6 .1. 8) 
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6.1.4 Parameter Estimation and Model diagnostic 
The parameter estimation of the specified model may be 
carried out by minimising the sum squares of the random terms in 
equation (6.1.9), that is 
N 
SSE= '\.... 2 
.l.J ak . (6.1.9) 
k•p+P+d+sD+l 
Diagnostic test is to be based on the calculated Q-
statistics of the autocorrelation values of the residuals. The Q-
statistic has Chi-square distribution with N-o-q degree of 
freedom. 
6.1.5 The Prob1ems in ARIMA Modelling. 
The problem associated with ARIMA modelling is the lack of 
differencing and overdifferencing of the original series. From 
equation (6.1.1), for D = 0, if the first problem occurs the 
resulting model will be an ARM.l\(p+d,q). This means fitting an 
ARMA mo(-el with the minimum parameters cannot be done. If the 
last alternative occurs, than an invertible model cannot be 
fitted to this data due to the presence of unit roots in the 
moving average part of the series. 
To overcome the last problem Fuller (1976) and Harvey (1989) 
suggest not to differenced the original series apriori instead of 
fitting dirP~· ly the model to the data and to test the presence 
of the unit Loot. 
The second problem is clearly shown using rhe specLral 
representation fy(@) of an AHMA (p,q) process 
;:: 
l6q(B) 1202 
l<t>P (B) 1221t 
l~ (l-61B) A (l-61B) 
'fl(l-$1B)Jl_(l-$1B) 
o2 
21t 
(6.1.10) 
and by noting that the differenced series at lag dis 
xk = Yk - Yk-d '" (1 - gdiyk 
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Following Fuller (1976), if the original series is an ARMA 
(p,q) process then differencing the data u~ to lag d ~1 causes d 
roots of the moving average part of ARMA (p,q+d) are equal to 
unity, as shown below. 
The spectral representation of the new series is given as 
follows: 
(6.1.11) 
Here 6i, for i = l+q to d+q are the roots of ea= 1. 
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6.2 An overview of Harvey's Structural Models 
6.2.1 Introduction 
The model being considered are .inly decomposition of the 
main feature of the data itself e.g, the unobserved components 
such as trend, seasonality, cyclical pattern and irregular 
component. The class of structural models are still within the 
linear class of time series models since each component enters 
into the model equation in an addition fashion. Moreover, the 
random disturbances which present in the components are assumed 
to be mutually uncorrelated to each otner. The immediate sub-
section gives the components considered in structural modelling 
of time series data. 
110 
The type of data being used in order to apply this method is 
not necessarily stationary. As a result the sample ACF of the 
series cannot be used as a tool for model specification. If the 
transformation is neeeded, the log transformation is likely to be 
required. This transformation can reduce the nonlinearity or 
nonnormality in the data. 
6.2.2 Time series Components in a Univariate Series 
The time series components considered in the structural 
models mainly consists of four parts. These comp0nents are 
allowed to change stochastically by introducing the uncorrelated 
random disturbance with zero mean and constant variance in ti1e 
equation's expression of the component. Variance of th~ 
disturbance term which appear in the component's equation is 
termed as hyperparamet.er. If the component is considered to be 
fixed then the hyperparamet.er value will be equal to zero. 
6.2.2.1 Trend Component 
The long term movement. at time k in the data can be 
described as the sum of the level and the damped slope at time k-
l, with equation representation given as follows: 
k:;1,2, ... ,N (6. 2 .1) 
where the terms tt and ~k are White Noise series and, the damping 
factor, o, satisfies O ~ O ~1. Note the slope is constant if ~k 
k;;:; .. . ,-1,0,1, ... (6.2.2) 
is draped, it is also assumed that cov(Tt,~k} ~ 0 for all k. 
6.2.2.2 Cyc1ica1 Component 
The cyclical variation in the data at any particular time k 
can be described by the sum of sine wafe, cosine wave with 
constant frequency Ac, constant amplitude A and constant phase 
0 and a White Noise terms Kk. The representation of this 
component is given in the following equation : 
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t;;k = A cos (Ac)c - 0) + !Ck. (6.2.3) 
Another representation will be more convenient, which is given in 
the sine-cosine terms, that is, 
(6.2.4) 
where 
A= («2 + ~2)1/2; 
The recursive form of the cyclical component can be obtained 
from its Vector Autoregressive representation as follows: 
(6.2.5) 
where o is the damped factor. 
The trigonometric identity cos{A.c + Ac) = cos 2 A.c - sin 2 Ac is 
used to find this representation from equation (6.2.4). Note the 
term c;;k* appears only as a matter of the construction for 
obtaining the same represent.at.ion as is in equation ( 6. 2. 4). 
Therefore it does not have any important. interpret.at ion. The 
recursion starts at k = 0 with initial values t;; 0 = a and c;; 0 * = l3. 
Hence given the information up to time T, the 1 step ahead 
forecast of t;; 1 •TIT conditional on this information is equal to 
(6.2.6) 
6.2.2.3 Seasona1 component 
Seasonal component of the series may be described by using 
dummy variables as is in the regression model or using 
trigonometric function as is in the cyclical component. The 
formulation of seasonal effect is obtained by assuming that the 
total effect of the s seasonality, tk-j for j=l, .. ,s-1 is ze~o or 
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1'.' k + 't' k-1 + • · • + 't' k-s+l = 0 · {6.2.7) 
Following equation (6.2.7) the seasonal effect at any 
particular time k, driven by uncorrelated random disturbance~ 
with zero mean, is given in the following equation : 
s-1 
"t" k = E t k-j + wk. 
j•l 
(6.2.8) 
The trigonometric representation for a seasonal model is 
similarly obtained as in the cyclical model, that is, 
s/2-1 L (tk-J cos)..1k + ~k-/sin)..1k) + wk j•l 
where A. j = 21tj Is are che seasonal frequency. 
6.2.2.4 Irregular component 
(6.2.9) 
1he irregular component ek may be described using a w~ite 
noise series or a stationary Autoregressive series of order p. 
Suppose a structural model 
components only, that is, 
contains level and irre~ular 
then the representation of irregular component using a stationary 
Autoregressive process of order p can be written as follows: 
(6.2.10) 
6.2.3 Single Representation of the Structural Models 
Linear models can indeed be represented or viewed in some 
different ways e.g, to enable being represented in ARIMA models. 
This also applies to any structural model. In other words a time 
invariant structural model whose components are driven by n+l 
White Noise disturbances can be written in single equation fo~rn 
as : 
n 
Vj (B) <PJ (B) (6.2.111 
Here 6j(B) is an MA polynomial in the lag operator of order qj, 
~(B) is an AR polynomjal in the lag operaLcr of order Pj• Vj(B) 
is a general nonstationary polynomial of order dj. 
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The following example is given to illustrate how the single 
representation of a structural model can be obtained. 
Exampl.e 6. 2 . 1 Suppose a time series is regareded to have a 
cyclical pattern incorporated with trend and an irregular 
component is considered to be an autoregressive stationary 
process of order ( 1) . Then we can formulate this model as 
follows. The overal model is 
(a) 
The components of the series contained in the level µk follow 
directly from equation (6.2.1): 
(b) 
and 
(c) 
From equation (6.2.5) we obtain 
( d) 
and following equation (6.2.10}; 
( e) 
To get a single equation representation, the component should be 
stated in terms of the random disturbance. Equation (b) gives: 
where V = 1-B is the difference operator. Equation (cl yields 
or 
A ~k-l 
Pk-1 = V 
By applying the same way as above, equation (c} yields 
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( f) 
Writing this expression in a matrix notation, where C 1 is 2x2 
matrix containing sin~ and cos~, BI is a diagonal matrix with 
backward operator Bas the diagonal elements, the new form for 
the last equation is 
From this equation we obtain 
It is straightforward to get i;k 1 f:rorn the above equation, that 
is, 
c;k-1 ;; 
(1 - ocos).c.B)'Kk-i - 6(sin).c.B)Kk_ 1 • 
(1- 2 ocos.l..c.B + og( 2B 2 ) 
From equation (e), applying the same way, we have 
(g) 
(h) 
By substituting the terms obtained from equations (g), (h) into 
equation (f), and then substitute the resulting expression into 
equation (a), we obtain single equation representation of the 
model, that is, 
T)k 
v+ 
From this example we obtain the following facts : 
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a) This model contains four White Noise Sclr ies Ek, Kk, 1lc and 4. 
b) The series will be stationary by applying a minimum order 
differencing operator 'v(B) = (1 - 2&os ""'·B + o'B2 ) (1-<RBJ'v2, 
that is, 
c) The ARIMA representation for chis structural model is ARIMA 
(3,2,4) for (yk), since the greatest order for AR and MA. 
polynomials are respectively 3 and 4. Note the ARIMA 
representation for each component in a structural model does not 
restrict the MA representation to he invertible nor identifiable. 
Exa.mp1e 6.2.2: If an additive cycle i~ considered in model (a), 
the irregular component is a White Noise series, and var!E = 0, 
then the cycle enters into the model by simply adding ~k obtained 
from equation (h} to equation (a), that is. 
Its single Aquation representation is 
(j) 
A structural model can be shown to have a relationship with 
a particular type of ARIMA class models by impossing a 
restriction to the values of a stationary form of structural 
model's ACF correspond to the ACF values of its ARIMA model 
representation. As an example, see Harvey (1989), p. 68, 
autocorrelation function of the first differenced of a Jocal 
level model in which the level follows random walk has zero 
values at lag greater than 1, therefore the reduced form of this 
:!.16 
model is an ARIMA (0,1,l). By equating the ACF of this reduced 
form at lag 1 with ACF value of MA(l) prc_es gives 
8=[(q2 + 4q) 112 -2 -q]/2, where q = q/;q 2 and O ~ q s - . 
Hence, the random walk plus noise model, yk= µk + ek is an ARIMA 
(0,1,1) with parameter a, constrained such that -1 s 0 s O . 
The form of equation 6.2.11 provides a way for calculating 
the spectral generating function, abreviated as SGF, which 
corresponds to the autocorrelation generating function abreviated 
as ACGF. 
Autocorrelation generating function (ACGF) is defined as a 
polynomial in the lag operator g(B), such that 
g ( B) "'L y ( h) B h. ( 6 . 2 . 12) 
hm-
Spectral generating function (SGF) is similarly defined as 
in the ACGF but the lag operator Bis r.0w replaced by exp(-i~). 
For the linear model ACGF of then observed processes is the 
sum of individual's ACGF, that is, 
n 
g(B) "'L gj(B) 
j~l 
(6.2.13) 
Following eq'--'-ation (6.2.13), ACGF of a stationary series of 
equation (6.2.11) is 
n 
g(B) 
=~ 
V/ (B) 'V/ (B- 1 ) BJ (B) eJ (B- 1 ) 
<PJ (B) <PJ (B- 1 ) 
a 2 j ( 6 , 2 . 14) 
where'\\* (B) = 'V(B) ;Vk (B), for whici1 'V(B)yk is a stationary series 
and the other terms are the same as before. 
Equation (6.2.14) has nn imp~rtant implication t~ the 
frequency domain estimation, since the Maximum likelihood version 
of frequency domain is constructed on the basis of the 
calculat~on of the sample periodogram I(Wj) and the coresponding 
ACGF of the stationary series. 
The Unobserved Component Autoregressive Integrated Moving 
Average form of a st~uctural model abreviated as UCARIMA can be 
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obtained by appropriately decomposing the noise process of single 
equation representation of the structural model. 
Examp1e 6 . 2 . 2 The UCARIMA form of the cyclical trend model 
according to equation (h) is 
By amalgamating the White Noise processes in that equation, e.g, 
~lk is a composite of ~k-l and 11,;, ~ 2 k is a composite of Kk-l and 
Kk-l * and ~Jk = ~ , we obtain 
(l) 
This example shows that the series is the decomposition of ARIMA 
(0,2,1), ARIMA (2,1,2) and AR(l,O) models. 
Following Harvey (1989) the general UCARIMA form can be 
written as 
(6.2.15) 
Note this representation is quite different to that in (6.2.11) 
as m ~ n This can be seen in example 6.2.2 where rn = 3 instead 
of m = 4 as is in equation (h). 
6.2.4 Parameter Estimation of the Structural Models. 
Given the SSF of the model as in section 3.1, a structural 
model is a class of time variant {see definition 2.3.1) models. 
The following example shows that a structural model is a time 
invariant model provided that the transition matrix Tk, the 
covariance matrix of the disturbance in the measurement equation, 
Rk anJ the covariance matrix of the disturbances in the state 
equa.ion, Qk and the measurement matrix, Hk are all constant. 
Ex~np1e 6.2.3 : The SSF of the cyclical trend model given in 
exrmple 6.2.1 is as follows. The state equation for this model 
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is given by 
µk 1 1 1 0 0 µk-1 r~k J3k 0 1 0 0 0 Pk-1 ~k 
ak = i;k = 0 0 ocos.l.c osin.l.c 0 <;k-1 + r· i;/ 0 0 - osin.l.c OCOSAC 0 <;k-1 • 1C • k 
ek 0 0 0 0 4>1 ek-1 Uk 
and the corresponding measurement equation is Yk= {1 0 0 O 1)8k. 
Note Q is a matrix with diagonal elements (~2 , ct2, q 2 , q* 2 , a;/} and 
R contains element. 0. If the the irregular component is assumed 
to be a White Noise then the measurement equation will contain ek 
for which we obtain R = q 2and Q = diagonal ( ~ 2 , ~ 2 , q 2 , q* 2 }. 
The parameter estimation are performed using frequency 
domain estimation, time domain estimation and the method 0t 
scoring algorithm. These three methods require the log likelihood 
function, L(E>jyk; k = 1, ... ,N) as given in equation (4.2.18) to 
be maximized with respect to the parameter vector, ~= (T,Q,R). 
The loglikelihood function is formulated under the assumption 
that the one-step-ahead predict'on error, Ik conditional 0n the 
information available at tiffie k-1 is normally distributed. 
The Kalman filter algorithm incorporated in the time domain 
estimation is used to obtain the estimates of the unobserved time 
series components in the state variables and also the model's 
parameters. 
The Kalman filter algorithm provides tools for handling the 
problems in modelling, e.g, the inclusi0n deterministic component 
in the model, smoothing of the resulting estimates, prediction of 
the future state variables or the observed values and in the 
analysis of time series data, e.g, missing observation values. 
The most important issue of computational algorithm in the 
estimation parameters of time invariant models is the existence 
of steady state solution of the Kalman filter, that is the error 
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covariance matrix, Pk+! I k of the state estimates is time invariant 
or 
where Pis unique and positive definite matrix. If the solution 
of the Algebraic Ricatti Equation (ARE) as is given in sectior_ 
3.3 exist, a great saving time in the computational procedure can 
be gained by setting 
Thus reducing this quantities to be cons~ant eliminates the most 
consumming time taken to calculate Pk+jlk• j='.;, 1. 
The steady state solution will exis:_, if the model is 
stable, that is jA.(T) l<l, ~=1,2, ... ,m and the initial value for 
P 1 10 is positive semi definite. 
Using the models in the previ.ous examples, the following 
subsequent examples are given to illustrate the above mentioned 
points. 
Examp1e 6.2.4 If the irregular component in example 6.2.3 is 
considered to be a White Noise series, then the steady state 
solution of the Kalman filter can be obtained as follows. Let a 
and b be o:os /\-: and &in /\-: respectively and q, q* a.re 
assumed to be the same. The model is controllable if rank [GITGJ 
= 4, where G is as in the formulation of geral SSF as given in 
section 2 . 3 . For this particular model we obtain the 
controllability matrix as follows. 
011 0 0 0 a11 a~ a,. 0 
0 a~ 0 0 0 a~ a a 
0 0 a,. 0 0 a ao,. ba,. 
0 0 0 Or; 0 0 -ao,. aar.: 
From this matrix the system is controllable if q 2 > 0 and q 2 > 
0, furthermore the system is stable if it is cont,ollable. 
The system is observable if rank [ H~ ITHT IT2HTjT3HT] = 4, 
that is, 
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HT THT T2HT T3HT 
[ 
1 1 1 1 l 0 1 2 3 0 0 1 l+a 0 0 0 b 
Hence the system is observable if b ¢ 0 which implies 6 -;,. 0 or 
Ac: ¢ 0 or~. To assess the steady state solution of the model, 
we need to assure that the transition matrix Tis also stationary 
or ~ < 1, for all i satisfies I T-~I j = 0. For this model the 
transition matrix has eigenvalues l, 1, a+b and a-b. Hence the 
required starting values for P1 10 and a 1 1 0 (see Harvey, (1989), 
p.121) are respectively 
KI 
0 
:: 0 
where K is a large positive number such that KI 1 --> 0 as k 
becomes greater and Pojo is the proper initial value which is a 
2x2 diagnal matrix of {q··; (1-8)}. 
ExampJ.e 6. 2. 5: From example 6. 2. 4, where the model contains 
deterministic components, the estimation in the time domain 
requires a slightly different SSF of the model in order to keep 
the model stable. The measurement equation of the model can be 
written as yk = µk + Jl< + <;(k) + ek due to the presence of the 
deterministic component. ~ = Jl< and <;k::: <; (k) in the original state 
equation for level component µk= µk_ 1 + f3< +<; (k) +Tl, which can be 
regarded as functions of time k. Note <;(k) is as given in 
equation 6.2.4. Hence the new SSF arrangement for this model is 
state equation 
measurement equation Yk = H8k+ xkT a + ek, 
where x 1/ = (t cos Ac: sin Ac:) and a= {!3 6 O)T and H =[1]. 
Identifiability of a model parameter can be investigated 
providing a unique mapping parameter from the UCARIMA form to the 
structural model. A sufficient condition for a model to be 
identifiable is at least m of the components in the UCARIMA form 
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of a structural model 
identifiability, that is, 
satisfy the order condition for 
p + dj ~ q +1 
where p,dj and q are the order of autoregressive polynomial, the 
order of non stationary differencing operator and the order of 
moving average polynomial respectively. 
Examp1e 6.2.6: The cyclical trend model as in example (6.2.1) 
clearly satisfies the order condition for identifiability, since 
all the total order of the denumerator's are~ q+l. Furthermore 
it can be verified that the conditions for O>O and O :$; ~ :$; 1t 
need also to be fulfilled. 
6.2.5 Mode1 Selection Applied in Structural Model 
Harvey's structural modelling of time series data involves 
three procedures for time series model 1 ing. These are preliminary 
analysis, test of misspecification, which includes test of 
specification and diagnostic checking, and post sample predictive 
testing. 
6.2.5.1 Pre1iminary Analysis 
In this stage of analysis, 
graphing the original series or 
the usual procedure such that 
the transformed series can be 
performed, a visual inspection of the observed time series data 
may give an idea of the kind of time series components containing 
in the data. From the graph of the differenced series which is 
expexted to be stationary one can decide whether a time invariant 
model will be appropriate for the data. 
First, a general model model may be fittec'. to the data by 
considering the identifiability problems, the 1.ests such as the 
LM, Wald or LR tests then can be carried out to obtain a model 
which contains fewer parameters. 
6.2.5.2 Good.nee of Fit Measure 
Post estimation testing mainly contains the calculation of 
goodnes of fit statistics. The prediction error variance is used 
to measure of how good the model can fit the data. 
Chapter 7 
The Applications 
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In this chapter the applications of the results obtained 
from the preceding chapters are presented. The three data sets 
which are known as the Lynx population series, the index of 
British industrial data and the index of the Southern Oscillation 
data will be modelled using the time varying coefficients model 
as well as the Box-Jenkins methodology and Harvey's structural 
models. 
In the last section of this chapter we compare the model 
fitting applied to these particular data sets. 
7.1 Time Varying Coefficient Models for the Data Sets. 
The time varying coefficient Autoregressive model considered 
in this secti in is VAR (1) type. This was chosen because the 
convergence of the parameter estimates is relatively fast 
compared to other types of time varying coefficients models 
described in Chapter four. This model is also more likely to give 
a better fit since this model contains more parameters compared 
with other time varying coefficient models, i .e, none of the 
elements of the transition matrix Tor the covariance matrix Q is 
zero. 
The final results of model fitting using time varying 
coefficients autoregressive model presented in this section are 
assumed to be the appropriate models for these data sets. We also 
have fitted the time varying coefficient model of higher ord~r 
and the obtained log-likelihood values are almost the same as th8 
obtained log-likelihood values of the second order time varying 
coefficients autoregressive model. 
7.1.1 Time Varying Coefficients Model for The Lynx Population 
Data set. 
Many authors argue that the data is a reall zation of a 
nonlinear process, however fitting this data using Autoregressive 
model of order 11 can give a good fit. The result of fitting this 
data using AR (11) model is as follows: 
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yk = 1 .124 + l .146Yk-i - . 540yk_2 + . 284yk_3 -. 335yk_4 + 
. 17 Syk-s - . 17 Oyk_6 + . 07 5yk_7 - • 0344Yk-a + . 154yk_9 
+ .190Yk-io - . 336.tk-u 
where the Mean squared errors (MSE) = .022109. 
By fitting this model, there is no significant ACF of the 
residuals. Nevertheless, Quinn & Nicholls (1982) argue that the 
parameters obtained using this model is difficult to interpret 
and a more reasonable model is an Autoregressive model of order 
two. 
Many models have been implemented to describe the variation 
in this data set. For examples; Tong has fitted the 
autoregressive model of order 11 and also the linear threshold 
autoregressive model (Tong, 1990) to the logged (base 10) of the 
lynx data. ~oran fits a second order autoregressive model to the 
logged data. Quinn and Nicholls ( 1982) used the second order 
autoregressive model for which the coefficients of the model are 
considered to be mixed of constants and random coefficient.s. 
Subba Rao (1970) fitted a certain class of bilinear ARMA models. 
7.1.1.1. Data Description: 
The following description of this data set is taken from the 
book by Tong ( 1990) p. 360. The classic Canadian lynx data set. 
consists of the annual record oft.he numbers of the Canadian lynx 
trapped in the Mackenzie River district of North-west Canada for 
the period 1821-1934 inclusively and therefore contains 114 
observation va ~ ues. From the graph of the data we can see the 
apparent population cycles. The underlyi:ig assumpti0n being that 
the trapping records are proportionate estimates of the total 
population. 
For this data set, the logarithm of bA.se ten is needed to 
reduce high variation of the data and also to make the 
observations to be normally distributed. The graphs of the data 
after the log transformation is given in flgure (7.1.1). 
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Figure (7.1.1) The graph of the Log 10 of { lynx data) . 
7.1.1.2 Mode1 Fitting 
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We fit time varying coefficient of AR(2) model. where the 
coefficients are assumed to follow VAR(l) proces to the residuals 
yielded by constant coefficient of second order Autoregressive 
model. The first 110 observations are used to get the parameter 
estimates of the constant AR ( 2) model, consequently we use 108 
observations to get the parameter estimates of the time v~rying 
coeffictent. model. The equation of this model is given by 
2 
Yk = L (aik + ai) Yk-i + Ek 
i=l 
where aik and~ are time varying and constant coefficients, Ek is 
NID (O,q 2 ). The state equation for this model is 
and the measurement equation is given by 
Xk a {y,-,.Y,-2 ) (:::) + Ek fork= 5,6, ... ,110 
where 
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fork= 3,4, ... ,110 
The parameters of this model are obtained using the two 
stages parameter estimation methods. First, we obtain the 
parameters of constant coefficient autoregressive model of order 
two, i. e, 
fork= 3,4, ... ,110 
where E;_ is NID ( 0, q,2) . 
The least-squares estimation method taken from (J.Wichern, 
1990) is used to obtain the parameter estimates of this model. 
Then we regress the resulting residuals, xk, on the lagged 
observed values of the original series to obtain the estimates of 
the time varying coefficients, a 1 k and a 2 k. 
The results of the parameter estimation are given as 
follows: 
o;_ = 1.556924 ; C'2 = -.5684366 and q;2 = 0.0917 
= (-2.862897 -4.183041)· ( .001724627 -.0013875) 
T 3. 265285 4. 430823 ' Q = ,- . 001138659 . 0008533403 ; 
and R = 0.04016873. 
Note none of the elements of the transition matrix is less 
than 1, hence the values of the coefficient estimates tend to be 
stationary. Figure (7.1.2) shows the smoothed state estimates of 
the two coefficients, a 1k and a 2k. The Kalman smoothing algorithm 
for the smoothed coefficient estimates is given by 
( -2. 862897 -4 .18304l)(a1klkl) 3. 265285 4. 430823 a2klk 
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where k = 109, 108, ... ,5 and the Kalman smoothing gain, Jk is as 
in equation (3.2.3~> . 
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Figure (7.1.2): The graph of the smoothed coefficient estimates. 
The resulting forecast obtained by this model are given as 
follows: 
Period 
111 
112 
ActuaJ 
3.00 
3.2 
Fit 
3.0579 
3.0660 
std-error 
0.2180 
0.2228 
Prediction error variance= 0.0046 
Correlation between the coefficients= -0.98633 
The final log likelihood value is -103.1037. 
The ACF of the residuals has a significant value at lag two. 
7.1.2 The Time Varying Coefficients Model for British Industrial 
Production Data Set 
This data set has been analysed by Newbold & Agiaklogou 
(1991). They concluded that this data exhibit structural 
changing. For this reason they suggest dividing the series into 
three periods. and to fit di f terent ARI MA model for each period. 
This is shown by the graph of the series which has extremely low 
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values at the beginning of the period compared to the values at 
the end of the period. 
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Figure 7.1.4: The graph of the ln (index indusLrial data). 
7.1.2.1 Mode1 Fitting 
we used the last 115 observed values, for which the first 
107 observations are used to obtain the parameter estimates of 
the transition matrix T, the covariance matrix of state 
disturbance Q and the covariance matrix of the measurement 
disturbance R. We fit a second order autoregressive model in 
which the coefficients are assumed to change according to VAR(l) 
to the detrended (the linear trend is removed) series of the 
logged industrial data . 
..0.168206 .. 0·2 
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Figure {7.1.5). Tne graph of the detrended series 
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The equation of the model is given as ollows. 
fork= 3,4, ... ,107 
where Ek is NID (0, q/) 
fork= 1,2, ... ,107. 
The state equation of this model is 
B • • ( :::) • ( ~:: ~::)( :::::) + ( :::) 
and the measurement equation is given by 
fork= 3,4, ... ,107 
where 
= R. 
The parameter estimates for the above model are given as 
follows : 
the mean ,µ0 = 3.08524 and the slope, P = 0.02874 
T = (0. 49396 -0. 04018). = ( . 02186 - . 01028). 
0 • 14294 1, 01052 I Q - , 01028- • 01089 I 
and R = 0.001775. 
The correlation between the coefficient is - 0.86 
The final likelihood value is 270.57. 
The prediction error covariance is 0.0020368. 
Figure (7.1.6) shows the smoothed state estimates of the two 
coefficients, a 1k and a 2k. The Kalman smoothing algorithm for 
these estimates is given by the following formulae 
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where k = 106, 105, ... ,3 and the Kalman smoothing gain, Jk is as 
in equation (3.2.32). 
I)\ -
-
J.. 
Figure (7.1.6): The graph of the smoothed coefficient estimates. 
The ACF of the residuals obtained by fitting this model to 
the detrended series does not contain any significant value. The 
forecast values up to period 110 are given as follows. 
Period 
108 
109 
110 
ActJJal 
4.41280 
4.44969 
4.42843 
Fit 
4.46834 
4.49729 
4.52578 
std-en;;or 
0.05154 
0.0522.6 
0.05362 
Note the range (Fitted ± standard error) does not cover the 
actual values since the standard error of the parameter of the 
detrended series, the mean µ 0 and the slope, ~are not included. 
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7.1.3 Time Varying Coefficients Model for The Southern 
Oscillation 
El Nino or the southern oscillation (SO) data set consists 
of the index of monthly record of airpressure differences between 
the area of north of Darwin and the central Pacific around Hawaii 
for the period mid 1956 to 1989 inclusively, as given by The 
National Climate Centre. From the information given in the data 
set, there is a correlation between the index values and global 
weather conditions. For example, when the index is below the mean 
Australia experiences drought. When the index is above the mean 
it correlates with increased rl infall. The plot of the data set 
is given in figure (7 .1. 7i. 
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Figure (7.1.7} The graph of the index southern oscillation. 
The following is the histogram of the index series, which 
appears to be reasonably normally distributed. 
Histogram of the index SO data 
Each* represents 5 obs. 
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N = 700 
According to the meteorological observation there is a close 
correlation between the ~ow values of the index to severe 
droughts of 1966 and 1982-1983 and highs with wet years in early 
and mid 1970s ~nd the present. From the chart it can be also 
observed that the index has an ability to shift rapidly from one 
pattern to its opposite. 
7.1.3.1 Model Fitting 
In order to be abl,: to fit a model for which the coefficient 
fol low a certain non stationary process, the data should be 
transformed. If a non-stationary coefficient AcJtoregressive model 
is considered, the coefficients of the model are no longer 
constrained to have fixed means. Therefore we can be expect the 
model will gradually evolve over time. This can be obuerved from 
the values of the transformed data taken [ron different sample 
periods, those values will be very different. 
shows the graph of the transformed data. 
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Figure (7.1.8): The graph of the transformed SO index data. 
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For this data set we use integration transformation of order 
two 
;fork= 1 , ... ,700 
to all of the observed values. Note it is possible to apply the 
transformation to this data set because from the histogram it can 
be observed that the observations appear to be normally 
distributed with zero mean. From the latest 331 transformed 
observations, the first 330 transformed series is used to obtain 
the parameter estimates T,Q and R. Because the values of the 
transformed data are large, the data is rescaled by dividing it 
by ten. 
The model being fitted to this dat~ ~~c ,,f the form 
where aik are the time varying coefficients, Ek is NID (0, q 2 ) and 
xk is the transformed data. The state equation for this model is 
and the measurement equation is given by 
fork= ,372,373, ... ,699 
where 
= R. 
Using 11 iterations the transition matrix T, the covariance 
matrix of the state disturbances Q and the variance of the 
measurement error R of the model are obtained as follows: 
( 
0.9602333 0.0532354) ( .001246536 -.001247805) 
T = 0. 043969 56 O. 9409319 ; Q = - . 001247 805 . 001249094 ; 
and R = 0.26551. 
Pev = .82173 
Correlation between the coefficients= .772 
The obtained log-likelihood value is - 217.75. 
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Observing the transition matrix T, all its values are less 
than 1, which means the model agrees with the nonstationarity of 
the data, i.e. the eigenvalues of th~ transition matrix~ 1. The 
resulting forecast of this model are given as follows: 
ferioct 
700 
1.QJ 
Actya1 
58683.4 
fit 
58687.76 
58528.91, 
std-error 
2.3338 
4.6408 
The lines labelled as Coefl and Coef2 in figure (7.1.9) are 
the filte1.ed estimates of the two coefficients, a 1k and a 2k. 
Their appearances are less smooth since we do not ~"'P. the 
smoothing algorithm. The equation of the filtered coefficient 
estimates is given as follows 
where k = 372,373, ... ,699. Note the transition matrix Tis 
substituted by the above estimate and the Kalman smoothing gain, 
Kk is as in equation (3.2.18). 
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Figure (7.1.9): The graph of the filtered coefficient estimates. 
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The fitted values, Ykl k-l for this model are obtained by 
taking the second order difference on the one-step-ahead 
prediction values, which is given by the following formulae 
fork= 372,373, ... ,700. 
Figures (7.1.10) and (7.1.11) show the fitted values in the 
actual scale and the ACF of the residuals respectively. 
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Figure (7.1.10): The graph of the fitted series . 
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ACF oi the residuals of the time va in coeffimnt AR(2) model. 
Figure (7.1.11): ACF of the residuals. 
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It is straightforward to convert the forecast values 
obtained by fitting the above models to the transformed data. To 
convert the forecast values for comparison with the untransformed 
data, requires subtracting the differenced fitted value from the 
past immediate differenced value. For example, the forecast of 
period 700 is obtained as follows: 
Subtracting the past immediate value to the predicted value, 
we have 
58687.76 - 58831.1 = -143.34. 
Subtracting the value at lagged two to that past immediate value, 
gives 
58831.1 - 58962.3 = -131.2 . 
The predicted value in the scale is obtained by subtracting the 
second value from the first value , that is, 
-143.34 - (-131.2) = - 12.14. 
Fitting the model using this kind of transformation has an 
advantage and also a disadvantage. The advantage is the resulting 
prediction error variance is relatively small and the 
disadvantage is we cannot directly interpret the results of the 
parameter estimation, e.g, the obtained coefficient estimates do 
not reflect directly on the characteristic of the original data. 
We also fit the original data using Autoregressive model of 
order two where the two coefficients are again assumed to follow 
VAR(l) process. 
fork= 3,4, .. ,700 
where a 1k and a 2 k are the time varying coefficients, Ek is NID 
( 0, q 2 ) and yk is the orig:i nal series. 
The estimates of the transition matrix T, the covariance 
matrix of the state disturbances, Q and the variance of the 
measurement error are 
T = ( 0.8070927 0.08756189)· 
-0.0146113J ').9962572 ' Q 
and R = 47.16364. 
= (0. 009471823 0 ) . 
0 0. 004213852 ' 
The prediction error variance= 51.519 
The correlation between the coefficients= - 0.9504453 
The final log likelihood value is -1725.4165 
The resulting forecast of this model are given as follows 
Period 
700 
70l 
Actual fit std-error 
-11.69644 8.020199 
-8.669926 7.309487 
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The fitted values, Ykl k-l obtained using the original data is 
given by the one-step-ahead prediction formulae, 
fork= 3,4, ... ,700. 
Figures (7.4.4) and (7.1.12) display the fitted values and the 
ACF of the re:.iduals obtained by fitting this model to the 
original data . 
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Figure (7.1.12): The ACF of the residuals. 
7.2 The Box - Jenkins Method for the Data Sets 
70 
The Box-Jenkins methodology as reviewed in section 6.1 is 
u&ed to fit the data sets. The final results of model fitting are 
presented by writing the model equation in terms of the value of 
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the parameter estimates and the ACF of the residuals obtained by 
fitting a particular ARIMA model. Note all the ARIMA models used 
to fit the data seL.s are assumed to be the· appropriate model for 
the correspondin~ data set in the sense that the parameter values 
are all statistically significant and the Box-Pierce statistics 
for the ACF values of the residuals are insignificant (95% 
confident interval). 
7.2.1 The Canadian Lynx Data Set 
Using 110 observations, the ARIMA (p=l, d=l, q=O) (P=l, D=l, 
Q=O) s=lO model is fitted to the log 10 (Lynx data). The estimated 
model e~1ation is given as follows: 
(1 - 0.2681 B) (1- 0.4618 B10 )xk = ek for k = 12, ... ,110 
wheres/ = 0.06176 and xk = l!. 10 (yk - Yk-l). 
Forecasts from period 110 up to period 114. 
Period 
111 
112 
Forecast 
3.08219 
3.34025 
ACF of the residuals 
95 Percent Limits 
Lower Upper 
2.59502 3.56937 
2.55350 4.12701 
-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 
1. 0 
0.4 
Actual 
3.00000 
3.20140 
0.6 0.8 
+----+----+----+----+----+----+-- -+--- +----+----+ 
1 0.022 
2 -0.134 
3 0.051 
4 -0.167 
5 -0.199 
6 -0.112 
7 -0.029 
8 0.092 
9 0.107 
10 0.013 
11 0.103 
12 -0.048 
13 -0.116 
14 -0.155 
15 0.035 
16 -0.037 
17 -0.005 
18 0.095 
19 0.108 
xx 
xxxx 
xx 
xxxxx 
xxxxxx 
xxxx 
xx 
XXX 
xxxx 
X 
xxxx 
xx 
xxxx 
xxxxx 
xx 
xx 
X 
XXX 
xxxx 
95 % confident interval= .20 
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7.2.2 The Index of British Industrial Data Set 
Since the observations are not normally distributed, the log 
transformation is needed. Using the last 155 observations, 
inwhich the first 76 observations are used to get the parameter 
estimates, the ARIMA (p = 1, d = 1, q = 0) model is considered 
for the logged data set, the estimated model equation is 
;fork= 3,4, ... , 76 
wheres/ = 0.002301 and xk = Yk - Yk-i· 
The ACF of the residuals does not contain any significant 
vnlues. The obtained forecasts from period 205 up to 213 are 
given as follows: 
Period 
76 
77 
78 
Forecast 
4.40003 
4.39574 
4.39430 
ACF of the residuals: 
95 Percent Limits 
Lower Upper 
4.30598 4.49407 
4.23881 4.55266 
4.18650 4.60210 
Actual 
4.41280 
4.44969 
4.42843 
-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 
+----+----+----+----+----+----+----+----+----+----r 
1 -0.164 xxxxx 
2 -0.147 xxxxx 
3 -0.159 xxxxx 
4 -0.130 xxxx 
5 0.144 xxxxx 
6 -0.022 xx 
7 0.017 X 
8 0.075 XXX 
9 0.029 xx 
10 0.061 XXX 
11 -0.078 XXX 
12 0.020 xx 
13 -0.091 XXX 
14 -0.038 xx 
15 -0.014 X 
16 0.066 XXX 
17 0.101 xxxx 
18 0.136 xxxx 
7.2.3 The Index of Southern Oscil1ation Data Set 
For this data set we use all of the observations to obtain 
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the parameters of the model. The histogram of the original series 
shows the observations are normaly distributed, hence we do not 
need to apply any transformation to yield Gaussian obsevations. 
In order to be able to use the Box-Jenkins method, the series 
must be made to be stationary by applying appropx.iate 
differencing operators of order a at lag 1 or D at lags ~ 2. 
However, thi:::; is not always the case. For this data set, al though 
the ACF of the series dies out at infinite lags, that is the 
value of the ACF such that p(h)< .76, fitting the ARIMA model 
without differencing the series can give a good fit. 
The following figures shows the ACF and the PACF of the 
observed values. 
ACF of the index SO data 
-1.0 -0.B -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 
l 0 636 xxxxxxxxxxxxxxxxx 
2 C.5,9 xxxxxxxxxxxxxxx 
3 0.515 xxxxxxxxxxxxxx 
4 0.461 xxxxxxxxxxxxx 
5 O.H5 xxxxxxxxxxx 
6 o. )73 xxxxxxxxxx 
7 0.261 xxxxxxxx 
8 0. 19"1 xxxxxx 
9 0. 138 xxxx 
10 0.061 XXX 
11 0.024 X::' 
12 -0.016 X 
l3 -0.054 xx 
14 -0.099 XXX 
15 -0. I 07 xxxx 
16 -0.091 XXX 
17 -0.105 xxxx 
18 -0. 126 xxxx 
19 -0. 140 xxxxx 
20 -0. 115 xxxx 
21 -o. 126 xxxx 
22 -0. 111 xxxx 
23 -0. 106 xxxx 
24 -0.127 xxxx 
25 -0.082 XXX 
26 -0. l.l98 XXX 
27 -0.057 xx 
28 -0. 071 XXX 
29 -0.090 XXX 
)0 
-0.098 XXX 
31 -0.092 XXX 
)2 -0.093 XXX 
)) 
-0.059 xx 
H -0.088 XXX 
35 -0.082 XXX 
36 -0.078 XXX 
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PACF of the index SO data: 
-1.0 -0.B -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 O.B 
----·----+----+----+----~----+----·---~-+----+----+ 
l 0.636 xxxxxxxxxxxxxxxxx 
2 0.24) xxxxxxx 
3 0. 17 l xxxxx 
4 0.070 XXX 
5 0.036 xx 
6 0.014 X 
7 
-0.130 xxxx 
8 -0. 075 XXX 
9 -0.067 XYX 
lu -0.089 XXX 
11 -0.023 xx 
12 - 0. 017 X 
13 -0.002 X 
14 -0.037 xx 
15 0.020 X 
16 0.065 XXX 
17 -0.000 X 
18 -0.032 xx 
19 -0.042 xx 
20 0.026 xx 
21 -0.045 xx 
22 -0.004 X 
23 -0.006 X 
24 -0.056 xx 
25 0.058 xx 
26 -0.04) xx 
27 0.071 XXX 
28 -0.047 xx 
29 -0.060 xx 
30 -0.0)5 xx 
) 1 -0.0)) xx 
32 -0.014 X 
33 0.038 xx 
H -0.0)9 xx 
JS 0.019 X 
36 -0.010 X 
In fact, there are many seasona: moving average models of 
any lag (~2) that can be fitted to this data set with all the 
parameters estimates are significant. 
We may explain this phenomenon as an example of the 
overdifferencing problem in the ARIMA modelling, which is pointed 
by Harvey, Abraham & Ledolter (1983) and Fuller (1976) as already 
mentioned in section 6.1. When overdifferencing occurs then the 
model considered to be fitted on the data will no longer be 
identifiable anymore. When we fit seasonal models, there are 
several error messages such as convergence criterion no ~et, Back 
forecast does not die out quickly. These indicate that there is 
a problem in the parameter estimation because the moving average 
part of the model is not identifiable. The output produced by 
MINITAB is presented as follows: 
MTB > arima 3 O 2 cl c2-c4; 
SUBC> noconstant; 
SUBC> forec 6 c5-c7. 
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Estimates at each iteration 
Iteration SSE Parameters 
19 33757.3 1.952 -1.230 0.228 1.554 -0.748 
Relative change in each estimate less than 0.0010 
Final Estimates of Parameters 
Type Estimate St. Dev. t-':atio 
AR 1 1.9524 0.1069 1a.27 J.. 
AR 2 -1.2295 0.1099 -11.18 
AR 3 0.2284 0.0603 3.79 
MA 1 1.5541 0.1011 15.38 
MA 2 -0.7480 0.0431 -17.34 
No. of obs.: 700 
Residuals: 
MS= 
SS = 33748.9 (backforecasts excluded) 
48.6 DF = 695 
Modified Box-Pierce chisquare statistic 
Lag 12 24 
Chisquare 5.9(DF=7) 18.3(DF=l9) 
36 
31.5(DF=31) 
48 
47.8(DF=43) 
The sample ACF and PACF cut off after lag (9) and after lag 
3 respectively. 
We fit ARIMA p = 3, d = 0 q = 2 model to the Index 
Southern Oscillation data, in which the parameter being estimated 
together with their t.-statistics values <in the parantheses) and 
also the estimate of the variance of the disturbance are given as 
follows. 
E(yk) = 1. 9524yk-1 - 1. 229 5Yk-2 + 0. 2284Yk-3 + 1. 5541ek-1-0.7480ek 
where s/ = 48. 6 and k = 6, 7, ... 700. 
The characteristic polynomial of the Autoregr~ssive part cf 
this model is 
1 - 1.9525 B + 1.2291 8 2 - 0.2279 8 3 = 0. 
The roots of this equation are 1.021, -.07363/3.85 ± i 
2.6456/3.85. The complex roots correspond to the frequency w -
1.299391 or a cycle of 4.835 periods. The Forecasts frcm period 
70~ up to period 705 are 
Period 
701 
702 
95 Percent. Limits 
Forecast Lower Upper 
-14.2129 -27.8738 -0.5519 
-13.2723 -27.9768 1.4323 
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7.3. Harvey's Structura1 Mode1 for the Data Sets 
In this section, Harvey's structural model as presented in 
section 6.2 is used to model the data sets. We present the final 
result by giving the model equation and graphing the estimated 
time series components and the fitted series. 
7.3.1. Structura1 Mode1 for the Canadian Lynx Data Set 
We fit two structural models for this data set. Following 
Harvey (1989) the first model is known as a trend plus cycle 
model. The model equation is given by equation (7.3.1) and the 
component_s of the model; the stochastic level, the slope and 
cyclical component are given by equations (7. 3. 2), (7. 3. 3), 
(7.3.4) respectively. 
Ek co NID (0, o/) (7.3.1) 
'Ilk co NID (0, a,/) (7 • 3 . 2) 
~k co NID (0, ol) ;1. 3. 3) 
Kk co NID ( O, o,,_2) (7.3.4) 
fork= l, ... , N. 
The state equation for this model is 
µk 1 1 0 0 µk-1 '11k 
~k 0 0 0 0 ~ k-1 ~k 
ek = = 0 OCOSAC osinAC + (7.3.5) c;k 0 ~k-1 1Ck 
c;/ 0 0 - osin).c OCOSAC c;k-1 • 1C • k 
and the measurement equation of this model is given by 
{7. 3. 6) 
The smoothed state est~mates of the time series components 
at the end of the sample period is given by 
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µNIN [3 .1409] 
flNIN ~NIN .0556 = ;; <;NIN -.3201 
c;NIN • .1095 
Substituting these components and the estimates of the damping 
factor, o = .9500 and the frequency, .i\. =.6355 ir,to t.he 
corresponding equation of the state components and by following 
equation (7.3.1)-(7.3.5) we obcain the following smoothed 
recursive estimates 
The equation of the smoothed estimate~ of the trend component, 
that is, 
, where 
------- ---·-----·-··-· 
/", 
/ \ 
/ /-\ ---~ // \\ I/ I '\ r' ~' 
\ / "' "'-./. 
"-._./ \_ / 
Trend_ 
I ] 
L.2.5:?63 '2.5 L-.---J..----1------L--\J..=_J__ ___ J_ __ __j 
0 20 40 60 80 
Figure (7.3.1): The smoothed estimate of the trend 
component. 
1.:x, 
The smoothed estimates of the cyclical component is given by 
c;klN = .9500 cos(.6355) h-ilN + .9500 sin(.6355) i;lc-!iN 
c;k1/ = -.9500 sin(.6355) t;k-llN + .9500 cos{.6355) c;k-llN•. 
and the following figure shows the graph of the smoothed 
estimates of the cyclical component. 
• 0.91,7 
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f-"igure ( 7. 3. 2): The graph of the smoothed estimate of the 
cyclical component. 
The equation of the smoothed estimate of the fitted series is 
given by 
by 
The covariance matrix of the state disturbances Q is given 
0 
.0005377 
0 
0 
0 
0 
.0279 
0 
and Lhe estimate of the covariance matrix of the measurement 
disturbance, R is given by q 2 == 0 (0). 
The computed final Log-likelihood value is 94.6713 and the 
Prediction error variance is . 0622. The ACF of the residuals 
shows significant values at lags 8, 10 and 12. 
The ACF of the residuals. 
Lag--------------0----------Autocorrelation 
1 I* .031264 
2 ****I -.163743 
3 I**** .158113 
4 I** .071825 
5 I*** .104516 
6 I* .002304 
7 **I -.090620 
8 ****I -.191476 
9 *I -.031553 
10 I***** .222176 
11 *I -.025707 
12 *****I · .234891 
13 ***I -.122647 
14 **I ... 058879 
15 I** .062966 
16 **I -.084401 
17 **I -.082646 
18 ****I -.182011 
19 *I -.010847 
20 I**** .158575 
95% C. I. ++++O++++ 2/sqrt( 108)-= .192450 
The forecast up to p 0 riod k = 114 are as follows : 
Observation Actual Fitted 
111 3.0000 3.0136 
112 3.2014 3.2422 
Root Mean Squared Error 
. 2·196 
.2496 
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A more el::tborated model which includes trigonometric 
seasonal components, tk is also fitted to this data set, where µk, 
~' c;k are as in (7.3.2), (7.3.3) and (7.3.4). The model equation 
is 
(7 .3 .6) 
The equation for the staLe components such as the trend and 
the cycle are the same as given in equation (7.3.3.2) -(7.3.3.4). 
From equation (6.2.9) the equation for the seasonal component, tk 
is given by 
4 
tk = -E (tk-J cos () .. Jk) + tk-J • sin (A.Jk)) + Ctlk. 
j•l 
(7.3.7) 
The state space representation of this model is obtain,""!d by 
adding the block matrices Cj (see Harvey (1989) p. 173) to the 
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transition matrix in model equation (7.3.5). 
( 0 cos J...j 0 sin AJ) cJ = 
-o sin J...J 0 cos J...j 
Cs = (-1, k where j 1, ... , 4, ( 7. 3. 8) , = 
The final Log-likelihood value obtained by fitting this model is 
94.6713 and the Prediction error variance is .0622. The ACF does 
not contain any significant value. The seasonality test 
19.5654(ChiA2(9)) is significant, however since the estimate of 
the hyperparameter value, q,2 (t = 2.2388) is not equal to zero, 
the statistics for seasonality test was not valid, see Harvey, 
(1989). 
7.3.2 The Index of British Industria1 Data Set 
By using 107 observations of the logged data, we fit the 
following structural model 
(7.3.9) 
and 
µ k = µ k-1 + p + Tl k ' (7.3.10) 
The fixed-trend pin equation (7.3.10) is treated as an 
exogenous parameter, hence the state equation fot this model is 
and the measurement equation is given by 
where xk = Yk - P k and k = 1, ... , N. 
The smoothed state estimates at the end of the sample period 
is given by 
µ~N = 1.6566 (3.5016). 
• 1. 68 • I I I I I 
01v-J\ /'\ ,,., 
.... I \ I \ i \ /\ '';rv ·1 ., I A /, 
Trend t, I \ j' \ ' 0\ I ·, 1 ' 
• •1 I ' / \ / \ yeax -. / , , ~ .. \/ 
1 . ~ /1 /\/\/ ~ './ 
'/".-"'\ t'\ I,; 
·. n (, , I 
-
\_/,: ,'-' I I I I 
. 1.424\. ,,_ ___ __.._ ___ _._ ____ ,..___ __ ~-----'-----------' 
0 
• 1 
Figure (7.3.3) 
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. 107 
The smoothed estimate of trend component. 
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The estimated slope is given by b = .0261. Substituting these 
estimates into the measurement equation given by equation 
(7.3.9), we obtain the recursive estimate of the fitted series: 
where k = 107, 106, 
y k IN = µ kjN + • 0 2 6 1 ( k) 
2 . 
The estimates of the covariance matrices of the random 
disturbances, Q and Rare given respectively by q,i = 0020722 and 
q 2 = 0. The obtained final Log-likelihood value is 269.5732 and 
the Prediction error variance is .0020722. 
The forecast up to period k = 115 are as follows 
Observation Actual Fitted 
108 4.4128 4.4770 
109 4.4497 4.4383 
110 4.4284 4.4753 
111 4.4544 4.4536 
Root mean squared error 
.0457 
.0457 
.0457 
.0457 
The obtained ACF of the residuals by fitting this model does 
not shows any significant value as shown below. The ACF of the 
residuals is given as follows: 
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ACF of the residuals of the fitted model. 
Lag------------0-------------Autocorrelation 
1 **I -.060986 
2 ****I -.193898 
3 ***I -.104025 
4 ****I -.163979 
5 I** .064343 
6 I* .044519 
7 I** .068025 
8 I**** .150729 
9 *I -.036546 
10 I* .028763 
11 I** .063613 
12 **I -.056960 
13 *I -.033309 
14 **I -.050105 
15 **I ·-.074023 
16 I** .070433 
17 I** .091265 
18 I**** .175666 
19 ***I -.136023 
20 **I -.089420 
95% C. I. +++0++++ 2/sqrt( 106) = .194257 
7.3.3. The Index of Southern Oscillation Data Set. 
The structural model being considered for this data set is 
known as the additive cycle model. The model equation is given by 
the following equations : 
(7.3.11) 
for k = 1, 2, ... , N. (7.3.12) 
The state equation for this model is given by 
(7.3.13) 
and the measurement equation is given by 
The smoothed estimate of the state variables at the end of the 
sample period is given by 
(
-15. 7779). 
3.49983 
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By substituting the elements of this 1,ector, the estimates of the 
damping factor, 0= .9433 and the frequency ,.A.= .1330 into 
equation {ii), the smoothed estimate of the cyclical components 
fork= 700, 3 are given by the following equations: 
c;klN = .9433 cos(.1330) c;k-ilN + .9433 sin(.1330) c;k_ 11/ 
c;k1n· = -.9433 sin(.1330) c;k-llN + .9433 cos(.1330) r;k-ilN·· 
and the equation of the smoothed fitted values is given by 
where k = 700, ... ,3. 
The estimates of the covariance matrices of the state 
disturbance, Q and the measurement djsturbance, Rare given by q 2 
== 7.4296 and q 2 == 30.7343 respectively. 
The obtained final log-likelihood value and the prediction 
error variance are respectively given by -170.2 and 48.4493. The 
ACF of the residuals shows significant values at lags 6, 27 and 
41. The forecast up to period k = 700 is given as follows: 
Observation Actual Fitted 
700 -17.5000 -14.3141 
7.4. Mode1 Comparison 
RMSE 
7.9984 
CUSUM 
-.3123. 
The models are compared by presenting the results of model 
fitting on the data sets using the time varying coefficient 
Autoregressive model, the ARIMA models and the Structural models. 
To measure how good the models fit to the data sets, we use the 
value of the estimate of the error variance which is known as the 
Prediction error variance (Pev) for the time varying coefficient 
model and the structural models or the Mean Squared Error (MSE) 
for the ARIMA models. 
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7.4.1. The Lynx Data set. 
In order to yield a good fit, a more elaborate model is 
employed, for example, adding the seasonal component to the trend 
plus cycle model can give a better fit, but this will cause the 
total observations reduces up to 11 observations. The same thing 
also occurred in the ARIMA model since if the seasonal model of 
orders is considered, the original series will be differenced at 
lag = s. In the case of the time varying coefficient 
Autoregressive model of order two, the first four observations 
are required as the starting values to get the estimate of the 
coefficients. 
For this data set the obtained Prediction error variances or 
the Mean Squared Erros are given as follows: 
Time varying model yields Pev = 0.0046. 
ARIMA ( 1, 1, 0) (1, 1, 0) s= 10 yields Mean Squared Error = 0. 061 77. 
The trend plus cycle model yields Pev = 0.0622. 
Note the time varying model fitted to this data set is 
accompanied with the constant AR(2) coefficient model. Hence this 
model requires more parameters in order to obtain a better fit. 
7.4.2. The Index of British Industrial Data Set. 
This is the most difficult data set to be fitted using both 
the structural rnudels and the ARIMA models if the complete 
observations of the ln (data set) are used to get the parameter 
estimates. 
We observe that the patterns of the residuals obtained by 
fitting the structural model and the time varying coefficient 
Autoregressive model of order two are very similar although the 
formulation of these models are not the same, that is, the former 
model yields the estimate of the trend component and the later 
yields the coefficient estimates. However, those estimates are in 
fact obtained from the same series, since in both procedures the 
slope component of the series has been extracted before applying 
the Kalman recursions to obtain the estimate of the state 
variables. The graphs of the residuals obtained by fitting these 
models are presented in the following figures: 
2 
Retidull ye...- 0 
.-2.5576.,_4'------'------'-------'----....._ ___ __..__ ___ _, 
O 20 40 60 80 100 120 
._t07., 
Figure {7.4.1) The graph of the normalized residuals of the 
structural model of British industrial data. 
L2.162., 4 
2.857 
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Res. 0.571 
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-1l.S71 
-1. 714 
-2.85 
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Figure (7.4.2): The graph of the normalized residuals of AR(2) 
model with the coefficients follow VAR(l). 
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Figure (7.4.3) The graph of the residuals obtained using ARIMA 
(1,1,0) model. 
For this data set ~he obtained Prediction error variances or 
the Mean Squared Errors are given as follows: 
Time varying model yields Pev = 0.0020368. 
ARIMA (1,1,0) yields Mean Squared Error= 0.002301. 
The trend plus cycle model yields Pev = 0.0020722. 
As indicated by the above resu 1 ts, it can be seen that the 
time varying autoregressive model of order two yields a better 
fit for this data set compared to the ARIMA model and the 
structural models. 
7.4.3 The Index of Southern Osci11ation Data Set 
The following figures are presented to see that there are 
similar patterns for the fitted values obtained using the 
structural model (cyclical model) and the time varying 
coefficient model of order two on the original data set. 
30 
20 
10 
a ........... ~ 
·10 
-20 
·30 .L-------------------------
11.E clurt of Iha fittid timo varying 1."0Eificienl AR(2) modal o{ tbl i.odax SO data. 
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Figure (7.4.4}: The graph of the fitted values of Time varying 
coefficient model. 
20 
10 
0 .,.,.....,....~ 
-10 
·20 
-30 ...__ ___________ -------------
Figure (7.4.5): The graph of the smoothed cyclical component. 
Examining these figures, we find that these models reveal 
the same characteristic of the original series, that is the 
periodicity of tr-e cyclical variation of this data set. The 
estimated period of the cycle as obtained by the structural model 
was 37 periods corresponding to the frequency 0.1330 radians. 
In order to be able to observe tha closeness between the 
observations and the fitted values, the ACF of the last 330 
observations and the fitted models are presented, this is shown 
in figure (7.4.6). 
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Figure (7.4.6}: The graph of the ACF ot the various models and 
the actual observations. 
From the above figure, the time varying coefficient model to 
the transformed series, denoted by Tvar2, of the index SO data 
set can be seen to give a better tit, as compared to the fit of 
the same model on the original data set or the fits obtained 
using the structural model and the ARIMA model. Note the time 
varying coefficient model for the transformed data yields PEV = 
0.82173. This result can be explained as follows. 
From the graph of the transformed series we can see that the 
characteristic of the transfomed series is dominated by the long 
term movement ( trend) , that is, the series appears to be very 
smooth. Because the resulting estimates of the Kalman filter 
estimates can be viewed as the weighted of the past observations 
and the sum of these weights is not equal to zero, these 
estimates will cause the fitted values to be closer to the 
corresponding actual values. The obtained prediction error 
variances or the Mean Squares Erros by fitting the models to the 
original series are given as follows: 
Tjme varying coefficient model yields Pev = 51.519 
ARIMA (3,0,2) yields Mean Squared Error= 48.7. 
The cyclical model yields Pev = 48.4493. 
155 
From the above results, the structural model yield a better fit 
as compared to the fit obtained using the time varying 
coefficient model and the ARIMA model. 
8.1 Summary 
Chapter a 
Conclusion 
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Based on the results of the applications presented in 
Chapter Seven. we conclude that the data transformation which is 
presented in Chapter Two is needed to bridge the gap between the 
model applied to fit the data and the lack of model fitting. For 
example, the implementation of model such as the random 
coefficient Autoregressive model proposed by Nicholls and Quinn 
(1982) and the linear Threshold Autoregressive model of Tong 
(1990) still require for the data to be transformed in order to 
be able to obtain a better fit. In Chapter Seven we integrate the 
index of Southern Oscillation data set to produce c1 smoother 
serjes, for which the Kalman recursions can give a better fit t~ 
the data. We also applied the transformation on the British 
industrial data set to remove the linear trend. 
It was observed from Chapter Three that there are three 
properties of the Kalman recursions. The first property, is that, 
it provides a way for estimation the unobserved variables due to 
the additional parameters, covariance matrix of the state 
disturbance, Qin the Kalman recursions. This enaules the Kalman 
recu~sions to be implemented in the estimation of unknown state 
variables. The state variables may be regarded as the time series 
components in the Harvey's structural model, the coefficients in 
the time varying Autoregressive models and the observables in the 
ARIMA models. The second property, is that, for the time 
invariant model, e.g, the class of structural model, there is a 
steady-state solution of the Kalman recursions at any iteration. 
The knowledge of when the steady state solution occurs c~n be 
used to reduce the time required for the convergence criterion of 
the parameter estimates stated. The third property, is that, the 
Kalman filter is a trend estimator, this is demonstrated by 
applying the transformation mentioned in the preceding paragraph 
to the index Souther Oscillation data set. 
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Based on results of the aplication of the models for the 
given data sets, the VAR (1) type gives better fit to the data 
compared with other types of the time varying coefficient of 
autoregressive models. This is because this model uses more 
parameters, as none of the elements of the transition matrix Tis 
fixed. The larger the total parameter used to model the 
variation in the data the better the model can fit the data, see 
the formulation of the Akaike Information Cr1_erion. 
In Chapter Five, we fitted the simulated da~a sets using 
constant autoregressive model and the time varying coefficient 
model in which the parameters of both models are estimated using 
the state space approach. Note the data sets are assumed to be 
the realization of the time varying coefficient Autoregressive 
processes. The total parameter used to fit the models are the 
same since both models are in the Autoregressive forms of the 
same order, that is np = 2. From the results of the model fitting 
it was shown that the time varying coefficient autoregressive 
model can give a better fit as indicated by the values of the 
Maximum log-likelihood values which is greater compared with the 
obtained maximum log-likelihood value using the constant model. 
In Char,ter Seven, we compared the resulrs obtained using the 
Box-Jenkins approach, Harvey's Structural modP.l and the time 
varying coefficients model. In the structural models, the 
transition matrix is known. This implies the starting value of 
the Kalman recursions can be calculated using the standard least 
squares method by setting all of the elements of the covaricnce 
matrices of the state disturbance error e'lual to zero, ( see 
example 3.1 and the form of structural model as given in Chapter 
Seven}. Therefore this reduce the problem of choosing the 
appropriate initial values for starting the Kalman recursions. In 
the time varying coefficient autoregressive model, the transition 
matrix is not known, hence it is needed to be estimated. As a 
result we cannot estimate the initial values for the Kalman 
recursions and consequently, the problem of parameter estimation 
still remains. The Box-Jenkins method basically applies the 
standard least-squares estimation method for parameter 
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estimation, hence the abovementioned problems do not appear. 
We observe that on estimating the state variables using 
the Kalman recursion, it is easier to interprete the result of 
model fitting if the state variables have direct representations 
of the characteristics being estimated. In the case of Harvey's 
structural model, for example, in the trend plus cycle model, the 
cyclical pattern of the series can be directly obtained from the 
corresponding elements of the estimates of the state variab]Ps 
The resulting forecast evaluations are easier for both the 
ARlMA models and also the structural models, since both methods 
incorporate stationarity assumption of th,: variable being 
estimated. However, as seen in chapter' t.he time varying 
coefficient aut.o regressive models can provide better fit to the 
data for some data sets. 
8.2 Research Observations 
An alternative approach is to use the Kalman filter 
recursions ~nly in the implemnntdt~o~ of the EM algorithm instead 
of to use both the Kalm~n filter and the Kalman smoother 
recursions. A part.ic lar advantage of using this method is when 
the data is likely to yield negative elements of the diagonal 
elements of the covariance matrices of the estimates during tre 
process of parameter estimation. In this case, it wi 11 be 
cow.renient to use this method since using the Kalman filter only 
can reduce the possibility of the occurrence of this problem in 
comparison with implementin0 both the Kalman filter and the 
Kalman smoother recursions in -he EM algoritt~. Note we have not 
applied this method to any oft.he data set.s considered in this 
thesis. 
An example of this problem, is when we fit the time varying 
coefficient model for the transformec data of the index Southern 
Oscillation, we can only get the filtered estimate since when the 
Kalman smoother algorithm is used to smooth the filtered 
estimate, there is a non-positive-definite error covariance 
maLrix produced by the Kalman smoother algorithm. As a result the 
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program terminates since the square roots of a negative number 
is not defined. 
The method according to Scheneider (1990), is referred to as 
the Adaptive filter algorithm. We can obtain rhe formulas for the 
Adaptive filter algorithm by simply substituting the filtered 
State eSt imateS ek, k for the SmOOthed estimates ek,N in the Updated 
parameter estimates of the EM algorithm developed by Shumway and 
Stoffer ( 1982) . The fol lowing formulas are obtained by 
substituting subscript k/k for k!N. 
T(i+l) = Sk(l) [Sk_ 1 (0)] -i (8.2.1) 
(8.2.2) 
N 
R (i +1) = N-1 L [ (yk - bk reklk) (yk - hk reklk) T + hk Tpkl~k] {8.2.3) 
k~l 
where 
N 
skU) = I: <Pk.k-jJk + ek,kek-JlkT) for j = C, 1. (8.2.4) 
kgl 
Note by performing a similar way as has already done in 
section 4.2, that is, to use the filtered estimates, eklk• to 
manipulate the log-likelihood function Q(0 0 ,) the updated 
parameter estimates can be shown to be of the form as given by 
equations ( 8 . 2. 1) - ( 8. 2. 3) . 
Observe that if j ::: 1, the one stage smocther, 0~-tl<' is 
given by equation (3.2.34), that is, 
(8.2.5) 
where 
(8.2.6) 
and the corresponding covariance matrix is 
~he subscripts shovm in the equations (4.2.1)-(4.2.7) indicate 
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(8.2.7) 
that all the terms in those equations can directly be calculated 
using the Kalman filter recursions, except for s.(1) since this 
involves the cross covariance matrices of the filtered estimates, 
P•-i.•I•• that is, 
(8.2.8) 
Following Shumway and Stoffer { 1982), the recursions for k = 
np+l, np+2, ... ,N, where np is the order of the AR model, are 
now given by 
(8.2.9) 
It can be observed that the algorithm is much simpler t.i1an 
before. As a consequence it will reduce the required time to 
converge to the local maximum of the log-likelihood functic.1 
given by equation {4.2.18). Sirce the algorithm for parameter 
estimation only employ the Kalman recursion, the resulting state 
estimates will not be as smooth as if the Kalman smoother 
recursions are also used in the algorithm. This is because the 
diagonal elements of the error covariance matrices of the 
smoothed estimates are smaller than the diagonal elements of the 
covariance matrices of the filtered estimates. 
The structural modei as well as the time varying coefficient 
models, both use the Kalman recursions to obtain the variables 
being estimated. As already mentioned, we suggest applying the 
Kalman recursion for estimating the unknown state variables, 
where the state variables have the direct interpretation of the 
characteristic of the series being analysed. Here the Structural 
models can fulfill this criterion. In some cases, for example, as 
already shown by the result of model fitting of the transformed 
so index in section 7. 4. 3, the other met.hods considered here 
cannot be used tc obtain the parameter estimates of the model. 
Hence the use of time varying coefficient model for fitting the 
transformed data may be worth considering. 
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8.3 Direction for Further Investigations : 
One direction for further investigation is to consider the 
implication of the use of the square-root filter due to Kaminski 
et al (1971), Morf and Kailath (1975). This filter can eliminate 
the problem of the negative elements of the covariance matrices 
of the state estimates in the implementation of the EM algorithm. 
Furthermore if suitable computer software was available, we 
can investigate the appropriate order of the time varying 
coefficient autoregressive models applied to fit the data. This 
may be done by noting the small values of the computed standard 
deviation of the covariance matrix Q. Large values of the 
standard deviation of the diagonal element of Q indicate that the 
changing coefficients are not statisticaly significant. This also 
implies that the state space model to be considered may include 
constant coefficients as indicated in the measurement equation by 
the following state space model, where che state equation is 
given by 
fork~ o 
and the measurement equation given by 
Here 6 is the vector of constant coefficient, u~ 1s the vector of 
the regressor variables, that may contain the same elements as in 
h/. The assumption for the state disturbance Ge~ and the 
measurement disturbance Ek as considered here may sti-1.l be applied 
for the above state space model. 
in 
Note that the above state equation 
Chapter T1,.;o, which wi 11 enable one 
1s of the form as given 
t.o use the ARMA(p,q) 
equation for describing the coefficient changes. As a 
consequence, the elements of matrix G and vector e are also 
needed to be estimate~ in the log-likelihood function Q(E); E>i), 
instead of estimating the elements for matrices T, Q and R only 
as before. 
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APENDIX A: 
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A. 2 SIMULATED DATA 2 ....................................... . 
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B.l PROGRAM FOR FITTING THE LYNX DATA SET .................... . 
B.2 PROGRAM FOR FITTING INDEX OF BRITISH INDUSTRIAL DATA SET 
AND THE INDEX OF SOUTHERN OSCILLATION DATA SET. 
APENDIX A: 
A.l SIMULATED DATA 1 
6.8572, 8.0296, 8.5452, 8.8474, 10.1002, 11.6076, 13.6699, 
15.7161,17.6973, 18.8712, 20.7172, 20.7750, 21.1690, 21.8323, 
20.7057,20.1930, 21.1000, 19.8905, 20.0421, 18.3561, 18.4006, 
19.1405,19.8859, 20.8835, 24.1013, 26.2170, 29.4903, 31.7512, 
34.5888,39.4539, 44.9305, 46.2280, 49.2730, 57.0593, 57.8218, 
60.6756,67.0169, 72.1729, 69.6168, 72.0712, 73.7546, 73.1301, 
80.4223,79.5896, 70.2715, 65.9156, 56.3846, 54.2168, 42.9612, 
44.3755,36.7492, 37.3091, 33.3480, 32.8946, 33.2303, 34.5321, 
31.1429,30.5599, 31.2463, 28.3829, 29.0938, 27.5437, 28.5028, 
26.0906,26.4973, 7.6.7104, 27.0094, 26.6649, 25.3996, 25.7467, 
26.7281,27.5212, 27.8569, 25.5637, 24.4419, 23.3348, 21.1274, 
19.1971,17.8780, 17.5983, 16.6148, 15.5801, 16.7225, 16.2148, 
13.9589,12.9316, 11.8662, 10.2514, 9.0217, 9.0175, 8.9131, 
8.4030, 8.0851,7.2048, 6.8302, 6.9656, 7.1539, 7.4505, 6.5421, 
6.4072, 5.9629,6.0594, 5.7991, 4.9218, 5.0034, 4.4731, 3.7234, 
3.8144, 3.6521,3.4831, 3.6436, 3.5940, 3.7729, 4.0538, 4.6453, 
4.7391, 5.1536,4.8419,4.7095, 5.0412, 4.6552, 4.7865, 4.9765, 
5.0747, 5.2069 
A.2 SIMULATED DATA 2 
6.8572, 8.0296, 8.5452, 8.8474, 10.:i.002, 11.6076, 13.6699, 
15.7161,17.6973, 18.8712, 20.7172, 20.7750, 21.1690, 21.8323, 
20.7057,20.1930, 21.1000, 19.8905, 20.0421, 18.3561, 18.4006, 
19.1405,19.8859, 20.8835, 24.1013, 26.2170, 29.4903, 31.7512, 
34.5888,39.4539, 44.9305, 46.2280, 49.2730, 57.0593, 57.8218, 
60.6756,67.0169, 72.1729, 69.6168, 72.0712, 73.7546, 73.:301, 
80.4223,79.5896, 70.2715, 65.9156, 56.3846, S4.2168, 42.9612, 
44.3755,36.7492, 37.3091, 33.3480, 32.8946, 33.2303, 34.5321, 
31.1429,30.5599, 31.2463, 28.3829, 29.0938, 27.5437, 28.5028, 
26.0906,26.4973, 26.7104, 27.0094, 26.6649, 25.3996, 25.7467, 
26.7281,27.5212, 27.8569, 25.5637, 24.4419, 23.3348, 21.1274, 
19.1971,17.8780, 17.5983, 16.6148, 15.5801, 16.7225, 16.2148, 
13.9589,12.9316, 11.8662, 10.2514, 9.0217, 9.0175, 8.9131, 
8.4030, 8.0851,7.2048, 6.8302, 6.9656, 7.1539, 7.4505, 6.5421, 
6.4072, 5.9629,6.0594, 5.7991, 4.9218, 5.C034, 4.4731, 3.7234, 
3.8144, 3.6521,3.4831, 3.6436, 3.5940, 3.7729, 4.0538, 4.6453, 
4.7391, 5.1536,4.8419,4.7095, 5.0412, 4.6552, 4.7865, 4.9765, 
5.0747, 5.2069 
A.3 LYNX DATA SET 
269,321,585,871,1475,2821,3928,5943,4950,2577,523,98,184,279, 
409,2285,2685,3409,1824,409,151,45,68,213,546,1033,2129,2536, 
957,361,377,225,360,731,1638,2725,2871,2119,684,299,236,245, 
552,1623,3311,6721,4245,687,255,473,358,784,1594,1676,2251, 
1426,756,299,201,229,469,736,2042,2811,4431,2511,389,73,39, 
49,59,188,377,1292,4031,3495,587,105,153,387,758,1307,3465, 
6991,6313,3794,1836,345,382,808,1388,2713,3800,3091,2985, 
3790,674,81,80,108,229,399,1132,2432,3574,2935,1537,529,485, 
662,1000,1590,2657,3396 
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A.4 INDEX OF BRITISH INDUSTRIAL DATA SET 
1.82,2.24,l.53,l.87,2.03,1.65,l.69,l.92,1.93,l.82,l.82,1.82,2.0 
1,2.10,2.24,2.46,2.58,2.55,2.38,2.47,2.43,2.76,2.72,2.19,2.59,2 
.52,2.47,2.29,2.32,2.48,2.38,2.43,2.72,2.39,2.67,2.64,2.46,2.86 
,2.70,2.47,2.27,2.50,2.39,2.74,2.62,2.81,2.90,3.16,2.83,3.12,3. 
14,3.13,3.18,3.14,3.18,2.88,2.98,2.96,2.90,2.86,3.02,2.90.2.93, 
3.ll,3.05,3.27,3.54,3.39,3.59,3.51,3.60,3.72,3.60,3.21,3.33,3.5 
0,3.51,3.65,3.33,3.46,3.63,3.56,3.78,4.08,4.06,4.03,~.22,4.21,4 
.34,4.36,4.52,4.85,4.55,4.45,4.55,4.71,4.64,4.75,5.38,5.32,4.98 
,5.25,5.30,5.48,5.60,5.65,5.87,5.58,5.72,6.22,6.54,6.15,6.20,6. 
31,6.85,6.70,7.32,7.62,7.37,7.56,7.88,8.30,8.75,9.22,l0.10,9.l9 
,10.40,11.10,10.70, 
ll.70,ll.90,ll.80,12.50,13.20,l3.70,l5.lU,l4.30,15.60,16.90,16. 
6,16.80,16.00,16.90,l9.10,20.00,20.00,l9.00,21.00,21.70,21.70,2 
2. 6, 
24.00,26.00,26.40,26.30,28.10,29.10,28.50,30.00,31.70,31.70,32. 
4,32.50,35.00,37.30,38.70,36.40,36.40,35.80,40.20,43.50,44.80,4 
5.3,46.40,46.70,47.50,7.40,4t.30,45.60,50.30,53.50,55.70,56.50, 
54.4, 
52.10,51.00,55.10,58.30,62.40,63.30,64.10,61.00,60.00,63.50,66, 
50,71.40,73.40,77.00,80.10,80.10,80.30,81.70,80.00,81.00,85.70, 
82.50,85.60,83.80,86.00,88.60,92.10,96.10,100 
A.5 INDEX OF SOUTHERN OSCILLATION DATA SET 
5.6,-0.7,-C.5,5.1,-6.4,8.5,2.8,-20.8,-6.l,4.6,l2.9,-3.7,5.6,-5. 
5' 
10, 0 I 2 o 2 I -5 • 6, -2 • 7 f -0 • 3 f 2 • 3 f 6 • 4 f 7 • 8, 3 • 9 I -5 o 3 f -2 • 9 I -0, 2 IO o 9 I 19 o s 
5 o l, -2 o O 1 4 o O I -8 • 0 I 2 • 9 IO• l, -13 • 2 f -0, 6, 8 • 4, - 6 o O I 4 • 7, 1, 5 IO• 5 I 2 o 2 I 
-5 o 2, 3. 5 I 1, l, -2, 5 I -1 • 8, 5 • 6 I 6 • 5 1 2 • 7, -3 • 9 I 3 • 0 I 13, 6, 14, 8 I 17. 5, 12, 6 
7.6,13.6,2.0,12.9,16.0,7.0,9.5,8.0,-0.2,-2.0,7.7,-0.l,-9.0,-15. 
4' 
-7.5,-10.0,-l.0,-5.0,-10.1,-8.6,-13.3,-17.5,-14.5,-17.l,-19.l, 
-19.3,-6.2,-31.2,-10.4,-16.5,-10.l,-10.0,-5.6,-13.3,-19.4,-17.7 
-7.8,-21.2,-8.8,-10.0,-13.7,-4.5,-5.8,-5.0,5.9,6.4,-0.9,4.l,8.8 
9 .1, -3, 7 I 12 • 9, 8 o 4, 9, 9 I 2 • 8, 11 • 6, 3 • 6, -7 • 7, 2, 8 I 7, 8 I 5, 8 f 9, 7 I 3 • 9, -10 
.0,-9.0,3.2,4.3,-5.0,-0.2,-4.l,-8.3,3.5,2.9,-9.0,-6.2,3.0,4.2,5 
. 6' 
11.0,-E 1,0.5,6.4,3.4,ll.4,8.8,2.6,-3.1,5.6,-3.3,3.7,-2.4,-8.6, 
-10.2,-S.l,-9.5,-3.8,-15.6,-12.8,-l.l,-6.9,-5.7,-5.0,9.5, -4.3, 
-12, 5 I 1 o 5 I 8 o 9 I 7 • 2 f 11 o 8 I -1, 9, 9 • 0 I 4 • 0 I - 3 • 8 I - 3 , 6 I -4 , 4 I 2 • 2 1 4 • 4 I - 4 , 9 
0.9,-3.8,-7.3,6.5,4.6,-6.9,-8.l,l.2,4.3,0.8,-4.8,-ll.2,-l.5,-3. 
8, 
2.3,5.9,-5.6,6.6,4.2,17.1,14.8,14.5,8.2,22.6,20.0,l2.0,7.0,18.1 
I 
12.2,22.2,15.5,8.9,-2.0,-1.4,-5.6,3.6,-7.7,-0.l,-6.7,-8.3,-3.l, 
-4.3,-9.9,-8.8,-0.5,-7.9,6.7,5.7,3.4,-3.2,-3.l,2.0,-0.5,-14.1, 
1.4,-6.9,-5.8,-0.6,-30.1,-2.7,-0.9,-l5.9,-12.6,0.l,-1.8,-5.3,5. 
l,-4.5,-l.5,5.8,5.l,-2.0,4.0,,l0.2,4.6,2.0,3.9,ll.8,-6.2,14.7,1 
• 9 I 
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-2.8,13.6,13.4,18.2,14.4,14.1,16.2,14.8,8.2,10.3,11.8,7.6,9.4, 
18 • 2 I 9, 9 t 12 • 0 1 l O, 8 IO, 5 I 19 • 4 I 2 • 0 1 9 • 2 t 4 • 7 I -3 • 1, -1 • 5 t O, 8 t -11, 0 t -2, 
7,0.9,-8.6,-10.2,-1.2,-ll.3,-4.8,-17.5,-7.9,-2.0,0.8,-7.l,-0.6, 
2 • 2 I 7 • 8 I - 3 • 1 t -1 • 9 t -4 • 3 I - 7 • 9 I - 9, 5 / -15 • 1, 6 • 7 t 3 • 0 I 3 • 6 r - 6 • 3 1 -4 • 6 1 -4 
. 4, 
0.5,4.6,10.9,7.2,-0.5,-3.l,4.3,6.6,5.9,-2.7,4.6,6.6,7.0,-0.6,7. 
l,5.6,-3.3,5.6,-19.2,8.0,2.l,-3.4,2.2,0.5,l.l,-5.l,7.1,12.9,16. 
0, 
4. 6, -2. 0, 0. 8, 12. 8, 3. 6, -0. 3, 4. 7, 5. 2, 11. 0, 5. 2, -0. 6, 8. 4, 2. 2, 5. 7, 5. 
l,3.6,-9.l,-0.9,-1.9, -4.9,-13.5,-8.8,-13.1,-4.8,-l.2,6.7,11.6,3 
. 6, 5 
(continue) 
(continuation) 
.7,6.5,13.8,14.1,13.6,2.7,-4.3,-4.8,0.8,l.9,-11.5,0.5,-11.9, 
-21.2,-10.4,-13.8,-ll.5,-17.l,0.4,-12.8,-5.0,-13.0,-6.4,-7.9,0. 
l,-0.9,4.l,-l.9,-2.5,0.l,-5.3,13.6,12.3,6.2,-2.8,-2.5,5.0,l.5,5 
• 9 I 
5, 2 IO, l, -3 • 7 t -6, 9 t 3 • 3 I 8 • 9 r -3, 4 • -2 • 8 f 15, l t 9 • 9 t 7, l, 0, 5 r -2 • 5 I -l. 9 1 
-3.l,0.9,-14.2,-7.9,0.9,-7.9,-5.6,-l.3,-6.5,-3.8,-10.2,-12.2,0. 
l, 2 • 5, -10 • 9 f -11, 7 f O, 9 t -4 • 3 I 2 • 8, 7 • 8, -5 • 2, 4, 1, 13, 0 I 11. 0 f 19, 2 f 16 • 5 
l.8,15.2,16.2,19.5,9.7,1.5,l.5,14.4,15.9,18.8,7.1,0.9,2.8,7.5, 
l.4,-5.0,-14.8,-ll.2,-17.5,-8.0,-14.4,-11.5,-3.l,-13.6,-3.8, 
-14.6,0.0,-2.l,3.6,9.9,5.8,12.0,13.5,10.4,30.7,l6.0,l9.7,l5.7, 
17.2,9.4,ll.3,l.5,11.4,6.6,12.4,9.1,-1.1,-2.2,-5.7,4.6,9.5,12.3 
6.7,12.1,20.o,19_9,22.s,1s.s,13.5,1B.r-;;.10.s,12.J,11.o,o.a,2.s, 
-0.6,-12.0,-ll.0,-12.6,3.3,9.7,-4.3,-4.8,7.0,-9.l,-8.6,-10.2, 
-16.l,-13.9,-11.0,-9.0,-13.5,-13.9,-12.0,-3.8,-25.7,-5.8,-7.1, 
16, 6 I 4 , 3 I 5 • 8 f 1, 7 I 1 • 1 / ·- 6 • 4 I - 1 • 8 / -2 , 2 I - 4 • 8 / 6 • 1 f - 3 • 4 I - 5, 0 / 4 • 4 I 4, j f 
-7.7,-4.4,l.7,-2.5,-4.3,-8.9,2.3,0.3,-8.2,-ll.5,-2.5,-4.9,-l.5, 
1.7,-4.9,-1.9,-3.1,-2.2,l.8, 4.0,-15.4,-5.0,8.2,9.2,8.9,5.9,7.6 
-5.l,2.7,J.5,8.4,-0.2,l.4,-J.5,-7.l,-18.2,-18.2,-22.0,-20.9, 
-21.2,-29.8,-22.9,-31.l,-34.8,-25.4,-15.l,6.7,-3.4,-7.l,0.5,10. 
0,4.6,-0.5,-l.l,0.4,5.l,-5.8,1.5,0.5,-8.4,2.2,2.9,2.3,-5.1,3.9, 
-2.7,-4.l,6.l,-2.4,12.3,3.6,-9.1,-2.2,8.4,0.5,-5.7,-1.l,0.9,7.0 
,-ll.7,0.0,0.8,-5.6,8.5,2.2,-6.8,-4.9,6.5,-13.2,-15.2,-7.1,-13. 
6 
-15 . 4, - 21 . 6, - 2 0 . 1, -18 . 2 , -1 7 . 5, -12 . 9, -10 . 8, - 5 . '/, -1 . 1 , - 5 . 8, -1 . 9, 
-6.0,l.4,-l.4,10.5,-4.l,10.8,14.5,20.1,15.5,20.5,9.8,12.2,8.5, 
5.2,18.1,15.l,6.l,8.9,-5.6,5.8,7.8,-1.8,-6.3,-1.9,-18.4,-8.2, 
-0. 7, 13. 6, 0. l, 5. 2, -4. 4, - 7 . 3, -1 . 2, - 5. 0, -- 3. 7, 4 . 2, - 0. 2, -10. 1, 
-11.5,-17.9,-5.5,-1.5, -6.8,-16.2, -13.5, -6.9, -18.3, -26.0, -10.3, 
-22.1,-16.5 
APPENDIX B: 
B.1 BASIC PROGRAM FOR FITTING THE LYNX DATA SET. 
REM*** CONSTANT - AUTOREGRESSION MODEL*** 
P!1INT "INPUT NUMBER OF LAGS NEEDED (>=l) ": INPUT nl 
PRINT "LAG="; nl 
PRINT "Length of forecast?(O for no forecast)": INPUT 
lf 
"NS", 0 N 11 
LET ID= 1 
LET Nl = 1 
LET N = 110 
LETT= N 
DIM L(200, 1. 20), YR(200), y(200, 1), res(200) 
DIM X(200, 1), XX(300), yn(300, 1) 
GOSUB 100 
REM*********** out-file************* 
DIM Ou(lO, 200) 
OPEN "o", #1, "data" 
FOR i = 1 TO 8 
FOR j = 1 TO 115 
Ou ( i, j) = 0 
NEXT j: NEXT i 
REM************************************* 
NPl = Nl: NS= Nl * nl: N = T - nl: PRINT "NPl", 
PRINT NPl, NS, N 
Ql = (NPl +NS+ ABS(NPl - NS)) / 2 + 1 
pq = NPl + NS: Q2 = Ql ~ 2 
DEFDBL A-E, G, U, Z 
DIM IND(Q2) 
DIM CC(Q2), U(Q2), al(pq, pq) 
DIM F(pq, pq), CP(pq, pq}, E(NPl, NPl) 
DIM Z(pq), b(20, 20), fc(500) 
FOR i = 1 TO pq: FOR j = 1 TO pq: CP(i, j) = 0 
NEXT j: NEXT i 
Z(l) = l 
FOR k = nl + 1 TOT 
II= 0 
FOR L = k - 1 TO 
FOR j = 1 TO Nl: 
NEXT L 
FOR j = 1 TO Nl: 
k 
II 
II 
-
FOR i = 1 TO pq: FOR 
CP(i, j) = CP(i, 
NEXT j: NEXT i 
NEXT k 
j ) 
= 
= 
+ 
nl STEP -1 
II + 1: Z(II) 
II + 1: Z(II) 
j = 1 TO pq 
z ( i) * z ( j) 
FOR i = 1 TO NS: FOR j = 1 TO NS 
al ( i , j ) = P ( i , J ) 
NEXT j: NE) i 
PRINT 
NN = NS: GC,UB 2500 
PRINT "(Z'Z)INV" 
FOR i = 1 TO NS: FOR j = 1 TO NS 
F(i, j) = al{i, j) 
PRINT F{i, j); 
= X(L, j) : 
= X(k, j) : 
NEXT 
NEXT 
J 
j 
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D 
model 
MODEL 
NEXT j: PRINT: NEXT i: PRINT 
LPRINT "REGRESSION MATRIX B'=(Z'Z)INV Z'Y" 
FOR i = 1 TO NS: FOR j = 1 TO NPl 
b(i, j) = 0# 
FOR k = 1 TO NS 
b(i, j) = b(i, j) + al(i, k) * CP(k, j + NS) 
F(i, j) = b(i, j) 
NEXT k 
LPRINT F(i, j); 
NEXT j: PRINT: NEXT i 
LPRINT "ERROR SUM OF PRODUCTS MATRIX F=Y'Y-Y'ZB'" 
FOR i = 1 TO NPl: FOR j = 1 TO i 
E(i, j) = 0# 
FOR k = 1 TO NS 
E(i, j) = E(i, j) + CP(i + NS, k) * b(k, j) 
NEXT k 
E ( i, j ) = CP ( i + NS, j + NS) - E ( i , j ) 
F(i, j) = E(i, j) 
al(i, j) = E(i, j): al(j, i) = al(i, j) 
LPRINT F(i, j); 
NEXT j: PRINT : NEXT i: PRINT 
NN ~ NPl: GOSUB 2500 
LPRINT "DETERMINANT OF ERROR SUM OF PRODUCTS MATRIX="; 
LPRINT "DF FOR ERROR="; N - NS 
REM********* Fitted***************** 
FOR i = nl + 1 TOT+ lf 
FOR j = l TO nl 
IF i <= T + nl THEN GOTO 2 
FOR k = ~ TO nl 
X(i - k, .1..) = fc(i - k) 
NEXT k: GOTO 3 
2 IF i <= T + 1 THEN GOTO 3 
FOR k = 1 TO i - T - 1 
X(i - k, 1) = fc(i - k) 
NEXT k 
3 f C ( i ) = f c ( i ) + X ( i -- j , 1 ) * b ( j , 1 ) : NEXT j 
y ( i, 1) = X ( i, 1 ) - f c ( i) : RESTORE 
yn ( i , 1 ) = y ( i , 1 l 
PRINT X(i, 1), fc(i) 
Ou(8, i) = yn(i, 1): NEXT i 
REM* The Plot ACF of residual & fitted constant AR 
FOR i = 1 + nl TOT - 1 
XX(i) = fc(i) 
PRINT i, XX(i}: NEXT i 
NK = T: CN = 0: IR= 1: TI= S: TL= TI 
A$= "pts": GOSUB 2170 
FOR i = nl TOT - 1 
XX(i) = yn(i + l, 1): NEXT i 
NK = T: CN = 0: IR= 1: TI= 5: TL= TI 
A$= "pts": GOSUB 2170 
GOSUB 3000 
REM******************************************** 
REM** FITS STATE SPACE FOR TIME VARYING PARAMETER 
REM** TRANSITION MATRIX FOLLOWS {VAR(l)) 
170 
171 
REM** THE EM ALGORITHM USED TO ESTIMATE THE PARAMETERS 
REM** IS TAKEN FROM 
REM** SHUMWAY,R.H (1988) 
REM** MEASUREMENT EQUATION : y(i) = M(i)x(i)+v(i) 
REM** cov(v(i) )= R *** 
REM** STATE EQUATION : x(i) = Ph*x(i-l)+w(i) 
REM** cov(w(i))= Q *** 
REM** E{x(O))=Mu. cov(x(O)= SO 
REM** y(lxl) ,M(lxnp) ,v(lxl) ,R(lxl) *** 
REM** x(npxl) ,Ph(npxnp) ,w(npxl) *** 
REM** Mu(npxl),SO(npxnp)*** 
REM 
**************************************************** 
PRINT "CHOOSING THE TRANSITION MATRIX" 
PRINT "l.IDENTITY MATRIX (MULTIVARIATE RANDOI'A WALK) 
PRINT "2.UNKNOWN TRANSITION MATRIX" 
INPUT "TYPE 1 OR 2 TO CHOOSE THE OPTION"; chos 
REM 
II 
**************************************************** 
NI 
0$ 
N :::: 11() 
np = 2 
nq = 1 
PRINT "NUMBER OF DATA="; N 
PRINT "dim of state vector"; np 
PRINT "dim of observation vector"; nq 
PRINT "Specify number of iterations for EM alg": INPUT 
T = N: Nl = nq * nq: N2 = np * (np + l} / 2 
N3 = (nq + np + ABS(np - nq)) / 2 + 1: N4 = NJ * N3 
DIM Ys(N + lf, nq) ,ss(N + lf, nq), ER(N + lf, nq) 
DIM XO(N + lf, np), Xl(np), PO(N + lf, np, np) 
DIM Pl(np, np), A(np, np), PL(150) 
DIM M(500, nq, np). D{N + lf, nq) 
DIM Ph(np, np), Q(np, np), R(nq, nq) 
DIM RR(nq, nq), MU(np), SO(np, np) 
DIM CN(np, np), PN(np, np), XN(np), PF(np, np) 
DIM QF(np, np,, ?J(np, np), FK(N3, N3), IC(nq). dn(N3) 
DIM(N3, N3) h(np, np) 
DIM co(500J, stdf(N + lf + 1) 
REM***** READ DATA***** 
GOSUB 100 
152 PRINT "Do you want the mean taken out'? y n": INPUT 
IF D$ = "n" THEN GOTO 172 
DT = 0 
FOR j = 1 TO nq 
FOR i = 1 TOT: XX(i) = X(i, j): NEXT 1: GOSUB 1300 
FOR i = 1 TOT: X(i, j) = XX(i): NEXT i 
NEXT j 
172 GOSUB 1425 
REM*~********* INPUT INITIAL VALUES****************** 
PRINT "Input initial mean vector of dim"; np 
FOR i = 1 TO np 
PRINT "mu("; i; ")=": INPUT MU(i): XO(np, i) = MU{i) 
NEXT i 
PRINT "Initial Covariance matrix of dim"; np; "by"; 
np 
np 
FOR i -~ 1 TO np: FOR j = 1 TO np 
PRINT "so (" ; i; ti, "; j; II)= " : IrJPUT so ( i' j) 
PO(np, i, j) = SO(i, j) 
NEXT j: NEXT i 
PRINT "Inpuc transition matrix c,f dimension"; np; "by"; 
FOR i = 1 TO np: FOR j = 1 TO np 
PRINT "PHI ("; i; ", "; j ; "} = " : INPUT Ph ( i, j) 
NEXT -j: NEXT 1 
PRINT "Input stat~ covariance matrix Q of 
172 
dimension";np; 'by"; np 
FOR i = 1 TO np: FOR j 
rRINT "Q("; i; "," j; 
NEXT j: NEXT i 
= 1 TO np 
") =" : INPUT Q ( i, j) 
PRINT "Input obsEirvation covarjance matrix R of 
dimension "; nq; "by"; nq 
*** 
i ) 
FC~ i = 1 TO nq: FOR j = 1 TO nq 
PR [NT "R ("; i; "; j; "} =" : INPUT R ( i, j) 
NEXT j: NEXT i 
IF it = NI THEN 30SUB 400 
REM*** Subsample observ~tion vector from file data*** 
REM*** Begin Iterations*** 
FOR ic = 1 TO NI 
REM*** Access forward recursions(Kalman filtering). *** 
G0Sl'B 6'.10 
PRINT "-2*ln(l}= "; LA: PRINT 
PR I N1 " I t. er at i o :1 = " ; i t 
REM*** Ac~ess backward recursions,v~lman smoothing). 
GOSUB 800 
REM*** Reset initial covariance matrix*** 
FOR i :: 1 TO np: FOR j = 1 TO np: PO ( 0, i, j) - SO ( i, 
NEXT j: NEXT i 
REM*** Calculate regression estimates Ph=B*A(inv) *** 
IF chos = 1 THSN GOTO 307 
GOSUB 1600 
307 REM*** update Q *** 
GOSUB 1650 
RE.I' ************ print our C'irrent estimates 
***"k******* 
IF it= NI THEN GOSUB 400 
NE)I_T it 
REM*** print out smoothed and forecast values with std-
REM *** errors. *** 
IF lf = 0 THEN GOTO 353 
FOR Ik = N + 1 TON+ lf: GOSUB 1450 
FOR i = 1 TO np: XO(Ik, i) = Xl(i~: NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np 
PO(Ik, i, j) = Pl(i, j): NEXT j: NEXT i 
NEXT Ik 
353 FOR IZ = 1 TO np: PRINT "Coeffic3ent "; IZ 
PR INT n kn ' n X ( k I n) n • .. sqr ( p ( t- ' k' n) ) " 
FOR Ik = nl + np + 1 TON+ 1£: XX(Ik) ~ XO Ik, IZ) 
Ou{IZ, Ik) = XO(Ik, IZ) 
j ) 
"pts" 
Ou(IZ + 2, Ik) = SQR(PO(Ik, IZ, IZ)) 
NEXT Ik 
PRINT "Smoothed values for coefficient "; IZ 
NK = N + lf: CN = 0: TI= 5: TL= TI 
A$= "pts": GOSUB 2170 
NEXT IZ 
REM *** THE CORRELATION BETWEEN THE COEFi..•'ICIENTS *** 
PRINT "the 2nd coefficients " 
FOR i = np + nl + 1 TON 
sum= sum+ (XO(i, 1) * XO(i, 2)) 
suml = suml + XO(i, l) A 2 
sum2 = sum2 + XO(i, 2) A 2 
NEXT i 
LET cor =sum; (SQR(suml) * SQR(sum2)) 
REM*** SMOOTHING THE OBSERVED DATA**** 
PRINT "No.Obs", "Fit", "Actual", "Error" 
SSE= 0 
FOR i = nl + np + 1 TON+ lf 
FOR j = 1 TO nq: su = 0 
FOR k = 1 TO np 
su = M(i, j, k) * XO(i, k) + su: NEXT k 
Ys(i, j) = SU + fc(i) 
Ou ( 7 , i ) = Y s ( i , j ) 
IF i >= N + np - 1 THEN GOSUB 370 
IF i > N THEN GOTO 365 
ER ( i, j) = y ( i, j ) - Ys ( i, j ) 
SSE= SSE+ ER(i, j) ~ 2: NEXT j: 
365 NEXT i 
FOR i = 1 + nl + np TON+ lf: FOR j = l TO nq 
PRINT USING "#########.##";i; Ys(i, j); y(i., j); ER(i, 
NEXT~: NEXT i 
PRINT"------- SUM OF SQUARES ERROR--------- ~"; SSE 
173 
PRINT "NO.Obs Estimates Actual" 
FOR i = nl + np + 1 TON+ lf 
FOR j = 1 TO nq 
PR I NT US I NG " # # # # # # # # # # . # # " ; i ; s s ( i , j l 
NEXT j: NEXT i 
REM*** FINAL RE~ULTS **** 
FOR i = 1 + nl + np TON+ L 
XX(i) = yn(i, 1) 
NEXT i 
PRINT" PLOT OF THE RdSIDUAL" 
y ( i. j) 
NK = T + lf: CN = 0: IR= l: TI = 5: TL= TI: A$= 
GOSUB 2170 
REM*** compute acf of the residuals*** 
PRINT "PLOT THE SAMPLE ACF" 
GOSUB 3000 
LPRINT "correlation between the coefficients is", cor 
LPRINT "Loglikelihood value="; LA 
LPRINT "Prediction error variance="; Pev 
LPRINT "non-normality statistics"; normal 
REM***** calculate std error of forecast values****** 
PRINT "k+lf", "forecast", "std error" 
FOR Ik = N + 1 TON+ lf 
np 
k 
.5 
j ) 
j 
j 
j 
j 
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FOR i = 1 TO np: FOR j = 1 TO nq: SU= 0: FOR k = 1 TO 
SU = SU + PO(Ik, i, k) * M(Ik, j , k): NEXT k 
DM ( i, j) = SU: NEXT j : NEXT i 
FOR i = 1 TO nq: FOR j = 1 1'0 i: SU = 0 
FOR k = 1 TO np: SU = SU + M(Ik, i, k) * DM(k, j) : NEXT 
stdf(Ik)=su+R(i, j) :LPRINT Ik, Ys(Ik, j), (stdf(Ik)) 
NEXT j: NEXT i: NEXT Ik 
FOR j = 1 TO 115 
PRINT #1, USING"####.##"; Ou(l, j); Ou(2, j) 
Ou ( 3 , j ) ; Ou ( 4 , j ) ; Ou ( 5 , j ) ; Ou ( 6 , j ) ; Ou ( 7 , j ) ; Ou ( 8 , 
NEXT j 
END 
REM * * * * * * * * * * * * * * * END OF PROGRAM * * * * * * * * * * * * * ,, * * * * 
REM************** Forecast ************ 
370 Z = Ys(N, j): Ys(N, j) = X(N1 jJ 
FOR j = 1 TO nq: h = 0 
FOR k = i - 1 TO i: h = h + 1 
M(i + l, j, h) = Ys(k, j): NEXT k 
Ys(N, j) = Z: NEXT j 
RETURN: END 
400 REM**~ print current estimators*** 
LPRINT "Initial Mean" 
FOR i = 1 TO np: LPRINT XO(O, i); : NEXT i: LPRINT 
LPRINT "Initial Covariance" 
FOR i = 1 TO np: FOR j = 1 TO np: LPRINT SO(i, j); :NEXT 
LPRINT : NEXT i: LPRINT 
LPRINT "Transition Matrix PHI" 
FOR i = 1 TO np: FOR j = 1 TO np:LPRINT Ph(i, j);: NEXT 
LPRINT: NEXT i: LPRINT 
LPRINT "State Covariance Matrix Q" 
FOR i = 1 TO np: FOR j = 1 TO np:LPRINT Q(i, j); NEXT 
LPRINT : NEXT i: LPRINT 
LPRINT "Measurement Error Covariance Matrix R" 
FOR i = 1 TO nq: FOR j = 1 TO nq: LPRINT R(i, j);: NEXT 
LPRINT : NEXT i: LPRINT 
422 RETURN: END 
600 REM*** Forward recursions to calculate Kalman 
filter REM values. *** 
PRINT "Forward Recursions" 
LA c-: 0 
FOR Ik = nl + np + 1 TON 
REM*** Define M *** 
GOSUB 1400 
REM*** Calculac2 x(k,k-1) and P(k,k-1) *** 
GOSUB 1450 
FOR i = 1 TO np: FOR j = 1 TO nq: SU= 0 
FOR k = 1 TO np: SU~ su + Pl(i, k) * M(I~, j, k): NEXT 
k 
k 
k 
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DM ( i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO nq: FOR j = 1 TO i: su = 0 
FOR k = 1 TO np: su =SU+ M(Ik, i, k) * DM(k, j): NEXT 
al ( i, j) = su + R ( i, j): al ( j, i) = al ( i, j) 
NEXT j: NEXT i 
NN = nq: GOSUB 2500 
FOR i = 1 TO nq: su = 0 
FOR k = 1 TO np: su = su + M(Ik, i, k) * Xl(k): NEXT k 
dn ( i ) = y ( I k , i ) · · s u 
res(Ik) = dn(i) 
yn ( I k, i ) = dn ( i ) * ( a 1 ( i , i ) " . 5 ) 
IF it = NI THEN Ou(6, Ik) = yn(Ik, i) 
NEXT i 
SU= 0 
FOR i = 1 TO nq: FOR j = 1 TO nq 
SU = SU + dn ( i) * al ( i' j) * dn ( j) 
NEXT j: NEXT i 
LA= LA+ LOG(D) + su 
REM************** K(k) ********** 
FOR i = 1 TO np: FOR j = 1 TO nq: SU= 0 
681 FO!i. k = 1 TO nq: SU= SU+ M(Ik, k, i) * al(k, j) 
NEXT k 
OM ( i, j) = su 
NEXT j: NEXT i 
F'OR i = 1 TO np: FOR j = 1 TO nq: SU= 0 
FOR k = 1 TO np: su = su 1 Pl (i, k) * DM(k, j) 
FK ( i, j) = SU 
NEXT j: NEXT i 
IF Ik < N THEN GOTO 720 
REM*** ph*p(n-l,n-1) *** 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
NEXT k 
FOR k = 1 TO np: SU= su t- Ph(i, k) * PO(Ik - 1, k, j) 
NEXT k 
FJ(i, j) = SU 
NEXT j: NEXI' i 
720 REM*** p(k,k) *** 
FOR i = l TO np: FOR j 
FOR k = 1 TO nq: su = su 
DM ( i, j) = su 
NEXT j: NEXT i 
1 TO np: su = 0 
+ FK(i, k) * M(Ik, k, 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
j ) NEXT 
FOR k = 1 TO np: su =SU+ DM(i, k) * Pl(k, j) NBXT k 
PO(Ik, i, j) = Pl(i, j) - su 
NEXT j: NEXT i 
REM*** x(k,k) *** 
FOR i = 1 TO np: su = 0 
FOR k = 1 TO nq: SU= su + FK(i, k) * dn(k): NEXT k 
XO(Ik, i) = Xl(i) + su 
NEXT i 
NEXT Ik 
REM*** p{n,n-1,n) *** 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO nq: su = su + FK(i, k) * M(Ik, k, j): NEXT 
k 
*** 
DM(i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np: su = su + DM(i, k) * FJ(k, j}: NEXT k 
CN ( i I j } ;;: FJ ( i, j ) - SU 
NEXT j: NEXT i 
RETURN:END 
800 REM*** Backward Kalman smoothing recursions *** 
PRINT "Backward recursions" 
REM*** Initialiize A,H,C,RR,IC index for missing data 
FOR i = 1 TO nq: IC(i) = 1: NEXT i 
FOR i = 1 TO np : FOR j = 1 ':'O np 
A(i, j} = 0: h(i, j} = 0: C(i, j) = 0 
NEXT j: NEXT i 
FOR i = 1 TO nq: FOR j = 1 TO nq: RR(i, j) = 0 
NEXT j: NEXT i 
REM*** Begin recur3ions *** 
FOR Ik = N TO np + 1 STEP -1 
REM*** Set aside x(k,n) ,P(k,n) *** 
FOR i = l TO np: XN(i) = XO(Ik, i): NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np 
PN ( i, j ) = PO ( I k I i, j ) : NEXT j : NEXT i 
REM*** Recompute x(k,k-1) ,P(k,k-11 *** 
GOSUB 1450 
REM* * * J ( k - 1 ) * * * 
FOR i = l TO np : FOR j = 1 TO i : al ( i , j I = P 1 ( i , j I 
al ( j, i) = al ( i, j) : NEXT j: NEXT i 
NN = np: GOSUB 2500 
FOR i = 1 TO np: FOR j = 1 TO np: su - 0 
FOR k = 1 TO np: su = su + Ph(k, i) * al(k, j) NEXT k 
DM(i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np: su =SU+ PO(Ik - 1, i, k) * DM(k, j) 
NEXT k 
FJ(i, j) = SU 
NEX'l' j : NEXT i 
IF Ik = N THEN GOTO 893 
REM*** Finish P(k,k-1,n) *** 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np: SU= SU+ FK(i, k) * FJ(j, k) NEXT k 
CN(i, j) = SU 
NEXT j: NEXT i 
IF Ik = 1 THEN GOTO 923 
REM*** Begin P(k-l,k-2,n} *** 
FOR i ~ 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np: su = su + Ph(i, k) * PO(Ik - l, k, j) 
NEXT k 
DM(i, j} = CN(i, j) - su 
NEXT j: NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np: SU= su + FJ(i, k) * DM(k, j): NEXT k 
FK(i, j) = PO(Ik - 1, i, j) + su 
NEXT j: NEXT i 
176 
j ) 
k 
k 
923 REM*** x(k-1,n) *** 
FOR i = 1 TO np: dn(i) = XN(i) - Xl(i): NEXT i 
FOR i = l TO np: su = 0 
FOR k = 1 TO np: SU= SU+ FJ(i, k) * dn(k): NEXT k 
XO{Ik - l, i) = XO(Ik - 1, i) + su 
NEXT i 
REM*** P(k-1,n) *** 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np 
SU= SU+ {PN(i, k) - Pl(i, k)) * FJ(j, k): NEXT k 
OM { i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np: su = su + FJ(i, k) * DM(k, j): NEXT k 
PO(Ik - 1, i, j) = PO(Ik - 1, i, j) + su 
NEXT j: NEXT i 
REM*** Update A,B,C *** 
REM*** A= St-1(0) *** 
REM * * * H = St ( 1 ) * * * 
REM*** C = St(O) *** 
FOR i = 1 TO np: FOR j = 1 TO np 
A(i,j) = A(i,j)+PO(Ik-1,i,j)+XO(Ik-·l, i) * XO(Ik - 1, 
Hi i, j) = h ( i' j ) + 
C(i, j ) = C ( i, j ) + 
NEXT j : NEXT i 
REM*** Update R *** 
GOSUB 1400 
CN ( i, ~) + XN(i) * XO ( Ik 
PN ( i, j) + XN(i) * XN ( j) 
FOR i = 1 TO np: FOR j = 1 TO nq: su = 0 
- 1, j ) 
177 
FOR k = 1 T0 np: su = su t PN(i, k) * M(Ik, j, k): NEXT 
DM ( i, j) = SU 
NEXT j: NEXT 1 
FOR i = 1 TO nq: FOR j = 1 TO nq: su = 0 
FOR k = 1 T8 np: su = su + M(Ik, i, k) * DM(k, j): NEXT 
RR(i, j) = RR(i, j) +SU/ (N - nl - np) 
NEXT j: NEXT i 
FOR i = 1 TO nq: SU= 0 
FOR k = 1 TO np: su = su + M(Ik, 1, k) * XN(k): NEXT k 
dn(i) = y(Ik, i) - SU 
NEXT i 
FOR i = 1 TO nq: FOR j = 1 TO nq 
RR ( i' j ) = RR ( i' j ) + dn ( i) * dn ( j l / ( N - n l - np) 
NEXT j: NEXT i 
FOR i = 1 TO nq 
IF y(Ik, i) <> 0 THEN GOTO 1049 
IC ( i) = 0 
FOR j = 1 TO nq 
RR ( i, j ) = RR ( i, j ) + R ( i, j ) / ( N - nl - np) 
RR(j, i) = RR(i, j): NEXT j 
1049 NEXT i 
NEXT Ik 
RETURN:END 
1400 REM*** Modify Measurement Matrix*** 
FOR i = 1 TO nq 
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IF y(Ik, i) <> 0 THEN GOTO 1410 
FOR j = 1 TO np: M(Ik, i, j) = 0: NEXT j 
1410 NEXT i 
RETURN: END 
1425 REM***** READ MEASUREMENT MATRIX***** 
FOR i = 1 TON - np + 1 
FOR j = 1 TO nq: h = 0 
FOR k - ~ TO np + i - 1: h = h + 1 
M(i + np, j, h) = X(k, j) 
PRINT M(i + np, j, h); : NEXT k: PRINT 
NEXT j: NEXT i 
RETURN:END 
1450 REM** Update filter to x(k,k-1) and covariance to 
REM P(k,k-1} *** 
FOR i = 1 TO np: SU= 0 
FOR k = 1 TO np: SU= su + Ph(i, k) * XO(Ik - 1, k) 
NEXT k 
Xl(i) = SU 
NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np: su = 0 
FOR k = 1 TO np: su = su + PO(Ik - 1, i, k) * Ph(j, k) 
NEXT k 
DM ( i, j) = SU 
NEXT j: NEXT i 
FOR i = 1 TO np: FOR j = TO np: su = 0 
FOR k = 1 TO np: su = su + Ph(i, k) * DM(k, j) NEXT k 
Pl ( i, j) = SU + Q ( i, j) 
NEXT j: NEXT i 
RETURN:END 
1600 REM*** CalcuJ3te regression estimates 
Ph=B*A(inv)*** 
nl} 
FOR i = 1 TO np: FOR j = 1 TO np: al(i, j) = A(i, j) 
al ( j' i) = al ( i' j) : NEXT j: NEXT i 
REM*** invert A*** 
NN = np: GOSUB 2500 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = 1 TO np: SU= SU+ h(i, k) * al(k, j): NEXT k 
PF ( i, j) = SU 
NEXT j: NEXT i 
REM*** PHI IS UNKNOWN**** 
FOR i = 1 TO np: FOR j "- . TO np 
Ph ( i , j ) = PF ( i , j ) 
NEXT j: NEXT i 
RETURN:END 
16SO REM*** Update Q *** 
FOR i = 1 TO np: FOR j = 1 TO np: Sl = 0: S2 = 0 
FOR k = 1 TO np: Sl = Sl + A(i, k) * Ph(j, k}: NEXT k 
DM(i, j} = Sl 
FOR k = 1 TO np: S2 = S2 + Ph(i, k) * h(j, k}: NEXT k 
FK ( i, j) = S2 
NEXT j: NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np: SU= 0 
FOR k = l TO np: SU= su + Ph(i, k) * DM(k, j): NEXT k 
QF ( i , j ) = ( c ( i , j ) - FK ( i , j ) - FK ( j , i ) + s u ) / ( N - np -
dt=l)** 
be 
i 
i 
NEXT j: NEXT i 
FOR i = 1 TO np: FOR j = 1 TO np 
Q ( i, j ) = QF ( i , j } 
NEXT j: NEXT i 
RETURN: END 
1900 REM *Detrends data (mean only dt=O), (linear 
REM*** T points are assumed to be in XX*** 
SX = 0: YY = 0: XB = 0: YB= 0: XY = 0 
FOR i = 1 TOT: XB = XB + i: YB= YB+ XX(i): NEXT 1 
XB = XB IT: YB= YB/ T 
FOR i = 1 TOT 
SX = SX + (i - XB) * (i - XB) 
YY = YY + (XX(i) - YB) * (XX(i) - YB) 
XY = XY + ( i - XB) * ( XX ( i) - YB) 
NEXT i 
b = XY / SX 
PRINT "mean="; YB; "slope="; b 
FOR i = 1 TOT: XX(i) = XX(i) - YB: NEXT i 
IF DT = 0 THEN GOTO 1936 
FOR i = 1 TOT: XX(i) = XX(i) b * (i - XB): NEXT i 
1936 RETURN: END 
100 REM******* Read DATA******** 
DATA 269,321,585,871,1475,2821,3928,5943,4950,2577 
DATA 523,98,184,279,409,2285,2685,3409,1824,409,l51 
DATA 45,68,213,546, 1033,2129,2536,957,361,377 
DATA 225,360,731,1633, 
2725,2871,2119,684,299,236,245,552,1623,3311,6721,4245 
DATA 687,255,473,358,784,1594,1676,2251,1426,756,299 
DATA 201,229,469,736,2042,2811,4431,2511,389,73,39, 
DATA 49,59,188,377,1292,4031,3495,587, 105,153 
DATA 387,758,1307,3465,6991,6313,3794,1836,345 
DATA 382,808,1388,2713,3800,3091,2985,3790,674,81,80 
DATA 108,229,399,1132,2432,3574,2935,1537,529,485,662 
DATA 1000,1590,2657,3396 
FOR i = 1 TOT 
FOR j = 1 TO 1 
READ X ( i, j) : X ( i, j) = LOG ( X ( i, j) ) I LOG ( 10) 
NEXT j :NEXT i 
RETURN 
2500 REM **Matrix Inversion NNxNN Matrix is assumed to 
REM in Al *** 
REM*** Inverse returned in Al. Determinant in D. *** 
FOR i = 1 TONN: CC(i) = al(i, i): IND(i) = 0: NEXT i 
KK = 1: CL= 1: D = 1: CY= 1 
FOR L = 1 TONN 
IF CY< CL THEN LET CL= CY 
IF KK <= 0 THEN GOTO 2572 
IND(KK) = 1 
FOR i = 1 TO KK: U{i) = al(KK, i): al(KK, i) = 0: NEXT 
Z = U(KK) 
179 
FOR i = KK TONN: U(i) = al{i, KK): al(i, KK) = 0: NEXT 
U{KK) = 1: D = D * Z: CY= 0 
j 
180 
FOR i = 1 TONN 
FOR j = 1 TO i: al(i,j)::: al(i, j) - U(i) * U(j)/Z: NEXT 
IF IND(i) > 0 THEN GOTO 2554 
G == a 1 ( i , i ) / CC ( i ) 
IF CY> G THEN GOTO 2554 
CY== G: KK = i 
2554 NEXT i 
NEXT L 
FOR i = 1 TONN 
FOR j ::: 1 TO i: al(i, j) ::: -al(i, j) 
al ( j , i} = a 1 ( i, j ) : NEXT j 
NEXT i 
GOTO 2575 
2572 D = 0 
2575 RETURN:END 
2170 REM***** High Resolution Screen Plot 
************* 
DL) 
MI::: 1E+37: mx = -MI 
FOR i = 1 TONK 
IF mx <= XX(i) THEN LET mx = XX(i) 
IF MI>= XX(i) THEN LE: MI - XX(i) 
NEXT i 
DL = .05 * (mx - MI) 
CLS : KEY OFF 
SCREEN 2 
WINDOW (0, MI)-(NK - 1, mx + 10 * DL) 
LINE (CN, MI + DL)-(CN, mx + 2 * DL) 
LINE (0, MI + DL)-(NK - 1, MI+ DL) 
IF MI< 0 AND mx >= 0 THEN LINE (0,2*DLJ-(NK - 1, 2 * 
FOR KL= TI TONK - 1 STEP TI 
LINE (KL, MI + DL)-(KL, MI+ 2 * DL) 
NEXT KL 
FOR i = 1 + np TONK - 1 
LINE ( i l, XX ( i) + 2 * DL) - ( i, XX ( i + 1) + 2 * DL) 
NEXT i 
PRINT "Smoothed"; b$(IZ); "Series" 
PRINT "Max="; mx; "Min="; MI; "Tick length="; TL; A$ 
PRINT "Hit return to continue": INPUT P$: CLS : KEY ON 
RETURN: END 
REM************************** 
5 FOR j = 1 TO 1: h = 0 
X(i, j) = SU 
FOR k = i - nl TO i: h = h + 1 
L(i + 1, j, h) = X(k, j) 
NEXT k: NEXT j 
RETURN: END 
3000 REM*********** Residual Analysis**************** 
FOR i = 1 TO 10 
nscore(i) = 0 
NEXT i 
FOR j = 1 TO 1 
FOR i = 1 + np TON 
Pev = Pev + yn(i, j) ~ 2 
sigma= sigma+ yn(i, j) 
181 
IF yn(i, j) <= -.3 THEN nscore(l) = nscore(l) + 1 
IF yn(i, j)<=-.2 AND yn(i,j)>-.3 THEN nscore(2)=nscore(2)+1 
IF yn(i, j)<=-.1 AND yn(i,j)>-.2 THEN nscore(3)= 
nscore{3}+1 
IF yn(i,j)<.1 AND yn(i,j)> -.1 THEN nscore(4)= nscore(4}+ 
1 
IF yn(i,j)<.2 AND yn(i,j)>=.l THEN nscore(5)= nscore(5) + 
1 
IF yn ( i, j) <. 3 AND yn ( i, j) >=. 2 THEN nscore ( 6) = nscore ( 6) + 
1 
1 
1) 
IF yn(i,j}<.4 AND yn(i,j)>=.3 THEN nscore(7)= nscore(7) + 
PRINT i, yn(i, j): NEXT i: Pev = Pev I (N - nl - np) 
PRINT" Specify maximum lag for acf": INPUT ML 
FOR j = 1 TO 1 
FORM= 0 TO ML: su = 0 
FOR k = 1 + np + nl TOT - M 
SU= SU+ yn(k + M, ]) * yn(k, j) 
NEXT k 
PL(M) = SU: NEXT M: co1j) = PL(O) 
PRINT "acf of the residuals" 
PRINT "Zero lag autocovariance="; co(j)/(N - nl - np -
PRINT "lag", "value" 
FORM= 0 TO ML 
XX(M + 1) = PL(M) / PL(O) 
LPRINT M, XX(M + 1): NEXT M 
NEXT j 
REM**** plot residuals**** 
FOR j = 1 TO 1 
FOR i - 1 + np TON 
sigma= sigma+ yn(i, j) 
XX(i) = yn(i, j) 
PRINT i, yn(i, j): NEXT i: NE<T j 
NK = N + 1: CN = 0: IR= 1: TI = 5: TL= TI 
A$= "pts": GOSUB 2170 
FOR i = 1 TO 7 
PRINT" nscore ("; i; ")="; nscore(i): NEXT i 
RETURN 
REM 
***************************************************** 
APPENDIX B.2 
BASIC PROGRAM FOR FIITING INDEX OF BRITISH INDUSTRIAL DATA SET 
AND THE INDEX OF SOUTHERN OSCILLATION DATA SET. 
REM** FITS STATE SPACE FOR TIME VARYING PARAMETER MODEL 
REM** TRANSITION MATRIX FOLLOWS Vector Autoregressive order 1 
(VAR ( 1) ) 
REM** THE EM ALGORITHM USED TO ESTIMATE THE PARAMETERS IS 
TAKEN FROM 
REM** SHUMWAY,R.H (1988) 
REM*** For this data set 
mu=(O,O) ,3o=diag(lll,lll),T=diag(.9, .9) *** 
REM** Q=diag(.01, .01},R~l it=ll and Tl= (1,1), R=.5 it= 
8.*** 
REM** MEASUREMENT EQUATION : y(i) = M(i)x(i)+v(i), 
REM cov(v(i))= R *** 
REM** STATE EQUATION : x(i) = Ph*x(i-l)+w(i), cov(w(i))= Q 
*** 
REM*** E(x(O) )=Mu. cov(x(O)= SO 
REM*** y(nqxl) ,M(nqxnp) ,v{nqxl) ,R(nqxnq) 
REM*** x(npxl),Ph(npxnp) ,w(npxl) *** 
REM*** Mu(npxl),SO(npxnp)*** 
*** 
REM**************************************************** 
PRINT "CHOOSING THE TRANSITION MATRIX" 
PRINT "1.IDENTITY MATRIX (MULTIVARIATE RANDOM WALK) 
PRINT "2.UNKNOWN TRANSITION MATRIX" 
INPUT "TYPE 1 OR 2 TO CHOOSE THE OPTION"; CHOS 
REM**************************************************** 
CLEAR 
REM*** INPUT***** 
N = 330 
NP= 2 
nq = 1 
IF iter = 2 THEN NP= q 
PRINT "NUMBER OF DATA="; N 
PRINT "dim of state vector"; NP 
PRINT "dim of observation vector"; nq 
PRINT "Specify number of iterations for EM alg": INPUT NI 
PRINT "Length of forecast?(O for no forecast)": INPUT LF 
REM************** ARRAY DIMENSION******************** 
T = N: Nl = nq * nq: N2 ~NP* (NP+ 1) / 2 
N3 = (nq +NP+ ABS(NP - nq)) / 2 + 1: N4 = N3 * N3 
DIM Y(N + LF, nq), XX(N + LF + 1), Ys(N + LF, nq) 
DIM ss(N + LF, nq), er(N + LF, nq) 
182 
DIM XO(N + LF, NP), Xl(NP), PO(N + LF, NP, NP), Pl(NP, NP) 
DIM A(NP, NP), B(NP, NP), C(NP, NP) 
NP) 
NP) 
DIM PH(NP, NP), q(NP, NP), R(nq, nq), RR(nq, nq) 
DIM MU(NP),SO(NP, NP) 
DIM CN(NP, NP), PN(NP, NP), XN(NP), PF(NP, NP), QF(NP, 
DIM FJ(NP, NP), FK(N3, N3), IC(nq), DN(N3), DM(N3, N3) 
DIM CC(N4), U(N4), IND(N4), Al(N3, N3) 
DIM X(N + LF, nq), M(SOO, nq, NP), D(N + LF, nq) ,Yn(SOO, 
DIM PL(lll), lv(lOO) 
DIM co(SOO), res(N), stdf(N + LF) 
REM******** READ DATA******** 
GOSUB 1420 
151 IF iter = 1 THEN GOSUB 3001 
IF iter = 1 THEN s = NP 
IF iter = 0 THEN GOTO 152 
REM************* Out-file************** 
DIM OU(lO, 500) 
OPEN "o", #1, "DATA" 
FOR i = 1 TO 8 
FOR j = 1 TO 335 
OU (i, j) = 0 
183 
NEXT j: NEXT i 
REM******************************************* 
PRINT "Do you want the mean taken out? y n": INPUT D$ 
IF D$ = "n" THEN GOTO 172 
DT = 0 
FOR j = 1 TO nq 
FOR i = 1 TOT: XX(i) = X(i, j) 
NEXT i: GOSUB 1900 
FOR i = 1 TOT: X(i, j) = XX(i): NEXT i 
NEXT j 
172 GOSUB 1425 
REM*********** INPUT INITIAL VALUES****************** 
IF q <> 0 THEN GOTO 192 
PRINT "Input initial mean vector of dim"; NP 
FOR i = 1 TO NP 
PRINT "mu("; i; ")-=": INPUT MU(i): XO(NP, i) = MU(i) 
NEXT i 
PRINT "Initial Covariance matrix of dim"; NP; " by "; NP 
FOR i = 1 TO NP: FOR j = 1 TO NP 
PRINT "SO("; i; ", "; j; ")= " 
INPUT SO(i, j:: PO(NP, i, j) = SO(i, j) 
NEXT j: NEXT i 
PRINT "Input transition ma,..._rix of dimension"; NP; "by "; NP 
FOR i = 1 TO NP: FOR j = 1 TO NP 
PRINT "PHI ("; i; "I "; j; " ) = " : INPUT PH ( i, j) 
198 NEXT j: NEXT i 
PRINT "Input state covariance matrix Q of dimension" 
PRINT NP; '' by "; NP 
FOR i = 1 TO NP: FOR j = 1 TO NP 
PRINT "Q("; i; ", "; j; ")=" 
INPUT q{i, j) 
NEXT j: NEXT i 
PRINT "Input observation covariance matrix R of dimension 
PRINT nq; " by "; nq 
FOR i = 1 TO nq: FOR j = 1 TO nq 
PRINT "R ( " ; i; .. I " ; j ; " ) =" : INPUT R ( i. j ) 
NEXT j: NEXT i 
REM*** Subsample observation vector from file data*** 
FOR k =NP+ 1 + q TON 
FOR i = 1 TO nq: Y(k, i) = X(k, i): NEXT i 
NEXT k 
REM*** Begin Iterations*** 
FOR It= 1 TO NI 
REM*** Access forward recursions(Kalman filtering). *** 
GOSUB 600 
PRINT "-2*ln{l)= "; LA: PRINT 
PRINT "Iteration= "; It 
REM*** Access backward recursions(Kalman smoothing). *** 
GOSUB BOO 
REM*** Reset initial c0variance matrix*** 
FOR i = 1 TO NP: FOR j = 1 TO NP: PO{O, i, j) = SO{i, j): 
NEXT j: NEXT i 
283 REM*** Calculate regression estimates Ph=B*A(invl *** 
GOSUB 1600 
307 REM*** update Q *** 
GOSUB 1650 
REM*** print out current estimates*** 
IF It= NI THEN GOSUB 400 
NEXT It 
REM*** print out smoothed and forecast values & std 
184 
errors. 
2170 
SSE 
IF LF = 0 THEN GOTO 353 
FOR ik = N + 1 + q TON+ LF: GOSUB 1450 
FOR i = 1 TO NP: XO(ik, i) = Xl(i): NEXT i 
351 FOR i = 1 TO NP: FOR j = 1 TO NP 
PO ( i k, i, j) = Pl ( i, j ) 
NEXT j: NEXT i 
NEXT ik 
353 FOR IZ = 1 TO NP: PRINT "Coefficient "; IZ 
PRINT "k" , "x ( k, n) " , "sqr ( P ( k, k, n) ) " 
FOR ik = 1 +NP+ q TON+ LF: XX(ik) = XO(ik, IZ) 
PRI~T ik, XO(ik, IZ), SQR(PO(ik, IZ, IZ)) 
OU ( I Z , i k ) = XO ( i k , I Z ) 
OU(IZ + 2, ik) = SQR(PO(ik, IZ, IZ)) 
NEXT ik 
PRINT "Smoothed values for coefficient "; IZ 
NK = N + LF: CN = 0: TI= 5: TL= TI: A$= "pts": GOSUB 
NEXT IZ 
REM*** THE CORRELATION BETWEEN THE COEFFICIENTS*** 
FOR i =NP+ q + 1 TON 
sum= sum+ (XO'.i, 1) * XO(i, 2)) 
suml = suml + XO{i, 1) A 2 
sum2 = sum2 + XO(i, 2) A 2 
NEXT i 
LET cor =sum/ SQR(suml * sum2) 
364 REM*** SMOOTHING THE OBSERVED DATA***~ 
PRINT "No.Obs", "Fit", "Actual", "Error " 
SSE = 0 
FOR i -= NP 
FOR j = 1 
FOR k = 1 
+ 
TO 
TO 
1 + 
nq: 
NP 
q TON+ LF 
SU= 0 
SU= M(i, j, k) * XO(i, k) + su: NEXT k 
Ys ( i, j) = SU 
OU ( 6, i) = Ys ( i, j ) 
IF i >= N + NP - 1 THEN GOSUB 370 
IF i > N THEN GOTO 365 
er ( i, j) = X ( i, j) - Ys { i, j ) 
SSE= SSE+ er(i, j) A 2: NEXT j 
365 NEXT i 
FOR i = 1 +NP+ q TON+ LF: FOR j = 1 TO nq 
PRINT USING"#########.##"; i; Ys(i, j); X{i, j); er(i, j) 
NEXT j: NEXT i 
LPRINT "--------- SUM OF SQUARES ERROR-------- --- ="; 
REM*** compute acf of the residuals*** 
GOSUB 3000 
LPRINT "correlation between the coefficients is", cor 
LPRINT "Loglikelihood value="; LA 
LPRTNT "Prediction error variance="; Pev 
. 5 
j 
LPRINT "non-normality statistics"; normal 
REM*** calculate std error of forecast. values****** 
PRINT "k+lf", "forecast", "std error" 
FOR ik = N + 1 TON+ LF 
185 
FOR i = 1 TO NP: FOR j = 1 TO nq: su = 0: FOR k = 1 TO NP 
SU= SU+ PO(ik, i, k) * M(ik, j, k): NEXT k 
DM(i, j) = su: NEXT j: NEXT i 
F0R i = 1 TO nq: FOR j = 1 TO i: su = 0 
FOR k = 1 TO NP: su = su + M(ik, i, k) * DM(k, j): NEXT k 
stdf(ik) = su + R(i, j):PRINT ik, Ys(ik, j), (stdf(ik))" 
NEXT j: NEXT i: NEXT ik 
FOR j = 1 TO 335 
PRINT #1, USING"#####.###"; OU(l, j); OU(2, j); OU(3, j) 
PRINT #1. USING "#tt###.###"; OU(4, j); OU(5, j); OU<6, j) 
PRINT #1, USING"#####.###"; OU(7, j); OU(8, j) 
NEXT j 
GOSUB 300:i. 
GOTO 151 
REM **T************ E~D OF PROGRAM******************* 
REM******~******* Forecast ************ 
IF i >= N + NP THEN GOTO 371 
370 Z = Ys(N, j): Ys(N, j) = X(N, j) 
371 FOR j = 1 TO nq: H = 0 
FOR k = i - NP+ 1 TO i: H = H + 1 
M(i + 1, J, H) = Ys(k, j): NEXT k 
Ys(N, j) = Z: NEXT j 
RETURN: END 
400 REM*** print current estimators*** 
LPRINT "Inicial Mean" 
FOR i = 1 TO NP: LPRINT XO ( 0, ' : NEXT i: LPRINT 
LPRINT "Initial Covariance" 
FOR i = 1 TO NP: FOR j = 1 TO NP 
LPRINT SO(i, j); : NEXT j:LPRINT : NEXT i: LPRINT 
LPRINT "Transition Matrix PHI" 
FOR i = 1 TO NP: FOR j = 1 TO NP: LPRINT PH(i, j); 
LPRINT: NEXT i: LPRINT 
LPRINT "State Covariance Matrix Q" 
FOR i = 1 TO NP: FOR j = 1 TO NP: LPRINT q(i, j); 
LPRINT: NEXT i: LPRINT 
LPRINT "Measurement Error Covariance Matrix R" 
FOR i = 1 TO nq: FOR j = 1 TO nq: LPRINT R(i, j); 
LPRINT: NEXT i: LPRINT 
RETURN: END 
NEXT 
NEXT j 
NEXT j 
600 REM **Forward recursions to calculate Kalman filter 
REM values.***** 
PRINT "Forward Recursions" 
LA= 0 
FOR ik =NP+ l + q TON 
REM*** Calculate x(k,k-1) and P(k,k-1) *** 
GOSUB 1450 
FOR i = 1 TO NP: FOR j = 1 TO nq: su = 0 
FOR k = 1 TO NP: su =SU+ Pl(i, k) * M(ik, j, k): NEXT k 
DM( i, j) = SU 
NEXT j: NEXT i 
