We present some consequences of the inequality u<g among cardinal invariants of the continuum, which has previously been shown to be consistent relative to ZFC. We are interested in its e ect on two orderings of families of functions on the natural numbers; in particular we show that, under u<g, there are exactly ve equivalence classes for both orderings (excluding the families bounded by a xed constant function). This implies, under the same hypothesis, the existence of exactly four classes of rarefaction of measure zero sets.
Introduction
The primary purpose of this paper is to present some consequences of the inequality u<g among cardinal invariants of the continuum, which was shown to be consistent relative to ZFC in 3]. We are interested in its e ect on two orderings of families of nondecreasing functions on the natural numbers. The rst ordering has been de ned by G obel and Wald in 4] for growth types, which are special families of functions, to study slenderness classes of Abelian groups. They showed in particular that there are at least four equivalence classes of growth types, and it was proved in 3] that there are exactly four classes if one assumes u<g. A second ordering was de ned in 6] on families of functions canonically obtained from the covers of measure zero sets in order to study their so-called rarefaction (following Borel). It was proved again that there are at least four equivalence classes of such families of functions under this ordering, although only three were actually equivalence classes of growth types; the question whether this minimum number could be attained remained open.
It seemed natural to study both orderings on arbitrary families of (nondecreasing) functions on the natural numbers and the e ect of u<g on the induced ordering of the equivalence classes. Excluding the families bounded by a xed constant function, the minimum number is ve for both orderings. It is the main result of this paper that there are exactly ve (linearly ordered) classes under u<g; the second highest class never contains a growth type and the lowest one never arises from a measure zero set. In particular, under u<g, there are exactly four equivalence classes of rarefaction of measure zero sets, which answers a question of 6] .
A curious consequence of this minimal number ve being attained, is the following: given any non-empty family A of in nite sets, there is a nite-toone function f such that either f(A) is dense in < !] ! ; >(A B means that A n B is nite), or f(A) generates an ultra lter, or else f(A) consists only of co nite sets. This implies in particular the principle NCF of 1].
Notation and Preliminaries
We write ! for the set of natural numbers, and ! % ! for the set of nondecreasing functions on !. We shall often use f g to abbreviate (8n)f(n) g(n), and f g for (8 1 n)f(n) g(n); here "8 1 n" means "for all but nitely many n" and similarly "9 1 n" means "there exists in nitely many n". A function f is called nite-to-one if f ?1 fng is nite for each n. We use X;Y to denote families of functions. The in nite subsets of ! are denoted by !] ! and we use A;B to denote families of such sets. We de ne X(A) = ff 2 ! % ! : fn : f(n) ng 2 Ag, and hence each f 2 X(A) is to a function of the form next(A; ?) for some A 2 A, where next(A; n)=the next element of A greater than or equal to n.
An ultra lter is a proper family of in nite sets closed under nite intersections, supersets, and maximal with respect to those properties; in particular it must contain X or ! n X for any X !, and must be nonprincipal. We use U;V to denote ultra lters. The letter u will be used to denote the least cardinality of a family of sets generating an ultra lter.
We It is observed in 3] that in 2., it su ces to require to be a partition of ! into intervals. Then g is de ned as the least cardinality of a collection of groupwise dense families with empty intersection. The inequality u<g was shown in 3] to imply the principle of near coherence of lters (NCF), and was veri ed to hold in various known models of ZFC + NCF; hence is relatively consistent with ZFC. The reader is referred also to 2] for a review of NCF and u<g.
We say that a function is bounded if it is bounded by a constant function;
we say that a family of functions X is bounded if (9g 2 ! % !)(8f 2 X)(
X is a dominating family if it dominates ! % !.
We will be interested in two orderings of families of functions.
De nition 1 Let X;Y be any families of functions.
The ordering 1 has been used in 6] to classify measure zero sets with respect to their open coverings; the ordering 2 has been introduced in 4]to study slenderness classes of Abelian groups and has been investigated in 4], 5], 1] and 3].
Since both orderings are concerned with the rapidly growing functions in each family and with no e ect on nite modi cations of functions, we shall assume throughout that our families of functions X are closed downward under ; that is g 2 X whenever g f for some f 2 X. In particular, we can replace 8 1 n by 8n in de nition 1 above. 3 The top and bottom of the orderings We are interested in the induced orderings on the equivalence classes of families of functions.
As in 1], we can quickly dispense with the bottom of the orderings.
Indeed, let B k =ff : (8n)f(n) kg, and B = S k2! B k . Then B k 2 B k+1 2 B and any family X is either above B or equivalent to some B k in the second ordering. Hence the bottom of the ordering 2 has type ! + 1. On the other hand, B k+1 1 B k 1 B for each k and any family is either above B or equivalent to some (all) B k ; hence the bottom of the 1 ordering has type 2. Because of this slight discrepancy between the two orderings and the fact that the families B k are of no real interest, we shall only consider families above (and including) B. We shall write to denote either 1 or 2 ; the reason being that, as we shall see, both orderings have much in common.
By our convention, the bottom class now consists of the family B of bounded functions, and we call it the bounded class, denoted by B. Next consider, as in 1], the family L = ff 2 ! % ! : (8 1 n)f(n) ng. Then L X or X B for any X. Further, X L i X is a bounded family of functions containing at least one unbounded function. We call the class of such families of functions (containing L) the low class, and denote it also by L.
As for the top of the orderings, we certainly have X = ! % ! Y for any Y; more generally X Y for any Y if X is a dominating family. It is not hard to show further that X is a dominating family whenever X ! % ! and hence the top class in both orderings consists precisely of the dominating families; we call it the dominating class and denote it by D. Now if X is not in the D-class, then X is not dominating an hence (9g 2 ! % !)(8f 2 X)(9 1 n) f(n) g(n)]; we conclude that X ff : fn : f(n) g(n)g is in nite g. This suggests the study of the family X( !] ! ). Indeed, X( !] ! ) D since it is not a dominating family, and X( !] ! ) L since it is not a bounded family. We shall see that it is actually in the second highest class, that we call the high class, denoted by H. De nition 2 A family X has the H-property if for some unbounded g 2 ! % !, X ff : fn : f(n) g(n)g is in nite g.
The next two proposition are proved in 6] for the rst ordering.
Proposition 3 If X has the H-property and Y is not dominating, then X Y.
Proof: We rst supply the proof for the 2 order.
By hypothesis, we can x a function h and an unbounded function g such that (8f 2 Y) f(n) h(n) for in nitely many n] and X fg : g(n) g(n) for in nitely many ng: We need to nd r 2 ! % ! such that (8f 2 Y)(9g 2 X)(
Choose r strictly increasing such that g(r(n)) h(n) for each n. We claim that r works. Fix f 2 Y and pick an increasing sequence < n i : i 2 ! > such that f(n i ) h(n i ) for each i. De ne g(n) = g(r(n i+1 )) if n 2 (r(n i ); r(n i+1 )]. Then g 2 X since g(r(n i )) = g(r(n i )) for each i. But now, for each n, say n 2 (n i ; n i+1 ],
as desired.
The proof for the 1 order (from Lemma 3.4 of 6]) is obtained as above by choosing r such that r(g(n)) h(n) for each n and by using g(n) = g(n i+1 ) for n 2 (n i ; n i+1 ]. 2 The following shows that having the H-property without being dominating characterizes the H-class. Proposition 4 If Y has the H-property and X Y, then X has the Hproperty as well.
By hypothesis, we can x an unbounded function g such that Y ff : f(n) g(n) in nitely ofteng and r, without loss of generality strictly increasing, such that
De ne g(n) = g(m?1) if n 2 r(m); r(m+1)). Then g is unbounded and we claim that it witnesses the H-property of X. Indeed, suppose h(n) g(n)
for in nitely many n, then h(r(m + 1)) g(m) for in nitely many m, and hence the function f(m) = h(r(m+1)) 2 Y. Since X Y, we can nd some h 2 X such that h(r(n)) f(n) = h(r(n + 1)) for each n and we conclude that, for each n, say n 2 r(m); r(m + 1)),
Hence h 2 X as desired since it closed downward.
The proof for the 1 order (from Lemma 3.5 of 6]) is obtained as above by de ning g(n) = m if r(m) g(n) < r(m + 1) (so r(g(n)) g(n) for each n).2
At this point, we have covered all Borel (even analytic) families of functions (with respect to the topology induced by the product topology on the product ! ! of countably many copies of !, each copy having the discrete topology). Indeed, we can modify the argument of 1] about a similar result on ideals. s <k> has a branching extension in T \ m !: Then g is well de ned since T \ <! n is nite for each n by our hypothesis on T . Now put g(m) = the largest n such that g(n) m. Hence g(g(m)) m by de nition. We claim that g witnesses the H-property of X. Indeed, g is unbounded, and given h such that h(n) g(n) for in nitely many n, we must prove that h belongs to X. It su ces to produce an f 2 X which eventually majorizes h, and we do this by induction. Let r 2 m 0 ! be the root of T , and put f m 0 = r. Now assume that s = f m i 2 T has been de ned, and is a branching node of T . Choose n > m i such that g(n) h(n), range(f m i ).
Let k be the least integer greater that g(n) such that d s <k >2 T . Since g(g(n)) n, we can nd a branching extension t 2 m i+1 ! \ T of d s <k > with m i+1 n. De ne f m i+1 = t. Observe that if j 2 m i ; m i+1 ), then f(j) = t(j) t(m i ) = k g(n) h(n) h(m i+1 ) h(j). This completes the construction and the proof of the proposition. 2 We will see in section 5 that this last result partially con rms conjecture 5 of 6]. 4 The middle class(es)
For a class to lie between the low class and the high class, we must search for a family in between X(co nite sets) which is in L and X( !] ! ) which is in H. It seems natural to look at X(U) for an ultra lter U. Indeed, one easily shows that such a family is unbounded (hence above L), and does not have the H-property (hence below H); it must consequently constitute a new class which we call the U-class. The and this is precisely X(V) 2 X(U) as desired. 2
A description of the ordering 2 with respect to the families of the form X(U) has been given in 1] and hence a similar (inverted) description applies to the rst ordering. In particular, under Martin's Axiom, there are 2 2 @ 0 ultra lters producing pairwise incomparable families, each lying in a chain of size 2 2 @ 0 . The two orderings are thus di erent in general; however an exact relationship between both orderings in ZFC is unknown (for example, are they isomorphic?). However, the goal of this paper is to show the e ect of u<g on these orderings. Proof: Recall that the statement that X does not have the H-property means that (8 unbounded f)(9g) (9 1 n)g(n) f(n) and g 6 2 X]; and g 6 2 X means that for all h 2 X, h(n) < g(n) in nitely often since X is assumed to be closed downward.
Fix an ultra lter U generated by u sets hX : < ui. For By merging intervals, we may assume without loss of generality that X meets each interval. De ne a function f by f(n) = i?1 whenever n 2 i ; i+1 ). By assumption, there is g 6 2 X such that g(n) f(n) for in nitely many n. Put X = fn : g(n) f(n)g; we can assume that g(n) = f(next(X; n)), since this function majorizes the old g. Since g 6 2 X, any h 2 X must satisfy h(n) < g(n) for in nitely many n; and for each such n and x the last element of X before n, h(x) h(n) < g(n) = f(next(X; n)) f(next(X; x + 1)):
Hence we have a set X, such that for all h 2 X, (9 1 x 2 X)h(x) < f(next(X; x + 1)):
We may assume further that X meets each interval i ; i+2 ) at most once since any in nite X 0 X would have the same property. So we de ne Y = f i ; i+1 ) : X meets i+1 ; i+2 )g: Y is an in nite union since X is in nite. We show that Y 2 S .
Fix h 2 X, and hence h(x) f(next(X; x+1)) for in nitely many x 2 X. Fix such an x, say x 2 i+1 ; i+2 ), then y = i+1 ? 1 
Since Y is xed and h was an arbitrary element of X, X is dominated by the u functions of the form on the last line, and hence the proof is complete.
2
To complete the proof of the theorem, we use the following lemma whose proof for the rst ordering can be found in lemma 6.3 of 6], and in the proof of (0))(1) from 3] for the second ordering; they are included here for completeness.
Lemma 9 If X is an unbounded family and Y is dominated by a family of functions of size less than g, then X Y.
Proof: We rst suplly the proof for the 1 order. Fix a family fh : < g, <g, dominating Y. For each , de ne:
We rst claim that A is groupwise dense. Since it is clearly closed under subsets and nite modi cations, it su ces to x a partition of ! into intervals i ; i+1 ) and show that A contains an in nite union of them.
By rst merging intervals together if necessary, we may assume without loss of generality that h ( i ) < i+1 for each i. Now x an arbitrary function g 2 ! % ! such that g( i ) i+4 for each i; since X is assumed to be unbounded, we can nd f 2 X such that f(n) g(n) for in nitely many n.
Let A = S f i+2 ; i+3 ) : (9n 2 i ; i+1 ))f(n) g(n)g. We show that A 2 A , i.e. that next(A; f(m)) h (m) for each m. Fix m, say m 2 i : i+1 ) and let k = next(A; f(m)), say k 2 j+2 ; j+3 ). By de nition of A, there is n 2 j ; j+1 ) such that f(n) g(n); hence f(m) k < j+4 g( j ) g(n) f(n) f(k). We conclude that m k, and therefore i j + 2. If actually j i, then we get k i+2 h (m) and we are done. If on the other hand j < i, then again with the n above, we get k f(m) f(n) g(n) j+4 i+2 h (m); and this completes the proof of the claim.
Since <g, we can nd A 2 T < A and de ne r(n) = next(A; n); we nally verify that r witnesses Y 1 X. Given h 2 Y, chooose such that h h ; since A 2 A , there is an f 2 X such that
Now the proof for the 2 order. For each < , de ne B = fB 2 !] ! : (9f 2 X)(8 1 n) f(next(A; n)) h (n)]g: As above, any B 2 T < B will yield the desired r(n) = next(B; n) witnessing Y 2 X. So we need only verify that each B is groupwise dense. But this is also very similar to the above; use any g such that g( i ) i+3 , pick f 2 X such that f(n) g(n) for in nitely many n, and show that B = f i+1 ; i+2 ) : (9n 2 i ; i+1 ))f(n) g(n)g 2 B :
This completes the proof. 2 
Consequences
An ideal I is a family of functions closed both downward and under binary maximum; that is the function h(n) = maxff(n); g(n)g belongs to I whenever f and g do. I is a growth type if it is an ideal closed under pointwise De ne 0 = 0, and by induction i+1 = g( i ). This implies that, for any A 2 A, (8 1 i) A \ i ; i+1 ) 6 = ;]; and, if we de ne f(n) = i for n 2 i ; i+1 ), we conclude that f(A) consists only of co nite sets. Since A is assumed to be closed under nite modi cations of its members, f(A) must consist of all co nite sets. case 2: Assume now that X(A) has the H-property. We show that f(A) = !] ! for some nite-to-one function f.
Fix an unbounded h which witnesses the H-property of X(A), which means that (8f) (9 1 n)f(n) h(n) ! f 2 X(A)]:
and we conclude that X(f(U)) 1 X(f(A)). Now assume that X(U) 2 X(A) and without loss of generality x a strictly increasing function r such that f(n) < f(r(n)) for each n and (8B 2 U)(9A 2 A)(8 1 n) next(B; n) next(A; r(n))]: Fixing such A, B, n, and letting k = minf ?1 fng, we get next(f(B); n) f(next(B; k)) f(next(A; r(k))) next(f(A); f(r 2 (k))) = next(f(A); f(r 2 (minf ?1 fng))) and hence X(f(U)) 2 X(f(A)) as desired. 2 To conclude, since we are assuming that X(A) X(U) we can x by lemma 12 a nite-to-one function f 1 such that f 1 (A) f 1 (U): But X(A) X(U) and hence X(f 1 (A)) X(f 1 (U)) by lemma 13. Now by lemma 11, there is a nite-to-one function f 2 such that f 2 (f 1 (U)) f 2 (f 1 (A)). This clearly implies that f 2 (f 1 (U)) = f 2 (f 1 (A)) and completes the proof of the theorem. 2 
