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ABSTRACT
Graph theory is frequently used to model and encode relationships in so-
cial networks, the internet, or biology. Due to the fundamental limitation
that an edge can only connect two nodes, a standard graph is only capa-
ble of describing pairwise relationships. Therefore, some new models have
been introduced to capture the relationships among more than two nodes by
replacing standard edges with novel representations, like motif-edge or hyper-
edge. By replacing standard edges with motif-edges, the graph succeeds in
describing the higher-order complex networks. However, a problem of connec-
tivity in motif-based graphs also arises because generated motif-based graphs
can be disconnected even though the standard graphs are connected. Here
we rst survey existing works on connectivity metrics in standard graphs,
then propose a new measurement of degree, called vector degree, to extend
the denition of degree from standard graphs to motif-based graphs. Some
properties of vector degree will be compared with standard degree, and some
connectivity metrics will be extended to motif-based graphs as well.
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A graph is a tuple (E, V), which can be used to describe a pairwise relation-
ship. V is the set of vertices in the graph, and E is the set of edges used to
connect vertices. Let n be the number of vertices in the graph, and m be
the number of edges. Edges can be either directed or undirected. In a social
network, the relationsips may not necessarily be pairwise. In order to capture
more general relationships among more than two nodes, a motif-based graph
[1] GM is generated from the normal graph. A motif M is a small subgraph
pattern that occurs frequently in the original graph. The size of a motif is
the number of nodes in the motif. For example, triangle is a frequently used
motif in undirected graphs, and it has a size of three. Then in a motif-based
graph, all edges are replaced by a motif-edge: if two vertices are in the same
motif instance, then a motif-edge will connect these two vertices. Since a
motif typically involves more than two nodes, a motif-edge can connect more
than two vertices at the same time. As a result, a motif-based graph is able
to capture the relationships among more than two vertices. Constructing a
motif-based graph from a standard graph requires three steps.
1. All motifs in the standard graph should be found using subgraph iso-
morphism algorithms.
2. For each found motif instance, each pair of nodes in this motif instance
will be connected by a standard edge. If there has already been an edge
between two nodes, then the weight of this edge will be increased by one.
3. After all motif instances are processed, an undirected, weighted graph will
be constructed. The adjacency matrix for this graph will be called motif-
adjacency matrix.
For instance, if the graph on the left in Figure 1.2 is the standard graph
andM9 in Figure 1.1 is used to generate a motif-based graph, then the graph
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Figure 1.1: All 13 motifs of size 3 [1]
on the right in Figure 1.2 will be expected output. The number on the
edges will be weights, and the adjacency matrix for this graph will be the
corresponding motif-based adjacency matrix.
After constructing the motif-adjacency matrix, some algorithms in stan-
dard graphs can also be applied to solve relevant problems, like a partitioning
problem [1]. In standard graph settings, normalized Laplacian matrix is used
to accomplish this task. The second smallest eigenvalue of Laplacian matrix
and its corresponding eigenvector can be used to partition the graph. How-
ever, the second smallest eigenvalue will be zero if the graph is disconnected.
As a result, the graph should be connected if a Laplacian matrix is used to
partition its vertices. Unfortunately, it is possible that a motif-based graph
could be disconnected even though the original graph is connected. There-
fore, graph connectivity is also an important topic in the area of motif-based
graphs. In this thesis, some metrics used to measure standard graph con-
nectivity and centrality in previous work are rst introduced in Chapter 2.
Since degree is required to calculate some metrics, a novel denition of de-
gree in motif-based graphs, called vector degree, is proposed and analyzed in
Chapter 3. In Chapter 4, some metrics related to degree will be extended to
motif-based graphs using vector degree. In Chapter 5, related work will be
discussed.
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In this chapter, several graph connectivity and centrality metrics will be
introduced. Both connectivity and centrality are essential in analyzing social
networks, and standard degree is one of the most frequently used centrality
metrics. More connectivity metrics related to degree will be analyzed in
Chapter 4 along with vector degree to extend their scope to motif-based
graphs.
2.1 Local Clustering Coecient
2.1.1 Denition
Local clustering coecient was rst introduced in 1998 byWatts and Strogatz
[2] to describe the clusters in the graph. Each node will be associated with
a coecient to describe how far away it and its neighbors are from forming
a complete graph. Let nu be the number of neighbors of a node u, and mu
be the number of edges between the neighbors of node u. Then the local
clustering coecient of node u will be C(u) = 2nu
mu(mu−1) for an undirected
graph and C(u) = nu
mu(mu−1)
2.1.2 Application
Local clustering coecient was usually used as a metric to evaluate the con-
nectivity in social networks. Similar nodes in a social network are believed
to cluster together, so some algorithms try to discovery some relationships
to make the original graph more heavily connected. For instance, Tian et al.
[3] try to construct a heavily connected social network by recovering missing
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relationships, and local clustering coecient is the metric used to evaluate
the algorithm in this thesis.
2.2 Eigenvector Centrality
2.2.1 Denition
Eigenvector centrality, proposed by Newman [4], is one of the most frequently
used centrality metrics in undirected and unweighted graphs. Since the cal-
culation of this centrality is the same as solving an eigenvector problem,
this centrality is called eigenvector centrality. Each node u will be assigned
a score which is proportional to the sum of the scores of its neighbors, as





After the rearrangement of Equation 2.1 and replacement of edges with
adjacency matrix, Equation 2.1 will become Equation 2.2, where A is the
adjacency matrix of the graph and C is the vector of the score of each node.
λC = AC (2.2)
The solution to Equation 2.2 is the same as solving the eigenvector value
problem of an adjacency matrix.
2.2.2 Application
Eigenvector centrality is most frequently used as a metric to nd inuential
users in a social network. For instance, Maharani et al. [5] use eigenvector
centrality to nd inuential users in the Twitter network, then some market-




Betweenness centrality was rst introduced by Freeman [6] in 1977. For
each node u, its betweenness centrality is related to the total number of
shortest paths that use node u as an intermediate node. Let s and t be
all destinations and terminals that are dierent from node u in the graph
G. Since it is possible that there are multiple shortest paths from s to t, the
total number of shortest paths from s to t is denoted by gst. Let gst(u) be the
total number of shortest paths from s to t that use node u as an intermediate





Betweenness centrality is frequently used to nd the inuential users in a
social network. It is capable of identifying some essential nodes in a network
which may be ignored by other metrics. For instance, Hoppe and Reinelt [7]
try to analyze the critical individual in a social network of leaders. An edge
within a cluster is dened as a bond and an edge between dierent clusters
is dened as a bridge. If other metrics like eigenvector centrality are used,
the nodes connected to bridges may not receive signicant attention because
those nodes may not be heavily connected. Since there are relatively few
bridges compared to bonds, nodes connected to bridges could be frequently
used as intermediate nodes when the shortest paths between two clusters are
computed. Therefore, betweenness is able to assign higher score to nodes
which have relatively small degree.
2.4 Principal Component Centrality
2.4.1 Denition
Principal component centrality was rst introduced by Ilyas and Radha [8]
due to eigenvector centrality's failure to assign informative scores to all nodes.
Eigenvector centrality tends to assign a high score to only a small fraction of
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nodes in the graph, so it cannot be used to analyze all nodes in the graph.
Principal component centrality only cares about p eigenvectors of p highest
eigenvalue. An n ∗ p matrix Xn∗p will be formed such that each column of
this matrix is an eigenvector of an adjacency matrix. After arranging these
p eigenvectors into the n ∗ p matrix Xn∗p, the principal component centrality
will be solved as Cp =
√
(An∗nXn∗p) ◦ (An∗nXn∗p)1n∗1, where 1n∗1 is a vector
of all ones, and ◦ is the Hadamard product operation.
2.4.2 Application
Ilyas and Radha [9] leveraged principal component centrality later to nd
the inuential nodes in a social network. Its performance is compared with





In Chapter 2, the calculation of some metrics requires the knowledge of de-
gree. However, degree is not well dened in a motif-based graph. In an
undirected graph, a scalar degree is used to count the number of incident
edges. In a directed graph, two scalar degrees, an in-degree and an out-
degree, are used to account for the direction of edges. In order to capture
the connectivity in a motif-based graph, vector degree is proposed in Section
3.1. Then some properties of vector degree are analyzed in Section 3.2 to
show that vector degree is a generalization of standard degree.
3.1 Denition of Vector Degree
Let Gt = (Vt, Et) be a motif of size k. Let f be a bijective function f : Vt 7→
{1, 2, . . . , k}. Then for each node u, its degree vector is calculated as follows:
1. Initialize its vector degree as a zero vector of length k. 2. For each motif
instance that contains node u, if node u is matched to node v in the motif
t, then the value of the vector degree at f(v)th position will be increased by
1. If more than one motif is used to construct the motif-adjacency matrix,
then the vector degrees from dierent motifs can be concentrated to form the
vector degree for all motifs. Supposing the graph has n nodes, then it will
be possible to store the vector degrees of all nodes in an n by k table, which
will be the degree table for the motif-based graph. For instance, Table 3.1 is
the vector degree of the example given in Figure 1.2
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Table 3.1: Vector Degree of Figure 1.2
Node First Degree Second Degree Third Degree
A 2 0 0
B 1 2 0
C 0 1 1
D 0 0 1
E 0 0 1
3.2 Properties of Vector Degree
In order to compare the properties of vector degree with scalar degree, scalar
degree will be converted to vector degree. Then the degree table will be an
n by 2 table because an edge is a motif of size 2. In the directed graph case,
each row of the degree table can be written as (in-degree, out-degree). In
the undirected graph case, each row of the degree table can be written as
(scalar-degree, scalar degree). Note that the number of motif instances will
be twice the number of edges in the undirected graph because for each edge
in the original graph, there are 2 possible mappings by changing the order
of the matched nodes. For instance, an edge uv will exist in two edge motif
instances: (u, v) and (v, u).
3.2.1 Degree Sum Formula
In standard graphs, the degree sum formula states the property of the sum-
mation over degrees of all nodes. The degree sum formula for undirected
graph and directed graph is shown in Equation 3.1 and 3.2, respectively.
Σvdegv = 2|E| (3.1)
ΣvInDegreev = ΣvOutDegreev = |E| (3.2)
A generalization of this property will hold when vector degrees are used
to replace standard degrees. Let M be the number of motif instances found
in the standard graph. Then for a vector degree of a motif of size k, the
following properties also hold:
ΣiDegreeTable[i][j] = M,∀j (3.3)
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ΣjΣiDegreeTable[i][j] = kM (3.4)
Proof. Each column of the degree table represents a node in Gt. This column
will sum up to M because M motif instances require the corresponding node
in Gt to be mapped for M times. Since there are k columns, it will sum up
to kM .
If k = 2, then the properties in Equation 3.1 and Equation 3.2 are special
cases of Equation 3.4 and Equation 3.3, respectively.
3.2.2 Maximum Value
In a standard graph, the degree of each node has an upper limit as shown
in Equation 3.5 because a node will have a maximum degree value if it is
connected to all remaining nodes in the graph. Note that Equation 3.5 holds
for degrees in undirected graph, in-degree, and out-degree.
max(degv) ≤ n− 1 (3.5)
Each dimension of a vector degree also has an upper limit as shown in
Equation 3.6.
max(V ectorDegreeu[i]) ≤ Πk−1j=1(n− j),∀i, j (3.6)
Proof. For a xed node u and a motif of size k, Equation 3.6 can be proved
by induction.
Base Case: When k = 2, the maximum value for each dimension is the
same as Equation 3.5.
Inductive Hypothesis: ∀l ≤ k, the maximum value for each dimension
≤ Πl−1j=1(n− j).
When l = k + 1, an additional node needs to be mapped in the original
graph. Since k nodes have already been chosen in the previous k matchings,
there will be n− k candidate nodes. Therefore, the maximum value of each
dimension in vector ≤ Πk−1j=1(n− j) ∗ (n− k) = Πkj=1(n− j).
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When k = 2, Equation 3.6 is the same as Equation 3.5.
In addition to Equation 3.6, vector degree also has upper limits for dif-
ferent norms, which will be used in Chapter 4 to extend some metrics in
standard graphs to motif-based graphs. The upper bounds of L1, L2, and
Linf norm are shown in Equation 3.7, 3.8, and 3.9 respectively.




Linf ≤ Πk−1j=1(n− j) (3.9)
3.2.3 Vector Degree Distribution
In standard graphs, degree can have dierent kinds of distribution like normal
distribution or power law distribution. Some datasets are evaluated to show
that vector degree also has similar distributions. The algorithms used to nd
the motifs in the dataset is RI [10]. All datasets are collected from SNAP
[11]. Table 3.2 summarizes the information of three datasets used in this
section. The motifs used to generate the motif-based graph will be motifs 1
and 9 from Figure 1.1.
The Facebook dataset is a heavily connected dataset since it has a similar
number of edges as the P2P dataset, although it has fewer nodes. Figure 3.1
shows that the vector degree in a heavily connected graph has a power law
distribution.
The distribution of vector degree in the P2P dataset is also very similar to
a power law distribution. Since the original dataset is not heavily connected,
the P2P dataset has many fewer motif instances than the Facebook dataset.
Therefore, the distribution in Figure 3.2 is not as clear as the distribution
in Figure 3.1 since the sample size becomes smaller. However, even in a
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Figure 3.1: Distribution of vector degree in Facebook dataset
Figure 3.2: Distribution of vector degree in P2P dataset
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Figure 3.3: Distribution of vector degree in NotreDame dataset
weakly connected dataset, the distribution of vector degree still has a similar
distribution to that of standard degree.
Finally, even in a much larger dataset, the distribution of vector degree is
still a power law distribution, as shown in Figure 3.3. In addition to motif-1
in Figure 1.1, motif-9 is also used to make sure that this distribution also
holds for other motifs.
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CHAPTER 4
VECTOR DEGREE AND CONNECTIVITY
METRICS
By dening vector degree, some metrics related to degree in standard graphs
can be extended to motif-based graphs. L1 norm will be used frequently in
this section because L1 norm equals the total number of motif instances that
contain the target node.
4.1 Graph Density
In a standard graph, graph density is the number of edges divided by the
maximum possible number of edges in the graph. The densities of directed
and undirected graphs are shown in Equation 4.1 and 4.2 respectively. Den-
sity can take value of [0, 1]. A higher value of density means that the graph









By extending this denition to higher-order complex networks, the motif-




The numerator of Equation 4.3 will be kM according to Equation 3.4.
Indeed, the numerator is the summation of the L1 norm of all vector degrees
in the graph. The denominator of Equation 4.3 is the summation of the
maximum value of L1 norm from Equation 3.7, which will be the maximum
possible number of motif instances in the graph multiplied by k. Therefore,
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Equation 4.3 is an extension of graph density to motif-based graphs. If k = 2,
Equation 4.3 becomes Equation 4.1 and 4.2. The additional factor of 2 in
the undirected graph case comes from each edge being actually two motif
instances, as discussed in Section 3.2.
4.2 Assortativity
Assortativity is a measure of the likelihood that two nodes of similar degree
are connected. It can takes a value of [-1,1]. A positive value means that
a node tends to connect to nodes with similar degrees. A negative value
indicates that a node with high degree tends to connect with nodes with low
degrees. The extension of assortativity is derived from the denition of as-
sortativity in directed graphs [12]. In a directed graph, let α, β ∈ {In,Out}.
Then in a directed graph, for each directed edge i = (source, sink), let jαi be
the α-degree of the source, and kβi be the β-degree of the sink. The averages
of jα and kβ over all nodes are denoted by j̄α and k̄β respectively. Then the













In order to extend assortativity to a motif-based graph, the domain of α
and β will be changed such that α, β ∈ {1, 2, 3, . . . , k}. Then the ith degree
will be valued at the ith position of the vector degree. Assortativity in a
motif-based graph has a meaning similar to that in a standard graph. For
instance, if α, β = 3 in a motif-based graph generated from motif 9 in Figure
1.1, then the assortativity indicates how often two nodes that are frequently
used as terminals of paths are also connected by a path.
4.3 Motif-edge Connectivity
In a standard graph, edge connectivity is the number of edges required to be
removed from the graph such that the original graph will be disconnected.
Edge connectivity is related to degree because degree gives an upper bound
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of edge connectivity as shown in Equation 4.5.
EdgeConnectivity ≤ minudeg(u) (4.5)
Assuming node v is the node with smallest degree, then the graph will be
disconnected if all edges incident to node v is removed. After the removal of
these edges, node v is isolated.
Motif-edge connectivity is the same as edge connectivity except that the
motif-edges will be removed instead of the standard edges. The same in-
equality in Equation 4.5 also holds true if edge connectivity is replaced by
motif-edge connectivity, and scalar degree is replaced by L1 norm of vector
degree.
MotifConnectivity ≤ minuΣki=1DegreeTable[u][i] (4.6)
For each node u, its L1 norm of vector degree is the total number of motif
instances that contain node u. If this number of motif-edges are removed
from the graph, then node u will be isolated. Therefore, vector degree also
sets an upper bound for edge connectivity, which serves the same function
as standard degree.
There is a similar connectivity metric related to vertex called vertex con-
nectivity. Vertex connectivity is the number of vertices along with their
incident edges needed to be removed from the graph such that the graph is
disconnected. In both standard and motif-based graphs, Equation 4.7 shows
the connection between motif/edge connectivity and vertex connectivity.
V ertexConnectivity ≤ Edge/MotifConnectivity (4.7)
Proof. Let S be the set of edges/motifs needed to be removed from the graph
such that the graph will be disconnected. Then ∀e ∈ S, the removal of a
node that e is incident to will also remove e. Then by removing |S| such
vertices, the graph will be disconnected.
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4.4 Rich-club Coecient
In standard graphs, the rich-club coecient [13] is derived from the idea of
rich-club. In a network, the rich-club is the set of vertices that are \rich" in a
particular metric. For instance, a rich-club can be a set of vertices that have a
degree higher than some constant γ. Then the rich-club coecient is the same
as density except that only vertices in the rich-club will be considered. The
formula for calculating rich-club coecient CΓ,γ for a metric Γ and constant
γ is shown as Equation 4.8, where VΓ≥γ and EΓ≥γ are the set of vertices and





In order to extend the rich-club coecient to motif-based graphs, a metric
Γ and a constant γ should be chosen. Γ can be a particular dimension of
vector degree, or one of the norms of vector degree. Then let VΓ≥γ have the
same denition as for a standard graph. Dene EΓ≥γ as the set of motif-edges
such that if each motif-edge e is treated as a set of vertices that are connected
by e, then ∀e ∈ EΓ≥γ, e ⊂ VΓ≥γ Let |VΓ≥γ| = nΓ and |EΓ≥γ| = mΓ. Then the
rich-club coecient for motif-based will be calculated using Equation 4.9. If










The idea of motif-based graph and motif-adjacency matrix was introduced
by Benson et al. [1]. In order to construct a motif-based graph, many
algorithms have been developed, like RI [10], VF3 [14], and LAD [15]. Motif-
based graphs are frequently compared with hypergraphs, and the two are
sometimes interchangeable. Zhou et al. [16], Benson et al. [1], and Rodríguez
[17] related the idea of Laplacian matrix to higher-order complex graphs,
and the problem of disconnection arises in the usage of a Laplacian matrix.
Milencovic and Pr¾ulj [18] introduced the idea of using vectors to represent
graphlet orbits, but their denition of graphlet signature only applies to the
unique graphlet orbits. Therefore, the graphlet signature has no properties
similar to those of standard degree discussed in Chapters 3 and 4. In addition,
the graphlet signature is computed using graphlets, while vector degree in
this thesis is computed using motifs.
Dierent centrality metrics are used in various papers to evaluate algo-
rithms. These metrics include standard degree, local clustering coecient
[2], Eigenvector centrality [4], betweenness centrality [6], and principal com-
ponent centrality [8]. These metrics are essential in analyzing social networks
and evaluating network algorithms.
18
CHAPTER 6
CONCLUSION AND FUTURE RESEARCH
When constructing a motif-based graph, the problem of disconnection arises
and it becomes necessary to measure the connectivity in motif-based graphs.
A survey of the metrics of graph connectivity and centrality has been con-
ducted, and degree plays an important role in some metrics. In order to
extend these metrics to motif-base graphs, vector degree is proposed to re-
place the standard degree in higher-order complex networks. Some properties
of vector degree are compared with those of standard degrees to show that
vector degree is a generalization of standard degree in complex networks.
Then some metrics are extended to motif-based graphs by replacing stan-
dard degrees with vector degrees.
For future research, the semantic meaning of vector degree will be further
exploited. In addition, more properties should be analyzed to prepare for the
applications in elds like clustering and classication. More metrics related
to standard degree should be adapted to vector degree as well.
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