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Introduction
In this series of notes, we try to develop an algorithm to count the points of representation va-
rieties of basic algebras, and their moduli, Grassmannians, and so on. This seems to be a mission
impossible, since any aﬃne variety can be realized as a representation variety and any projective
variety can be realized as a moduli of representations. I know the former fact from Birge Huisgen-
Zimmermann and the latter from Lutz Hille.
To start this project, we ﬁrst deal with the simplest case when the algebra is hereditary. Many
beautiful results have been discovered by M. Reineke. The most important idea of his is to apply
certain algebra morphism to various identities in the Hall algebra. The algebra morphism bears differ-
ent names in the literature, to name a few, integration map and evaluation map. In our vocabulary,
we call this type of morphisms Hall characters. In this note, we ﬁrst systematically review several
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trate into the Tao and quickly master the technique.
Hall algebra of a ﬁnitary hereditary category is in fact a bialgebra, so we can compose the known
characters with the comultiplication to get new characters (Example 14). The most important identity
above all in the Hall algebra may be the one related to the Harder–Narasimhan ﬁltration (Lemma 16).
Applying this new character to it, we get a counting formula for Grassmannians of quiver representa-
tions (Corollary 20), which we think is mildly new. This formula has an interesting application in the
cluster algebra. We derive a quantum cluster multiplication formula, which is obtained independently
in [8]. We greatly simplify the proof of the positivity theorem in acyclic cases [5, Theorem 1]. Many
things above can be generalized to ﬂags of quiver representations and beyond.
In these notes, we ﬁrst collect some useful facts from [4, Appendix] on points counting. Then in
Section 1, we review some basics on the quiver representation, and related varieties. In Section 2,
we review the Ringel–Hall algebra and give our deﬁnition and examples on the Hall character. In Sec-
tion 3, we follow Reineke to count the points of moduli of quiver representations in a simple case.
We then proceed to the case of Grassmannians and ﬂags of quiver representations (Sections 4, 6).
Corollary 20, Theorems 21 and 27 are just analogues of Corollaries 17 and 18. As an application,
in Section 5 we derive a quantum cluster multiplication formula (Proposition 25) and give a very
simple proof of the positivity theorem in acyclic cases (Corollary 24). In Section 7, we make general-
ization (Theorem 28) in a functorial direction. In Section 8, we use the antipode to ﬁnd the inverse
of group-like elements. Lemma 34 is crucial to the last section. For completeness, the last section
is a short survey for related generating series. We review an interesting result of [15] relating two
different kinds of series. Finally, if one rewrites certain generating series in a proper way, then one
gets the so-called quantum dilogarithm identities.
The ﬁrst six sections were already written in 2009. We did not want to publish them until we feel
that some subsequential work can be done. Although our original motivation came from the cluster
algebra, now we are more inclined to settle our simple mind on counting. So we thank Fan Qin [16]
for saving us a lot of space in Section 5. Sophisticated minds are always welcome to play in the
motivic ground.
Let X be a variety over k = Fq and Xk = X⊗k k. We denote by Hic(X,Ql) the i-th l-adic cohomology
group with compact support of Xk . The key method for counting rational points on X is given by the
Grothendieck–Lefschetz trace formula:
∣∣X(Fqr )∣∣=
2dim X∑
i=0
(−1)i Tr(F r; Hic(X,Ql)),
where F is the Frobenius morphism Xk → Xk . X is called l-pure if the eigenvalues of F on Hic(X,Ql)
have absolute value qi/2. It is known that if X is smooth and proper over k then X is l-pure.
X is called polynomial-count (or has a counting polynomial) if there exists a (necessarily unique)
polynomial P X =∑aiti ∈C[t] such that for every ﬁnite extension Fqr /Fq , we have |X(Fqr )| = P X (qr).
Lemma 1. (See [18, Proposition 6.1].) If X is polynomial-count, its counting polynomial P X must lie in Z[t]. Its
specialization at q = 1 gives the l-adic Euler characteristic of Xk.
Deﬁnition 1. The Poincaré polynomial P (X,q) ∈ Z[q1/2] of X is
P (X,q) =
∑
i0
(−1)i dim Hic(X,Ql)qi/2.
We will frequently use the following lemma from [4, Appendix].
Lemma 2. Assume that X is l-pure and polynomial-count. Then P X (q) = P (X,q). In particular, P X (t) ∈N[t].
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We ﬁrst provide some background on the moduli spaces of quiver representations. For a good
introduction or more detailed treatment, we recommend [12,19]. Most constructions and results in
this section are originally obtained assuming the base ring k is an algebraically closed ﬁeld. However,
all the constructions can be naturally done over Z and all proofs can be carried over almost word by
word from the algebraically closed case [14, Sections 4, 5]. All the constructions over any ﬁeld k can
be obtained by a change of base from Z. So let us assume our base ring k to be Z.
Let Q be a ﬁnite quiver with the set of vertices Q 0 and the set of arrows Q 1. If a ∈ Q 1 is an arrow,
then ta and ha denote its tail and its head respectively. Fix a dimension vector α, the space of all
α-dimensional representations is
Repα(Q ) :=
⊕
a∈Q 1
Hom
(
kα(ta),kα(ha)
)
.
The group G = GLα :=∏v∈Q 0 GLα(v) acts on Repα(Q ) by the natural base change. Two representations
M,N ∈ Repα(Q ) are isomorphic if they lie in the same GLα-orbit. We denote the dimension vector of
a representation M by M .
A weight σ is an integral linear functional on ZQ 0 . Consider the character of GLα :
{
g(v)
∣∣ v ∈ Q 0}→ ∏
v∈Q 0
(
det g(v)
)σ (v)
.
We deﬁne the subgroup GLσα to be the kernel of the character map. The semi-invariant ring
SIRσα (Q ) := k[Repα(Q )]GLσα of weight σ is σ -graded:
⊕
n0 SI
nσ
α (Q ), where
SIσα (Q ) :=
{
f ∈ k[Repα(Q )] ∣∣ g( f ) = σ(g) f , ∀g ∈ GLα}.
A representation M ∈ Repα(Q ) is called σ -semi-stable if there is some non-constant f ∈ SIRσα (Q )
such that f (M) = 0. It is called stable if the orbit GLσα M is closed of dimension dimGLσα −1.
We denote the set of all σ -semi-stable (resp. σ -stable, σ -unstable) representations in Repα(Q ) by
Repσ ·ssα (Q ) (resp. Repσ ·stα (Q ), Repσ ·unα (Q )). Based on Hilbert–Mumford criterion, King provides a sim-
ple criterion for the stability of a representation.
Lemma 3. (See [12, Proposition 3.1].) A representation M is σ -semi-stable (resp. σ -stable) if and only if
σ(M) = 0 and σ(L) 0 (resp. < 0) for any nontrivial subrepresentation L of M.
The GIT quotient with respect to a linearization of character σ is
Modσα (Q ) := Proj
(⊕
n0
SInσα (Q )
)
,
which is projective over the ordinary quotient Spec(k[Repα(Q )]GLα ). If we assume that Q has no
oriented cycles, then k[Repα(Q )]GLα = k, so the GIT quotient is projective. The induced quotient map
q : Repσ ·ssα (Q ) → Modσα (Q ) is a good categorical quotient and the restriction of q on Repσ ·stα (Q ) is
a geometric quotient.
There is a more general notion of stability. It is called μ-stability for a slope function μ, which by
deﬁnition is σ/θ with σ , θ two weights and θ(α) > 0 for any dimension vector α.
Deﬁnition 2. A representation M is called μ-semi-stable (resp. μ-stable) if μ(L)μ(M) (resp. μ(L) <
μ(M)) for every nontrivial subrepresentation L ⊂ M .
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α, then there is no strictly semi-stable (semi-stable but not stable) representation of dimension α.
Note that the slope stability is related to the classical stability as follows. A representation M is
σ -(semi-)stable, then M is also (σ /θ)-(semi-)stable. Conversely, if M is (σ /θ)-(semi-)stable, and
σ(M)
θ(M)
= ab where a,b ∈ Z and b > 0, then M is (bσ − aθ)-(semi-)stable. Note that the semi-stable
objects with a ﬁxed slope μ0 form an exact subcategory modμ0(Q ).
Lemma 4. (See [6, Proposition 3.3].)
(1) Harder–Narasimhan ﬁltration: Every representation M has a unique ﬁltration 0 = M0 ⊂ M1 ⊂ · · · ⊂
Mm−1 ⊂ Mm = M such that Ni = Mi/Mi+1 is μ-semi-stable and μ(Ni) > μ(Ni+1).
(2) Jordan–Holder ﬁltration: Every μ-semi-stable representation M has a ﬁltration 0 = M0 ⊂ M1 ⊂ · · · ⊂
Mm−1 ⊂ Mm = M such that Ni = Mi/Mi+1 is μ-stable with the same slope. The set {Ni} is uniquely
determined.
For dimension vectors β , γ , let α = β + γ . We deﬁne Gr (αγ ) :=∏v∈Q 0 Gr
(α(v)
γ (v)
)
, where Gr
(α(v)
γ (v)
)
is
the usual Grassmannian variety of γ (v)-dimensional subspaces of kα(v) . We deﬁne the variety
Grep
(
α
γ
)
=
{
(M, L) ∈ Repα(Q ) × Gr
(
α
γ
) ∣∣∣ L is a subrepresentation of M
}
.
Lemma 5. (See [24, Section 3].) p : Grep (αγ )→ Gr (αγ ) is a vector bundle with ﬁbre
⊕
a∈Q 1
(
Hom
(
kγ (ta),kγ (ha)
)⊕Hom(kβ(ta),kα(ha))).
In particular, Grep
(α
γ
)
is smooth and irreducible with
dimGrep
(
α
γ
)
= dimRepα(Q ) + 〈γ ,β〉. (1.1)
Now consider another projection r : Grep (αγ )→ Repα(Q ).
Deﬁnition 3. Let r : Grep (αγ )→ Repα(Q ) be the other projection, the Grassmannian of quiver represen-
tation Grα(M) is the ﬁbre r−1(M), and its subvarieties GrNL (M) are {L′ ∈ Grα(M) | L′ ∼= L, M/L′ ∼= N}.
A representation T is called rigid if ExtQ (T , T ) = 0. It is shown in [3] that the rigidity does not
depend on the base ﬁeld. So if k = Fq , Grγ (T ) is a general ﬁbre of r, which is smooth by the Bertini
theorem [23, Theorem I.6.2.2].
There are projective varieties related to both the moduli and Grassmannian of quiver representa-
tions. To construct them, we introduce the tensor product algebra A2(Q ) := kQ ⊗ kA2, where A2 is
the quiver of Dynkin type A2. The quiver Qˆ of A2(Q ) can be described as follows. We put quiver Q
horizontally and its copy Q c over Q , then draw for each vertex v of Q an arrow from its copy vc
to v . We call the quiver Qˆ the commutating quiver of Q . The algebra A2(Q ) is the algebra of
the quiver Qˆ with the obvious commuting relations. A representation of A2(Q ) consists of a triple
(L,M, f ), where L, M are representations of Q and f is a morphism from L to M . A dimension vector
of (L,M, f ) is of the form (γ ,α), where γ and α are the dimension vectors of L and M . Let
Repγ ↪→α
(
A2(Q )
) := {(L,M, f ) ∈ Rep(γ ,α)(A2(Q )) ∣∣ f is injective},
then it is a principal GLγ -bundle over Grep
(α
γ
)
. In particular, it is smooth and irreducible.
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σ -(semi-)stable if and only if M is μ-(semi-)stable. We deﬁne a new slope function μˆ = σˆ /θˆ on
Qˆ as follows. The values of θˆ on Q 0 and Q c0 are the same as the value of θ on Q 0. The value of σˆ
on Q 0 is the same as σ , and its value on Q c0 is θ for a very small positive number  .
We claim that if M is σ -stable and f is injective, then (L,M, f ) is μˆ-stable, and if M is σ -unstable
or f is not injective, then (L,M, f ) is μˆ-unstable. Suppose that M is σ -stable and f is injective.
Let (L′,M ′, f |L′ ) be a subrepresentation of (L,M, f ), and (γ ′,α′) be its dimension vector. If α′ < α,
we have that μˆ(L′,M ′, f |L′) = σ(α
′)+θ(γ ′)
θ(α′+γ ′) < 0 since  is assumed to be very small. Meanwhile,
μˆ(L,M, f ) = σ(α)+θ(γ )
θ(α+γ ) > 0. If α
′ = α and thus γ ′ < γ , then μˆ(γ ′,α) = 0+θ(γ ′)
θ(α)+θ(γ ′) , which is eas-
ily checked to be less than μˆ(γ ,α) = 0+θ(γ )
θ(α)+θ(γ ) . Conversely, suppose that M is σ -unstable, and let V
be a subrepresentation destabilizing M , then (0, V ,0) also destabilizes (L,M, f ). If f is not injective
and let K be its kernel, then one can easily check that (K ,0,0) destabilizes (L,M, f ). We have proved
our claim. In particular, we have
Lemma 6. If Repσ ·ssα (Q ) contains exclusively σ -stable points, then so is the GIT-quotient Mod
μˆ
(γ ,α)(A2(Q )).
Thus it is smooth and irreducible, parameterizing pairs (M, L), where M is σ -stable and L is its subrepresen-
tation. The natural projection Rep(γ ,α)(A2(Q )) Repα(Q ) induces a surjective map Mod
μˆ
(γ ,α)(A2(Q )) →
Modσα (Q ), whose ﬁbre over M is exactly Grγ (M).
The above construction generalizes to the ﬂag varieties of quiver representations. For any decompo-
sition of dimension vector α =∑ti=1 αi , we deﬁne Flαt ···α1 :=∏v∈Q 0 Flαt (v)···α1(v) , where Flαt (v)···α1(v)
is the usual ﬂag variety parameterizing ﬂags of subspaces of dimension α1(v) < α1(v)+α2(v) < · · · <
α1(v) + · · · + αt−1(v) in kα(v) . To simplify the notation, we denote α˙i :=∑ij=1 α j .
We deﬁne the variety:
Frepαt ···α1 =
{
(M, L1, . . . , Lt−1) ∈ Repα(Q ) × Flαt ···α1
∣∣ L1 ⊂ · · · ⊂ Lt = M}.
The following analogs of Lemmas 5 and 6 are easy exercises left for the readers.
Lemma 7. p : Frepαt ···α1 → Flαt ···α1 is a vector bundle with ﬁbre
⊕
a∈Q 1
t⊕
i=1
Hom
(
kαi(ta),kα˙i(ha)
)
.
In particular, Frepαt ···α1 is smooth and irreducible.
Deﬁnition 4. Let r : Frepαt ···α1 → Repα(Q ) be the other projection, the ﬂag variety of M Flαt ···α1 (M)
is the ﬁbre r−1(M), and its subvarieties FlNt ,...,N1 (M) are {(L1, . . . , Lt−1) ∈ Flαt ···α1 (M) | Li/Li−1 ∼= Ni},
where L0 = 0 and Lt = M .
Let At be the Dynkin quiver • → • → · · · → • of type At , and At(Q ) be the tensor algebra
kAt ⊗ kQ . We deﬁne a similar slope function μˆ = σˆ /θˆ on Qˆ as before. The value of θˆ on Q 0 and all
its copies are the same as the value of θ on Q 0. The value of σˆ on Q 0 is the same as σ , and its value
on any other copy of Q 0 is θ for a very small positive number  .
Lemma 8. If Repσ ·ssα (Q ) contains exclusively σ -stable points, then the moduli Mod
μˆ
(α˙1,...,α˙t )
(At(Q )) is
smooth and irreducible, and its induced map to Modσα (Q ) from the natural projection is surjective with ﬁ-
bre Flαt ,...,α1(M) over M.
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From now on, we will assume our ﬁeld k to be the ﬁnite ﬁeld Fq and all modules are ﬁnite-
dimensional. We write 〈−,−〉a for the usual additive Euler form, and 〈−,−〉 := q〈−,−〉a for the multi-
plicative one. For any three kQ -modules U , V and W with dimension vector β , γ and α = β + γ ,
we deﬁne the Hall number
FWUV :=
∣∣GrUV (W )∣∣,
and for any module M , we denote aM := |AutQ (M)|. Let H(Q ) be the space of all formal (inﬁnite)
linear combinations of isomorphism classes [M] in kQ -mod.
Lemma 9. (See [10, Lemma 2.2].) The completed Hall algebra H(Q ) is the associative algebra with multipli-
cation
[U ][V ] :=
∑
[W ]
FWUV [W ],
and unit η :C →C[0].
Note that the algebra H(Q ) is naturally graded by the dimension vectors: H(Q ) = ⊕α Hα(Q ),
where Hα(Q ) is the subspace of all formal linear combinations of [M] ∈ modα(Q ).
Deﬁnition 5. For any algebra R , an R-character of H(Q ) is an algebra morphism c : H(Q ) → R .
Example 10. (See [17, Lemma 6.1].) Let P〈Q 〉 be the completed quantum polynomial algebra with
multiplication given by tαtβ = 〈α,β〉−1tα+β . Then ∫ : [M] → 1aM tα is a P〈Q 〉-character of H(Q ). The
fact follows easily from a formula of Riedtmann.
Lemma 11. (See [10, Proposition 2.3].) F WUV = |ExtQ (U ,V )W ||HomQ (U ,V )| aWaUaV , where ExtQ (U , V )W is the subspace of
ExtQ (U , V ) representing extensions with middle term W .
To see more examples, we need to explore the structure of H(Q ) further. Deﬁne a comultiplication

 : H(Q ) → H(Q ) ⊗ H(Q ) by


([W ])= ∑
[U ][V ]
FWUV
aUaV
aW
[U ] ⊗ [V ] =
∑
[U ][V ]
|ExtQ (U , V )W |
|HomQ (U , V )| [U ] ⊗ [V ].
Lemma 12. (See [10, Lemma 2.4].) H(Q ) is a coassociative coalgebra with comultiplication 
 and counit
([M]) = δM,0 .
In general, the multiplication and comultiplication are not naturally compatible in the sense that if
we treat H(Q ) as a vector space with symmetric monoidal structure, then 
 : H(Q ) → H(Q )⊗ H(Q )
is not an algebra morphism. However, if we twist the multiplication on H(Q ) ⊗ H(Q ) by
(U1 ⊗ V1) · (U2 ⊗ V2) = 〈U1, V 2〉−1U1U2 ⊗ V1V2,
then it follows from Green’s formula [10, Proposition 2.7] that
Lemma 13. (See [10, Theorem 2.6].) H(Q ) is a bialgebra.
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multiplication given by (xβ1 yγ1 )(xβ2 yγ2 ) = 〈γ1,β2〉〈α1,α2〉 xα1 yα2 , where α1 = β1 + β2 and α2 = γ1 + γ2.
A direct calculation using Example 10 can show that
∫ ⊗ ∫ : H(Q ) ⊗ H(Q ) → P〈Q 2〉 is an algebra
morphism.
Proposition 15.
∫


= (∫ ⊗ ∫ ) ◦ 
 is a P〈Q 2〉-character of H(Q ). We have a concrete formula: ∫
([W ]) =
aW −1
∑
γ |Grγ (W )|xα−γ yγ and the following identity:
∑
γ1+γ2=γ
〈γ1, β2〉
∣∣Grγ1(U )∣∣∣∣Grγ2(V )∣∣=
∑
[W ]
|ExtQ (U , V )W |
|ExtQ (U , V )|
∣∣Grγ (W )∣∣. (2.1)
Proof. ∫


([W ])=
(∫
⊗
∫ )
◦ 
([W ])
=
∑
[U ][V ]
FWUV
aUaV
aW
∫
[U ] ⊗
∫
[V ]
=
∑
[U ][V ]
FWUV aW
−1xα−V yV
= aW −1
∑
γ
∣∣Grγ (W )∣∣xα−γ yγ ,
∫


[U ]
∫


[V ] =
∫


([U ][V ])
⇔
∑
γ1
∣∣Grγ1(U )∣∣xα1−γ1 yγ1
∑
γ2
∣∣Grγ2(V )∣∣xα2−γ2 yγ2 = aUaV
∫


∑
[W ]
FWUV [W ]
⇔
∑
γ
∑
γ1+γ2=γ
〈γ1, β2〉
〈α1,α2〉
∣∣Grγ1(U )∣∣∣∣Grγ2(V )∣∣xα−γ yγ
=
∑
γ
∑
[W ]
|ExtQ (U , V )W |
|HomQ (U , V )|
∣∣Grγ (W )∣∣xα−γ yγ
⇔
∑
γ1+γ2=γ
〈γ1, β2〉
∣∣Grγ1(U )∣∣∣∣Grγ2(V )∣∣=
∑
[W ]
|ExtQ (U , V )W |
|ExtQ (U , V )|
∣∣Grγ (W )∣∣. 
3. Application to moduli of quiver representations
We ﬁx a slope function μ. For a dimension vector α, let χα = ∑M=α[M] and χ ssα =∑
M∈modssα (Q )[M]. Our convention is that they contain zero representation [0]. Since 1aM =
|OM ||GLα | , we
have that
∫
χα = |Repα(Q )||GLα | xα . We denote the rational function
|Repα(Q )||GLα | by rα(q).
The existence of the Harder–Narasimhan ﬁltration yields the following identity in the Hall alge-
bra H(Q ).
Lemma 16. (See [17, Proposition 4.8].)
χα =
∑
χ ssα · · · · · χ ssα ,1 s
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μ(α1) < · · · < μ(αs). In particular, solving recursively for χ ssα , we get
χ ssα =
∑
∗
(−1)s−1χα1 · · · · · χαs , (3.1)
where the sum runs over all decomposition α1 + · · · + αs = α of α into non-zero dimension vectors such that
μ(
∑k
l=1 αl) < μ(α) for k < s.
Apply the Hall character
∫
to the identity (3.1), then we obtain the formula:
Corollary 17. (See [17, Corollary 6.2].)
|Repssα (Q )|
|GLα | =
∑
∗
(−1)s−1
∏
1i< js
〈αi,α j〉−1
s∏
k=1
rαk (q),
where the summation ∗ is the same as in the above lemma.
We denote the above rational function by rssα (q). It follows from Lemmas 1 and 2 that
Corollary 18. (See [17, Theorem 6.7].) Assume that α is coprime toμ, then (q−1)rssα (q) is actually an integral
polynomial, which counts the rational points of Modμα (Q ). If Q has no oriented cycles, then Mod
μ
α (Q ) is
smooth and projective, so this polynomial has non-negative coeﬃcients.
Without the coprime assumption, it is proven in [18] that Modμα (Q ) still has polynomial count-
ing property. This property also holds for absolutely stable representations of ﬁxed dimension vec-
tors [15]. We will continue this discussion in the last section.
4. Application to Grassmannians of quiver representations
Lemma 19. (See [22, Lemma 1.7].) 
(χα) =∑β+γ=α〈β,γ 〉−1χβ ⊗ χγ . So
∫


χα =
∑
β+γ=α
rβ,γ (q)x
β yγ ,
where rβ,γ (q) is the rational function 〈β,γ 〉−1rβ(q) ⊗ rγ (q).
Apply the Hall character
∫


to the identity (3.1), then we obtain the formula:
Corollary 20.
∑
M∈modssα (Q )
|Grγ (M)|
aM
=
∑
∗
∑
∗′
(−1)s−1
∏
1i< js
〈γi, β j〉
〈αi,α j〉
s∏
k=1
rβk,γk (q),
where the ﬁrst summation ∗ is the same as the one in (3.1), and the second summation ∗′ runs over all decom-
position γ1 + · · · + γs = γ of γ into dimension vectors such that for each i 0 γi  αi = βi + γi .
We denote the above rational function by rssβ,γ (q). It follows from Lemmas 6 and 1, 2 that
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counts the number
∑
M∈Modμα (Q ) |Grγ (M)|. If Q has no oriented cycles, then this polynomial has non-negative
coeﬃcients.
Using transfer matrix method as in [17, Corollary 5.5], we provide the following polynomial-time
algorithm to compute rssβ,γ (q). The veriﬁcation is almost the same as in [17].
Corollary 22. Let M be the matrix with rows and columns indexed by the set of pairs {(α˙, γ˙ ) | μ(α˙) <
μ(α), γ˙ < min(α˙, γ )}∪{(0,0), (α,γ )}, wheremin is taken coordinatewise. The ((αi, γi), (α j, γ j))-th entry
of M is given by: 〈γi ,αk−γk〉〈αi ,αk〉 rαk−γk,γk (q) if αk := α j − αi  0 and αk  γk := γ j − γi , and zero otherwise.
Then rssβ,γ (q) is the absolute value of the cofactor of the ((0,0), (α,γ ))-th entry.
We use this algorithm to compute an interesting example in [7].
Example 23. Consider the four-arrow Kronecker quiver:
1 2
We take α = (3,4), γ = (1,3), and σ = (4,−3), then the moduli Modσα (Q ) is a smooth geometric
quotient. So we are in the situation of Lemma 6: π : Modμˆ(γ ,α)(A2(Q ))Modσα (Q ). It is known that
the general ﬁbre of π is a genus-3 curve. Modμˆ(γ ,α)(A2(Q )) has the counting polynomial:
(q + 1)(q2 + 1)2((q20 + 1)+ 2(q19 + q)+ 4(q18 + q2)+ 7(q17 + q3)+ 13(q16 + q4)
+ 20(q15 + q5)+ 30(q14 + q6)+ 41(q13 + q7)+ 54(q12 + q8)+ 64(q11 + q9)+ 69q10).
Modσα (Q ) has the counting polynomial:(
q24 + 1)+ (q23 + q)+ 3(q22 + q2)+ 5(q21 + q3)+ 9(q20 + q4)+ 13(q19 + q5)+ 22(q18 + q6)
+ 29(q17 + q7)+ 42(q16 + q8)+ 52(q15 + q9)+ 65(q14 + q10)+ 71(q13 + q11)+ 77q12.
5. Application to quantum cluster algebras
In this section, we assume that the quiver Q has no oriented cycles. Let E be the Euler matrix
of Q , then the B-matrix is B = E − ET . For any dimension vector α and γ , we set g(α) = −αET ,
φ(γ ) = γ B , and (·,·) be the usual multiplicative antisymmetric form corresponding to B .
Let Q˜ be an extended quiver of Q by a set of frozen vertices C = (n + 1,n + 2, . . . ,m), so there is
no arrow from the vertices of Q to C . The extended Euler matrix E˜ is by deﬁnition the left m × n
submatrix of the Euler matrix of Q˜ . We also extend the B-matrix to an n × m matrix B˜ , whose
(i, j)-th entry is
bi, j = |arrows j → i| − |arrows i → j|.
Assume that there is an m ×m antisymmetric matrix Λ unitally compatible with B˜ , that is, −B˜Λ =
(In,0). In particular, B˜ is of full rank. We set g˜(α) = −α E˜ T and φ˜(γ ) = γ B˜ , then it is easy to check
that
λ
(
g˜(α), φ˜(γ )
)= 〈γ ,α〉 and λ(φ˜(α), φ˜(γ ))= (γ ,α). (5.1)
Let λ(·,·) be the multiplicative antisymmetric form corresponding to Λ. We now change to
the quantum Laurent polynomial algebra Pλ , where the multiplication rule is given by xαxβ =
λ(α,β)− 12 xα+β for any α,β ∈ Zm . Following [16] (see also [21]), we deﬁne
J. Fei / Journal of Algebra 372 (2012) 542–559 551Deﬁnition 6. For any indecomposable rigid object T ∈ modα(Q ), the quantum cluster variable associ-
ated to T is
X(T ) =
∑
γ
〈γ ,α − γ 〉− 12 ∣∣Grγ (T )∣∣xg˜(α)−φ˜(γ ).
The quantum cluster algebra with coeﬃcients {xv}v∈Q˜ \Q is the subalgebra of Pλ generated by all quan-
tum cluster variables along with {xv}v∈Q˜ 0 .
One interesting problem in the cluster theory is about positivity.
Corollary 24. For any indecomposable rigid T , |Grγ (T )| is counted by its Poincaré polynomial, which has
non-negative coeﬃcients.
Proof. If T is indecomposable rigid, then the dimension vector α of T corresponds to a real Schur
root. By a result of Schoﬁeld [24, Theorem 6.1] we can always choose a slope function μ such that
the general representation T is μ-stable. Since 〈α,α〉a = 1, the moduli Modμα (Q ) is zero-dimensional.
Then T must be the only polystable representation, otherwise the moduli is reducible. Now everything
follows from Theorem 21. 
Proposition 25 (Cluster multiplication).
X(U )X(V ) = λ(g˜(α1), g˜(α2)) 12 ∑
[W ]
|ExtQ (U , V )W |
|ExtQ (U , V )| X(W ). (5.2)
Proof.
X(U )X(V )
=
∑
γ1,γ2
λ
(
g˜(α1) − φ˜(γ1), g˜(α2) − φ˜(γ2)
) 1
2 〈γ1, β1〉− 12 〈γ2, β2〉− 12
∣∣Grγ1(U )∣∣∣∣Grγ2(V )∣∣xg˜(α)−φ˜(γ )
= λ(g˜(α1), g˜(α2)) 12 ∑
γ1,γ2
〈γ ,β〉− 12 〈γ1, β2〉
∣∣Grγ1(U )∣∣∣∣Grγ2(V )∣∣xg˜(α)−φ˜(γ ) (5.1)
= λ(g˜(α1), g˜(α2)) 12 ∑
[W ]
∑
γ
〈γ ,β〉− 12 |ExtQ (U , V )W ||ExtQ (U , V )|
∣∣Grγ (W )∣∣xg˜(α)−φ˜(γ ) (Proposition 15)
= λ(g˜(α1), g˜(α2)) 12 ∑
[W ]
|ExtQ (U , V )W |
|ExtQ (U , V )| X(W ). 
Remark 1. If U and V are adjacent, that is, there is a representation W such that both U ⊕ W and
V ⊕ W are maximal rigid, then ExtQ (U , V ) ⊕ ExtQ (V ,U ) = k. Suppose that ExtQ (U , V ) = k, then the
above formula becomes the quantum cluster mutation rule. For any (not necessary rigid) module M ,
we deﬁne X(M) using the same formula as in Deﬁnition 6. The multiplication formula of Lemma 25
still holds. Moreover, one can extend the module category to the cluster category to incorporate the
initial seeds {xv}v∈Q˜ 0\Q 0 into the multiplication formula.
Consider the principally extended quiver Q˜ , whose Euler matrix is of the form
(
E 0
−In In
)
. Its ex-
tended B-matrix B˜ = (B, In) is always unitally compatible with Λ =
(
0 In
−I −B
)
. In this case, g˜(α) =n
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multiplication is given by
(
xα1 yβ1
)(
xα2 yβ2
)= λ((α1, β1), (α2, β2))− 12 xα1+α2 yβ1+β2
= q 12 (β1·α2−α1·β2)(β1, β2) 12 xα1+α2 yβ1+β2 .
Then the quantum cluster variables
X(T ) =
∑
γ
〈γ ,α − γ 〉− 12 ∣∣Grγ (T )∣∣xg(α)−φ(γ ) yα−γ ,
generate the quantum cluster algebra with principal coeﬃcients, denoted by Cp(Q ). Clearly,
∫


(T )
and X(T ) are related by a monomial change of variables. Moreover, Proposition 25 simpliﬁes as
X(U )X(V ) =
∑
[W ]
|ExtQ (U , V )W |
|ExtQ (U , V )| X(W ).
6. Generalization to ﬂags of quiver representations
Let us now consider the iterated comultiplication

t : H(Q ) 
→ H(Q ) ⊗ H(Q ) 
⊗1−−−→ H(Q ) ⊗ H(Q ) ⊗ H(Q ) → ·· · → H(Q ) ⊗ · · · ⊗ H(Q ).
By induction, one can easily see that

t
([W ])= ∑
[Vt ]...[V1]
FWVt ···V1
aVt · · ·aV1
aW
[Vt] ⊗ · · · ⊗ [V1],
where FWVt ···V1 is the number of k-rational points of Fl
W
Vt ···V1 .
We can recursively twist the multiplication in H(Q )⊗t such that 
t is an algebra morphism. The
explicit formula is visible:
(Ut ⊗ · · · ⊗ U1) · (Vt ⊗ · · · ⊗ V1) =
∏
i> j
〈U i, V j〉Ut Vt ⊗ · · · ⊗ U1V1,
where βi , γ j are the dimension vectors for Ui and V j . We will use the symbol 〈β,γ 〉< (resp. 〈β,γ 〉>)
to denote
∏
i< j〈βi, γ j〉 (resp.
∏
i> j〈βi, γ j〉). Similarly, we can evaluate its elements in a completed
multiple quantum polynomial algebra P〈Q t 〉 := P⊗t〈Q 〉 . Its multiplication is given by (
∏
xβii )(
∏
xγii ) =
〈β,γ 〉>∏ xαii , where αi = βi + γi . Here our convention is that ∏ xβii := xβtt · · · xβ11 . We thus get the
following analogue of Proposition 15.
Proposition 26.
∫

t
:= ∫ ⊗t ◦
t is a P〈Q t 〉-character of H(Q ). We have a concrete formula: ∫
t ([M]) =
1
aM
∑
α | Flαt ···α1 (M)|
∏
i x
αi
i and the following identity:
∑
βk+γk=αk
〈β,γ 〉<
∣∣Flβt ···β1(U )∣∣∣∣Flγt ···γ1(V )∣∣=
∑
[W ]
|ExtQ (U , V )W |
|ExtQ (U , V )|
∣∣Flαt ···α1(W )∣∣. (6.1)
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Let rαt ···α1 be the rational function 〈α,α〉−1> rαt ⊗· · ·⊗ rα1 , then
∫


χα =∑αt+···+α1=α rαt ···α1(q)∏i xαii .
Theorem 27.We have
(i)
∑
M∈modssα (Q )
| Flαt ···α1(M)|
aM
=
∑
∗
∑
∗′
(−1)s−1
∏
1i< js
〈αi,α j〉>
s∏
k=1
rαtk···α1k (q),
where the ﬁrst summation ∗ is the same as the one in (3.1), and the second summation ∗′ runs over all
matrices of dimension vectors {αi j} such that∑sj=1 αi j = αi .
(ii) Denote the rational function in (i) by rssαt ···α1 (q), and assume that α is coprime to μ, then (q − 1)×
rssαt ···α1(q) ∈ Z[q] counts
∑
M∈Modμα (Q ) | Flαt ···α1 (M)|. If Q has no oriented cycles, this polynomial has
non-negative coeﬃcients. In particular for a rigid module T , | Flαt ···α1 (T )| has such a counting polyno-
mial.
7. A functorial generalization
Let us consider a twisted version of Hall algebra H(Q ), where the multiplication is given by
[U ][V ] :=
∑
[W ]
〈U , V 〉FWUV [W ].
One can easily verify that this is still an associative algebra.
Motivated by [2], we consider the following relative setting. Let Q ′ be another quiver, and F be
a functor from mod(Q ) to mod(Q ′) such that
F induces an onto map ExtQ (U , V ) → Ext′Q
(
F (U ), F (V )
)
with equicardinal ﬁbres.
Standard examples of this type are certain forgetful functors. For example, let Q ′ be a subquiver of Q ,
then F is the forgetful functor induced from the algebra monomorphism: kQ ′ ↪→ kQ . To simplify
notations, later we will denote F (U ) by U ′ and Euler form of Q ′ by 〈·,·〉′ .
Theorem 28. The map H(F )∗ : H(Q ) → H(Q ′) deﬁned by M → aM′aM M ′ is an algebra morphism.
Proof. We need to show that
aU ′
aU
U ′ aV
′
aV
V ′ =
∑
[W ]
〈U , V 〉FWUV
aW ′
aW
W ′
⇔
∑
[M]
〈
U ′, V ′
〉aU ′
aU
aV ′
aV
F MU ′V ′M =
∑
[W ]
〈U , V 〉FWUV
aW ′
aW
W ′
⇔ 〈U ′, V ′〉aU ′
aU
aV ′
aV
F MU ′V ′ =
∑
[W ]|W ′=M
〈U , V 〉FWUV
aW ′
aW
⇔ ExtQ ′(U
′, V ′)|M
ExtQ ′(U ′, V ′)
=
∑
[W ]|W ′=M
ExtQ (U , V )|W
ExtQ (U , V )
⇔ ExtQ (U , V )
ExtQ ′(U ′, V ′)
=
∑
[W ]|W ′=M ExtQ (U , V )|W
ExtQ ′(U ′, V ′)|M .
The last equation holds due to our assumption on the functor F . 
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only the vertices of Q , and F be the forgetful functor mod(Q ) →mod(Q 0). Then one can easily check
that H(F )∗ in Theorem 28 is essentially the Hall character
∫
deﬁned in Section 2.
Let E be a rigid module in mod(Q ), i.e., ExtQ (E, E) = 0. We denote by E⊥ the left orthogonal
subcategory of mod(Q ). Another interesting case is when F is a fully faithful exact embedding of
E⊥ ↪→mod(Q ). It is known [9] that E⊥ is equivalent to mod(Q E ) for another quiver Q E . In this case,
ExtQ E (U , V ) ∼= ExtQ (U ′, V ′), aM = aM′ and the Euler form are preserved.
Corollary 29. The embedding ι : mod(Q E) ↪→ mod(Q ) induces an embedding of algebras H(Q E ) ↪→ H(Q )
sending [M] to [ι(M)]. In particular, the quantum cluster algebra (without coeﬃcients) C(Q E ) is a subalgebra
of C(Q ).
Dually, we can twist the comultiplication:


([W ])= ∑
[U ][V ]
〈U , V 〉FWUV
aUaV
aW
[U ] ⊗ [V ] =
∑
[U ][V ]
|ExtQ (U , V )W |
|ExtQ (U , V )| [U ] ⊗ [V ].
Then readers can verify that the map H(F )∗ : H(Q ′) → H(Q ) deﬁned by N →∑M|M′=N M is a coal-
gebra morphism.
8. Hopf structure with group-like elements
In this section, we keep multiplication untwisted but comultiplication twisted as at the end of Sec-
tion 7. As before, the multiplication and comultiplication are not naturally compatible. But if we treat
H(Q ) as a braided monoidal category with braiding ψ : U ⊗V → 〈V ,U 〉V ⊗U , then the multiplication
on H(Q ) ⊗ H(Q ) is twisted as
(U1 ⊗ V1) · (U2 ⊗ V2) = 〈U2, V 1〉U1U2 ⊗ V1V2.
As before, one can verify this makes H(Q ) a (braided) bialgebra.
Let us consider the following map S from H(Q ) to itself:
S
([W ])= −[W ] + ∑
[V2],[V1]
〈γ2, γ1〉FWV2V1
aV2aV1
aW
[V2][V1] + · · ·
+ (−1)t
∑
[Vt ]...[V1]
∏
i> j
〈γi, γ j〉FWVt ···V1
aVt · · ·aV1
aW
[Vt] · · · [V1] + · · · .
Symbolically we can think of S as
∑
(−1)i+1mi
i . It is well known [10, Theorems 2.14, 2.18] that by
adding a degree-zero piece K0(Q ), we can make a different twisted Hall algebra an honest bialgebra,
then the same symbolic expression of S becomes an antipode upgrading it to a Hopf algebra. In fact,
the above S is also an antipode for our H(Q ), making it a braided Hopf algebra [13, Deﬁnition 2.6].
The crucial identity we need to verify is that m(S ⊗ Id)
 = η = m(Id ⊗ S)
, but this procedure is
essentially the same as in [10].
The antipode is useful for ﬁnding inverse of certain elements in H(Q ). Recall a group-like element
g in a coalgebra is the one satisfying 
(g) = g ⊗ g and (g) = 1. Let g be a group-like element
in a Hopf algebra, then m(S ⊗ Id)
(g) = η(g) = m(Id ⊗ S)
(g) implies that S(g)g = 1 = gS(g).
Hence S(g) is the (two-sided) inverse of g .
Due to our twisted comultiplication, Lemma 19 becomes
Lemma 30. 
(χα) =∑β+γ=α χβ ⊗ χγ , so 
(χ) = χ ⊗ χ . In particular, χ−1 = S(χ).
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Lemma 31. (See [13, Proposition 2.10].) Sm =mψ(S ⊗ S) =m(S ⊗ S)ψ .
We can compose S with the character
∫
to get a new character S
∫ := ∫ S . We have
S
∫
(W ) = a−1W
∑
i=0
(−1)i+1Fi(W )xα,
where Fi(W ) is the number of i-step ﬁltrations of W . It follows from Lemma 31 that S
∫
is a character
to the usual polynomial algebra because the twist from the braiding ψ balances the twist in the P〈Q 〉 .
We denote the number
∑
i=0(−1)i F i(W ) by FW .
Lemma 32. If W is a direct sum of simples:
⊕
[S] SmS and let qS = |EndQ (S)|, then FW =
∏
[S](−1)mS q(
mS
2 )
S ;
otherwise FW = 0.
Proof. Suppose that W = ⊕[S] SmS , without loss of generality we can assume our category is
semisimple. We will prove the claim by induction: let W = U ⊕ S , then U S = (ms1 )qS W , so [mS ]qS ×
S
∫
(W ) = S∫ (U )S∫ (S). Then
FW = [mS ]−1qS FU F S
aW
aUaS
=
∏
[S]
(−1)mS−1q(
mS−1
2 )
S (−1)
|GLmS (EndQ (S))|
|GLmS−1(EndQ (S))||GL1(EndQ (S))|
=
∏
[S]
(−1)mSq(
mS−1
2 )
S
[mS ]qS !(qS − 1)mSq(
ms
2 )
S
[ms]qs [mS − 1]qS !(qS − 1)mS−1q(
ms−1
2 )(qS−1)
S
=
∏
[S]
(−1)mSq(
mS
2 )
S .
If W is not semisimple, then let {Ti} be the maximal semisimple subrepresentations of W . We will
prove by induction on the dimension of W . Recall that


([W ])= ∑
[U ][V ]
〈U , V 〉FWUV
aUaV
aW
[U ] ⊗ [V ].
Since m(Id⊗ S)
(W ) = η(W ) = 0, we have that
0=m
(∫
⊗ S
∫ )

(W ) =
∑
[U ][V ]
FWUV a
−1
W FV x
α.
So FW = ∑[U ][V ] FWUV FV , where by induction V runs only for semisimple proper subrepresenta-
tion of W . Since any semisimple subrepresentation of W is a subrepresentation of Ti for some i,
it suﬃces to show that
∑
[U ][V ] F
Ti
U V FV = 0. Suppose that Ti =
⊕
[S] StS and V =
⊕
[S] SvS , then
F TiU V =
∏
[S]
( tS
v
)
. By induction,S qS
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[U ][V ]
F TiU V FV =
∑
v StS
∏
[S]
(
tS
v S
)
qS
∏
[S]
(−1)v S q(
v S
2 )
S
=
∏
[S]
∑
v StS
(−1)v S q(
v S
2 )
S
(
tS
v S
)
qS
=
∏
[S]
tS−1∏
k=0
(
1− qk)= 0. (Quantum binomial expansion) 
The above lemma also holds for any ﬁnite-dimensional algebra A = kQ /I because a representation
of A is also a representation of Q . In a different direction, we can consider the full exact subcate-
gory C of mod(Q ). We deﬁne FW (C) to be FW viewing W as an object in C , i.e., the alternating sum
of t-step Jordan–Holder ﬁltration in C .
Corollary 33. Let W = ⊕[S] SmS be the semisimple decomposition in C and let qS = |EndQ (S)|, then
FW (C) =∏[S](−1)mS q(
mS
2 )
S ; otherwise FW (C) = 0.
Proof. Since C is full exact subcategory of mod(Q ), HomQ (M,N) = HomC(M,N), Ext1Q (M,N) =
Ext1C(M,N), and in particular, HomC(−,−)−Ext1C(−,−) = 〈−,−〉a . The key point is that all the crucial
ingredients in the proof of Lemma 32 only rely on this fact. For example,
∫
being a character and χ
being a group-like element. However, S being an antipode is even independent of this fact. 
Now ﬁx a slope function μ and let C = modμ0 (Q ). If W ∈ modμ0(Q ), we will write FμW instead
of FW (modμ0 (Q )).
Lemma 34. (See [18, Lemma 3.4].)
(
χ ssμ0
)−1 = ∑
[W ]∈modssμ0 (Q )
FμW [W ].
Proof. By convention, χ ssμ0 contains the zero representation as a summand, and hence formally in-
vertible. We denote x := χ ssμ0 − [0]. Formally we have that (χ ssμ0 )−1 = [0] − x+ x2 − x3 + · · · , then the
coeﬃcient of [W ] is exactly FμW by deﬁnition. 
9. Generating series
We ﬁx a slope function μ. Consider the following series in P〈Q 〉: Rμ0(Q ) =
∫
χ ssμ0 and
R(Q ) = ∫ χ . We have already seen that ∫ χ ssμ0 = ∑μ(α)=μ0 rssα (q)xα and
∫
χ = ∑α rα(q)xα . So the
latter seems much easier to compute. Lemma 16 implies that they are related by R(Q ) =
Rμ1 (Q )Rμ2 (Q ) · · · Rμk (Q ) · · · , where μk increases with k. We can also view R(Q ) =
∫
χ as
∫
χ ss0
with respect to the zero slope function.
A stable representation M is called absolutely stable if M ⊗k K is stable for every ﬁnite ﬁeld exten-
sion k ⊂ K . Let us denote by aα the number of α-dimensional absolutely stable representations and
mα = |Modssα (Q )|.
Deﬁnition 7. The absolute (resp. relative) local representation Poincaré series of Q at μ0 is Aμ0(Q ) =∑
μ(α)=μ0 aα(q)x
α (resp. Mμ0(Q ) =
∑
μ(α)=μ0 mα(q)x
α ). The global counterparts A(Q ) and M(Q ) are
deﬁned by setting μ = μ0 = 0. Our convention is that the relative ones have constant term 1, but 0
for the absolute ones.
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ψn
(
f (q, x1, . . . , xr)
)= f (qn, xn1, . . . , xnr ).
Using Adams operations or σ -operations, we can deﬁne an exponential operator:
Exp( f ) =
∑
k1
σk( f ) = exp
(∑
k1
ψk( f )
k
)
.
It has an inverse Log given by
Log( f ) =
∑
k1
μ(k)
k
ψk
(
log( f )
)
,
where μ is the classical Möbius function. All multiplications involved in deﬁning the above operations
are the usual multiplication for polynomials. The series Mμ0(Q ) has a form of zeta-function:
Lemma 35. (See [19, Theorem 8.3].) Mμ0(Q ) = Exp(Aμ0(Q )).
Applying the character
∫
to the identity in Lemma 34, it is proven in [15] that Aμ0(Q ) and
Rμ0 (Q ) are related in P〈Q 〉 .
Theorem 36. (See [15, Theorem 4.1].) Rμ0 (Q )Exp(
Aμ0 (Q )
1−q ) = 1. In particular, both aα and mα are polynomi-
als in q.
Example 37. If Q has no oriented cycles, then the only simple representations are the one-
dimensional ones corresponding to vertices, so A(Q ) =∑v∈Q 0 xv , and thus M(Q ) =∏v∈Q 0(1−xv )−1.
On the other hand, if Q has only one vertex but m loops, some interesting results are obtained in [15].
For the “next” case: m-arrow Kronecker quivers Km , we know from a result of T. Weist [25, Corol-
lary 6.14] that the Euler characteristic of the moduli space of (d,d)-dimensional stable representations
of Km is m for d = 1 and zero otherwise. Since semi-stable representations can be counted by sym-
metric products of stable representations, we see that the Euler characteristic of the moduli space of
(d,d)-dimensional stable representations of Km is the binomial coeﬃcients:
χc
(
Modss(d,d)(Km),Ql
)=
(
d +m − 1
m − 1
)
.
Formally we can consider the generating series
∑
d mα(Km,q)x
(d,d) ym . The above implies that it
equals (1 − (x(1,1) + y))−1 at q = 1. In other words, χc(Modss(d,d)(Km),Ql) is the d-th element of the
d +m − 1-th ﬂoor of Jia Xian’s triangle.1 However, before specializing at q = 1, it is clearly not the
usual quantum Jia Xian’s triangle. The symmetry is already broken at level ﬁve:
1, [5], (q2 + 1)(q7 + q6 + q5 + q + 1), (q + 1)(q9 + q7 + q4 + q2 + 1), [5], 1.
1 Jia Xian is 600 years younger than Pascal.
558 J. Fei / Journal of Algebra 372 (2012) 542–559Finally we come back to the usual quantum setting: let P(Q ) be the quantum polynomial algebra,
where the multiplication is given by xαxβ = (α,β)− 12 xα+β . Then an analog of Example 10 says that∫ : [M] → 〈α,α〉 12 tαaM is a P(Q )-character of H(Q ). When the subcategory modμ0 contains only one
simple object S , the generating series Rμ0 (Q ) is of the form of quantum exponential. Recall the
quantum exponential expq(z) :=
∑∞
n=0 z
n
[n]! , and we denote E(z) := expq( q
1/2
q−1 z). Readers can easily
verify that Rμ0 (Q ) = E(xS ).
For Dynkin quivers, one can ﬁnd at least two slope functions μ1, μ2 such that for any ﬁxed
number μ0, the subcategory modμ0(Q ) contains at most one simple object. For μ1, the only stable
objects are the simples {Sv}v∈Q 0 with strictly decreasing slopes; for μ2, the stable objects {Ei}i=1...N
are precisely the indecomposable representations and their slopes increase from left to right in the
Auslander–Reiten quiver. The existence of μ2 is nontrivial. It appears in an unpublished work of Hille-
Juteau.
Proposition 38. (See [20], [11, Theorem 1.6].) Let Q be a Dynkin quiver, then we have
E
(
xδ1
) · · · · ·E(xδn)= E(x1) · · · · ·E(xN ),
where {δi} is the standard basis of Zn and { j} is the dimension vector for E j .
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