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We construct a class of Hamiltonians that describe the photodetection process from beginning to
end. Our Hamiltonians describe the creation of a photon, how the photon travels to an absorber
(such as a molecule), how the molecule absorbs the photon, and how the molecule after irreversibly
changing its configuration triggers an amplification process—at a wavelength that may be very
different from the photon’s wavelength—thus producing a macroscopic signal. We use a simple
prototype Hamiltonian to describe the single-photon detection process analytically in the Heisenberg
picture, which neatly separates desirable from undesirable effects. Extensions to more complicated
Hamiltonians are pointed out.
I. INTRODUCTION
We may distinguish two traditional types of photode-
tection theory. The first tries to determine what quan-
tum field observable is measured when photoelectrons
are produced by photoabsorption and the photoelectrons
are subsequently detected and/or counted. This sort of
theory is exemplified by the classic papers Refs. [1, 2],
which take as starting point the Hamiltonian describing
the interaction between photons and an electric dipole,
but which do not describe the remainder of the detec-
tion process quantum mechanically. The second type
of theory models actual photodetectors phenomenolog-
ically, taking great care to model the many mechanisms
involved in converting the initial photon energy to the
final macroscopic current. This type of theory is exem-
plified by recent work on the superconducting nanowire
detector [3–5].
Neither of the above types of photodetection theory
establishes fundamental limits of photodetection, that is,
platform-independent limitations arising from the laws of
physics on, e.g., single-photon detection efficiency, dark
count rates, time and wavelength resolution and tradeoffs
between these figures-of-merit.
For just this purpose—finding fundamental limits on
photodetectors—a third type of theory has been de-
veloped in recent years. Here the aim is to develop
fully quantum-mechanical and sufficiently realistic mod-
els that include all stages of the photodetection pro-
cess, including the crucial amplification process [6–13].
The point of this paper is to continue this recent work
and present a quantum description of the processes in-
volved in the detection of a single photon, especially the
connection between the photoabsorption and amplifica-
tion processes. Moreover, we perform our calculations
in the Heisenberg picture. That picture may not be the
most intuitive—it may be easier to follow the trajectory
of an excitation through the system in the Schro¨dinger
picture—but it does have its merits. We mention two
reasons here to use this picture.
First, lower limits on noise accompanying quantum
amplification are most easily derived in the Heisenberg
picture. Caves [14] studied linear amplification of elec-
tricmagnetic (EM) field amplitudes and formulated the
problem in terms of the Heisenberg evolution of the an-
nihilation operator of a single discrete EM field mode of
the schematic form
aout =
√
Gain +Nin, (1)
with G > 1 the gain factor and Nin a noise term. The
left-hand side here represents the annihilation operator
for the mode to be amplified at the end of the amplifi-
cation process, the operators on the right-hand side rep-
resent input operators, i.e., initial values just before the
amplification process starts. Ideally, the number of ex-
citations in the output equals the number of input exci-
tations multiplied by G, and this would be the case if it
weren’t for the noise term Nin.
The commutator [a, a†] = 1 has to be preserved, i.e.,
at any time t we must have [a(t), a†(t)] = 1 for the
Heisenberg-picture operators a(t) and a†(t). This puts
a restriction on the noise operator Nin. In particular, it
cannot be zero. For example, phase-insensitive amplifi-
cation is obtained by setting
Nin =
√
G− 1b†in, (2)
in terms of the creation operator of an additional discrete
bosonic mode b. As is easily verified, the addition of that
noise term preserves the commutator. Thermal excita-
tions in the additional mode b are amplified, too, by a
factor of G− 1; and even if mode b starts in the vacuum
state (at zero temperature) the fact that it is the mode’s
creation operator appearing here still causes noise. We
refer to the lower limit on noise reached here as the Caves
limit on linear amplification.
Second, in a recent paper [11] we showed that the
first part of the photo detection process (the part pre-
ceding amplification, including absorption of the inci-
dent photon) can be described compactly in the Heisen-
berg picture as well. The input-output relations for
the annihilation operators (which now are continuous-
mode operators indexed by frequencies ω) consist of
two clearly distinct terms, one desired, the other un-
desired but inevitable so as to satisfy the commutator
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[aout(ω), a
†
out(ω
′)] = δ(ω − ω′). We can write
aout(ω) = T (ω)ain(ω) + N˜in(ω), (3)
with T (ω) a complex transmission amplitude, with the
physical meaning that a photon with frequency ω will sur-
vive the pre-amplification stage with probability |T (ω)|2
(we will encounter this interpretation in Eqs. (37–38)).
Here the noise term is of the form
N˜in(ω) = R(ω)cin(ω), (4)
with unitarity imposing the conditions
|R(ω)|2 + |T (ω)|2 = 1
T (ω)R∗(ω) + T ∗(ω)R(ω) = 0 (5)
for each ω, and with cin(ω) the annihilation operators for
external bosonic modes at frequency ω. Once again, ther-
mal excitations at arbitrary frequencies ω in the mode
cin(ω) contribute noise as soon as R(ω) 6= 0.
There are several reasons for wishing to describe the
whole photo-detection process with one Hamiltonian.
First, although in a recent paper [12] it was shown that
one can write down commutator-preserving (nonlinear)
amplification relations that beat the above-mentioned
Caves limit, no explicit Hamiltonians were considered
there that may reach that improved limit. Here, we reach
the same improved limit, but in a new way and with a
(fairly simple) Hamiltonian. Second, that same paper
also noticed how one can formally express the idea that
one can amplify at a frequency that differs substantially
from the incoming photon frequency. We show here ex-
plicitly how that idea can be implemented, quite straight-
forwardly, by a Hamiltonian.
II. A CLASS OF MODEL HAMILTONIANS
A. Description
We wish to represent the whole photo-detection pro-
cess (including absorption of the photon and amplifica-
tion) plus the generation of the photon to be detected,
by a Hamiltonian. We start with what seems to be a
minimal model (various possible extensions of the model
are discussed in the concluding Section). There are 6
quantum systems in total; we have 3 discrete quantum
systems a, F , and c (with small Hilbert-space dimen-
sions, which generate the photon, absorb the photon, and
amplify the signal, respectively) and 3 continuous-mode
quantum systems that connect the discrete systems and
that are used to model irreversible processes (see Fig. 1).
The continuous modes are modeled by bosonic mode
operators b(ωb), d(ωd), g(ωg) with ωi = cki proportional
to the wave number ki (using just 1 spatial dimension,
the x-axis) of the bosonic excitations of type i = b, d, g.
When there is no confusion possible, e.g., when we inte-
grate over all frequencies ωi, we will use the symbol ω
1
0
a F
c
FIG. 1. From a single photon to a macroscopic signal: a
cavity a which contains one excitation generates one single-
photon wavepacket. That photon is (resonantly) absorbed by
a molecule F . The molecule may decay back to its initial state
|F0〉 or it may decay to a different state |F2〉 by emitting a dif-
ferent photon that escapes. In the state |F2〉 the molecule’s
shape and/or dipole moment have changed. That physical
change triggers an amplification process in another system c,
which eventually reaches a steady state in which spontaneous
decay is balanced by a “classical” drive, thus producing a
stream of fluorescence photons that a classical (human) ob-
server can observe. The final macroscopic signal may be at a
(very) different wavelength than that of the single photon.
without subscript to denote those. Positive frequencies
ω > 0 describe waves traveling from left to right (towards
positive x), ω < 0 waves traveling from right to left.
System a is a cavity that contains a single excitation
that leaks out into the continuum described by b(ω), and
this is the single photon wave packet that we intend to
detect. That single excitation couples to to first leg of
a three-level Λ system—a “molecule” which we denote
by F because it is the driving force behind amplification.
The photon may excite the molecule from its initial state,
the lower level |F0〉, to an excited state |F1〉. That level
could decay back to |F0〉 or it could decay to the state
|F2〉 through coupling to the continuum g(ω) [the exci-
tation in g thus produced is assumed to escape; this is
an irreversible transition]. When the molecule F is in
the state |F2〉 the accompanying physical change in the
molecule triggers an amplification process in system c.
This aspect of the model mimics the mechanism used
in the human eye: a retinal molecule changes its configu-
ration from cis to trans, and that change of shape in turn
induces a conformational change in the protein the reti-
nal binds to. Further changes in shapes of proteins then
finally lead to a change in the charge distribution, that
then can generate an electric signal (see [15]). This idea
can be exploited in a bioinspired photodetector [16, 17]
where a chromophore molecule changes its shape upon
absorbing a single photon and thereby changes its dipole
moment, which then affects a (macroscopic) current.
Finally, the many excitations generated by c leak out
to the continuum mode d(ω). The macroscopic signal
present in continuum d(ω) is what we then (classically)
observe (see Fig. 1).
B. Hamiltonian
We follow here the ideas of Gardiner [18, 19] (see also
[20]) for describing how the output of one quantum sys-
tem may serve as the input for the next quantum system,
without the latter acting back on the first system. This
is done simply by setting the coupling to the right-to-left
traveling waves equal to zero. That is, we only need the
positive frequencies here. The (electric) field operators
describing fields that travel from left to right correspond-
ing to the modes b, d, and g are denoted by corresponding
capital letters B(x), D(x) and G(x), and are expanded as
B(x, t) =
1√
2pi
∫ ∞
0
dω b(ω, t) exp(iωx/c),
D(x, t) =
1√
2pi
∫ ∞
0
dω d(ω, t) exp(iωx/c),
G(x, t) =
1√
2pi
∫ ∞
0
dω g(ω, t) exp(iωx/c). (6)
It is through these field operators together with their her-
mitian conjugates B†(x), D†(x) and G†(x) that the dis-
crete systems interact (at their respective locations on the
x axis) with the continuous modes, where we will make
both Markov and rotating-wave approximations (RWA),
as detailed below.
The Hamiltonian is of the following form
H = Ha +Ha−b +Hb
+Hb−F +HF +HF−g +Hg
+HF−c +Hc
+Hc−d +Hd. (7)
System a is a single cavity mode with resonance fre-
quency ωa (which, in all generality, would be time-
dependent), whose Hamiltonian we write as (setting h¯ =
1 everywhere)
Ha = ωaa
†a. (8)
The cavity mode is located at x = −cτ with τ the time
delay between a signal (a photon) leaving system a and
interacting with system F (which we take to be located
at x = 0). The cavity mode is coupled to the field B(x =
−cτ, t) like so:
Ha−b = i
√
κ[aB†(−cτ, t)−B(−cτ, t)a†], (9)
with the field B described by the Hamiltonian (recall we
leave out negative frequencies since they do not couple
to the systems of interest)
Hb =
∫ ∞
0
dω ωb†(ω)b(ω). (10)
We can anticipate that the main terms contributing to
the interaction are those at ω ≈ ωa. That is, in the
Heisenberg picture a(t) ∼ exp(−iωat) and b†(ω, t) ∼
exp(+iωt) so that the main terms not averaging to zero
over time come from ω ≈ ωa. In numerical simulations,
we always transform to a rotating frame, i.e., we solve
equations for the slowly-varying operators exp(iωat)a(t)
rather than a(t), etcetera.
The next line of (7) contains four Hamiltonians that
describe how the Λ system F interacts with two different
continua (namely, b and g) at position x = 0.
The four terms are written as
Hb−F = i
√
γ1[|F0〉 〈F1|B†(x = 0, t)−B(x = 0, t) |F1〉 〈F0|]
HF =
∑
k=0,1,2
ωk|Fk〉〈Fk|
HF−g = i
√
γ2[|F1〉 〈F2|G†(x = 0, t)−G(x = 0, t) |F2〉 〈F1|]
Hg =
∫ ∞
0
dω ωg†(ω)g(ω) (11)
and we again can anticipate that the most important
terms are those with ω ≈ ω1 − ω0 := ω10 for the interac-
tion between F and b(ω) and for ω ≈ (ω1 − ω2) for the
interaction between g(ω) and F . An important param-
eter is the detuning of the photon from resonance with
the molecular transition from |F0〉 to |F1〉,
δ = ωa − ω10. (12)
The third line of (7) is going to be crucial as it models
the amplification process and how the F system triggers
it. We construct the two Hamiltonians HF−c and Hc
in several steps. First, assume we have a system c that
is driven by an external “force” F . That is, we assume
the Hamiltonian for system c contains a driving term
proportional to a parameter F . For example, we may use
a Hamiltonian that describes electron shelving [21, 22],
which is used as a method to perform quantum state
measurements on ions: in one state the ion, driven by a
laser, produces large amounts of fluorescence whereas in
another state (from which there is no transition resonant
with the laser) it remains dark. The simple Hamiltonian
is [in Section IV below we suggest several more involved
examples of suitable Hamiltonians]:
H˜c(F ) = 2iF cos(ωF t)(c− c†), (13)
which in the RWA becomes
H˜c(F ) ≈ iF (exp(iωF t)c− exp(−iωF t)c†). (14)
Alternatively, we could introduce yet another pair
of bosonic mode operators α and α† to replace
F exp(−iωF t) and F exp(iωF t), resp., and add another
Hamiltonian Hα = ωFα
†α; the initial state of that mode
would then be a coherent state with amplitude F , i.e.,
an eigenstate of α with eigenvalue F (which indeed can
model a strong laser field). This would have the formal
advantage of making our Hamiltonian completely inde-
pendent of time.
Now in order to couple system c to our quantum system
F we replace the parameter F by the quantum operator
F˜ =
∑
k=0,1,2
Fk|Fk〉〈Fk|, (15)
so that we replace
H˜c(F ) 7→ H˜c(F˜ ). (16)
Note we may apply this substitution trick to any Hamil-
tonian H˜c(F ) that models amplification. For the simple
example (14) we have
H˜F−c = iF˜ (exp(iωF t)c− exp(iωF t)c†). (17)
For H˜c we assume the simple form
H˜c = ωcc
†c, (18)
appropriate for a bosonic mode c (but we could also use
a two-level atom). An interaction proportional to a pro-
jector |F2〉〈F2|, implements the idea (mentioned above)
that it is a physical property of the state |F2〉 that trig-
gers amplification. Now we note that the natural time
dependence of the operators |Fk〉〈Fk| is slow. And so in
order to have a slowly varying Hamiltonian H˜F−c all we
need is that the driving frequency ωF be close to the fre-
quency ωc, independent of the frequencies ωk for the three
states of system F and independent of ωa, the frequency
of the photon to be detected. And so amplification hap-
pens at the frequency ωF , not at ωa. It is important to
be able to amplify at a different frequency so as to sup-
press thermal noise (which could lead to dark counts) by
amplifying at a frequency ωF such that (reinserting h¯)
h¯ωF  kT .
We may move to a frame rotating at frequency ωF and
replace our first guesses for Hamiltonians H˜F−c and H˜c
by the final results
HF−c = iF˜ (c− c†),
Hc = ∆c
†c, (19)
with ∆ = ωc − ωF the detuning from resonance.
Finally, for the fourth line in (7) we stay in the same
rotating frame and write
Hc−d = i
√
Γ[cD†(x = 0, t)−D(x = 0, t)c†],
Hd =
∫ ∞
0
dω (ω − ωF )d†(ω)d(ω) (20)
III. HEISENBERG EQUATIONS OF MOTION
A. Eliminating the continua
For any operator O that does not explicitly depend on
time, we have the equation of motion
d
dt
O = i[H,O] (21)
with H the total Hamiltonian (7). We choose a time t0
in the past at which we start the calculation (i.e., we
solve the equations for t > t0), and at which time the
Heisenberg and Schro¨dinger picture operators are taken
as equal. Those operators at that special time are our
input operators and thus are also indicated by the sub-
script “in.”
We first formally solve the equations for the contin-
uum operators b(ω), g(ω), and d(ω) and substitute those
results into the equations of motion for arbitrary opera-
tors acting on the discrete quantum systems a, F and/or
c, thus eliminating the continua from the description. For
example, starting at the end, with modes d(ω) and the
field operator D(x), we obtain [19]
D(x = 0, t) = din(t) +
√
Γc(t) (22)
with the “free field” given by
din(t) =
1√
2pi
∫ ∞
0
dω d0(ω) exp(−i(ω−ωF )(t−t0)). (23)
The operator d0(ω) := d(ω, t0) is an initial value for
d(ω, t) at time t = t0.
For the field operator G(x) we similarly obtain
G(x = 0, t) = gin(t) +
√
γ2 |F1〉 〈F2| (t) (24)
with the free field
gin(t) =
1√
2pi
∫ ∞
0
dω g0(ω) exp(−iω(t− t0)). (25)
For the field B(x) which couples both to a and to F we
find that at x = 0 it contains two driving terms
B(x = 0, t) = bin(t)+
√
κa(t−τ)+√γ1 |F0〉 〈F1| (t) (26)
with the free field
bin(t) =
1√
2pi
∫ ∞
0
dω b0(ω) exp(−iω(t− t0)). (27)
At the location x = −cτ of the cavity we get just one
driving term
B(x = −cτ, t) = bin(t) +
√
κa(t). (28)
We can now write down the equations of motion for the
operators corresponding to the three discrete quantum
systems. For example, for the cavity mode annihilation
operator a(t) we get
d
dt
a = −iωaa−
√
κ[bin +
1
2
√
κa]. (29)
(The “extra” factor of 1/2 on the r.h.s. comes from the
use of
∫ t
t0
dt′ δ(t − t′)a(t′) = 12a(t), where the delta func-
tion inside the integral comes from the approximation∫
dω exp(−iω(t− t′)) = 2piδ(t− t′) [19]. Instances of the
same factor of 1/2 appear in several equations below.)
We can solve Eq. (29) to obtain
a(t) = a(t0) exp[(−iωa − κ/2)(t− t0)]
−√κ
∫ t
t0
dt′ exp[(iωa + κ/2)(t′ − t)]bin(t′).(30)
For the evolution of c we find
d
dt
c = −i∆c−
√
Γ(din +
1
2
√
Γc)− F˜ . (31)
The equation for system F and hence for F˜ is more com-
plicated and in general has to be solved numerically. We
can formally solve (31)
c(t) = c(t0) exp[(−i∆− Γ/2)(t− t0)]
−
∫ t
t0
dt′ exp[(i∆ + Γ/2)(t′ − t)][
√
Γdin(t
′) + F˜ (t′)].
(32)
and this is an explicit solution provided we can ignore
the backaction of system c on system F , i.e., when the
operator F˜ (t) does not depend on “downstream” system
c operators, but only on “upstream” system a operators.
B. Steady-state solutions
Our Hamiltonian is such that the F system will reach a
steady state, The reason is that the force driving system
F is the single photon emitted by the cavity, and that
photon will have disappeared after a few cavity life times
κ−1. The F system then decays to either the |F0〉 state
or to the |F2〉 state, and stays there. The operator F˜ will
eventually become constant, apart from fluctuating noise
(Langevin) terms. Eq. (32) then shows that the operator
c will reach a steady state, too (all transient effects decay
away at a rate Γ), up to noise terms.
We now focus on terms in F˜ proportional to |F0〉〈F0|
only. (These terms describe the response of molecule
F when it starts from state |F0〉, where it is supposed
to start. Other nonzero terms are discussed in Section
III C.) We also assume δ = 0 for the moment (this is
the optimum case, of course, for detecting the photon).
Moreover, we set F0 = F1 = 0 and F2 =: µ > 0, so that
the molecule triggers amplification only in the state |F2〉.
In that case we simply have F˜ = µ|F2〉〈F2|, and we find
its steady-state value to be
F˜ss = µPabsa
†a⊗ |F0〉〈F0|, (33)
where
Pabs =
4γ1γ2
(γ1 + γ2)(γ1 + γ2 + κ)
(34)
is the probability that the photon transfers the popula-
tion from the initial state |F0〉 to |F2〉. This probability is
maximized for γ21 = γ
2
2 +κγ2, and for κ γ1,2 this max-
imum approaches unity arbitrarily closely. This result
confirms the “ideal detection” result of Ref. [7].
We can in fact generalize this result to arbitrary de-
tuning δ. Apart from obtaining the answer by replacing
κ by κ− 2iδ and taking the real part,
Pabs = Re
[
4γ1γ2
(γ1 + γ2)(γ1 + γ2 + κ− 2iδ)
]
(35)
we can write the result more insightfully in the form
Pabs =
∫
dω |φ(ω)|2|T (ω)|2 (36)
where
T (ω) =
√
γ1γ2
(γ1 + γ2)/2− i(ω − ω10) (37)
is the transmission coefficient describing the transmission
of a single excitation through the Λ system (which for
a single excitation is equivalent to a Fabry-Perot filter
cavity) [11, 23] and where
φ(ω) =
1√
2pi
√
κ
κ/2− i(ω − ωa) (38)
is the (properly normalized) spectral shape of the photon
produced by the cavity. This way of writing the proba-
bility can be generalized to other systems than a three-
level molecule by substituting other transmission func-
tions T (ω) that describe the initial (absorption) stage of
the photodetection process, as discussed in great detail
in Ref. [11].
When the system reaches its steady state, the expres-
sion for c(t) becomes
css(t) = d˜(t)− F˜ss
Γ/2 + i∆
, (39)
where d˜(t) is a single-mode “noise” annihilation operator
given by (for large t, i.e., t− t0  1/Γ)
d˜(t) = −
∫ t
t0
dt′ exp[(i∆ + Γ/2)(t′ − t)]
√
Γdin(t
′) (40)
One can verify that
[css(t), c
†
ss(t)] = 1 (41)
thanks purely to the noise term.
What we observe in the end is a macroscopic amount of
excitations in the continuum mode d(ω), or, equivalently,
the field D(x = 0). The excitations are collected over
some finite time interval of duration T from T0 to T0 +T
[much later than t0] with some low efficiency η. We could
assume that our signal is determined by
SD(T ) = η
∫ T0+T
T0
dt
〈
D†(x = 0, t)D(x = 0, t)
〉
=: ηND(T ),
(42)
which corresponds to collecting a fixed fraction η of all
excitations in the field D. We could also assume we col-
lect data continuously as a function of T , by continuously
monitoring the field D. Leaving out the noise terms we
can write
ND(T ) = Γ
∫ T0+T
T0
dt
∫ t
t0
dτ
∫ t
t0
dτ ′
〈
F˜ (τ)F˜ (τ ′)
〉
×
exp ((−i∆ + Γ/2)(τ − t) + (i∆ + Γ/2)(τ ′ − t′)) .
(43)
Here the expectation value
〈
F˜ (τ)F˜ (τ ′)
〉
must be calcu-
lated using the Quantum Regression Formula (or Theo-
rem) [24].
Alternatively we could assume we collect a fraction of
excitations in a particular single discrete time-integrated
mode
N ′D(T ) = η
〈
d†T dT
〉
(44)
where, for example, when ∆ = 0, we choose
dT =
1√
T
∫ T0+T
T0
dt D(x = 0, t), (45)
which similarly would contain
〈
F˜ (τ)F˜ (τ ′)
〉
. For either
choice, the signal grows linearly with T once c reaches
a steady state. We will focus on the former choice in
the numerical calculations, i.e., we assume that ND(T )
contains our macroscopic signal.
Consider now the noise in our amplification process.
We can write our discrete mode operator dT (in the
steady state) as
dT,out = Pabs
√
G(a†a)in ⊗ (|F0〉〈F0|)in + e˜in, (46)
where we explicitly added back in the subscripts “out”
and “in” to indicate the operators on the right-hand side
are all input operators and the left-hand side is an output
operator. (Recall that we did leave out here other terms
to be discussed in III C, given that the initial state of our
molecule is |F0〉.) The gain factor G here—which is the
gain one gets if the molecule ends up in the desired state
|F2〉—is linear in T
G =
4µ2
Γ
T, (47)
and e˜in is a single-mode discrete annihilation noise oper-
ator fully determined by din:
e˜in =
1√
T
∫ T0+T
T0
dt (
√
Γd˜(t) + din(t)), (48)
since the operator d˜ is determined by din according to
Eq. (40).
Note that (i) the noise is not amplified, (ii) the first
(gain) term is hermitian and, therefore, commutes with
its hermitian conjugate, so that the presence of e˜in is suf-
ficient to preserve the commutator. Of course, our opera-
tor a†a is restricted here to the very narrow range of 0 or
1 excitations [so that we can use that (a†a)2 = a†a when
we calculate either ND(T ) or d
†
T dT ]. The main point
is, Eq. (46) is not of the Caves form for linear amplifi-
cation, but is, rather, a nonlinear minimum-noise form
that is akin to but different from the input-output rela-
tion found in Ref. [12].
C. Numerical integration
Without noise terms, we can find the gain term and
the steady-state values numerically as well. If the
Schro¨dinger-picture evolution equation for the density
operator can be formally solved as ρ(t) = exp(L(t −
t0))ρ(t0) with L the time-independent Liouvillian super-
operator, then in the Heisenberg picture observable O
evolves as O(t) = exp(L†(t− t0))O(t0).
For the Heisenberg operator |F2〉〈F2|(t) we plot all
nonzero terms (there are five for δ = 0) as functions of
time in Fig. 2. Here are the five types of terms with their
interpretations (where we ignore operators acting on the
Hilbert space for the “downstream” system c)
1. K1 = |1〉〈1| ⊗ |F0〉〈F0|: This term describes how
an initial state with 1 cavity excitation and the
molecule starting in |F0〉 transfers the molecule to
state |F2〉 (blue curve).
2. K2 = |0〉〈0|⊗ |F1〉〈F1|: This term describes how the
molecule reaches state |F2〉 even without a photon
present provided it starts in the upper state |F1〉.
It decays to |F2〉 with probability 1/2, given that
γ1 = γ2 here (green curve).
3. K3 = |1〉〈1|⊗|F1〉〈F1|: This term again corresponds
to the molecule starting in the upper state |F1〉,
from which it decays to |F2〉 with probability 1/2.
Initially it behaves like the previous case. However,
because of the presence of the photon, the molecule
can also be transferred to the desired final state
|F2〉 by first decaying to |F0〉 and then absorbing
the photon (orange curve).
4. K4 = 1 ⊗ |F2〉〈F2|: This term describes the trivial
case where the molecule starts in |F2〉 and just stays
there, independent of the presence or absence of a
photon (dashed purple curve).
5. K5 = a ⊗ |F1〉 〈F0|+a† ⊗ |F0〉 〈F1|: This term de-
scribes the influence of coherence: if we start with
a coherent superposition of no photon and 1 pho-
ton, and the molecule is in a superposition of |F0〉
and |F1〉, then the contributions from |0〉⊗|F1〉 and
FIG. 2. The five types of nonzero terms in |F2〉〈F2|(t) as
functions of time in units of γ−11 , where δ = 0, γ2 = γ1 and
κ = γ1/5. The probability Pabs for the photon to trigger
amplification is Pabs = 10/11 in this case. For details, see
main text.
FIG. 3. The term in c(t) (in units of µ/Γ) proportional to
|1〉〈1| ⊗ |F2〉〈F2| ⊗ |0〉〈0| which describes how the expectation
value of the amplitude of our final quantum system c grows
with time (in units of γ−11 ), if the cavity starts with 1 excita-
tion, the molecule starts in |F0〉 and the mode c itself starts
in the vacuum. Parameter values are µ = Γ = γ2 = γ1,
∆ = δ = 0, and κ = γ1/5. The steady-state value of c for
these values is css = −20µ/11Γ.
|1〉 ⊗ |F0〉 to the probabillity of ending up in |F2〉
interfere destructively (dashed black/red curve).
Moreover, this term does contribute to the signal
though the combination K†5K5, see main text.
(There is the similar sixth term, K6 = ia⊗|F1〉 〈F0|-
ia† ⊗ |F0〉 〈F1| which is nonzero only for nonzero
detuning δ.)
We also plot the amplitude of system c and the total
number of excitations in the field D(x = 0) in Figs. 3
and 4. More precisely, we plot the time evolutions of the
terms in c(t) and ND(T ) = D
†(x = 0)D(x = 0) propor-
tional to |1〉〈1|⊗|F0〉〈F0|⊗|0〉〈0|, which correspond to the
system starting in the initial state with 1 excitation in
the cavity, the molecule in state |F0〉 and no excitations
in mode c. We choose T0 = t0 in the definition of ND(T ).
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FIG. 4. The term in ND(T ), given by Eq. (43), proportional
to |1〉〈1|⊗|F0〉〈F0|⊗|0〉〈0| as a function of the integration time
T (in units of γ−11 ). Parameter values are as in the previous
Fig. This represents the macroscopic signal produced by de-
tection of a single photon, i.e., the expectation value of the
number of excitations in the field D(x = 0). This expectation
value increases linearly with T once the system has reached a
steady state, after a few κ−1, with a slope given by Pabs4µ2/Γ.
Note that it is not just the first term of the five terms
we just discussed that contributes to ND(T ): the fifth
term contributes as well and so do the noise terms; to-
gether they ensure that ND(T ) scales linearly with Pabs
(as it should), rather than quadratically. (Numerically,
we used the Quantum Regression Theorem to calculate
ND(T ).)
If we include the Langevin terms we could solve the
stochastic differential equations by standard methods
(using Ito calculus, for example [19]). Much more simply,
we could determine what the generic form of the noise
terms must be, by making use of the fact that commuta-
tors for our output operators like dT should be preserved.
For example, if the steady-state value of dT is dT,ss (which
is expressed in terms of the input operators of our dis-
crete systems) and the noise term in dT is ein (which
is expressed in terms of continuum input operators and
which, therefore, commutes with dT,ss and d
†
T,ss), then
we must have
[ein, e
†
in] = 1 − [dT,ss, d†T,ss], (49)
which limits the operator form for ein severely.
IV. CONCLUSIONS AND OUTLOOK
We used a fairly simple Hamiltonian model to describe
quantum mechanically the photodetection process from
beginning (generation and absorption of a single pho-
ton) to end (amplification). We solved the equations in
the Heisenberg picture, because the end result compactly
describes the essence of the whole process including the
noise therein (see Eq. (46), where we consider the opti-
mum case Pabs = 1):
dout =
√
G(a†a)in ⊗ |F0〉〈F0|+ ein. (50)
Here dout is the annihilation mode operator for a time-
integrated mode that contains the macroscopic output
signal (a large number of excitations) that we ultimately
observe classically. We have to place the Heisenberg cut
somewhere, and we place it as far along the whole pho-
todetection process as we can, after amplification. Unlike
for linear amplification [14] where the gain term would
be
√
Gain, here the gain term indicates the amplifica-
tion process is nonlinear [12]. The noise term (needed
to preserve the commutator [d, d†] = 1 ) is just an in-
put mode operator, rather than
√
G− 1e†, which is the
nise term accompanying phase-insensitive linear amplifi-
cation. That is, the noise in our case is not amplified,
and a vacuum input gives zero noise, unlike for linear
amplification. The projector |F0〉〈F0| projects onto the
initial state of a molecule that triggers the amplification
process once it has changed its configuration by absorb-
ing the photon. Confirming results of Refs. [7, 8] the
probability of absorption (and detection) can indeed be
nearly 100%.
Several aspects of our minimal prototype Hamiltonian
can be generalized and/or extended:
(i) In order to detect more than a single excitation we
could include more levels in the F molecule (and more
excitations either in the same cavity or in multiple cavi-
ties, all coupled to the same system F ). For example, to
be able to detect a second photon we could introduce two
more F levels, such that a transition from |F2〉 to another
upper level could occur (triggered by the second photon),
which then could decay to a level |F4〉 where the value
of the parameter F4 would be substantially larger than
F2 = µ. This then would allow us to distinguish the sig-
nal produced by the second photon from that produced
(triggered) by just a single photon.
(ii) In [9] a quantum phase transition was proposed
and analyzed as a means of amplifying a weak signal
(such as a single photon). Here we could use a dissipa-
tive phase transition [25–28] to achieve minimum-noise
amplification. The Hamiltonian Hc(F ) we used is for ei-
ther a driven atom or a driven cavity. A dissipative phase
transition arises even for the simple system of an atom
inside (and coupled to) a cavity, with either the atom
or the cavity driven. The presence of a phase transition
may make the amplification process more robust against
deviations from the ideal Hamiltonian.
(iii) The single-photon wavepacket to be detected is
fixed here by the resonance frequency and the decay rate
of the cavity that generates the photon. We could make
these two parameters arbitrary functions of time so that
an arbitrary single-photon wavepacket can be created [20,
29, 30]. That should allow us to formulate the POVM
(projecting onto a specific temporal state of the photon)
that describes our detector, as in Ref. [13].
(iv) We assumed a bosonic mode to contain the am-
plified signal. Alternatively we may use many spin-1/2
particles, as in the model discussed in Refs. [9, 10]. This
extension would increase the scope of our description to
include fermionic systems.
In conclusion, the main point here was to present a
class of Hamiltonians that describe the photodetection
process fully quantum-mechanically from beginning to
end, including nonlinear, minimum-noise amplification
[12] and near-perfect photoabsorption [7].
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