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Abstrat
The operator Fourier trunated on a nite symmetri interval is
onsidered. The limiting behavior of its spetrum is disussed as the
length of the interval tends to innity.
5 Spetral theory of the Fourier operator
trunated on a nite symmetri interval.
In this setion we disuss the behavior of eigenvalues λk(a) of the
trunated Fourier operator FE as funtions of a:
F[−a,a]ek = λkek . (5.1)
1. As we have seen in Setion 4, (see [KaMa2℄), the operator F[−a,a]
ommutes with the dierential operator L whih is generated by the
dierential expression
Lx(t) = − d
dt
((
1− t
2
a2
)
dx
dt
)
+ t2x(t) (5.2)
on the set of funtions x whih are dened on the interval (−a, a) and
satised the boundary onditions
lim
t→−a+0
(t+ a)
dx(t)
dt
= 0, lim
t→a−0
(t− a)dx(t)
dt
= 0 . (5.3)
1
This operator L appeared as the operator LI in the setion 4, and is the
member of the family {LU} whih onsists of all selfadjoint dierential
operators generated by the formal dierential operator L. Here U is
an arbitrary 2 × 2 unitary matrix indexing the family. See [KaMa2,
Denition 4.19 and Theorem 4.1℄. The operator LI is the member of
the family orresponding to the matrix U = I, where I is the identity
matrix. Sine we do not deal with the operator LU other than the
operator LI , we omit the subindex I and use the notation L instead
of LI .
The operator L is a selfadjoint operator in L2([−a, a]) with disrete
spetrum. The spetrum of the operator L onsists of the sequene
of eigenvalues µk(a) whih tend to +∞. Eah of these eigenvalues is
of multipliity one. (These well known fats fats are formulated as
[KaMa2, Theorem 4.3℄.)
We enumerate the eigenvalues of L in the inreasing order:
0 = µ0(a) < µ1(a) < µ2(a) < . . . < µk(a) < . . . . (5.4)
The appropriate eigenfuntion ek(t, a) an be normalized suh that it
depends on a smoothly. Indeed the eigenvalue problem for the operator
L is of the form
− d
dt
((
1− t
2
a2
)
dek(t, a)
dt
)
+ t2ek(t, a) = µk(a)ek(t, a), −a < t < a ,
|ek(−a, a)| <∞, |ek(a, a)| <∞ . (5.5)
Changing variable t→ at, we ome to the eigenvalue problem
− d
dt
((
1− t2)dgk(t, a)
dt
)
+ a2t2gk(t, a) = γk(a)gk(t, a), −1 < t < 1 ,
(5.6a)
|gk(−1, a)| <∞, |gk(1, a)| <∞ , (5.6b)
where for a ≥ 0
0 = γ0(a) < γ1(a) < γ2(a) < . . . < γk(a) < . . . , (5.7)
and for a > 0
γk(a) = a
2µk(a) . (5.8)
The eigenvalue problems of the family (5.5) are onsidered on the
dierent intervals (−a, a). In other words, the appropriate operators
at in the spaes L2(−a, a) whih depend on a.
2
The eigenvalue problems (5.6) are onsidered in the single interval
(−1, 1). The dependene on a is transferred to the operator: before
the potential t2 the fator a2 appears.
Sine the eigenvalues of the boundary value problem (5.6) are sim-
ple, and the dierential operator (5.6a) depends on the parameter a
analytially, eah eigenvalue γk(a), k = 0, 1, 2, . . . , depends on a an-
alytially for real a. This is a standard result of the perturbation
theory.
Denition 5.1. The eigenfuntions gk(t, a) of the boundary value
problem (5.6) are said to be
1
the angular prolate spherial funtions.
Sine the equation (5.6a) is invariant with respet to the hange
of variable t→ −t and the eigenvalue νk(a) simple, the eigenfuntion
gk(t, a) is either even, or odd with respet to t. It turns out, that
2
for
even k the eigenfuntion gk(t, a) is even, and for odd k the eigenfun-
tion gk(t, a) is odd with respet to t. This an be proved studying the
osillation properties of solutions of the dierential equation (5.6a).
Dierent normalization of the prolate spherial funtions are used
in literature. In the monograph [Fl℄ the normalization
gk(t, a)|t=0 = Pk(t)|t=0,
dgk(t, a)
dt |t=0
= 0 , k is even, (5.9a)
gk(t, a)|t=0 = 0,
dgk(t, a)
dt |t=0
=
dPk(t)
dt |t=0
, k is odd . (5.9b)
where Pk(t) are the Legendre polynomials,
Pk(t) =
1
2kk!
dk
dtk
(t2 − 1)k . (5.10)
In partiular,
Pk(t)|t=0 =
(−1)k2 k!
2k
(
k
2
)
!
(
k
2
)
!
, k is even, (5.11a)
dPk(t)
dt |t=0
=
(−1)k−12 (k + 1)!
2k
(
k−1
2
)
!
(
k+1
2
)
!
, k is odd . (5.11b)
1
Various authors disagree not only on notation for these funtions, but also in their
method of normalization.
2
Reall that the eigenvalues and eigenfuntions of the boundary value problem (5.6)
are enumerated aording to (5.7).
3
Under this normalization, eah of the eigenfuntions gk(t, a) is the
solution of the Cauhy problem for the dierential equation (5.6a) with
the initial onditions (5.9) posed in the point t = 0. The boundary
onditions (5.6b) are satised automatially sine the number γk(a),
whih appears in the right hand side of (5.6a), is an eigenvalue. The
funtion gk(t, a) depends on a analytially for real a beause this fun-
tion is a solution of the dierential equation (5.6a) whose oeients
a2t2 and γk(a) depends on a analytially and the initial onditions
(5.9) do not depend on a.
For a = 0, the dierential equation (5.6a) is the Legendre dier-
ential equation, eigenfuntions gk(t, 0) of the eigenvalue problem (5.6)
are the Legendre polynomials, (5.10),
gk(t, 0) = Pk(t), (5.12)
and the eigenvalues γk(0) are the numbers
γk(0) = k(k + 1) . (5.13)
Sine the set of funtions {gk(t, a)}k=0, 1, 2, ... is the set of all eigen-
funtions of a selfadjoint dierential operator with disrete spetrum,
this set forms an orthogonal basis in the Hilbert spae L2([−1, 1]). The
eigenfuntions ek(t, a) of the boundary value problem (5.5), in other
words the eigenfuntions of the operator L, are
ek(t, a) = gk(ta
−1, a) . (5.14)
The set of funtions {ek(t, a)}k=0, 1, 2, ... forms an orthogonal basis in
the Hilbert spae L2([−a, a]).
2.The selfadjoint dierential operator L ommutes with the trun-
ated Fourier operator F[−a,a] as well as with the adjoint operator
F
∗
[−a,a]. (This fat is formulated in [KaMa2℄) as Theorem 4.2.) Thus
the operator L ommutes also with the operator F ∗[−a,a]F[−a,a].
Sine the eigenvalues of the operator L are simple, the eigenfun-
tions ek(t, a) of the operator L also are an eigenfuntions of eah of
the operators F[−a,a], F
∗
[−a,a] and F
∗
[−a,a]F[−a,a]:
F[−a,a]ek( . , a) = λk(a)ek( . , a) , (k = 0, 1, 2, . . . ) . (5.15a)
F
∗
[−a,a]ek( . , a) = λk(a)ek( . , a) , (k = 0, 1, 2, . . . ) . (5.15b)
F
∗
[−a,a]F[−a,a]ek( . , a) = |λk(a)|2ek( . , a) , (k = 0, 1, 2, . . . ) .
(5.15)
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Here λk(a) is the eigenvalue of the operator F[−a,a] orresponding to
the eigenfuntion ek( . , a). Sine the operator F[−a,a] is normal, the
numbers λk(a) and |λk(a)|2 are the eigenvalues of the operators F ∗[−a,a]
and F
∗
[−a,a]F[−a,a] orresponding to the eigenfuntion ek( . , a).
In this setion, we disuss the distribution of the eigenvalues λk(a)
and their behavior, mainly for large a. We already know that the eigen-
values λk(a) are loated within the ross whih is the union of the hor-
izontal interval [−1, 1] and the vertial interval [−i, i]. The eigenvalues
λk(a) orresponding to even (w.r.t. t) eigenfuntions ek(t, a) belong
to [−1, 1], the eigenvalues λk(a) orresponding to odd (w.r.t. t) eigen-
funtions ek(t, a) belong to [−i, i]. (The even funtions ek(t, a) are
eigenfuntions of the osine-transform, the odd funtions ek(t, a) are
eigenfuntions of the sine-transform. See formula (2.14) in [KaMa1℄.)
We already mentioned that the funtions ek(t, a) with even and odd
indies k are even and odd funtions of t respetively. The operator
F
∗
[−a,a]F[−a,a] is an integral operator:
(F ∗[−a,a]F[−a,a]x)(t) =
1
pi
a∫
−a
sin a(t− τ)
t− τ x(τ) dτ . (5.16)
The eigenvalue problem for the operator (F ∗[−a,a]F[−a,a]x) is
1
pi
a∫
−a
sin a(t− τ)
t− τ x(τ) dτ = σ(a)x(t) , −a ≤ t ≤ a . (5.17)
Changing variable at → t and t → t
a
we see that the the eigenvalues
σ(a) of the problem (5.17) are the same that the eigenvalues of eah
of the problems
1
pi
a2∫
−a2
sin (t− τ)
t− τ x(τ) dτ = σ(a)x(t) , −a
2 ≤ t ≤ a2 , (5.18)
and
1
pi
1∫
−1
sin a2(t− τ)
t− τ x(τ) dτ = σ(a)x(t) , −1 ≤ t ≤ 1 . (5.19)
In the problem (5.18), the kernel
1
pi
sin (t− τ)
t− τ of the integral operator
does not depend on a, but the interval [−a2, a2] depends on a. In the
5
problem (5.19), the interval [−1, 1] does not depend on a but the kernel
1
pi
sin a2(t− τ)
t− τ depends on a. In [SlPo, Setion VI, pp. 59-61℄ it is
proved that the eigenvalues of the problem (5.19) are pairwise distint.
A transparent presentation of this result an be found also in [KPS℄,
Chapter 2, 2.2, pp. 55 - 56. (In [KPS℄, the eigenvalue problem (5.19) is
onsidered). In the proof of the non-degeneray property of eigenvalues
of the problem (5.17)-(5.18)-(5.19) the fat that the eigenfuntions of
the problem (5.17) for the integral operator are the same that the
eigenfuntions ek(t, a) of the problem (5.5) for the dierential operator
is essentially used.
The integral operator
x(t)→ 1
pi
1∫
−1
sin a2(t− τ)
t− τ x(τ) dτ
is of the form
1
pi
1∫
−1
sin a2(t− τ)
t− τ x(τ) dτ = P1F
∗Pa2FP1∣∣
L2([−1,1])
,
where F is the (non-trunated) Fourier operator ating in L2((−∞,∞),
and for positive c, Pc is the orthogonal projetor from L
2((−∞,∞))
onto L2((−c, c) . Sine for 0 < c1 < c2, P1F∗Pc1FP1 ≤ P1F∗Pc2FP1,
then from minimax priniple of Courant it follows that the eigenvalues
σk(a) of the problem (5.19) behave monotonially:
σk(a1) ≤ σk(a2) if a1 < a2 .
In this stage of the reasoning, the numbers σk(a) are enumerated a-
ording to the rule
1
pi
1∫
−1
sin a2(t− τ)
t− τ gk(t, a) = σk(a)gk(t, a), −1 ≤ t ≤ 1 ,
gk(t, a) are the eigenfuntions of the problem (5.6) .
After the non-degeneray and the monotoniity properties of the eigen-
values σk(a) of the operator F
∗
[−a,a]F[−a,a] are established, the ordering
σ0(a) > σ1(a) > σ2(a) > . . . > σk(a) > . . . , for every a > 0
(5.20)
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an be obtained from an analysis of the asymptoti behavior of σk(a)
for small a. Suh analysis was rst done in [SlPo, Setion VI℄. In this
analysis, the property (5.12) is essentially used. In [Wid℄ it is shown
that for xed k,
σk(a) = 2pi
(a2
4
)2k+1
(k! )−2
(
1 + o(1)
)
, as a→ +0. (5.21)
Sine σk(a) =
∣∣λk(a)∣∣2, the ordering
|λ0(a)| > |λ1(a)| > |λ2(a)| > . . . > |λk(a)| > . . . , for every a > 0
(5.22)
of the absolute values of the eigenvalues λk(a) of the trunated Fourier
transform F[−a,a] holds as well. The values of the arguments of the
omplex numbers λk(a) also am be obtained analysing the asymptoti
behavior of λk(a) for small a. For xed k,
λk(a) = i
k
√
2pi
(
a
2
)2k+1(
k!
)−1(
1 + o(1)
)
, as a→ +0. (5.23)
In partiular, for xed k and a → +0, the argument arg λk(a) tends
to one of the numbers arg 1, arg i, arg(−1), arg (−i) depending on the
residue of k by mod 4. Sine the argument of the eigenvalues λk(a)
an an take only the values arg 1, arg i, arg(−1), arg (−i), then
λk(a) = i
k
∣∣λk(a)∣∣ . (5.24)
for a positive and small enough. The eigenvalue λk(a) depends on a
ontinuously. By inreasing of a, the absolute value
∣∣λk(a)∣∣ inreases.
In partiular, as a inreases, the eigenvalue λk(a) is separated from the
point λ = 0. Therefore the eigenvalue λk(a) an not jump from the
interval [0, ik] to another interval [0, im], where m 6= k mod 4. Thus,
the equality (5.24) hods for every a > 0, and not only for small a. In
[Fu℄ is shown that for xed k, the asymptoti equality
1− σk(a) = 4
√
pi8k
(
k!
)−1
a2k+1e−2a
2
, as a→∞ . (5.25)
Therefore,
1− ∣∣λk(a)∣∣ = 2√pi8k(k!)−1a2k+1e−2a2 , as a→∞ . (5.26)
We summarize the above stated fats as
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Theorem 5.1.
1. The eigenfuntions ek(t, a) of the trunated Fourier operator F[−a,a]
are expressed in terms of the angular prolate spherial funtions
gk(t, a) (Denition 5.1):
ek(t, a) = gk(ta
−1, a) .
2. For every a, the absolute values |λk(a)| of the eigenvalues λk(a) of
the trunated Fourier operator F[−a,a] are pairwise dierent, and
their ordering (5.20)-(5.15a) agrees with the ordering (5.4)-(5.5) of
the eigenvalues µk(a) of the dierential operator L.
3. The argument of the eigenvalues λk(a) is:
λk(a) = i
k|λk(a)| .
4. If k is xed, and a inreases from 0 to +∞, then the eigenvalue
λk(a) moves monotonially from the point λ = +0 to the point
λ = ik.
Theorem 5.1 is related to the behavior of the individual eigenvalue
λk(a) as a funtion of a. The next result is related to the behavior
of the set {λk(a)}k=0, 1, 2, ... of all eigenvalues for large a. The next
Theorem laims that for large a, the set {λk(a)}k=0, 1, 2, ... lls, in a
sense, the whole ross with the endpoints 1, i, −1, −i.
If K(t, τ), −a ≤ t, τ ≤ a , is a smooth kernel, and K is an integral
operator in L2([−a, a]), then the operators K is a trae lass operator,
and
traeK =
a∫
−a
K(ξ, ξ) dξ ,
The operator K
2
also is a trae lass operator, and its trae also may
expressed as
trae (K2) =
a∫
−a
a∫
−a
K(ξ, η)K(η, ξ) dξ dη .
If K is the operator: K = F ∗[−a,a]F[−a,a], that is the integral operator
with the kernel
K(t, τ) =
1
pi
sin a(t− τ)
t− τ ,
8
then K(ξ, ξ) = a, and the trae an be alulated expliitly:
traeF
∗
[−a,a]F[−a,a] =
2
pi
a2 . (5.27a)
Trae of the operator
(
F
∗
[−a,a]F[−a,a]
)2
an not be alulated expliitly,
but an be estimated from below:
trae
(
F
∗
[−a,a]F[−a,a]
)2 ≥ 2
pi
a2 − 2
pi2
ln+ a− 1 . (5.27b)
The estimate (5.27b) was obtained in [LaP2, formula (4.2)℄.
For a trae lass operator, its trae is equal to the sum of its eigen-
values. (This fat is attributed to V.B. Lidskii.) Thus, if σk(a) are
eigenvalues of the operator F
∗
[−a,a]F[−a,a], whih are ordered in the de-
reasing order, (5.20), then
∑
k
σk(a) =
2
pi
a2 (5.28a)
and ∑
k
(σk(a))
2 ≥ 2
pi
a2 − 2
pi2
ln+ a− 1 . (5.28b)
Moreover, sine the operator F
∗
[−a,a]F[−a,a] is ontrative,
0 < σk(a) < 1 . (5.28)
Subtrating the inequality (5.28b) from the equality (5.28a), we obtain
the inequality
∞∑
k=0
σk(a)(1− σk(a)) ≤ 2
pi2
ln+ a+ 1 (5.29)
In view of (5.28), every summand in the left hand side of (5.29) is
positive.
Let a number ε is given, 0 < ε < 1/2. From (5.29) it follows that
ε ·
∑
k: ε<σk
(1− σk(a)) ≤ 2
pi2
ln+ a+ 1 ,
and ∑
k: ε<σk
1 ≤
∑
k: ε<σk
σk(a) + ε
−1
( 2
pi2
ln+ a+ 1
)
.
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Taking into aount (5.28a), we ome to the inequality
#{k : σk(a) > ε} < 2
pi
a2 + ε−1
( 2
pi2
ln+ a+ 1
)
. (5.30a)
In the same way, from (5.29) it follows that
ε ·
∑
k:σk≤1−ε
σk(a) ≤ 2
pi2
ln+ a+ 1 ,
Taking into aount the equality (5.28a), we ome to the inequality
∑
k:σk>1−ε
σk(a) ≥ 2
pi
a2 − ε−1
( 2
pi2
ln+ a+ 1
)
.
In view of (5.28), the inequality
#{k : σk(a) > 1− ε} ≥ 2
pi
a2 − ε−1
( 2
pi2
ln+ a+ 1
)
. (5.30b)
holds. Sine λ(1 − λ) ≥ ε(1 − ε) for {λ : ε ≤ λ ≤ 1 − ε}, it follows
from (5.29) that
#{k : ε ≤ σk(a) ≤ 1− ε} ≤ 1
ε(1 − ε)
( 2
pi2
ln+ a+ 1
)
. (5.30)
We summarize the inequalities (5.30):
For large a, the eigenvalues σk(a) of the operator F
∗
[−a,a]F[−a,a],
arranged in the dereasing order, rst are very lose to one, then
are very lose to zero. The transition from the values equal almost
one to the values equal almost zero ourring in the interval of
values k whih is entered at the point k = 2pia
2
and grows in
width at the rate of only log a.
This result, even if it is not formulated in the expliit form, as well
as its derivation, whih is based on the estimates (5.27) of the traes of
the operators F
∗
[−a,a]F[−a,a] and (F
∗
[−a,a]F[−a,a])
2
, appear rst in [LaP2℄.
However, this result is not enough for our goal. We need a more
detailed information on the distribution of the eigenvalues σk(a) for
large a and the indies k belonging to the "transition" interval
k :
2
pi
a2−ε−1
( 2
pi2
ln+ a+1
)
≤ k ≤ 2
pi
a2+ε−1
( 2
pi2
ln+ a+1
)
. (5.31)
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The appropriate result was formulated (as a onjeture) in the paper
[Sl1, page 106℄ of D. Slepian. The onjeture of D. Slepian is:
Let δ is the root of smallest absolute value of the equation
2
pi
a2 +
2
pi
log(2a)− arg Γ
(
1
2
+ i
δ
2
)
= k − 1
2
,
where Γ is the Euler gamma funtion and arg Γ
(
1
2
)
= 0. Then for large
k and a, the approximate equality
σk(a) ≈ (1 + epiδ)−1
holds.
In partiular, if b is xed and
k(a, b) =
[ 2
pi
(a2 + b ln (2a))
]
, (5.32a)
where the brakets [ ] denotes "largest integer in", then
lim
a→∞
σk(a,b) = (1 + e
pib)−1 . (5.32b)
Though no rigorous mathematial proof of this approximation result
is done in [Sl1℄, the approximation is justied by numerial examples
there.
The rst rigorous proof of the asymptoti relation (5.32) was done
in [ClMe℄. In partiular, see formulas (3.27), (3.28) there. The proof
of (5.32) given in [ClMe℄ is based on the thorough study of the asymp-
toti behavior of the prolate spherial funtions gk(t, a) in the interval
−1 ≤ t ≤ 1 for large value of the parameter a and all k. The method
of the study an be lassied as a hard analysis method. The method
used involves asymptoti solving the dierential equation whih de-
nes the prolate funtions by using the lassial WKB approximation.
Later H. Landau and H.Widom, [LaWi℄, propose the proof based on
the theory of integral operators with dierene kernel k(t− τ), where
k is a rapidly dereasing funtion. In [LaWi, Theorem 1℄, the eigen-
value distribution of the appropriate integral operator is derived from
the Fourier transform of the funtion k, in aordane with the las-
sial Szego method. In [LaWi, Theorem 2℄, even more general result
is obtained related to the integral operator with the kernel
1
pi
sina2(t−τ)
t−τ
onsidered on the set whih is a nite union of non-interseting inter-
vals.
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The analysis of the proof of the asymptoti result (5.32) shows that
the limiting relation (5.32) holds not only for xed b, but for b from
any xed nite interval of the real axis. Moreover, the limit in (5.32b)
is uniform with respet to b from any xed nite interval:
Theorem (Cloizeaux-Mehta, [ClMe℄; Landau-Widom, [LaWi℄). Given
positive numbers N and ε, there exists the number A = A(ε, N) suh
that for any a satisfying the inequality a ≥ A and for any b belonging
to the interval [−N, N ], the inequality
∣∣σk(a,b) − (1 + epib)−1∣∣ ≤ ε , (5.33)
where the index k(a, b) is dened in (5.32a) .
This result is formulated expliitly neither in the paper [ClMe℄, nor
in the paper [LaWi℄. However the proof of this result an be extrated
from any of this papers.
Let κ, κ < 1, be an arbitrary positive number. In fat we assume
that κ is small. We hoose a positive number N = N(κ) suh that
(
1 + eN
)−1
< κ/2 . (5.34)
Let I be an arbitrary interval of length κ whih is ontained in the
interval [0, 1]: |I| = κ, I ⊂ [0, 1] . We x this interval. Sine the
funtion b → (1 + eb)−1 is monotoni for b ∈ (−∞,∞), and (1 +
eb
)−1
|b=∞
= 0, (1 + eb
)−1
|b=−∞
= 1, there exists the unique value of b
suh that the point (1+ eb
)−1
is the enter point of the interval I. Let
us x this b and denote it by b(I). Sine the smallest possible value
and the largest possible value for the enter point of the interval I of
length κ are the points κ/2 and 1 − κ/2, the number b(I) satisfy the
inequality
−N ≤ b(I) ≤ N , (5.35)
where N is already hosen and xed. Choose
ε = κ/3 . (5.36)
Let A(κ) = A(κ/3, N(κ)), where A(ε,N) is the value whih appears
in the formulation of the above stated Theorem whih is attributed
to the names Cloizeaux-Mehta and Landau-Widom. Then for any a
satisfying the inequality a ≥ A(κ), there exists the eigenvalue σk(a,b(I))
of the operator F
∗
[−a,a]F[−a,a] whih belongs to the interval I. What
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is important that the value A(κ) depends only of the length κ of the
interval I but not on the position of I within the interval [0, 1].
Thus, the following result is proved:
Lemma 5.1. Given a positive number κ, there exists the number A(κ),
A(κ) <∞, suh that for every a satisfying the inequality a ≥ A(κ)
the set of eigenvalues
{
σk(a)
}
k=0, 1, 2, ...
of the operator F
∗
[−a,a]F[−a,a]
forms a κ-net for the interval [0, 1].
To formulate the result whih is related to the operator F[−a,a]
itself rather to the operator F
∗
[−a,a]F[−a,a] we need a little bit modify
the above reasoning.
Lemma 5.2. Given a positive number κ, there exists the number A(κ),
A(κ) <∞, suh that for every a satisfying the inequality a ≥ A(κ)
eah of the four sets of eigenvalues
{
σ4l+r(a)
}
l=0, 1, 2, ...
of the opera-
tor F
∗
[−a,a]F[−a,a], orresponding to the residues r = 0, 1, 2, 3, form a
κ-net of the interval [0, 1].
Proof. For given a, we an not ontrol the residue lass by mod 4 of
the value k(a, b(I). However we an ontrol this residue lass perturb-
ing a little bit the value b(I). Given a, a ≥ A(κ), and given one of the
residues r, r = 0, 1, 2, 3, we need to hoose the value b suh that the
following ondition are satised:
k(a, b) = r mod 4 (5.37a)
|(1 + eb)−1 − (1 + eb(I))−1| < κ/6 , (5.37b)
−N ≤ b ≤ N . (5.37)
Starting from (5.32a), we hoose b suh that the value (b − b(I)) ln a
takes one of the seven values −3, −2, −1, 0, 1, 2, 3. Then |b− b(I)| ≤
3/ ln a. Thus, inreasing A(κ if this is needed, we an ensure the
inequality (5.37b). Choosing b properly, we an ensure the equality
(5.37a). Moreover, hoosing the sign of the dierene b−b(I) properly,
we an preserve the inequality (5.37). (Atually, the last step is an
overautiousness.) The inequality (5.37b) together with the inequality
(5.33) ensure the inequality∣∣σk(a,b) − (1 + epib)−1∣∣ ≤ κ/2 , (5.38)
(Reall that ε < κ/3 .)
Thus if a ≥ A(κ, and r = takes one of the values 0, 1, 2, 3, then in
every interval I of length κ, I ⊂ [0, 1], there exists an eigenvalue σk(a)
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of the operator F
∗
[−a,a]F[−a,a] whih belongs to this interval: σk(a) ∈ I,
and the ongruene k = r (mod 4) holds.
An immediate onsequene of Lemma 5.2 is the following
Theorem 5.2. Given a positive number κ, there exists the number
A(κ), A(κ) <∞, suh that for every a satisfying the inequality a ≥
A(κ) the set
{
λk(a)
}
k=0, 1, 2,
of the eigenvalues of the trunated Fourier
operator F[−a,a] forms an κ-net in the ross with the verties λ = 1,
λ = i, λ = −1, λ = −i .
Proof. If σk(a) is an eigenvalue of the operator F
∗
[−a,a]F[−a,a], then the
number λk(a) = i
k(σk(a))
1/2
is an eigenvalue of the operator F[−a,a].
If a hosen suh that the numbers
{
σ4l+r(a)
}
l=0, 1, 2,
form a κ2-net of
the interval [0, 1], then the numbers
{
λ4l+r(a)
}
l=0, 1, 2,
form a κ-net in
the interval [0, ir].
Remark 5.1. Theorem 5.2 laims that for a→∞, the set of eigenval-
ues
{
λk(a)
}
k=0, 1, 2,
of the operator F[−a,a] lls in a sense the ross with
the verties λ = 1, λ = i, λ = −1, λ = −i . However, the spetrum
of the limiting operator F[−∞,∞], whih is the non-trunated Fourier
operator, onsists of the endpoints λ = 1, λ = i, λ = −1, λ = −i of
the ross only.
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