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Abstract 
The T-coloring problem is, given a graph G = (V, E), a set T of nonnegative integers con- 
taining 0, and a ‘span’ bound s 2 0, to compute an integer coloring f of the vertices of G such 
that If(u) - f(w)1 $ T Quw E E and max f - min f <s. This problem arises in the planning of 
channel assignments for broadcast networks. When restricted to complete graphs, the T-coloring 
problem boils down to a number problem which can be solved efficiently for many types of 
sets T. The paper presents results indicating that this is not the case if the set T is arbitrary. To 
these ends, the class of distance graphs is introduced, which consists of all graphs G : G g G(A) 
for some (finite) set of positive integers A, where G(A) is defined to be the graph with ver- 
tex set A and the edges ab : [a - bl E A. Exploiting an equivalence between the complete graph 
T-coloring problem and the distance graph clique problem, it is shown that the complete graph 
T-coloring problem is NP-complete in the strong sense. Furthermore, one also obtains the NP- 
hardness of the corresponding c-approximation problem. Also discussed is the distance graph 
recognition problem which is an interesting topic in its own right. In particular, it is shown 
that ordered distance graphs can be recognized in polynomial time using linear programming 
techniques. @ 1999 Elsevier Science B.V. All rights reserved 
1. Introduction 
We consider the T-coloring problem, a generalized graph coloring problem which is 
one of the variants of the channel assignment problem in broadcast networks [9,13]. 
The problem is, given a graph G = (V,E), a set T of nonnegative integers containing 
0, and a ‘span’ bound s 20, to compute an integer coloring f of the vertices of G 
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Fig. 1. Distance graph with model A = { 1,3,4,11,12,13,15,16}. 
such that 
?? If(u) - S(w)1 P T v’vw E E, 
0 maxf -minf<s. 
In the context of the channel assignment problem, the vertices of G represent the 
transmitters, and two vertices are connected by an edge if the corresponding transmitters 
may interfere. The set T describes which channel distances are ‘forbidden’ in order 
to prevent interference between transmitters. Thus, each T-coloring represents a valid 
channel assignment, and the task is to find a channel assignment which fits into the 
available frequency range given by the span bound s. 
When restricted to complete graphs (which corresponds to complete interference 
between transmitters), the T-coloring problem boils down to an interesting number 
problem which was first discussed in [3]. Since then, this restricted form of the prob- 
lem has been studied extensively, see e.g. [2,4,7,12], and a lot of results were obtained 
for special types of sets T. In many cases the problem can be solved efficiently us- 
ing the ‘greedy’ algorithm. Furthermore, in [7] Griggs and Liu have developed an 
algorithm for computing optimal T-colorings of complete graphs which runs in linear 
time for each jixed set T (but takes exponential time with respect to max T). How- 
ever, the question remained open whether the problem is NP-complete for arbitrary 
sets T. 
For the purpose of analyzing the complexity of the complete graph T-coloring prob- 
lem, we introduce the following notion of distance graphs. For a finite set A of positive 
integers (called a distance set in the following), let G(A) denote the graph with vertex 
set A and edges ab : Ia - bj E A. An arbitrary graph G is called a distance graph if 
and only if G % G(A) for some suitable distance set A. In this case we also call A 
a distance model of G. For instance, Fig. 1 shows a distance graph together with a 
corresponding distance model. 
Distance graphs are subgraphs of the T-graphs, which were introduced by Liu [12] 
for another purpose, namely to characterize types of sets T for which the general 
T-coloring problem can be reduced to the case of complete graphs (see Section 2 
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for the definition). They are also related to some kinds of infinite graphs studied in 
number theory [S, 141. (Incidentally, the graphs in [14] are also referred to as dis- 
tance graphs, but our terminology can be justified by the fact that our distance graphs 
are finite subgraphs of the infinite graphs considered there.) Using a basic result in 
[12], it is easy to see that the complete graph T-coloring problem is equivalent to the 
clique problem for distance graphs. We prove that the latter problem is NP-complete 
(in the strong sense), even when the graphs are given by their distance models. 
As a corollary, we obtain that the T-coloring problem for complete graphs is NP- 
complete in the strong sense as well. Furthermore, it follows that also the corresponding 
c-approximation problems (i.e., determine a solution which is at most c times ‘worse’ 
than the optimal solution) are NP-hard, for any c> 1. 
Distance graphs are also an interesting research topic in their own right. We study 
the complexity of the distance graph recognition problem (i.e., decide membership of 
a graph G in the class of distance graphs). To these ends, we explore some structural 
properties of distance graphs to prove the existence of non-distance graphs and to show 
that the distance graph recognition problem can be decided in nondeterministic polyno- 
mial time. More precisely, we exhibit a linear programming algorithm which allows us 
to decide whether a given ordering of the input graph admits a corresponding distance 
model. Furthermore, we show how ordered distance graphs can be characterized by an 
- albeit infinite - system of forbidden structures. 
2. Preliminaries 
All graphs in this paper are finite and simple. The sets of vertices and edges of 
a graph G are denoted by V, and E G, respectively, and edges are written as pairs 
VW of vertices v, w E VG. By GV we denote the subgraph induced by V 2 VC and we 
also abbreviate G,\ y as G\ V. An ordered graph G is a graph with an ordering < o 
on VG. Induced subgraphs GV of ordered graphs are defined as in the unordered case 
with the additional property that <Gv is the restriction of <G to V. Also, the notion 
of graph isomorphism (denoted by Z ) carries over to ordered graphs in the obvious 
way. That is, two ordered graphs G and H are isomorphic if and only if there is a 
graph isomorphism cp : VG -+ VH satisfying v < o w H q(v) <H q(w). Finally, if G is an 
unordered graph and < an ordering on VG, then the corresponding ordered version of 
G is denoted by (G, < ). 
A graph G is called complete if and only if VW E EG Vu, w E VG : v # w, and we say 
that V C VG is a clique of a graph G if and only if Gv is complete. The maximum size 
of a clique of G (the so-called clique number) is denoted o(G). The complete graph 
on n vertices is denoted K,,. The clique problem is, given a graph G and an integer 
k, to decide whether G has a clique of size k. It is well-known that this problem is 
NP-complete, see e.g. [6]. The reader should also recall the notion of ‘strong’ NP- 
completeness: A problem whose instances involve numbers is called NP-complete in 
the strong sense if and only if (1) it belongs to NP, and (2) it is NP-complete already 
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for instances in which the absolute values of the numbers are bounded by a polynomial 
in the size of the problem instances. (Refer to [6, Section 4.21 for the precise definition 
and the related concept of ‘pseudo-polynomial’ time algorithms.) 
We briefly recall some notions related to T-colorings which will be used in the rest 
of this paper. We call a set T of nonnegative integers containing 0 a T-set. Given a 
graph G and a T-set T, the quantity max f - min f of a T-coloring f of G is called 
the span of f and is denoted by sp( f ). The minimum span of a T-coloring of G is 
called the T-span of G, denoted by sp,(G). 
In [12] Liu proposed the notion of T-graphs as a device for studying the T-coloring 
problem. The T-graph of order s + 1, denoted G++‘, has the vertices 0,. . . , s and the 
edges ij : Ii - jl$ T. The basic fact that makes T-graphs so interesting for the study 
of the T-coloring problem is that the complete graph with n vertices has a T-coloring 
of span <s if and only if the corresponding T-graph of order s + 1 has a clique of 
size n (cf. [12, Lemma 3.11). More precisely, we have that f : VK~ + (0,. . . ,s} is a 
T-coloring of K,, if and only if {f(v) / u E VK,} is an n-clique of Gt+' .Now it is easy 
to see that it is actually sufficient to consider those colorings (a.k.a. cliques of G”,+‘) 
consisting of color 0 and some members of the neighborhood of 0 in G$+‘. Note that 
this neighborhood (the set of all vertices adjacent to 0 in Gk”) is (0,. . . ,s}\T, which 
is also the set of all admissible distances between the colors in a T-coloring of K,, 
with span bs. Hence, if we set A = (0,. . . , s}\T, then the distance graph G(A) is just 
the subgraph of the T-graph Gt+’ induced by the Gg”-neighborhood of 0 and thus 
o( Gc+’ ) = o( G(A)) + 1. To summarize: 
Lemma 1. For each n E No, SE No and T-set T, K,,+I has a T-coloring of span 6s 
if and only ly G(A) with A = (0,. . . , s}\T contains a clique of size n. 
For instance, the graph in Fig. 1 contains two 4-cliques given by { 1,12,13,16} and 
{3,4,15,16}. This implies that KS, up to translations by some a0 E E, has precisely 
two {2,5,6,7,8,9,10,14}-colorings of span < 16, namely 0 - 1 - 12 - 13 - 16 and 
0 - 3 - 4 - 15 - 16. 
3. The distance graph clique problem is NP-complete 
We next show that the distance graph clique problem is NP-complete in the strong 
sense, even when the graphs are given by their models. As corollaries, we obtain 
the strong NP-completeness of the complete graph T-coloring problem, and that the 
corresponding c-approximation problems are NP-hard as well. 
We employ a reduction from the general clique problem. The problem here is that we 
might not be able to find a distance model for an arbitrary graph (in fact we will prove 
in the following section that there are graphs which do not have a distance model). 
Therefore, we will show how to transform each given graph G into a corresponding 
distance graph G’ s.t. w(G’) = o(G). The basic idea is to ‘complete’ the vertex set 
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of the given graph G with new vertices and edges required to ‘realize’ the edges 
of G. 
Given a graph G and an ordering VI < . . -co,, of the vertices of G, let G’ be the 
graph with vertex set I’o U {VQ 1 vivj E EG A i >j} (where the vii are distinct vertices 
not contained in V,), and the following edges: 
(Cl) Oinj EEL’ HV;Uj E EG. 
(C2) u;, viljl E EQ w il = i2. 
(C3) Vi,j, viziz E EQ + (ii = ~‘2 A Uj, Vj2 E Ec) V (jt = j2 A Vi, Vi2 E EG). 
We call G’ the closure of G (with respect to the given ordering). We first show that 
the closure graph preserves the clique number of the graph from which it has been 
constructed. 
Proposition 1. For each graph G, if G’ is the closure of G with respect to some given 
vertex ordering of G, then o(G’) = o(G). 
Proof. Let G and H := G’ be as above. Since Hvc = G (by condition (Cl )) we have 
that w(H) >,w(G). We show that H cannot contain larger cliques than G. Let Hy be 
a complete subgraph of H, Y C_ V,. We prove that there is a corresponding X g V, 
with 1X( = JY 1 such that GX is complete. There are three cases to consider: 
(1) Y & V,. Then HY = GY and hence Y itself is a clique of G. 
(2) Y c VH\VG. Assume that vi,j,, vi2jz, vbj, E Y. By (C3) it follows that then either 
il = iz = i3 or jr = j2 = j3. Thus, either all members Uij of Y agree in the first 
coordinate i or they all agree in the second coordinate j. Consequently, either 
X={V~]U,EY} orX=={viJvijEY} is a IYI-clique of G. 
(3) Yn VG #S# Y~I(VH\VG). Let Vij,Vi,,~;~ E Y. Then by (C2) ii =i2 =i. This shows 
that Y contains precisely one element vi from VG, and that the other members of 
Y have the form Uij E VH\ VG for some j < i. Moreover, by (C3) it follows that if 
Vij,, Uijz E Y, then Vj, vj2 E EG, and by the definition of G’ we have that n;nj E EG 
for all v;jEY. ThusX={vi}U{vjIv,EY} is a ]Y(-clique of G. 0 
To establish that G’ is in fact a distance graph for each graph G, we need some 
concepts and results from number theory. Let A be a set of n distinct positive integers 
al < ... <a,, and let h E N. A is called a Bh- (resp. B,*-) sequence if and only if for all 
nonnegative integers xi, yi satisfying ~~=, x;, Cl=, yi = h (resp. <h) we have that 
C?= , X@i = x1= , yifJ; *X; = y;, i = 1 , . . . , n. Bh-sequences have long been a fashion- 
able topic of research in additive number theory, see e.g. [8]. Clearly, each Bl-sequence 
is also a Bh-sequence. Conversely, it is easy to show that if A is a Bh-sequence, then 
B = {ha + 1 I a E A} is a B,*-sequence. Bh-sequences of any given cardinality n are 
easy to obtain; for instance, A = {(h + 1)’ 1 i = 1 , . . . , n} is such a sequence (in fact, A 
is even a Bt-sequence). Observe that the maximum of A in this case is exponential in 
its cardinal@, and so A is comparatively ‘sparse’. It is possible to do better than this, 
as shown by the following result of Kriickeberg [ 111: 
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Lemma 2 (Kriickeberg [l I]). Let h 32 and let p be a prime number such that p> h. 
Let 
ai = (hp)h-‘; - (hpf-*F _ . . . _ (hp)ih-1 _ 7 + 1, 
i=O,..., p - 1, where ik denotes the least nonnegative remainder of ik mod p. Then 
ao< ‘.. <ar_l and A = {a~, . . . , aP_l} is a Bh-sequence with ai < hh-’ ph Qi. 
It is a well-known fact that for each integer n >O we can find a prime number 
between n and 2n. Hence: 
Proposition 2. Let h > 0 be fixed. Then for each n > 0 we can determine in polynomial 
time (with respect to n) a Bl-sequence A of cardinality n satisfying max A = O(nh). 
We are now ready to prove the central result of this section. 
Theorem 1. For each graph G, if G’ is the closure of G with respect to some given 
vertex ordering of G, then G’ is a distance graph. Moreover, we can construct in 
polynomial time a distance model A’ for G’ such that max A’ = 0( 1 Vo13). 
Proof. Let A be a B:-sequence of cardinal@ n := [ Vo 1 according to Proposition 2. As- 
sumethatA={ar<...<a,}and VG={V~,...,V,}.L~~A’=AU{~~I~~~~EEG, i>j} 
where aq = ai - aj Qi >j. Clearly, A’ may be constructed in polynomial time with re- 
spect to n log max A’, and since max A’ = max A the bound max A’ = O(n3 ) is satisfied. 
We prove that H := G(A’) 2 G’, by verifying that the vertices ai, aii of H satisfy the 
conditions (Cl)-(C3) in the definition of the closure graph at the beginning of this 
section. 
(Cl) 
((-3) 
Let aiai E En, i > j. Then ai - ai E A’ by the definition of H = G(A’). Since A is 
a B:-sequence it follows that uivj E Eo. (To see why, note that we cannot have 
Ui - aj = ak E A, since this would imply ai = ak + aj, violating the Bf condition. 
Similarly, Qi - Uj = ak - ~1 E A’\A implies that Ui + al = ak + Uj where i # j. In 
this case the Bz condition yields k = i and 1 =j. Note that here we actually only 
require the Bz property of A.) 
Conversely, if ViUj E EG, i> j, by the definition of A’ we have that 
ai - aj=aG E A’ and hence aiaj E En, 
Let ai, ai2j2 E En, i2 > j2. Then [ai, - (Ui2 - aj> )I E A’. Assuming ai, - ai + aj* = 
Qij - aj3 (i3 #j3) we get that ai, + aj, + Uj, = ai, + ah, violating the Bf condition. 
Similarly, Ui2 - Ujl - ai, = ai, yields Ui2 = ai, + aj2 + ai,, again a contradiction. 
Thus Ui, - Ui, + ajz = aij E A which implies that ai, + aj2 = ai2 + ai,. NOW the B2 
property yields {il,jz} = {i3,i2} which implies that il = i2 since i2 # j2. 
For the reverse implication let il = i2 and ai2 Vi2 E EC. Then ai, - (ui2 - ajz ) = 
aj> E A and hence ai, ai*j, E En. 
(C3) Let ailjl Q E EH, il > jl and iz > jz. Using a similar argument as in case (C2), we 
can rule out the case that ]ai,j, - ai2jz 1 E A. Hence, (ai, - Uj, ) - (ai, - ajz ) = ab - aj, 
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for some is #j3 which implies that ui, + uJZ + aj, = uj, + ai, + ai, and hence 
{~l,j2,j3}=~lr~2,i3}. Since il #jl and i2 # j2 it follows that either il = i2 or 
ji = jz. In the former case, laj,-Uj, I= [(ai, -aj, )-(ai2-ai,)I E A’ =+ aj,aj, E EH + 
u,, uj2 E EG by (Cl). Likewise, in the latter case we have that Ui, vi2 E EG. The 
reverse implication is again easy to check, and is left as an exercise to the 
reader. El 
Theorem 2. The clique problem for distance graphs is NP-complete. Moreover, the 
problem remains NP-complete in the strong sense euen when the graphs are given by 
their models. 
Proof. We consider the problem to decide, for given distance set A and integer k, 
whether G(A) contains a clique of size k. The problem belongs to NP since we can 
simply guess a subset B with cardinality k of A and verify in polynomial time whether 
B forms a clique of G(A). To show that the problem is NP-complete in the strong sense, 
we prove that the problem remains NP-complete when restricted to instances (A, k) for 
which max A is bounded by a fixed polynomial in IAl. We employ a reduction from 
the clique problem. For an arbitrary instance (G, k) of the clique problem construct the 
corresponding instance (A’, k) of the distance graph clique problem, where G(A’) g G’, 
according to Theorem 1. This can be done in polynomial time. By Proposition 1, G 
contains a k-clique if and only if G’ does. Moreover, max A’ is bounded by a third- 
degree polynomial in IA’), and thus the strong NP-completeness result follows. 0 
Theorem 3. The T-coloring problem restricted to complete graphs is NP-complete in 
the strong sense. 
Proof. The problem clearly belongs to NP. By the proof of Theorem 2, the distance 
graph clique problem restricted to instances (A, k) with maxA = 0(IA13) remains NP- 
complete. In the following, we only consider such instances. Given (A, k) we construct 
a corresponding instance (K,, T, s) of the T-coloring problem as follows. Let n = k + 1, 
s = max A and T = [0,2 max A]\A. This construction can be performed in polynomial 
time since max A = 0( ]A13). We have that s = max A = max T/2. Furthermore, I TI 2 JAI 
and hence max T = 0( I T 13). Finally, by Lemma 1 we have that K, has a T-coloring 
with span Qs if and only if G(A) contains a clique of size n - 1 = k. It follows that 
the T-coloring problem restricted to instances (K,, T,s) with max(T U {s}) = 0( lT13) 
is NP-complete. 2 0 
We remark that our reduction from the general clique problem also proves that, 
unless P =NP, there cannot be a polynomial c-approximation algorithm for the dis- 
tance graph clique problem (i.e., a polynomial algorithm which, given a distance graph 
2 We remark that since the above theorem was proved by the author, the bound 0( \T13) has already been 
improved by Jansen who employed a direct reduction from the satisfiability problem to show that Theorem 3 
in fact holds already for sets T whose maximum is linear in the size of T [lo]. 
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G, determines a clique of G with size at least w(G)/c), even when the graphs are 
given by their models. This immediately follows from a result of Arora et al. [l]. 
A corresponding statement also holds for the complete graph T-coloring problem: 
Theorem 4. Zf P # NP, then no polynomial-time approximation algorithm can solve 
the complete graph T-coloring problem with a performance guarantee of c, for any 
c3 1. 
Proof. The proof is based on the simple fact that for all positive integers c, n and T-set 
T, c~p~(K,)<sp,(K,,). Assume that the assertion is false, and suppose that F is a 
polynomial time algorithm which computes, for each n and T-set T, a 
T-coloring F(K,, T) of K,, with span at most c spr(K,). Now let A be a distance set 
and m := o(G(A)). Set T := (0,. . . , maxA}\A. Since G(A) has a clique of size m, we 
have that K,,,+I has a T-coloring with span < maxA. Hence, K~C,+lj~c~ has T-span 
< maxA/c, which implies that s~(F(KL(,+,~,~J, T)) d max A. Thus, F(KL(,+,),~J, T) 
yields a clique of G(A) with size [(m + 1)/c] - 1, which is 3 m/2c if m is large 
enough. It follows that there is a polynomial 2c-approximation algorithm for the dis- 
tance graph clique problem, a contradiction. 0 
4. Distance graph recognition 
We have seen that the distance graph clique problem is NP-complete. A natural 
question that arises is what exactly are the distance graphs? Although it is easy to see 
that, e.g., complete graphs, path graphs and chordless cycles are all distance graphs 
(cf. Fig. 2 for some examples), it is not at all obvious that there are graphs which do 
not have a distance model. Also, it is not clear immediately whether the property of 
being a distance graph is decidable. In this section we explore some of the structural 
properties of distance graphs which enable us to answer these questions. 
First, observe that if G = G(A) is a distance graph, then there is a natural ordering 
on the vertices of G, namely the restriction <A of the canonical ordering < on N to 
A. Therefore, it seems natural to ask whether a given ordered graph G has a distance 
model which is ‘compatible’ with the vertex ordering of G. That is, given an ordered 
graph G, we ask whether there is a distance set A s.t. Gr(G(A), <A). We then call 
G an ordered distance graph with distance model A. 
Second, by the definition of distance graphs we have that for each edge ab of 
G = G(A) with a > b there is a ‘complementary’ edge ac with a = b + c. Note that 
a = b+c if and only if, for some i, b is the &h-smallest and c the ith-largest vertex <a 
in the neighborhood of a. Now the latter relation can easily be defined on an arbitrary 
ordered graph, without reference to any arithmetic structure. I.e., for an ordered graph 
G and VE Vo, let NL: ={wi Co... <o wm} be the set of all vertices -C v which are 
adjacent to v. We then define the relation Lo by w; Lc Wm_i+i for i= 1,. . .,m. We 
obtain the following characterization of the ordered distance graphs: 
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Fig. 2. Some examples of distance graphs. 
fiopsition 3. Let 01 <G ’ -cG v, be the vertices of the ordered graph G and let 
al < . . <a,, be positive integers. Then A = {al,. . , a,,} is a distance model of G if 
and Only if for d i,j, k: ai = aj i- ak H Vi %G Vk. 
We remark that it is possible to replace the condition ai = aj + ak U Vj AC Vk by 
the following two conditions, which reduces the number of #-inequalities we have to 
consider 
(1) Vj~GVk~ai=aj+fZk, 
(2) j, k <i A ViVj, V;Vk $i EG * ai # aj + ak, 
This is because if j > i or k 2 i then ai < aI +ak. Furthermore, if j, k < i and ViVj or ViVk 
is an edge of G, but not Vj LG Vk, then we must have that ai = aj + ak’ for some k’ # k 
(resp. ai = ajr + ak for some j’ # j) by condition (i), SO that the inequality ai # aj + ak 
follows. Together with condition (ii) this implies that vi, j, k : ai = aj + ak =+- Vj +!& Vk. 
We first employ Proposition 3 to exhibit an infinite family of non-isomorphic non- 
distance graphs, answering our first question from above. For this purpose, we also 
need the following lemma which can easily be proved using Proposition 3. Let G 
be an ordered graph. We say that a vertex v of G is locally maximal if and only 
if v > o w Vvw E EG. Furthermore, if A is a distance model of G, by a,. we denote 
the distance value in A which corresponds to a given vertex v of G. (Note that aV is 
determined uniquely by the position of v in the ordering of G.) 
Lemma 3. Let G be an ordered distance graph with model A and let v be a locally 
maximal vertex of G. Then G\{ v is an ordered distance graph with model A\{a,.}. } 
Theorem 5. Let K,,, denote the complete bipartite graph on n f m vertices, n d m. 
Then for all m - 2 B n 2 2, K,,, is not a distance graph. 
Proof. Let 26nBm and assume a distance model C= AUB of K,,,,, where 
A={a,< ... <a,,} and B = { bl < . . <b,,} are the subsets assigned to the two color 
classes of K,,,. 
First suppose that a,, > b,. We show that in this case n = m holds. If a,, > a,_ 1 > b, 
then NO; = NO;_, = {bl, . . . , bm} # 0 and by Proposition 3 we have that a,, = a,_, , a 
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Fig. 3. Hypothetical distance model in the proof of Theorem 5. 
contradiction. Thus, by induction using Lemma 3 we can show that bk <al < bk+, < a2 < 
. . <b, <a,, where k = m - n + 1 > 0 and n > 2. Assume that also k 2 2. Then we have 
the situation shown in Fig. 3. 
By Proposition 3 it follows that al = bl + bk, bk+l = 2al and a2 = bl + bk+, = b2 + bk, 
Hence 
bz=az-bk=bl +bk+l -bk=b, +2a, -bk 
=3bl + bk>bk>bz, 
a contradiction. Thus k = 1 which means that n = m. 
Now assume that a, <b, and that m > n+ 1. Again, it follows that then b,_ 1 <a,, cb, 
since otherwise Nb; = Nb-_ . 
{b,} 2 K,,+I and hence bmy ‘the 
By Lemma 3 we have that G(C\{b,}) = G(C)\ 
preceding considerations it follows that n = m - 1, i.e. 
m=n+l. 0 
(In fact, it is easy to show that K,,,, with n d m is a distance graph if and only if 
n = 1 or m <n + 1. We leave this as an exercise to the reader.) 
Next we show how the characterization in Proposition 3 can be used to decide 
whether an ordered graph has a corresponding distance model in polynomial time. As 
a corollary we obtain that the (unordered) distance graph recognition problem belongs 
to NP. 
We first illustrate this method by means of an example. Reconsider the graph G 
in Fig. 1 with the ordering vi < u2 < . . . -cog shown in Fig. 4(a). The equalities and 
inequalities can easily be derived from the adjacency lists shown in Fig. 4(b). Here -_ 
Ni- denotes the vertices adjacent to and less than vi, while Ni consists of all vertices 
less than and not adjacent to Vi. We obtain the following system: 
a3 = al + ~2, a2 # 2~1, 
a5 = al + a4, a4 # 2a1,2a2,2a3,ai + a2,al + a3,a2 + ~3, 
a6 = al +a5, a5 # 2a2,2a3,a2 + a3, 
A. Grtif I Discrete Mathematics 196 (1999) 153-166 163 
Fig. 4. Computing the equalities and inequalities for a vertex ordering. 
a7 = a2+as,a3+a4, a6 # 2a2,2a3,2a4,a2 + a3,a2 f a4r a3 + a4, 
a8 = al + a7,a2 + a6,a3 + a5, al # 2al, 2a6, al + a6, 
a8 # 2a4. 
Indeed, the above system has a solution in integers 0 <al < a2 < . . . <as, as proved 
by the model in Fig. 1. 
Now the question is, how can we actually decide the solvability of a system of 
equalities and inequalities like the one above? The problem here is that the inequalities 
are not in the standard form required by polynomial linear programming algorithms. 
However, we can show that it is possible to transform such a system into a family of 
standard linear programming problems which can be used to decide the solvability of 
the original problem. 
Theorem 6. Deciding membership of a given ordered graph G in the class of all 
ordered distance graphs can be done in polynomial time. 
hoof. Let uI<G”’ <G v, be the vertices of G. By Proposition 3 the existence of 
a distance model for G is equivalent to the statement that there are positive integers 
Yl <Yz< .. . < yn satisfying 
Yi =yj+yk v'vjAGvk, 
(1) 
yi #Yj+yk Vj,k<i: ViVj,V.jVk@EG. 
Each such system can be written as 
Ax=O, x>O, bix#O, i=l,..., 1, (2) 
where A E RmX” and bi,x E R”, l,m,n E No. Observe that (2) is polynomial in size 
with respect to the size of G. It is easy to see that since (2) is homogeneous (i.e., 
the right-hand sides are all zero), we have that if the coefficients in A and the hi’s are 
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all integers (as is the case in our situation), then the existence of any solution of (2) 
already implies that (2) has an integer solution. Now we claim that (2) is solvable if 
and only if each of the systems Ax = 0, x > 0, b;n # 0 has a solution for i = 1,. . . , 1. 
The ‘only if’ part is clear. So assume that for some xi E R” we have that Ax’ = 0, xi > 0 
and bjxi#O for i=l,... ,I. Note that then each positive linear combination x = arx’ + 
. . . + a/x’ satisfies Ax = 0 and x > 0. We are looking for values ai > 0 which also satisfy 
Bi := xj = , bijai # 0 for i = 1,. . . , I, where bij := bix’ vi, j = 1,. . . , I ( G- bi; # 0 Vi). 
For any given values ai > 0, let Z denote the set of indices i s.t. Bi #O. If I = { 1,. . . , I}, 
then we are done. Otherwise, pick k 61 (i.e., Bk = 0) and choose E>O s.t. Ibikl&< lBi[ 
vi E I. Let the new values ai > 0 be defined by a: := ak + E and ai := ai Vi # k. Then 
= ) bkk (E > 0, 
2/B;/ - Ibikl&>O ViEI. 
Thus, by repeating the above process at most I times, starting from any initial values 
a; >O, we eventually obtain the desired solution. (Observe that this can also be done in 
polynomial time, once we have computed the solutions x’, . . . ,x’.) Finally, each system 
Ax’ = 0, xi > 0, bix’ # 0 is solvable if and only if at least one of the systems Ax’ = 0, 
xi > 0, bixi > 0 and Ax’ = 0, xi >O, bixi <O has a solution, and the latter systems can 
easily be solved in polynomial time using standard linear programming techniques. 0 
Corollary 1. It can be decided in nondeterministic polynomial time whether an (un- 
ordered) graph G has a distance model. 
We remark that the algorithm sketched out in the proof of Theorem 6 can also be 
used to actually construct a distance model of an ordered graph if there is one. 
Another interesting question is whether distance graphs can also be characterized 
by means of ‘forbidden structures’. As Theorem 5 shows, we have that the induced 
subgraph K,,.+2 of the distance graph Kn+l,n+2 is not a distance graph for n > 1, and 
hence the class of distance graphs is not closed under taking induced subgraphs. This 
implies that there cannot be a characterization of the distance graphs in terms of 
forbidden induced subgraphs. However, we will now show that for the ordered distance 
graphs there is a characterization in terms of an - albeit infinite - system of forbidden 
subgraphs with respect to a certain restricted subgraph relation on the class of all 
ordered graphs. 
Let G be an ordered graph and let H be an induced subgraph of G. We say that H is 
a normal subgraph of G, written H g G, if and only if for each u, v E VH we have that 
u Lo w + w E VH. If H a G and H # G, then we also say that H is a proper normal 
subgraph of G and we write H Cl G. Clearly, H g G if and only if the restriction of 
Ho to VH coincides with HH, It is easy to see that a is transitive and thus is a 
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partial ordering on the class of all ordered graphs. Furthermore, we have that if H 9 G, 
then the equalities and inequalities for H according to Proposition 3, which determine 
the membership of H in the class of ordered distance graphs, form a subset of the 
equalities and inequalities for G. Hence: 
Proposition 4. Let G be an ordered distance graph with model A and let H I! G. 
Then H is an ordered distance graph with model B = {a, 1 v E VH}. 
Let us call an ordered graph G critical if and only if it has no distance model 
but each proper normal subgraph of G is an ordered distance graph. Proposition 4 
implies that an ordered graph G is an ordered distance graph if and only if it contains 
no critical graph as a normal subgraph. Thus, the class of all critical graphs forms 
a minimal system of forbidden normal subgraphs characterizing the ordered distance 
graphs. The question arises whether this system contains finitely or infinitely many 
non-isomorphic ordered graphs. Unfortunately, the latter is the case, as proved by the 
following theorem. 
Theorem 7. For each m34 there is an ordering < on KI,,, s. t. (Kz,~, <) is critical. 
Proof. Let U = { ui, ZQ} and V = {VI,. . . , urn} be the color classes of Kl,,, and let the 
ordering < be given by VI < . . . <u,,,_I <UI <v,<u~. By Theorem 5, G:=(Kz,,,, <) 
is not an ordered distance graph. We now show that all proper normal subgraphs of 
G have a distance model. 
Assume false, and let H be a maximal proper normal subgraph of G with the 
property that H has no distance model (i.e. H d G, H has no distance model, but 
each H’ with H Q H’ Cl G has a distance model). Furthermore, let U’ := V, fl U and 
V’ := V, n V. By the choice of H we have that either 1 U’I = 1 and V’ = V or U’ = U 
and S# V’c V. 
(1) 1 U’I = 1 and V’ = V. If U’ = (~2) then it is easy to see that H has a distance 
model, contradicting the choice of H. Similarly, if U’ = (~1 }, then we obtain a 
distance model for H\{v,}. Let al and bj denote the distance values corresponding 
to ui and Uj, respectively (j= 1,. , .,m - 1). Setting b, :=2al then provides a 
distance model of H, since b,>b, - bj=2al - bj>al for j= l,...,m - 1. 
(2) U’=U and 0# V’c V. Let Vi@ V’, ldidm. If i<m then v;+!&v,_, and hence 
v,-; 4 V’. Furthermore we have that U,-i 2~ vi+1 and thus vi+1 $ V’. This shows 
that if i <m and vi $! V’ then also v;+i $ V’. In a similar manner we can show 
that if i> 1 and vi $ V’ then also vi-1 $ V’. We conclude that V’ = 8, again a 
contradiction. ??
5. Conclusion 
We have introduced the class of distance graphs as a device for studying the complete 
graph T-coloring problem, and obtained some new results about the complexity of this 
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restricted form of the T-coloring problem. Further studies of the structure of distance 
graphs may well give additional insight into the problem. Two interesting directions 
for further research are pointed out below. 
?? Critical graphs. An interesting problem is to characterize the critical ordered graphs, 
i.e., the minimal ordered non-distance graphs with respect to the normal subgraph 
relationship introduced in Section 4. 
??Distance graph recognition. As testing membership in the class of all distance graphs 
is an NP-problem it is natural to ask whether the problem is actually NP-complete, 
or whether there is a polynomial time algorithm for solving the problem. 
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