In solving a scenario-based dynamic (multistage) stochastic programme scenario generation plays a critical role, as it forms the input specification to the optimization process. Computational bottlenecks in this process place a limit on the number of scenarios employable in approximating the probability distribution of the paths of the underlying uncertainty. Traditional scenario generation approaches have been to find a sampling method that best approximates the path distribution in terms of some probability metrics such as minimization of moment deviations or Wasserstein distance. Here, we present a Wasserstein-based heuristic for discretization of a continuous state path probability distribution. The chapter compares this heuristic to the existing methods in the literature (Monte Carlo sampling, moment matching, Latin hypercube sampling, scenario reduction, and sequential clustering) in terms of their effectiveness in suppressing sampling error when used to generate the scenario tree of a dynamic stochastic programme. We perform an extensive computational investigation into the impact of scenario generation techniques on the in-sample and out-of-sample stability of a simplified version of a four-period asset-liability management problem employed in practice (Chapter 2, this volume). A series of out-of-sample tests are carried out to evaluate the effect of possible discretization biases. We also attempt to provide a motivation for the popular utilization of left-heavy scenario trees based on the Wasserstein distance criterion. Empirical results show that all methods outperform normal MC sampling. However, when evaluated against each other these methods essentially perform equally well, with second-order moment matching showing only marginal improvements in terms of in-sample decision stability and out-of-sample performance. The outof-sample results highlight the problem of under-estimation of portfolio risk which results from insufficient samples. This discretization bias induces overly aggressive portfolio balance recommendations which can impair the performance of the model in real-world applications. Thus this issue needs to be carefully addressed in future research, see e.g. Dempster et al. (2010) .
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Introduction
A dynamic (multistage) stochastic programme (DSP) can be formally written as
where f is the value function defined in terms of both the uncertainty and decision spaces. Here P represents the probability measure on the path space Ω of the underlying multivariate stochastic process and X denotes the set of first-stage implementable decisions that satisfy feasibility in the remaining stages. Modelling of the complex features of a practical problem quickly removes analytical tractability and thus requires the numerical computation of optimal solutions. This in turn requires discrete approximation of the continuous state probability space. A vast literature has been devoted towards finding the best approximation of the continuous distribution; efforts concentrating, for example, on having state-space distribution moments matched (Hoyland et al. 2003; Hoyland and Wallace 2001) or minimizing Wasserstein probability metrics (Heitsch and Romisch 2005, Hochreiter and Pflug 2007; Romisch 2003; Chapters 14 and 17, this volume) . All these efforts aim to find an approximation that best matches specific statistical properties of the discretized version to the theoretical one. These methods will be reviewed in Section 16.2 where we also present a heuristic for minimizing the Wasserstein distance. Section 16.3 examines these sampling methods by analysing the statistical properties of the resulting scenario trees. However, a practically more important criterion is to evaluate empirically the impact of these methods on the stability of the objective function and implementable decision values and to test against possible discretization biases (Dempster et al. 2010; Geyer et al. 2010; . The aim of this chapter is to compare these methods in terms of their effectiveness in suppressing the sampling error present in a small-sample scenario-based dynamic stochastic programme. The Pioneer guaranteed return fund problem presented in Chapter 2 (this volume) serves as a good vehicle to evaluate in Section 16.5 the comparative performance of these methods using a series of in-sample and out-ofsample tests. Section 16.6 concludes.
A Short Review of Commonly Used Scenario Sampling Methods
A commonly used technique in generating discrete samples from a continuous distribution is to use Monte Carlo (MC) sampling where uniformly distributed pseudo-random numbers are appropriately transformed to the target distribution (Ross 2002) . However, in asset-liability management (ALM) applications, we can computationally only afford a small sample size and inevitably face the sampling error problem. Moment matching (Hoyland et al. 2003; Hoyland and Wallace 2001; Villaverde 2003) has been extensively employed in the literature to address this problem. Latin hypercube sampling (LHS) (McKay et al. 1979 ), a form of stratified sampling for multi-dimensional distributions which uses the univariate inverse cumulative density function (ICDF), may also be employed. In this chapter, the term LHS and ICDF are used interchangeably. Wasserstein-based discretization has been suggested in (Heitsch and Romisch 2005; Hochreiter and Pflug 2007; Romisch 2003; Chapters 14 and 17, this volume) . The sampling methods that we compare are MC sampling, first-and second-order moment matching, LHS/ICDF, and Wasserstein-based sampling methods as described in the following section.
The Wasserstein Distance
Given two discrete (sample) probability measures P := { p i , x (i) : i = 1, 2, . . . , M} with discrete probabilities p i at x (i) and Q := { q j , y ( j) : j = 1, 2, . . . , N } with discrete probabilities q j at y ( j) , the Wasserstein (also known as the Kantorovich) metric computation for P and Q can be written as a mass transportation problem for the discrete probability mass given by the linear programming problem Constraints in brackets in the sequel denote constraints that are to be satisfied by the input data. Here probability mass one from M sources (indexed by i) is to be transported to N destinations (indexed by j) with c x (i) , y ( j) denoting the corresponding cost of transporting a unit mass.
Minimizing the Wasserstein Distance
The motivation for minimizing the Wasserstein distance between the sampled and the continuous underlying path space in generating scenario trees for a DSP can be found in (Heitsch and Romisch 2005; Hochreiter and Pflug 2007; Romisch 2003; Chapters 14 and 17) . The problem of interest is to find a small sample approximation that best approximates the path space in terms of the Wasserstein distance. For simplicity we will concentrate in our exposition on a random variable (sample point) formulation. However, these sample points can also be thought of as referring to a decision time point along the sample paths when approximating the path space of the underlying multivariate stochastic process.
When using the discrete mass transport formulation of Wasserstein distance (i.e. the mass transportation problem), we first need to approximate the underlying (absolutely) continuous distribution of interest by a distribution with large (but finite) support of cardinality M as the source. We then aim to find a much coarser set of (destination) locations and the corresponding probabilities such that the Wasserstein distance between the small sample probability measure and the large sample proxy of the true underlying probability measure are minimized.
This approximation task can be written as 
Assume that the optimum solution to the above problem is given by y ( j) * and η * i j , then the optimal approximation of the initial discretization of the continuous space is given by placing sample points at y ( j) * with probabilities q
Problem 16.3 is a non-convex nonlinear programming problem. Finding the optimum solution is nontrivial as it involves two inter-related processes of deciding on (1) the destination locations (samples) and (2) the corresponding transported probability mass (probabilities) to these locations. The placement of the optimal destination locations requires an examination of how the probability mass at the source is to be distributed to these locations. However, the optimal distribution scheme cannot be determined before the knowledge of these destination locations. In addition, the transportation cost is undetermined before the destination locations are fixed.
In fact solving for y ( j) * and q * j simultaneously can be formulated as a mixed 0-1 programming problem when a fixed number N y ( j) 's are chosen from the M x (i) 's with M N as suggested by Hochreiter and Pflug (2007) . This is the uncapacitated facility location problem (Nemhauser and Wolsey 1988) .
The facility location problem optimizes a subset of location proposals (N in total from a set of M proposals) such that the service costs incurred by the clients (e.g. travel costs) are minimized. Using the same notation as before, let {x (i) } denote the locations of the clients utilizing the facilities, each requiring p i units of service, and let {y ( j) } denote the facility location proposals. Then c x (i) , y ( j) corresponds to the cost incurred by client i obtaining service from j and u j is a binary variable set to 1 if the facility is placed at y ( j) and 0 otherwise.
If we let the facility location proposals be the set of sample points which are to proxy the underlying continuous state space (i.e. y ( j) = x ( j) ) for j = 1, . . . , M), then the optimal solution to the following formulation of the (appropriate) uncapacitated facility location problem gives the desired (optimal) small sample approximation:
Problem 16.4 is a 0-1 mixed integer (nonlinear) programme which is N P-hard. Hence in the next section we introduce a novel heuristic which finds a local minimum to the problem, compromising accuracy (global optimum) for speed, as fast construction of the underlying path space is desired for efficient application to DSP models.
Approximate Wasserstein Distance Minimization Algorithm
As we have previously seen, minimizing the Wasserstein distance requires the simultaneous determination of q j and y ( j) for j = 1, . . . , N which is N P-hard. In this section we present the sequential Wasserstein distance minimization (SMWD) algorithm which alternates between two steps in which {q j } and {y ( j) } are alternately kept fixed as parameters using the values from the previous iteration. The proposed optimization procedure iterates between two optimization problems:
• Step 1: Fixed location problem: We fix {y ( j) } as parameters and let {q j } be variables. Given the destination points {y ( j) } we optimize the destination probabilities {q j } such that the Wasserstein distance is minimized.
• Step 2: Fixed flow problem: We fix {q j } as parameters and let {y ( j) } be variables. Given the destination probabilities {q * j } and the optimum flow {η * i j } from step 1, compute the destination locations {y ( j) } such that the Wasserstein distance is further minimized.
The SMWD algorithm alternates between step 1 and step 2 until it converges. The Wasserstein distance is guaranteed to decrease at each step until a local minimum is reached and this occurs when the transportation flow stabilizes.
Step 1: Fixed location problem: Referring to the mass transportation formulation of the Wasserstein distance in Section 16.2.1, we now treat the {q j } as variables and the optimization problem becomes Constraints (16.6) and (16.11) imply that the probability mass at the source needs to be transported to the destination without reservation. This makes constraints (16.7) redundant. Observe that (16.10) is also redundant in light of (16.7) and (16.11). Since the input p i 's are probability masses summing to one, constraint (16.8) is satisfied by the data and from (16.7) constraint (16.9) is automatically satisfied. Hence, the equivalent optimization problem becomes
Let η * i j be the (unique) optimal transportation flow for problem (16.12). The optimal probabilities for the destination samples will then be (16.13) and the corresponding Wasserstein distance is
(16.14)
We have ζ step 1 ({q * j }) ≤ ζ step 1 ({q j }) ∀q j . Hence the Wasserstein distance of the given points with the newly assigned probabilities is not greater than that of the old probabilities (or any other probabilities) simply from the principle of optimization. (16.15) In other words, the probability mass from each of the source locations is transported in whole to the nearest destination location in terms of the c
Proposition 2.1 The optimal solution of step 1 is
Proof The optimization problem (16.12) of step 1 can be decomposed into M independent sub-problems (for i = 1, . . . , M): 
(16.17) The necessary conditions for a minimum are given by . . . , N . (16.20) Assuming that K is a set of indices such that
However, the value of λ 0 is unique. Therefore, the set K contains only a single element. Let this be denoted by k * and we have λ 0 = c x (i) , y (k * ) . Substituting this into (16.18) gives 
Intuitively, this result is expected -if we were to transport the probability mass to the destinations without any constraint on how they should be allocated across these locations, the distribution scheme that yields the minimum cost is to, respectively, transport each probability mass to their nearest neighbour.
Step 2: Fixed-flow problem: Referring to the mass transportation formulation of the Wasserstein distance in (16.2), we now let the destination locations {y ( j) } be variables and set the transportation flow and the destination probabilities to be the optimum values from step 1. With the transportation flow η * i j already determined, the remaining optimization problem collapses to minimizing the following unconstrained problem min
This is a simple unconstrained nonlinear convex problem and the minimum can be found by differentiating (16.23) with respect to the decision variables and equating them to zero. , (16.24) then the objective function at step 2 of the SMWD algorithm can be written as
We can partition the above sum into two regions, namely 
d , equating to zero and letting the optimal location be denoted by y (16.27) Recall that the optimal flow η * i j from step 1 is to transport the probability mass from the source to the nearest neighbour at the destination. Combining (16.15) and (16.27) we have {i=1,...,M:η i j >0: (16.28) It follows that the optimal destination location y
is set to a median of the source points transporting probability mass to the destination under consideration.
Squared Normalized Euclidean Distance as the Cost Function
Now, let c x (i) , y ( j) be defined as the squared normalized Euclidean distance, i.e. c x (i) ,
The objective function of step 2 becomes and equating to zero gives optimal locations
The optimum destination location in (16.31) thus corresponds to the centre of mass of the source points transporting probability mass to the location under consideration.
We have previously assumed a sample from a known continuous distribution to start with, but this algorithm can also be applied to obtaining a small sample approximation of a large sample empirical distribution by letting the empirical samples be the source points.
Note that the SMWD algorithm presented here is related to the deterministic iteration (DI) algorithm in Chapter 17 (this volume). The DI algorithm is formulated in the continuous space setting and requires the predefinition of partitions of the uncertainty space at each iteration of the algorithm. However, this partitioning is difficult to implement in practice. In addition, the computation of sample probabilities requires multi-dimensional integration of the underlying probability distribution for each of these partitions and thus poses a challenge to employing this algorithm in practical use. In the following, we investigate further some of the properties of the resulting sample outputs of the SMWD algorithm. For simplicity of exposition we assume sampling of a univariate distribution but the results have a straightforward extension to the multivariate case.
Proposition 2.2 The mean of the destination sample is equal to that of the source
, i.e. N j=1 y ( j) * q * j = M i=1 x (i) p i . (16.32) Proof N j=1 y ( j) * q * j = N j=1 M i=1 η * i j x (i) M i=1 η * i j M i=1 η * i j = M i=1 x (i) ⎛ ⎝ N j=1 η * i j ⎞ ⎠ = M i=1 x (i) p i .
Proposition 2.3
The variance of the destination sample is not greater than the variance of the source sample i.e.
Proof Since the destination sample mean is equal to the source mean from (16.32), (16.33) can be simplified to
We know that the optimal solution satisfies the following:
Consider the term
Using (16.35) and (16.37) we have
Since η * i j ≥ 0 and
Hence, the variance of the destination samples are less than or equal to that of the source. Although the SMWD algorithm guarantees to improve the Wasserstein metric, it has the major drawback of under-estimating the underlying variance. This problem may be circumvented by applying second-order moment matching on top of the SMWD algorithm which is an algebraic O(M 2 ) operation (see e.g. Yong, 2007, pp. 60-63) . The issue of this under-estimation when applying the SMWD algorithm to generating scenario trees for dynamic stochastic programmes will be investigated in the empirical studies presented in the sequel.
The SMWD algorithm is similar to the K -mean cluster algorithm used in cluster analysis (MacQueen 1967) . Instead of updating the centroids after all the points have been clustered, we may update the centroids as each additional point is being presented. The aim is to make use of the information of the points that have been previously seen to update the centroids so that future points may be better clustered. This potentially increases the rate of convergence compared to the SMWD approach and has been adopted as a scenario generation method in (Dupacova et al. 2000; Chapter 17, this volume) . Here, we refer to this variant as sequential clustering (SC). We also adopt the simultaneous backward reduction algorithm presented in (Chapter 14, this volume). However, since we generate the scenario tree conditionally forward, the reduction algorithm must be employed at each node and we refer to this technique as nodal reduction (NR).
Statistical Properties of Discretized Processes
In this section we investigate the statistical properties using these scenario sampling techniques when simulating multi-period trees. We simulate a seven-dimensional Gaussian diffusion process which drives the price returns of the equities and bond instruments used in the Pioneer guaranteed return fund problem presented in Section 16.5 (see also Chapter 2, this volume).
We investigate how the probability metrics vary with different tree structures. Even though our description of the Wasserstein distance deals only with random variables, in principle this can be easily extended to a path space by augmenting the random variables to include the time instances of interest. We will now see how this is effected considering of the sample paths of a stochastic process in the form of a scenario tree.
X and Y now represent d-dimensional vector stochastic processes rather than random vectors. Let y ( j) d ,t denote the d th co-ordinate sample value of the stochastic process at time t of the jth scenario for j = 1, . . . , N . Also, let
denote the jth scenario path, where y
is the vector whose elements are the time t realizations of all co-ordinates. Let {x (i) , i = 1, . . . , M} be the large set of sample paths which is assumed to serve as the proxy for the continuous space process paths. The small sample approximation of the stochastic processes is given by {y ( j) , j = 1, . . . , N }. We define the distance between scenarios x (i) and y ( j) to be c x (i) , (16.40) where the c t
's are appropriate cost functions at a particular time instance and the φ t 's are appropriate time weightings that sum to unity. In our investigation we set φ t := 1 T but these weights can be set to other values, for instance by setting higher values for the initial periods, if the probability distances at these times are to be emphasized.
The Wasserstein distance, denoted by ζ(X, Y), between a small sample scenario tree and a large sample approximation of the underlying path space follows the same definition as (16.2) with the distance measure augmented to include all the sampling times along a scenario path (cf. (16.40)):
subject to the same constraints as in (16.2). Proof As the scenario path distance in (16.40) may be decomposed into a summation of the distances at different time periods, the Wasserstein distance between distributions for the whole scenario tree in terms of paths can be decomposed into the different time periods with the addition of the constraint:
This constraint ensures that the same flow is used for the realizations along the entire set of scenario pairs. We know that η (t) i j * is the optimal flow in the Wasserstein distance computation at time t, giving a minimum value ζ t . Thus since (16.44) where ζ t η i j denotes the transportation costs at time t with η i j units to be transported from source i to destination j. Summing over all time periods, we have
The equality is obtained when the flow for the whole scenario tree case is the same for each sub-period, i.e. η
Effectively, if we are able to minimize the summation of the Wasserstein distances at each time period, we are able to improve a lower bound of the Wasserstein distance of the tree. If the bound in (16.42) is tight, this would in turn help us to improve the Wasserstein distance between the small sample approximation and the continuous path space of the underlying stochastic process. We will investigate this empirically below.
From Proposition 3.1 we see that the summation of the Wasserstein distances at each of the time period gives a lower bound on the Wasserstein distance between the approximate sample path space and its large sample underlying counterpart. Empirically we found that the Wasserstein distance is a monotonic decreasing function of the sample size when it is obtained using an unbiased sampling method. It follows that the Wasserstein distance at each decision stage may be improved by increasing the number of realizations at each time period. For a tree with a fixed total number of scenarios, this can be achieved by employing a left-heavy branching structure. The lower bound will tend to a minimum when we have a fan scenario tree; but does this also lead to a minimum of the Wasserstein distance for the whole scenario tree? Also, how tight is the bound in Proposition 3.1?
To begin to address these questions, we have performed an empirical analysis on how these two metrics vary with different tree structures. We generate three period trees with different structures, each having approximately 500 scenarios. The Wasserstein distance is evaluated with respect to trees of 5000 scenarios with various tree structures over 3 periods generated using the LHS/ICDF method (see Section 16.2). The results, which are averages over 30 replications, are shown in Tables 16.1 and 16.2. Table 16 .1 shows that left-heavy scenario trees yield lower whole tree Wasserstein distances. For instance, the scenario tree with branching structure with equal 8-8-8 branching throughout all stages yields the worst Wasserstein distance. As the first stage branching increases, the Wasserstein distance generally decreases. The Wasserstein distance of the small sample scenario tree is influenced by the total number of nodes at each stage with the earlier stages dominating. This distinction is clearly illustrated by comparing the 23-11-2 and 42-4-3 trees. Even though the number of nodes for 23-11-2 are greater at the later stages, its Wasserstein distance is worse due to its initial branching factor which is only half that of the 42-4-3 tree. As another example, consider the 28-6-3 and 23-11-2 tree structures which have similar initial branching. However, the marginal disadvantage of a slightly lower initial branching for the 23-11-2 tree is quickly compensated by the much higher number of nodes at the later stages. This leads to the 23-11-2 tree having a slightly lower Wasserstein distance (when sampled using the SMWD algorithm and MC with second-order moment matching) than the 28-6-3 tree. Therefore, as a rule of thumb, scenario trees with a greater number of nodes at the earlier stages tend to have lower Wasserstein distances.
From the above observations, we would expect the fan scenario tree (500-1-1) to yield the optimum lower bound. This is the case when MC sampling is used. However, when we sample a flat scenario tree conditionally and perform local mean matching, the sampling of the stochastic processes after the second period is deterministic. The randomness of the processes in subsequent stages is not captured as the stochastic variations are not propagated down the tree. This explains the degradation in the Wasserstein distances for the SMWD algorithm and MC sampling with moment matching as shown in the last row of Table 16.1. Table 16 .2 shows the absolute moment deviation of the moments and the Kolmogorov distance (which here measures the average over the individual seven factors of the maximum deviation between the discrete densities) between the large and small sample state distributions at different stages of the scenario trees. 1 Since the SMWD algorithm matches the sample mean to the large sample proxy for the continuous distribution at the source, the deviations in the first moment are small for the first period. However, the sample mean of the stochastic processes in the subsequent periods are not matched as we perform mean matching locally. The second-order moment deviation also increases with each period following propagation of sampling bias. Note that there is a minimum number of branches required to perform second-order matching, namely, the dimension of the underlying stochastic process, which by virtue of the Farkas lemma is also a necessary requirement to prevent spurious arbitrage in the optimization process (Geyer et al. 2010) . Therefore, the 8-8-8 tree is the only arbitrage-free tree structure with second-order moment matching at all stages. For the 63-4-2 tree second-order moment matching is therefore only performed at the initial stage. Table 16 .1 shows in general that lower Wasserstein distances are obtained when scenario trees are generated using the SMWD algorithm as compared with mean and covariance matching. However, this difference is not significant, especially for leftheavy tree structures. The large deviations in the second-order moments observed in scenario trees sampled with the SMWD algorithm coupled with the slightly worse Kolmogorov distances compared to moment-matched trees lead us to conclude that performing covariance matching on top of MC sampling is an easy and efficient, yet effective, sampling method for reducing sampling error (measured in terms of both moment deviations and Wasserstein distances) in tractable scenario trees for dynamic stochastic programming problems. Ideally, second-order moments should be locally matched at all nodes in a scenario tree, which also guarantees the removal of spurious arbitrage. However, in practical ALM problems this is not always feasible and other methods, based on mean matching across all scenarios between decision stages, can be used for this purpose.
Impact of Different Scenario Generation Methods on SP Solutions
We have seen how different scenario generation methods affect the statistical properties of the scenario tree relative to the underlying probability distribution of the stochastic data process. Among the more commonly used criteria is the stability of the objective function value There are different ways of defining stability of a decision vector across different sample trees. For example, we could take the standard deviation of the Euclidean norm of decision component differences or compute the standard deviation of each decision component difference and find the maximum. For an asset-liability management problem the relevant implementable decisions are the initial optimal asset mix which in turn can be characterized by the initial expected portfolio return and volatility. This provides a convenient way of measuring stability of the implementable decisions in an ALM problem. For example, when we have multiple asset classes whose returns are highly correlated or all have nearly the same risk and return characteristics, different asset mixes may yield similar portfolio characteristics as a whole and therefore should be viewed as similar optimal solutions in terms of decision stability.
An in-sample stability criterion tests the variability of the computed optimal solutions due to sampling variability in the scenario trees. However, it can say nothing about the proximity of the optimal solutions to the true one. We know that the objective function value obtained is an upward biased estimate of the true value (in a maximization problem). Therefore, scenario generation methods that give lower in-sample optimal values lead to DSP problems which have optimal values closer to the true one for a continuous data process. However, this does not guarantee closeness of the optimal decisions. The in-sample optimal decision vectors also need to be tested against possible bias. A scenario generation technique that does not introduce bias would tend to allow for a replication of the in-sample behaviour outof-sample. The comparison of in-sample and out-of-sample estimates thus allows us to investigate the degree to which our optimized implementable decisions suffer from sampling error in a small-size scenario tree and how severe (if any) is the biasedness resulting from small sample discretization and spurious arbitrage. Therefore, out-of-sample performance measurement allows us to investigate the closeness of the optimal solutions obtained to the true values. This performance measurement can be effected via a series of unbiased out-of-sample tests in a series of pseudohistorical backtests. For a pseudo-historical backtest we simulate a number of scenarios out-of-sample and use each as a proxy history for which an historical backtest is performed.
Case Study of the Pioneer Guaranteed Return Fund Problem
In this section, we apply the scenario generation techniques discussed above to the Pioneer guaranteed fund problem (Chapter 2, this volume) documented in the Appendix using US data. 4 We also investigate the effect of tree structure on the root-node implementable decision to develop a feel for how the tree structure may be chosen. First, we will explain some salient characteristics of the model formulation. The model considers a portfolio optimization of a closed-end fund with a nominal return guarantee of G per annum with annual decisions, return generation, and risk measurement over a 4 year horizon.
The model aims to maximize the performance of the fund taking into account the risk associated with falling short of the guarantee level. The parameter β represents a trade-off between risk control and maximizing portfolio wealth. A low value of β corresponds to very tight risk control and when β = 0 no incentive is given to having high return. The optimizer will choose decisions that yield the lowest in-sample expected maximum shortfall (across time and scenarios). As we vary β upwards, the optimal policy becomes increasingly risky. Higher return performance assets are chosen at the expense of greater risk. The trade-off between having higher expected maximum shortfall and terminal wealth is shown in Fig. 16.1 . This mimics the efficient frontier of mean-variance analysis. In this setting, however, the risk measure is given by the value of expected maximum shortfall instead of variance.
Volatility of the root node portfolio allocation increases with β as more incentive is given to accumulation of wealth than the penalty incurred in dipping below the barrier. When β increases to unity only portfolio wealth is considered in the objective. The solution to the limiting problem is to invest in the asset class that offers the greatest expected return. The range of β in which the most variation in the initial portfolio allocation is observed is very much problem dependent. It is mostly affected by (1) the characteristics of the investable assets, such as their returns and volatilities, and (2) the tightness of the guaranteed return problem, whether it is difficult to achieve the target given the selection of investable assets. For our problem, the range of β of interest for implementable decision stability is from 0 to 0.15. 
Tree Structure Effect on the Multi-stage Problem
In this section we address the question of how to decide on the tree structure of a DSP by varying the branching factors at each stage of the scenario tree and we investigate the effect of this choice on (1) the stability of optimal solutions and (2) possible bias in the implementable root node recommendations.
For a fixed value of β the in-sample expected maximum shortfall is tree dependent and hence the initial portfolio risk characteristics vary with the choice of tree structure. To obtain a consistent comparison, we constrain the maximum shortfall to be the same for the different tree structures evaluated. This can be done by adding the following maximum shortfall constraint (16.46) to the model formulation and replacing the objective function with one that only aims to maximize wealth at each period, i.e.
ω∈

T t=1 p(ω)Ŵ t (ω). (16.47)
The user-defined constant c max is now the risk aversion parameter of the portfolio optimization process and is set to $0.05M in the following investigation. We consider the Pioneer guaranteed return fund problem with and without transaction costs. An amount of 50 bp proportional transaction costs are imposed on the purchase and sale of all assets except for zero coupon bonds which are assumed to incur a higher transaction cost of 75 bp due to a more illiquid market.
First, we investigate the stability of the optimal solutions by solving 30 replications of the Pioneer guaranteed return fund problem with different tree structures kept to approximately 10,000 scenarios. The in-sample results are tabulated in Table 16 .3. The result shows that left-heavy scenario trees produce more stable insample estimates of terminal wealth, hitting probability, and allocation recommendations. Based on these stability criteria, the 1250-2-2-2 scenario tree is preferred for problems without transaction costs and the 100-25-2-2 tree for problems with transaction costs. The introduction of transaction costs exerts a downward pressure on the wealth level, resulting in a more conservative allocation in order to guarantee staying above the barrier and two moments are matched for two stages (instead of only the first).
However, choosing the tree structure based on the stability criterion alone might not be sufficient. As we have seen earlier in Section 16.3, the choice of tree structure affects the statistical properties of the simulated process sample and consequently might influence the optimal root node (initial implementable) decisions. For our portfolio optimization problem, for example, we are mainly interested in the root node portfolio recommendations as they are implemented at each portfolio rebalance in practice. An equivalent stochastic programme then will be solved at the next period to obtain the corresponding investment strategy and this process is repeated until the fund/product horizon is reached. It is therefore essential to ensure that the root node recommendations obtained from small-sample scenario trees are as close as possible to the true (though normally unobtainable) solutions. Care is needed to select a tree structure that does not introduce sampling bias to the root node recommendations.
For problems with low coupling 5 between stages, the choice of branching factor at the later stages does not affect the root node decision significantly. In this specific case, a left-heavy tree is preferred. The Pioneer problem without transaction costs fits into this setting. Only the wealth and shortfall values are propagated from one stage to another. At each time period, the optimal policy is to invest in the assets which give the best immediate risk-adjusted returns. To see this more clearly, the top row of Fig. 16 .2 compares the expected portfolio evolution of scenario trees 100-20-10-10 and 100-25-2-2. We intentionally keep the branching factors of the two tree structures to be approximately the same and vary the branching of the final two stages to see how branching at the later stages impacts the root node decisions. The root node decisions of the two trees are relatively similar, despite the considerable difference in the allocations at the final two stages (see the top row of Fig. 16.2) . This implies that the root node decisions are fairly independent of the subsequent decisions, i.e. the problem is weakly coupled. In the contrary case, when the coupling between stages is influential, it is not advisable to give up branching at the later stages for a heavy initial branching. The Pioneer problem with transaction costs is a good illustration. When transaction costs are present, there is a need to balance the objective of maximizing returns with minimizing the excessive transaction costs from large changes in portfolio holdings. The root node decisions become coupled to the decisions of the second stage, which in turn influence the decisions of the later stages. In this case, we have to ensure sufficient branching at each of the stages to minimize sampling bias. Otherwise, the propagation of the bias at the later stages to the root node (due to the strong coupling effect) might impair the performance of the optimization model.
Let us look at the following example. The bottom row of Fig. 16 .2 plots the initial investment strategies derived from the 100-20-10-10 and 100-25-2-2 scenario trees with transaction costs. The recommended allocation for the former is to invest heavily in the 4-year zero coupon bond (ZCB) whereas no investment in the ZCB is made for the 100-25-2-2 tree. When there are only two branches emanating from a node at the final two stages of the 100-25-2-2 tree, the optimal decisions of the corresponding nodes are to invest heavily in the REIT index (the asset with the highest return) as the risks are not sufficiently represented by the limited samples. This sudden change to highly risky assets from an initially more conservative portfolio makes the ZCB less attractive due to its higher transaction cost. As a result of the bias in the decisions at the last two stages, it follows that the recommended investment strategy of the 100-25-2-2 tree is riskier than that of the 100-20-10-10 tree 6 . Hence, even though a left-heavy tree is usually preferred, the degree of left-heaviness needs to be suitably adjusted, particularly for problems with high coupling between stages, so as to avoid introducing bias to the root node recommendations to be implemented.
Effectiveness of Scenario Generation Techniques
The aim of this section is to ascertain which of the probability metrics introduced above plays an important role in influencing the solution quality of dynamic stochastic programmes. The various sampling techniques are applied to generate scenario trees for the four-period Pioneer guaranteed fund problem (with transaction costs). The performance of the various methods is evaluated based on both the in-and out-of-sample criteria outlined in Section 16.4. We revert to β as the risk-adjusting parameter, as the maximum shortfall constraint applied previously may yield an infeasible problem in the out-of-sample tests. This might occur when a bad decision is made, causing the out-of-sample portfolio wealth to dip way below the barrier level for which no feasible investment strategy satisfying the maximum shortfall constraint exists. To clearly illustrate the effect of sampling error, we have deliberately chosen scenario trees with relatively small branching factors in which second-order local moment matching is just possible and no spurious arbitrages exist.
In-Sample Results
To investigate the effectiveness of various sampling techniques in improving the in-sample stability of a stochastic programme, we generate scenario trees of size 7-7-7-7 using these methods and compare the standard deviation of the corresponding solutions obtained from 100 repetitions (scenario trees generated using alternative simulation seeds). We consider problems of different risk attitudes by varying β from 0.001 to 0.60. The in-sample expected terminal wealth is plotted against the expected maximum shortfall for this range of β, forming the efficient frontiers shown in Fig. 16 .3. The two large crosses, respectively, correspond to the true solution for the two limiting cases, β := 0 and β := 1. The optimal strategy for β := 1 is to invest entirely in the highest yielding asset (REIT) at each stage, leading to the expected maximum shortfall and terminal wealth level given by the cross at the top right corner of Fig. 16.3 . In contrast, β := 0 corresponds to minimizing the expected maximum shortfall without any reward for achieving greater returns. The optimal investment strategy is then to hold a sufficient amount of ZCBs to pay the guaranteed amount upon maturity. The ZCB holding required for a guaranteed return of 2.8% per annum for four periods after taking account of transaction costs is approximately $100M (i.e. the (approximate) optimal investment strategy when β := 0 is 100% ZCB). This yields the cross at the lower left corner of Fig. 16.3 . The blue line corresponds to the frontier generated by solving a 100-20-10-10 tree of 200,000 scenarios generated using LHS/ICDF with second-order moment matching and no spurious arbitrages and is henceforth referred to as the large-sample tree reference in the sequel. Due to the upward bias in the in-sample terminal wealth estimates and the downward bias in maximum shortfall estimates, the various sampling methods produce efficient frontiers lying above the large-sample tree reference. Figure 16 .3 shows that the variance reduction techniques (i.e. moment matching and LHS/ICDF methods) and the Wasserstein-based heuristics help reduce this sampling bias over MC sampling. In particular, methods with second-order moment matching produce frontiers that are close to the large-sample tree reference. As the 7-7-7-7 tree involves only 2401 scenarios compared with 200,000 scenarios of the large-sample tree, substantial time and memory savings are achieved using these methods. Tables 16.4 and 16 .5, respectively, show the in-sample terminal wealth, maximum shortfall, and hitting probability and the root node allocations (initial portfolio returns and volatilities) for β := 0.075 (risk averse) and β := 0.60 (risk loving). In general, methods such as the SMWD algorithm, LHS/ICDF, and moment matching show improvement in the stability of the terminal wealth and maximum shortfall estimates over MC sampling. Significant improvement is observed for β := 0.6 when mean and covariance matching are applied. This is because at high β, the optimum policy is to invest in the highest return asset. As long as we ensure that the in-sample expected returns of the assets match their theoretical counterparts, we successfully suppress sampling error and improve stability. Note that the true conditional expected returns depend predominantly on the means and variances of the underlying Brownian motions. Therefore, substantial improvement is achieved by performing a simple mean-matching procedure. The operating range of the in-sample expected maximum shortfall is vastly different for these techniques as shown in Fig. 16.3 and Table 16 .4. In particular, the Wasserstein-based heuristics (SMWD, SC, and NR) yield much lower expected maximum shortfalls. This is due to the under-estimation of the underlying variance in the small sample approximations sampled using the SMWD algorithm (see (16.33)) which further leads on to an under-estimation of the in-sample portfolio risk.
The resulting under-estimation is evident in that the recommended allocations are relatively aggressive for low values of β. This under-estimation, as we have seen, may be reduced by performing second-order moment matching on top of these techniques to yield more conservative initial portfolio allocations. NR + mean-cov 38.6 (27.3) 61.4 (27.3) 6.77 (2.78) 6.75 (3.27) SC 80.3 (29.4) 19.7 (29.4) 11.13 (3.09) 12.26 (3.81) SC + mean 80.6 (28.3) 19.4 (28.3) 11.24 (2.99) 12.16 (3.54) SC + mean + cov 40.4 (29.5) 59.6 (29.5) 6.93 (3.03) 7.03 (3.57) LHS/ICDF 
Out-of-Sample Results
We now investigate how sampling error affects the out-of-sample performance of a DSP by performing telescoping-horizon pseudo-history backtests on 1000 out-ofsample scenarios generated using the LHS/ICDF method. For an unbiased comparison, the stochastic processes simulated are calibrated to the same parameters used for generating scenario trees for the in-sample experiments. These parameters are assumed to be non-changing over the time horizon we are interested in and the usual recalibration needed in practice is therefore not needed here.
The tree sizes at each roll-forward period are 7-7-7-7, 7-7-7, 7-7 , and 7 where the branching is intentionally kept low to investigate how inadequate sampling affects model performance. We compute the realized terminal wealth (sample average of the terminal wealth values) and realized maximum shortfall (sample average of the maximum deficits from the barrier levels) and plot the realized efficient frontier in Fig. 16 .4. The heavy frontier line corresponds to running the pseudohistory backtests with scenario trees of 10,000 scenarios. The tree structures are 10-10-10-10, 25-20-20, 100-100, 10 ,000 at each of the roll-forward periods. Since the number of scenarios in these trees are substantial, the realized frontier is therefore referred to as the large-sample tree reference frontier.
When a limited number of scenarios are used to represent the continuous path space of the stochastic processes in scenario-based stochastic programmes, the optimization process exploits every opportunity (spurious profits) presented in the small-sample trees, even when spurious arbitrage is ruled out.
MC sampling in particular is very susceptible to this. The over-optimistic exploitation results in a higher-than-average in-sample terminal wealth as previously seen in Fig. 16 .3 but a lower-than-average out-of-sample terminal wealth and excessive shortfalls shown in Fig. 16.4 . The other sampling techniques show significant improvements over MC sampling and their frontiers lie somewhat closer to the largesample tree reference.
Several interesting observations can be made by comparing the in-sample and out-of-sample efficient frontiers in Figs. 16.3 and 16.4,  respectively. An unbiased scenario generation technique will successfully replicate the in-sample performance in the out-of-sample tests. At high β, all methods (except MC sampling) yield terminal wealth and shortfall levels that are close to that predicted by the in-sample scenario trees. This is because the optimal policy is to invest in assets of the highest returns and a simple second-order moment matching, as previously explained in Section 16.5.2.1, is able to eliminate the sampling error to yield consistent portfolio allocation recommendations at each roll-forward period. However, for tight risk control regions (low β values), small sample bias becomes apparent as none of the techniques are successful in replicating the in-sample performance even for trees with 10,000 scenarios. The in-sample expected maximum shortfall is greatly underestimated in a small sample scenario tree, especially for the Wasserstein-based heuristics (SMWD, SC, and NR). The miscalculated risk results in an overly aggressive implementable root node portfolio, causing the realized maximum shortfall to deviate greatly from that predicted in-sample. Table 16 .6 shows the realized shortfall values. The out-of-sample maximum shortfall for β := 0.0075 ranges from $1.03M to $4.59M and these differ greatly Table 16 .6 Out-of-sample results for the telescoping horizon pseudo-backtests. The scenario trees are 7-7-7-7, 7-7-7, 7-7, and 7, respectively, at each roll-forward period from the in-sample estimates which are of the order of $0.1M. The in-sample estimation is definitely a poor estimation of the actual portfolio risk! Even though second-order moment matching is able to reduce this bias, the slight improvement is barely significant considering that the risk is still greatly under-estimated. This bias also prevails in the barrier hitting probability estimation. The out-of-sample hitting probability for a low β is about 32% for the 10,000 scenario trees. Even when using a scenario tree with 200,000 scenarios (the large-sample reference tree for the in-sample experiments, cf. Table 16 .4) the prediction from the in-sample scenario trees is only 6%! 7 Figure 16 .5 shows the out-of-sample wealth distributions of different roll forward to the horizon instances. The wealth distribution remains symmetrical at all stages for high β. However, for low β, it becomes increasingly skewed to the right as the stiffer penalty for dipping below the zero coupon barrier causes more conservative portfolio holdings. In summary, a limited sample size causes major under-estimation of the insample portfolio risk in tightly risk-controlled problems.
This results in practice in unwarranted risk taking and consequently leads to a degradation of fund performance. The sampling techniques studied here improve on the solution stability of the stochastic programme over MC sampling. Secondorder moment matching turns out to be the most suitable technique to be applied in the case of the Pioneer guaranteed return fund problem to reduce sampling error. However, these techniques fail to fully address the issue of bias in the root node recommendations when using a small set of scenarios to approximate the continuous path space. We look at how this problem might be tackled from another perspective in Dempster et al. (2010) .
Conclusion
Among the scenario generation methods, first-and second-order moment matching and stratified sampling are relatively computationally inexpensive. Among the Wasserstein-metric heuristics, SMWD requires the least computation. On the other hand, the complexity of nodal reduction algorithms increases substantially with the number of sample points. Investigation of the statistical properties of simulated processes illustrates that the Wasserstein distance is mainly driven by the number of samples used. Though SMWD yields the lowest Wasserstein distance for small-sample single-period trees, its comparative advantage over second-order moment matching disappears when applied to generating left-heavy multi-period trees. The latter yield much smaller deviation in second-order moments with comparable Wasserstein distance. Therefore, in terms of both moment and Wasserstein metrics, second-order moment matching proves to be an easy algebraic and yet effective method in reducing discretization error present in sampling.
A left-heavy tree generally yields a smaller Wasserstein distance. However, the degree of left-heaviness ought to be suitably adjusted to ensure sufficient branching at the later stages to avoid introducing discretization bias to the root-node recommendations, especially for stochastic problems with significant coupling between stages. The four-period Pioneer guaranteed return fund problem serves as an excellent case study to investigate the effect of sampling error in stochastic programmes. Empirical results show that all the techniques perform equally well, showing substantial improvement over standard Monte Carlo sampling. For problems with wealth maximization as the objective, simple moment matching is able to yield results close to the true solution as long as the expected returns of each asset are captured correctly in the scenario tree. However, for tight risk control, these techniques fail to alleviate a more prominent issue -underestimation of portfolio riskassociated with insufficient branching when a small sample scenario tree is used. The dearth of sample realizations causes an under-estimation of in-sample portfolio risk which results in unjustified risk taking in investment recommendations and impairs the performance of the fund using the model. Even though second-order moment matching helps alleviate this problem slightly, the remaining bias warrants attentive treatment of this issue in a companion paper (Dempster et al. 2010) .
Appendix: Pioneer Guaranteed Return Fund Model Formulation
The Pioneer guaranteed return fund model (Chapter 2, this volume) is a portfolio optimization of a closed-end fund with a nominal return guarantee of G per annum. At each period the model aims to maximize the performance of the fund taking into account the risk associated with falling short of the guaranteed value level. The formulation presented here follows closely (Chapter 2, this volume) except that we only impose transaction costs on the change in portfolio holdings. Selling the off-the-run bonds and replacing them with on-the-run bonds are assumed here not to incur any transaction cost. The model parameter and variable definitions are given in 
Liquidation Constraints
The financial portfolio is liquidated in cash at the final horizon for at least the guarantees to be paid to the clients: Wealth Accounting Constraints 
Portfolio Change Constraints
We calculate the portfolio change (in units) through the following constraints:
• Decrement in asset position 
Barrier Constraints
We use the wealth after rebalance to evaluate whether it is above the barrier. The wealth after rebalancing is used because in the real world where the product is sold to the client, the fund manager will need to liquidate the financial portfolio in cash to pay the clients at least the amount they are guaranteed. Taking transaction costs into consideration, this will drive the portfolio strategies to be more conservative.
• Shortfall constraint
(16.63)
• Maximum shortfall constraint
(16.64)
Non-anticipativity Constraints
The non-anticipativity of the decision variables are implicit once we represent the stochastic processes using the scenario tree format. Therefore, no additional constraints are required.
