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Abstract
Epidemic outbreaks in human populations are facili-
tated by the underlying transportation network. We
consider strategies for containing a viral spreading pro-
cess by optimally allocating a limited budget to three
types of protection resources: (i) Traffic control re-
sources, (ii), preventative resources and (iii) corrective
resources. Traffic control resources are employed to im-
pose restrictions on the traffic flowing across directed
edges in the transportation network. Preventative re-
sources are allocated to nodes to reduce the probability
of infection at that node (e.g. vaccines), and corrective
resources are allocated to nodes to increase the recovery
rate at that node (e.g. antidotes). We assume these
resources have monetary costs associated with them,
from which we formalize an optimal budget allocation
problem which maximizes containment of the infection.
We present a polynomial time solution to the optimal
budget allocation problem using Geometric Program-
ming (GP) for an arbitrary weighted and directed con-
tact network and a large class of resource cost functions.
We illustrate our approach by designing optimal traffic
control strategies to contain an epidemic outbreak that
propagates through a real-world air transportation net-
work.
1 Introduction
Designing strategies to contain spreading processes in
networks is a central problem in epidemiology and pub-
lic health [1], computer viruses [2], as well as security
of cyberphysical systems [3]. We consider the problem
of containing an epidemic outbreak in a weighted, di-
rected transportation network through the allocation of
a fixed budget. The budget can be invested into three
types of resources: (i) Traffic control resources, (ii) pre-
ventative resources, and (iii) corrective resources. Traf-
fic control resources are employed to impose restrictions
on the traffic flowing across (possibly directed) edges in
the transportation network. Preventative resources (i.e.
vaccines) are allocated to nodes to reduce the probabil-
ity of infection at that node, and corrective resources
∗The authors are with the Department of Electrical and Sys-
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(i.e. antidotes) are allocated to nodes to increase the
recovery rate at that node. These resources have mone-
tary costs associated with them, from which we formal-
ize an optimal budget allocation problem which maxi-
mizes containment of the infection for a fixed budget.
Although our primary focus is on epidemic control, the
proposed framework is also relevant in distribution of re-
sources to control many other spreading processes, such
as the propagation of malware in computer networks or
rumors in online social networks.
The structure of spatial interaction (social contact
topology) of the population plays a key role in epidemics
(e.g., SARS [4]). There are several models of spreading
mechanisms for arbitrary contact networks in the liter-
ature. A common feature in the analysis of spreading
models is the basic reproduction ratio1. The analysis
of this question in arbitrary contact networks was first
studied by Wang et al. [6] for a Susceptible-Infected-
Susceptible (SIS) discrete-time model. In [7], Ganesh
et al. studied the epidemic threshold2 in a continuous-
time SIS spreading processes. Similar analyses have also
been performed for a wide variety of spreading models
[8, 9]. Most papers in this area conclude that the spec-
tral radius of the network (i.e., the largest eigenvalue of
its adjacency matrix) plays a key role in the behavior of
the spreading process.
The main problem studied in this paper can be
stated as follows: Given a contact network (possibly
weighted and/or directed), resources which impose re-
strictions on the the contact network, and resources that
provide partial protection (e.g., vaccines and/or anti-
dotes), how should one allocate a fixed budget to these
resources to achieve maximal containment? Consider-
ing only the protection resources, this problem has been
addressed through a variety of heuristics. Cohen et al.
proposed a heuristic vaccination strategy called acquain-
tance immunization policy which is much more efficient
than random vaccine allocation, [10]. Borgs et al.
studied theoretical limits in the control of spreads in
1The basic reproductive ratio is defined as the average number
of secondary infections produced during an infected individual’s
infectious period, when the individual is introduced into a popu-
lation where everyone is healthy [5].
2A threshold on the infection rate to curing rate ratio, above
which epidemic occurs.
ar
X
iv
:1
31
0.
48
94
v1
  [
cs
.SY
]  
18
 O
ct 
20
13
undirected network with a non-homogeneous distribu-
tion of antidotes, [11]. Chung et at. studied a heuristic
immunization strategy based on the PageRank vector
of the contact graph, [12]. Wan et al. present a con-
trol theory based strategy for undirected networks us-
ing eigenvalue sensitivity analysis, [13]. This work is
related to [14], where the level of infection is minimized
given an undirected network and a fixed budget with
which to allocate corrective resources. In [15], a convex
formulation to find the optimal allocation of protective
resources in an undirected network using geometric pro-
gramming (GP). Linear-fractional programs are used in
a similar context to compute optimal disease awareness
strategies to contain spreading processes in social net-
works, [16].
In this paper, we propose a convex framework to
find the cost-optimal distribution of traffic, preventive
and corrective control resources. To our knowledge, this
work is the first to simultaneous allocation of hetero-
geneous resources on nodes and edges. Furthermore,
our approach produces an exact solution to the alloca-
tion problem–without relaxations or heuristics– in poly-
nomial time. Furthermore, this work applies to the
case of weighted and directed networks with noniden-
tical agents.
We organize our exposition as follows. In Section
2, we introduce notation and background needed in
our derivations. We introduce a stochastic model to
simulate viral spreading in Subsection 2.2, and state
the resource allocation problems considered in this
paper in Subsection 2.3. In Section 3, we propose a
convex optimization framework to efficiently solve the
allocation problems in polynomial time. Subsection
3.2, present the solution to the allocation problem for
strongly connected graphs. We illustrate our results
using a real-world air transportation network in Section
4. We include some conclusions in Section 5.
2 Preliminaries & Problem Definition
In the rest of the paper, we denote by Rn++ the set of
n-dimensional vectors with positive entries. We denote
vectors using boldface and matrices using capital letters.
I denotes the identity matrix and 1 the vector of all
ones. < (z) denotes the real part of z ∈ C.
2.1 Graph-Theoretical Background. A weighted,
directed graph (also called digraph) is defined as G :=
(V, E ,W), where V := {v1, . . . , vn} a set of nodes,
E ⊆ V × V is a set of directed edges, and W is an
edge weight function W : E → R++. We define the
in-neighborhood of node vi as N ini := {j : (vj , vi) ∈ E}
and the weighted in-degree of node vi as degin (vi) :=∑
j∈N ini W ((vj , vi)). A directed path of length l from
vi0 to vil is an ordered set of vertices (vi0 , vi1 , . . . , vil)
such that
(
vis , vis+1
) ∈ E for s = 0, . . . , l−1. A directed
graph G is strongly connected if, for every pair of nodes
vi, vj ∈ V, there is a directed path from vi to vj .
The adjacency matrix of a weighted, directed graph
G, denoted by AG = [wij ], is a n × n matrix defined
entry-wise as Aij = W((vj , vi)) if (vj , vi) ∈ E , and
Aij = 0 otherwise. We only consider graphs with
positively weighted edges; hence, the adjacency matrix
of a graph is always nonnegative. Conversely, given a
n×n nonnegative matrix A, we can associate a directed
graph GA such that A is the adjacency matrix of GA.
Finally, a nonnegative matrix A is irreducible if and
only if its associated graph GA is strongly connected.
Given a n × n matrix M , we denote by
v1 (M) , . . . ,vn (M) and λ1 (M) , . . . , λn (M) the set of
eigenvectors and corresponding eigenvalues of M , re-
spectively, where we order the eigenvalues in decreasing
order of their real parts, i.e., < (λ1) ≥ < (λ2) ≥ . . . ≥
< (λn). We call λ1 (M) and v1 (M) the dominant eigen-
value and eigenvector of M , respectively. The spectral
radius of M , denoted by ρ (M), is the maximum mod-
ulus of an eigenvalue of M .
2.2 Stochastic Modeling of Epidemic Out-
breaks. Introduced by Weiss and Dishon in [17], the
susceptible-infected-susceptible (SIS) model is a pop-
ular stochastic model to simulate spreading processes.
Wang et al. [6] proposed a discrete-time extension of
the SIS model to simulate spreading processes in net-
worked populations. Van Mieghem et al. proposed in
[9] a continuous-time version, called the N-intertwined
SIS model, and rigorously analyze the connection be-
tween the speed of spreading and the spectral radius of
the contact network. In our work, we consider a recent
extension to Van Mieghem’s model proposed in [18].
This model, called the heterogeneous N-intertwined SIS
model (HeNiSIS), presents the flexibility of allowing a
heterogenous distribution of agents in a networked pop-
ulation.
This HeNiSIS model is a continuous-time networked
Markov process with nodes being in one out of two
possible states, namely, susceptible (S) or infected (I).
The state of node vi evolves according to a stochastic
process parameterized by a node-dependent infection
rate βi, a node-dependent recovery rate δi, and the rate
of contact between vi and its neighbors. These contact
rates are quantified by the set of weights
{
wij , j ∈ N ini
}
.
The main novelty of the HeNiSIS model is that it allows
to consider the effect of a heterogeneous distribution of
parameters throughout the contact network. In Section
2.3, we shall assume that βi, δi, and wij are adjustable
by allocating protection resources to the nodes and
edges of the directed contact graph.
In the HeNiSIS model, the state of node vi at
time t ≥ 0 is a binary random variable Xi (t) ∈
{0, 1}. The state Xi (t) = 0 (resp., Xi (t) = 1)
indicates that node vi is in the susceptible (resp.,
infected) state. We define the vector of states as
X (t) := (X1 (t) , . . . , Xn (t))
T
. Using Kolmogorov
forward equations and a mean-field approach, one can
approximate the dynamics of the spreading process
using a system of n ordinary differential equations,
as follows. Let us define pi (t) := Pr (Xi (t) = 1) =
E (Xi (t)), i.e., the marginal probability of node vi
being infected at time t. Hence, the Markov differential
equation [19] for the state Xi (t) = 1 is the following,
dpi (t)
dt
= (1− pi (t))βi
n∑
j=1
wijpj (t)− δipi (t) . (2.1)
Considering i = 1, . . . , n, we obtain a system of nonlin-
ear differential equation with a complex dynamics. In
the following, we derive a sufficient condition for infec-
tions to die out exponentially fast. This ODE presents
an equilibrium point at p∗ = 0, called the disease-free
equilibrium. A stability analysis of this ODE around
the equilibrium provides the following stability result
[15]:
Proposition 2.1. Consider the nonlinear HeNiSIS
model in (2.1) and assume that AG ≥ 0 (entry-wise
nonnegative), and βi, δi > 0. Then, if
< [λ1 (diag (βi)AG − diag (δi))] ≤ −ε, (2.2)
for some ε > 0, then ‖p (t)‖ ≤ ‖p (0)‖K exp (−εt), for
some K > 0.
In the proof of Proposition 2.1 in [15], we
showed that the linear dynamical system p˙ (t) =
(BAG −D)p (t) upper-bounds the mean-field approx-
imation in (2.1); thus, the spectral result in (2.2) is a
sufficient condition for an initial infection to die out ex-
ponentially fast in the HeNiSIS model. Therefore, we
can use the above proposition to find an allocation of
resources able to shift the real parts of the eigenvalues of
diag (βi)AG − diag (δi) to the complex right half-plane.
2.3 Traffic Control Problem. Our objective in this
paper is to control the spreading of a viral outbreak by
distributing protection resources throughout the nodes
and edges of a contact network. We consider three types
of protection resources:
• Traffic-control resources resources that can be al-
located to the (directed) edges of the network.
This resource can be used to imposes restrictions
on the traffic flowing across edges of the trans-
portation network. In particular, allocating this
resource to edge (vj , vi) ∈ E has the effect of re-
ducing the weight of that edge in a prescribed in-
terval wij ∈
[
wij , wij
]
, where wij and wij are the
minimum and maximum feasible weights for edge
(vj , vi).
• Preventive resources, which can be allocated to the
nodes in the network to modify the infection rates.
This resource, when allocated to node vi, have the
effect of reducing the infection rate in the feasible
range βi ∈
[
β
i
, β¯i
]
.
• Corrective resources which can be used to increase
the recovery rate of node vi ∈ V in the range
δi ∈
[
δi, δ¯i
]
.
We consider these protection resources have an associ-
ated cost. We define three cost functions: (i) Traffic-
control cost functions hij (wij) for (vj , vi) ∈ E , (ii) vac-
cination cost functions fi (βi), and (iii) antidote cost
functions gi (δi), for i ∈ V. In the rest of the paper,
we assume that the traffic control function and the vac-
cination cost function, hij (wij) and fi (βi), are mono-
tonically decreasing w.r.t. βi and wij . Also, we assume
the antidote cost function gi (δi) to be monotonically
increasing w.r.t. δi.
In this paper we solve the budget-constrained al-
location problem: Given a total budget C, find the
best allocation of vaccines, antidotes and traffic-control
resources to maximize the exponential decay rate of
‖p (t)‖. Based on Proposition 2.1, the decay rate
of an epidemic outbreak is determined by ε in (2.2);
hence, we maximize ε (the decay rate) such that
‖p (0)‖K exp (−εt).
In mathematical terms, we formulate the budget-
constrained allocation problem as follows:
Problem 2.1. Given the following elements:
1. A (positively) weighted, directed network G =
(V, E ,W),
2. A set of cost functions {fi (βi) , gi (δi)}vi∈V and{hij (wij)}(vj ,vi)∈E ,
3. Bounds on the infection, recovery, and traffic rates
0 < β
i
≤ βi ≤ βi, 0 < δi ≤ δi ≤ δi, i ∈ V, and
0 < wij ≤ wij ≤ wij , (vj , vi) ∈ E, and
4. A total budget C,
find the cost-optimal distribution of traffic control re-
sources, vaccines and antidotes to maximize the expo-
nential decay rate ε.
In what follows we state the problem in terms of
traffic flows wij , infection and recovery rates, βi, δi.
Let us define the matrix decision variables WG := [wij ],
B = diag (βi), and D := diag (δi). Based on Proposition
2.1, we can state the budget-constrained problem as the
following optimization program:
max. ε,D,B,WG ε (2.3)
s.t. < [λ1 (BWG −D)] ≤ −ε, (2.4)∑
i,j
hij (wij) +
∑
i
[fi (βi) + gi (δi)] ≤ C, (2.5)
β
i
≤ βi ≤ βi, vi ∈ V, (2.6)
δi ≤ δi ≤ δi, vi ∈ V, (2.7)
wij ≤ wij ≤ wij , (vj , vi) ∈ E , (2.8)
where constraint (2.4) forces ε to be the exponential
decay rate, (2.5) is the budget constraint, and (2.6)-(2.8)
are the feasible ranges for the control decision variables.
In the following section, we propose an approach to
solve these problems in polynomial time for weighted
and directed contact networks, for a wide class of cost
functions fi, gi, and hij .
3 Geometric Programming for Traffic Control
The budget-constrained for weighted, directed networks
can be solved using geometric programming (GP) [20].
Before we present the details of our solution, we provide
some background on GP (a thorough treatment of GP
can be found in [21]).
3.1 Geometric Programming Background. Let
x1, . . . , xn > 0 denote n decision variables and define
the vector x := (x1, . . . , xn) ∈ Rn++. In the context of
GP, a monomial h(x) is defined as a real-valued function
of the form h(x) := dxa11 x
a2
2 . . . x
an
n with d > 0 and
ai ∈ R. A posynomial function q(x) is defined as a sum
of monomials, i.e., q(x) ,
∑K
k=1 ckx
a1k
1 x
a2k
2 . . . x
ank
n ,
where ck > 0. Posynomials are closed under addition,
multiplication, and nonnegative scaling. A posynomial
can be divided by a monomial, with the result a
posynomial.
In our formulation, it is useful to define the follow-
ing class of functions:
Definition 3.1. A function F : Rn → R is convex in
log-scale if the function
F (y) , log f (exp y) , (3.9)
is convex in y (where exp y indicates component-wise
exponentiation).
Note that posynomials (hence, also monomials) are
convex in log-scale [20].
A geometric program (GP) is an optimization prob-
lem of the form (see [21] for a comprehensive treatment):
minimize f(x) (3.10)
subject to qi(x) ≤ 1, i = 1, ...,m,
hi(x) = 1, i = 1, ..., p,
where qi are posynomial functions, hi are monomials,
and f is a convex function in log-scale3. A GP is
a quasiconvex optimization problem [20] that can be
converted into a convex problem. This conversion is
based on the logarithmic change of variables yi =
log xi, and a logarithmic transformation of the objective
and constraint functions (see [21] for details on this
transformation). After this transformation, the GP in
(3.10) takes the form
minimize F (y) (3.11)
subject to Qi (y) ≤ 1, i = 1, ...,m,
bTi y + log di = 0, i = 1, ..., p,
where Qi (y) , log qi(ey), F (y) , log f (exp y), and
bi = (b1,i . . . bn,i)
T
. Notice that, since f (x) is convex
in log-scale, F (y) is a convex function. Also, since
qi is a posynomial (therefore, convex in log-scale), Qi
is also a convex function. In conclusion, (3.11) is a
convex optimization problem in standard form and can
be efficiently solved in polynomial time [20].
As we shall show in Subsections 3.2, we can solve
Problem 2.1 using GP if the cost functions fi, gi, hij
are convex in log-scale. In practice, we model the
cost functions as posynomials (see [21], Section 8, for
a treatment about the modeling abilities of monomials
and posynomials), which are always convex in log-scale.
3.2 Traffic Control in Directed Networks. We
transform Problem 2.1 into a GP using elements from
the theory of nonnegative matrices. In our derivations,
we use Perron-Frobenius lemma [22]:
Lemma 3.1. (Perron-Frobenius) Let M be a nonnega-
tive, irreducible matrix. Then, the following statements
about its spectral radius, ρ (M), hold:
(a) ρ (M) > 0 is a simple eigenvalue of M ,
(b) Mu = ρ (M) u, for some u ∈ Rn++, and
(c) ρ (M) = inf
{
λ ∈ R : Mu ≤ λu for u ∈ Rn++
}
.
3Geometric programs in standard form are usually formulated
assuming f (x) is a posynomial. In our formulation, we assume
that f (x) is in the broader class of convex functions in logarithmic
scale.
Since a matrix M is irreducible if and only if its
associated digraph GM is strongly connected, the above
lemma also holds for the spectral radius of the adjacency
matrix of any (positively) weighted, strongly connected
digraph.
From Lemma 3.1, we infer the following results:
Corollary 3.1. Let M be a nonnegative, irreducible
matrix. Then, its eigenvalue with the largest real part,
λ1 (M), is real, simple, and equal to the spectral radius
ρ (M) > 0.
Lemma 3.2. Consider the adjacency matrix AG of a
(positively) weighted, directed, strongly connected graph
G, and two sets of positive numbers {βi}ni=1 and {δi}ni=1.
Then, λ1 (diag (βi)A− diag (δi)) is an increasing func-
tion w.r.t. βk (respectively, monotonically decreasing
w.r.t. δk) for k = 1, . . . , n.
Proof. In the Appendix.
From the above results, we have the following result
([20], Chapter 4):
Proposition 3.1. Consider the n × n nonnegative,
irreducible matrix M (x) with entries being either 0 or
posynomials with domain x ∈ S ⊆ Rk++, where S is
defined as S = ⋂mi=1 {x ∈ Rk++ : fi (x) ≤ 1}, fi being
posynomials. Then, we can minimize λ1 (M (x)) for
x ∈ S solving the following GP:
minimize
λ,{ui}ni=1,x
λ (3.12)
subject to
∑n
j=1Mij (x)uj
λui
≤ 1, i = 1, . . . , n, (3.13)
fi (x) ≤ 1, i = 1, . . . ,m. (3.14)
Based on the above results, we provide the following
solution to the budget-constrained problems, assuming
that the cost functions fi and gi are posynomials and
the contact graph G is strongly connected:
Theorem 3.1. Consider the following elements:
1. A strongly connected graph G = (V, E ,W),
2. Posynomial cost functions{fi (βi) , gi (δi)}vi∈V and{hij (wij)}(vj ,vi)∈E ,
3. Bounds on the infection, recovery, and traffic rates
0 < β
i
≤ βi ≤ βi, 0 < δi ≤ δi ≤ δi, i ∈ V, and
0 < wij ≤ wij ≤ wij, (vj , vi) ∈ E , and
4. A maximum budget C to invest in protection re-
sources.
Then, the optimal investment on vaccines and anti-
dotes for node vi to solve Problem 2.1 are fi (β
∗
i ) and
gi
(
∆ + 1− δ̂∗i
)
, where ∆ , max
{
δi
}n
i=1
and β∗i ,δ̂
∗
i are
the optimal solution for βi and δ̂i in the following GP :
min.λ,ui,βi,δ̂i,ti,wij λ (3.15)
s.t.
βi
∑n
j=1 wijuj + δ̂iui
λui
≤ 1, vi ∈ V, (3.16)∑
i,j
hij (wij) +
∑
i
[fi (βi) + gi (ti)] ≤ C, (3.17)
ti + δ̂i ≤ ∆ + 1, (3.18)
∆ + 1− δi ≤ δ̂i ≤ ∆ + 1− δi, (3.19)
β
i
≤ βi ≤ βi, vi ∈ V, (3.20)
wij ≤ wij ≤ wij , (vj , vi) ∈ E , (3.21)
Proof. First, based on Proposition 3.1, we have
that maximizing ε in (2.3) subject to (2.4)-(2.6) is equiv-
alent to minimizing λ1 (BAG −D) subject to (2.5) and
(2.6), where B , diag (βi) and D , diag (δi). Let us
define D̂ , diag
(
δ̂i
)
, where δ̂i , ∆ + 1 − δi and ∆ ,
max
{
δi
}n
i=1
. Then, λ1
(
BAG + D̂
)
= λ1 (BAG −D) +
∆ + 1. Hence, minimizing λ1 (BAG −D) is equivalent
to minimizing λ1
(
BAG + D̂
)
. The matrix BAG + D̂
is nonnegative and irreducible if AG is the adjacency
matrix of a strongly connected digraph. Therefore, ap-
plying Proposition 3.1, we can minimize λ1
(
BAG + D̂
)
by minimizing the cost function in (3.15) under the
constraints (3.16)-(3.20). Constraints (3.19) and (3.20)
represent bounds on the achievable infection and cur-
ing rates. Notice that we also have a constraint as-
sociated to the budget available, i.e.,
∑n
k=1 fk (βk) +
gk
(
∆ + 1− δ̂i
)
≤ C. But, even though gk(δk) is a poly-
nomial function on δk, gk
(
∆ + 1− δ̂k
)
is not a posyn-
omial on δ̂i. To overcome this issue, we can replace
the argument of gk by a new variable tk, along with
the constraint tk ≤ ∆ + 1− δ̂k, which can be expressed
as the posynomial inequality,
(
tk + δ̂k
)
/
(
∆ + 1
) ≤ 1.
As we proved in Lemma 3.2, the largest eigenvalue
λ1 (BA−D) is a decreasing function of δk and the anti-
dote cost function gk is monotonically increasing w.r.t.
δk. Thus, adding the inequality tk ≤ ∆+1− δ̂k does not
change the result of the optimization problem, since at
optimality tk will saturate to its largest possible value
tk = ∆ + 1− δ̂k.

4 Numerical Results
We analyze data from a real-world air transportation
network and find the optimal traffic control strategy
to prevent the viral spreading of an epidemic outbreak
that propagates through the air transportation network
[23]. For clarity in our exposition, we limit our con-
trol actions to regulate traffic in the edges of the air
traffic network, keeping the infection and recovery rates
fixed (although we could use the GP in Theorem 3.1 to
control, simultaneously, traffic, prevention and correc-
tion resources). The air transportation network under
analysis spans the major airports in the world, in par-
ticular, those having an incoming traffic greater than 10
million passengers per year (MPPY). There are 56 such
airports world-wide and they are connected via 1, 843
direct flights, which we represent as directed edges in a
graph weighted graph. The weight of each directed edge
represents the number of passengers taking that flight
throughout the year (in MPPY units).
In our simulations, we consider the following values
for the infection and recovery rate: δi = 0.1 and βi =
0.033, for i = 1, . . . , 56. In the absence of traffic-control
resources, the matrix BAG − D in (2.2) has its largest
eigenvalue at λ1 (βiAG − δiI) = 0.21 > 0; thus, the
disease-free equilibrium is unstable and a random initial
infection can propagate through the air transportation
network. We now find the optimal allocation of traffic
control resources to stabilize the disease-free equilibrium
to protect the population against an epidemic outbreak
propagating through the air traffic infrastructure.
In our simulations, we consider the case in which we
can control the traffic flowing in a particular directed
edge by investing on protection resources on that edge.
For example, the authority responsible for traffic man-
agement can decide to reduce the number of passengers
flying in a particular flight. This measure has the cost
of compensating those passengers forced to miss their
flight. In our simulations, we consider the following traf-
fic cost functions:
hij (wij) = p
(
w
−1/p
ij − w−1/pij
)
. (4.22)
In Fig. 1, we plot this cost function for wij = 1 and
p = 2, where the abscissa is the amount invested in
traffic control on a particular edge and the ordinates
are the traffic rate achieved by the investment. Notice
that in the absence of investment, the achieved traffic
is wij . As we increase the amount invested on traffic
control on a particular edge (vj , vi), the traffic rate wij
of that edge is reduced. Notice that the cost function
chosen in our experiment presents diminishing marginal
benefit on investment. Moreover, we also impose a lower
bound on the amount of traffic allowed in each flight.
In particular, the competent authority can force up to
Figure 1: Traffic rate achieved at edge (vj , vi) after an
investment on traffic control (in abscissas) is made on
that edge.
80% of the passengers of a flight to stay on the ground.
Therefore, the lowest possible amount of traffic on an
edge corresponds to wij := 0.2wij .
Using the air transportation network, the param-
eters, and the cost functions specified above, we solve
both the budget-constrained allocation problem using
the geometric program in Theorems 3.1. The solution
of the budget-constrained allocation problem is sum-
marized in Fig. 2. In the left subplot, we represent the
colormap of the adjacency matrix of the air transporta-
tion network under study. The color of each pixel in
this plot corresponds to the value of wij , the maximum
achievable traffic in each edge, measured in MPPY. To
each one of the 56 airports under study, we have asso-
ciated a number which corresponds to its ranking with
respect to incoming traffic in the airport. In the middle
plots of Fig. 2, we represent the incoming traffic (above)
and out-going traffic (below) for each one of the airports
under consideration.
Using Theorem 3.1, we solve the budget-constrained
allocation problem with a total budget of 300 units.
With this budget, we achieve an optimal exponential
decay rate of ε∗ = 0.021. The corresponding allocation
of traffic-control resources over the set of directed edges
is summarized in the right subplot of Fig. 2. The color
of the (i, j) pixel in the colormap represents the amount
of control resources invested on edge (vj , vi). A dark
blue pixel corresponds to the absence of investment on
controlling that edge; thus, the traffic through that edge
is not modified and the flow of passengers is equal to
wij (the maximum possible flow). A dark red pixel
corresponds to a normalized value of investment equal
to one. This value corresponds to a saturation of traffic
control resources in that edge. In other words, a dark
Figure 2: In the left subplot, we represent the colormap of the adjacency matrix of the air transportation network
under study. In the middle plots of Fig. 2, we represent the incoming traffic (above) and out-going traffic (below)
for each one of the airports under consideration. In the right subplot, we include a colormap corresponding to
the optimal allocation of traffic-control resources over the set of directed edges.
red (i, j) pixel indicates that the flow of passengers
through edge (vj , vi) has been reduced to the minimum
possible value, which we have chosen to be wij = 0.2wij .
Notice how, the optimal traffic pattern represented in
the right subplot indicates a nontrivial distribution of
resources throughout the edges of the transportation
network.
The resulting pattern of investment on traffic-
control resources is not trivially related with any of the
centrality measures popularly considered in the litera-
ture. In Fig. 3, we plot the relationship between the
amount invested on an edge and a measure of the edge
centrality. Although there are some measures of edge
centrality in the literature, the concept of node central-
ity is better developed. We consider in our illustrations
two measures of edge centrality based on the centralities
of the nodes connected by the edge. In particular, we
consider both the eigenvector and the PageRank cen-
tralities of the nodes in the network [24]. Denoting by
vi and ri the eigenvector and the PageRank centralities
of node vi ∈ V, we define the corresponding eigenvector
and PageRank centrality of an edge (vj , vi) as vij = vivj
and rij = rirj . In the left and center subplots in Fig.
3, we include two scatter plots where each point repre-
sents an edge in the transportation network. The ab-
scissas in those plots are the eigenvector and PageRank
centralities of each edge, vij and rij respectively, and
the ordinates are the amount of traffic-control resources
invested on that edge. We observe that there is no triv-
ial law relating the optimal investment on an edge with
these edge centrality measurements. For example, we
observe in Fig. 3 how some flights connecting airports
of low centrality receive higher investment on protec-
tion than other flights connecting airports with higher
centrality.
Finally, we also included in the right subplot of
Fig. 3 a bar plot describing the variation in the
achieved rate of containment as a function of the total
investment budget. Observe how, for initial values
of investment, we achieve a drastic decrease in the
containment rate λ1. This decrease flattens out as we
increase the total budget allocated, since the traffic
cost function, hij , used in our simulations presents a
diminishing marginal benefit on investment. We also
observe that the bar diagram becomes completely flat
for a level of investment over 900 monetary units. This
level corresponds to a saturated level of containments
in which all flights have been controlled to have a flow
equal to wij = wij = 0.2wij .
5 Conclusions
The problem of allocating protection resources to con-
tain spreading processes has been studied for the case of
weighted, directed networks. Relevant applications in-
clude the propagation of viruses in computer networks,
cascading failures in complex technological networks,
and the spreading of epidemics in human populations.
Three types of resources has been considered: (i) Traffic
control resources which constrain the flow over edges in
the contact graph, (ii) preventive resources which ‘im-
munize’ nodes against the spreading (e.g. vaccines), and
(iii) corrective resources which neutralize the infection
after it has reached a node (e.g. antidotes). We assume
that all resource types have an associated cost (which
may vary between nodes or edges). Using the budget-
constrained allocation problem, we have found the opti-
mal allocation of resources that contains the spreading
process with a fixed budget. Our solution is built on
Figure 3: Results from the budget-constrained allocation problem. From left to right, we have (a) a scatter plot
with the investment on traffic control versus the eigenvector centrality of each edge, (b) a scatter plot with the
investment on traffic control versus the PageRank centrality of each edge, and (c) bar plot describing the variation
in the achieved rate of containment as a function of the total investment budget.
a convex optimization framework, specifically Geomet-
ric Programming (GP), which allows us to solve this
problem exactly–without relaxations or heuristics–for
weighted and directed networks of nonidentical agents in
polynomial time. A key feature of the GP approach is
that resource allocations of all three types are optimized
simultaneously, even in the case where the resource cost
functions are heterogeneous throughout the network.
We have demonstrated our optimal protection strat-
egy for the case of a hypothetical world-wide pandemic,
spread via the air transportation network. The study
has been limited to the airports with the highest passen-
ger traffic worldwide. Given this network, we have com-
puted the optimal resource allocation to protect against
such an epidemic. Our simulations indicate nontrivial
traffic restriction and resource allocation patterns which
cannot, in general, be captured using simple heuristics.
Appendix.
Proof of Lemma 3.2. We define the auxiliary matrix
M , diag (βi)A− diag (δi) + ∆I, where ∆ , max {δi}.
Thus, λ1 (M) = λ1 (diag (βi)A− diag (δi)) + ∆. Notice
that both M and MT are nonnegative and irreducible if
G is strongly connected. Hence, from Lemma 3.1, there
are two positive vectors v and w such that
Mv = ρv,
wTM = ρwT ,
where ρ = ρ (M) = λ1 (M), and v, w are the right
and left dominant eigenvectors of M . From eigenvalue
perturbation theory, we have that the increment in the
spectral radius of M induced by a matrix increment
∆M is [25]
ρ (M + ∆M)− ρ (M) = wT∆Mv + o (‖∆M‖) . (5.23)
To study the effect of a positive increment in βk
in the spectral radius, we define ∆B = ∆βkeke
T
k , for
∆βk > 0, and apply 5.23 with ∆M = ∆BA. Hence,
ρ (M + ∆M)− ρ (M) = ∆βkwTekeTkAv + o (‖∆βk‖)
= ∆βkwka
T
k v + o (‖∆βk‖) > 0,
where aTk = e
T
kA and the last inequality if a consequence
of ∆βk, wk, and a
T
k v being all positive. Hence, a
positive increment in βk induces a positive increment
in the spectral radius.
Similarly, to study the effect of a positive increment in
δk in the spectral radius, we define ∆D = ∆δkeke
T
k , for
∆δk > 0. Applying 5.23 with ∆M = −∆D, we obtain
ρ (M + ∆D)− ρ (M) = −∆δkwTekeTk v + o (‖∆δk‖)
= −∆δkwkvk + o (‖∆δk‖) < 0.

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