A lightweight visual compass system is presented as well as a direct method for estimating sun direction and its covariance. The optical elements of the system are described enabling estimation of sky polarization in a FOV of approx.
Introduction
Scattering of sun light in the atmosphere creates a characteristic polarization pattern in the sky that is symmetric with respect to the position of the sun. The degree of polarization increases with angular distance from the sun up to 90
• and decreases for larger angles [4, 13] . The orientation of the predominantly linearly polarized light is perpendicular to the observer-sun axis. If the expected sun position in a geo-referenced frame for given date and location is known, the estimated position of the sun can be used as an absolute compass. Having some kind of compass is essential for long range path integration or odometry as otherwise small errors in the estimated heading direction soon add up, rendering any directed navigation impossible [3] .
Honey-bees and many other insect species, like desert ants, are known to have a specialized region in the upper part of their eyes with photoreceptors sensitive to polarization and it has been shown that they use the polarization pattern of the sky as a compass cue [11] . The indirect approach based on the sky polarization pattern can estimate sun direction even if the sun itself is not visible, e.g. due to occlusion by clouds or trees.
Compass systems based on the polarization have been used on air planes traveling along or close to the north pole. In this region polarization information is particularly useful during winter as the polarization pattern is strongest 90
• away from the sun and continues to be detectable after sun set, i.e. when sun is below the horizon. It has even been discussed whether Vikings could have used sky polarization to guide navigation on open sea [8] .
Having a compass system that operates independent of the magnetic field of the earth is also advantageous for mobile robots, since magnetic compasses can be easily be disturbed by nearby magnetic objects or electrical devices.
Previous Work
In recent years, a number of devices have been built that allow to measure polarization of sky light [12] . Those actually used on robots have usually small FOV and estimate sun azimuth only [5, 2, 22] . Horváth et al. [10] proposed a full-sky polarization sensor consisting of three cameras. Another three-camera system having smaller FOV was described in [22] . A considerably smaller four-camera system has been presented in [20] . The use of multiple cameras make such devices heavy and expensive. Furthermore, cameras have to be synchronized to be applicable to moving platforms. Alternatively, cameras with builtin beam splitters and multiple sensors have been proposed [18] , which are usually expensive and bulky. Also, special image sensors have been designed that have pixels with different polarization sensitivity [17, 12] . In contrast, the device presented in this paper is based on a single standard VGA CMOS sensor. While there are several alternative approaches for obtaining polarization information with a single camera sensor, e.g. [9, 15, 23] , a particularly small and lightweight solution is described in the following section.
The proposed direct method for determining the direction of the sun improves the approach of [20] by removing the bias and, more importantly, provides an estimate of the covariance matrix. 
Polarization Sensor

Design criteria
As the polarization pattern of the sky changes smoothly (at least for an unobstructed view of the clear sky) there is no need for very high resolution. Nevertheless, reasonably resolution is advantageous in situations where, for instance, trees or buildings leave only small patches of clear sky and averaging over clear sky and non-sky regions would result in poor local estimates of sky polarization. For similar reasons and in order to estimate the full sun vector, i.e., both sun azimuth and elevation, the field of view should not be small. This is particularly important if it cannot be assumed that the sensor is oriented vertically, e.g. stabilized by a gimbal, when used on a highly dynamic platform. For application on a Micro Aerial Vehicle (MAV) with very limited payload low weight and small size are key features.
As described in the following these criteria were met by using a VGA resolution camera sensor with 3 lenses, each lens with a linear polarizer of different orientation attached. The polarization camera is lightweight (about 28 g for lenses and housing, including camera sensor board) and can be easily carried by MAVs, see Fig. 1 .
Optical setup
The polarization sensor basically consists of a standard board level computer vision camera (PtGrey, now FLIR, Firefly MV 0.3 MP Color USB 2.0, max. resolution 752 × 480 pixels) with a f = 5 mm S-mount lens and a small custom-built cylindrical optical assembly (see Fig. 2 ). The latter includes three plano-concave lenses with differently oriented linear polarizers (orientations differ by 120
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could produce blurred images. This effect is ameliorated by a small aperture of the camera lens (pinhole aperture).
A debayered but otherwise unprocessed image recorded with the polarization camera is shown in Fig. 3 a. 
Calibration and Remapping
The sub-cameras, i.e. the optical pathways creating the three sub-images, were calibrated with the DLR-CalDe/ CalLab tool [19] based on a pinhole camera model with two radial distortion parameters. Using the calibration results the three sub-images can be remapped in a way that a b • (periphery) along radial lines (assuming the camera axis is aligned with gravity and lenses are viewing the sky). projects distant objects (objects with distance to the camera distance between the centers of the plano-concave lenses, approx. 8 mm) to the same pixel coordinates in each of the three resulting images, i.e. corresponding pixels in each of the three images cover the same solid angle on the viewing sphere, see Fig. 3 b. A projection with constant radial resolution of res = 0.5
• /px was selected. The mapping between a point in one of the three polarization images with coordinates (u i , v i ) and the viewing direction e i is described by
where u c , v c are the coordinates of the image center, azi i and ele i are azimuth and elevation angle of e i .
Mapping of polarization pattern to image plane
Assuming a linear transfer function between the number of absorbed photons (collected electrons) and the pixel value I, which is correct for most camera sensors if gamma correction is disabled, then the pixel value for partially linearly polarized light passing a linear polarizer oriented at angle φ k is given by (see, e.g. [1] )
I 0 is the average pixel value, δ the degree of polarization and φ the angle of the polarized light. The parameters can be estimated if there are measurements, i.e. pixel values I k , for at least three different polarizer angles by minimizing
For K polarizers with angles equally distributed in [0, 2π), the solution is
where
The polarizer angles φ k were measured with respect to the camera frame by turning a light source with partially polarized light of known polarization angle. The estimated values are φ 1 = 106.7
• , φ 2 = 226.7
• and φ 3 = 346.7
• . Note that due to the small aperture of the camera lens, vignetting is not of major concern and currently not corrected. Even in case of stronger vignetting, intensities of 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 . Simplified schematic drawing of the mapping of a point on the "sky sphere" onto the image plane. The x and y axes are parallel to the u and v coordinate axes defining the camera frame. As light is a transverse, electromagnetic wave, the polarization vector p at a position on the sky sphere is orthogonal to the corresponding direction vector e and a local coordinate system can be defined using e, e ⊥ , e ; e is a unit vector tangent to the great circle through the position and the zenith, pointing upwards, i.e. e ez ≥ 0, and e ⊥ = e × e. The local sky polarization angle is given by α = arccos(e p), i.e. the angle between the polarization vector and the great circle. corresponding pixels would be reduced by similar factors and degree and angle of polarization would not be affected.
As depicted in Fig. 4 the polarization vector at viewing direction e i can be expressed as
The vectors e ⊥,i and e ,i are defined as
Note that, since polarization has no direction but just orientation, either p i or −p i can be used. From the polarization angle φ i in the image plane as determined from the three polarization images using Eq. (9), the sky polarization angle α i can be computed (see Fig. 4 ),
Combining Eqs. (9), (10) and (13), the unit polarization vector p i = p(u i , v i ) for each viewing direction e i = e(u i , v i ) can be calculated from the corresponding pixel values in the three polarization images,
Estimation of sun vector and its covariance
In this section a direct method for estimating the sun vector and its covariance matrix is described. The approach of [20] is enhanced by (1) removing the bias and by (2) estimating the covariance matrix, which is essential for assessing the reliability of measurements and for fusion with data from other sensors, e.g. from an IMU.
According to the Rayleigh model, the sun is in the center of the polarization pattern and all polarization vectors {p i } i=1,2,...,N are perpendicular to the "sun vector" s, a unit vector pointing from the observer to the sun, i.e. p i s = 0. In real situations this holds only approximately and one can minimize, under the constraint s = 1, the weighted sum
instead, whereP = 1 i wi i w i p i p i is the "polarization matrix". Minimizing Eq. (14) under the constraint s 2 = 1, which can be expressed using Lagrange multiplier λ, leads to an eigenvalue problem,
and the sun vector s is the eigenvector of matrixP corresponding to the smallest eigenvalue. So far, the approach of [20] has been summarized and the notation introduced. Before describing the main contributions of the paper for enhancing sun vector estimation it should be noted that E(s) defined in Eq. (14) can also be interpreted as the (weighted) average squared deviation angle Δ 2 from the ideal 90
• between the sun vector and the polarization vectors,
Bias removal
Solving Eq. (17) can result in biased estimates of the sun vector as shown in the following. Considering the simplest case of independent and identically distributed zero-mean noise added to each component of the "true" polarization vectors p 0i , i.e. assuming the measured polarization vectors to be p i = p 0i + Δp i , the expected polarization matrix is
wherew i = wi i wi .P 0 = iw i p 0i p 0i is the error-free polarization matrix andn = iw i (1 − e i e i ) the noise matrix that leads to a biased estimate, unless it is proportional to the identity matrix. The transformation (*) is based on the fact that due to the transverse polarization of light the polarization vectors p i and therefore also the error vectors Δp i are orthogonal to the viewing direction e i .
As an informative example, matrixn can be computed for the special case w i = 1 ∀i in dependence on the FOV of the camera, defined by parameter 2θ. With the leveled camera pointing upwards this means that the minimum elevation angle is ele min = 90
• − θ. Approximating the sum by an integral in spherical coordinates and assuming equally distributed viewing directions on the sphere, described by density function D(azi, ele) = 
As shown in Fig. 5 , the difference of A(θ) and B(θ) is more pronounced, and a bias reduction therefore more important, for small FOV.
Pre-whitening of the polarization matrix
If a symmetric (positive definite) matrixP is the sum of two symmetric matrices,P =P o +Δn, whereΔn contains non-zero-mean noise, so that P =P o + σ 2n , then, as described by [16] , matrix pre-whitening [14] can be used in From the eigenvaluesλ and eigenvectorsṽ of P = n −1/2P on −1/2 + σ 2Î , defined by solving
one can calculate the eigenvectors of matrixn
o to bê n −1/2ṽ :
Note thatn −1/2ṽ is eigenvector ofn
−1P
o and, in general, not ofP o . However, as stated in [14] , sinceP 0 is noisefree, its minimum eigenvalue is 0 and thus the corresponding eigenvector is also eigenvector of matrixn 
Covariance of estimated sun vector
In the following the covariance matrix Δs Δs will be derived for the unbiased estimate of the sun vector s = 1 n −1/2ṽ n −1/2ṽ , whereṽ is the eigenvector corresponding to the smallest eigenvalueλ of matrixP = n −1/2Pn−1/2 =n −1/2 (P 0 +Δn)n −1/2 =P 0 +Δn.
Due toΔn,ṽ deviates from eigenvectorṽ 0 ofP 0 corresponding to eigenvalue 0, i.e.ṽ =ṽ 0 + Δṽ. Adapting the approach of [21] the error vector in first order approximation is given by
1 andṽ 2 are the eigenvectors ofP orthogonal toṽ,λ 1 and λ 2 the corresponding eigenvalues (λ 1 , λ 2 > λ). Note that the error vector Δṽ is orthogonal toṽ.
Starting fromn
=s + Δs, the error of the sun vector is
Combining Eqs. (34) and (36), the covariance matrix can be approximated (after some algebraic manipulations) by
Δs Δs ≈Qs Δ nss Δ n Q s ,
whereQs = (1 −ss )n −1/2Mn−1/2 . Assuming independent and identically distributed errors in the components of the polarization vector, it can be shown that
Weighting scheme
In order to obtain robust estimates of sun vector and covariance matrix, it is important to provide suitable weights w i . Currently, the following heuristic weighting scheme is used:
where Θ(.) is the Heaviside step function. The rationale behind w i ∝ (I 0i δ i ) 2 for I 0i δ i < (I 0 δ) max , Eq. (40), is that polarization vectors can be estimated more reliably for both larger degree of polarization and average intensity since I 0i δ i is the intensity amplitude due to polarized light, see Eq. (5). (Note that I 0i δ i = S 2 i + C 2 i , see Eq. (8)). The threshold value (I 0 δ) max avoids single outliers having extremely high weights. Outliers can be, for instance, due to very close objects (see below) or simply dirt on one of the lenses. The factor Θ(1 − δ) excludes "unphysical" degrees of polarization estimated using Eq. (8). δ > 1 can happen for very close objects, where, because of the distance between the three lenses, intensity differences are not due to polarization but due to viewing slightly different points in space. Note that since there are just three measurements (I 1i , I 2i , I 3i ) for each direction i, all parameter values estimated using Eqs. (7)-(9) will result in E(I 0 , δ, φ), Eq. (6), being zero. For more than K = 3 measurements, e.g. when using 4 lenses with different polarizer orientation, a large error E(I 0 , δ, φ) could reveal such issues more reliably.
Eq. (41) excludes over-exposed pixels from the estimation. The third factor in Eq. (39), w ν i , is based on the idea that the red channel value of a RGB pixel should not be significantly higher than the blue channel value for patches of clear sky. In the current implementation w 
Estimation of noise level
As an estimate for the "noise level" σ in Eq. (38) one could take the square root of the smallest eigenvalue ofP since
In order to account for deviations from the independently and identically distributed error model, Eq. (42) has to be extended and the heuristic approach
is used. The parameters are set to C 0 = 10 and C 1 = 10 6 , which is about 1% of the maximum sum of weights
. This is motivated by the fact that larger deviations from the true sun vector are more likely if the sum of weights is low.
Experiments and results
For the experiments described in this section, I 1i , I 2i , I 3i were set to the blue channel of the three remapped images.
Exposure control. In order to avoid larger regions of the image being over-or underexposed a simple exposure control was realized. Note that since the 3 sub-images cover only part of the sensor, the built-in auto-exposure of the camera can not be used as it would result in overexposed polarization images. The exposure control tries to ensure that only 1% of pixels in the 3 sub-images have values equal to I sat . In case of more than 1% overexposed pixels the exposure time is reduced by factor 0.5, otherwise the maximum pixel value I max is examined. If it is 10% below a certain threshold I th (250 in the current implementation) the exposure time will be set to T exp = I th /I max T exp , where T exp is the current exposure time of the camera.
Test on a turn table under clear sky
In the first test, the polarization camera was mounted on a turn-table and rotated in steps of about 30 degrees. Data was recorded under clear sky in the evening with sun at 19
• elevation angle. Sun vectors were estimated with and without bias removal for the full 56
• FOV of the polarization system and for a reduced FOV of just 5
• , where only the central pixels (corresponding to elevation angles ≥ 87.5
• ) were used, see Fig. 6 . Standard deviations for azimuth and elevation angle were calculated from the estimated covariance matrices by determining the width of the "error ellipse" along horizontal and vertical axes, which in most cases were close to the minor and major axes of the ellipse. The error ellipse is the projection of the covariance matrix onto the plane orthogonal to the estimated sun vectors. Note thats is eigenvector of the covariance matrix for eigenvalue 0, see Eq. (37).
The results in Fig. 6 a demonstrate that the described bias reduction can significantly improve the estimation of the sun vector, particularly the sun elevation angle, for small FOV. For 5
• FOV, the median deviation of the estimated from the true elevation angle of the sun could by reduced by more than 50 % (from approx 10
• without to approx 4.5
• with bias reduction). However for the full 56
• FOV of the polarization sensor the improvement due to bias reduction is negligible under these ideal conditions. While the estimated azimuth angle follows the 30
• steps very reliably even for small FOV, the estimation of the elevation angle benefits from larger FOV.
Test in complex scene, with tilting and IMU
While only the azimuth angle of the sun is needed on a leveled platform to provide compass information, the situation is more complex on a tilted platform or even on a highly dynamic system like a MAV. Since the polarization pattern is symmetric with respect to the sun, the sun vector on its own is not sufficient to provide meaningful orientation information. However if the tilt angle is known, e.g. by visual detection of the skyline or from measurements of an IMU, all rotational DOFs can be determined, in case the full sun vector (azimuth and elevation angle) has been determined.
In the second test, where the polarization sensor was turned around horizontal axes, measurements of an attached IMU (see Fig. 1 ) were used to compensate for tilt. If the rotation between the camera and the IMU described by matrix R cam IMU is known, e.g. estimated using an IMU to camera calibration procedure [6, 7] , then the transformed sun vector in the leveled reference frame is given by R pitch andR roll are the roll and pitch rotation matrices in the IMU frame. In case uncertainties due to the IMU measurements can be neglected, the covariance matrix can be transformed accordingly, • FOV; compare points in red and blue (biased estimator) for elevation angle and in green and black (biased estimator) for azimuth. Note that the range of the y-axis has been limited to [−100
• , 100 • ] to enhance visibility. b) The gain in accuracy using bias removal is small for the full 56
• FOV. The deviation from true sun elevation angle (dashed red line) is probably due to a non-perfectly leveled tripod. Data was recorded under trees which, depending on the tilt angle, resulted in significant occlusion of the sky. The results of this experiment are shown in Fig. 7 . Detailed examples corresponding to frame no. 1 (no tilt, large patches of clear sky) and frame no. 30 (tilt angle 30
• , high level of occlusion) are illustrated in Figs. 8 and 9. As expected, the complex situation shown in Fig. 9 leads to uncertain estimates that are reflected in the larger size of the main axes of the error ellipse.
Conclusion and future work
The experiments have proved the polarization compass and the proposed direct method to be effective. It has also been shown that the system, if combined with an IMU, can provide accurate orientation information even when tilted. In future work, a tight integration of the polarization compass and an IMU in a filter-based framework will be realized, allowing to use the combined system on highly dynamic MAVs. • pitch angle (frame no. 30). Sub-figures as in Fig. 8 . Note the smaller weights and the "noisy" pattern of the sky polarization angles. Also note that, compared to the situation shown in Fig. 8 , the sun is now much closer to the center of the image due to the tilt of the camera, and that the estimated sun position error is much higher.
