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Introduction
Treatment planning dose calculations of proton therapy require conversion of each voxel of the computed tomography (CT) scan into proton stopping power ratios (SPRs) relative to water [1] . However, since photons and protons interact differently inside the human body, there is no direct correspondence between CT numbers and SPRs. The uncertainty of the conversion from CT numbers to SPR may lead to proton range errors up to 3.5% [2] . It is therefore important to estimate the SPR accurately to reduce treatment margins and to exploit the full potential of proton therapy.
The use of dual-energy CT (DECT) was investigated [3, 4] already a few years after the introduction of the CT scanner [5] . Both Alvarez and Macovski [3] and Rutherford et al. [4] observed that the linear attenuation coefficient, l, could be separated into terms describing the two main interaction processes for X-ray photons in the energy range used in diagnostic CT: Photoelectric absorption and Compton scattering. Material decomposition can therefore be performed when having attenuation measurements at two different energies [6] . The decomposition schemes proposed by Alvarez and Macovski [3] and Rutherford et al. [4] gested basis functions and in the sense that Alvarez and Macovski based their estimation scheme on the projection data directly obtained from the CT scan and then reconstructed these basis images, whereas Rutherford et al. relied on reconstructed CT data of the linear attenuation for their estimations. These two approaches can be categorized as projection-based and image-based methods, respectively. The main difference in the approaches is therefore the order of the decomposition and the reconstruction step. In projection-based methods, material decomposition is performed prior to image reconstruction, and for image-based methods the decomposition takes place after image reconstruction.
Both projection-based and image-based approaches can be further divided into two main types: Type (1) Model-based: prior knowledge of source energy spectra and detector response is required to solve analytically the system of equations; Type (2) Calibration-based: X-ray measurements of materials with known properties are performed to obtain parameters that characterize the energy spectra and the detector response.
Several algorithms based on DECT have been proposed to predict the SPR or the intermediate variables required to compute the SPR, e.g., the relative electron density (RED), the effective atomic number ðZ eff Þ or the logarithm of the mean excitation energy [1, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . At present, no consensus is reached within the community to prefer one method over the others, nor a decomposition domain (the projection-or the image-domain) for the SPR estimation. Nearly all DECT methods are image-based [18] , possibly because image-based methods have the clear advantage that they can be performed on all DECT scanners, including conventional SECT scanners by acquiring two consecutive images at different kVp settings. In contrast, for projection-based methods the low and the high energy projections need to be acquired at the same angle or be accurately interpolated. Nevertheless, with the advent of dual-layer systems and photoncounting detector technology, projection-based methods are becoming more attractive since the projections from the different energy spectra are obtained without angular separation and there cannot be any motion between the two (or more) projections per source position. Another reason is that projection-based methods require access to dual-energy raw-data, which are not accessible in most commercial CT systems without the vendor agreement or reverse engineering.
It has been shown that DECT has a potential to improve the accuracy of the SPR estimation compared to conventional single energy CT (SECT) [1, [19] [20] [21] , however, these studies were based on imagebased methods. Tremblay et al. [22] concluded that combining the output of projection-based methods with the image-based stoichiometric calibration proposed by Bourque et al. [11] gave better accuracy for RED and Z eff than a projection-based method alone. The aim of the present study was therefore to investigate the impact on the SPR accuracy when using a projection-based method. We compared the performances of the SPR estimation and the corresponding proton range errors of one projection-and three image-based DECT methods, through a simulation-based CT acquisition framework with the measured detector response and dual-energy spectra of a commercial DECT scanner and realistic noise levels.
Methods and materials

SPR estimation methods
Four DECT-based SPR estimation methods were investigated, including one projection-based and three image-based approaches. The projection-based method relied on the two-material decomposition proposed by Alvarez and Macovski [3] to estimate the RED and the conversion from RED to SPR proposed by Kanematsu et al. [23] . We will refer to this method as ''AMK" for Alvarez and Macovski, and Kanematsu. The first image-based method used a parametrization for the SPR proposed by Taasti et al. [17] . This image-based method will be referred to as ''SPP" for Stopping Power Parametrization. The second image-based approach was a combination of the methods proposed by Saito [7] to compute the RED and by Kanematsu et al. [23] to derive the SPR. We will refer to this method as ''SK" for Saito and Kanematsu. The third image-based method is a two-material decomposition method with different basis materials for soft and bone tissues, suggested by Han et al. [15] . The four SPR estimation methods are described in Appendix A.
Virtual patient
The Adult Female (AF) reference computational phantom of the International Commission on Radiological Protection (ICRP) [24] was used as a virtual patient to evaluate the performance of the SPR methods. This phantom, with voxel dimensions of 1.775 Â 1.775 Â 4.84 mm 3 , represented an average female subject structured with 140 organs made of 53 standard human tissues. The mass density and elemental weights of each tissue were provided in the ICRP Publication 110 [24] . To evaluate a large number of tissue densities and compositions, four anatomical regions were selected: head, sternum, breast and pelvis (Fig. 1) . 
Calculation of reference SPR
Reference SPR values of the ICRP phantom were computed from the chemical composition and density pixel-by-pixel using the Bethe equation without correction terms, as described by Schneider et al. [25] . A proton beam of 200 MeV kinetic energy was considered and the mean ionization energy of water was set to 78 eV [26] . The mean ionization energies of the tissues were calculated using the Bragg additivity rule [25] and the I-values given in Tables 2.8 and 2.11 in the ICRU49 report [27] .
CT imaging and CT reconstruction
Virtual CT projections of the Gammex and the ICRP phantom were generated in GATE [28] v7.2 (based on Geant4 v10.1, physics-list: emlivermore) using the Fixed Forced Detection Actor. This module deterministically computes digitally reconstructed radiographs using the reconstruction toolkit (RTK) v1.3.0 [29] and the Geant4 database of X-rays cross sections. Fan-beam projections with 600 views of 2052 pixels subsequently re-binned to 1026 pixels of 1 mm 2 were acquired. The thickness of the detector row was 1 mm for the Gammex acquisitions and 2 mm for the ICRP phantom.
The source-to-isocenter distance was 626 mm and the source-todetector distance was 1026 mm. For the simulations of the CT projections, the measured dual-energy spectra (low energy (LE): 100 kVp, high energy (HE): 150 kVp + 0.6 mm Sn) and the measured detector response for the SOMATOM Force dual-source CT scanner were used, kindly provided by Siemens Healthcare (Forchheim, Germany). To have a fair comparison between the projection-based and the image-based methods, energy spectra with high mean energies were chosen to reduce the beam-hardening for the image-based methods. To represent a realistic scenario, Poisson distributed noise was applied to the projections. For each slice, a total central dose of 20 mGy was delivered, with an equal dose split between the two energy spectra, thus a central dose of 10 mGy per energy spectrum; the calculation of the number of photons needed to deliver a given dose is described in Appendix C. No bowtie-filter was simulated. Prior to CT reconstruction, the LE and the HE sinograms of the Gammex and the AF phantom were corrected for beamhardening using the method described in Ref. [30] , since this was found to be mandatory for the image-based methods. A look-up table linearizing the input projection values for water [30] was created using the energy spectra and the detector response and increasing water thicknesses.
CT images of the Gammex phantom and the AF slices were reconstructed using the LE and the HE sinograms, for the imagebased methods; and soft tissue and cortical bone density images of the AF slices, for the projection-based method. All reconstructions were performed using the filtered-backprojection (FBP) reconstruction of RTK; for the reconstructions of the AF slices preserving the initial pixel dimension of 1.775 Â 1.775 mm 2 and for the Gammex the pixel dimension of 1 Â 1 mm 2 .
SPR comparison
The performance of the SPR estimation was evaluated based on different criteria: relative SPR differences over defined ROIs, each covering a single tissue, and relative range errors computed over a whole slice. The placement of the ROIs can be seen in Fig. 1 , and their reference SPRs are listed in Table B .5 in Appendix B. For each ROI, the mean error was calculated and its precision was assessed using the standard error of the mean (SEM). To have a direct comparison of the three methods, the root-mean-square error (RMSE) over the mean relative SPR difference for the thirteen ROIs was taken; this gave a combined error measure for the thirteen defined ROIs.
To estimate the influence of the SPR deviations on the range calculation, we calculated the range errors along the proton beam path through the entire slice using the Radon transform implemented in MATLAB (The MathWorks Inc., Natick, MA). The Radon transform was computed on the absolute SPR difference images, for angles in the interval from 0-179°in steps of 1°. The SPR difference for pixels outside the body outline was set to zero. The Radon transform was also performed on the reference SPR maps to calculate the water-equivalent path length (WEPL). To exclude beam paths entirely outside the body, an exclusion penalty was applied to pixels in the reference SPR sinogram with a WEPL of zero. The results for the range errors were given relative to reference WEPL maps, to take into account that the beam paths in different directions and slices were not of equal length.
Results
The RMSE over the mean relative error for each of the thirteen ROIs was 0.54% for the AMK method, 0.68% for the SPP method, 0.61% for the SK method, and 0.70% for Han's method (Fig. 2) . The bias (given by the mean error) for the head, sternum and breast slices was smallest for the SPP method, however, for the pelvis slice (ROIs 4a-d) this method gave the largest errors (Table 1) . Considering all slices, the SK method had the largest bias. For all methods, the relative errors for ROIs in the pelvis slice (ROIs 4a-d) were larger than for the other slices.
The AMK method gave the lowest RMSEs for the relative range errors. For the AMK and SPP methods, the positive and negative range errors were nearly averaged out over the slice, giving mean relative range errors close to 0%; only for the head slice estimated by the SPP method the 0% range error was not within the interquartile range (IQ) (Fig. 3) . In contrast, for the image-based SK method, the range error distribution had a negative bias for all slices, and Han's method gave a slight positive bias for some slices. Even though the mean relative range errors for the SPP method were fairly low, this method produced the widest error distributions ( Fig. 3 and Table 2 ).
Discussion
In this study, we have compared one projection-based and three image-based SPR methods. We found that the projection-based method produced slightly better results than the three imagebased methods used in this study. The differences were not found to be statistically significant. The image-based SPP method gave mean errors comparable to the results for the projection-based method, but larger standard deviations. In contrast, the imagebased SK method resulted in slightly biased results. It has been shown earlier that the SPR accuracy using Saito's method in combination with an estimation of Z eff is dependent on the calibration and evaluation materials being very similar [19] . In our simulations, clinical polychromatic energy spectra, a realistic detector response and noise levels corresponding to a 20 mGy central dose were used. The material basis for the projection-based approach was optimized to give the best results. To have a direct comparison between projection-based and image-based calculations, we used an image-based method (the SK method) where the conversion from RED to SPR were performed in the same way as for the projection-based method, using the polyline fit proposed by Kanematsu et al. [23] , and we also compared to a twomaterial decomposition image-based method, though not using the exact same materials as for the projection-based method, as we chose to use the optimal basis materials in each case. Further, we also used one of the latest image-based methods [17] , as this method was proven to give smaller SPR errors and to be more robust to noise than two other existing DECT methods [15, 19] . For these reasons, we consider that the comparison was carried out under fair conditions.
The image-based SK method showed a net negative bias on the range accuracy that was not observed for the image-based SPP method. Range errors seem to correlate well with SPR errors obtained for some tissues, such as breast tissue (ROI 3c), adipose tissue (ROI 4d) or pelvis spongiosa (ROI 4c), which were found in large proportions in the selected slices. This suggests that accuracy errors add up along the proton beam path. The SPP method resulted in noisier SPR images and, thus, wider error distributions. In terms of RMSE, the projection-based approach produced better results for the SPR and the range with respect to the three image-based methods. Therefore, based on these results, we recommend increasing the consideration of projection-based approaches for proton SPR estimation. However, the inherent limitations of each method should be taken into account, and therefore the most well-suited SPR estimation method for a specific facility might depend on the DECT technology available at the facility. It can therefore not be generally stated which method will produce the most accurate results.
Beam-hardening artifacts occur because the energy dependency of the linear attenuation coefficients is neglected. To overcome this approximation, image-based methods require a beam-hardening correction. In contrast, material decomposition in projectionbased approaches is performed prior to reconstruction, and as the energy dependency is factored out in this decomposition process (see Eq. (A.1)) the basis-images should not be affected by beam-hardening. But this is not true unless a good choice of the basis-material decomposition is performed, such that the assumption that l can be separated into an energy-dependent and an energy-independent part holds true. In the energy range of clinical CT scanners (i.e. from 40 to 150 keV) and for materials with Z < 15 this assumption is acceptable [31] . In this study, the implemented strategy to correct for beam-hardening in the image-based method works well for water-equivalent tissues but might not be accurate enough for low-and high-density tissues. A more sophisticated beam-hardening correction might therefore improve the results for the image-based methods. If a better beam-hardening correction had been applied, a LE spectrum with a lower mean energy might be more relevant than the 100 kVp spectrum used in this study.
The three image-based methods used in this study were calibration-based (type 2), and a calibration was needed to find the effective energies for the LE and HE spectrum. This calibration procedure is sensitive to the calibration phantom being comparable to the object for which the SPR is to be estimated; i.e. the calibration phantom should be of a similar size and consist of materials with a composition comparable to human tissues, such that the phantom hardens the X-ray energy spectrum in the same way as the investigated anatomical site. For this study, only a single calibration phantom with a diameter of 16.5 cm was used for all four anatomical slices. This may be one cause for the larger relative SPR deviations in the pelvis slice for the image-based methods (Table 1) .
For model-based (type 1) image-based methods, the energy spectrum must also be properly hardened to reproduce the beam-hardening of the scanned object. This issue is taken into account by additionally filtering the X-ray source for instance by water [1, 32] . Here, the amount of water may also be dependent on the anatomical region being investigated, since the performance of these methods will depend on the accuracy of this prior knowledge on the energy spectrum and the detector response [33] . Therefore, the input parameters must be tuned with care for both types of image-based methods. However, for calibration-based methods (type 2), this is more straight-forward since it only requires using a well-suited calibration phantom of the proper size.
For the projection-based method applied in this study, the system of Eqs. (A.4), (A.5) was solved numerically assuming that the energy spectra and the detector response were well-known (type 1). The same was assumed for the beam-hardening correction of image-based methods. It was shown that projection-based methods are sensitive to the amount of noise [34] and to alterations of the energy spectrum [22] . Tremblay et al. found that for projection-based methods the accuracy of the RED was more degraded when the spectrum was altered than when using an image-based method [22] . The projection-based results in the present work are therefore dependent on accurate knowledge of the energy spectrum and detector response. An alternative would be to approximate the system of Eqs. (A.4), (A.5) by a polynomial expansion of two variables [3, 35] . The unknown coefficients could be determined experimentally through a calibration procedure with increasing thicknesses of two well-known materials (type 2). However, there would also be disadvantages with this approach, including sensitivity to the order of the polynomial, to the use of cross-terms in the polynomial, to the exact thicknesses of the interposed slabs of two materials and to the number of points of the calibration curve. It should also be noted that type 1 approaches always rely on a pre-calibration of the model, e.g., the one presented in [36] .
The basis functions used for the projection-based method were found to give the best SPR results, after testing several different basis functions. Other basis functions have been suggested in the literature, e.g. Han et al. [15] used two different sets of basis functions for soft and bone tissues, respectively, where the separation was based on the ratio of the CT numbers which is not available for projection-based methods. This method was tested in imagespace in this study. Tremblay et al. [22] found that in most cases a two-material decomposition rather than decomposition into physical processes performed better. Another ongoing discussion within the community is how to determine the reference SPR values. In this study, a 200 MeV proton energy was used to determine the reference SPR, as for proton energies in the range between 80 and 300 MeV, the variation of SPR with proton energy is negligible ð< 1%Þ [37] . In addition, Yang [33] conducted a study with a 175 MeV initial kinetic energy beam and concluded that neglecting the SPR dependence with energy introduced a 0.5% range error.
Conclusion
In this simulation-based study, the dual-energy decomposition domains -the projection-domain (decomposition prior to image reconstruction) and the image-domain (decomposition after image reconstruction) -were compared in terms of the performance of extracting the SPR from DECT and the resulting WEPL. In terms of SPR accuracy and range errors, the observed differences between projection-and image-based methods were not statistically significant. If properly calibrated, the two SPR estimation approaches can therefore be assumed to give similar results. With the advent of technological developments, projection-based methods are becoming more attractive. Most of the existing methods to compute the SPR are image-based but, based on these results, projection-based approaches should also be considered for proton SPR determination.
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Appendix A. SPR estimation methods
A.1. Projection-based method (AMK)
The method used to compute the SPR from dual-energy projection data is an adaptation of the two-step procedure proposed by Farace [12] in the image-domain. This method was chosen for its simplicity and because it produced comparable results with respect to Hnemohr's approach [8] . First, RED was derived from the reconstructed mass density images of soft tissue (ST) and cortical bone (CB) [38] , issued from the implementation of the twomaterial decomposition method in the projection domain proposed by Alvarez and Macovski [3] . Second, RED was converted into SPR using the poly-line relations proposed by Kanematsu et al. [23] .
The basis material decomposition (BMD) method assumed that the linear attenuation coefficient of the scanned object at a location x can be expressed as a linear combination of two energydependent basis functions of two materials with energyindependent coefficients: lðE; xÞ ¼ l q where ' 2 Lðu; hÞ was the line-segment between the source and a detector pixel located at position u for a given projection angle h. When performing a dual-energy acquisition, two sinograms of the same object at two different energy spectra were available: where I LE and I HE were the measured intensities for the LE and the HE spectrum, respectively, for a given projection angle; S LE and S HE were the normalized energy spectra weighted by the detector response. The unknowns A ST and A CB were determined by solving the system of Eqs. (A.4), (A.5) using the implementation of Nelder and Mead [39] in RTK [29] , assuming that the energy spectra and the detector response were known (type 1 decomposition).
Then, the mass fraction per volume of soft tissue ða ST Þ and cortical bone ða CB Þ was determined by reconstruction of A ST and A CB (see Section 2.4). Afterwards, the RED was derived for each pixel by:
where Z i was the atomic number, A i was the atomic mass and w i was the elemental weight fraction for element i of the tabulated compounds ST, CB and water (represented with the index W) [38] ; q W was the mass density for water.
To reproduce the piece-wise linear relations suggested by Kanematsu et al. [23] , the SPR and RED were calculated for 92 ICRU46 tissues of known chemical composition and mass density [40] applying the Bethe equation (see Section 2.3). The fitting lines are presented in Fig. A.1. 
A.2. Image-based method -SPR parametrization (SPP)
The details of the image-based SPP method were described by Taasti et al. [17] , but the main principles are described here.
CT scans of a calibration phantom were required for the characterization of the X-ray energy spectra (type 2 decomposition). This calibration process was performed on simulated CT images of the Gammex 467 electron density calibration phantom (Gammex, Middleton, WI). The dimensions of the phantom were downscaled to half the size of the real Gammex phantom which has a diameter of 33 cm; this was done to obtain the same beam hardening effect on this calibration phantom as for the ICRP image slices. Average CT numbers over ROIs inside the inserts in the reconstructed CT images were used.
Based on the known density and elemental composition of the inserts of the Gammex phantom, the effective energies of the used energy spectra were found using the CT numbers ðH j Þ for the phantom inserts. The effective energy was defined as the energy which maximized the coefficient of determination, R 2 , for the linear fit:
Here, subscript j refers to the energy spectrum ðj ¼ LE; HEÞ, and A and B are fitting parameters. The linear attenuation coefficients, lðEÞ, for the Gammex inserts were calculated based on XCOM data [41] . When the effective energies were found, the Gammex inserts were divided into two categories, soft and bone tissues based on their CT numbers in the LE CT image. Then Eq. (A.7) was refitted for each tissue group, to find two sets of fitting parameters, A t j and B t j , where superscript t 2 soft; bone f g indicates the tissue group, using the effective energies E eff;j for each energy spectrum j. In this study we used a separation point between the tissue groups set to H LE ¼ 150 HU.
The attenuation ratios, u, for the 92 reference human tissues [40] were calculated at the effective energies based on their density and elemental composition:
These attenuation ratios were fitted to the SPR for the tissues based on the following equations:
where the x i 's are fitting parameters. The fitting parameters used in this study can be found in Table A. 1. When these expressions were used to estimate the SPR for the AF phantom, the attenuation ratios were calculated using the fitting parameters found together with the effective energies, u
The same separation between soft and bone tissue was used for the SPR estimation as for the calculation of the attenuation ratios.
A.3. Image-based method -Saito and Kanematsu's (SK) method
This image-based DECT method is a combination of two methods originally presented by Saito [7] (calculation of the relative electron density, RED), and by Kanematsu et al. [23] (conversion from RED to SPR).
In Saito's method the RED was estimated as
The constants a, b and a were found by making calibration fits to the theoretical q e values for the 92 reference human tissues and their CT numbers calculated from Eqs. (A.7) and (A.8). To take the low RED values for lung tissue into account the constants were found by minimizing the relative deviations
The parameters used in this study can be seen in Table A. 2. The CT numbers for the 92 reference human tissues used in the calibration were calculated from Eq. (A.8) and the effective energies given in Table A. 1. The RED estimates were converted into SPR using the same calibration curve as described in Section A.1 for the Kanematsu method (see Fig. A.1) .
A.4. Image-based method -Han's (Han) method
The image-based two-material decomposition method used in this study was proposed by Han et al. [15] , and was also explained in a compressed way in Appendix A.2 in Ref. [17] .
The basis materials used in this method were water and polystyrene or water and a CaCl 2 23% aqueous solution. An unknown material was assigned to one of the two basis material sets according to its ratio of reduced CT numbers, n ¼ u HE =u LE ; materials with n P 0:97 were categorized as soft tissues and assigned to the water-polystyrene group, while materials with n < 0:97 were categorized as bone tissues and assigned to the water-CaCl 2 -group.
The reduced CT numbers for this method were calculated as u j ¼ H j =A j þ B j , however unlike in the SPP method, described in Appendix A.2, only one set of fitting parameters, A j and B j , was used to characterize all tissues. These parameters are listed in Table A. 3.
The ''concentrations" of the two basis materials were denoted c 1 and c 2 , and they were found by solving the linear least square problem for c 1 where ED is the electron density. The RED is then be found by dividing by the electron density of water. f I is a correction factor for the I values. It was found as a linear fit between the parameter Here I theo is the theoretical I-value for the reference human tissue calculated based on the Bragg additivity rule. There is a fit for each of the two tissue groups, and the calibration parameters are listed in Table A . 4 . If the correction factor, f I , was negative, when estimating for an unknown material, it was set to 1 to avoid complex numbers when calculating the SPR estimates. absorption coefficient and the linear attenuation coefficient of water, respectively, both taken from the NIST database [42] , and r is the radius of the phantom. 
