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Quantum hypothesis testing is one of the most basic tasks in quantum information theory and has
fundamental links with quantum communication and estimation theory. In this paper, we establish
a formula that characterizes the decay rate of the minimal Type-II error probability in a quantum
hypothesis test of two Gaussian states given a fixed constraint on the Type-I error probability. This
formula is a direct function of the mean vectors and covariance matrices of the quantum Gaussian
states in question. We give an application to quantum illumination, which is the task of determining
whether there is a low-reflectivity object embedded in a target region with a bright thermal-noise
bath. For the asymmetric-error setting, we find that a quantum illumination transmitter can achieve
an error probability exponent much stronger than a coherent-state transmitter of the same mean
photon number, and furthermore, that it requires far fewer trials to do so. This occurs when
the background thermal noise is either low or bright, which means that a quantum advantage is
even easier to witness than in the symmetric-error setting because it occurs for a larger range
of parameters. Going forward from here, we expect our formula to have applications in settings
well beyond those considered in this paper, especially to quantum communication tasks involving
quantum Gaussian channels.
Introduction—Hypothesis testing is critical for the sci-
entific method [1], underlying our ability to distinguish
various models of reality and draw conclusions accord-
ingly. It also has fundamental links with both commu-
nication [2] and estimation theory [3]. By increasing the
number of independent samples observed in a given ex-
perimental setup, one can reduce the probability of mak-
ing an incorrect inference, thus increasing the confidence
in conclusions drawn from the experiment.
In the most basic setting of binary hypothesis test-
ing the goal is to distinguish two hypotheses (null and
alternative). There are two ways that one can err: a
Type-I error (“false alarm”) occurs when rejecting the
null hypothesis when it is in fact true, and analogously a
Type-II error (“false negative”) occurs when incorrectly
rejecting the alternative hypothesis. If it is possible to
obtain many independent samples, one can study how
error probabilities decay as a function of the number of
samples for an optimal sequence of tests. Most promi-
nently, the Chernoff bound [4] tells us that both error
probabilities decay exponentially fast (in the number of
samples) for an appropriately chosen sequence of tests.
Beyond this, it is often desirable to treat the two types
of errors asymmetrically. For example, the experimenter
may only require a fixed bound on the “false alarm” prob-
ability and then seek to minimize the “false negative”
probability subject to this constraint. The well known re-
sult here is the Chernoff–Stein lemma (sometimes called
Stein’s lemma) [4], which establishes how fast the “false
negative” probability decays in this setting.
Since the rise of quantum information science, re-
searchers have generalized these notions to the fully
quantum setup, which is arguably more fundamental
than the classical settings discussed above. Here the ba-
sic setting involves determining whether M ≥ 1 quantum
systems are described by the density operator ρ⊗M or
another density operator σ⊗M , and the experimenter is
allowed to perform a collective quantum measurement on
all M systems in order to guess which is the case. The
fundamental results are the quantum Chernoff bound
[5, 6], which states that the quantum Chernoff informa-
tion is the optimal decay rate when minimizing both er-
ror probabilities simultaneously, and the quantum Stein’s
lemma [7, 8], which states that the quantum relative
entropy between ρ and σ is the optimal decay rate for
the Type-II error probability given a fixed (independent
of M) constraint on the Type-I error probability. In more
recent years, we have seen strong refinements of quantum
Stein’s lemma [9–13] that characterize the decay in higher
orders of M and are crucial for a finite-size analysis.
One of the major applications of the results of quantum
hypothesis testing is quantum illumination [14]. In the
setting of quantum illumination, a source emits photons
entangled in signal and idler beams, and the signal beam
is subsequently subjected to a modulation, loss, and en-
vironmental noise. A quantum receiver then makes a
collective measurement on both the returned signal and
idler beams in order to determine which modulation was
applied. The typical task considered in previous work is
to determine whether a target region containing a bright
thermal-noise bath has a low-reflectivity object embed-
ded [14, 15]. Alternatively, one could also use the quan-
tum illumination setup as a secure communication sys-
tem, as proposed in [16]. After the original proposal of
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2quantum illumination [14], a full Gaussian state treat-
ment appeared [15] and strengthened the predictions of
[14]. The upshot is that quantum illumination can of-
fer a significant performance advantage over a classical
coherent-state transmitter of the same average photon
number, when considering the sensing application men-
tioned above. To date, several experiments have been
conducted that demonstrate the advantage quantum il-
lumination offers [17–20].
Hitherto quantum illumination has mostly been con-
sidered in the symmetric-error setting [15, 20], and as
such, one of the main technical tools employed in the
analysis of quantum illumination is the quantum Cher-
noff bound. However, there are many scenarios where one
is interested in the performance of quantum illumination
in the asymmetric-error setting. Indeed, one might be
willing to accept a particular Type-I error (“false alarm”)
probability (the error being to declare a target present
when in fact it is not), and then minimize the Type-II
error (“false negative”) probability subject to this con-
straint.
In this paper, we determine the second-order refine-
ment of quantum Stein’s Lemma in Gaussian quantum
hypothesis testing. As our main result we derive an ana-
lytical formula that expresses the second-order behavior
for any two Gaussian states as a function of their vector
means and covariance matrices. Our result has appli-
cations to quantum illumination in the asymmetric-error
setting, where we find that there are significant gains over
a classical coherent-state emitter. Notably, we find that
the quantum advantage is even easier to witness than in
the symmetric-error setting because it occurs for a larger
range of parameters.
We expect our formula to have applications well be-
yond the setting considered here, to various tasks in
quantum communication theory. In fact, some of the
present authors have shown how it can be used to give the
strongest known upper bounds on quantum key distribu-
tion protocols conducted over quantum Gaussian chan-
nels [21]. In light of this, we expect our result to be useful
in establishing sharp refinements of various capacities of
quantum Gaussian communication channels, when com-
bined with generalizations of the methods from [22–26].
To elaborate on our main result, if the task is to distin-
guish ρ⊗M from σ⊗M and the Type-I error cannot exceed
ε ∈ (0, 1), then the optimal Type-II error probability β
takes the exponential form
exp
[
−
(
Ma+
√
MbΦ−1(ε) +O(lnM)
)]
. (1)
The optimal constant a ≥ 0 was identified in [7, 8] to be
the quantum relative entropy [27], defined as
a = D(ρ‖σ) ≡ 〈ln ρ− lnσ〉ρ (2)
for faithful σ where we used the convention 〈·〉ρ ≡ Tr{ρ ·}.
The optimal constant b ≥ 0 was identified in [9, 10, 13]
to be the quantum relative entropy variance, defined in
terms of the variance of the operator ln ρ− lnσ
b = V (ρ‖σ) ≡ 〈[ln ρ− lnσ −D(ρ‖σ)]2〉ρ . (3)
In the above, we have also used the cumulative distribu-
tion function for a standard normal random variable:
Φ(y) ≡ 1√
2pi
∫ y
−∞
dx exp
(−x2/2) . (4)
An explicit formula for the quantum relative entropy
between any two Gaussian states, as a function of their
mean vectors and covariance matrices, was given in [28]
and refined in [29]. Here we derive an explicit formula
for the quantum relative entropy variance of two Gaus-
sian states, given as a function of their mean vectors and
covariance matrices. The formula allows for a deeper un-
derstanding of quantum hypothesis testing of Gaussian
states. We state our result after a brief recollection of
the Gaussian state formalism (see [30, 31] for detailed
reviews), and provide a detailed proof in the appendix.
Finally, we apply our formula in the context of quantum
illumination, giving a characterization of its performance
in the asymmetric-error setting.
Related work—The authors of [32] considered asym-
metric hypothesis testing of quantum Gaussian states,
deriving a formula for the quantum Hoeffding bound
[6, 33, 34] in the context of Gaussian state discrimination.
However, the setting of the quantum Hoeffding bound is
conceptually different from what we consider here.
Gaussian state formalism—We begin by reviewing
some background on Gaussian states and then review a
formula for quantum relative entropy from [28, 29] (see
[29, 30] for more details on the conventions used). Our
development applies to n-mode Gaussian states, where n
is some fixed positive integer. Let xˆj denote each quadra-
ture operator (2n of them for an n-mode state), and let
xˆ ≡ [qˆ1, . . . , qˆn, pˆ1, . . . , pˆn] ≡ [xˆ1, . . . , xˆ2n] denote the vec-
tor of quadrature operators, so that the first n entries cor-
respond to position-quadrature operators and the last n
to momentum-quadrature operators. The quadrature op-
erators satisfy the commutation relations:
[xˆj , xˆk] = iΩj,k, where Ω =
[
0 1
−1 0
]
⊗ In, (5)
and In is the n × n identity matrix. We also take the
annihilation operator aˆ = (qˆ + ipˆ) /
√
2. Let ρ be a Gaus-
sian state, with the mean-vector entries 〈xˆj〉ρ = µρj , and
let µρ denote the mean vector. The entries of the Wigner
function covariance matrix V ρ of ρ are given by
V ρj,k ≡
1
2
〈{
xˆj − µρj , xˆk − µρk
}〉
ρ
. (6)
A 2n× 2n matrix S is symplectic if it preserves the sym-
plectic form: SΩST = Ω. According to Williamson’s
theorem [35], there is a diagonalization of the covariance
matrix V ρ of the form,
V ρ = Sρ (Dρ ⊕Dρ) (Sρ)T , (7)
3where Sρ is a symplectic matrix and Dρ ≡
diag(ν1, . . . , νn) is a diagonal matrix of symplectic eigen-
values such that νi ≥ 1/2 for all i ∈ {1, . . . , n}. We
can write the density operator ρ in the exponential form
[28, 36],
ρ = Z−1/2ρ exp
[
−1
2
(xˆ− µρ)TGρ(xˆ− µρ)
]
, (8)
with Zρ ≡ det(V ρ + iΩ/2) (9)
and Gρ ≡ −2ΩSρ [arcoth(2Dρ)]⊕2 (Sρ)T Ω, (10)
where arcoth(x) ≡ 12 ln
(
x+1
x−1
)
with domain (−∞,−1) ∪
(1,+∞). Note that we can also write [36],
Gρ = 2iΩ arcoth(2iV
ρΩ), (11)
so that Gρ is represented directly in terms of the covari-
ance matrix V ρ (see Appendix A on how to compute the
symplectic decomposition of V ρ). By inspection, the G
and V matrices are symmetric, which is critical in our
analysis below. As a result, Tr{GΩ} = Tr{V Ω} = 0 be-
cause G and V are symmetric while Ω is antisymmetric.
In what follows, we adopt the same notation for quan-
tities associated with a density operator σ, such as µσ,
V σ, Sσ, Dσ, Zσ, and Gσ.
Relative entropy for Gaussian states—We first revisit
the relative entropy calculation from [28], but following
the particular aspects of [29]. Suppose for simplicity that
ρ and σ are zero-mean Gaussian states. By employing the
exponential form in (8), we see that
〈ln ρ− lnσ〉ρ =
1
2
[
lnZσ − lnZρ −
〈
xˆT∆xˆ
〉
ρ
]
, (12)
where ∆ ≡ Gρ − Gσ. To evaluate the expectation〈
xˆT∆xˆ
〉
ρ
, we can use the fact that xˆkxˆl =
1
2 ({xˆl, xˆk} −
[xˆl, xˆk]) =
1
2 ({xˆl, xˆk} − iΩl,k) and write
〈
xˆT∆xˆ
〉
ρ
as〈
xˆT∆xˆ
〉
ρ
=
∑
k,l
∆k,l 〈xˆkxˆl〉ρ (13)
=
∑
k,l
∆k,lV
ρ
l,k = Tr{∆V ρ}, (14)
implying that
D(ρ‖σ) = [ln(Zσ/Zρ)− Tr{∆V ρ}] /2. (15)
For states ρ and σ that are not zero mean, one can in-
corporate a shift into the above calculation to find that
D(ρ‖σ) = [ln(Zσ/Zρ)− Tr{∆V ρ}+ δTGσδ] /2, (16)
where δ ≡ µρ − µσ. Alternatively, one can write the
formula for relative entropy as
D(ρ‖σ) = [ln(Zσ) + Tr{GσV ρ}+ δTGσδ] /2
−
n∑
i=1
g(νρi − 1/2), (17)
where {νρi }i are the symplectic eigenvalues of ρ and
g(x) ≡ (x+ 1) ln(x+ 1)− x lnx [37].
Relative entropy variance for Gaussian states—The
following theorem is our main result.
Theorem 1 For Gaussian states ρ and σ, the relative
entropy variance from (3) is given by
V (ρ‖σ) = 1
2
Tr{∆V ρ∆V ρ}+ 1
8
Tr{∆Ω∆Ω}
+ δTGσV
ρGσδ, (18)
where ∆ ≡ Gρ−Gσ, Gρ and Gσ are defined from (10), Ω
is defined in (5), V ρ is defined in (6), and δ ≡ µρ − µσ.
To begin with, let us suppose that the states ρ and σ
have zero mean. The calculation then begins with the
definition of the relative entropy variance and proceeds
through a few steps:
V (ρ‖σ) =
〈(
−1
2
xˆT∆xˆ+
1
2
〈
xˆT∆xˆ
〉
ρ
)2〉
ρ
(19)
=
1
4
[〈(
xˆT∆xˆ
)2〉
ρ
− 〈xˆT∆xˆ〉2
ρ
]
(20)
=
1
4
[〈(
xˆT∆xˆ
)2〉
ρ
− [Tr{∆V ρ}]2
]
, (21)
where the last line follows from (13)–(14). At this point,
it remains to calculate 〈(xˆT∆xˆ)2〉ρ, which we do in Ap-
pendix B. To summarize the calculation, one needs to
expand the operator (xˆT∆xˆ)2, leading to an expression
of order four in the quadrature operators. After employ-
ing commutators and anticommutators to bring this op-
erator into Weyl symmetric form [38] and at the same
time employing symmetries of the dihedral subgroup of
the symmetric group S4, we can invoke Isserlis’ theorem
[39] regarding higher moments of Gaussians to evaluate
it. We find that〈(
xˆT∆xˆ
)2〉
ρ
=
1
4
[Tr{∆V ρ}]2 + 1
2
Tr{∆V ρ∆V ρ}
+
1
8
Tr{∆Ω∆Ω}, (22)
which, after combining with (21), leads to the formula
in (18) for zero-mean states. Incorporating a shift then
leads to the full formula in (18). We provide full details
of the calculation described above in Appendix B and
generalize it to arbitrary Gaussian states in Appendix C.
Appendix D argues how the formula is well defined even if
ρ does not have full support, and Appendix E provides a
further simplification of the formula for two-mode Gaus-
sian states with covariance matrices in standard form.
Application to quantum illumination—In the setting
of quantum illumination a transmitter irradiates a target
region basked in thermal noise in which a low-reflectivity
object may be embedded. Let aˆS denote the field-mode
4annihilation operator for the signal mode which is trans-
mitted. We take the null hypothesis to be that the object
is not there, and if this is the case, the annihilation opera-
tor for the return signal is aˆR = aˆB , where aˆB represents
an annihiliation operator for a bath mode in a thermal
state θ(NB) of mean photon number NB > 0. We take
the alternative hypothesis to be that the object is there,
and in this case, aˆR =
√
ηaˆS+
√
1− ηaˆB , where η ∈ (0, 1)
is related to the reflectivity of the object and aˆB is now in
a thermal state of mean photon number NB/ (1− η) [40].
If we prepare the signal mode in the coherent state
|√NS〉 of mean photon number NS > 0, then the null hy-
pothesis state ρcoh is a thermal state θ(NB) with mean
vector (0, 0) and covariance matrix (NB + 1/2) I2, and
the alternative hypothesis state σcoh is a displaced ther-
mal state, with mean vector (
√
2ηNS , 0) and covariance
matrix (NB + 1/2) I2. It is also easy to check that the
G matrix from (10) for both of these states is equal to
2 arcoth(2NB + 1)I2.
Plugging into the formula for relative entropy and rel-
ative entropy variance, we find that these quantities sim-
plify as follows for the coherent-state transmitter:
D(ρcoh‖σcoh) = ηNS ln(1 + 1/NB), (23)
V (ρcoh‖σcoh) = ηNS (2NB + 1) ln2(1 + 1/NB). (24)
In calculating the above, note that the covariance ma-
trices for ρcoh and σcoh are the same, so that ∆ = 0 in
this case, and we only need to calculate the terms in-
volving δ in (16) and (18). What we see is that as the
signal photon number NS increases, so does the first or-
der term MD(ρcoh‖σcoh) in the Type-II error probability
exponent, indicating a more rapid convergence to zero.
However, the second order term
√
MbΦ−1(ε) is actually
decreasing for all ε ∈ (0, 1/2) as NS increases, due to the
fact that Φ−1(ε) < 0 for this range of ε.
Now if the transmitter has a quantum memory avail-
able, then it can store an idler mode entangled with the
signal mode and conduct a quantum illumination strat-
egy. The state we consider is the two-mode squeezed
vacuum, with the reduced state of the signal mode hav-
ing mean photon number NS . This state has mean vector
equal to zero and covariance matrix given by[
µ c
c µ
]
⊕
[
µ −c
−c µ
]
, (25)
where µ = NS + 1/2 and c =
√
µ2 − 1/4. The null
hypothesis state ρQI for this setup has mean vector equal
to zero and the covariance matrix[
NB + 1/2 0
0 µ
]
⊕
[
NB + 1/2 0
0 µ
]
, (26)
implying that the return and idler modes are in a product
state. The alternative hypothesis state σQI has mean
vector equal to zero and the covariance matrix[
γ
√
ηc√
ηc µ
]
⊕
[
γ −√ηc
−√ηc µ
]
, (27)
where γ ≡ ηNS +NB + 1/2.
While the expressions for relative entropy and relative
entropy variance for the quantum illumination transmit-
ter are too long to report here, we can evaluate them to
first and second-order in NS (an asymptotic expansion
about NS =∞), respectively, and find that
D(ρQI‖σQI) = ηNS
1− η ln(1 + 1/NB) +O(1), (28)
V (ρQI‖σQI) =
(
ηNS
1− η
)2
ln2(1 + 1/NB) +O(NS). (29)
More details about the derivation can be found in Ap-
pendix E. We see that for high NS and any η ∈ (0, 1),
the quantum illumination transmitter substantially out-
performs the coherent-state transmitter in the first-order
term in the Type-II error probability exponent (the fac-
tor of improvement is [1− η]−1). However, for the regime
in which ε < 1/2 so that Φ−1(ε) < 0, the second-order
term is worse because it is proportional to N2S rather than
NS as in (24). These findings demonstrate that quantum
illumination transmitters offer a significant benefit over
coherent-state transmitters in the setting of many repe-
titions M  1, high signal photon number NS  1, and
arbitrary reflectivity η ∈ (0, 1).
We evaluate the performance of the quantum illumi-
nation transmitter in the regime of low background ther-
mal noise, where NS  1 and NB  1, and also in the
regime NS  1 and NB  1 as considered in [15]. Fig-
ures 1(a) and (b) compare the Type-II error probability
exponents of the quantum illumination transmitter and
the coherent-state transmitter for a Type-I error prob-
abilfity ε = 0.001 and ε = 0.01, respectively, showing
both the first-order terms and the Gaussian approxima-
tions from (1). Not only does the quantum illumination
transmitter outperform the coherent-state transmitter by
several orders of magnitude in exponent, but the Gaus-
sian approximation indicates that far fewer trials are re-
quired to achieve this gain. Moreover, when compared
to the symmetric-error setting, the quantum advantage
is even easier to witness because it occurs for a larger
range of parameters.
Discussion—We have characterized the Type-II error
probability exponent of hypothesis testing of Gaussian
states in terms of the relative entropy and the relative
entropy variance of two Gaussian states. Our formula
for the relative entropy variance should find applications
well beyond the settings considered here, especially to
communication tasks for quantum Gaussian channels. As
an application of our result, we find that not only does
a quantum illumination strategy outperform a coherent-
state transmitter with respect to error probability expo-
nent, but in some cases it requires far fewer trials in order
to achieve the optimal error probability exponent.
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7Appendix A: Diagonalizability and symplectic decompositions
Here we show that the matrix iV ρΩ is diagonalizable, which allows for determining the symplectic eigenvalues and
symplectic matrix for any covariance matrix V ρ. In turn, this allows for evaluating the matrix function arcoth(2iV ρΩ).
Consider that
iV ρΩ = iSρ (Dρ ⊕Dρ) (Sρ)T Ω = iSρ (Dρ ⊕Dρ) Ω (Sρ)−1 (A1)
= Sρ (I2 ⊗Dρ) (−σY ⊗ In) (Sρ)−1 = Sρ (−σY ⊗Dρ) (Sρ)−1 , (A2)
where in the second equality we used that STΩS = Ω (implying STΩ = ΩS−1) and in the next that (5) implies
iΩ = −σY ⊗ In, where σY is a Pauli matrix. Since −σY is diagonalizable as −σY = U (−σZ)U†, where
U ≡ 1√
2
[
1 1
i −i
]
, (A3)
this implies that we can write
iV ρΩ = Sρ (U ⊗ In) (−σZ ⊗Dρ)
(
U† ⊗ In
)
(Sρ)
−1
= Sρ (U ⊗ In) ([−Dρ]⊕Dρ)
(
U† ⊗ In
)
(Sρ)
−1
. (A4)
From this last equality, we see that the symplectic decomposition of V ρ can be computed from the ordinary
eigendecomposition of iV ρΩ. The symplectic eigenvalues are the entries along the diagonal matrix −Dρ⊕Dρ and the
symplectic matrix Sρ can be computed from the matrix Sρ (U ⊗ In) of eigenvectors of iV ρΩ after right-multiplying
by U† ⊗ In.
At the same time, we see from (A4) that the matrix function arcoth(2iV ρΩ) can be evaluated as
arcoth(2iV ρΩ) = Sρ (U ⊗ In) arcoth [2 ([−Dρ]⊕Dρ)]
(
U† ⊗ In
)
(Sρ)
−1
(A5)
= Sρ (U ⊗ In) [arcoth(−2Dρ)⊕ arcoth(2Dρ)]
(
U† ⊗ In
)
(Sρ)
−1
(A6)
= Sρ (U ⊗ In) [− arcoth(2Dρ)⊕ arcoth(2Dρ)]
(
U† ⊗ In
)
(Sρ)
−1
(A7)
= Sρ (U ⊗ In) (−σZ ⊗ arcoth [2Dρ])
(
U† ⊗ In
)
(Sρ)
−1
(A8)
= Sρ (−σY ⊗ arcoth [2Dρ]) (Sρ)−1 (A9)
= Sρ (I2 ⊗ arcoth [2Dρ]) (−σY ⊗ In) (Sρ)−1 (A10)
= Sρ (I2 ⊗ arcoth [2Dρ]) iΩ (Sρ)−1 , (A11)
and so we see that
Gρ = 2iΩ arcoth(2iV
ρΩ) = 2iΩSρ (I2 ⊗ arcoth [2Dρ]) iΩ (Sρ)−1 = −2ΩSρ (I2 ⊗ arcoth [2Dρ]) (Sρ)T Ω (A12)
= −2ΩSρ [arcoth(2Dρ)]⊕2 (Sρ)T Ω. (A13)
Appendix B: Calculation of (22) for zero-mean quantum Gaussian states
This appendix evaluates the expression
〈(
xˆT∆xˆ
)2〉
ρ
from (21) in the main text. Consider that〈(
xˆT∆xˆ
)2〉
ρ
=
〈
xˆT∆xˆxˆT∆xˆ
〉
ρ
(B1)
=
∑
k,l,m,n
∆k,l∆m,n 〈xˆkxˆlxˆmxˆn〉ρ . (B2)
We need to do some manipulations of the expression 〈xˆkxˆlxˆmxˆn〉ρ in order to get a sum of all permutations of the
operators (known as the Weyl symmetric ordering [38]). Consider that we can use commutators and anticommutators
to help with this task, so that we can write
〈xˆkxˆlxˆmxˆn〉ρ = 〈xˆkxˆmxˆlxˆn〉ρ + iΩl,m 〈xˆkxˆn〉ρ , (B3)
〈xˆkxˆlxˆmxˆn〉ρ = 〈xˆkxˆmxˆlxˆn〉ρ + iΩl,m 〈xˆkxˆn〉 (B4)
= 〈xˆkxˆmxˆnxˆl〉ρ + iΩl,n 〈xˆkxˆn〉+ iΩl,m 〈xˆkxˆn〉 (B5)
8Adopting the shorthand 〈klmn〉 ≡ 〈xˆkxˆlxˆmxˆn〉ρ and 〈kn〉 ≡ 〈xˆkxˆn〉ρ, we can then write∑
k,l,m,n
∆k,l∆m,n 〈xˆkxˆlxˆmxˆn〉ρ
=
1
3
∑
k,l,m,n
∆k,l∆m,n [〈klmn〉+ 〈kmln〉+ 〈kmnl〉+ i (2Ωl,m 〈kn〉+ Ωl,n 〈km〉)] (B6)
=
1
3
∑
k,l,m,n
∆k,l∆m,n [〈klmn〉+ 〈kmln〉+ 〈kmnl〉] + 1
3
∑
k,l,m,n
∆k,l∆m,ni (2Ωl,m 〈kn〉+ Ωl,n 〈km〉) . (B7)
We handle these terms one at a time. For the first term consider that the quantity ∆k,l∆m,n is invariant under the
swaps k ↔ l, m↔ n, and (k, l)↔ (m,n), due to the fact that ∆ is a symmetric matrix (note that these swaps realize
the dihedral subgroup of the symmetric group S4). Under these various swaps and invariances, the quantities 〈klmn〉,
〈kmln〉, and 〈kmnl〉 can realize all 24 permutations of the letters klmn, which implies that
1
3
∑
k,l,m,n
∆k,l∆m,n [〈klmn〉+ 〈kmln〉+ 〈kmnl〉] =
∑
k,l,m,n
∆k,l∆m,n 〈{xˆkxˆlxˆmxˆn}W 〉ρ , (B8)
where {xˆkxˆlxˆmxˆn}W denotes the Weyl symmetric ordering. So now we can employ the fact that ρ is a Gaussian state
and a well known formula for the higher moments of Gaussians (Isserlis’ theorem [39]) to conclude that∑
k,l,m,n
∆k,l∆m,n 〈{xˆkxˆlxˆmxˆn}W 〉ρ =
∑
k,l,m,n
∆k,l∆m,n
(
V ρk,lV
ρ
m,n + V
ρ
k,mV
ρ
l,n + V
ρ
k,nV
ρ
l,m
)
(B9)
= [Tr{∆V ρ}]2 + 2 Tr{∆V ρ∆V ρ}. (B10)
We simplify the other term:
1
3
∑
k,l,m,n
∆k,l∆m,ni (2Ωl,m 〈kn〉+ Ωl,n 〈km〉) = 2i
3
∑
k,l,m,n
∆k,l∆m,nΩl,m 〈kn〉+ i
3
∑
k,l,m,n
∆k,l∆m,nΩl,n 〈km〉 . (B11)
Consider that ∑
k,l,m,n
∆k,l∆m,nΩl,m 〈kn〉 =
∑
k,l,m,n
∆k,l∆m,nΩl,n 〈km〉 , (B12)
due to invariance of the quantity ∆k,l∆m,n under the swap n↔ m, reducing the overall sum to
i
∑
k,l,m,n
∆k,l∆m,nΩl,m 〈kn〉 = i
2
∑
k,l,m,n
∆k,l∆m,n (Ωl,m 〈kn〉+ Ωm,l 〈nk〉) (B13)
=
i
2
∑
k,l,m,n
∆k,l∆m,n (Ωl,m 〈kn〉 − Ωl,m 〈nk〉) (B14)
= −1
2
∑
k,l,m,n
∆k,l∆m,nΩl,mΩk,n (B15)
=
1
2
∑
k,l,m,n
∆k,l∆m,nΩl,mΩn,k =
1
2
Tr{∆Ω∆Ω}. (B16)
Putting together (21), (B1), (B10), and (B16), we find that
V (ρ‖σ) = 1
4
[Tr{∆V ρ}]2 + 1
2
Tr{∆V ρ∆V ρ}+ 1
8
Tr{∆Ω∆Ω} − 1
4
[Tr{∆V ρ}]2 (B17)
=
1
2
Tr{∆V ρ∆V ρ}+ 1
8
Tr{∆Ω∆Ω}, (B18)
concluding the proof for zero-mean states.
9Appendix C: Relative entropy variance formula for arbitrary Gaussian states
Here we compute the relative entropy variance formula for arbitrary Gaussian states (those that do not necessarily
have zero mean). Here we can see this as a shift of the zero-mean case. Let us define the centered quadrature vector
of operators xˆc ≡ xˆ− µρ and the difference-of-means vector δ ≡ µρ − µσ, and then we see that
(xˆ− µσ)TGσ(xˆ− µσ) = (xˆ− µρ + δ)TGσ(xˆ− µρ + δ) (C1)
= (xˆc + δ)
TGσ(xˆc + δ). (C2)
Thus,
V (ρ‖σ) =
〈
(ln ρ− lnσ −D(ρ‖σ))2
〉
ρ
(C3)
=
1
4
〈(
−xˆTc Gρxˆc + (xˆc + δ)TGσ(xˆc + δ) +
〈
xˆTc Gρxˆc − (xˆc + δ)TGσ(xˆc + δ)
〉
ρ
)2〉
ρ
(C4)
=
1
4
〈(
xˆTc Gρxˆc − (xˆc + δ)TGσ(xˆc + δ) +
〈−xˆTc Gρxˆc + (xˆc + δ)TGσ(xˆc + δ)〉ρ)2〉
ρ
(C5)
Consider that
xˆTc Gρxˆc − (xˆc + δ)TGσ(xˆc + δ) = xˆTc Gρxˆc − xˆTc Gσxˆc − δTGσxˆc − xˆTc Gσδ − δTGσδ (C6)
= xˆTc ∆xˆc − δTGσxˆc − xˆTc Gσδ − δTGσδ, (C7)
which implies that〈
xˆTc Gρxˆc − (xˆc + δ)TGσ(xˆc + δ)
〉
ρ
=
〈
xˆTc ∆xˆc
〉
ρ
− 〈δTGσxˆc〉ρ − 〈xˆTc Gσδ〉ρ − 〈δTGσδ〉ρ (C8)
=
〈
xˆTc ∆xˆc
〉
ρ
− δTGσ 〈xˆc〉ρ −
〈
xˆTc
〉
ρ
Gσδ − δTGσδ (C9)
=
〈
xˆTc ∆xˆc
〉
ρ
− δTGσδ. (C10)
Substituting back in above, we find that
4V (ρ‖σ) =
〈(
xˆTc ∆xˆc − δTGσxˆc − xˆTc Gσδ − δTGσδ −
〈
xˆTc ∆xˆc
〉
ρ
+ δTGσδ
)2〉
ρ
(C11)
=
〈(
xˆTc ∆xˆc − δTGσxˆc − xˆTc Gσδ −
〈
xˆTc ∆xˆc
〉
ρ
)2〉
ρ
(C12)
=
〈(
xˆTc ∆xˆc −
〈
xˆTc ∆xˆc
〉
ρ
− [δTGσxˆc + xˆTc Gσδ])2〉
ρ
(C13)
=
〈(
xˆTc ∆xˆc −
〈
xˆTc ∆xˆc
〉
ρ
)2〉
ρ
−
〈[
xˆTc ∆xˆc −
〈
xˆTc ∆xˆc
〉
ρ
] [
δTGσxˆc + xˆ
T
c Gσδ
]〉
ρ
(C14)
−
〈[
δTGσxˆc + xˆ
T
c Gσδ
] [
xˆTc ∆xˆc −
〈
xˆTc ∆xˆc
〉
ρ
]〉
ρ
+
〈(
δTGσxˆc + xˆ
T
c Gσδ
)2〉
ρ
. (C15)
Consider that the term 〈(xˆTc ∆xˆc −
〈
xˆTc ∆xˆc
〉
ρ
)2〉ρ is the same as what we found for the zero-mean case, and so we
already have a simplified expression for it. It remains to evaluate the latter three terms. However, the middle two
terms are equal to zero. To see this, consider that any expression involving a product of three quadrature operators,
such as 〈xˆc,kxˆc,lxˆc,m〉ρ, is equal to zero. Consider that
〈xˆc,kxˆc,lxˆc,m〉ρ =
1
2
[
〈xˆc,kxˆc,lxˆc,m〉ρ + 〈xˆc,lxˆc,kxˆc,m〉ρ
]
+
i
2
Ωk,l 〈xˆc,m〉ρ (C16)
=
1
2
[
〈xˆc,kxˆc,lxˆc,m〉ρ + 〈xˆc,lxˆc,kxˆc,m〉ρ
]
, (C17)
where the last line follows because 〈xˆc,m〉ρ = 0. By subtracting 〈xˆc,kxˆc,lxˆc,m〉ρ /2, we can conclude that
〈xˆc,kxˆc,lxˆc,m〉ρ = 〈xˆc,lxˆc,kxˆc,m〉ρ . (C18)
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However, this kind of reasoning could be employed for any swap (and for any subsequent swap), whence we can
conclude that
〈xˆc,kxˆc,lxˆc,m〉ρ =
〈{xˆc,kxˆc,lxˆc,m}W 〉ρ . (C19)
Now we can apply Isserlis’ theorem for higher moments of Gaussians to conclude that 〈xˆc,kxˆc,lxˆc,m〉ρ = 0. Thus,〈[
xˆTc ∆xˆc −
〈
xˆTc ∆xˆc
〉
ρ
] [
δTGσxˆc + xˆ
T
c Gσδ
]〉
ρ
= 0,
〈[
δTGσxˆc + xˆ
T
c Gσδ
] [
xˆTc ∆xˆc −
〈
xˆTc ∆xˆc
〉
ρ
]〉
ρ
= 0. (C20)
So it remains to evaluate the last term in (C15). Consider that δTGσxˆc = xˆ
T
c Gσδ because Gσ is symmetric. This
implies that 〈(
δTGσxˆc + xˆ
T
c Gσδ
)2〉
ρ
= 4
〈(
δTGσxˆc
)2〉
ρ
= 4
〈
xˆTc Gσδδ
TGσxˆc
〉
ρ
= 4
〈
xˆTc rr
T xˆc
〉
ρ
, (C21)
where, in the last equality, we have set r ≡ Gσδ. Continuing,〈
xˆTc rr
T xˆc
〉
ρ
=
∑
i,j
〈xˆc,irirj xˆc,j〉ρ =
∑
i,j
rirj 〈xˆc,ixˆc,j〉ρ (C22)
=
1
2
∑
i,j
rirj
[
〈{xˆc,i, xˆc,j}〉ρ + iΩi,j
]
(C23)
=
1
2
∑
i,j
rirj 〈{xˆc,i, xˆc,j}〉ρ (C24)
= rTV ρr = δTGσV
ρGσδ. (C25)
Putting together (B18), (C15), (C20), and (C25), we conclude that
V (ρ‖σ) = 1
2
Tr{∆V ρ∆V ρ}+ 1
8
Tr{∆Ω∆Ω}+ δTGσV ρGσδ. (C26)
Appendix D: Relative entropy variance formula is well behaved if the second state is full rank
In this appendix, we prove that the formula in (18) is well defined when σ has full support (all symplectic eigenvalues
> 1/2) and when ρ does not necessarily have full support (some of its symplectic eigenvalues might be equal to 1/2).
We do so by establishing an alternate formula for the relative entropy variance in terms of the symplectic eigenvalues
and symplectic decompositions of the states ρ and σ. Note that we do so only for zero-mean Gaussian states because
the extra term δTGσV
ρGσδ in (18) is finite whenever σ has full support.
Proposition 2 The relative entropy variance of two zero-mean Gaussian states ρ and σ has the following alternate
form:
V (ρ‖σ) = Tr{(Aρ)2 [(2Dρ)2 − I]} − Tr{(Aρ [(2Dρ)2 − I])⊕2S˜(Aσ)⊕2S˜T }
+ 2 Tr
{[
S˜(Aσ)⊕2S˜T (Dρ)⊕2
]2}
− Tr{(Aσ)2}, (D1)
where Aρ ≡ arcoth(2Dρ), Aσ ≡ arcoth(2Dσ), and S˜ ≡ (Sρ)−1Sσ.
Before delving into a proof of the above proposition, let us comment on why the above alternate formula demon-
strates that relative entropy variance is finite when ρ does not necessarily have full support. Consider that the diagonal
matrices (Aρ)2
[
(2Dρ)2 − I] and Aρ [(2Dρ)2 − I] have the following respective entries for λ ≥ 1/2:
f1(λ) ≡ [arcoth(2λ)]2
[
(2λ)
2 − 1
]
, f2(λ) ≡ arcoth(2λ)
[
(2λ)
2 − 1
]
, (D2)
from which we readily see that limλ→1/2 f1(λ) = limλ→1/2 f2(λ) = 0 after an application of L’Hospital’s rule. We now
proceed with a proof of the above proposition.
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Proof. Our starting point is the formula in (18) for the relative entropy variance of two zero-mean Gaussian states:
V (ρ‖σ) = 1
2
Tr{∆V ρ∆V ρ}+ 1
8
Tr{∆Ω∆Ω}, (D3)
where ∆ = Gρ −Gσ. Consider that
V ρ = Sρ(Dρ)⊕2(Sρ)T , (D4)
Gρ = −2ΩSρ(Aρ)⊕2(Sρ)TΩ, (D5)
Aρ = arcoth(2Dρ). (D6)
Expanding the first term, we find that
Tr{∆V ρ∆V ρ} = Tr{GρV ρGρV ρ} − 2 Tr{GρV ρGσV ρ}+ Tr{GσV ρGσV ρ}. (D7)
We now simplify these one at a time. Consider that
Tr{GρV ρGρV ρ} = 4 Tr{ΩSρ(Aρ)⊕2(Sρ)TΩSρ(Dρ)⊕2(Sρ)TΩSρ(Aρ)⊕2(Sρ)TΩSρ(Dρ)⊕2(Sρ)T } (D8)
= 4 Tr{Ω(Aρ)⊕2Ω(Dρ)⊕2Ω(Aρ)⊕2Ω(Dρ)⊕2} (D9)
= 4 Tr{(Aρ)⊕2(Dρ)⊕2(Aρ)⊕2(Dρ)⊕2} (D10)
= 4 Tr{([AρDρ]2)⊕2} = 8 Tr{[AρDρ]2} = 8 Tr{(Aρ)2(Dρ)2}. (D11)
Now, using that STΩ = ΩS−1, consider that
Tr{GρV ρGσV ρ} = 4 Tr{ΩSρ(Aρ)⊕2(Sρ)TΩSρ(Dρ)⊕2(Sρ)TΩSσ(Aσ)⊕2(Sσ)TΩSρ(Dρ)⊕2(Sρ)T } (D12)
= 4 Tr{Ω(Aρ)⊕2Ω(Dρ)⊕2Ω(Sρ)−1Sσ(Aσ)⊕2(Sσ)T (Sρ)−TΩ(Dρ)⊕2} (D13)
= 4 Tr{(DρAρDρ)⊕2(Sρ)−1Sσ(Aσ)⊕2(Sσ)T (Sρ)−T } = 4 Tr{((Dρ)2Aρ)⊕2S˜(Aσ)⊕2S˜T }, (D14)
where in the last equality we have used the definition S˜ ≡ (Sρ)−1Sσ. Also consider that
Tr{GσV ρGσV ρ} = 4 Tr{ΩSσ(Aσ)⊕2(Sσ)TΩSρ(Dρ)⊕2(Sρ)TΩSσ(Aσ)⊕2(Sσ)TΩSρ(Dρ)⊕2(Sρ)T } (D15)
= 4 Tr{(Sρ)−1Sσ(Aσ)⊕2(Sσ)T (Sρ)−TΩ(Dρ)⊕2Ω(Sρ)−1Sσ(Aσ)⊕2(Sσ)T (Sρ)−TΩ(Dρ)⊕2Ω} (D16)
= 4 Tr{S˜(Aσ)⊕2S˜TΩ(Dρ)⊕2ΩS˜(Aσ)⊕2S˜TΩ(Dρ)⊕2Ω} (D17)
= 4 Tr{S˜(Aσ)⊕2S˜T (Dρ)⊕2S˜(Aσ)⊕2S˜T (Dρ)⊕2} = 4 Tr
{[
S˜(Aσ)⊕2S˜T (Dρ)⊕2
]2}
. (D18)
Now we expand the second term
Tr{∆Ω∆Ω} = Tr{GρΩGρΩ} − 2 Tr{GρΩGσΩ}+ Tr{GσΩGσΩ}. (D19)
Consider that
Tr{GρΩGρΩ} = 4 Tr{ΩSρ(Aρ)⊕2(Sρ)TΩΩΩSρ(Aρ)⊕2(Sρ)TΩΩ} (D20)
= 4 Tr{Ω(Aρ)⊕2Ω(Aρ)⊕2} = −4 Tr{(Aρ)⊕2(Aρ)⊕2} (D21)
= −8 Tr{(Aρ)2}. (D22)
We also have that
Tr{GρΩGσΩ} = 4 Tr{ΩSρ(Aρ)⊕2(Sρ)TΩΩΩSσ(Aσ)⊕2(Sσ)TΩΩ} (D23)
= 4 Tr{ΩSρ(Aρ)⊕2(Sρ)TΩSσ(Aσ)⊕2(Sσ)T } (D24)
= 4 Tr{Ω(Aρ)⊕2Ω(Sρ)−1Sσ(Aσ)⊕2(Sσ)T (Sρ)−T } (D25)
= −4 Tr{(Aρ)⊕2S˜(Aσ)⊕2S˜T }. (D26)
By the same calculation above, we see that
Tr{GσΩGσΩ} = −8 Tr{(Aσ)2}. (D27)
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Now we combine all terms together to find that
V (ρ‖σ) = 1
2
[Tr{GρV ρGρV ρ} − 2 Tr{GρV ρGσV ρ}+ Tr{GσV ρGσV ρ}]
+
1
8
[Tr{GρΩGρΩ} − 2 Tr{GρΩGσΩ}+ Tr{GσΩGσΩ}] (D28)
= 4 Tr{(Aρ)2(Dρ)2} − 4 Tr{((Dρ)2Aρ)⊕2S˜(Aσ)⊕2S˜T }
+ 2 Tr
{[
S˜(Aσ)⊕2S˜T (Dρ)⊕2
]2}
− Tr{(Aρ)2}
+ Tr{(Aρ)⊕2S˜(Aσ)⊕2S˜T } − Tr{(Aσ)2} (D29)
= Tr{(Aρ)2 [(2Dρ)2 − I]} − Tr{([(2Dρ)2 − I]Aρ)⊕2S˜(Aσ)⊕2S˜T }
+ 2 Tr
{[
S˜(Aσ)⊕2S˜T (Dρ)⊕2
]2}
− Tr{(Aσ)2}. (D30)
This concludes the proof.
Appendix E: Relative entropy variance for two-mode Gaussian states in standard form
Two-mode Gaussian states with covariance matrices in “standard form” have a covariance matrix as follows [31,
41, 42]:
V = (I2 ⊕ σZ)V ⊕20 (I2 ⊕ σZ) =
[
a c
c b
]
⊕
[
a −c
−c b
]
, (E1)
where σZ is the Pauli Z matrix,
V0 ≡
[
a c
c b
]
, (E2)
a, b ≥ 1/2, and
c ≤ min
{√
(a− 1/2) (b+ 1/2),
√
(a+ 1/2) (b− 1/2)
}
. (E3)
For such states, there are less calculations to perform when calculating the relative entropy variance due to the extra
symmetry that they have. The symplectic diagonalization of the covariance matrix V simplifies as well:
V = (I2 ⊕ σZ)S⊕20 (I2 ⊕ σZ)D⊕2 (I2 ⊕ σZ)S⊕20 (I2 ⊕ σZ) , (E4)
where
S0 ≡
[
ω+ ω−
ω− ω+
]
, ω± ≡
√
a+ b±√y
2
√
y
, D ≡
[
ν− 0
0 ν+
]
, (E5)
ν± ≡ [√y ± (b− a)] /2, y ≡ (a+ b)2 − 4c2. (E6)
From this, we can deduce that the G matrix defined in (10) for such states simplifies as follows:
G = −2Ω ((I2 ⊕ σZ)S⊕20 (I2 ⊕ σZ)) arcoth(2D)⊕2 ((I2 ⊕ σZ)S⊕20 (I2 ⊕ σZ))Ω (E7)
= −2Ω (I2 ⊕ σZ)S⊕20 arcoth(2D)⊕2S⊕20 (I2 ⊕ σZ) Ω (E8)
= −2Ω (I2 ⊕ σZ) [S0 arcoth(2D)S0]⊕2 (I2 ⊕ σZ) Ω. (E9)
So then
∆ = Gρ −Gσ (E10)
= −2Ω (I2 ⊕ σZ) [Sρ0 arcoth(2Dρ)Sρ0 − Sσ0 arcoth(2Dσ)Sσ0 ]⊕2 (I2 ⊕ σZ) Ω (E11)
= −2Ω (I2 ⊕ σZ) [∆′]⊕2 (I2 ⊕ σZ) Ω, (E12)
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where
∆′ ≡ Sρ0 arcoth(2Dρ)Sρ0 − Sσ0 arcoth(2Dσ)Sσ0 . (E13)
We can now give a simplified formula for the relative entropy variance of two-mode Gaussian states in standard
form:
Lemma 3 The relative entropy variance V (ρ‖σ), as defined in (3), simplifies as follows for two-mode zero-mean
Gaussian states ρ and σ with covariance matrices in the standard form (E1):
V (ρ‖σ) = 4 Tr
{
[σZ∆
′σZV
ρ
0 ]
2
}
− Tr {σZ∆′σZ∆′} , (E14)
where V ρ0 and ∆
′ are defined in (E2) and (E13), respectively.
Proof. Starting with the formula in (18), we find that
Tr{∆V ρ∆V ρ} (E15)
= Tr
{[(
−2Ω (I2 ⊕ σZ) [∆′]⊕2 (I2 ⊕ σZ) Ω
)
(I2 ⊕ σZ) (V ρ0 )⊕2 (I2 ⊕ σZ)
]2}
(E16)
= 4 Tr
{[
(I2 ⊕ σZ) Ω (I2 ⊕ σZ) [∆′]⊕2 (I2 ⊕ σZ) Ω (I2 ⊕ σZ) (V ρ0 )⊕2
]2}
(E17)
= 4 Tr
{[[
0 σZ
−σZ 0
]
[∆′]⊕2
[
0 σZ
−σZ 0
]
(V ρ0 )
⊕2
]2}
= 8 Tr
{
[σZ∆
′σZV
ρ
0 ]
2
}
. (E18)
We can simplify the other term as well:
Tr{∆Ω∆Ω} = Tr
{[(
−2Ω (I2 ⊕ σZ) [∆′]⊕2 (I2 ⊕ σZ) Ω
)
Ω
]2}
(E19)
= 4 Tr
{[(
Ω (I2 ⊕ σZ) [∆′]⊕2 (I2 ⊕ σZ) Ω
)
Ω
]2}
(E20)
= 4 Tr
{[
Ω (I2 ⊕ σZ) [∆′]⊕2 (I2 ⊕ σZ)
]2}
(E21)
= 4 Tr
{[
(I2 ⊕ σZ) Ω (I2 ⊕ σZ) [∆′]⊕2
]2}
(E22)
= 4 Tr
{[[
0 σZ
−σZ 0
]
[∆′]⊕2
]2}
= −8 Tr {σZ∆′σZ∆′} , (E23)
concluding the proof.
A similar analysis gives the following simplification as well:
Lemma 4 The relative entropy D(ρ‖σ) simplifies as follows for two-mode zero-mean Gaussian states ρ and σ with
covariance matrices in the standard form (E1):
D(ρ‖σ) = [lnZσ + 4 Tr{σZSσ0 arcoth(2Dσ)Sσ0 V ρ0 }] /2− g(νρ+ − 1/2)− g(νρ− − 1/2), (E24)
where V ρ0 and ∆
′ are defined in (E2) and (E13), respectively.
