In this note we prove certain necessary and sufficient conditions for the existence of an embedding of statistical manifolds. In particular, we prove that any smooth (C 1 resp.) statistical manifold can be embedded into the space of probability measures on a finite set. As a result, we get positive answers to the Lauritzen question on a realization of smooth (C 1 resp.) statistical manifolds as statistical models.
Introduction
A statistical model is a family M of probability measures on a measurable space Ω. There are two natural geometrical structures on any statistical model equipped with a differentiable manifold structure. They are the Fisher tensor and the Chentsov-Amari tensor.
The Fisher tensor was given by Fisher in 1925 as an information characterization of a statistical model. Rao [Rao(1945) ] proposed to consider this tensor as a Riemannian metric on the manifold of probability distributions. This Fisher metric has been systematically studied in [Chentsov1972] , [M-C 1990] , [A-N2000] and others [Lauritzen1987] , [Rao1987] , [Ay2002] , [Jost2005] , ect. in the field of geometric aspects of statistics and information theory.
Chentsov [Chentsov1972] and Amari [Amari1997] independently also discovered a natural structure on statistical models, namely a 1-parameter family of invariant connections, which includes the Levi-Civita connection of the Fisher metric. This family of invariant connections is defined by a 3-symmetric tensor T together with the Levi-Civita connection of the Fisher metric.
Motivated by the question how much we can describe a statistical model via their Fisher metric and Chentsov-Amari tensor T , in 1987 Lauritzen proposed to call a Riemannian manifold (M, g) with a 3-symmetric tensor T a statistical manifold. Since two 3-symmetric tensors T and k · T , k = 0, define the same family of Chentsov-Amari connections, we shall say that two statistical manifolds (M, g, T ) and (M, g, kT ) are conformal equivalent.
A natural and important question in the mathematical statistics is to understand, if a given family M of probability distributions can be considered as a subfamily of another given one N . In the language of statistical manifolds, this question can be formulated as a problem of isostatistical embedding of a statistical manifold (M, g, T ) into another one (N, g ′ , T ′ ). Here we say that an immersion f : (M, g, T ) → (M ,ḡ,T ) is called isostatistical, if f * (ḡ) = g and f * (T ) = T . We shall see in section 2 that the problem of the existence of an isostatistical embedding includes also the Lauritzen question in 1987, if any statistical manifold is a statistical model. It also concerns the following important problem posed by Amari in 1997, if any finite dimensional statistical model can be embedded into the space Cap N of probability distributions of the sample space Ω N of N elementary events for some finite N . We shall construct a class of C 0 (and C 1 ) monotone invariants of statistical manifolds, which present obstructions to embedding of a given C k statistical manifold M into another one N n . Here a C k statistical manifold (M, g, T ) is a smooth differentiable manifold with C k sections g ∈ S 2 T * M and T ∈ S 3 T * M . These invariants measure certain relations between the metric tensor g and the 3-symmetric tensor T . In particular, using these invariants we show that no statistical manifold which is conformal equivalent to the space Cap N can be embedded into the product of m copies of the normal Gaussian manifolds for any N > 3 and any finite m. In the Main Theorem (section 5) we prove that any smooth (C 1 resp.) statistical manifold M m can be isostatistically embedded to a the space Cap N for some N big enough. As a consequence we also get a new proof of Matumoto theorem on the existence of the contrast function for a statistical manifold (see 2.8).
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2 Statistical models and statistical manifolds.
In this section we recall the definitions of the Fisher metric and the ChentsovAmari connections on statistical models. We introduce the notion of a weak Fisher metric and a weak potential function. At the end of the section we discuss the problem, if a given statistical manifold is a statistical model. Most of the facts in this section can be found in [A-N2000] .
Suppose that M is a statistical model -a family of probability measures on a space Ω. We assume throughout this note that M and Ω are differentiable manifolds, and Ω is equipped with a fixed Borel measure dω. We also write
where p(x, ω) in LHS of (2.1) is a Borel measure in M and p(x, ω) in the RHS of (2.1) is a non negative (density) function on M × Ω which satisfies
The Fisher metric g F (x) is defined on M as follows. For any V, W ∈ T x M we put
The function under integral in (2.2) is well defined, if
Denote by Cap(Ω) the space of all probability measures on Ω. Clearly we can consider the density function p(x, ω) as a mapping M → Cap(Ω). Thus we shall call a function p(x, ω) a probability potential of the metric g F , if p(x, ω) satisfies (2.1.a), (2.1.b), (2.2). We shall see in Proposition 2.2 that for a given Riemannian metric g F on a smooth manifold M there exist many probability potentials f (x, ω) for g F , even if we fix the space (Ω, dω).
Some time it is useful to consider functions p(x, ω) which satisfy (2.2) and (2.1.b) but not necessary (2.1.a). In this case, the Riemannian metric g F will be called weak Fisher metric, and the function p(x, ω) will be called a weak probability potential of g F . 2.4. The Fisher metric on the space (Cap N ) + of all positive probability distributions on Ω N (see also [A-N2000] , [Jost2005] , [Chentsov1972] ). By definition we have
Example of a weak
We define the embedding map
It is easy to see that the Fisher metric in the new coordinates (q i ) is the standard metric of constant positive curvature on the sphere S N −1 (2).
2.5. Divergence potential (see [A-N2000] , [Rao(1987) ].) A function ρ on M × M with the following property (2.5.1) ρ(x, y) ≥ 0 with equality iff x = y is called a divergence function. A divergence function ρ is called a divergence potential for a metric g on M , if
where
An example of a divergence potential for a Fisher metric is the Jensen function J λ,µ
2.6. Chentsov-Amari connections. Let p(x, ω) be a probability potential for a Riemannian metric g. We define a symmetric 3-tensor T on M as follows
We denote by ∇ F the Levi-Civita connection of the (weak) Fisher metric g F . We define
The connections ∇ t are called the Chentsov-Amari connections.
If g and T are defined by the same divergence function ρ(x, y), we shall call ρ(x, y) a divergence potential for the statistical manifold (M, g, T ). It is a known fact that the Kullback relative entropy function is a divergence potential for the associated statistical model.
Statistical submanifolds.
A submanifold N in a statistical manifold (M, g, T ) with the induced Riemannian metric g |N and induced tensor T |N is called statistical submanifold of (M, g, T ). Clearly, if f (x, ω) is a (weak) probability potential for (M, g, T ), then its restriction to any submanifold N ⊂ M is a (weak) probability potential of the induced statistical structure.
2.8. Statistical models and statistical manifolds. Since any probability function p(x, ω) defines a map M → Cap(Ω), we shall say that a statistical manifold (M, g, T ) is a statistical model, if there probability potential p(x, ω) for g and T . By the remark in 2.7, we get that a statistical submanifold of a statistical model is also a statistical model. Furthermore, if a statistical manifold (M, g, T ) is a statistical model, then it must admit a divergence potential. Hence the following theorem of Matsumoto is a consequence of our Main Theorem in section 5.
there exists a divergence potential ρ for g and for T .
Embeddings of linear statistical spaces.
An Euclidean space (R n , g 0 ) equipped with a 3 -symmetric tensor T will be called a linear statistical spaces. We observe that the equivalence class of linear statistical spaces coincides with the orbit space of 3-symmetric tensors T under the action of the orthogonal group O(n). In this section we discuss certain invariants of these orbits and we show several necessary and sufficient conditions for the existence of embedding of one linear statistical space into another linear statistical space by studying these invariants. A class of our necessary conditions consists of monotone invariants λ, i.e. we assign to any linear statistical space (R n , g
Since a tangent space of a statistical manifold is a linear statistical manifold, these invariants play important role in the problem of isostatistical immersion.
3.1. Trace type of a symmetric 3-tensor. Let us denote by R n the subspace in S 3 (R n ) consisting of the following 3-symmetric tensors
where v ∈ R n . Using the standard representation theory (see e.g. [O-N1988]) we have the decomposition
To compute the orthogonal projection of a 3-symmetric tensor T on the space R n in the decomposition (3.2.) we can use the following Lemma. We denote by π 2 the orthogonal projection form S 3 (R n ) to R n .
3.3. Lemma. We have
Here we identify the 1-form T r(S) with a vector in R n by using the Euclidean metric g 0 .
We omit the proof of Lemma 3.3 which is straightforward. In view of Lemma 3.3 we shall call any tensor T ∈ R n of trace type.
We note that
Thus the dimension of the quotient
This dimension is exactly the number of all complete invariants of pairs consisting of a positive definite bilinear form g and a 3-symmetric tensor T .
Clearly the dimension condition is not sufficient as the following proposition shows.
Proposition. A linear statistical space
(R k , g 0 , T ) can be embedded into a linear statistical space (R N , g 0 , T v ), if
and only if N ≥ k and T is also a trace type: T = T
w with |w| ≤ |v|.
Proof. The necessary condition follows from the fact that the restriction of T v to R k equals Tv, wherev is the orthogonal projection of v to R k . Conversely, if |w| ≤ |v| we can find an orthogonal transformation, such that w equals the orthogonal projection of v on R k . 2 3.6. Commasses as monotone invariants. Since the metric g extends canonically on the space S 3 (R n ), we can define the absolute norm
Now we define comasses of a 3-symmetric tensor T as follows
T (x, y, z),
T (x, y, y),
Clearly we have
Proposition. The comasses are positive functions which vanish at T , if and and only if T equals zero. They are monotone invariants of T , since if T is a restriction of 3-symmetric tensorT on R
N , then
Proof. To prove the first statement it suffices to show that M 1 vanishes at only T = 0. To see this we use the identity −12T (x, y, z) = T (x+y +z, x+y +z, x+y +z)+T (x+y −z, x+y −z, x+y −z)+
The second statement follows immediately from the definition.
2
Now for a space (R n , g 0 , T ) and for 1 ≤ k ≤ n we put
We can easily check that ifT is a restriction of T to a subspace
Thus λ k (T ) is a monotone invariant of linear statistical manifolds. These invariants are related by the following inequalities
The last equality follows from the fact, that the function T (x, x, x) is antisymmetric on S n−1 (|x| = 1) ⊂ R n and S n−1 is connected. We observe that if T is of trace type, then λ n−1 (T ) = · · · = λ 1 (T ) = 0.
We are going to give a lower bound of the monotone invariant λ n−1 of a linear statistical space of certain type. The equality λ n−1 (R n , g 0 , T ) ≥ A means that no hyperplane with the norm M 1 strictly less than A can be embedded in (R n−1 , g 0 , T ).
3 be a 3-symmetric tensor on R n with n ≥ 4, N ≥ 4 and |ε i | ≤ 1/4. Then we have
, and H be a hyperplane in R n which is orthogonal to (kn, 1, 1, · · · , 1), and let n ≥ 5, k ≥ 3. Then we have
, where n ≥ 4, k ≥ n. We denote by H the tangential plane T x S n , and by T 0 the following 3-symmetric tensor on R n+1 + :
Then we have
3.8.2. Remark. The tensor T 0 in (3.8.1) defines on (R n , g 0 ) a statistical structure with a weak probability potential { 3.8.3. Remark. Lemma 3.8.a holds also for n = 3 but not for n = 2, Lemma 3.8.b holds also for n = 4, but not for n = 3, and Lemma 3.8.c holds also for n = 3 but not for n = 2.
There are also several obvious monotone invariants of T .
is well-defined for n ≥ 3.
T (x, y, y), is well-defined for n ≥ 2. We can check that
On the other hand we have ker A 2 ⊂ R(3π 1 ).
Thus A 1 and A 2 are different invariants.
Lemma. Let π 1 be the first component of T in decomposition (3.2). Then ||T ||
. We have noticed in Proposition 3.5 that the restriction of the trace form π 2 T to any subspace is also a trace form. Thus π
Since all the projections π 1 , π n k decrease the norm ||.||, we get
Proof. It suffices to show that we can embed (R,
Clearly the line v ⊗ R defines the required embedding.
Let us consider the embedding problem for 2-dimensional linear statistical spaces. It is easy to see that
Thus the quotient S 3 (R 2 )/SO(2) equals (R 2 ⊕ R 2 )/S 1 . Geometrically there are several ways to see this. In the first way we denote components of T ∈ S 3 (R 2 ) via T 111 , T 112 , T 122 , T 222 . Proof. We choose an oriented orthonormal basis (v 1 , v 2 ) by taking as v 1 a point on S 1 (|x| = 1), where the function T (x, x, x) reaches the maximum. The first variation formula shows that in this case T 112 = 0. This shows the existence of the canonical coordinates. Clearly, if two tensors have the same canonical coordinates, then they are equivalent. Next, if two tensors T and T ′ are equivalent, then their norms M 1 are the same. We need to take care the case, when there are several points x at which T (x, x, x) reaches the maximum. In any case, they have the same first coordinates. Next we note that
. Thus if two tensors are equivalent and have the same first coordinates, they must have the same third coordinate T 122 , and this third coordinate is uniquely defined up to sign. The condition on the orientation tells us that the sign must be +. This proves the second statement. 2 3.12. Proposition. We can always embed the 2-dimensional statistical
Proof. It suffices to prove for n = 7. We denote by O(T ) the set of of all unit vectors v ∈ S 6 such that 
Case 2. We assume that the nullity of A v on O 0 0 (T ) is constantly 1. Using the anti-symmetric property of A v we conclude that the restriction of A v to the plane R 4 (v) which is orthogonal to the kernel of A v has index constantly 2. Thus there exists a vector z which is orthogonal to the kernel y of A v such that A v (z, z) = 0. Clearly the restriction of A v to the plane R 2 (y, z) vanishes. Now we can repeat the argument in the case 1 to get a vector w such that the restriction of T to R 2 (v, w) vanishes. 2 3.13. Theorem. a) Any statistical space (R n , g 0 , T ) can be embedded in the
Proof. a) We prove by induction. The statement for n = 1 follows from Proposition 3.8. Suppose that the statement is valid for all n ≤ k.
3.14. Lemma. Suppose that T ∈ S 3 (R k+1 ). Then there are orthonormal coordinates x 1 , · · · , x k such that (3.14.1)
Proof of Lemma 3.14. We choose v 1 as the unit vector in S k ⊂ R k+1 , on which the function T (v, v, v) reaches the maximum on the unit sphere S k . The first variation formula shows that T (v 1 , v 1 , w) = 0 for all w which is orthogonal to v 1 . We denote by R k the orthogonal complement to R · v 1 . Now we consider a bilinear symmetric form A on R k defined as follows
There is an orthonormal basis on R k , where we can write A(x, y) = k+1 i=2 a i x 2 i . Clearly in this orthonormal basis we can write T in the form in (3.14.1).
Continuation of the proof of Theorem 3.13.a We shall show explicitly that that any statistical space (R
Here we take the sign + in (3.16.1), if a 2 > 0, and we take the sign −, if a 2 < 0. Clearly, L defines the required embedding R 2 → R 4 . This together with Proposition 3.8 and the induction assumption complete the proof of Theorem 3.13. a.
Proof of Theorem 3.13. b. We decompose the embedding
3 ). Clearly, f is the required embedding. 2
Monotone invariants and obstructions to embeddings of statistical manifolds
Let K(M, e) denote the category of statistical manifolds M with morphisms being embeddings. Functors of this category are called monotone invariants of statistical manifolds. Clearly any monotone invariant is an invariant of statistical manifolds.
4.1. Examples. There are many monotone invariants which arise from our analysis in section 3. a) Trace type of a statistical manifold. A statistical manifold (M, g, T ) will be called of trace type, if for all x ∈ M the form T (x) is of trace type (see 3.1.) It follows from Proposition 3.5 that any statistical submanifold of a statistical manifold of trace type is also of trace type. Thus the trace type is a monotone invariant. In particular we cannot embed the statistical space Cap N and the normal Gaussian space into any statistical space of trace type. On the other hand, unlike the linear case, we cannot embed a statistical manifold of trace type into another one of trace type, even if the norm condition is satisfied. For example, if the trace form is closed (or exact), then the trace form of its submanifolds is also closed (resp. exact). Hence within a class of statistical manifolds of trace type we get a new monotone invariants which can be expressed via the closedness and the cohomology class of the corresponding trace form.
b) Decomposability of a statistical manifold. We note that the class of 3-symmetric tensors of trace form is a subclass of all decomposable tensors T 3 which are a symmetric product of 1-forms and symmetric 2-forms. Any statistical submanifold of a statistical manifold with a decomposable tensor T has also the (induced) decomposable tensor. Thus the decomposability is also a monotone invariant. The Gaussian normal 2-dimensional manifold is an example of decomposable type but not of trace type. c) Rank and comass. We define for any statistical manifold (M, g, T ) the following number rank(T ) = sup rank(T (x))
Clearly these four numbers are monotone invariants of statistical manifolds.
We recall that the normal Gaussian statistical manifold is the two dimensional statistical model which is upper half of the plane R 2 (µ, σ) with the potential
Proposition. Any statistical manifold which is conformal equivalent to the space Cap
N cannot be embedded into the direct product of m copies of the normal Gaussian statistical manifold 2.3.3.a for any N ≥ 3 and finite m.
Proof. It is easy to check that M 1 (Cap N ) = ∞. Thus any statistical manifold which is conformal equivalent to Cap N has also the infinite invariant M 1 . On the other hand, we compute easily that the norm M 1 of the Gaussian normal manifold, as well as the norm M 1 of a direct product of its finite copies, is finite. Namely the norm M 1 (µ, σ) is √ 2 for all (µ, σ). To estimate the diameter with weight ρ of a given statistical manifold (M, g, T ) we can proceed as follows. For each point x ∈ M we denote by D ρ (x) the set of all unit tangential vector v ∈ T x M such that T (v, v, v) = ρ. We denote by D < v, w >> 0.
We shall say that a point
It is easy to see that the set of all ρ-regular points is open and dense in M for any given ρ. 
Lemma. Under the condition in Proposition 4.4.1 there exists a small neighborhood
Proof of Lemma 4.5. We denote by Exp the exponential map
and by DExp the differential of this exponential map restricted to
is a linear statistical space, so we denote by M 1 x the induced norm-function on S m−1 × T x M m as follows:
Since DExp is a continuous function, whose restriction to S m−1 × 0 is the identity, there exists a ball B(0, δ) with center in 0 ∈ T x M such that (4.5.1)
. We can assume that δ is so small such that DExp is a homeomorphism on S m−1 × B(0, δ). Now we apply the above mentioned Gromov Lemma [2.4.1.A, Gr1986] to get a oriented curve S 1 (t) in the linear space T x M such that
for all t. Next we observe that for all α > 0 the curve α · S 1 (t) has the same norm as S 1 (t), i.e.
Thus we can assume that our curve S 1 (t), which satisfies (4.5.2), lies in the ball B(0, δ). By our choice of δ ( see (4.5.1)), we get from (4.5.2)
for all t. This curve Exp(S 1 (t)) is an immersed curve. To get an embedded curve we perturb the immersed curve such that the condition of Lemma 4.5 is satisfied. This is possible, since m ≥ 3.
Now let us to continue the proof of Proposition 4.4.a. We denote by S 1 (t) the embedded curve in Lemma 4.5. Next by choosing a tubular neighborhood of S 1 (t) we can get a (small, thin) oriented embedded solid torus
in M m such that our embedded curve is exactly the mean curve S 1 (t) × {0} × {0} on the solid torus. We can choose this torus T 3 so thin, such that for all s, t, r we have
Using (4.5.4) we choose a smooth unit vector field V (t, s) on the torus T 3 (t, s, r) which is tangential to each torus T Using the same argument we can prove the second part b) of Proposition 4.4. First we get the existence of an embedded curve S 1 (t) of arbitrary length on M such that M 1 (T |S 1 (t)) ≥ ρ + (1/4)ε. Now we consider a torus tubular neighborhood of this curve in M and apply the same argument in the first part, namely we get on each torus T 2 (t, s) an integral curve whose unit tangential vector V = (∂/∂t)S 1 (t; s, r) satisfies the condition: 
Our proof of Theorem 5.1 uses the Nash embedding theorem, the Gromov embedding theorem and an algebraic trick. The existence of monotone invariants prevents us extend Theorem 5.1 for non-compact case (in contrast to the Riemannian case.) 5.2. The Nash embedding theorem. [Nash1954, Nash1956] Any smooth (
We denote by T 0 the "standard" 3-tensor on R n : ) + (
Proof of Theorem 5.1. First we shall take an immersion
The existence of f 1 follows from the Gromov immersion theorem.
Then we choose a positive number A −1 such that
is a Riemannian metric on M , i.e. g 1 is a positive symmetric bi-linear form. Such a number A exists, since M is compact. Now we shall choose an isometric immersion f 2 : (M m , g 1 ) → (R N , g 0 ). The existence of f 2 follows from the Nash isometric immersion theorem.
Lemma. There is a linear isometric embedding
Proof. We put
Clearly, L m+1 is the required embedding. 2
Completion of the proof of Theorem 5.1. Finally we take an embedding
Since f 2 is an embedding, f 3 is the required embedding map for Theorem 5.1. Proof of Theorem 5.5. We put (5.6)Ā := max{4 √ n, 4 √ n · A}.
Let U be an open neighborhood of (λ, (2Ā)
Here λ is the positive number such that (5.7) nλ 2 + 3n(2Ā) −2 = 4.
We denote by U + the intersection U ∩ Cap 3 + (2/ √ n). We now choose U so small such that the product U × n times U ⊂ S 4n−1 lies in the complement S 4n−1 \ C. Since U + is a statistical submanifold of (R 4 + , g 0 ,
3 ), the direct product U + × n times U + is a statistical submanifold of (R 4n + , g 0 ,
. We denote by U (A, r) the ball of radius r at the point (λ, (2Ā) 
Proof of Lemma 5.8. It suffices to show that there is a statistical immersion Proof. Let us denote x 0 := (λ, (2Ā)
with λ satisfying (5.7). We shall need the following 5.10. Sublemma. Let H be any 2-dimensional subspace in T x0 U + (A, r). Then there exists a unit vector w ∈ H such that T (w, w, w) ≥ 2A.
Proof of Sublemma 5.10. The subspace H can be defined by two linear equations:
(5.11) < w, x 0 >= 0, (5.12) < w, h >= 0.
Here w is a vector in H ⊂ R 4 and h is a unit vector in R 4 which is not co-linear with x 0 and which is orthogonal to H. Without loss of generality we can assume that h = (0 = h 1 , h 2 , h 3 , h 4 ) and i h 2 i = 1.
Case 1. Suppose that not all the coordinates h i of h are of the same sign, so we assume that h 1 = 0, h 2 ≤ 0, h 3 > 0. We put
(5.13) w := (w 1 , w 2 = (1 − ε 2 )k 3 , w 3 = (1 − ε 2 )k 2 , 0 = w 4 ).
The equation (5.12) for w is obviously satisfied. Now we choose w 1 , ε 2 from the following equations which are equivalent to (3.8) and the normalization of w:
(5.14) We shall take one of (2 possible) solutions ε 2 of (5.17) which is (5.18) ε 2 = 1 + (
From (5.18) we get ε 2 ≤ 5 16 , y since 0 < k 2 + k 3 ≤ 2 (this follows from (5.13)), and λ ≥ 2n −1/2 (this follows from (5.7)), so λ · 2Ā ≥ 16. Since Case 2. Now we shall assume that h 1 = 0 and h 2 ≥ h 3 ≥ h 4 > 0. We set w := (w 1 , w 2 = −a(1 − ε 2 ), w 3 = −a(1 − ε 2 ), w 4 = α · a(1 − ε 2 )) where Since 0 < (α − 2)a < 1 we have ε 2 < 1/(λ2Ā) and ε 1 < 1/(λ2Ā). Hence T (w, w, w) = λ −1 w 3 1 + (2Ā)a 3 (1 − ε 2 ) 3 (2 + α 3 ) > 2A.
2
Completion of the proof of Lemma 5.9. First we choose a small embedded torus T 2 in U + (A, r) such that for all x ∈ T 2 we have (5.24) max
This is possible thank to Sublemma 5.10. Since T (v, v, v) = −T (v, v, v) and T 2 = R 2 /Z 2 is parallelizable, (5.24) implies that we can find a smooth vector field V on T 2 sastifying the condition in Lemma 5.9. 2
Completion of the proof of Theorem 5.5. For a given A in Theorem 5.5 we let A ′ := A+ε for some small positive ε and we apply Lemma 5.8 to (R, A ′ ) which is in fact to apply Lemma 5.9. We can show that the existence of an isostatistical immersion f ′ : ([0, R], dx 2 , A ′ · dx 3 ) → U + (A ′ , r) implies the existence of an isostatistical embedding f : ([0, R], dx 2 , A · dx 3 )toU + (A ′ , r) by using the same argument in the proof of Proposition 4.4.a.
