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The purpose of this paper is to study the asymptotic behavior of the 
solutions of a certain nonlinear evolution equation in Banach spaces (see (1) 
below). This time-dependent initial value problem involves an accretive 
operator A and a function g: R + --f R +. It was first considered by Browder in 
[ 11, and was the basis of the iterative procedures for constructing zeros of 
accretive operators presented in [2] and [5]. These papers treat only the case 
when 0 E R(A). 
We begin with several results (e.g., Theorems 3 and 6) that are of interest 
when 0 & R(A). These results are, in some sense, analogs of known results 
for nonlinear semigroups and resolvents. (There is, however, a differen- 
ce-see, for example, Corollary 4). Then we show that under certain mild 
restrictions, 0 E R(A) if and only if the solutions to (1) are bounded 
(Theorem 7). When an additional condition is imposed on g, we can shown 
that A is zero free if and only if lim,,, ] u(t)] = co for each solution of (1) 
(Theorem 8 and Proposition 9). In the last part of the paper we assume that 
0 E R(A) and obtain several strong convergence results for solutions of (1) 
(e.g., Theorem 12). These results show that the asymptotic behavior of the 
solutions to (1) resembles the behavior of resolvents more than that of 
nonlinear semigroups. Theorem 12 yields improvements of the convergence 
results for the iterative procedure of [S], and leads to a geometric result 
concerning the fixed point set of a nonexpansive mapping (Corollary 13). We 
also mention that the sequence constructed from the iterative procedure of 
[5] imitates the behavior of the solutions of (1) not only when 0 E R(A), but 
also when A is zero free. Finally, we remark that many of our results are 
new even in Hilbert space. 
Let E be a real Banach space, and let I denote the identity operator. 
Recall that a subset A of E x E with domain D(A) and range R(A) is said to 
be accretive if lx, -x2) < Ix, -x2 + r(y, - JJ,)] for all [xi, ul] E A, i = 1,2, 
and r > 0. We denote the closure of a subset D of E by cl(D), its closed 
convex hull by clco(D), and its distance from a point x in E by d(x, 0). We 
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shall say that A satisfies the range condition if R(I -t rA) 3 cl@(A)) for all 
r > 0. A is said to be m-accretive if R(I + rA j = B for all positive r. 
Let g: [O, co) -+ [0, co) be a nonincreasing function of class C’ such that 
lim,,, g(t) = 0 and IF g(r) dr = co. Let x belong to E, and consider the 
following initial value problem : 
~‘0) + Au(t) + s(t) u(t) 3 g(tjx, 
u(0) = x0. 
(1) 
Since the purpose of this paper is to study the asymptotic behavior of strong 
and limit solutions [3] of this nonlinear evolution equation, we recall that U: 
[0, co) -+ E is a limit solution of (I) if and only if it is a limit solution of 
u’(t) f Au(t) 3 f(f), 
@) = x0, 
with f(t) = g(t) (x - u(t)), 0 2 t < co [3, p. 3 1 J. Therefore (1) has at most 
one limit solution. A sufficient condition for the existence of limit solutions 
of (1) for all x0 in cl@(A)) is that 
lirn~f d(z + rg(t)(x - z), R(l + rA))fr = 0 
for all z E cl(D(A)) and 0 < t < co [3, p, 731. This will certainly hold for all 
x E cl@(A)) if A satisfies the range condition and cl(B(J4)) is convex. A 
strong solution is always a limit solution. If E is reflexive, x0 E D(A), tid A 
is maximal accretive in cl@(A)), then the limit solution of (1) is aiso a 
strong one. 
In the sequel we shall always assume that cl(D(A)) is convex and that x E 
cl@(A)), although in many cases these assumptions are not necessary. They 
are not needed, for example, when A is m-accretive. (Note, however, that if 
E* is (F) (see below) and A is rn-accretive, then d(D(A)) is indeed convex). 
Alternatively, we could have assumed that R(I + A) 3 cIco(D(A)) for all 
positive r. Set G(t) = li g(r) dr, h(t) = exp(G(t)), and H(f) = 1; h(r) dr. 
Recall that the norm of E is said to be G&teaux d~~tiabIe (and E is 
said to be smooth) if Iim,,((x + ty [ - (x1)/t exists for each x and y in U = 
{x E E: Ix ( = 11. It is said to be uniformly G&eaux difBrentiab&e if for each 
y in U, this limit is approached uniformly as x varies over U. The norm is 
said to be Frkchet differentiable if for each x in U this limit is attained 
uniformly for y in U. We shall write that E is (UG) and (F), respectively. 
The duality map from E into the family of nonempty su 
E” is defmed by 
J(x) = {x* E E*: (x,x*)= /x[‘= [x*1’]. 
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It is single-valued if and only if E is smooth. For x and y in E, let (y, x), = 
max{(y, j): j E J(X)}. An operator A c E x E is accretive if and only if 
(yt - ~2, X, -x2)+ > 0 for all X, E D(A) and yi E AXi, i = 1,2. 
A closed subset D of a Banach space is said to have the minimum 
property if d(0, &o(D)) = d(0, D). We begin by recalling the following 
recent result [8, Theorems 2.3, 2.61. 
PROPOSITION 1. Let E be a Banach space and let A c E x E be an 
accretive operator. Assume either that E is (UC), or that E is uniformly 
convex and smooth. If A satisfies the range condition, then cl(R(A)) has the 
minimum property. 
The following lemma is also known. 
LEMMA 2. Let E be a Banach space. Then E* is (F) if and o&y iffor 
any convex set KC E, every sequence ix,,] in K such that Ix,,1 tends to 
d(0, K) converges. 
Our first result is, in some sense, an analog of [8, Theorem 3.31. 
THEOREM 3. Let E be a Banach space, and A c E x E an accretive 
operator that satisfies the range condition. Assume either that E is (UC) and 
E* is (I;), or that E is unifarmly convex and smooth. Let u: [0, 00) -+ E be a 
limit solution of (1). Then the strong lim,,, h(t) u(t)/H(t) = -v, where v is 
the point of least norm in cl(R(A)). 
Proof For ]y,z] EA and O,<s<t we have 
(u(t) - y I* < ) u(s) - Y I* + 2 f (g(r)@ - u(r)) - z,Utr> - Y)+ dr 
I 
~~u(s)-Yl’-2~g~r)l~(r)-Y12d~ 
s 
+2 fIg(r)(~-y)--ll~tr)-yldr. 
I s 
It follows that 
Now let E be positive, and let z satisfy ]z) < d(0, R(A)) + E. We have 
h(t) I WI/W < 40 lulIH(t)+lx,-yl/Htt)+ tfi l&)(w+z P(r) W 
H(t). Therefore lim SUP~+~ h(t) 1 u(t)(/I-f(t) < lim,,, g(t) I y ( + Km,,, (g(t) 
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(x - v) - z / = 1.z / < d(O, R(A 1) + E. Thus we obtain on the one hand that 
lim SUP~+~ h(t) / u(t)J/H(t) < d(0, R(A)). Let v(t) be another limit solution of 
(1) with x, in D(A). If B is a maximal accretive extension of A in cl@(A)), 
then v(t) is a strong solution of (,l) with A replaced by B. Therefore for 
almost all t > 0, there is w(t) E Bu(t) such that h(t) u’(r) -+- h(t) W(C) $ 
h(t) g(t) u(t) = h(t) g(t)x. Consequently, (h(r) v(t))’ = h(t) g(t)x - h(t) w(t) 
and h(t) u(t) - x0 = 16 h(r) g(r)x dr - I: h(r) w(r) dr. Dividing by H(t) and 
letting t -+ 00, we obtain, on the other hand, lim inf,,, h(t) Iu(t)\/J9(t) > 
d(0, clco(R(B))). By Proposition 1, d(0, R(B)) = d(0, clco(R(B))). Since 
(J’b h(r) W(Y) dr)/H(t) belongs to clco(R(B)) and lim suptqm h(t) 1 u(t)[/@t) < 
d(0, R(B)), Lemma 2 now implies that the strong lim,, h(t) v(t)/H(t) = -w, 
where M: is the point of least norm in cl(R(B)). For 0 <s < t we have 
1 u(t) - u(t)12 < /u(s) - v(s)j” -- 2 .!‘: g(r) 1 u(r) - u(r)[’ dr. Hence 1 u(t) - v(t] < 
/u(O) - v(O)(/h(t) and the strong lim,,, h(t) u(t)/H(t) also equals -w. Let 
J:’ = (I + rA)-’ be the resolvent of A and Jf the resolvent of B. By 18, 
Theorem 3.31, lim I-m .I;“x/t = ---G and lim,,, fix/r = -w for each x in 
cl@(A)). Since J: and $’ coincide on cl(D(A)), I: = w and the proof is com- 
plete. 
Remark. This theorem can be proved without recourse to strong 
solutions. Indeed, suppose that u(t) = lim,,, u,(r), uniformly for 0 < t < 7’, 
where (u,} is an approximate solution of (1). We have 
(xj’ - xf- ,)/(t? - tl- 1) + J(’ + g(zl)(x; - x) = E:, where un(t) = xp for 
t;-* < t<tl, x:-x0 as a-9 00, y:EAx;, r;.. I < z; < t:, and C?J!, \ E;\ 
(~7 - t:- )) + 0 as n --t 00. Therefore 
h(r,“)xy - h(tl- ,)xl- 1 + (h(tf) - h(tf- ,))(xl - xl- ,) 
- [(h(q) - h(tY- J)/& - ty.~ 1) -g($) h(q)] x;(t: - cl... 1) 
- h(t7) g(q) x(tY - t;.- ,) + h(t;)yy(t; - ty *) = h(tf) &;(q - t;- J. 
Summing from i = 1 to i = N,, dividing by C;y_“, h(t;)(t{! - tl- 1), and letting 
n -+ 03, we obtain that (h(T) u(T) -x,)/H(T) - (li h(r) g(r)x &)/H(T) 
belongs to clco(R(A)). Hence lim inf,+, h(t) I~(Ol/fW 2 W’, clco(R (A ))I, 
and the result follows. Consequently, Theorem 3 remains true even if 
cl@(A)) is not assumed to be convex. 
The next two results follow from Theorem 3 and its proofs. 
COROLLARY 4. Let E be a Banach space, and A c E x E an accretive 
operator that satisfies the range condition. Asswne either that E is (UC) and 
E” is (F), or that E is uniform& convex and smth. Let u: IO, m) -+ E be a 
limit solution of (1) with g(r) = l/Q + 1). Then the strong 
lb+, u(t)/t = -v/2, where v is the point of least norm in cl(R(A)). 
SOLUTIONS OFANONLINEAREVOLUTION EQUATION 47 
COROLLARY 5. Let E be a Banach space, and A c E x E an accretive 
operator that satisfies the range condition. Assume that E is (UG), qflexive, 
and strictly convex. Let u: [0, co) + E be a limit solution of (1). Then the 
weak lim ,- h(t) u(t)/H(t) = -v, where v is the point of least norm in 
cl@(A)). 
We continue with another analog of [8, Theorem 3.31. We shall impose an 
additional requirement on g, namely, that 
fi2 g’(t)/g*(t) = 0. + (3) 
This condition is satisfied when g(t) = (1 + 1)-O, 0 < a < 1. 
THEOREM 6. Let E be a Banach space, and A c E x E an accretive 
operator that satisfies the range condition. Assume that E is uniformly 
convex and that g satiszes (3). Let u: [0, a~) --t E be a limit solution of (1). 
Then the strong lim,,, g(t) u(t) = -v, where v is the point of least norm in 
NW)). 
Proof: Let [y, z] belong to A. By inequality (2) (obtained during the 
proof of Theorem 3), 
lim sup g(t) Iu(t)l 9 li? zu,up t-r00 g(t)~flg(r)(x - Y) -~lW)dr 40 + 0 Ii 
< lim sup 
t-tax ‘g(r)lg(r)(x-y)-z/h(r)dr W=lzl. Ii 
Therefore lim supI,, g (t) ) u(t)1 & d(0, R(A)). We also have for 0 ,< s < t and 
k > 0, 
1 u(t + k) - u(t)[* < (u(s + k) - u(s)/* t 2 f [ g(r + k)(x - u(r t k)) 
- g(r)(x - u(r)), u(r tSk) - u(r)]+ dr 
< ) u(s + k) - u(s)]’ - 2 1’ g(r) lu(r t k) - u(r)l’ dr 
s 
i-2 ‘lg(r+k)-g(r)lIx--u(r+k)iIu(rtk)-u(r)ldr. 
i s 
Therefore 
I u(t + k) - WI h(t) 
< /u(k) - u(O)1 + 1’ I g(r + k) - g(r)1 Ix - u(r + k)l h(r) dr. 
0 
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As in the proof of Theorem 3, we may assume that x,, E D(A) and that u is a 
strong solution of (1). Hence we obtain (for almost all t 2 0) 
Id(t)1 h(t) < M - ii g’(r) /x - u(r)\ h(r) dr, (4) 
where M is a constant. 
Using (3) and the boundedness of g(t) u(t), we now see that 
lim,,, u’(t) = 0 (where t E R+\M and N has measure 0) Now let J, = 
(I + rA)-’ be the resolvent of A. For almost all t > 0, u(t) =f,,,&x - 
u’(t)/g(t)). Therefore 1 u(t) - JIIg(+ / g(t) < [u’(t)l, and lim,,, g(t) u(t) = 
lim f-cc s(t) J,,,u, x = --u by [ 8, Theorem 3.3 J. Since the restriction that 
t E R +\N can be removed, the proof is complete. 
Remark. In the setting of Theorem 6, h(t) u(t)/H(t) also conmges to 
-u. To see this, we note that j”‘, h(r) u’(r)dr= h(t)u(t) - h(O) u(O) - 
Ji h(r) g(r) u(r) dr. Dividing by H(r) and using the fact that lim,, u’(t) = 0, 
we obtain lim,,, h(t) u(t)/H(t) = lim,,, [Sk h(r) g(r) u(r) &]/H(f) = --u. If 
(3) is not satisfied, then u’(t) need not converge to 0, and g(t) u(t) need not 
converge to -u (cf. Corollary 4). Theorem 6 can also be proved dire&y, by 
using [8, Lemma 2.41 instead of [8, Theorem 3.31. The examples mentioned 
after [8, Corollary 3.51 show that Theorem 6 is not true in all Banach 
spaces. 
We now relate the asymptotic behavior of solutions of (1) to the 
solvability of the inclusion 0 E Ax. For a subset D of E, we denote d(O, D) 
by IIDII. 
THEOREM 7. Let E be a reflexive Banach space each weakly compact 
convex subset of which has the fixed point property for nonexpansive 
mappings. Let A c E x E be an accretive operator that sal&jZes the ratzge 
condition, and let u: [O, m)-t E be a limit solution of (1). Then 0 E R(A) if 
and only if u is bounded. 
Proof. If 0 E R(A), let y E A-‘0. Then (2) yields /u(t) - y 1 h(t) < 
I~o-~l+~‘oIg(r)t~-~)lhtr)dr d limsup,,,ltr(r)l~lx-yt+IYl. 
Conversely, assume that a limit solution u of (1) is bounded. Let B be a 
maximal accretive extension of A in cl(D(A)), and iet v: [0, a) -+ E be a 
strong solution of (1) with A replaced by 3 and X, E D(A). Then v is also 
bounded. Let y E cl(D(A)) and set R = lim supI+ 1 y - v(tX Conskier the set 
K = {z E cl(D(A)): lim sup during the proof of Theom$ - WI G R I. BY inequaW (4) (0~~~~ 
lim 1 u’(t)1 = fiz M, g(D) - g(t) h(t) + I* g’(r) h(r) dr h(t) = 0, c-m 0 II 
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where t E R ‘\N and N has measure 0. For such t, and for a tixed positive r, 
lim up ]Jlz - u(t)/ 
,< Iim zup ]Jrz - J,u(t)l + lim zup ]J&) - u(t)] * 
< lim zup (z - v(t)1 + r ii: IlBu(t)(l = lim E,up ]z - v(t)l. -4 
(J, is the resolvent of B.) It follows that K is non-empty, bounded, closed, 
convex, and invariant under J,. Therefore it contains a fixed point of Jr, 
which is a zero of B. Denote such a zero by yO. Then (z, y - yO)+ > 0 for all 
[y, z] E A. Since A satisfies the range condition, there is [y,, zi] E A such 
that y,=y,+rz,. Hence (yo-y,, Y,-y,,)+>O, Y,=Y,, zl=O, ad 
OER(A). 
We can do better if g satisfies (3). 
THEOREM 8. Let E be a reflexive Banach space, each weakly compact 
convex subset of which has the fixed point property for nonexpansive 
mappings, and let A c E x E be an accretive operator that satisjies the range 
condition. Assume that g satisfies (3). Then A is zero free if and only tf 
lim,,, I u(t)/ = 00 for each limit solution of (1). 
Proof It is clear that if Km,,, lu(t)l = co, then A is zero free (by 
Theorem 7). Now suppose that lim infi+, lu(t)l < co. Again we may assume 
that u is a strong solution of (1). By inequality (4) (obtained in the course of 
the proof of Theorem 6), lim,,, u’(t) = 0, where t E R +\N and N has 
measure 0. Therefore there is a sequence t, -+ co such that {u(t,)} is 
bounded, lim,,, u’(t,) = 0, lim,,, g(t,) u(t,) = 0, and lim,,, (] Au(t,)]] = 0. 
Let y E cl@(A)) and set R = lim sup,,, ] y - u(t,,)l. Since cl@(A)) is 
assumed to be convex, the set C = {z E cl@(A)): lim SUP=-+~ ]z - u(t,)l <R} 
is non-empty, bounded, closed, convex, and invariant under Jr, r > 0. Conse- 
quently, it contains a fixed point of J,, hence a zero of A. 
A different approach leads to the following variant of Theorem 8. We shall 
assume that 
lim Fp - g’(t)/g’(t) < co. (5) 
PROPOSITION 9. Let E be a reflexive Banach space, each weak& 
compact convex subset of which has the fixed point properv for nonex- 
pansive mappings, and let A c E x E be an accretive operator that satisfies 
the range condition. Assume that E is (UG), and that g satisfies (5). Then A 
is zero free if and only glim,,, I u(t)1 = 00 for each limit solution of (1). 
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Proof. Suppose that lim inl; rr /u(t)] < co. Then d(0, clco(R(A)))) < 
lim inf,,, h(t) \u(t)]/H(t) = 0. By Proposition 1, cl@(A)) has the minimum 
property and 0 E cl@(A)). By the proof of Theorem 6, lim,,, i&(t) u(t)1 < 
d(O,R(A)) = 0. Therefore (4j and (5) imply that lim,,, u’(t) = 0, where 
t E R +\N and N has measure 0. The result now follows as in the proof of 
Theorem 8. 
Remark. If fg(t) is nondecreasing, then g satisfies (5). If, in addition, 
lim,+, tg(t) = co, then g satisfies (,3). 
We now assume that 0 E R(A) and obtain strong convergence results for 
solutions of (1). 
Let D be a closed convex subset of a Banach space E, and C a closed 
subset of D. Recall that a retraction P: D -+ C is said to be sunny if for each 
x E D, P(x) = v implies that P(u + T(X - 0)) = t! whenever u -I- r(x - v) 
belongs to D and r > 0. If there exists a retraction P: D -+ C which is both 
sunny and nonexpansive (I Px -- Py j 6 /x - vi), then C is said to be a sunny 
nonexpansive retract of D. We begin by recalling a result that is essentially 
known (4, Theorem 1.41. 
PROPOSITION 10. Let E be a smooth reflexive Banach space with a 
duality mapping which is weakly sequentially continuous, and let A c E x E 
be an accretive operator that satisfies the range condition. Assume that 
0 e R(A). Let u: [0, 00) -+ E be the unique limit solution of (1). Then the 
strong lim,,, u(f) = Px, where P is the sunny nonexpansive retraction of 
cl(D(A)) onto A‘-‘0. 
Proof: Let B be a maximal accretive extension of A in @D(A)). Let u(t) 
be another limit solution of (1) with x0 in D(A). Then u(t) is a strong 
solution of (1) with A replaced by B. By the proof of Theorem 7, A- ‘0 = 
B-‘0. Therefore the result follows from [4, Theorem 1.41 and the fact that 
/u(t) - u(t)\ < ) u(O) - v(O)J/h(t) for t > 0. Alternatively, we recall inequality 
(1.5) of [5]: 
I v(t) - Y I2 h2W Q Iv(O) - Y I2 + 2 1’ g(r) h*O%x - Y, J@(r) - v)) dr -0 
for all y E A - ‘0. This inequality implies that lim SUP~+~ iv(t) - y I2 < 
lim sup,,,(x - y, J(v(t) - y)). When y = Px, (X - Px, J(z - Px)) < 0 for all 
z in A - ‘0. Since J is weakly sequentially continuous and the weak omega- 
limit set of v(t) is contained in A-IO, we see that iim sup,, iv(t) - Px(* < 
lim SUP~+~(X - Px, J(t)(t) - Px)) & 0. 
Proposition 10 contains the Hitbert space result of Browder 11, p. 1741. It 
also holds when E is smooth and reflexive, and the resolvent Jr is compact. 
There is, however, a gap in the proofs of [5, Theorem 1.11 and [ 7, 
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Theorem 41. We now establish extensions of these strong convergence results 
under the assumption that g satisfies (3). 
PROPOSITION 11. Let E be a smooth uniformly convex Banach space 
with a duality mapping that is weakly sequentially continuous at zero, and let 
A c E x E be an accretive operator that satisfies the range condition. 
Assume that g satisfies (3), and that 0 E R(A). Let u: [0, to) --) E be a limit 
solution of (1). Then the strong lim,,, u(t) exists and belongs to A-*0. 
Proof. We first note that lim,,, g(t) h(t) = co. Indeed we have 
log g(t) h(t) = log g(t) + G(t) 
= [ -l + -l::(t) ] [-log &)I, );z [-log g(t)1 = 039 
and 
lim G(t) = lim km 
t-m -log g(t) t-02 -g’o=03. 
Again we may assume that u is a strong solution of (1). Applying 
L’Hopital’s rule to inequality (4), we obtain 
lim ) u’(t)l/g(t) < fiz 
[J 
- ’ g’(r) Ix - WI h(r) dr Ii g(t) 44 t-m -4 
= Ml fi? ;-g’(t) Wllk2tt) h(t) + g’(t) WI + 
-1 
= M’ f% 1 + g2(t)/g’(t) 
= 0, 
by (3). (Again t E R+\N, where N has measure 0.) For y E A-‘0, and 
almost all t> 0, (-u’(t), JMt) - Y>) = t-g(t)@ - u(t)) + v(t)? 
J(u(t) - y)) > g(t)(u(t) -x, J(u(t) - y)). Therefore lim supt- (u(t) -x, 
J(u(t) - y)) < 0. Now suppose t, -+ co and u(t,) 2 z. We can assume that 
II Au@,>ll -, 0. S ince ( u(t,) - J,(u(t,))J < r I( Au(t,)ll --f 0, and E is uniformly 
convex, z is a fixed point of Jr : cl@(A)) + D(A), hence a zero of A. Conse- 
quently, lim ~up~+~ ( u(tn) - z I2 < lim sup,,(u(t,) - x, JO&) - ~1) + 
lim sup,,,(x -z, J(u(t,) - z)) Q 0, and (u(t,)} converges strongly to z. If 
(u(s,)j converges to w, then (z -x, J(z - w)) ,< 0, (w -x, J(w -z)) < 0, 
z = w and the result follows. 
THEOREM 12. Let E be a reflexive Banach space, each weakly compact 
convex subset of which has the fixed point property for nonexpansive 
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mappings, and let A c E x E be an accretive operator that satiqfies the range 
condition. Assume that E is (UG), g satisfies (3), and 0 E R(A). Let u: 
10. 00) --t E be a limit solution qf (1). Then the strong lim,_,, u(t) exists and 
belongs to A ‘0. 
Proof. Let t, -+ co and x, = u(tJ. The sequence {x,) is bounded by 
Theorem 7. Let LIM be a Banach limit and define f: cl@(A))-+ Rt by 
f(z) = LIM{(x, - z12}. S ince f is continuous, convex, and lim,,,,, f (z> = 00, 
while E is reflexive, f attains its infimum over cl@(A)). We denote the set of 
minimizers by K. Since we may assume that u is a strong solution of (l), 
limn+oo(Xn - Jq,) = 0, where J, is the resolvent of A. Therefore we have, for 
any JJ in cl@(A)), 
f(J,y)=LIM{(x,--~~yy(*~=LIM((J,x,-J,yi’j 
<JJM{I~,--YI*J =f(v>. 
Hence K is invariant under J,. Since it is also bounded, closed, and convex, 
K contains a fixed point z of J,. By the proof of Proposition 11, 
lim SU~,,~(X, - x, J(x, -z)) < 0. Since z E K, we also have LIM{(x - z, 
J(x, - z))} f 0 (cf. the proof of [6, Lemma 1.21). Thus LIM{ Ix, - z I’} = 0, 
and there is a subsequence of {x,} that converges strongly to z. The result 
now follows as in the proof of Proposition 11. Alternatively, we note that 
u(t) = JyBuj(x - u’(t)/g(r)). Therefore ] u(t) - Jynojx ( < ] u’(t)//g(t) and the 
result follows by [ 7, Theorem 1 and Remark 11. 
Remark. Theorem 12 applies to all uniformly smooth spaces and, in 
particular, to all Lp spaces, 1 < p < co (in contrast to Proposition- 11). It can 
also be established by the method of proof of [7, Theorem 41. 
COROLLARY 13. Let E be a reflexive Banach space, each weakly 
compact convex subset of which has the f?ed point property for nonex- 
pansive mappings, C a closed convex subset of E, and T: C -+ C a nonex- 
pansive mapping with a fIxed point. If E is (UG), then the fixed point set of 
T is a sunny nonexpansive retract of C. 
Pro& Let A = I - T. Then A is an accretive operator that satisfies the 
range condition. Therefore we can solve (1) (with a function g that satisfies 
(3)) for each x0 and x in C. Let u be such a solution. Then the strong 
lim,,, u(t) exists and belongs to the fixed point set of T by Theorem 12. 
Denote this limit by Px. Then (Px - x, J(Px - y)) < 0 for all y in the faed 
point set F of T. This shows that P: C -+ F is both sunny and nonexpansive 
(cf. [6, Theorem 4.11). 
The doubly iterative procedure for constructing zeros of accretive 
operators presented in [ 5 1 is baaed on the properties of the solutions to (1). 
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It is defined as follows: Let {p,} be a positive sequence that tends to zero. 
Suppose that there is a positive integer sequence {q,} such that for each n 
one can define a finite sequence {UC : 0 < k < q,} c D(A) by 
4 = u:- 1 - P,(G-l + dkP,M- I - xl>, 
24,“=x,, 
(6) 
where vi E Au; and 0 < k < q,, . Let w, = uz., n = 1,2,..,, and assume that 
lim,, q,,p,, = co, while lim,,, qnpna(pn) = 0. (a is defined by a(t) = 
sup{)J(x) -J(y)]: IX] < 2, )y] < 2, 1x-y) < t}; lim,,, a(t)=0 if E is 
uniformly smooth.) Theorem 12 shows that the convergence results of [5] 
can be improved if g satisfies (3). In particular, [5, Theorems 2.3, 2.41 are 
seen now to be valid in all uniformly smooth spaces; the sequence (w”} can 
be constructed and it converges strongly to the sunny nonexpansive 
projection of x onto the zero set of A. We conclude this paper by mentioning 
that the sequence {w,} constructed from (6) mimics the behavior of solutions 
to (1) not only when 0 E R(A). Indeed it can be shown that if, for example, 
E and E* are uniformly convex, then under certain mild boundedness 
assumptions, the sequence {h(q,p,)w,JH(q,p,)} converges strongly, as 
n --t co, to -v, where v is the point of least norm in cl@(A)) (cf. Theorem 3). 
Note added in proof: Let E be a Banach space and let A c E x E be an accretive operator 
that satisfies the range condition. In the second part of (81 (Mathematics Research Center 
Report #2198, 198 1) the second author has shown that if the dual E* of E is strictly convex, 
then cl@(A)) has the minimum property. Consequently, the assumption that E is (UG) can be 
replaced by the weaker assumption that E is smooth in Theorem 3 and Corollary 4. 
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