A vision-based terrain morphology estimation model inspired by the avian hippocampus  by Oyekan, John
Available online at www.sciencedirect.com
H O S T E D  B Y
Digital Communications and Networks (2015) 1, 134–140http://dx.doi.org/1
2352-8648/& 2015 C
article under the CC
E-mail addresses
oyekanjohn@gmail.cjournal homepage: www.elsevier.com/locate/dcanA vision-based terrain morphology estimation
model inspired by the avian hippocampus
John OyekanSchool of Aerospace, Transport and Manufacturing, Cranﬁeld University, College way, Cranﬁeld, MK43
0AL, United KingdomReceived 23 January 2015; received in revised form 26 March 2015; accepted 8 April 2015
Available online 28 April 2015KEYWORDS
Micro-UAV;
Hippocampus;
Avian;
Neuroscience;
Robotics;
Terrain morphology0.1016/j.dcan.201
hongqing Universi
BY-NC-ND license
: j.o.oyekan@cran
om.Abstract
Homing pigeons are known for their ability to return home after being released from a location
spanning up to hundreds of miles. They make use of detected visual features in the
environment, the earth's magnetic ﬁeld as well as using the hippocampus region of the brain
to construct spatial maps of the environment. This is unlike present day UAVs that rely on GPS
and radio/satellite communications with a ground station, both of which might not be available
during a major disaster scenario such as a solar ﬂare.
In this paper, we take inspiration from the avian hippocampus and develop a preliminary model
for estimating a terrain's morphology using visually detected features on the terrain. This could
then be used to localise a portable micro-UAV during a demining task for humanitarian purposes
in third world countries affected by buried land mines from previous wars. Our goal is that in
future, the presented model and algorithm in this work would enable effective coverage of an
affected area using the visual information obtained from the environment.
& 2015 Chongqing University of Posts and Telecommunications. Production and Hosting by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Land mines are hidden dangers that result in over 20,000
injuries or fatalities every year [1]. In third world countries
affected by forgotten land mines, a technique that can
(i) reliably cover a region of interest, (ii) effectively detect
mines, (iii) be reusable after each mission (iv), used by the
natives of the region with very little training, and (v)
be cheaply maintained using off the shelf components would5.04.002
ty of Posts and Telecommunicatio
(http://creativecommons.org/lic
ﬁeld.ac.uk,be beneﬁcial. We propose the use of an autonomous portable
microUnmanned Aerial Vehicle (pμUAV) system for mine
detection and visualisation. This is unlike previous approaches,
that make use of metallic detectors [2,3], trained animals [4]
and ground-penetrating radar [5]. These previous techniques
are either expensive or not readily accessible by untrained
people. Furthermore, most autonomous techniques make use
of ground robots [1,6] which are susceptible to damage upon
contact with a buried landmine.
A pμUAV can be reused many times with minimal risk of
destruction due to minimal contact with the ground. Upon
detection of a mine, the pμUAV would spray a cheap locallyns. Production and Hosting by Elsevier B.V. This is an open access
enses/by-nc-nd/4.0/).
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detected. This would serve as a visual indication of where
to avoid on a contaminated land. In order to achieve this
however, the pμUAV must be capable of autonomous
navigation and localisation in the environment within which
it is deployed as well as return autonomously to its user
after a mission. To achieve this capability, we take inspira-
tion from the homing pigeon.
Homing pigeons are known for their ability in returning
home after being released from a location spanning up to
hundreds of miles. They are guided by features detected in
the environment using their vision, the earth's magnetic
ﬁeld using the biological equivalent of a magnetic compass
and by using the hippocampus region of the brain to
construct spatial maps of the environment. This ability has
not yet been achieved by present day UAVs. Present day
UAVs rely on GPS for waypoint navigation as well as
localisation. However, current GPS technologies are not
yet advanced enough to provide precise localisation infor-
mation to a pμUAV for use on a patch of land the size of
football pitch. The drift associated with the GPS signals
would lead to uncovered areas of land. Furthermore, GPS
signals could be affected by surrounding tall structures or by
a natural disaster such as a solar ﬂare.
However, our proposed approach aims to enable a pμUAV
navigate using detected environmental features and return
to the user for safe retrieval after a mission. In this paper,
we focus on detecting visual features on a terrain of interest
and then computationally reconstructing the terrain
towards future terrain-based navigation. The main contri-
butions of this paper are (i) a preliminary software archi-
tecture based upon the pigeon hippocampus; (ii) terrain
morphology estimation and terrain map building using
visually detected features and (iii) an adapted self-
organising neural network. The rest of this paper is orga-
nised as follows: Section 2 presents a brief literature review
about the support in the role of the hippocampus for
building and storing maps followed by Section 3 where we
present our model for use in our work with experimental
results. We conclude this paper in Section 4 with a brief
discussion and future work.2. Support of the hippocampus in map
building
The hippocampus is a section in the brain that has been
implicated in the formation and storing of spatial memory
[7,8]. This brain section enables multi-cellular organisms
such as mammals, primates, and birds to explore their
environment, know their location in the environment and
then subsequently ﬁnd their way home during foraging trips.
There is evidence to suggest that the more exploration of
an environment an organism does, the greater the volume
of its hippocampus [7,11,12]. In [7] for example, black cab
taxi drivers were observed to have larger hippocampus than
the average human. This is due to the training requirement
of memorising road networks in London in order to ferry
passengers from one location to another. It has also been
proven through experiments that more experienced birds
tend to have a larger hippocampus than the less experi-
enced birds [9]. This could be because of the need to store alarger amount of spatial cues obtained from the environ-
ment [9,10].
It can be hypothesised that environmental pressures and
how the environment is used play a part in the differences
between various organisms hippocampus. For example,
since the Rat's environment is made up of tunnels, corridors
and mazes, its hippocampus would have evolved for this
type of environment while that of the Pigeon would be more
suited for free range ﬂying environments. This is hypothesis
is supported by [9,11] that discuss how the hippocampus is
functionally similar between the avian and mammalian
hippocampus but different in what information is stored as
well as how it is stored and encoded.
In rats for example, it has been discovered that a speciﬁc
set of neurons in the hippocampus ﬁre when the rat is at a
particular location containing a set of visual features. This
gave them the name place cells [13]. In food gathering birds
however, it was found out that these place cells were more
connected to the location of food patches in the environ-
ment. It has been hypothesise that these food cells apart
from storing the content and amount of food kept in holes in
the environment, are also used to memorise the visual
features of landmarks in the vicinity of the food store [8,9].
This also seems to suggest that Pigeons rely on visual
landmark features to navigate and localise themselves in
the environment [14].
Adapting the above observations to robotics, it can be
hypothesised that: (i) the memory requirements of a robot
will be proportional to the size of the environment it will be
operating in and the quantity of features/spatial cues in
that environment. This knowledge was used to determine
the size of the neural network to use for navigation and
localisation in the next section; (ii) prominent visual
features can be used to detect and localise very important
(food patches in the case of birds) locations in the environ-
ment; (iii) prominent visual features can be used as triggers
to store and encode data relating to that visual feature. The
type of data stored can be dependent on application. Data
stored could be terrain height at a particular location,
colour, texture and so on. In this work, we focused on
estimating and storing terrain morphology. In future, this
will be extended to store the locations of buried mines
as well.3. Developing a computational model of the
pigeon hippocampus for the demining pμUAV
Attractor dynamics neural network with global inhibition is
often used to model the hippocampus as in the RatSLAM [15]
and in the BatSLAM [16]. These two SLAM techniques are
based on the mammalian hippocampus. Even though Strin-
ger et al. [17] also used it in studying various models of the
hippocampus, Stella et al. argued that attractor dynamics is
not only unique to the hippocampus but can also be found in
other areas of the brain [11]. In this work, a self-organising
network is proposed to be used as a tool to simulate the
hippocampus. The network would be used for the purposes
of storing memories or maps of the terrain to be investi-
gated. According to present knowledge, this theory has
never been used to simulate the hippocampus.
J. Oyekan136A self-organising neural network is made up of simulated
neurons which compete in a winner takes all fashion and
have been used mostly on ground based robots to keep track
of locations [18,19], novelty detection [20], clustering for
road feature extraction [21] among other uses. During the
initialisation phase, the neurons are given random weight
wj values. When presented with an object during the
training phase, the neuron with the smallest representative
error to that object according Eq. 1 ﬁres the most and
affects neighbourhood neurons. As a result, this group of
neurons become associated with that object. As different
objects are presented to the neural network, groups of
neurons would become associated with the various objects
thereby classifying them into different groups. In Eq. 1, HX
is the input to the self-organising network:
LX ¼ argminX jjHX wX jj ð1Þ
In this work, the individual neurons simulated the loca-
tion cells or food cells of the pigeon hippocampus. During
the initialisation phase, the neurons weights wX were
initialised with 3D visual landmark features fX obtained
during an initial hover over the terrain of interest. This
leads to a memorised map of the terrain. As a result,
depending on the terrain viewed, the content of the
location cells making up the simulated hippocampus would
change. In this work, the dimensions of the terrain that
could be mapped at once would be ﬁxed at 10 by 10 m. This
decision will affect the size of the implemented self-
organising network.
The proposed hippocampus model and the pathway to it
are shown in Fig. 1. This model is however a simpliﬁcation
of how the biological hippocampus actually works but is
deemed suitable for the purpose at hand. We shall now
explain how each of its components is implemented in our
application and the corresponding results.3.1. Implementation of the derived hippocampus
components with results
3.1.1. Visual feature extraction and 3D point cloud
generation
Using the model in Fig. 1, vision was used during the terrain
mapping stage to obtain both colour and 3D morphological
features from the environment. These features would be
used during the demining stage to self-localise the pμUAV
and hence correct drifts caused by wind or other factors.
Obtaining prominent colour features from a terrain was
achieved using a single 2D image of the terrain and a canny
edge detection algorithm. However, it is not possible to
obtain 3D topological features from a single 2D image.
In order to do this, two images (I1, I2) of the terrain to be
mapped were obtained from the camera installed on the
pμUAV. From these images, features (F1, F2) were sepa-
rately obtained from each using SIFT (Scale Invariant
Feature Transform). The features were ﬁltered by using
patch correlation to make sure that features seen in I1 were
similar to those seen in I2. Then the features from both
images were passed to a RANSAC algorithm in order to
remove outliers and produce a matrix x that contains the
homogeneous co-ordinates of the features obtained from
the environment. Homogeneous co-ordinates are uniquenumbers that map points seen in the environment relative
to each other.
A commonly used pin hole camera model according to
Eq. 2 was used in order to obtain the exact co-ordinates X of
these points in the environment using the camera projection
matrix P:
τx¼ PX ð2Þ
where x is a point on the image formed at the back of the
pin hole camera by X and is given as ½x; y; z; 1T in
homogeneous coordinates, P is the projection matrix given
by Eq. 3. X is a point in the environment given by
homogeneous coordinates X ¼ ½X; Y ; Z; 1T :
P ¼ K½Rjt ð3Þ
where K is the intrinsic properties of the camera, that is,
the focal lengths f and principal centres c of the camera and
is given by Eq. 4. R and t are the rotation and translation
matrixes respectively.
Once the above process has been completed and sub-
jected to scaling, a 3D point cloud of the terrain containing
the distances of features from the camera and from each
other is obtained. These values were scaled further as a
result of camera distortions (such as radial or tangential
distortions) where the simple pin hole camera model does
not take into account. In order to obtain the intrinsic
properties K of the camera, the simple calibration approach
was used as discussed in [22].
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The generated 3D point cloud is subsequently passed onto
the self-organising neural network of the modelled hippo-
campus where they will generate location speciﬁc neural
activity for future memory recall of that location.
3.1.1.1. Simulation results. In order to test the model, a
pμUAV simulator was developed using a game engine called
Panda3D. The pμUAV was based on a Quadrotor platform
whose dynamics was developed using mathematical models
discussed in [30,31]. A suite of PID controllers based on the
work in [29] was used to achieve stability control. The
simulated Quadrotor was equipped with four cameras as
shown in the bottom inlet windows of Fig. 2. Two of the
cameras were forward looking with their axis separated by
2901. Another two separated by 15 cm were placed under
the pμUAV (Fig. 2b).
Using the bottom cameras on the pμUAV, the terrain was
captured and a 3D point cloud generated as shown in Fig. 3.
To a trained eye, the depressions and hills shown in Fig. 2
can be seen in Fig. 3.
3.1.1.2. Physical experiments and results. The developed
algorithm from Section 3.1 above was migrated unto a base-
station software to control a physical pμUAV platform via a
local WiFi network. The physical pμUAV was an off the shelf
AR parrot drone that had a single forward looking camera
and a single downward looking camera. Images obtained
from the front facing camera had a resolution of 320 240
pixels and a ﬁeld of view of 73.5 58.51. The images from
the downward facing camera had a resolution of 176 144
with a ﬁeld of view of 47.5 36.51.
Fig. 1 An avian inspired hippocampus model for terrain morphology estimation. A RGB camera is used to survey the physical scene.
Salient visual features are extracted from the scene and used to generate a 3D point cloud of the terrain. Experience based kernels
are used in combination with the 3D point cloud in order to estimate the terrain's morphology. Once the terrain estimation is
conﬁrmed by the user, it is stored as a visual map to use by the pμUAV.
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placing a book closer to the camera than the box in the
background. The blue and red dots show the detected
salient features in the environment. The 3D point cloud
generated from these features shows in Fig. 5 that the book
is closer to the camera than the box in the background.
Another test was carried out by using the downward
facing camera is shown in Fig. 6 on a feature rich terrain.
The terrain was constructed by using a raised box on a ﬂat
plane. It can be seen that the terrain's morphology can also
be seen in Fig. 7. The slightly angled alignment is due to a
slight misalignment when the camera was being calibrated.3.1.2. Using context based Kernels for terrain
morphology reconstruction
Spatial context is often used to reﬁne and complete memory
patterns [23]. Since a terrain's morphology (the context) is
often made up of plains, hills and valleys, a Gaussian Kernel
was used to complete visual information contained in the
generated 3D point cloud. This is because a combination of
Gaussian Kernels can be used to estimate various functions
as in [26].
The Gaussian based Kernel was used in calculating and
updating the weights to use in the self-organising network
according to Eq. 5 where hf is a user deﬁned maximumheight of a feature above the terrain, xf and yf are the (x,
y) position of the feature on the terrain and σ is the
neighbourhood function centred around a detected feature
fX in the 3D point cloud. The constant γ can be modiﬁed
based upon the terrain context that is being mapped. Where
ymax, ymin , xmax and xmin deﬁne the range of the terrain that
was visible by the camera. They correspond to the max-
imum and minimum y coordinates as well as the maximum
and minimum x coordinates of the observable terrain. Their
values will also determine the size of the neural network as
discussed (i) of the raised hypothesis in Section 2.
wxy tþ1ð Þ ¼
Xymax
ymin
Xxmax
xmin
hfexp 
ðx xfÞ2
2σ2x
 ðy yf Þ
2
2σ2y
!
þ γwxyðtÞ
 
ð5Þ
3.2. Physical experiments and results
A value of γ=1 was used for the undulating nature of hills,
and valleys in Fig. 2 while due to the more discrete nature
of boxes used in experiments in Fig. 6, a value of 0.02 was
used. This affected the height of each of the estimated
features on the self-organising network however; this will
not affect the overall result obtained from the competitive
Fig. 2 The developed simulator showing (a) a terrain from the
developed simulator. The four bottom inlet windows are views
from other cameras installed on the simulated pμUAV and (b) the
positions of the cameras installed on the simulated pμUAV:
Fig. 3 3D point cloud of the simulated terrain in Fig. 2.
Fig. 4 An experimental setup showing a book closer to the
camera of the drone and a box in the background. The red and
blue dots show the features that were detected in two different
camera views.
Fig. 5 The generated 3D point cloud showing the relative
position of the book and box.
J. Oyekan138stage during the localisation phase. This is because the self-
organising network uses the neurons with the smallest error
as the winning neuron according to Eq. 1. The results of
using different values for the Kernel are shown in Figs. 8 and
9. As can be seen, the results are close to the observed
terrain morphology.3.2.1. User conﬁrmation of terrain morphology
reconstruction
Due to the modelling inaccuracies that are sometimes occur
when using the RANSAC algorithm, a human is required to
provide conﬁrmation to the computation carried out by thealgorithm. This can be seen as a form of robot-human
interaction (where the strength of the human compensates
for the weakness of the robot and vice versa). The robot
does the dull, dirty, dangerous job of ﬂying over a mine
contaminated terrain while the human provides conﬁrma-
tion or positive reinforcement of the actions carried out by
the robot.
In the task of demining using the pμUAV, the morphology
of the terrain to be investigated can be seen and is
understood by the human. This task is simple for the human
due to more connection to the real world. However, the
robot does not have the capability to do this task. The
terrain morphology needs to be explicitly programmed or
conﬁrmed by the human.
On the other hand, humans cannot naturally hover above
the ground to keep themselves safe from injury from the
buried mines and the job of scanning the ground to look for
Fig. 6 Showing an experimental setup consisting of a card-
board box wrapped in a newspaper texture on a background
rich with textural features. The red and blue dots show the
features that were detected in two different camera views.
Fig. 7 Showing 3D point cloud of the experimental setup consist-
ing cardboard box on a background rich with textural features.
Fig. 8 Showing estimated terrain morphology using 3D point
cloud and Gaussian based kernels with γ=1.
Fig. 9 Showing estimated terrain morphology using 3D point
cloud and Gaussian based kernels with γ=0.02.
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these tasks. The above leads to a scenario, where the robot
and human cooperate towards strengthening each other's
weakness.
As a result, after using the kernel and the generated 3D
point cloud to estimate the terrain's morphology, the result
is presented to the human for conﬁrmation as to whether
the terrain estimation is correct. The human can also adjust
γ for the best results. The visualisation of the result could
be on a cheap portable tablet computer or smart phone.
The conﬁrmed terrain estimation is then stored by the robot
for subsequent localisation during the aerial demining task.
4. Discussion and future work
The preliminary stages of developing a mapping algorithm,
using inspiration from the avian hippocampus, has been
presented in this paper. The developed algorithm relies on
visual features obtained from the environment for terrain
morphology estimation using principles from self-organisingneural network. Information about the terrain is obtained
by an initial hover ﬂight above the terrain of interest. We
also presented a preliminary human-robot collaboration
technique that uses the strengths of each party to
strengthen the weaknesses of the other.
In future, the terrain morphology estimation will be used
to localise the pμUAV by using both visual inputs and
ultrasonic readings as HX. A barometer sensor will be used
to maintain the pμUAV at a height above the ground while
readings from the ultrasonic sensor would be used to
estimate the position of the pμUAV based upon Eq. 1. The
winning neuron WX that returns the lowest error would be
the candidate for providing the pμUAV coordinates LX in the
environment. This value would be used to correct pμUAV
drifts. However, due to noise in ultrasonic readings, this
would be further reﬁned in future by developing a model of
the Pigeon's entorhinal cortex.
Before sensory input gets to the hippocampus, it often
passes through the entorhinal cortex. In the rat, the
entorhinal cortex is made up of cells called grid cells [24].
These cells form clusters that ﬁre as the animal moves in
the environment and has been observed from experiments
J. Oyekan140to be equally spaced out according to a grid like represen-
tation of the environment. As the rat moves from one grid
to another, the cluster of cells that correspond to that
particular grid in the entorhinal cortex ﬁre. As a result, it
has been speculated that this could be a sort of path-
integration or self-odometry mechanism for the rat [25]. A
similar mechanism has been observed in Pigeons albeit with
a different representation. In rat, these cluster of cells form
triangular patterns on the grid while in Pigeons they form
square patterns on the grid [9]. This mechanism could be
used to reduce errors in localisation through the use of
history data. This is currently being investigated. Finally, we
plan to use the results of this work to localise agents in our
previous work of [27] and [28].
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