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ABSTRACT
We consider the problem of predicting popularity of social net-
work content over arbitrary time horizons, given information about
the content’s initial popularity growth and other content features.
These predictions are useful for various applications, including
early detection of potentially harmful viral content in online so-
cial networks. The prediction task is difficult because view events
are the result of complicated interactions between resharing, feed
ranking algorithms, and organic features of the content popularity
and network structure.
We propose a model for predicting an information cascade size
at arbitrary time horizons based on Hawkes point processes with
exponentially decaying intensity. The model relies on using a point
predictor of the information cascade size at a reference time horizon
and a point predictor for the effective growth exponent, capturing
the timescale of the information cascade spread. This results in
a highly scalable method for prediction of cumulative number of
views of a content item over arbitrary future time horizons.
We analyzed a large collection of public page content on Face-
book over a two-month period. We found that content view rates
exhibit complex temporal patterns and follow an exponential decay
over time horizons spanning several days. Analysis of the accuracy
of our proposed prediction method shows that a single model can
achieve high performance over a wide range of horizons.
KEYWORDS
Information diffusion, cascade prediction, contagion
1 INTRODUCTION
Information cascades entail the spread of content views across a
social network. For online platforms, predicting information cas-
cades has a number of useful applications including preventing
the spread of potentially harmful viral content. Stated generally,
a typical goal is to accurately predict the size of an information
cascade at some future time horizon, using observed features of
the content, viewing users, social network structure, and cascade
growth prior to an arbitrary prediction time.
Accurately predicting future information cascade size is a hard
problem [12]. A growing body of research has been devoted to
predicting information cascade size using different types of models,
including regression models [5, 31, 39, 40], self-excited Hawkes
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Figure 1: Example Facebook page post: cumulative number
of views (top) and views per 30-min time interval (bottom).
point process models [29, 30, 37, 46, 47], and more recently, deep
learning models [1, 11, 20, 32, 33, 36]. These models vary in com-
plexity with respect to features used and computational complexity
both at the training and prediction time. Most of these models have
been used to predict “eventual” information cascade size, i.e. size at
a large timescale horizon.
Cascade size predictors need to be simple to allow for scalable
implementation in online platforms serving a large number of user-
generated content items (such as Facebook, with more than 2 billion
monthly active users). Solutions based on complex prediction mod-
els, using complex temporal, social network and content features,
may be prohibitively computationally expensive to allow for a prac-
tical implementation in large-scale systems. A key challenge is to
devise methods that can do both – provide high prediction accuracy
and are practical for implementation in large-scale systems.
Another key challenge is to provide predictions for arbitrary
time horizons. This is particularly useful in the context of content
moderation platforms where predictions over short and long hori-
zons are important for prioritizing content reviews and measuring
long-term impact of moderation decisions, correspondingly. More-
over, in case where users remove their own content or it is removed
from the platform as a result of a content moderation decision, we
do not observe cascade growth beyond the time of removal. Hence
correct labels over long horizons are often not available for training
cascade growth prediction models. Learning a single model which
supports arbitrary time horizons can solve this problem by allowing
us to train the model using the truncated cascade data.
Predicting information cascade size at arbitrary future time hori-
zons is a challenging problem as the cumulative number of views
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Figure 2: Cascade diffusion graph for example post over
time. Each node denotes a user, each edge — interaction
through the example in Figure 1.
acquired by a content item can exhibit complex and seemingly
chaotic growth over time. Yet content views typically follow a pat-
tern of diminishing growth over time with sporadic increases. In
online social networks, such episodes are typically triggered by
bursts in content views due to content resharing, time-zone use
patterns, feedback loops in feed ranking driven by comments and
reactions, among other effects. In the example shown on Figure 1
we can observe several bursts of view activity, some occurring soon
after content creation and some occurring a few days later. The
example involves substantial content resharing, which results in
information diffusion graphs shown in Figure 2. Content views are
accumulated by users viewing the content item directly from the
post of the content author or indirectly through a chain of reshare
posts. Content resharing events and post privacy settings govern
the information spread in a network, with each reshare providing
access to information to some uninformed users. We may think of
an information cascade as of a superposition of information cas-
cades resulting from content resharing events. In Figure 3, we show
a breakdown of content view events by conditioning on the source
of information (either the author of original post or the user who
reshared the original post) at different reshare depths (hop distance
to the original information source). We can observe how content
view counts induced by reshare events result in inflection points in
the aggregate cumulative view counts.
In this paper, we propose models to predict information cascade
size over arbitrary time horizons using Hawkes point processes
with exponentially decaying intensity. While there is an extensive
literature on this subject (see Section 2), our work is fundamentally
different from these previous studies as it focuses on scalable pre-
diction of information cascade size over arbitrary time horizons. We
achieve this by deriving a closed-form expressions for the condi-
tional expected moments of the number of points over arbitrary
time horizons, conditional on the events observed up to a predic-
tion time. This alleviates the need to estimate conditional expected
moments by using computationally expensive Monte Carlo simula-
tions which are required for modeling arbitrary horizons in existing
approaches. In other words, our approach has constant prediction
time with respect to the cascade size we model since – unlike in the
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Figure 3: Intensity of content view events at different re-
share depths of the cascade from the example in Figure 1.
previous literature – it does not require sequential sampling from
a generative model. We have evaluated our models and analysed
information cascades for a sample of Facebook public posts over a
two-month period.
Summary of contributions. Our results can be summarized in the
following points:
• We devise a novel explicit characterization of the condi-
tional expectation and variance of the number of points over
an arbitrary time horizon for a Hawkes point process with
exponentially decaying intensity, given the history up to pre-
diction time. Two key parameters for prediction are: (a) an
effective growth exponent and (b) conditional expected value
of the number of points over a reference time horizon.
• Based on this, we propose a model for predicting information
cascade size over arbitrary time horizons. An important idea
of our model is to use a variety of signals characterizing the
properties of the cascade (i.e., features of the content, feature
of its owner and user engagement patterns) to predict both
the conditional expectation of the number of points over a
reference horizon, and the effective growth exponent. For
the former, we also propose a more general family of models,
which uses one or more point predictors of the volume at
different reference horizons. For the latter, we propose and
analyse different estimators based on observed growth of an
information cascade over time.
• Finally, we present evaluation of the prediction accuracy of
our models using a dataset of public post sharing on Face-
book over a two-month period. Our results show that high
prediction accuracy can be achieved over arbitrary time hori-
zons, by using a few point predictors over reference horizons,
and that our models achieve comparable or better perfor-
mance than several benchmark solutions.
2
Paper structure. In Section 2 we discuss related work. Section 3
contains our main theoretical results. Experimental results are pre-
sented in Section 4. In Section 5, we conclude. Appendix contains
proofs and additional results.
2 RELATEDWORK
A large body of research has been devoted to understanding prop-
erties of information cascades, including temporal patterns of the
diffusion of information in social media [2, 23, 35, 43] and the role
of social networks in information diffusion [6, 14]. Many studies
have been devoted to prediction of information cascades using
statistical and machine learning models with manually or automat-
ically generated features. Different types of features include author
and content features, temporal features of a cascade growth over
an initial time period, and structural social network features. Pre-
dicting future cascade size is considered to be hard [12]. Cascades
achieving comparable sizes can be markedly different in their time
evolution, reshare depth distribution, predictability of subcascade
sizes and the demographics of users who propagate them [19].
Several works studied cascade prediction having observed its
growth over an initial time period [3, 8, 9, 15, 24, 31, 34, 40]. Most
of works focused on predicting a cascade size or volume at a
future time instance, formulated as either a regression problem
[5, 31, 39, 40] or a binary classification problem [12, 17, 26, 27, 31].
For instance, Cheng et al [12] studied prediction of relative cas-
cade growth, asking whether a cascade will double in size given its
current size. Subbian et al [38] considered prediction of whether a
cascade size or duration will exceed a threshold value, given infor-
mation about the cascade growth over an initial time period. None
of these works studied prediction of cascade size over arbitrary
time horizons.
Prediction of bursts of activity that occur in information cascades
was studied, for example, in [41] and [13]. Specifically, [41] studied
prediction of the time of a burst as a classification problem by
partitioning time into intervals. [13] showed that large cascades
on Facebook tend to recur, having multiple bursts of popularity
with periods of quiescence in between, and studied different binary
classification formulations of burst prediction problems.
Several works assessed the importance of different features for
cascade prediction. Temporal features are generally considered to
be important for predicting online content popularity [39], and the
length of conversation threads on Facebook [4]. [12] found that
temporal and structural features are important for photo sharing
cascades on Facebook. Prediction models not using network fea-
tures are sometimes considered to be more scalable and easier to
implement [38].
A related line of work is on modelling information diffusions
by using self-exciting and mutually exciting stochastic point pro-
cesses, following the seminal paper by Hawkes [25]. These models
were used for modelling content popularity [47], contagion pro-
cesses [18, 22], and product purchases in online advertising [42].
[22] proposed a model for inferring social network latent structure.
[47] proposed a Hawkes point process model for predicting the
size of an information cascade over an infinite time horizon, with
power-law decaying intensity. Several recent works studied mod-
els of information cascades based on self-exciting point processes
[29, 30, 37, 46], including also recurrent neural network models
inspired by Hawkes point processes [11, 20, 32, 33, 36]. Other re-
lated works include an empirical Bayes framework for modelling
epidemics by sampling from a parametric family of curves [10], a
survival analysis model of information spread in a network [44],
and a deep neural network model for predicting cascade size over
fixed time horizons [1]. While most of these works do not consider
predictions over arbitrary horizon per se, it is true that the genera-
tive models proposed in them could be appropriated to sequentially
sample trajectories over arbitrary time horizons. However, for a cas-
cade of size N (which in large social networks can reach N ≫ 106)
this sampling procedure will require O(N ) computations at predic-
tion time and hence will be impractical for many applications, e.g.,
making real-time predictions for content moderation purposes. In
contrast, we devise a closed-form solution to compute predictions
for any arbitrary horizon which allows us to make predictions in
constant time with respect to the cascade size N . Our work is thus
fundamentally different from this previous literature as our focus
is on prediction of information cascade size over arbitrary time
horizons, using simple, interpretable, and scalable models.
A closely related work is [18], which proposed and studied a
dynamic contagion process, which subsumes the Hawkes point pro-
cess with exponentially decaying intensity. Our work contributes
new characterizations of conditional moments and relative growth
for Hawkes point processes with exponentially decaying intensity.
Our work is different in focusing on the prediction problem.
Finally, [16] studied the use of stochastic intensity kernel func-
tions to model physical or social system memory to stimuli. [7]
showed empirical evidence suggesting that human activity pat-
terns in email communications follow a power-tail distribution.
Power-law decaying kernel functions were used in literature with
the exponent value between 1 and 2, e.g. [16, 45]. [47] showed that
Twitter user response times tend to follow a power-law distribution
over a time horizon up to in the order of 1 day. Our experimental
analysis show that for public post-sharing on Facebook the user re-
sponse times follow an exponential-decay trend over time intervals
spanning several days with a daily seasonality component.
3 ANALYTICAL MODEL
In this section, we first provide background and definitions for
Hawkes point processes with exponentially decaying intensity
(Section 3.1). We then present characterizations of conditional ex-
pectation and variance of the number of points over an arbitrary
time horizon, given observations up to an arbitrary time instance
(Section 3.2). Finally, we present our main contribution: models for
prediction of information cascade size over arbitrary time horizons
(Section 3.3).
3.1 Model formulation
A point process realization on IR+ corresponds to points 0 ≤ T1 ≤
T2 · · · that can be equivalently represented by a counting mea-
sure N (t) defined as the number of points in [0, t), i.e. N (t) =∑
i≥1 1{0≤Ti<t } , for any given t ∈ IR+. A stochastic point process
has the stochastic intensity function defined by
λ(t) = lim
ϵ ↓0
IE[N (t + ϵ) − N (t)| Ft ]
ϵ
,
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where Ft denotes the history of the point process up to time t .
Intuitively, we may think of λ(t) as of the conditional probability of
the event that [t , t + ϵ) contains a point, conditional on the history
Ft , for infinitesimally small ϵ .
A Hawkes point process is defined by the stochastic intensity
function
λ(t) = λ0(t) +
∞∑
i=1
ϕYi (t −Ti )1{0≤Ti<t },
where λ0 and ϕy are given functions with y ∈ IR+. Here Y0,Y1, . . .
are independent and identically distributed random variables with
distribution FY , which are independent of the pointsT1,T2, . . .. We
assume that ϕy (x) is of the form
ϕy (x) = yϕ(x),
where ϕ(x) is a kernel function. Under this assumption, we may
interpret Yi as a jump size in the stochastic intensity function.
Let µ be defined by
µ = IEY∼FY
[∫ ∞
0
ϕY (t)dt
]
.
We assume that µ < 1, which ensures stability of the point process.
The Hawkes point process with exponentially decaying intensity
is defined by the kernel function
ϕ(x) = e−βx , (1)
where β > 0 is a parameter and assuming λ0(t) = λ(0)ϕ(t). In this
case, we have
λ(t) = λ(0)e−βt +
∞∑
i=1
Yie
−β (t−Ti )1{0≤Ti<t } .
We assume that each Yi satisfies Yi = βZi for a random variable
Zi with distribution G. We may interpret Zi as a population size
and β as a rate parameter. Let ρr denote the r -th moment of the
random variable Zi , i.e.
ρr =
∫ ∞
0
zrdG(z).
Note that IE[Y1] = βρ1 and µ = ρ1. Let us define σ 2 to be the
variance of the random variable Zi , i.e. σ 2 = ρ2 − ρ21 .
We will show that the Hawkes point process with exponentially
decaying intensity has several properties that makes it interesting
for modeling information cascades.
Another commonly assumed kernel function is the power-law
kernel defined as
ϕ(x) =
{
ϕ(0) if 0 ≤ x ≤ τ ,
ϕ(0) ( τx )1+θ if x > τ , (2)
where ϕ(0) > 0, τ > 0 and θ > 0 are parameters. For instance, this
kernel was used in [47] to model information cascades.
3.2 Conditional moments
3.2.1 Conditional expected value. We consider the conditional ex-
pected number of points over an arbitrary future time horizon,
given the history of the point process up to a time instance.
For any stable Hawkes point process, the conditional expected
number of points over an infinite time horizon originating at a time
instance s ≥ 0, conditional on the history Fs , admits the following
representation:
lim
t→∞ IE[N (t) − N (s)| Fs ] =
1
1 − ρ1 limt→∞Λ(s, t) (3)
with
Λ(s, t) = Λ0(t) − Λ0(s) +
∑
i≥1
yi (Φ(t −Ti ) − Φ(s −Ti )) 1{0≤Ti<s },
whereΛ0 and Φ are the primitive functions of λ0 andϕ, respectively.
Here Λ(s, t) is the conditional expected number of points in [s, t],
induced by the intensity function λ0 and the intensity functions
associated with points in [0, s], conditional on the history Fs .
For the Hawkes point process with exponentially decaying in-
tensity, (3) boils down to
lim
t→∞ IE[N (t) − N (s)| Fs ] =
1
α
λ(s), (4)
where α = β(1 − ρ1). For the reasons explained shortly, we refer to
α as the effective growth exponent. Note that (4) is a function only
of the intensity λ(s) and the effective growth exponent α . This is
attributed to the memoryless property of exponential distributions.
For the Hawkes point process with exponentially decaying in-
tensity, we can characterize the conditional expected number of
points over an arbitrary time horizon, conditional on the observed
history up to a time instance, as stated in the following proposition.
Proposition 3.1. For the Hawkes point process with exponentially
decaying intensity, for every 0 ≤ s ≤ t , we have
IE[N (t) − N (s)| Fs ] = 1
α
(
1 − e−α (t−s)
)
λ(s). (5)
Proof of this proposition is given in Appendix A.2. From (5), ob-
serve that the conditional expected count converges exponentially
fast to its limit value with rate α , which justifies referring to α as
the effective growth exponent.
The effective growth exponent α admits the following intuitive
interpretation. Note that we can write (5) as
IE[N (t) − N (s)| Fs ] = IE[N (+∞) − N (s)| Fs ] (1 − e−α (t−s)).
For any given γ ∈ (0, 1), let τγ be the length of the time horizon
at which the conditional expected count is equal to factor γ of its
limit value. It is easy to derive that
τγ = cγ
1
α
, (6)
where cγ is the constant defined by cγ = log(1/(1 − γ )). Hence, we
can interpret the reciprocal value of α as a characteristic time.
The conditional expected count IE[N (t)| Fs ] is a convex combi-
nation of the initial count and the conditional expected limit count,
as given here:
IE[N (t)| Fs ] = e−α (t−s)N (s) +
(
1 − e−α (t−s)
)
IE[N (+∞)| Fs ] ,
where the linear combination weights are defined by the expected
growth exponent α and the length of the time horizon t − s .
Having an explicit characterization of the conditional expected
count over an arbitrary time horizon, like in Proposition 3.1, is
not tractable for general Hawkes point processes. However, the
following bounds hold.
Proposition 3.2. For any stable Hawkes point process, for every
0 ≤ s ≤ t , we have
Λ(s, t) ≤ IE[N (t) − N (s)| Fs ] ≤ 11 − ρ1Λ(s, t).
4
Proof of this proposition is provided in Appendix A.3. The propo-
sition tells us that for any Hawkes point process with fixed ρ1 < 1,
IE[N (t) − N (s)| Fs ] is within a constant factor of Λ(s, t).
For the Hawkes point process with exponentially decaying inten-
sity, we have Λ(s, t) = λ(s) 1β (1 − e−β (t−s)). For the Hawkes point
process with the power-law kernel (2), we have Λ(s, t) with
Φ(v) − Φ(u) =

v − u if v ≤ τ ,
τ − u + τθ
(
1 − ( τv )θ ) if u ≤ τ < v,
τ
θ
( ( τ
u
)θ − ( τv )θ ) if τ < u .
An appealing feature of the Hawkes point process with expo-
nentially decaying intensity is that IE[N (t) − N (s)| Fs ] depends on
the history Fs only through the intensity λ(s), which can be readily
estimated. On the other hand, for general Hawkes point processes,
only bounds can be used involving Λ(s, t), which, in general, is
harder to estimate.
3.2.2 Conditional variance. The Hawkes point process with ex-
ponentially decaying intensity allows us to explicitly characterize
higher-order conditional moments.We next present an explicit char-
acterization of the conditional variance of the number of points
over an arbitrary time horizon, given the history of the point pro-
cess up to a time instance. This quantity is of interest to assess the
prediction error due to stochasticity of the point process.
Proposition 3.3. For the Hawkes point process with exponentially
decaying intensity, for every 0 ≤ s ≤ t , we have
Var[N (t) − N (s)| Fs ] = λ(s)
α
(
β2ρ2(1 − e−2α (t−s))
+(1 − 2βρ1)(1 − e−α (t−s))
+2(β2ρ2 − βρ1)α(t − s)e−α (t−s)
)
.
Note that for every fixed s , the limit value of the conditional
variance as t goes to infinity is equal to
lim
t→∞Var[N (t) − N (s)| Fs ] = Σ
2 1
α
λ(s), (7)
where
Σ2 = (1 − βρ1)2 + β2σ 2. (8)
Proof of Proposition 3.3 is provided in Appendix A.4. In Appen-
dix A.5, we discuss how the variance of the limit count depends on
the conditional expected value of the limit count.
3.3 Predicting cascade size
Modelling an information cascade using the Hawkes point process
with exponentially decaying intensity involves two key parameters:
the limit value of the conditional expected count and the effective
growth exponent α , which defines the shape of the conditional
expected count growth with time.
By Proposition 3.1, for any s,δ ≥ 0,
IE[N (s + δ )| Fs ] = N (s) + 1 − e
−αδ
1 − e−αδ⋆
(
IE
[
N (s + δ⋆)Fs ] − N (s)) ,
where δ⋆ > 0 is an arbitrarily fixed reference horizon. Note that
the term
(
IE
[
N (s + δ⋆)Fs ] − N (s)) /(1 − e−αδ⋆ ) is equal to the
conditional expected number of points in [s,∞).
Let Nˆ (δ ; s) denote a predictor of N (s + δ ) given history Fs and
αˆ denote an estimator of α . We consider the following predictor:
Nˆ (δ ; s) = N (s) + 1 − e
−αˆ δ
1 − e−αˆ δ⋆
(
Nˆ (δ⋆; s) − N (s)
)
which requires two point regressors – one for the count at reference
horizon δ⋆ and other for the effective growth exponent.
It is a common practice to formulate a regression problem for log-
arithmically transformed response variables. Let us define Y (δ ; s) =
log(Nˆ (δ ; s) − N (s)). Then, we can write
Nˆ (δ ; s) = N (s) + eY (δ ;s)
and
Y (δ ; s) = Y (δ⋆; s) + log
(
1 − e−αˆ δ
1 − e−αˆ δ⋆
)
. (9)
Using the log-transformed variables, we need a regressor
Y (δ⋆; s) = f (x ,ϕ(Fs );θ ), (10)
where x is a feature vector (e.g. user and content features) and
ϕ(Fs ) is a feature vector derived from Fs (temporal features).
We also need a regressor for the effective growth exponent:
αˆ = д(x ,ϕ(Fs );θ ′). (11)
The proposed regression method uses a point regressor for the
count at the reference horizon δ⋆ and a point regressor for the
effective growth exponent. Having these two point regressors, it
provides a prediction for any given time horizon. Note that (9)
outputs prediction Y (δ⋆; s) when δ = δ⋆. This means that the
prediction is guaranteed to be as accurate as the regressor (10), opti-
mized for the reference time horizon δ⋆. For δ , δ⋆, the regressor
may yield a worse accuracy than a regressor optimized for the time
horizon δ . We will evaluate this empirically in Section 4.
The method described above can be easily extended to using
point regressors for count values at multiple reference horizons.
This is discussed in the next section.
3.3.1 Combiningmultiple point regressors. We can extend themethod
proposed above to using multiple point regressors Nˆ (δ⋆1 ; s), . . .,
Nˆ (δ⋆m ; s) for given valuem ≥ 1, where δ⋆1 < δ⋆2 < · · · < δ⋆m are
different fixed reference horizons.
This can be achieved by combining different point regressors
using an arithmetic mean aggregation as follows:
Nˆ (δ ; s) = N (s) +
(
1 − e−αˆ δ
) 1
m
m∑
i=1
Nˆ (δ⋆i ; s) − N (s)
1 − e−αˆ δ⋆i
,
which yields
Y (δ ; s) = log
(
1
m
m∑
i=1
1
1 − e−αˆ δ⋆i
eY (δ⋆i ;s)
)
+ log
(
1 − e−αˆ δ
)
.
Alternatively, we may use the geometric mean aggregation to
derive the following model:
Nˆ (δ ; s) = N (s) +
( m∏
i=1
(
1 − e−αˆ δ
1 − e−αˆ δ⋆i
(Nˆ (δ⋆i ; s) − N (s))
))1/m
,
which yields
Y (δ ; s) = 1
m
m∑
i=1
Y (δ⋆i ; s) + log
©­­­«
1 − e−αˆ δ(∏m
i=1
(
1 − e−αˆ δ⋆i
))1/m ª®®®¬ . (12)
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We will evaluate the prediction accuracy of models with one or
more point regressors in Section 4.
3.3.2 Estimating the effective growth exponent. We decribe two
different estimators of the effective growth exponent parameter α .
Mean value based estimator. By Proposition 3.1, for every t ≥ 0,
IE[N (+∞) − N (t)| Ft ] = λ(t)
α
.
It can be readily shown that
IE
[ ∫ ∞
s
(N (+∞) − N (t))dt
Fs ] = 1α IE[N (+∞) − N (s)| Fs ] ,
which we show to hold in Appendix A.7.
This leads us to define the following estimator
αˆ =
N (+∞) − N (s)∫ ∞
s (N (+∞) − N (t))dt
.
Suppose s = 0 and N (s) = 0 and let T1,T2, . . . ,Tn denote the
observed points. It is easy to show that∫ ∞
0
(n − N (t))dt =
n∑
i=1
Ti ,
which we show in Appendix A.7.
Hence, we have
αˆ =
1
1
n
∑n
i=1Ti
.
In other words, αˆ is the reciprocal of the mean point time.
Quantile value based estimator. For fixed γ ∈ (0, 1), let
Tγ = inf{t > 0 : N (t) ≥ γN (+∞)}.
In particular, if γ = 1/2, we may interpret T1/2 as the median value
of the observed point times. Intuitively, we may think ofTγ as of an
estimator of τγ , defined by IE
[
N (τγ )
F0] = γ IE[N (+∞)| F0]. We
already noted in (6) that τγ = log(1/(1 − γ ))/α . Hence, this leads
us to define αˆ = 1/Tγ , provided that Tγ > 0.
In Appendix A.8, we provide a theoretical bound on the bias
of the quantile value based estimator. In Section 4, we empirically
compare the two estimators on real-world data.
Finally, we also considered prediction of the relative growth of
an information cascade, which corresponds to predicting whether
a cascade size will eventually reach a given factor of its size at
prediction time. For this problem, using the framework of Hawkes
point processes with exponentially decaying intensity, we derived
a decision rule, which allows to make predictions with provable
accuracy guarantees. Due to space constraints, we defer the results
to the Appendix A.9.
4 EXPERIMENTAL RESULTS
In this section, we first present results of exploratory data analysis
showing various properties of content view count functions, and
then present prediction accuracy results of our prediction models
and some benchmark models.
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Figure 4: Distribution of effective growth parameter esti-
mates: mean value (left) and median value (right) estimator.
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Figure 5: Estimators of the effective growth exponent based
on mean (left) and median (right) value versus cascade size.
4.1 Data analysis
For the empirical study, we randomly sampled 200K public Facebook
posts created by pages (Facebook accounts of companies, brands,
celebrities, and other public entities) within 1 week in November
2019, and tracked their reshares and views for up to 2 months after
creation.
4.1.1 Cascade properties. A basic property of a content view count
function is the total number of views accumulated over a large
time horizon — cascade size. Another one is cascade duration, which
characterizes the timeframe within which a piece of content keeps
accumulating views. As expected, in our dataset we observe both
characteristics to have long-tailed distributions. Further, the aver-
aged shape of stochastic intensity functions estimated from the
dataset provide empirical evidence that the view event counts fol-
low an exponential-decay trend over horizons spanning multiple
days. More details are provided in Appendix A.10.
4.1.2 Effective growth exponent. We examine the mean and quan-
tile value based estimators of the effective growth exponent, defined
in Section 3.3.2. Here, we consider the quantile value based estima-
tor with parameter γ = 1/2, hence we refer to it as a median value
based estimator. In Figure 4, we show cumulative distribution func-
tions of the estimated effective growth exponents, using either all
the event times of a cascade (start time = 0) or only those observed
after 1 hour from the content creation time (start time = 1). We
observe that the estimated growth exponents cover a wide range
of values, with median value of about 1 for the mean value based
estimator. The median value based estimator tends to be larger
than the mean value based estimator. We attribute this to more
weight given to early points by the median value based estimator.
The mean value based estimator shows consistent estimates for
different values of the time intervals over which the estimate is
computed. The median value based estimator shows more discrep-
ancy in this respect and produces larger estimates when excluding
an initial time period.
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Figure 6: Prediction performance of the proposed Hawkes
model trainedwith a best performing single point estimator
(HWK (1d)), two point estimators (HWK (6h,4d)) and three
point estimators (HWK (6h,1d,4d)) compared to the point-
based (PB) and two variants of the horizon-as-feature base-
lines – one trained on all considered horizons between 1
hour and 7 days (HF (1h-7d)) and another one trained only
on a subset of them (HF (1h,6h,1d,4d)).
We next examine how the effective growth exponent corre-
lates with the cascade size. One may wonder whether the effective
growth exponent is largely invariant to the total number of view
events accumulated for a content item. In Figure 5, we show the
median and quartile values of the estimates conditional on cascade
size (normalized by the average value). We observe that the effec-
tive growth exponent tends to decrease with cascade size for small
cascade sizes but otherwise remains largely invariant. The median
value based estimates are more consistent than mean value based
estimates when computed by taking only points observed after 1
hour of the content creation.
4.2 Prediction model
To assess the ability of the proposed approach to model the future
evolution of information cascades we estimate Y (δ , s) as defined in
Eq. (12). To this end, we devise two kinds of regressors: one for mod-
elling the effective growth exponent αˆ (Eq. (11)) and another one for
point predictor Y (δ⋆; s) (Eq. (10)). We use best performing variants
of model with one, two or three point predictors as described in
Section 4.3.2. We used Gradient Boosted Decision Trees 1 [21] with
a single set of hyper-parameters, training instances and cascade
features for both regressors.
In practical applications, it is common to evaluate predictions at
different content ages. Tomodel this behavior, we sample prediction
times s from exponential distribution with the mean of 1 day. We
checked prediction accuracy results for different prediction times
and observed similar performance in comparison to the baseline
methods. We used a dataset of 200K content items for experiments
and split it 50-50% for training and testing to ensure a good coverage
of long-tail content in both subsets.
4.2.1 Predictive features. In our experiments we used a set of 1889
features, which could be roughly categorized into content features
(properties of the post itself), page features (properties of the ac-
count that created the post), and engagement features (cumulative
characteristics of the history of interactions with the post and the
1Available from the scikit-learn library.
page). Appendix A.14 gives examples of such features and the car-
dinality of these groups and their cumulative importance in both
models. As could be expected, engagement features have the highest
importance scores. It is interesting to note, however, the differences
between the two models: when predicting cascade size at δ⋆, the
features which characterize the growth of the cascade’s viewership
are of the greatest importance. In contrast, for the model of effective
growth exponent α , the most important feature categories are page
features and page-level engagement features. Intuitively, the long
term patterns of a cascade’s growth – as indicated in the latter case
of predicting α – are better explained by the characteristics of the
page rather than the content engagement patterns, and vice versa
– content engagement features are by far the most important for
predicting cascade’s growth over the next few hours or days.
4.2.2 Metrics. Similarly to [47], we use two different metrics to
assess the prediction accuracy of the proposed approaches: one to
assess the percentage error of individual predictions; and another
one to assess the quality of ranking among the predicted values.
Specifically, for each cascade we make predictions for a multitude
of horizons in the range from 1 hour to 45 days and measure:
• Absolute Percentage Error (APE). Defined for a given cascade
c , prediction horizon δ and prediction time s as:
APE(c;δ ; s) = |Nˆc (δ ; s) − Nc (δ ; s)|
Nc (δ ; s) .
For evaluation purposes, we report the median values of APE at
various prediction horizons δ .
•Kendall-τ Rank Correlation. This measures the correlation be-
tween the ranks of the predicted Nˆ (δ ; s) and actual N (δ ; s) cascade
sizes as defined in [28].
4.2.3 Baselines. To choose appropriate baselines for benchmark-
ing, we consider models which can provide efficient predictions for
large cascades over arbitrary horizon. This is important as some
of the cascades can accumulate N ≫ 106 views. This condition
eliminates a large class of existing models [11, 20, 32, 33, 36], which
require sequentially sampling from a generative model, as they
will require O(N ) computations to generate prediction over long
horizons which is impractical for large cascades in many applica-
tions. This leaves us with the following options: (a) a point-based
(PB) approach where a separate model is trained for every individ-
ual horizon of interest and (b) a horizon-as-feature (HF) approach
which explicitly learns the cascade size at any given time horizon
value. Intuitively, the former approach requires training a family of
functions:
Y (δ ; s) = fδ (x ,ϕ(Fs );θ )
for every specific horizon of interest δ and, hence, it is computa-
tionally more expensive. Moreover, it assumes that all potential
horizons δ are known in advance which can be a significant restric-
tion in real-world applications.
In contrast, the latter, horizon-as-feature approach, relies on a
single regressor but it also requires training examples sampled at a
multitude of horizons δ , i.e.:
Y (δ ; s) = h(δ ,x ,ϕ(Fs );θ )
which has an additional independent variable δ .
To train the HF baseline we sample a variety of horizons in the
range between 1h and 7d for each cascade, hence synthetically
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Figure 7: Performance for small and large cascade sizes.
increasing the size of the training set by the number of considered
horizons, i.e., eight-fold for amodel variant trained on all considered
horizons in the range (HF (1h-7d)) and four-fold for a model variant
trained only on a subset of them (HF (1h,6h,1d,4d)). Otherwise,
both baselines are trained on the same set of features and hyper-
parameters as the proposed Hawkes approach.
4.3 Results
As seen from 6, all considered variants of Hawkes model outpe-
from the HF baselines on longer horizons (δ > 24h) with the
best one (HWK(6h,1d,4d)) featuring an average decrease of 7%
in Median APE and an average increase of 2% in Rank Correla-
tion. Hawkes model also perform better on very short horizons
(i.e., δ < 6h) and particularly so on the horizons which neither
HF nor HWK have been trained on, e.g., HWK(6h,1d,4d) model
outpeforms HF(1h,6h,1d,4d) model by a margin of 28% for δ = 3h.
Evidently, the HF model struggles to generalize beyond the hori-
zons it has been trained on, as seen from the sharp drops of the
HF(1h,6h,1d,4d)’s performance for δ = 3h, 12h, 2d in comparison
to the HF(1h-7d) variant trained on all horizons in the range. Last
but not least, Hawkes also reaches a parity in performance with
the dedicated point-based models (PB) for δ > 24h, suggesting its
good generalization capability for the long horizons.
4.3.1 Cascade size. Further, we examine the relative performance
of theHawkesmodel conditioned on the cascade size.We notice that
the performance gain of the Hawkes model on long horizons (here
we consider the best performing model variant HWK(6h,1d,4d))
is particularly vivid for small cascades (top-left plot in Figure 7).
However, the largest percentage errors on medium horizons (i.e.,
between 6h and 1d) are also mainly featured in the small cascades.
Intuitively, the same absolute error corresponds to a large per-
centage error on a smaller cascade than on a larger one. This is
supported by the observation, that all of the considered methods
feature significantly better Median APE performance on the larger
cascades (bottom-left plot) than on the smaller ones (top-left plot).
As far the rank correlation is concerned, the trends are in sharp
contrast between small and large cascades. The rank correlation is
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Figure 8: Sensitivity of the model to the choice of δ⋆.
generally high on short horizons for large cascades (bottom-right
plot) and is gradually decreasing for longer horizons. In contrast,
for the small cascades (top-right plot) the rank correlation mono-
tonically increasing from the minimum value at 1h horizon and
platues after around 1d. This phenomenon can be explained by the
fact that small cascades accumulate most of their views in the first
24h of the content life, whereas the popularity of large cascades is
frequently stretched across multiple days or even weeks.
4.3.2 Tuning parameter δ⋆. The key hyper-parameters we need to
choose for our model is the reference horizon δ⋆ which is used for
a point estimator Y (δ⋆; s) (Eq. 10). From Figure 8, we observe that
the models with very small δ⋆, i.e., 1h and 3h, perform poorly on
both metrics for long horizons. However, the gains in performance
become less significant when δ⋆ increases over 24h. The opposite
is true for short horizons: The best performing models in the initial
hours after predictions are the 3h and 6hmodels. Evidently, a choice
of δ⋆ allows us to trade-off between the performance on short and
long horizons. We choose the best performing models with a single
(HWK (1d)), double (HWK (6h,4d)) and triple (HWK (6h,1d,4d))
point estimators for the experiments in this section by minimizing
the Median APE across all considered horizons.
4.4 Summary
Our analysis highlights several advantages of using Hawkes models
in practical applications. Firstly, the proposed approach outpeforms
a naïve HF model at the extremes, i.e., very short (α < 6h) and long
horizons (α > 24h). More importantly, Hawkes model demonstrates
a much better generalization capability to make predictions on
the horizons it was not trained on. Specifically, Hawkes model
outperforms HF baseline by a margin of 28% at the 3h horizon
and by an average of 7% for predictions after 24h as measured by
Median APE.
In comparison with the dedicated models trained in the point-
based approach, Hawkes model achieves a parity in performance
at δ = 24h and even a slight improvement in performance for
longer prediction horizons. Moreover, Hawkes ability to extrapolate
beyond the few point estimators it has been trained on gives an
important practical advantage over the point-based approach: it
does not require a new model for every new horizon of interest,
therefore, allowing to optimize computational resources required
for training and maintaining models. As an anecdotal evidence
of this, we note that training our best performing Hawkes model
with three point estimators required 7 CPU hours in comparison to
20 CPU hours required for training eleven individual point-based
regressors for all horizons considered in our analysis.
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5 CONCLUSION
In this paper, we proposed new models for prediction of an infor-
mation cascade size over arbitrary time horizons, based on Hawkes
point processes. These models only require combining predictors
of a few scalar points, including cascade size at one or more fixed
reference horizons and the effective growth rate. The framework
yields simple, interpretable models, whose training, testing, and
prediction-time computation-complexity easily scale to very large
cascades. Their prediction accuracy performance is shown to be
competitive, and in some cases superior, to more complex bench-
mark models, using a large collection of post sharing cascades on
Facebook.
Future work may further explore different estimators of the
effective growth rate parameter, study their theoretical guarantees,
and evaluate the performance for other prediction problems such
as predicting the relative growth of a cascade.
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A APPENDIX
A.1 Proof of Equation 3
We partition points of a Hawkes point process over different gener-
ations with respect to the stochastic intensity components. These
generations are defined recursively by defining the i + 1-st genera-
tion points to be those generated by the stochastic intensity kernels
associated with the i-th generation points. Let Ni (t) be the number
of points in [0, t) that belong to the i-th generation, for i ≥ 1.
Note that for every s ≥ 0 and i ≥ 1
IE[Ni+1(+∞) − Ni+1(s)| Fs ] = ρ1IE[Ni (+∞) − Ni (s)| Fs ] .
Hence,
IE[Ni (+∞) − Ni (s)| Fs ] = ρi−11 IE[N1(+∞) − N1(s)| Fs ] .
It follows
IE[N (+∞) − N (s)| Fs ] =
∞∑
i=1
IE[Ni (+∞) − Ni (s)| Fs ]
=
∞∑
i=1
ρi−11 IE[N1(+∞) − N1(s)| Fs ]
=
1
1 − ρ1 IE[N1(+∞) − N1(s)| Fs ] .
Now, note that
IE[N1(t) − N1(s)| Fs ]
=
∫ t
s
(
λ0(u) +
∑
i≥1
ϕyi (u −Ti )1{0≤Ti<s }
)
du
= Λ0(t) − Λ0(s) +
∑
i≥1
(
Φyi (t −Ti ) − Φyi (s −Ti )
)
1{0≤Ti<s }
:= Λ(s, t),
where Λ0 and Φy are the primitive functions of λ0 and ϕy .
Hence, we have
IE[N (+∞) − N (s)| Fs ] = 11 − ρ1 limt→∞Λ(s, t).
A.2 Proof of Proposition 3.1
We consider the Hawkes point process with exponentially de-
caying intensity, defined by the stochastic intensity in (1). Let
µp :=
∫ ∞
0 y
pdFY (y). For simplicity of notation, we will write F in
lieu of FY . The process (λ(t),N (t))t ≥0 is a continuous-time Markov
chain with the infinitesimal generator given by
A f (λ,n) = −βλ ∂
∂λ
f (λ,n)+λ
(∫ ∞
0
f (λ + z,n + 1)dF (z) − f (λ,n)
)
.
The following proposition gives the conditional joint Laplace
transform and generation function of (N (t), λ(t)), conditional on
the history Fs observed up to time t . Similar characterization is
available in Theorem 3.1 [18] for a more general dynamic contagion
process.
Proposition A.1. For any constants 0 ≤ u ≤ 1, v ≥ 0 and times
0 ≤ s ≤ t , the conditional joint Laplace transform and generation
function of (N (t), λ(t)),
ψ (u,v) = IE
[
uN (t )−N (s)e−vλ(t )
F ] = e−λ(s)A(t−s ;u,v), (13)
where
∂
∂τ
A(τ ;u,v) = 1 − βA(τ ;u,v) − uψF (A(τ ;u,v)), (14)
with the boundary condition A(0;u,v) = v , and where
ψF (z) =
∫ ∞
0
e−zxdF (x). (15)
Proof of Proposition 3.1. From (13), we have
IE[N (t) − N (s)| Fs ] = lim
u↑1,v↓0
∂
∂u
ψ (u,v)
= λ(s) lim
u↑1,v↓0
(
−
(
∂
∂u
A(t − s;u,v)
)
e−λ(s)A(t−s ;u,v)
)
. (16)
From (14) and the boundary condition A(0;u,v) = v , we have
A(τ ;u,v) = v + τ − β
∫ τ
0
A(x ;u,v)dx
−u
∫ τ
0
ψF (A(x ;u,v))dx . (17)
From this, we have
∂
∂u
A(τ ;u,v) = −β
∫ τ
0
∂
∂u
A(x ;u,v)dx −
∫ τ
0
ψF (A(x ;u,v))dx
−u
∫ τ
0
ψ ′F (A(x ;u,v))
∂
∂u
A(x ;u,v)dx . (18)
From (14) and the boundary condition A(0;u,v) = v , we have∫ A(τ ;u,v)
v
1
1 − βx − uψF (x)dx = τ .
Since the integrand goes to ∞ as x goes to 0 and u ↑ 1, it follows
that
lim
u↑1,v↓0
A(τ ;u,v) = 0. (19)
Combining this with (18), we have
h(τ ;u) = −(β − µ1)
∫ τ
0
h(x ;u) − τ ,
where h(τ ) := limu↑1,v↓0 ∂∂uA(τ ;u,v). Hence, h(τ ) is the solution
of the linear ordinary differential equation
d
dτ
h(τ ) + (β − µ1)h(τ ) = −1
with initial value h(0) = 0. The solution is given by
lim
u↑1,v↓0
∂
∂u
A(τ ;u,v) = h(τ ) = − 1
β − µ1
(
1 − e−(β−µ1)τ
)
. (20)
From (16), (19) and (20), we have
IE[N (t) − N (s)| Fs ] = λ(s) 1
β − µ1
(
1 − e−(β−µ1)(t−s)
)
. (21)
The asserted expression in the proposition follows by substitu-
tion µ1 = βρ1.
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A.3 Proof of Proposition 3.2
Admit the definitions introduced in Appendix A.1, and arbitrarily
fix the values of the time instances 0 ≤ s ≤ t .
The lower bound follows by noting that IE[N (t) − N (s)| Fs ] ≥
IE[N1(t) − N1(s)| Fs ] and IE[N1(t) − N1(s)| Fs ] = Λ(s, t).
To show the upper bound, note that each point has the expected
offspring size equal to ρ1. Hence, for every i ≥ 1, we have
IE[Ni+1(t) − Ni+1(s)| Fs ] ≤ ρ1IE[Ni (t) − Ni (s)| Fs ] .
From this, it follows
IE[N (t) − N (s)| Fs ] =
∞∑
i=1
IE[Ni (t) − Ni (s)| Fs ]
≤
∞∑
i=1
ρi−11 IE[N1(t) − N1(s)| Fs ]
=
1
1 − ρ1Λ(s, t).
A.4 Proof of Proposition 3.3
From (13), we have
IE
[ (N (t) − N (s))2Fs ] − IE[N (t) − N (s)| Fs ]
= lim
u↑1,v↓0
∂2
∂u2
ψ (u,v). (22)
Now, note
∂2
∂u2
ψ (u,v) = λ(s)
(
λ(s)
(
∂
∂u
A(t − s;u,v)
)2
− ∂
2
∂u2
A(t − s;u,v)
)
e−λ(s)A(t−s ;u,v). (23)
By (20), we have
lim
u↑1,v↓0
λ(s)
(
∂
∂u
A(t − s;u,v)
)2
= λ(s) 1(β − µ1)2
(
1 − e−(β−µ1)(t−s)
)2
. (24)
It remains to evaluate the term limu↑1,v↓0 ∂
2
∂u2A(t − s;u,v).
From (17), we obtain
∂2
∂u2
A(τ ;u,v) = −β
∫ τ
0
∂2
∂u2
A(x ;u,v)dx
−2
∫ τ
0
ψ ′F (A(x ;u,v))
∂
∂u
A(x ;u,v)dx
−u
∫ τ
0
ψ ′′F (A(x ;u,v))
(
∂
∂u
A(x ;u,v)
)2
dx
−u
∫ τ
0
ψ ′F (A(x ;u,v))
∂2
∂u2
A(x ;u,v)dx .
Now, using the facts:
lim
u↑1,v↓0
A(x ;u,v) = 0
lim
z→0ψ
′
F (z) = −µ1
lim
z→0ψ
′′
F (z) = µ2
and letting д(τ ) := limu↑1,v↓0 ∂
2
∂u2A(τ ;u,v), we have
д(τ ) = −(β − µ1)
∫ τ
0
д(x)dx + 2µ1
∫ τ
0
h(x)dx − µ2
∫ τ
0
h(x)2dx ,
where recall h(x) is given by (20). Hence, д(τ ) is the solution of the
linear ordinary differential equation
d
dτ
д(τ ) + (β − µ1)д(τ ) = 2µ1h(x) − µ2h(τ )2
with initial value д(0) = 0. The solution is
д(τ ) = e−(β−µ1)τ
∫ τ
0
e(β−µ1)x [2µ1h(x) − µ2h(x)2]dx
= e−(β−µ1)τ
[
2µ1
∫ τ
0
(e(β−µ1)x − 1)dx
−µ2
∫ τ
0
(e(β−µ1)x − 2 + e−(β−µ1)x )dx
]
= e−(β−µ1)τ
[
2µ1
β − µ1 (e
(β−µ1)τ − 1) − 2µ1τ
−µ2
(
1
β − µ1 (e
(β−µ1)τ − 1) − 2τ + 1
β − µ1 (1 − e
−(β−µ1)τ )
)]
=
2µ1
β − µ1 (1 − e
−(β−µ1)τ ) − 2µ1τe−(β−µ1)τ
−µ2
(
1
β − µ1 (1 − e
−(β−µ1)τ ) − 2τe−(β−µ1)τ
+
1
β − µ1 e
−(β−µ1)τ (1 − e−(β−µ1)τ )
)
=
2µ1
β − µ1 (1 − e
−(β−µ1)τ ) − 2(µ1 − µ2)τe−(β−µ1)τ
− µ2
β − µ1 (1 − e
−2(β−µ1)τ )
Combining this with (24) and (23), we obtain
lim
u↑1,v↓
∂2
∂u2
ψ (u,v) = λ(s)2 1(β − µ1)2 (1 − e
−(β−µ1)(t−s))2
+λ(s) µ2
β − µ1 (1 − e
−2(β−µ1)(t−s))
−λ(s) 2µ1
β − µ1 (1 − e
−(β−µ1)(t−s))
+λ(s)2(µ2 − µ1)(t − s)e−(β−µ1)(t−s).
Using this in (22), we have
IE
[ (N (t) − N (s))2Fs ] = λ(s)2 1(β − µ1)2 (1 − e−(β−µ1)(t−s))2
+λ(s) µ2
β − µ1 (1 − e
−2(β−µ1)(t−s))
+λ(s)1 − 2µ1
β − µ1 (1 − e
−(β−µ1)(t−s))
+λ(s)2(µ2 − µ1)(t − s)e−(β−µ1)(t−s).
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Figure 9: (Top) conditional expected value of the count in-
crement and (bottom) conditional variance of the count in-
crement for λ(s)/α = 1 and β = 1, 2, 4 from left to right.
From this and (21), we have that the conditional variance of
N (t) − N (s) is given by
Var[N (t) − N (s)| Fs ] = λ(s)
(
µ2
β − µ1 (1 − e
−2(β−µ1)(t−s))
+
1 − 2µ1
β − µ1 (1 − e
−(β−µ1)(t−s))
+2(µ2 − µ1)(t − s)e−(β−µ1)(t−s)
)
.
The asserted expression in the proposition follows by the substi-
tution µ1 = βρ1 and µ2 = β2ρ2.
A.5 Variance of the cascade size
We consider the coefficient of variation of N (t) for asymptotically
large t , conditional on the history Fs observed up to time s , which
is given by
lim
t→∞
√
Var[N (t) | Fs ]
IE[N (t)| Fs ] = Σ
√
1
IE[N (+∞)| Fs ]
(
1 − N (s)IE[N (+∞)| Fs ]
)
.
In particular, for s = 0 and N (s) = 0, we have
lim
t→∞
√
Var[N (t)| λ(0)]
IE[N (t)| λ(0)] = Σ
1√
IE[N (+∞)| λ(0)]
.
If we take IE[N (+∞)| λ(0)] = λ(0)/α = n, were n is a scaling
parameter, we have
lim
t→∞
√
Var[N (t)| λ(0)]
IE[N (t)| λ(0)] = Σ
1√
n
.
A.6 Simple numerical example
In Figure 9 we illustrate how the conditional expected value and
variance of the count depend on time. Notably, the conditional
variance peaks at a certain time instance and converges to a limit
whose value is characterized in Eq. (7).
A.7 Mean value based estimator of the effective
growth exponent
We first prove the following equation
IE
[ ∫ ∞
s
(N (+∞) − N (t))dt
Fs ] = 1α IE[N (+∞) − N (s)| Fs ] .
For any s ≥ 0, we have
IE
[ ∫ ∞
s
(N (+∞) − N (t))dt
Fs ]
= IE
[ ∫ ∞
s
IE[N (+∞) − N (t)| Ft ]dt
Fs ]
=
1
α
IE
[ ∫ ∞
s
λ(t)dt
Fs ]
=
1
α
IE[N (+∞) − N (s)| Fs ] .
We next show that∫ ∞
0
(n − N (t))dt =
n∑
i=1
Ti
which follows by simple calculus∫ ∞
0
(n − N (t))dt =
n−1∑
i=0
∫ Ti+1
Ti
(n − i)dt
=
n−1∑
i=0
(Ti+1 −Ti )(n − i)
=
n∑
i=1
Ti .
A.8 Quantile value based estimator of the
effective growth exponent
In this section, we provide a bound for the bias of the quantile value
based estimator of the effective growth exponent. In particular, we
will show that IE[αˆ] ≥ Ω(1/log(n))α , for the quantile value based
estimator when λ(0) = αn and γ = 1 − 1/n, where n is a scaling
parameter.
Let us define
fγ (a) = IE
[
Tγ
 λ(0) = a] .
Proposition A.2. Function fγ satisfies the following inequality,
for every a ≥ 0,
fγ (a) ≤ 1
α
(
log
(
1
1 − γ
)
+ γ IE
[
λ(τγ )
αN (τγ )1{N (τγ )>0}
 λ(0) = a] )
+fγ
(
a (1 − γ ) 11−ρ1
)
Pr
[
N (τγ ) = 0
 λ(0) = a] .
From this proposition, we have the following corollary:
Corollary A.3. For any fixed β > 0, 0 ≤ ρ1 < 1, and initial
intensity set such that λ(0) = αn, by taking γ = 1 − 1/n, we have
IE
[
T1−1/n
 λ(0) = αn] ≤ 1
α
(log(n) + 1 + o(1)).
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Figure 10: Distribution of cascade size (left) and duration
(right).
The corollary implies the following estimation guarantee for the
effective growth exponent α : for λ(0) = αn and γ = 1 − 1/n,
IE[αˆ] ≥ 1
IE
[
Tγ
 λ(0)] ≥ 1 − o(1)log(n) + 1α .
A.9 Predicting relative growth
In this section, we present how our framework can be extended for
prediction of relative cascade growth, where the goal is to predict
whether the cascade size will eventually exceed a given factor of
its current size. A special instance of this problem was considered
in [12] asking to predict whether a cascade will double in size.
Our relative growth prediction problem can be formulated as
follows: given the observed history Fs at time s and parameter
c > 1, the goal is to predict whether the count N (t) will eventually
be larger or equal than cN (s). Assume that points are according
to a Hawkes point process with exponentially decaying intensity
with the effective growth exponent α .
Using (5), we note that IE[N (+∞) | Fs ] ≥ cN (s) is equivalent to
λ(s) ≥ (c − 1)αN (s). (25)
Intuitively, the condition requires the stochastic intensity to be
larger than a threshold that is proportional to the current count
value. The following proposition gives a condition that accounts
for stochasticity of the point process.
Proposition A.4. For any constant 0 < δ ≤ 1, given history Fs
at time s and constant c > 1 such that λ(s) > (c − 1)αN (s), we have
N (+∞) > cN (s) with probability at least 1 − δ , if
λ(s) ≥ (c − 1 + χ (N (s)))αN (s), (26)
where
χ (x) := Σ
2
2δx +
√
2(c − 1) Σ
2
2δx +
(
Σ2
2δx
)2
and Σ is defined in (8).
The proposition tells us that a simple threshold decision rule can
be used, similar to (25), but with a threshold that accounts for the
variance parameter Σ of the point process.
A.10 Properties of cascades in the dataset
In Figure 10 (left plot), we show complementary cumulative distri-
bution functions of the total number of views observed per content
item over the entire observation interval (i.e., cascade size), normal-
ized by the average value.
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Figure 11: Stochastic intensity vs time.
We define cascade duration as the smallest time at which a fixed
fraction of the total number of view events of a content item is
reached. In our experiments, we set this fraction to be 0.95. This def-
inition of cascade duration, instead of the maximum time spanned
by a cascade is more robust to outliers—content items receiving a
small fraction of view events after a long time. In Figure 10 (right
plot), we observe that most of the content view events are accu-
mulated within one week after the content item creation, with the
median value of about 3 days.
In Figure 11, we show "fresh" view counts over 30 minute time
bins aggregated over content items, where the origin corresponds
to a content item creation time. This is shown for different scalings
of the x and y axis. These graphs exhibit a decreasing trend with
local extrema obeying a daily seasonality. Under the hypothesis
that counts follow an exponential decrease, we should observe a
linear trend for linear x and logarithmic y axes. From Figure 11
(left), we observe this to be overall true over a time period spanning
several days. Under the hypothesis that counts follow a power-law
decrease, we should observe a linear decrease when both x and y
axes are in logarithmic scale. From Figure 11 (bottom), we observe
that the counts do not seem to be consistent with a power-law
decay over a time interval spanning several days.
A.11 Proof of Proposition A.4
The proof is by a simple application of the Chebyshev’s inequality:
for any random variable X with expected value µ and variance σ 2,
Pr[|X − µ | ≥ x] ≤ σ 2x 2 , for all x > 0.
By Chebyshev’s inequality and Proposition 3.3, we have
Pr[N (+∞) ≤ cN (s)| Fs ]
≤ Pr [|N (+∞) − IE[N (+∞)| Fs ]| ≥ IE[N (+∞)| Fs ] − cN (s)]
≤ Var[N (+∞) − N (s)| Fs ](IE[N (+∞)| Fs ] − cN (s))2
=
λ(s)
β (1−ρ1)Σ
2(
λ(s)
β (1−ρ1) − (c − 1)N (s)
)2 . (27)
Let a := λ(s)/[β(1−ρ1)] and b = (c−1)N (s). Then, requiring that
the right-hand side in (27) is less than or equal to δ is equivalent to
(a − b)2 ≥ Σ
2
δ
a,
which is equivalent to
a2 −
(
2b + Σ
2
δ
)
a + b2 ≥ 0.
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The solution is
a ≥
2b + Σ2δ +
√(
2b + Σ2δ
)2 − 4b2
2 .
Substituting back a = λ(s)/[β(1 − ρ1)] and b = (c − 1)(N (s), after
some rearrangments we have
λ(s) ≥ (c − 1 + χ (N (s))) β(1 − ρ1)N (s),
where
χ (x) = Σ
2
2δx +
√
2(c − 1) Σ
2
2δx +
(
Σ2
2δx
)2
.
This completes the proof of the proposition.
It is noteworthy that for the Hawkes point process with expo-
nentially decaying intensity, predicting whether the count will
eventually exceed factor c of the count at the prediction time s
amounts to checking whether the stochastic intensity exceeds a
threshold value, which is a function of the count at the prediction
time N (s), effective growth exponent α , and variance Σ2.
A.12 Proof of Proposition A.2
We first note the following fact, for every t ≥ 0 and N (0) = 0,
Pr[N (t) = 0| λ(0) = a] = exp
(
−a
β
(
1 − e−βt
))
.
Let n be a scaling parameter and let cn be a positive sequence.
Then,
Pr
[
N
(cn
α
)
= 0
 λ(0) = αn] = exp (−n(1 − ρ1)(1 − e− cn1−ρ1 )) .
Hence, the event {N (t) = 0} occurs with exponentially small prob-
ability in n, when λ(0) = αn, and t = cn/α , for any cn such that
cn = Ω(1).
In particular, we have
Pr
[
N (τγ ) = 0
 λ(0) = αn] = exp (−n(1 − ρ1) (1 − (1 − γ ) 11−ρ1 )) .
Let
fγ (a) = IE
[
Tγ
 λ(0) = a] .
Then, note
fγ (a) = IE
[
Tγ 1{N (τγ )>0}
 λ(0) = a]
+IE
[
Tγ 1{N (τγ )=0}
 λ(0) = a]
= IE
[
Tγ 1{N (τγ )>0}
 λ(0) = a]
+
(
τγ + fγ
(
ae−βτγ
))
Pr
[
N (τγ ) = 0
 λ(0) = a] .
Now, note
IE
[
Tγ 1{N (τγ )>0}
 λ(0) = a]
=
∫ ∞
0
Pr
[
Tγ 1{N (τγ )>0} > t
 λ(0) = a] dt
≤ τγ Pr
[
N (τγ ) > 0
 λ(0) = a]
+
∫ ∞
τγ
Pr
[
Tγ 1{N (τγ )>0} > t
 λ(0) = a] dt ,
and, for t ≥ τγ ,
Pr
[
Tγ 1{N (τγ )>0} > t
 λ(0) = a]
= Pr
[
0 < N (τγ ),N (t) < γN (+∞)
 λ(0) = a]
≤ IE
[
γN (+∞)
N (t) 1{N (τγ )>0}
 λ(0) = a]
=
γ
α
IE
[
λ(t)
N (t)1{N (τγ )>0}
 λ(0) = a]
≤ γ
α
IE
[
λ(τγ )
N (τγ )e
−α (t−τγ )1{N (τγ )>0}
 λ(0) = a] .
It follows that
IE
[
Tγ 1{N (τγ )>0}
 λ(0) = a]
≤ τγ Pr
[
N (τγ ) > 0
 λ(0) = a]
+γ
1
α
IE
[
λ(τγ )
αN (τγ )1{N (τγ )>0}
 λ(0) = a] .
Putting the pieces together, we have
fγ (a) ≤ 1
α
(
log
(
1
1 − γ
)
+ γ IE
[
λ(τγ )
αN (τγ )1{N (τγ )>0}
 λ(0) = a] )
+fγ
(
a (1 − γ ) 11−ρ1
)
Pr
[
N (τγ ) = 0
 λ(0) = a] .
A.13 Proof of Corollary A.3
First, note
IE
[
λ(τγ )
αN (τγ )1{N (τγ )>0}
 λ(0) = a] ≤ 1α IE[λ(τγ ) λ(0) = a]
=
1
α
ae−ατγ
=
1
α
a(1 − γ )
=
a
αn
= 1.
Second, note that a(1−γ ) 11−ρ1 = αn−
ρ1
1−ρ1 = o(1). Combining this
with fγ (0) = 0 for all γ ∈ [0, 1], we have f1−1/n
(
αn
− ρ11−ρ1
)
= o(1).
The assertion of the corollary follows by combining the above
observations with the bound in Proposition A.2.
A.14 Importance of predictive features
All 1889 features we used in our experiments could be categorized
in the following groups:
Content features are static properties of the post, such as the
type of media it contains, language of the text, and number of
mentioned users.
Page features are properties of the page that posted the con-
tent, such as the number of followers, fans, and number of posts
published last month.
Engagement features describe the cumulative history of users’
interactions with the post, such as comments, shares, reactions and
views. We count them using different time windows and starting
points, e.g., number of comments in the last hour, number of shares
during the first day since it was published, number of views per
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Table 1: Cardinality and relative importance of different feature categories used for modelling the effective growth exponent
αˆ and point predictor Y (δ⋆; s).
Category of features Number
of features
Importance
for predicting
cascade size at δ⋆
Importance for
predicting growth
exponent α
Engagement features
views on original post 282 0.53108 0.25848cumulative on page’s other posts 484 0.09080 0.31896
shares 276 0.03030 0.00472
comments 92 0.00362 0.00033
reactions 368 0.00250 0.00001
combinations 5 0.07204 0.05416
Page features 349 0.16319 0.32308
Content features 23 0.01100 0.01939
Other features 10 0.09547 0.02087
minute in the last 15 minutes, etc. The number of features in this
category is large since we used a cross product of all possible en-
gagement types, time window sizes and starting points, etc. We
also added a few combination features here, which are the ratios
of counters for different types of engagement (i.e., comments to
shares). Another subgroup in this category consists of cumulative
view count features on the page’s previous posts, taken at different
points in time before prediction.
Other features category contains a handful of features which
did not belong to any of the above-mentioned categories, including
prediction time, content age at the time of prediction, number of
group members if the post was published in a group, etc.
Table 1 shows the cardinality of each feature category as well
as its cumulative importances (permutation importances over the
test set) for both of the models. For the model predicting cascade
size at reference horizon δ⋆, cumulative importance of the most
important subgroup — views on the post — is around 53%. For the
model predicting effective growth exponent α , two most important
feature subgroups — page features and the page-level engagement
features — have cumulative importance of 32% each.
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