Reconnaissance de symboles graphiques à partir d'une combinaison de descripteurs en intégrant leur comportement sur une base d'apprentissage by Salmon, Jean-Pierre et al.
HAL Id: hal-00113764
https://hal.archives-ouvertes.fr/hal-00113764
Submitted on 14 Nov 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Reconnaissance de symboles graphiques à partir d’une
combinaison de descripteurs en intégrant leur
comportement sur une base d’apprentissage
Jean-Pierre Salmon, Laurent Wendling, Salvatore Tabbone
To cite this version:
Jean-Pierre Salmon, Laurent Wendling, Salvatore Tabbone. Reconnaissance de symboles graphiques à
partir d’une combinaison de descripteurs en intégrant leur comportement sur une base d’apprentissage.
Sep 2006, pp.97-102. ￿hal-00113764￿
Reconnaissance de symboles graphiques à partir d’une combinaison de
descripteurs en intégrant leur comportement sur une base d’apprentissage
J.-P. Salmon – L. Wendling – S. Tabbone
LORIA,
Campus scientifique, BP 239
54 506 Vandœuvre-les-Nancy Cedex France
{salmon,wendling,tabbone}@loria.fr
Résumé : dans cet article nous proposons une nouvelle
approche pour combiner des descripteurs de formes fondée
sur l’étude comportementale de ceux-ci vis-à-vis d’un cor-
pus d’apprentissage. Chaque descripteur est calculé sur plu-
sieurs classes d’objets ou de symboles. Pour chaque échan-
tillon et pour tous les descripteurs nous déterminons un pro-
fil type défini à partir d’un jeu d’apprentissage en prenant en
compte les conflits pouvant exister entre descripteurs. En-
fin, nous montrons que l’utilisation de la combinaison de
descripteurs permet d’améliorer la classification sur des ca
d’études réels.
Mots-clés: descripteurs de formes, étude comportementale,
combinaison de descripteurs.
1 Introduction
La diversité des images, et les différents types de bruits
pouvant les altérer, ont entraîné l’apparition de nouveaux
descripteurs destinés à reconnaître correctement ces images.
Suivant le type d’image, il revient alors à la méthode de com-
binaison de prendre en compte principalement les descrip-
teurs adéquats.
Notre travail se situe dans le cadre d’un problème de
classification d’échantillon d’images diverses, avec plusie rs
sources d’information à notre disposition pour prendre notre
décision. Dans ce domaine de nombreuses solutions ont été
proposées parmi les plus répandues on citera, sans être ex-
haustif : les SVM [21], les réseaux de neurones [22], les al-
gorithmes génétiques [24, 27, 26], et les techniques de fu-
sion classique [25, 23]... Certaines approches comme la fu-
sion d’informations [20] ou la sélection de caractéristiques
ont été spécialement créées pour répondre à ce problème de
classification. Parmi ces approches dédiées : les différentes
techniques de fusion (conjonctive, disjonctive, Dempster-
Schafer [20]) permettent de gérer les conflits ou les accords
entre plusieurs sources d’information. Tandis que pour la
seconde approche, le choix des caractéristiques est un pro-
blème de sélection d’un sous ensemble de caractéristiques
d parmi un ensembleD basé sur un critère d’optimisation.
Les caractéristiques retenues sont les plus discriminantes et
les moins redondantes. Notre approche s’inspire de ces deux
techniques. Nous utilisons les principes de fusions pour dé-
finir des profils comportementaux de chaque source d’infor-
mation et nous reprenons le concept de sélection pour fa-
voriser les sources d’information les plus pertinentes. Dans
notre cas la selection s’effectue par le biais de pondération
des descripteurs. Notre critère d’optimisation est le tauxde
reconnaissance directement lié au taux d’ordonnacement qui
reflète la séparabilité des classes. Etudier le comportement
de chaque source d’information et se restreindre à l’utilisa-
tion des informations les plus adaptées contribue à rendre les
classes plus compactes et plus facilement dissociables.
L’importante variabilité des symboles à reconnaître re-
quiert l’utilisation de descripteurs invariants à des transfor-
mations géométriques classiques. De nombreuses approches
ont été proposées au cours des années passées. Habituel-
lement les descripteurs de formes sont regroupés en deux
catégories [19] : les approches de type contour et celles
de type région avec des avantages et inconvénients bien
connus. Certaines sont fondées sur les descripteurs de Fou-
rier [10, 12, 14], d’autres sur le calcul des moments [3, 17],
sur la transformée de Hough [2, 9] ou encore sur des des-
criptions angulaires [5, 16]. Dans cette article, nous limitons
notre étude à des méthodes globales à la forme considérée
mais permettant de conserver ou de retrouver des propriétés
géométriques fondamentales comme la translation, la rota-
tion et l’homothétie.
Un autre problème rencontré en reconnaissance des
formes est le type de distance la mieux adaptée à l’apparie-
ment. Pour pallier ce problème le choix de la métrique est
souvent relatif au problème considéré. Bhattacharya [4], dis-
tance Euclidienne ou de Mahalanobis, EMD [13] sont fré-
quemment utilisées. Dans le cadre de cet article, nous utilie-
rons la distance Euclidienne pour comparer des valeurs sca-
laires et essentiellement l’index de Tanimoto (min sur max)
pour des descriptions d’objets sous la forme de vecteur. Ceci
a permis d’obtenir des résultats intéressants, pour notre étud
expérimentale, tout en nécessitant peu de temps de calcul
pour la comparaison.
Nous commencerons par présenter les différentes nota-
tions employées dans cet article au §2. Les mesures de clas-
sification calculées pour comparer les différentes approches
sont rappelées dans le §3. Puis nous présentons (§4) la mé-
thode permettant de définir les profils de chaque descripteur
ainsi que la méthode de combinaison. Enfin, une étude expé-
rimentale sur des bases de test réelles est proposée §5.
2 Notations utilisées
Tout au long de cet article, nous considéronsK classes de
même tailleV pour faciliter les explications mais ce n’est en
aucun cas une nécessité. SoitI = {iqu}u=1,V ∧ q=1,K l’en-
semble desV ∗K images etC = {cq}q=1,K l’ensemble des
K classes tel que :cq = {iqu}u=1,V . Chaque classecq est
divisée en deux : une partie deT images destinée à l’appren-
tissage, notéeClearn, et une autre deV − T images pour les
tests, notéeCtest :
C =Clearn ∪ Ctest
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{
Clearnq
}
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Afin de déterminer la classe d’appartenance d’une
image test, durant la phase expérimentale, on considère
parmi l’ensemble des images de la base d’apprentissage
celle qui possède le plus grand degré de similarité puis
on affecte l’image test à cette classe telle que :iuq ∈
Ctest et iu
′
q′ ∈ Clearn deux images, sism
(
iuq , i
u′
q′
)
=
max
(
{
sm
(
iuq , i
u”
q”
)}
iu”
q”
∈Clearn
)
alorsiqu ∈ Cq′ .
En utilisant un seul descripteurdm le taux de reconnais-
sance chute lorsque la taille de la base d’image grandit. De
plus un descripteurdm n’est pas assez pertinent pour toutes
les classes d’imagescq. L’objectif de notre méthode est donc
de pallier ces problèmes en améliorant le pouvoir de discri-
mination de chacun des descripteurs et en les combinant.
3 Mesures de classification
3.1 Matrice de confusion
Une matrice de confusion permet d’évaluer l’aspect
discriminant des descripteursD par rapport à une classe
d’image donnéeCq. Habituellement, une tête de classetuq
(symbole le plus représentatif) - ou un modèle type (graphe
structurel, vecteur de caractéristiques...) - est déterminée à
partir de la base d’apprentissagetqu ∈ Clearnq . Lors de la
phase d’apprentissage, les imagesiqu ∈ Clearnq
{tqu} sont utilisées comme des requêtes. Les têtes de classe
sont alors triées suivant la distancedm qui les sépare de la
requêtes. La tête de classe la plus proches est alors compta-
bilisée dans la matrice, à la ligne correspondant à classe de
l’image requête.
Dans notre cas on considère chaque image de la base
comme une tête de classe. Par conséquent, on comptabilise
lesV têtes de classes plus proches pour définir nos matrices
de confusion.
3.2 Mesure d’ordonnancement
Cette mesure est fréquemment utilisée pour évaluer des
méthodes de reconnaissance par le contenu [7]. Elle a été
adaptée ici pour évaluer la robustesse des différentes ap-
proches. Soit une classecq, sa mesure d’ordonnancement est
définie par :
r (cq) =
1
V − T
∑
i
q
u∈Ctestq
1
T
(
T
∑
a=1
[δ (cl(iqu, a), q)]
+
T∗K
∑
a=T
[
δ (cl(iqu, a), q) ×
(
1 −
a − T
T ∗ K − T
)]
)
δ (cl(iqu, a), q) =
{
1 si cl(iqu, a) = q
0 sinon
avecK le nombre de classes,T et (V − T ), respecti-
vement, le nombre d’images d’apprentissages et de tests par
classe,cl(iqu, a) représente la classe de l’image réponse si-
tuée au ranga, classée par ordre décroissant des degrés de
similarité obtenus pour l’image requêteiqu. Dans notre étude,
δ renvoit 1 lorsque l’image au ranga correspond à la classecq
et 0 dans le cas contraire. La valeur d’ordonnancement per-
met de mesurer la répartition des erreurs après une requête,
ce qui n’apparaît pas à travers le taux de reconnaissance. De
plus, quand la taille de la base de données augmente, l’évo-
lution de la mesure fournit une estimation intéressante de la
stabilité du descripteur de formes.
4 Fonctions de pondération
Un descripteur est généralement considéré comme discri-
minant lorsque le taux de reconnaissance associé est grand.
La matrice de confusion est utilisée ici pour évaluer les
taux de reconnaissance des descripteurs. Par définition si une
image est correctement reconnue, il devrait avoir unique-
ment des images de la classe correspondante. A l’opposé,
une mauvaise reconnaissance sera caractérisée par la pré-
sence d’images issues d’autres classes parmi lesV premières
images qui ont obtenu les degrés de similarité les plus élévés.
Le tableau 1 représente une matrice de confusion obte-
nue sur une base d’images comportant 9 classes et 11 ob-
jets par classe (base de Sharvit - cf. partie expérimentale). Le
descripteur utilisé ici est la compacité. L’objectif n’estpas
d’étudier la compacité mais de mettre en évidence les étapes
effectuées pour un descripteur et une matrice donnée.
Cluster 1 2 3 4 5 6 7 8 9
1 28 30 0 7 19 0 22 0 15
2 29 51 0 7 5 0 20 0 9
3 0 0 44 4 0 30 0 42 1
4 7 6 4 47 19 0 7 1 30
5 20 6 0 17 34 0 15 0 29
6 0 0 33 0 0 49 0 39 0
7 20 30 0 7 16 0 43 0 5
8 0 0 40 0 0 35 0 46 0
9 16 11 0 25 29 0 3 0 37
TAB . 1 – Matrice de confusion de la compacité.
Par exemple, si on considère la6ème ligne de la matrice,
les valeurs correspondent à la répartion desV premières
images qui ont obtenu les plus haut degrés de similarité pour
chaque image de la base d’apprentissage. On constate que les
images sont regroupées principalement entre 3 classes (la 3,
6 et 8). Le taux de reconnaissance pour cette classe est de
40% (nombre d’objets correctement reconnus/nombre d’ob-
jets testés=49/121).
Maintenant, si on considère une classe d’images moins
bien reconnue, par exemple celles de la classe 5 (5ème
ligne), les images issues d’autres classes sont beaucoup plus
nombreuses, parmi lesV images réponses. Le descripteur
est donc moins discriminant que dans l’exemple précédent.
Ainsi on peut en déduire que la compacité n’est pas adaptée
pour déterminer quels objets appartiennent à la classe 5. Ceci
est mis en évidence à travers la représentation graphique don-
née figure 1 . Celle-ci est obtenue en calculant l’histogramme
des distances entre les objets d’une classe et tous les autre
objets de la base.
FIG. 1 – Différence entre un descripteur discriminant (bas)
et non discriminant (haut). Une interpolation des données a
été réalisée pour une meilleure visualisation.
En conclusion, on peut retenir qu’il est important de
prendre en compte non seulement le taux de reconnaissance
mais également la distribution des erreurs afin d’améliorer
les performances du processus.
L’étude des erreurs relative à un descripteur, pour une
classe donnée, nous a amené à constater que les images qui
possèdent le plus haut degré de similarité (à contrario la plus
faible distance) par rapport à une image test ne correspondent
pas toujours à la même classe. Ainsi, il faut parfois considé-
rer les images ayant un degré de similarité plus faible pour
retrouver les images correspondant à la classe de la requête.
L’objectif est donc d’intégrer le comportement de chaque
descripteur vis-à-vis d’une classe donnée en déterminant des
intervalles de confiance selon les distances. Une confiance
élevée reflète une forte présence d’images de la classe consi-
dérée par rapport au nombre total d’images trouvées à cette
distance.
Pour cela nous avons établi un profilWm,q qui alloue
une valeur de pondération proportionnelle à la confiance que
l’on a dans le descripteurm en fonction de la distance, pour
chaque classeq de la base d’apprentissage. Ce type de profil
est fortement dépendant de la précision des distances.
L’algorithme fig. 2 résume la technique employée pour
définir le profil.
Pour Chaquedm ∈ D
Pour ChaqueClearnq ∈ Clearn
Pour Chaqueiqu ∈ Clearnq
Pour Chaqueiq
′
u′ ∈ Clearn
distance = distm
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))
Si iq
′
u′ ∈ Clearnq Alors
Incrémenter(nbImageDeLaClassem,q (distance))
Incrémenter(nb_image_totalm,q (distance))
Wm,q (distance) =
nb_image_de_la_classem,q(distance)
nb_image_totalm,q(distance)
FIG. 2 – Définition des poids.
FIG. 3 – Distribution du nombre d’images par rapport à la
distanceCompacité,classe7.
Par exemple, le profil donné fig. 4 (haut), correspondant à
la classe 7 et au descripteur de compacité, est calculé à partir
des courbes de la fig. 3.
La figure 4 (bas) décrit l’influence du profil
wCompacité,classe7 (distance) sur la distance entre les
images de la classe 7 (avant/après).
Le score est alors défini ainsi :
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FIG. 4 – Profil des poidswCompacité,classe7 (distance)
(haut). Influence de la fonction de pondérationWm,q sur
la répartition du nombre d’images (bas) de la classe 7
(avant/après).
5 Etude expérimentale
5.1 Ensemble de descripteurs utilisés
Nous nous intéressons ici à des descripteurs simples à
mettre en œuvre et rapides pour la plupart : compacitéC,
degré d’ellipticité [17]E, Signature angulaire [5]SA, des-
cripteur de Fourier générique [18]GFD, R-signature [16],
Fourier-Mellin analytique [6, 8]FM et moments de Zer-
nike [17, 11]MZ.
5.2 Résultats obtenus sur les bases d’images
Les images utilisées pour nos tests représentent des
formes pleines, compatibles avec l’ensemble de nos des-
cripteurs. Elles sont réparties dans 5 bases de données de 9
classes comprenant 11 échantillons (5 échantillons sont utili-
sés lors de la phase d’apprentissage et le reste pour les tests).
Ci-dessous, nous présentons les résultats obtenus sur
deux bases contenant des images de différentes natures : pour
la première il s’agit d’objets quelconques et de lettres pour la
seconde. En plus de leur nature, les images de ces bases se
différentient par les perturbations qu’elles comportent,met-
tant en avant la nécessité d’utiliser des descripteurs spéciali-
sés.
5.2.1 Base de données de formes
Pour montrer l’intérêt de notre approche, nous avons dans
un premier temps, utilisé une base de données test proposée
par D. Sharvit [15] sur son site web1. Des formes présentent
1http ://www.lems.brown.edu/vision/researchAreas/SIID/
des occultations, d’autres sont déformées. Enfin certains ob-
jets sont de tailles différentes ou tournés.
La figure 5 donne les taux de reconnaissance moyens ob-
tenus pour chacune des classes avant et après l’intégration
des profils. Nous pouvons remarquer que la méthode que
nous proposons permet d’améliorer de manière notable les
taux de reconnaissance de la plupart des descripteurs.
FIG. 5 – Taux de reconnaissance par descripteurs
(avant/après).
Le tableau 2 donne les taux de reconnaissance moyen ob-
tenus par les différentes méthodes. Nous intégrons iciWS
fondée sur une somme pondérée qui associe les profils et le
taux global de reconnaissance obtenu par descripteur. Nous
pouvons remarquer que ceci améliore de manière notable la
reconnaissance.
Desc. C E SA GFD TRf FM MZ WS
Av. 35 43 60 73 54 73 49 85
Ap. 39 45 62 73 55 76 50 94
TAB . 2 – Taux de reconnaissance obtenus sur la base Sharvit
(avant/après).
Les taux d’ordonnancement moyens donnés dans le ta-
bleau 3 soulignent aussi le bon comportement de la combi-
naison de descripteurs.
Nous pouvons remarquer également que les résultats ob-
tenus sont en cohérence avec les méthodes employées. Les
scores les plus bas sont atteints par les descripteurs dits
« scalaires ». Alors que les méthodes fondées sur une signa-
ture unidimensionnelle ont des résultats moyens relativement
proches. Les descripteurs de Fourier, qui peuvent être assi-
milés à une représentation bidimensionnelle, donnent de très
bons taux de reconnaissance car la signature est plus consis-
tante. Enfin la combinaison qui intègre les performances de
chacun des descripteurs permet d’améliorer encore la classi-
fication.
Desc. C E SA GFD TRf FM MZ WS
Av. 87 85 88 96 89 98 87 94
Ap. 91 91 96 98 92 98 90 100
TAB . 3 – Taux d’ordonnancement moyens obtenus sur la
base Sharvit (avant/après).
5.2.2 Lettres graphiques extraites de Lettrines
Dans le cadre de l’ACI Madonne2 axée sur la reconnais-
sance de documents anciens et dont le porteur est le L3i (La
Rochelle), nous avons évalué notre approche sur une base
composée de lettrines3.
Afin d’utiliser correctement nos descripteurs sur la base
des lettrines, nous avons défini une séquence d’opérations
permettant d’extraire les lettres graphiques contenues dan
la plupart des documents qui nous étaient fournis. Pour cela
nous avons réalisé une binarisation fondée sur un critère
d’entropie floue, puis effectué une succession d’ouvertureet
fermeture pour enlever le bruit et rejoindre les parties des
lettres éclatées. Nous nous sommes ensuite intéressés aux
principales composantes connexes. Enfin nous avons extrait
les lettres en considérant divers critères (compacité, taille, lo-
calisation spatiale...).
Ces traitements ne font pas l’objet de cet article mais
nous permettent de re-situer le contexte de notre étude. Le
tableau 4 présente un aperçu de la chaîne de traitements réa-
lisée sur plusieurs lettrines.
A partir d’un ensemble de lettres extraites, nous avons
défini une base d’apprentissage sur laquelle nous avons ap-
pliqué directement notre approche. Les tests ont ensuite été
réalisés sur le reste de la base de données (50% de données
d’apprentissage et 50% de données tests) pour évaluer de ma-
nière cohérente l’efficacité de notre approche.
Nous pouvons remarquer, sur cette autre base, que notre
approche fournit de meilleurs résultats dans la majorité des
cas (cf. tableaux 5 et 6).
Nous avons augmenter progressivement les tailles des
bases (jusqu’à 45 classes de symboles) afin d’évaluer le com-
portement de notre méthode lorsque les corpus d’apprentis-
sage et de reconnaissance grandissent.
Nous avons comparé notre approche à celle des ANN [1]
implémentée par David D. Mount et S. Arya (le package est
disponnible sur internet4). L’apprentissage est effectué sur
chaque classe en considérant la matrice des distances entre
les symboles. Les taux de reconnaissance sont clairement
plus bas que ceux obtenus en considérant l’ensemble de la
base mais restent relativement élevés en utilisant notre ap-
proche (environ 88% de taux reconnaissance et 99% de taux
d’ordonnancement).
2http ://l3iexp.univ-lr.fr/madonne/
3Nous remercions le Centre d’études Supérieures de la Renaissa ce pour
la permission d’utiliser leurs documents d’archive.
4www.cs.umd.edu/~mount/ANN
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TAB . 4 – Exemple d’extraction de lettres.
Descripteurs C E SA GFD TRf FM MZ WS
Avant 49 41 70 59 50 77 40 60
Après 52 39 75 69 50 81 42 84
TAB . 5 – Taux de reconnaissance obtenus sur la base des
lettres (avant/après).
Descripteurs C E SA GFD TRf FM MZ WS
Avant 85 78 90 89 80 92 77 97
Après 93 81 97 94 87 98 79 100
TAB . 6 – Taux d’ordonnancement moyens obtenus sur la
base des lettres (avant/après).
Les résultats donnés dans les tableaux 7 et 8 montrent une
bonne robustesse de notre approche à ce facteur.
Taille de la base T 2×T 3×T 4×T 5×T
Avant (WS) 87 79 76 70 67
Après (WS) 88 91 90 89 88
Ann 89 90 86 88 86
TAB . 7 – Taux de reconnaissance obtenus en considérant des
bases de données de tailles (T) croissantes.
Taille de la base T 2×T 3×T 4×T 5×T
Avant (WS) 98 98 98 98 98
Après (WS) 99 99 99 99 99
TAB . 8 – Taux d’ordonnancement moyens obtenus en consi-
dérant des bases de données de tailles (T) croissantes.
6 Conclusion
Dans cet article nous avons montré que l’étude du com-
portement des descripteurs permet d’améliorer la reconnais-
sance et ceci sur des applications distinctes. Nous avons
choisi d’utiliser comme référence pour nos profils la distance
entre les images tests et les images d’apprentissage car nous
manipulons des valeurs scalaires normées entre 0 et 1. Ce-
pendant, notre approche devrait rester valable avec d’autres
références comme : une mesure de bruits par exemple. Ac-
tuellement nous cherchons à déterminer comment intégrer
ces fonctions de pondération dans d’autres mécanismes de
combinaison de données (règle de Dempster-Shafer, fusion
possibiliste quantifiée ou non...). Par ailleurs nous envisa-
geons d’étudier la robustesse de notre approche lors du pas-
sage à l’échelle en considérant des bases de données de plus
en plus importantes. Enfin, nous recherchons aussi à spécia-
liser notre ensemble de descripteurs en fonction des classes
de symboles recherchées en étudiant l’importance de ceux-ci
lors de la reconnaissance et leurs interactions avec les autres
classes.
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