Abstract
Left-modularity 2] is a concept that generalizes the notion of modularity in lattice theory. In this paper, we give a characterization of left-modular elements and derive two formulae for the characteristic polynomial, , of a lattice with such an element, one of which generalizes Stanley's theorem 6] about the partial factorization of in a geometric lattice. Both formulae provide us with inductive proofs for Blass and Sagan's theorem 2] about the total factorization of in LL lattices. The characteristic polynomials and the M obius functions of non-crossing partition lattices and shu e posets are computed as examples.
1 Left-modular elements Throughout this paper L is a nite lattice where0 =0 L and1 =1 L are the minimal and maximal elements, respectively. We say that x is covered by y, and write x y, if x < y and there is no element z 2 L such that x < z < y.
We use^for the meet (greatest lower bound) and _ for the join (least upper bound) in L. Given any x; y; z 2 L with z < y, the modular inequality z _ (x^y) (z _ x)^y
(1) is always true and equality holds whenever y or z is comparable to x. We say that x and y form a modular pair (x; y) if (1) is an equality for any z < y. Note that this relation is not symmetric, in general. Two kinds of elements are associated to the modular pair:
De nition 1.1 1. An element x is called a left-modular element if (x; y) is a modular pair for every y 2 L.
2. An element x is called a modular element if both (x; y) and (y; x) are modular pairs for every y 2 L.
In a semimodular lattice with rank function , the pair (x; y) is modular if and only if (x^y) + (x _ y) = (x) + (y) 1, p. 83]; so in this case the relation of being a modular pair is symmetric, and then there is no di erence between modularity and left-modularity. However, there are examples such as the non-crossing partition lattices (see Sec. 3) and the Tamari lattices where the two concepts do not coincide. Let L be a graded lattice of rank n with rank function . Then the characteristic polynomial of L is de ned by (L; t) = X x2L (x)t n? (x) where t is an indeterminate, : L L ! Z is the M obius function of L, and Then (L; t) = (t ? a 1 )(t ? a 2 ) (t ? a n ) (2) where a i is the number of atoms of L that are below x i but not below x i?1 .
Note that all elements in the maximal chain of a supersolvable lattice are left-modular (see 6]). So the hypotheses of Theorem 1.3 imply that they are modular. In recent work 2], A. Blass and B. Sagan generalized the Total Factorization Theorem to LL lattices where the rst \L" stands for the fact that the lattice has a maximal chain all of whose elements are all left-modular. The purpose of this paper is to generalize the Partial Factorization Theorem by replacing the modular element with a left-modular one and relaxing the hypotheses requiring that the lattice be atomic and semimodular. To do so, we will derive a general characterization of left-modular elements in this section. In the next section, we introduce a generalized rank function for a lattice which might not be graded in the usual sense, and then develop a general formula for the characteristic polynomial of a lattice with a left-modular element in Theorem 2.3. Under an extra rank-preserving hypothesis we obtain our generalization of the Partial Factorization Theorem (Theorem 2.6). In Sections 3 and 4, we calculate the characteristic polynomials and the M obius functions of the non-crossing partition lattices and the shu e posets by using these two formulae, respectively. The last section contains two inductive proofs for Blass and Sagan's Total Factorization Theorem for LL lattices using our two main theorems. Consequently, our factorization theorem generalizes the three others.
We say that y is a complement of x if x^y =0 and x _ y =1. Stanley 6] showed that, in an atomic and semimodular lattice, x is modular if and only if no two complements of x are comparable. The next theorem provides an analog for left-modular elements. ii. For any y, z 2 L with z < y, we have x^z 6 = x^y or x _ z 6 = x _ y:
iii. For any y, z 2 L with z y, we have x^z = x^y or x _ z = x _ y but not both.
iv. For every interval a; b] containing x, no two complements of x with respect to the sublattice a; b] are comparable.
Proof. We will prove the implications (i) ) (ii) ) (iii) ) (i). The proof of (ii) , (iv) is immediate.
First we make some preliminary observations. Suppose z < y. We claim that x _ y = x _ z if and only if y = (z _ x)^y. The forward direction is trivial since (x _y)^y = y. For the reverse, note that y = (z _x)^y implies y x_z. Now z < y x_z, and joining all sides with x gives x_y = x_z.
Dually x^y = x^z if and only if z = z _ (x^y).
For any z < y the inequalities z z _ (x^y) (z _ x)^y y (3) are true by the modular inequality (1). Since z 6 = y, at least one of the 's in (3) should be <. Therefore (i) ) (ii). If z y, then exactly two of the 's should be = and the remaining one must be . Thus (ii) ) (iii).
To show (iii) ) (i), let us consider the contrapositive: assume that there are u, v 2 L with u < v such that u _ (x^v) < (u _ x)^v. Given any y, z 2 u _ (x^v); (u _ x)^v] with z y, we have y (u _ x)^v v. This implies u _ (x^y) u _ (x^v) z, so that x^y z. It follows that x^z = x^y. Similarly, we can get x _ z = x _ y.
The existence of a left-modular element in L implies that such elements are also present in certain sublattices as the next proposition shows. Obviously, the previous lemma is true for the ordinary rank function if L is graded. To apply this result to more general lattices we make the following de nition. In this case, we say L is generalized graded by .
For short we write (x) = (0; x). Conversely, if we take any function : L ! R such that (0) = 0, then we can easily construct a generalized rank function, namely (x; y) = (y) ? (x) . So the ordinary rank function is a special case.
If L is generalized graded by , we now de ne a generalized characteristic polynomial of L by
Note that will depend on which generalized rank function we pick. Since the restriction of a generalized rank function to an interval a; b] still satis es De nition 2.2 with L = a; b], the characteristic polynomial of the interval is de ned in the same manner.
The following theorem, which follows easily from Lemma 2.1, is one of our main results. In it, the support of is de ned by
In the sum (6), the term ( b; b_x]; t) depends on b. To get a factorization formula, we will remove the dependency by applying certain restrictions so that ( b; b _ x]; t) = ( 0 ; x]; t) for all b in the sum.
First, we will obtain a general condition under which two lattices have the same characteristic polynomial. In the following discussion, let L and L 0 be lattices and let : L ! L 0 be any map. For convenience, we also denotê 0 =0 L ,0 0 =0 L 0 and similarly for1,1 0 , , 0 , etc.
We say is a join-preserving map if
for any u, v 2 L. Note that from this de nition is also order-preserving
If is join-preserving, then given any x 0 2 (L), we claim that the subset 
It is easy to generalize the previous lemma to arbitrary posets as long as the map is well de ned. However, we know of no application of the result in this level of generality.
Returning to our factorization theorem, we still need one more tool. For any given a, b in a lattice, we de ne The map b is the one we need to achieve ( b; b _ x]; t) = ( 0 ; x]; t). In the following, we write H(x; y) for H( x; y]) which is the support of de ned on the sublattice x; y]. We can now prove our second main result. We take the divisor lattice D n as an example. It is semimodular, but not atomic in general, so Stanley's theorem does not apply. However, Corollary 2.7 can be used for any x 2 D n , since all elements are modular.
We will now present a couple of applications of the previous results in the following two sections.
Non-crossing Partition Lattices
The non-crossing partition lattice was rst studied by Kreweras 5] who showed its M obius function is related to the Catalan numbers. By using NBB sets (see Sec. 5 for the de nition), Blass and Sagan 2] combinatorially explained this fact. In this section we will calculate the characteristic polynomial for a non-crossing partition lattice and then o er another explanation for the value of its M obius function.
If it causes no confusion, we will not explicitly write out any blocks of a partition that are singletons. Let n 1. We say that a partition ` n] is non-crossing if there do not exist two distinct blocks B; C of with i, k 2 B and j, l 2 C such that i < j < k < l. Otherwise is crossing.
Another way to view non-crossing partitions will be useful. Let G = (V; E) be a graph with vertex set V = n] and edge set E. We say that G is non-crossing if, when the vertices are arranged in their natural order clockwise around a circle and the edges are drawn as straight line segments, no two edges of G cross geometrically. Given a partition we can form a graph G by representing each block B = fi 1 < i 2 < : : : < i l g by a cycle with edges i 1 i 2 ; i 2 i 3 ; : : : ; i l i 1 . (If jBj = 1 or 2 then B is represented by an isolated vertex or edge, respectively.) Then it is easy to see that is non-crossing as a partition if and only if G is non-crossing as a graph.
The set of non-crossing partitions of n], denoted by NC n , forms a meetsublattice of partition lattice n with the same rank function. However unlike n , the non-crossing partition lattice is not semimodular in general, since if = 13 and = 24 then ^ =0 and _ = 1234. So we have ( ) + ( ) = 2 < 3 = ( ^ ) + ( _ ): The n -join _ = 13=24 also explains why NC n is not a sublattice of n .
Let n 2 and = 12 : : : (n ? 1). It is well-known 7] that is modular in n and so left-modular there. Given any , 2 NC n with < and both incomparable to . It is clear that _ = _ =1 in n as well as in NC n . By Theorem 1.4 we get ^ < ^ in n . Since NC n is a meet-sublattice of n , this inequality for the two meets still holds in NC n . This fact implies that is left-modular in NC n . In general, is not modular in NC n . If n 4, let = 2n and = 1(n ? 1)=23 : : : (n ? 2). Clearly < , ^ = ^ =0 and _ = _ =1 in NC n , so that ( ; ) is not a modular pair.
Proposition 3.1 The characteristic polynomial of the non-crossing partition lattice NC n satis es (NC n ; t) = t (NC n?1 ; t) ?
(NC i ; t) (NC n?i ; t) with the initial condition (NC 1 ; t) = 1.
Proof. The initial condition is trivial. Let n 2 and = 12 : : : (n ? 1).
We will apply Theorem 2. with the initial condition C 0 = 1. Therefore, by induction, we obtain Kreweras' result that (NC n ) = (?1) n?1 C n?1 :
4 Shu e Posets
The poset of shu es was introduced by Greene 4] , and he obtained a formula for its characteristic polynomial (W m;n ; t) = (t ? 1) m+n
In this section we will derive an equivalent formula by using Theorem 2.6. Before doing this, we need to recall some de nitions and results of Greene.
Let A be a set, called the alphabet of letters. A word over A is a sequence u = u 1 u 2 : : : u n of distinct letters of A. We will sometimes also use u to stand To determine the M obius function of W m;n , it su ces to compute (1) since for any w 2 W m;n the interval 0 ; w] is isomorphic to a product of W p;q 's for certain p m and q n. Simply plugging t = 0 into formula (11) gives us the M obius function (W m;n ). A set B A is called NBB (no bounded below subset) if it does not contain any D which is bounded below. An NBB set is said to be a base for its join.
One of the main results of Blass and Sagan's paper is the following theorem which is a simultaneous generalization of both Rota's NBC and Crosscut Theorems (for the crosscut A(L)). (1) is not necessary equal to n, the length of .
In the following we list several properties in 2] that we need. In a similar way, Corollary 2.7 provides us with an inductive proof for Theorem 1.3. Note that the lattice in Theorem 1.3 is graded, so (1) equals the length of . Therefore the product (2) is over all levels A i (including empty ones).
We will use Theorem 2.3 for the second proof. This demonstration sidesteps the machinery of NBB sets and reveals some properties of LL lattices in the process. To prepare, we need the following two lemmas. where the product is over all non-empty A i . Applying Theorem 2.3 gives (L; t) = ( 0 ; x n?1 ]; t)(t ? jA n j), so again we are done.
