We study the empirical spectral distribution (ESD) of symmetric random matrices with ergodic entries on the diagonals. We observe that for entries with correlations that decay to 0, when the distance of the diagonal entries becomes large the limiting ESD is the well known semicircle law. If it does not decay to 0 (and have the same sign) the semicircle law cannot be the limit of the ESD. This is good agreement with results on exchangeable processes analysed in Friesen and Löwe (2013a) and Hochstättler et al. (2016) .
Introduction
Studying the (ESD) of large random matrices has been a major research topic in probability over the past decades. Already Wigner Wigner (1958) and Arnold Arnold (1971) showed that the ESD of symmetric or Hermitian random matrices with i.i.d. entries, otherwise, under appropriate scaling converges to the semi-circle law. Other versions of Wigner's semi-circle law were proved for matrix ensembles with entries drawn according to weighted Haar measures on classical groups see e.g. Anderson et al. (2010) . This note analyzes the universality of the semi-circle law for matrices with stochastically correlated entries. Similar attempts have been made in Schenker and Schulz-Baldes (2005) , where a limited number of correlated entries are admitted, Götze and Tikhomirov (2006) , where a martingale structure of the entries is imposed, Friesen and Löwe (2013b) , where the diagonals of the (symmetric) matrices were filled with independent Markov chains or in Löwe and Schubert (2016) , where the upper triangular part of the matrix is filled with a one-dimensional Markov chain. On the other hand, Friesen and Löwe (2013a) and Hochstättler et al. (2016) study matrices where either the diagonals or the entire matrix is built of exchangeable random variables. In particular, in Friesen and Löwe (2013a) it was shown that there is a phase transition: If the correlation of the exchangeable random variables go to 0, the limit of the ESD is the semi-circle law, while otherwise it can be described in terms of a free convolution of the semi-circle law with a limiting law obtained in Bryc et al. (2006) . In this note we will answer a question by C. Deninger (private communication) and extend the results from Friesen and Löwe (2013a) and Friesen and Löwe (2013b) to ergodic sequences of random variables. We will see that the convergence of the ESD only depends on the correlations of the entries. If they converge to 0, as the distance grows to infinity, the limiting ESD is again the semicircle law, while this is not the case if the correlations have the same sign and are bounded away from 0. This result is obtained by weakening the conditions in Friesen and Löwe (2013b) and is in good agreement with the results from Friesen and Löwe (2013a) . The rest of the note is organized as follows. In the second section we will formalize the situation we want to consider and state our main result. Section 3 is devoted to the proof, that is based on a moment method. Finally, we will also give an example.I am very grateful to remarks of an anonymous referee, who spotted a gap in an earlier version of the paper and suggested the correct solution.
Main Results
The central object in this note is the semi-circle distribution. Its density is given by
To fill our random matrix we will consider random variables {a(p, q), 1 ≤ p ≤ q < ∞} with values in R.
We assume that E [a(p, q)] = 0, E a(p, q) 2 = 1 and, to be able to employ the moment method,
Moreover we construct the families {a(p, p + r), p ∈ N}, r ∈ N 0 , the diagonals of our future matrices, as independent random variables. On the diagonals we will assume that for every pair r the process Z r p := (a(p, p + r)) p∈Z is a stationary stochastic process. We will assume that this process is ergodic. For n ∈ N, define the symmetric random n × n matrix X n :
We will denote the (real) eigenvalues of X n by λ
. We want to show: 
Proof of Theorem 2.1
The ideas in the first section of the proof partially follow Friesen and Löwe (2013b) which in turn are based on considerations in Schenker and Schulz-Baldes (2005) . For the reader's convenience and since we will need the arguments for the second part of the proof as well, we will illustrate the main steps. We will use the method of moments to prove Theorem 2.1. To this end, recall that the even moments of the semicircle law are given by the Catalan numbers
, while the odd moments are 0. The weak convergence of the expected empirical distribution will follow from the convergence of the expected moments
where tr(·) denotes the trace operator. To see that this is true, we obviously need to compute the moments. To this end consider the set T n (k) of k-tuples of so-called consistent pairs, i.e. elements of the form (P 1 , . . . , P k ) with P j = (p j , q j ) ∈ {1, . . . , n} 2 satisfying q j = p j+1 for any j = 1, . . . , k, where k + 1 is identified with 1. Then, we have
Define P(k) to be the set of all partitions π of {1, . . . , k} and write i ∼ π j for i, j ∈ {1, . . . , k}, iff i and j belong to the same set of the partition π. We call (P 1 , . . . , P k ) ∈ T n (k) a π-consistent sequence if |p i − q i | = |p j − q j | iff i and j are equivalent w.r.t π. The idea of this construction is that a(P i1 ), . . . , a(P i l ) are independent when i 1 , . . . , i l belong to l different blocks of π. Let S n (π) be the set of all π consistent sequences. Hence
Now fix k ∈ N. For π ∈ P(k) let #π denote the number of equivalence classes of π. Let us first consider the case #π > k 2 . Then there is at least one equivalence class with a single element l. By independence of the elements in different equivalence classes this implies for any
Next we examine the case r := #π < k 2 . To compute #S n (π), fix (P 1 , . . . , P k ) ∈ S n (π). To this end, first choose the pair P 1 = (p 1 , q 1 ). There are at most n possibilities to assign a value to p 1 and n possibilities for q 1 . For P 2 = (p 2 , q 2 ), note that the consistency of the pairs implies p 2 = q 1 . If 1 ∼ π 2, the condition |p 1 − q 1 | = |p 2 − q 2 | allows at most two choices for q 2 . Otherwise, we have at most n possibilities. We now proceed sequentially to determine the remaining pairs: When arriving at some index i, we check whether i is equivalent to any preceding index 1, . . . , i − 1. If this is true, then we have at most two choices for P i , otherwise, we have n. Since there are exactly r different equivalence classes, we see that #S n (π) ≤ C · n r+1 with a constant C = C(r, k) depending on r and k. Hölder's inequality implies that for all sequences (P 1 , . . . , P k ),
As r < k 2 , we get
For odd k this automatically implies lim n→∞
For even k denote by PP(k) ⊂ P(k) the set of all pair partitions of {1, . . . , k}. Thus #π = k 2 for all π ∈ PP(k). However, if #π = k 2 but π / ∈ PP(k), we see that π has at least one equivalence class with a single element and hence, as above, the expectation corresponding to the π consistent sequences will become 0, implying that
if the limits exist. Next we want to fix a π ∈ PP(k) and analyze the set S n (π). To this end we denote by S * n (π) ⊆ S n (π) the set of π consistent sequences (P 1 , . . . ,
. This is indeed well known. The proof can be found in Friesen and Löwe (2013b) , Lemma 3.1 or Bryc et al. (2006) , Proposition 4.4. We hence obtain
if the limits exist. We now come to the heart of the proof and call a pair partition π ∈ PP(k) crossing if there are indices i < j < l < m with i ∼ π l and j ∼ π m. Otherwise, we call π noncrossing. The set of all non-crossing pair partitions is denoted by N PP(k). It is decisive to see that the set of crossing partitions does not contribute in the limit.
Lemma 3.1. If the diagonal processes (Z (r)
p ) have correlations that decay to 0 as p → ∞, for all π ∈ PP(k)\N PP(k), we have
Proof. Let π be crossing and consider (P 1 , . . . , P k ) ∈ S * n (π). If there is l ∈ {1, . . . , k} with l ∼ π l + 1, we have a(P l ) = a(P l+1 ), since q l = p l+1 by consistency and then p l = q l+1 by definition of S * n (π). Thus, E [a(P l ) · a(P l+1 )] = 1. After erasing P l , P l+1 , the remaining sequence (P 1 , . . . , P l−1 , P l+2 , . . . , P k ) is still consistent.There are at most n choices for q l = p l+1 , hence we obtain #S * n (π) ≤ n · #S * n (π (1) ), where π (1) is the pair partition induced by π after eliminating the indices l and l + 1. If r denotes the maximum number of index pairs that can be eliminated by removing neighbouring equivalent pairs, there are at least two pairs left, since π is non-crossing.
, where π (r) is the pair partition induced by π. Thus,
Now we choose a pair (i, j) such that i ∼ π (r) i + j and j is minimal. We count the number of sequences (P Then p
i+j . Since j is minimal, any element in {i + 1, . . . , i + j − 1} is equivalent to some element outside the set {i, . . . , i + j}. There are n possibilities to fix P
is already fixed. In the same way, we have n possibilities for the choice of any pair P (r) l with l ∈ {i + 2, . . . , i + j − 2} and there is only one choice for P 
where we set Cov |p−q| (t) := Cov(a(p, q), a(p + t, q + t)) and Cov(t) := sup p,q Cov |p−q| (t). This in turn can be estimated by
Now by assumption Cov(t) → 0 as t → ∞, hence ( 1 n n t=0 Cov(t)) = o(1). Thus the right hand side of (5) is o(n k 2 +1 as asserted.
Lemma 3.1 means that we need only to concentrate on non-crossing pair partitions.
Proof. Take l < m with m ∼ π l. Since π ∈ N PP(k), l − m − 1 is even. Hence, there is l ≤ i < j ≤ m with i ∼ π j and j = i + 1. Therefore, as above, we have a(P i ) = a(P j ), and (P 1 , . . . , P l , . . . , P i−1 , P i+2 , . . . , P m , . . . , P k ) is still consistent. Continuing like this we see that all pairs between l and m vanish and that the sequence (P 1 , . . . , P l , P m , . . . , P k ) is consistent, that is q l = p m . Then, the identity p l = q m also holds. In particular, a(P l ) = a(P m ). Since l, m have been chosen arbitrarily, we obtain E [a(
We finally check:
Proof. The proof does not depend on the properties of our stochastic process. It can e.g. be found in Friesen and Löwe (2013b) .
We thus arrive at lim n→∞
, and we see that the expected ESD of X n tends to the semi-circle law. This is the convergence in expectation.
The almost sure convergence follows ideas from above and also techniques from Bryc et al. (2006) . The idea is to use an appropriate Markov inequality together with the Borel-Cantelli-Lemma. To this end we show that under the conditions of Theorem 2.1 for any k, n ∈ N,
From here the almost sure convergence follows: For any ε > 0 and any k, n ∈ N,
Hence, the convergence in expectation part shown above together with the Borel-Cantelli lemma yield that lim n→∞ 1 n trX k n almost surely equals the k'th moment of the semicircle distribution. Thus, we have that, with probability 1, the ESD of X n converges weakly to the semi-circle law. To see (6) we compute:
Here we write P = (P 1 , . . . , P k ) = ((p 1 , q 1 ), . . . , (p k , q k )) and a(P ) = a(P 1 )·. . .·a(P k ). Now consider a partition π of {1, . . . , 4k}. We call (P (1) , . . . , P (4) ) π consistent if each P (i) , i = 1, . . . , 4, is a consistent sequence and q
m ⇐⇒ l + (i − 1)k ∼ π m + (j − 1)k.Let S n (π) denote the set of all π consistent sequences with entries in {1, . . . , n}. Then, (7) becomes
π∈P(4k) (P (1) ,...,P (4) )∈Sn(π) E 4 j=1 a(P (j) ) − E a(P (j) ) .
Fix a π ∈ P(4k). We call π a matched partition if (i) any equivalence class of π contains at least two elements and (ii) for any i ∈ {1, . . . , 4} there is a j = i and l, m ∈ {1, . . . , k} with l + (i − 1)k ∼ π m + (j − 1)k.
If π is not matched, (P (1) ,...,P (4) )∈Sn(π) E Example 3.5.
Assume that the random variables {a(p, q), 1 ≤ p ≤ q < ∞} satisfy E [a(p, q)] = 0, E a(p, q) 2 = 1 as well as condition (1). Moreover for all r let Z (r) p := (a(p, p + r)) p∈Z be a stationary, (strongly) mixing process and assume that the processes on the upper diagonals are independent for distinct values of r. Then the {a(p, q), 1 ≤ p ≤ q < ∞} satisfy the assumptions of Theorem 2.1, since strong mixing implies ergodicity as well as decay of correlations to 0.
