Gaussian Word Embedding with a Wasserstein Distance Loss by Sun, Chi et al.
Gaussian Word Embedding with a Wasserstein Distance Loss
Chi Sun, Hang Yan, Xipeng Qiu and Xuanjing Huang
Shanghai Key Laboratory of Intelligent Information Processing, Fudan University
School of Computer Science, Fudan University
825 Zhangheng Road, Shanghai, China
{sunc17,hyan,xpqiu,xjhuang}@fudan.edu.cn
Abstract
Compared with word embedding based on point representa-
tion, distribution-based word embedding shows more flexi-
bility in expressing uncertainty and therefore embeds richer
semantic information when representing words. The Wasser-
stein distance provides a natural notion of dissimilarity with
probability measures and has a closed-form solution when
measuring the distance between two Gaussian distributions.
Therefore, with the aim of representing words in a highly effi-
cient way, we propose to operate a Gaussian word embedding
model with a loss function based on the Wasserstein distance.
Also, external information from ConceptNet will be used to
semi-supervise the results of the Gaussian word embedding.
Thirteen datasets from the word similarity task, together with
one from the word entailment task, and six datasets from the
downstream document classification task will be evaluated in
this paper to test our hypothesis.
Introduction
To model language, we need to represent words. We can
use a one-hot method (Baeza-Yates, Ribeiro-Neto, and oth-
ers 1999) to represent words, but the dimensions of the
words represented by this method are equal to the vocab-
ulary size, which will easily lead to the curse of dimension-
ality. Also, it does not contain the semantic information and
cannot measure the dissimilarity between words. To over-
come the shortcomings of the one-hot method, Bengio et
al. (2003) propose a distributed representation of words, us-
ing neural networks to train language models. A commonly
used distributed word representation is the word2vec model
(Mikolov et al. 2013a) which is based on the distributional
hypothesis: words that occur in the same contexts tend to
have similar meanings (Harris 1954).
Instead of being represented by a deterministic point vec-
tor, words can also be represented by a whole probability
distribution. Vilnis and McCallum (2014) model each word
by a Gaussian distribution, and learn its mean and covari-
ance matrix from data. Their model has many advantages
such as providing more similarity measures, better grasping
uncertainty, and measuring asymmetric relations like entail-
ment in a more scientific way. For example, compared to
cosine similarity and Euclidean distance represented by the
points, using the distribution-based representation can ex-
tend the definition of indicators that measure the similarity
of two words, such as KL divergence, Wasserstein distance,
etc. However, Vilnis and McCallum (2014) use a loss func-
tion based on KL divergence. KL divergence is ill-defined
for two very similar distributions, and it is not sensitive to
the distance between two distant distributions. It seems to be
inconclusive to use KL divergence as the only energy func-
tion to train an entire corpus.
In this paper, we propose to train the Gaussian word
embeddings with a Wasserstein distance loss. Wasserstein
distance (Olkin and Pukelsheim 1982), also known as the
earth mover’s distance, has been used in geometry (Ni et
al. 2009) and image processing (Gu et al. 2013) for a long
time. Frogner et al. (2015) first proposed supervised learn-
ing using Wasserstein distance as a loss function. Wasser-
stein distance does not have a closed-form solution in most
cases. It usually uses an approximate criterion to calculate
the distance, so its calculation speed is slow. Fortunately,
when concerning two multidimensional Gaussian distribu-
tions, Wasserstein distance has a closed-form solution, so it
is convenient to be calculated as a loss function of the Gaus-
sian word embeddings.
The traditional method of training word embeddings is
unsupervised learning. To improve the quality of word vec-
tors, external information is often used to conduct semi-
supervised training. Wang et al. (2014) use knowledge map-
ping information and (Tissier, Gravier, and Habrard 2017)
introduce dictionary information to train the word vec-
tors in order to achieve significant results. (Faruqui et al.
2014) introduce a graph-based retrofitting method where
they post-process learned vectors concerning semantic re-
lationships extracted from additional lexical resources. The
methods above are deemed as optimizations for point vec-
tor word embeddings. For Gaussian word embeddings, we
introduce the external information from ConceptNet (Speer
and Havasi 2012), treat the information as another form of
context and define the energy function based on alternative
metrics for semi-supervised training. In particular, we use
KL divergence for the ‘IsA’ relation and use Wasserstein
distance for all the relations mentioned in ConceptNet. The
asymmetry of the relationship between hypernym and hy-
ponym makes the energy function based on KL divergence
reasonable.
It turns out that our model outperforms other alternative
methods in the word similarity task. And we also prove
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the lifting effect of the semi-supervised method through the
word entailment dataset. In the downstream document clas-
sification task, our model also achieves improvements over
other alternative models.
Related Work
Point-based word embeddings
In the original model from (Bengio et al. 2003), a feedfor-
ward neural network is used to predict missing words in
sentences. The trained hidden layer parameters are used as
word embeddings. There are also improvements in replac-
ing fully-connected networks with recurrent neural networks
(Mikolov et al. 2010; 2011). Collobert and Weston (2008)
first used a window approach to feed a neural network and
learn word embeddings. And the most widely used algo-
rithms are the continuous bag of words and skip-gram mod-
els (Mikolov et al. 2013a; 2013b), which use a series of opti-
mization methods such as negative sampling (Gutmann and
Hyva¨rinen 2012) and hierarchical softmax (Mnih and Hin-
ton 2009).
Another way to learn word embeddings is through fac-
torization of word co-occurrence matrices such as GloVe
embeddings (Pennington, Socher, and Manning 2014). This
method of matrix factorization has been shown to be intrin-
sically linked to skip-gram and negative sampling (Levy and
Goldberg 2014).
Ways to improve standard “point” embeddings
Combining probabilistic models is a new idea for training
word embeddings. Liu et al. (2015) propose topical word
embeddings and combine a probabilistic topic model with
word embeddings. Shi et al. (2017) further explore and
propose a joint training topic model and word embedding
method. Expanding on the basis of the words, for differ-
ent distributed data, Rudolph et al. (2016) propose an em-
bedded model of the exponential distribution family, defin-
ing the embedding from a more unified perspective. Nickel
and Kiela (2017) present an embedding model that replaces
standard euclidean space with hyperbolic space. Vilnis and
McCallum (2014) propose a Gaussian distribution to model
each word which uses an energy function based on KL di-
vergence.
The application of Wasserstein distance
In addition to KL divergence, Wasserstein distance can also
be used to measure the relationship between two distribu-
tions. Even if the support sets of the two distributions do not
overlap or overlap very little, the distance between the two
distributions can still be reflected by Wasserstein distance.
Wasserstein distance is a well-characterized measure (Olkin
and Pukelsheim 1982). It is commonly used in the field of
image processing (Gu et al. 2013). The Wasserstein GAN
leverages Wasserstein distance to produce a value function
which has better theoretical properties than the original (Ar-
jovsky, Chintala, and Bottou 2017). Tolstikhin et al. (2017)
propose the Wasserstein Auto-Encoder for building a gener-
ative model of data distribution. Frogner et al. (2015) first
used Wasserstein distance as the loss function of a neural
network. Recently, (Pal Singh et al. 2018) propose a uni-
fied framework for building unsupervised representations of
individual objects or entities with Wasserstein distance. The
focus of Pal Singh et al.’s work and our work is not the same,
and we are more concerned with the learning and optimiza-
tion of word-level Gaussian embeddings.
Learning with external information
Although the word embedding models mentioned above
are effective, they suffer from a classic drawback of unsu-
pervised learning: the lack of supervision between a word
and those appearing in the associated contexts. Recent ap-
proaches have proposed to tackle this issue using external
information. Wang et al. (2014) use knowledge-mapping in-
formation and (Tissier, Gravier, and Habrard 2017) intro-
duce dictionary information to train the word vectors. Simi-
larities derived from such resources are part of the objective
function during the learning phase (Yu and Dredze 2014;
Kiela, Hill, and Clark 2015) or used in a retrofitting scheme
(Faruqui et al. 2014).
In this paper, we use the loss function based on Wasser-
stein distance to train Gaussian word embeddings. Also, we
incorporate new relations from ConceptNet and use KL di-
vergence to train the ‘IsA’ relation and Wasserstein distance
to train all the relations in ConceptNet to improve the Gaus-
sian embedding for different tasks.
Methodology
In this section, we introduce the Wasserstein Distance Gaus-
sian (WDG) model for word representation. We take advan-
tage of the good metric nature of Wasserstein distance and
construct a loss function based on it. Regarding data pro-
cessing, we use sub-sampling and randomization methods
to improve the model performance.
Word Representation
We denote each word w in the vocabulary with a D-
dimensional Gaussian distribution. The probability density
function of the Gaussian distribution of the word is as fol-
lows:
fw(~x) = N (~x; ~µw,Σw)
=
1√
(2pi)D|Σw|
e−
1
2 (~x− ~µw)TΣ−1w (~x− ~µw).
The mean vector µw represents the center point of the
word w in the feature space. We assume that the different di-
mensions of the multidimensional Gaussian distribution are
independent of each other. Under this assumption, the co-
variance matrix Σ is a diagonal matrix. The numerical mag-
nitude of the determinant of the covariance matrix Σw rep-
resents the size of the semantic range of the word w. For ex-
ample, the semantic range of the word “mammal” is larger
than the word “cat”, and we hope that the trained covariance
matrix can also satisfy this property.
Wasserstein distance
The pth Wasserstein distance between two probability mea-
sures µ and ν in the probability space M is defined as fol-
lows:
Wp(µ, ν) :=
(
inf
γ∈Γ(µ,ν)
∫
M×M
d(x, y)pdγ(x, y)
) 1
p
,
where Γ is a joint distribution overM×M , and must satisfy
both µ and ν. The metric d can be any distance on probabil-
ity space M , such as Euclidean distance, L1 distance, etc.
It is easy to verify that Wasserstein distance satisfies posi-
tive definiteness, symmetry, and triangular inequality. It is a
well-defined measure.
Kullback-Leibler divergence
For distributions P and Q of a continuous random variable,
the Kullback-Leibler divergence is defined to be the integral:
DKL(P‖Q) =
∫ ∞
−∞
p(x) log
p(x)
q(x)
dx.
KL divergence has some drawbacks when it is used as an
energy function to training Gaussian word embeddings. We
will give a specific explanation in the next subsection.
Comparison between Wasserstein distance and KL
divergence
The most significant difference between Wasserstein dis-
tance and KL divergence is symmetry. The former considers
the metric nature of the distribution and DKL(P‖Q) only
pays attention to the magnitude of Q in the place where P
has a large value. The KL divergence is ill-defined for two
very similar distributions:
P = N (0, 3), Q = N (, 3).
We can calculate DKL(P‖Q) = 12 , which means that when
 → 0, there should be P → Q, but the KL divergence is
divergent.
Under Gaussian distribution conditions, Wasserstein
distance has an analytical solution. We can calculate
W2(P,Q) = , which means that when → 0, we can con-
clude that W2(P,Q)→ 0. The result is reasonable.
On the other hand, the advantage of Wasserstein distance
is that it can well grasp the distance between two distant dis-
tributions. Even if the support sets of the two distributions
do not overlap or overlap very little, Wasserstein distance
can still reflect the distance between them. However, KL di-
vergence is not sensitive to the distance between such two
distributions.
However, the disadvantages above do not mean that KL
divergence is useless. The characteristics of KL divergence
make it more suitable for measuring the entailment relation-
ship. Therefore, we use KL divergence in the energy func-
tion of the hypernym.
Objective function of WDG model
The Gaussian word embedding is based on the skip-gram
framework. We use the energy-based loss function. The sam-
ples in WDG model contain the word w, the context c of the
word w, and k negative examples n1, ..., nk. The word w is
a word selected from a sentence in the corpus, and the con-
text c is a nearby word within a window size l. The negative
sample ni is a word that is randomly sampled at a certain fre-
quency in the vocabulary. The loss function of WDG model
is as follows:
L = log σ(E(w, c)) +
k∑
i=1
log σ(−E(w, ni)),
where σ is the sigmoid function, E(w, c) is the energy func-
tion that we will introduce next.
Our goal is to maximize E(w, c) and minimize E(w, n).
We choose Wasserstein distance as the energy function. We
know that the more similar w and c are, the smaller their
Wasserstein distance is, and we want to maximize the loss
function, so we need to add a minus sign before the formula:
E(w, c) = −W2(fw, fc) + b,
where W2(fw, fc) is Wasserstein distance, b is a bias due to
the following reason:
Note that the original meaning of the σ is a conditional
probability, so we need to limit its result to 0 to 1. Since
Wasserstein distance and KL divergence are all positive, if
they are used as an energy function without modification,
the sigmoid function is always greater than 0.5, so we need
to add a bias term b so that the value of the energy function
is in a suitable range.
In general, it is difficult to find analytical solutions for
Wasserstein distance. Fortunately, the Wasserstein distances
between two Gaussian distributions are analytically re-
solved, which facilitates the training of Gaussian word em-
beddings.
Assume that words w1 and w2 satisfy D-dimensional
Gaussian distributions N1( ~µ1,Σ1) and N2( ~µ2,Σ2), respec-
tively. Then the formula for Wasserstein distance is as fol-
lows:
W2(fw1, fw2)
2 = ‖ ~µ1 − ~µ2‖22+
tr(Σ1 + Σ2 − 2(Σ
1
2
2 Σ1Σ
1
2
2 )
1
2 ).
Word sampling and batch shuffled
In a corpus, the semantic information contained in high-
frequency words is often inferior to low-frequency words.
For example, words such as “a”, “the”, “it” are not as mean-
ingful as “plane”, “king”, “cat”. In order to reduce the in-
fluence of high-frequency words, we use the sub-sampling
method in word2vec and discard word w with the probabil-
ity of P (w) = 1−
√
t
f(w) when generating the batch, where
f(w) is the frequency of word w and t is a chosen threshold,
typically around 10−5.
For negative sampling, we use random sampling with the
probability of P (w) ∝ U(w) 34 , where U(w) is the unigram
distribution, which is the frequency of single words appear-
ing in the corpus. This method also plays a role in reducing
the frequency of occurrence of high-frequency words.
In cases where the data is affected by the order, disrupt-
ing the order of the data ensures that the gradient estimates
are independent of each other. When skip-gram generates a
batch, a central word w will form pairs with several context
words c1, ...ck. We generate the word pairs (w, ci) in ad-
vance and then scramble them. This randomization method
has achieved better results.
Incorporating new relations
To overcome the lack of supervision of unsupervised learn-
ing, we try to add external information from ConceptNet
based on WGD model for semi-supervised learning and pro-
pose the Wasserstein Distance Gaussian embedding with ex-
ternal information (WDG-ei) model. We can flexibly select
different energy functions for training according to the type
of external information.
ConceptNet
ConceptNet1 (Speer and Havasi 2012) is a semantic network
that contains a lot of information that the computer should
know about the world. This information helps the computer
to do a better search, answer questions, and understand hu-
man intent. It consists of nodes that represent concepts that
are expressed in natural language words or phrases, and in
which the relationships of these concepts are marked.
The interlingual relations in ConceptNet are ‘IsA’, ‘Used-
For’, ‘CapableOf’, etc.
Objective function of WDG-ei model
We define two parts of the loss function for WDG-ei model.
Some of them are the same as WDG model. There is a word
w, a context c, and k negative examples n11, ..., n1k. The
loss function of this part is as follows:
L1 = log σ(E1(w, c)) +
k∑
i=1
log σ(−E1(w, n1i)).
The other part of the loss function has a similar form. The
difference is that the context c is replaced by the external in-
formation e. The external information e is randomly selected
from ConceptNet. If the wordw does not have a related word
in ConceptNet, e will be set to a fixed special character. In
addition, the negative sample n2i will be resampled. The loss
function in this part is as follows:
L2 = log σ(E2(w, e)) +
k∑
i=1
log σ(−E2(w, n2i)).
The final loss function of the WDG-ei model is:
L(w, c, e, n1, n2) = L1(w, c, n1) + α · L2(w, e, n2),
where α is a coefficient used to balance the effect of
E1(w, c) and E2(w, e) on the global loss function.
In the WDG-ei model, E1(w, c) is fixed: E1(w, c) =
−W2(fw, fc)+b1. For the second energy functionE2(w, e),
we have more abundant choices, and we can choose it freely
according to the type of external information. For example,
Wasserstein distance can also be selected for the synonyms:
E2(w, e) = −W2(fw, fc) + b2, and KL divergence can be
selected for the hyponyms:E2(w, e) = −DKL(fw‖fh)+b2.
We select E2(w, e) = −W2(fw, fc) + b2 by default and
introduce all the relationships in ConceptNet for training,
and the model is named as Wasserstein Distance Gaussian
embedding with external information (WDG-ei) model.
1http://conceptnet.io/
Non-symmetric relation
Synonyms express the symmetric relationship, while hy-
ponyms reflect the asymmetric relationship. The asymmetric
relationship is more suitable for training with an asymmetric
energy function, such as KL divergence.
In order to make the trained word embeddings bet-
ter embody the entailment relationship between words,
we propose the WDG-ei(IsA) model, select E2(w, e) =
−DKL(fw‖fh) + b2, and only introduce the ‘IsA’ relation
in ConceptNet for training.
The formula for KL divergence of two words is as fol-
lows:
DKL(fw1‖fw2) = 1
2
[log
|Σ2|
|Σ1| −D + tr(Σ
−1
2 Σ1)+
( ~µ2 − ~µ1)TΣ−12 ( ~µ2 − ~µ1)].
Experiments
Preparation for training data
To learn the model parameters, we select the English dump
from Wikipedia updated on March 1, 20182. We clean the
original data, remove non-English words and special sym-
bols, convert uppercase letters to lowercase, and obtain the
final corpus containing 2.4 billion tokens. We discard words
that appear less than 100 times and obtain a vocabulary of
size 302,570. In this process, we count the frequency of each
word to prepare for the subsequent sampling work.
The external information of the WDG-ei model is the re-
lations ‘DefinedAs’, ‘InstanceOf’, ‘SimilarTo’, ‘Synonym’,
‘FormOf’ and ‘IsA’ in ConceptNet. We preprocess the data
and discard words that are not in our vocabulary.
Hyperparameters
We assume that the word is a multidimensional Gaussian
distribution. The dimensions are independent of each other,
and the covariance matrix is diagonal. The uncertainty mea-
sured by the covariance matrix does not require a vast num-
ber of hyperparameters. We have found that training a spher-
ical covariance matrix is much better than training diago-
nally. It can be considered that this assumption is a regular-
ization, so in the experiment, we choose a spherical covari-
ance matrix model for training.
We test the 50-dimensional and 100-dimensional training
results. The number of training iterations is 5, and the se-
lected window size is 5. We set an initial learning rate of
0.025, and the learning rate will gradually decline as the
training progresses. The subsampling parameter t to discard
high-frequency words is set to 10−5, and the number of neg-
ative samples per word is set to 5.
Word similarity evaluation
We use the traditional method of evaluating the similarity of
words. The model is measured by calculating the Spearmans
rank correlation coefficient (Spearman 1904) between the
human similarity evaluation and the model similarity scores
2https://dumps.wikimedia.org/enwiki/20180301/
Dataset SG W2G WDG WDG-ei SG W2G WDG WDG-ei
dim 50 100
MC-30 70.92 80.09 77.43 83.14 70.28 76.60 77.76 83.54
MEN-3k 65.05 66.14 65.43 67.40 68.20 69.66 72.66 74.17
MTurk-287 64.58 65.35 58.90 63.23 66.88 66.98 65.44 66.79
MTurk-771 57.16 56.80 57.39 61.65 59.70 57.85 59.92 69.28
RG-65 70.98 73.94 74.53 78.45 74.06 75.28 75.70 85.62
RW 35.09 38.54 40.71 42.63 39.15 39.99 41.34 44.11
SIMLEX-999 26.66 24.76 31.03 37.24 31.14 27.24 34.28 51.96
SimVerb-3500 17.07 14.91 19.93 27.14 19.78 16.21 22.97 44.52
VERB-143 28.04 28.04 31.43 24.65 31.22 30.04 32.79 40.88
WordSim-353-ALL 60.64 61.36 63.12 69.17 63.43 64.21 68.18 71.05
WordSim-353-REL 52.13 53.65 57.00 62.63 54.32 56.68 61.50 62.90
WordSim-353-SIM 69.71 70.91 71.08 76.00 72.50 71.33 75.01 80.07
YP-130 22.69 35.98 41.50 51.21 28.78 36.46 48.13 64.82
Avg 49.29 51.57 53.04 57.27 52.26 52.96 56.60 64.60
∆ - +2.28 +3.75 +7.98 - +0.70 +4.34 +12.34
Table 1: Spearman correlation for word similarity datasets. The models SG, W2G, WDG, and WDG-ei represent word2vec skip-
gram model (Mikolov et al. 2013a), Gaussian embedding model (Vilnis and McCallum 2014), Wasserstein Distance Gaussian
model, and Wasserstein Distance Gaussian model with external information, respectively. We uniformly use cosine similarity
to compare word similarities. For different models of the same dimension, we bolded the best performing score.
of the word pairs. The Spearman correlation is a rank-based
correlation measure that assesses how well the scores de-
scribe the true labels.
We use data sets MC-30 (Miller and Charles 1991), MEN
(Bruni, Tran, and Baroni 2014), MTurk-287 (Radinsky et al.
2011), MTurk-771 (Halawi et al. 2012), RG-65 (Rubenstein
and Goodenough 1965), RW (Luong, Socher, and Manning
2013), SIMLEX-999 (Hill, Reichart, and Korhonen 2015),
SimVerb-3500 (Gerz et al. 2016), VERB-143 (Baker, Re-
ichart, and Korhonen 2014), WordSim-353 (Finkelstein et
al. 2001), YP-130 (Yang and Powers 2006).
We train word2vec skip-gram, word2Gaussian, WDG,
and WDG-ei model. All models use the same corpus and the
same hyperparameters during training, so the vocabularies
of all models are the same. To reduce the uncertainty caused
by random initialization, we run each experiment 3 times
and average the results. We use a slightly modified version
of the toolkit by (Faruqui and Dyer 2014) to analyze word
similarity. The experimental results are reported in Table 1.
We find that on most datasets, WDG model performs bet-
ter than the skip-gram model and word2Gaussian model.
Also, we are pleasantly surprised to find that WDG-ei
model which introduces ConceptNet’s external information
for training has dramatically improved the performance of
similarity datasets, and even improve over 20% in some data
sets such as SimVerb-3500 and YP-130.
We can choose more abundant energy functions for
WDG-ei model when introducing external information. The
energy function based on Wasserstein distance can be used
when adding the synonym information, and the KL-based
energy function can be used when introducing the hyponym
information. We will report the performance of the entail-
ment dataset when the WDG-ei model introduces the ‘IsA’
relation in ConceptNet in the next subsection.
Word entailment evaluation
We evaluate our model on the word entailment dataset from
(Baroni et al. 2012). The lexical entailment between words
is denoted by w1  w2 , meaning that all instances of w1 are
w2. All words in the data set are nouns, with 1380 pairs of
positive cases, such as highway  road, and 1381 negative
cases, such as highway 2 machine.
There are several point-embedding-based methods
(Nickel and Kiela 2017; Henderson and Popa 2016;
Weeds et al. 2014; Vulic´ and Mrksˇic´ 2017) and Gaussian-
embedding-based methods(Vilnis and McCallum 2014;
Athiwaratkun and Wilson 2017) to detect hypernymy. And
the Gaussian embeddings have been proven powerful as
they can capture uncertainty about the word.
We will select appropriate metrics to evaluate the perfor-
mance of our model. It is worth noting that the entailment
relationship is asymmetric. Measuring the asymmetric rela-
tionship with a symmetric metric such as cosine similarity
is ambivalent because exchanging two words in a word pair
makes a positive case negative, such as horse  mammal
and mammal 2 horse. However, evaluating these word
pairs above with cosine similarity results in the same score.
Fortunately, we have a suitable asymmetric metric, KL di-
vergence, to measure the entailment. We generate the KL di-
vergence of word pairs as a score and select the best thresh-
old to distinguish between positive and negative cases. We
calculate the best F1 score and the best average precision
and report the results in Table 2.
We find that the result of WDG-ei(all) model with all
the external information in ConceptNet is much better
than word2Gaussian model and WDG model. WDG-ei(IsA)
model, which is targeted to add only ‘IsA’ relation in Con-
ceptNet, achieves the most excellent results on the entail-
ment dataset.
Model Best F1 Best AP
W2G 75.1 71.7
WDG 75.7 72.7
WDG-ei(all) 78.9 75.7
WDG-ei(IsA) 79.6 76.2
Table 2: The best F1 scores and the best average precision
values for entailment datasets. The W2G and WDG repre-
sent the Gaussion embedding (Vilnis and McCallum 2014)
and the Gaussian Wasserstein distance model, respectively.
The WDG-ei(all) denotes that all relations in ConceptNet
are selected, and the WDG-ei(IsA) denotes that only the
ConceptNet’s ‘IsA’ relation is used as external information.
The model uses 100-dimensional word embeddings with
window size 5.
That is to say, the two energy functions based on Wasser-
stein distance and KL divergence are combined to separately
train the context and the extra hyponymy, which can better
express the semantic range of a word.
Embedding visualization
We visualize the trained word embedding data, hoping to
map each word into a circle in the plane. The word will be a
circle instead of an ellipse when visualizing because we use
a spherical covariance matrix to train the word embeddings.
We use principal component analysis (Jolliffe 1986) to re-
duce the high-dimensional mean data ~µw into two dimen-
sions as the center of the circle represented by each word.
The radius of the circle is controlled based on the numerical
value of the word covariance matrix Σw. Figure 1 shows the
results of the visualization.
We find that mapping words into circles on a plane al-
low us to observe similarity and entailment relationships be-
tween words visually.
Document classification accuracy
Our document classification task uses the word mover dis-
tance method (Kusner et al. 2015) to test the performance of
different word embedding results.
We evaluate on 6 supervised document datasets: BBC-
SPORT, TWITTER (Sanders 2011), RECIPE, CLASSIC,
REUTERS(8 class version described in (Cachopo 2007))
and AMAZON. The experimental results are reported in Ta-
ble 3.
We find that the WDG model outperforms the SG and
W2G models on five of the six datasets. The average error
rate of WDG model is better than that of the other two mod-
els.
Discussion
The meaning of variance
The most significant difference between distribution-based
and point-based word embeddings is uncertainty. Uncer-
tainty is reflected in variance. We find that WDG model per-
forms better than skip-gram on similarity datasets, which is
largely due to variance. It enriches the scope of words and
Figure 1: Two examples of visualization results. From the
figure we can see that the size of the word circle is a good
representation of its semantic coverage.
Dataset SG W2G WDG
BBCSPORT 7.1 7.9 6.1
TWITTER 30.2 30.7 29.9
RECIPE 49.9 49.4 50.6
CLASSIC 4.7 5.1 4.5
REUTERS 4.6 5.5 4.4
AMAZON 8.3 8.4 7.7
Avg 17.5 17.8 16.1
∆ - +0.3 -1.4
Table 3: Test error percentage and standard deviation for dif-
ferent text embeddings. The SG, W2G and WDG denote
skip-gram (Mikolov et al. 2013a), Gaussian embedding (Vil-
nis and McCallum 2014) and Wasserstein Distance Gaussian
model, respectively. We have bolded the best results of the
same dataset under different models.
gives a richer representation of words. From another point of
view, variance provides the possibility of continuously rep-
resenting discrete words, and continuation means that data
enhancement can be performed by adding tiny perturbations.
The most inherent advantage of distribution is reflected
in the judgment of the entailment relationship. When judg-
ing the entailment, the training of variance is crucial. The
variance of a particular word of Wasserstein distance energy
function tends to the average of the variance of all its context
words. KL divergence tends to increase variance, so using
KL divergence-based energy function to focus on the extra
information of the ‘IsA’ relationship gives the best results in
the entailment dataset.
The advantage of Wasserstein distance
The advantage of Wasserstein distance is that it well de-
scribes the distance between two distributions. Even if the
support sets of the two distributions do not overlap or over-
lap very little, the distance between them can still be re-
flected. Wasserstein distance can solve the problem of pre-
dicting non-negative metrics on a finite set. It has recently
been successful in image generation(Arjovsky, Chintala, and
Bottou 2017; Tolstikhin et al. 2017).
In the field of NLP, under the assumption that words are
regarded as a multi-dimensional distribution, the advantage
of Wasserstein distance can also be utilized to train word
embeddings.
The extensibility of the model
Our model can select different energy functions for differ-
ent types of information when introducing external informa-
tion. The experimental results also prove that targeted en-
ergy function selection can achieve better results.
We find that our model achieves some advantages over
alternative methods in the downstream document classifica-
tion task. However, the gains are not significant. The reason
may be a drawback of non-contextual word embeddings. It
only trains against the most basic natures such as similarity
and does not fully integrate with downstream tasks. If we
can grasp the context information of downstream tasks in
real time, the model could be able to achieve better results.
The document classification task does not construct a new
RNN or LSTM network based on distribution but only uti-
lizes the distance information in the word embeddings. In
the future, if the distribution-based neural network can be
constructed, directly using the Gaussian word embedding as
the input of the network will make full use of its properties.
Conclusion
In this paper, we introduced a Gaussian word embedding
model based on Wasserstein distance and a model that intro-
duces external information from ConceptNet based on WDG
model. Our model can freely select energy function to train
different data in a targeted manner. The model has achieved
excellent results in the word similarity datasets and the word
entailment dataset. We also tested our model in the down-
stream document classification task and achieved some ad-
vantages over alternative methods.
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