Abstract. We consider the problem of determining the asymptotic order of the Gelfand numbers of mixed-
Introduction
Gelfand numbers are fundamental concepts in approximation theory and Banach space geometry. From a geometric point of view, the Gelfand numbers of an embedding between two (quasi-)normed spaces X and Y , given by We put emphasis on cases where either 0 < p ≤ 1 or 0 < q ≤ 1 or both 0 < p, q ≤ 1, which in particular means that we are confronted with parameter constellations where
is only a quasi-norm and the corresponding unit ball is non-convex if min{p, q} < 1. The spaces ℓ 
)-spaces in this paper leads to new asymptotic bounds for Gelfand numbers of embeddings between the aforementioned Besov spaces in regimes of small smoothness, see Subsection 1.2. Interestingly, in some particular cases these estimates show the same asymptotic behavior as in the univariate situation. In the remaining cases they differ at most by a log log factor from the univariate bound.
1.1. Gelfand numbers and sparse recovery. We obtain matching bounds for the Gelfand numbers Comparing these two bounds, we clearly see that the roles of the inner and outer ℓ p -space are asymmetric. Taking q = 1 and p = 1, we find the following result as a special case. 2 )), respectively, these bounds have interesting implications for the recovery of structured sparse signals. To discuss this, we fix some terminology. As usual, x ∈ R b×d is called k-sparse if it has at most k nonzero entries. We say x ∈ R b×d is s-outer sparse if at most s rows of x are non-zero. We call x t-inner sparse if each row of x has at most t non-zero entries. These two forms of structured sparsity exactly correspond to the notions of block sparsity and (a special case of) sparsityin-levels, respectively, in the literature. We refer to Section 2.2 for a detailed discussion. Corresponding to outer and inner sparsity, we define two different best s-term approximation errors:
: z is t -inner sparse}. Corollary 1.2. Let A ∈ R m×n be a measurement matrix and ∆ : R m → R n be any reconstruction map. Suppose that for all x ∈ R b×d ,
Then, there exist constants c 1 , c 2 > 0 depending only on C so that if s > c 2 , then m ≥ c 1 (s log(eb/s) + sd).
On the other hand, if for all x ∈ R b×d ,
To discuss the consequences of this result for structured sparse recovery, let us recall the following known results. Let B be an m × n Gaussian matrix, i.e., a matrix with i.i.d. standard Gaussian entries and set A = (1/ √ m)B. For any 0 < p, q ≤ ∞, let ∆ ℓp(ℓq) (Ax) = argmin z∈R n : Az=Ax z ℓp (ℓq) be the reconstruction via ℓ p (ℓ q )-minimization. It is known that if the number of measurements m satisfies m s log(eb/s) + sd, then with high probability the pair (A, ∆ ℓ1(ℓ2) ) satisfies the stable reconstruction property in (6) (see [10] and also the discussion in [2, Section 2.1]). Moreover, this number of measurements cannot be reduced: [2, Theorem 2.4] shows that if for a given A ∈ R m×n one can recover every s-outer sparse vector x exactly from y = Ax via ∆ ℓ1(ℓ2) then necessarily m s log(eb/s) + sd. However, one could still hope to further reduce the required number of measurements for outer sparse recovery by picking a better pair (A, ∆). Corollary 1.2 shows that this is not possible if we want the same stable reconstruction guarantee as in (6) . In this sense, the pair (A, ∆ ℓ1(ℓ2) ) with A = (1/ √ m)B is optimal. It is worthwhile to note that the pair (A, ∆ ℓ1(ℓ1) ), A = (1/ √ m)B, with high probability satisfies the stable reconstruction guarantee (see e.g. [13, Theorem 9.13 
whenever m k log(ebd/k), where
: z is k -sparse}. As a consequence (by taking k = sd), (6) is satisfied under the condition m sd log(eb/s). In conclusion, if we are only interested in stability of our reconstruction method with respect to outer sparsity (instead of sparsity) defects, then we can achieve this with fewer measurements (in a best worst-case scenario) by using ∆ ℓ1(ℓ2) as a reconstruction map instead of ∆ ℓ1(ℓ1) . In the case of reconstruction of inner-sparse vectors, one might expect that a similar phenomenon occurs: if we are only interested in stability with respect to inner sparsity (instead of sparsity) defects, then we might be able to reconstruct from fewer measurements by using a reconstruction map that is especially suited for inner sparse recovery (a potential candidate would be ∆ ℓ2(ℓ1) , in analogy with the outer sparse case). Somewhat surprisingly, Corollary 1.2 shows that this is not the case. By taking k = bt in (8) and using that every t-inner sparse vector is bt-sparse (but not vice-versa), one deduces that the pair (A, ∆ ℓ1(ℓ1) ), A = (1/ √ m)B, with high probability satisfies (7) if m ≥ bt log(ed/t). This is optimal by Corollary 1.2.
1.2.
Besov space embeddings with small mixed smoothness. As a second application of our work, we are interested in proving upper and lower bounds for the Gelfand numbers of compact embeddings between Besov spaces (9) Id :
where 0 < p 0 ≤ p 1 ≤ ∞ and 0 < q 0 < q 1 ≤ ∞ are such that we are in the so-called small smoothness regime, i.e., 1/p 0 − 1/p 1 < r 0 − r 1 ≤ 1/q 0 − 1/q 1 . Although we state our results for [0, 1] d here, our results remain valid for a general bounded domain in R d . By using a well-known hyperbolic wavelet discretization machinery, we can transfer the problem to bounding the Gelfand numbers of id :
where (see (44) below for details)
We immediately observe that s r p,q b has an ℓ q (ℓ p )-structure. After a suitable block decomposition we use the subadditivity of Gelfand numbers (see (S2) below) in a rather sophisticated way to apply our new sharp result for the Gelfand numbers of finite-dimensional mixed-norm embeddings in Theorem 6.1, (22) . This results in a sharp bound for the Gelfand numbers of (9) in the following special case (see Theorem 7.5 below): If 0 < q 0 ≤ 1, 0 < q 0 < q 1 ≤ 2 and 0 < r < 1/q 0 − 1/q 1 then
Note that this decay behaviour is typical for the univariate situation (d = 1). Usually, in the d-variate setting we encounter asymptotic orders such as m −r (log m) (d−1)η , where η = η(p 0 , q 0 , p 1 , q 1 , r 0 , r 1 ), see Remark 7.9 below and the recent papers [30, 7] . That is, the dimension d of the underlying Euclidean space enters the rate of convergence exponentially. Surprisingly, this is not longer the case in the regime of small smoothness as (10) indicates. However, the dimension d is still hidden in the constants. Let us also emphasize that the smoothness parameter r in (10) is not restricted to small values as the term "small mixed smoothness" suggests. If q 0 is taken small, then r is allowed to be large. This rather strong influence of the so-called fine index of the Besov space represents a new phenomenon.
Choosing q 1 = 2 in (10) we find as an important special case
for 0 < q 0 ≤ 1 and 0 < r < 1/q 0 − 1/2. Concerning the situation p 0 < p 1 in (9) we can only prove the near-matching bounds stated below. Its (possibly non-sharp) upper bound is based on the nowadays well-known sharp estimate for the Gelfand numbers of the (non-mixed) embedding id : ℓ n u → ℓ n v where 0 < u ≤ 1 and 0 < u < v ≤ 2 (see Theorem 6.1, (23)), which has been proved only a few years ago [43, 12] . For 0 < p 0 ≤ 1, 0 < q 0 ≤ p 0 ≤ p 1 ≤ q 1 ≤ 2 and 1/p 0 − 1/p 1 < r < 1/q 0 − 1/q 1 we prove that for constants c, C > 0 depending only on p 0 , p 1 , q 0 , q 1 , d and r,
By taking p 1 = q 1 and q 0 < p 0 we obtain (11) also for target spaces Y = L p1 by embedding, see Corollaries 7.6, 7.7, 7.8 and Remark 7.10 below. We strongly conjecture that the log log-term in (11) is not necessary. It could be removed by proving sharp bounds in the spirit of Theorem 6.1, (22) , in the case of differing inner spaces. This seems to be rather involved for Gelfand numbers. However, it is at least possible to show that for the corresponding dyadic entropy numbers the lower bound is sharp. This will be discussed in a forthcoming paper [27] .
1.3. Outline. After fixing notational conventions we introduce several basic concepts, such as Gelfand numbers and Gelfand widths and generalized notions of sparsity and compressibility in Section 2. In Section 3 we set up some machinery to prove upper bounds for Gelfand widths of bounded subsets in (R n , · Y ) via random subspaces based on Gordon's "escape through the mesh" theorem. For the lower bounds we establish a connection to packing numbers of structured sparse vectors and give lower bounds for these packing numbers. Section 6 establishes matching bounds for Gelfand numbers for embeddings between ℓ b p (ℓ d q )-spaces in several interesting parameter ranges. These results are applied in Section 7, where we establish new results for the Gelfand numbers of Besov space embeddings with small mixed smoothness. In addition, we prove Corollary 1.2 in Section 7. Finally, in Section 8 we comment on related work on Gelfand numbers.
1.4. Notation. As usual N denotes the natural numbers, N 0 := N ∪ {0}, Z denotes the integers, R the real numbers, and C the complex numbers. For a ∈ R we denote a + := max{a, 0}. We write log for the natural logarithm. R m×n denotes the set of all m × n-matrices with real entries and R n denotes the Euclidean space. Vectors are usually denoted with x, y ∈ R n , sometimes we usej,k ∈ N d 0 for multi-indices. For 0 < p ≤ ∞ and x ∈ R n we denote
1/p with the usual modification in the case p = ∞. If X is a (quasi-)normed space, then B X denotes its unit ball and the (quasi-)norm of an element x in X is denoted by x X . For any U ⊂ X we let r X (U ) = sup x∈U x X denote the radius of U . In case X is a Banach space, X * denotes its dual. We will frequently use the quasi-norm constant, i.e., the smallest constant α X satisfying
For a given 0 < p ≤ 1 we say that · X is a p-norm if
As is well known, any quasi-normed space can be equipped with an equivalent p-norm (for a certain 0 < p ≤ 1). If T : X → Y is a continuous operator we write T ∈ L(X, Y ) and T for its operator (quasi-)norm.
The symbol X ֒→ Y indicates that the identity operator Id : X → Y is continuous. For two sequences (a n )
⊂ R we write a n b n if there exists a constant c > 0 such that a n ≤ c b n for all n. We will write a n ≃ b n if a n b n and b n a n . If α is a set of parameters, then we write a n α b n if there exists a constant c α > 0 depending only on α such that a n ≤ c α b n for all n. and x ∈ R b×d we define x S as the matrix (x S ) ij = x ij for (i, j) ∈ S, (x S ) ij = 0 for (i, j) ∈ S c .
Preliminaries
2.1. Gelfand numbers and worst-case errors. We recall the definition of Gelfand numbers and the mild conditions under which Gelfand numbers can be considered as worst-case approximation/recovery errors. Let X, Y be (quasi-)Banach spaces and T : X → Y a continuous map. Here J X M is the natural injection of M into X. We emphasize that the dimension of a subspace is a purely algebraic notion and makes sense also in the framework of quasi-Banach spaces. The codimension of a subspace can be defined as the dimension of the quotient space, see [35, 
Then the following properties hold: 
which is the crucial property leading to the well-known relation between Gelfand numbers and minimal worst-case errors. In fact, let X ֒→ Y and T = id then we have the following well-known relation between Gelfand numbers and the minimal worst-case errors defined in (1) . Its proof is a straightforward modification of [13, Thm. 10.4] . 
Note, that (12) and Proposition 2.2 may fail in general for quasi-Banach spaces.
Remark 2.3. (i)
There is also the related notion of Gelfand width. The m-th Gelfand width of a bounded set K in Y is given by
The terms Gelfand numbers and Gelfand widths are often used interchangeably in the literature although they are defined in a fundamentally different way. In particular, it is important to note that in the definition of the Gelfand numbers c m (id : X → Y ) we take an infimum over subspaces M of X, whereas in the definition of Gelfand widths c m (B X , Y ) we take an infimum over subspaces M of Y . In particular, if X and Y are quasi-Banach spaces then it is not clear whether the above Gelfand numbers and Gelfand widths are equivalent. Only recently, some sufficient conditions have been determined under which c m (id : X → Y ) and c m (B X , Y ) are equivalent, see [9] . Obviously, if X and Y are both n-dimensional, then Gelfand numbers and Gelfand widths coincide. In particular, if · X and · Y are quasi-norms on R n , then
In conclusion, the m-th Gelfand number c m (id : X → Y ), the m-th Gelfand width c m (B X , Y ) and their associated minimal worst-case errors E m (X, Y ) and E m (B X , Y ), respectively, can in general be four non-equivalent quantities. However, if X and Y are finite-dimensional quasi-normed spaces of the same dimension, then these quantities are equivalent up to constants depending only the quasi-norm constants of X and Y . In particular, if
, then the constants in the equivalences depend only on p, q, r and u. We will use these facts heavily in the sections that follow.
2.2.
Generalized notions of sparsity and compressibility. We fix some terminology concerning structured sparsity. As usual, we say that x ∈ R b×d is s-sparse if it has at most s nonzero entries. We say x is s-outer sparse if at most s rows of x are non-zero. The qualifier 'outer' refers to the fact that the sparsity is defined with respect to the outer
. This type of sparsity is often called block-sparsity in the signal processing literature (see e.g. [10, 2] 
, and one says that x is s-block sparse if at most s blocks x i are non-zero. As a third form of sparsity, we say that x is t-inner sparse if each row of x has at most t non-zero entries. Viewing x again as a block vector, we require here that each block x i is a t-sparse vector. This type of sparsity is a special case of sparsity-in-levels (see e.g. [1, 3, 25] ) (where we take all levels of the same size and the same sparsity for each level). Finally, as a mixture of outer and inner sparsity, we define x to be (s, t)-sparse if it has at most s non-zero rows, each of which has at most t-non-zero entries.
Corresponding to outer and inner sparsity, we define two different best s-term approximation errors:
In the sequel we will need the inequality [13, Prop. 2.3, Thm. 2.5] which is often referred to as "Stechkin's lemma". Let us emphasize that S.B. Stechkin never formulated such a result. The first known version goes back to Temlyakov 1986 [38, p. 92] for p, q ≥ 1. Note, that there is indeed a well-known Stechkin lemma (or Stechkin criterion) from 1955 proved in [37] , see also [7, Lem. 7 .10] for further historical comments. This criterion implies the crucial inequality [13, Prop. 2.3] in case p = 1 and q = 2 but with a constant larger than 1. We will state the following versions of [13, Prop. 2.3] . The proof is a straightforward modification.
If 0 < p < r ≤ ∞, then for any x ∈ R b×d ,
The bound (16) (16) and (17) is not optimal. It is actually below one, depending on p, q, r, u, see [7, Section 7.4] and the references therein.
A general upper bound for Gelfand widths of K ⊂ R n
In this section we set up some machinery to prove upper bounds for Gelfand numbers based on "Gordon's escape through a mesh" theorem . To facilitate potential re-use, we write our results down in more generality than needed in Section 6 below. Below we will deal with Gelfand widths of bounded subsets in R n , see (13) in Remark 2.3 .
Let us recall that the Gaussian width of a set T ⊂ R n is defined by
where g is an n-dimensional standard Gaussian vector. Let us denote
Let us mention the relation m/
.4] will be the main tool in the proof. We will state the version from [13, Thm. 9.21].
Lemma 3.1. Let A ∈ R m×n be a Gaussian random matrix and T be a subset of the unit sphere S n−1 := {x ∈ R n : x 2 = 1}. Then for every t > 0 we have
Clearly, Lemma 3.1 yields a non-trivial result if E m > w(T ) and in particular if m w(T ) 2 .
Proof. To prove the assertion, we need to find an A ∈ R m×n such that for all x ∈ ker(A) ∩ K we have x Y ≤ ρ. Note that the latter is satisfied if inf x∈Kρ Ax
Ax 2 > 0 with probability at least 1 − exp(−t 2 /2), where 0
) . If this event happens, we have for x ∈ K ρ and y = x/ x 2 the bound
for a certain C Y > 0, as all quasi-norms on R n are equivalent. Hence, (18) ensures the existence of A ∈ R m×n satisfying inf x∈Kρ Ax 2 > 0.
In conclusion, we can obtain an upper bound for the Gelfand width by estimating
from above.
A lower bound for Gelfand widths via packing numbers
We generalize the proof-by-contradiction technique from [12] , which was used to prove lower bounds for c m (id : ℓ n p → ℓ n q ). To this end, we establish a connection between Gelfand and packing numbers in Proposition 4.4, which requires some further preparation. Recall that for a quasi-normed space X, a bounded subset K ⊂ X, and ε > 0, the packing number P(K, · X , ε) is the maximal number of elements in K which have pairwise distance of at least ε. The following well-known lemma can be proven by a standard volume comparison argument.
Lemma 4.1. Let · X be any quasi-norm on R n with quasi-norm constant 1 ≤ α X < ∞ and let U be a subset of the unit ball B X = {x ∈ R n : x X ≤ 1}. Then for any ε > 0,
Lemma 4.2. Let A ∈ R m×n and let · X be any quasi-norm on R n . Suppose that T ⊂ R n is a set of vectors satisfying, for some c ≥ 1, (20) inf
Let U ⊂ T and let r X (U ) = sup x∈U x X be its radius. Then, for any ε > 0,
where α X is the quasi-norm constant.
Proof. Consider the quotient space Q = X/ker(A) equipped with its natural quasi-norm
Note that for every v ∈ ker(A), the vector z = x − v satisfies Az = Ax. On the other hand, if z ∈ R n satisfies Az = Ax, then v = x − z defines a vector in ker(A). By (20) , this implies
for all x ∈ T − T and in particular P(U, · X , ε) ≤ P(U, c · Q , ε) = P(U, · Q , ε/c).
Now apply Lemma 4.1 to obtain
Taking logarithms yields the result.
In what follows, we let · X be a quasi-norm on R b×d with quasi-norm constant 1 ≤ α X < ∞. Moreover, we let 0 < β X < ∞ denote the smallest constant such that for all
and all x ∈ R b×d we have
Suppose that for every v ∈ Ker(A) \ {0} and S ∈ S we have v S X < v S c X . Then, for any x ∈ R b×d and S ∈ S,
Let us define the parameter
then for any U ⊂ {x S : x ∈ R b×d , S ∈ S} and ε > 0,
Proof. By definition of the Gelfand width, there exists a A ∈ R m×n such that for every x ∈ Ker(A) \ {0}
For any S ∈ S + ,
Rearranging, we conclude that x S X < x S c X . Now apply Lemma 4.3 and subsequently Lemma 4.2 (with T = {x S : x ∈ R b×d , S ∈ S}, noting that T − T = {x S : x ∈ R b×d , S ∈ S + }) to obtain the conclusion. 
) is small and then constructs a large packing consisting of structured sparse vectors to find a contradiction. This packing construction is the subject of the next section.
Construction of a large packing in
We obtain a lower bound for the packing numbers
, ε), where 0 < p, q, r, u ≤ ∞. The proof, inspired by [2] , is based on two combinatorial facts. The first combinatorial facts has been independently observed in various disciplines of mathematics. A proof can be found, e.g., in [13, Lemma 10 .12], [23] The second combinatorial fact is a variation of Lemma 5.1, which is well known in coding theory [17, 40] . For given sets A 1 , . . . , A ℓ we let d H denote the Hamming distance on 
Let us recall that we defined a matrix x ∈ R b×d to be (s, t)-sparse if it has at most s non-zero rows, each of which has at most t-non-zero entries.
Proof. We use Lemma 5.1 to find a collection A d,t of (d/(8t)) t subsets of [d] such that each I ∈ A d,t has cardinality 2t and card(I ∩ J) < t whenever I = J.
In particular, the symmetric difference I∆J has cardinality at least 2t if I = J. Set
We now define a set of (2s, 2t)-sparse vectors in R 2s×d with {0, 1}-entries by
By construction, for each pair of vectors w, z in M with w = z there exist at least s indices i so that
Next, using Lemma 5.1 we pick a sequence (I α ) of (b/(8s)) s subsets of [b] such that each I α has cardinality 2s and card(I α ∩ I γ ) < s whenever α = γ.
We now define W to be the set of (2s, 2t)-sparse vectors
Observe that
For I α and K ∈ A let us denote
By construction,
Finally, if I α = I γ , then
In conclusion, W is an s 1/r (2t) 1/u -packing.
Matching bounds for Gelfand numbers
This section is devoted to the proof of the following extension of Theorem 1.1.
Theorem 6.1. Let m ≤ bd. Then the following assertions hold:
and in particular, Remark 6.3. Our proof of the upper bounds in Theorem 6.1 is non-constructive. As a matter of fact, our proof shows (see in particular the proof of Proposition 3.2) that all two-sided bounds in Theorem 6.1 are with high probability attained by the kernel of an m × bd standard Gaussian matrix.
We start with proving the upper bound in (22) . Consider the set
2 ) ≤ 1}. We will need the following observation, which is known in the case d = 1 (see [33, 
As a consequence,
Proof. The first inclusion in (24) follows immediately, since by Cauchy-Schwarz,
and noting that
,s , we conclude that the second inclusion in (24) holds. This immediately implies that
where g is a standard Gaussian vector of length bd and
is the set of all s-outer sparse support sets in
By the Gaussian concentration inequality for Lipschitz functions (see e.g. [4, Theorem 5.6]), for any S ∈ S,
Thus, the g S ℓ b
2 ) are mean-zero and subgaussian and therefore (see e.g. [13, Proposition 7.29]),
≤ s log(eb/s).
Combining these estimates yields (25).
We will also use the following technical lemma. It formalizes, in a very special case, the idea that the functions x → x/ log(1/x) and y → y log(1/y) can be treated as 'inverse functions up to constants'. Lemma 6.5. Let C ≥ 1, x > 0, 0 < y ≤ K and
Then,
x log(eK/x).
Proof. As y ≤ K, we find
Since t → t log(t) is decreasing on [0, 1/e], we obtain y ≥ Cex log(eK/y) = Cex log(eK/x) + Cey x y log(x/y) ≥ Cex log(eK/x) + Cey 1 Ce log(1/(Ce)) = Cex log(eK/x) − y log(Ce).
Rearranging yields the asserted bound.
Proposition 6.6. Set 0 < p ≤ 1 and p < q ≤ 2. There is an absolute constant C ≥ 1 such that for all m ≤ bd we have 
we have
Therefore, if we set ρ = s −(1/p−1/q) , then K 
s log(eb/s) + √ sd.
Proposition 3.2 implies that
provided that s satisfies m s log(eb/s) + sd. Set C ≥ 1. Define s = ⌊m/(Ce(log(eb/m) + d))⌋, so that s ∈ N and
Since m ≤ be d , we can now apply Lemma 6.5 with K = be d to obtain
(s log(eb/s) + sd).
Thus, the desired condition on m is satisfied if we pick C ≥ 1 large enough.
We now prove the lower bound in (22) .
Proposition 6.7. Set 0 < p < q ≤ 2. There exist constants c p,q and c p such that for all m ≤ bd we have Proof. We prove the result by contradiction using Proposition 4.4, so suppose that .
For x ∈ ker(A), x = 0, we have by assumption
so in particular,
By taking c p,q small enough, we can ensure that s ≤ b/8, so that we can apply Proposition 5.3 below. We apply Proposition 4.
be the set of all 2s-outer sparse support sets, so that S + is the set of all 4s-outer sparse support sets. By the sharp inequality 
Therefore, if
c p,q ≤ 1 4
then by assumption
By Proposition 4.4, for any W ⊂ {x S : S ∈ S} and any ε > 0,
By Proposition 5.3, applied with t = d/(8e), there is a set W of 2s-outer sparse vectors with r ℓ b
This implies (27) s log(b/32s) + (8e)
/32). Hence, by picking c p,q small enough, we can ensure that m ≥ 32s. Using this in (27) yields
p . We now rearrange to find
which is the desired contradiction.
Remark 6.8. From the previous proof it is clear that for 0 < p < q ≤ 2, any 0 < r < ∞ and for all m ≤ bd we have
We will now prove the statement (ii) in Theorem 6.1. The upper bound will follow by simple inclusion arguments. For the proof of the lower bound, we follow the same line of arguments as in the proof of Theorem 6.7. The only difference is that this time, we keep the outer sparsity s fixed and vary the inner sparsity t.
Proposition 6.9. Let 0 < q ≤ 1 and q ≤ p ≤ 2. For all m ≤ bd we have
Proof. Upper bound:
First of all, we have the trivial bound
1/q−1/p , we find using (23) and (S3)
Lower bound: We prove the result by contradiction using Proposition 4.4, so suppose that
where µ(m) := min 1,c p,q b log(ebd/m) 64m and c p,q andc p,q are constants depending only on p and q which are to be determined below. Set t = ⌊µ(m) −1 ⌋. Note that t ∈ N and 1 2µ(m)
.
By choosing c p,q small enough, we can arrange that t ≤ d/8, so that we can apply Proposition 5.3 below. We apply Proposition 4.
be the set of all 2t-inner sparse support sets, so that S + is the set of all 4t-inner sparse support sets. By Hölder's inequality, we have the sharp inequality
, for all S ∈ S + and x ∈ R b×d , and therefore κ X,Y,S+ = (4t) 1/q−1/p .
Hence, if
c p,q < 1 4
Taking W as in Proposition 5.3 with s = b/32 and setting ε = (b/32)
). By (28) ≥ m, which is the desired contradiction.
Finally, we prove statement (iii) in Theorem 6.1. In contrast to the results in (i) and (ii), this is a truly mixed situation in which both the outer and the inner sparsity have a visible effect on the bounds. Proof. We define the constantc p,q explicitly in (33) . We distinguish three cases. (23) . The lower bound follows using the proof technique used for Proposition 6.7, but now setting t = 1 instead of t = d/(8e). We include the details for the reader's convenience.
We prove the lower bound by contradiction using Proposition 4.4, so suppose that 
so we can apply Proposition 5.3 further below. Moreover, for x ∈ ker(A), x = 0, we have by assumption
We apply Proposition 4.
. Let S be the set of all (2s, 2)-sparse support sets, so that S + is the set of all (4s, 4)-sparse support sets. By the sharp inequality
, for all S ∈ S + and x ∈ R b×d , it follows that κ X,Y,S+ = (4s)
Therefore, if
By Proposition 5.3, applied with t = 1, there is a set W of (2s, 2)-sparse vectors with r ℓ b
, it follows from (30) that (b/s) ≥ 8 and hence m ≥c p,q s log(bd/256s) ≥c p,q s log(d/32).
Hence, by taking c p,q small enough, we can ensure that m ≥c p,q s log(bd/256s) ≥c p,q s log(b/256s) ≥ 256es.
Using this in (32) yields m ≥c p,q s log(ebd/m) Since s > 1 2µ(m) , we now find
which is the desired contradiction. Case (c p,q b/16) log(ebd/m) ≤ m ≤ bd. Both, the lower and the upper bound follow from factorization of the identity and (S3). Namely, id :
. Part (i) and (ii) of Theorem 6.1 together with (S3) imply that
The lower and upper bound match if m ≥ b log(ebd/m).
Remark 6.11. There are several remaining open cases for which it would be interesting to prove matching bounds for the Gelfand numbers: (i) It would be very interesting to extend our result in (22) to the case of differing inner spaces. That is, one would like to have optimal bounds for c m (id :
) for p ≤ 1, p < r and q < u. As we discuss in Remark 7.12 in more detail, the upper bounds are highly relevant for our application to Besov space embeddings in Section 7. Establishing the lower bounds in the case p ≤ q ≤ 1 is interesting from a purely mathematical perspective, as it requires to understand the precise relation with structured sparsity in this parameter range.
(ii) It would also be interesting to extend the result in (iii) of Theorem 6.1 to the case 0 < q ≤ 1, 1 < p ≤ 2. As has been mentioned, the two-sided bounds in the first case (for small m) as well as in the third case (for large m) remain valid, but the bounds in the second case cannot be correct (this can be seen by taking d = 1). From the perspective of classical ℓ (14) above. As was discussed in Section 2.1, we have
). Thanks to this equivalence, Theorem 1.1 has the following implication for signal processing. Its consequences for structured signal recovery were discussed before in the introduction.
m×n be a measurement matrix and ∆ : R m → R n be any reconstruction map. Suppose that for all x ∈ R b×d ,
Then, there exist constants c 1 , c 2 > 0 depending only on D such that
then there exist constants c 1 , c 2 > 0 depending only on D such that m ≥ c 1 bt log(ed/t),
Proof. By (34),
Theorem 1.1 therefore implies that for some c > 0 and C ≥ 1,
This means that either
. 
Theorem 1.1 now yields for some c > 0 and C ≥ 1,
Therefore, either
We now apply Lemma 6.5 with y = m/b, x = c 2 t/D 2 and K = d to obtain
and as a consequence, m bt log(ed/t).
In the introduction we claimed that if B is standard Gaussian and A = (1/ √ m)B, then the pair (A, ∆ ℓ1(ℓ1) ) with high probability satisfies the stable reconstruction guarantee (35) , provided that m bt log(ed/t). By Corollary 7.1 this is optimal. Here we provide details on this claim for the convenience of the reader. We know that (A, ∆ ℓ1(ℓ1) ) with high probability satisfies (see e.g. [13, Theorem 9.13 
: z is k -sparse}. Set k = bt. By Hölder's inequality and by noting that every t-inner sparse vector is bt-sparse, we find
. Therefore, by (36),
provided that m k log(ebd/k) = bt log(ed/t). in some of the parameter constellations in the small smoothness regime. Here and below we write
to abbreviate the dependency on the various parameters.
Observe that the decay behaviour in (38) is typical for the univariate situation (d = 1). Usually, in the dvariate setting we encounter asymptotic orders such as n −r (log n) (d−1)η for some η := η(p 0 , q 0 , p 1 , q 1 , r 0 , r 1 ), see Remark 7.9 and [30, 7] . The dimension d of the underlying Euclidean space enters the rate of convergence exponentially. Surprisingly, this is not longer the case in the small smoothness regime as Corollaries 7.6, 7.7 and 7.8 below will show. However, we emphasize that dimension d is still hidden in the constants.
We start with some definitions. We denote by L p (Ω), 0 < p ≤ ∞, the space of all measurable complexvalued functions f : Ω → C where
is finite (with the usual modification if p = ∞). The space of tempered distributions on R d is denoted with
(usual modification in case q = ∞) where the system {ϕj}j ∈N d 0 is the standard tensorized dyadic decomposition of unity, see [42] and [36] . Important for our purpose is the following diagonal embedding result, see [36, Chapt. 2] ,
for p 0 ≤ p 1 and r 0 − r 1 > 1/p 0 − 1/p 1 . The embedding (41) is never compact which is the reason why we will restrict to spaces on domains in the sequel. This guarantees a decay of the corresponding Gelfand numbers of the embedding. Before doing so, let us comment on the discretization of the above function spaces on R d developed in [42, Thm. 2.10] . Using sufficiently smooth wavelets with sufficiently many vanishing moments (and the notation from [42] ) the mapping
represents a sequence spaces isomorphism between S r p,q B(R d ) and
(with the usual modification in case max{p, q} = ∞) . We want to study entropy and Gelfand numbers of compact function space embeddings on domains. Let Ω be an arbitrary bounded domain in and its (quasi-)norm is given by f S r p,q B(Ω) := inf g|Ω=f g S r p,q B . The embedding (41) transfers to the domain Ω and is compact such that the entropy and Gelfand numbers decay and converge to zero. We are interested in establishing the decay rate especially for the embedding (37) in the important special case Ω = [0, 1] d , which is representative for all tensor product domains. Using the boundedness of certain restriction and extension operators, see [42, Section 4.5] , together with the wavelet isomorphism (42) between (40) and (43), we can restrict ourselves to the study of embeddings between the "restricted sequence spaces" s
Let us start with the following result, where upper and lower bound only differ by a power of log log m.
θ m −r (log log 2 m)
Proof. Step 1. By the monotonicity and subadditivity of Gelfand numbers (see (S1) and (S2) above) we may decompose as follows 
which denotes the dimension of the block with number µ . Clearly,
. Now we fix some J ∈ N and consider four different ranges in the sum on the right-hand side in (46), i.e.,
Here we put L = J + (d − 1) log 2 J and M will depend on L as determined below. The main challenge is to choose the m µ suitably and estimate the corresponding c mµ (id µ ) using the finite dimensional results from Section 6. Note, that we deal with ℓ q (ℓ p ) spaces of complex numbers here. This technical issue only causes a multiplicative constant in the estimates below.
Step 2. To estimate the first sum we choose m µ = 2D µ which yields (see (S4))
In addition,
we have as a consequence of (47)
then (50) may fail since the right-hand side vanishes due to (S4). Using straightforward embedding arguments for finite-dimensional mixed-norm spaces, the Gelfand numbers on the right-hand side can be estimated in two different ways using (23) . On the one hand, we get
On the other hand,
Let us assume for the moment that r < 1/q 0 −1/q 1 . In the second sum in (48) we choose
Since we assumed r < 1/q 0 − 1/q 1 , we obtain
In the case r = 1/q 0 − 1/q 1 we choose m µ = 2
Instead of (53) we obtain
Now we discuss the third sum in (48), which we only need in case p 0 < p 1 otherwise we continue directly with (64) below where M = L. Here we use m µ := ⌊2 µ 2 (L−µ)β ⌋ where β > 1 is chosen such that r > β(1
Proof. We return to (48) where we drop the third sum, i.e., M = L = J +(d−1) log 2 J. The range µ = 0, ..., J is treated completely analogous as above. In the range µ = L + 1, ... we chose m µ = 0 and estimate the sum over the operator (quasi-)norms of id µ . This gives
Let us deal with the range µ = J + 1, ..., L . By Theorem 6.1, (22) we have, in contrast to (51) above, the improved bound What concerns the endpoint case r = 1/q 0 − 1/q 1 we are able to complement Propositions 7.2, 7.3 in case p 0 = p 1 = 2 as follows . Proof. We insert m µ = 2 J µ d−1 into (65) and take (55) into account.
Let us state our main result in this subjection.
Theorem 7.5. Under the same restrictions as in Propositions 7.2, 7.3 and 7.4 the bounds for the Gelfand numbers literally transfer to the corresponding embedding
Id : S r p0,q0 B(Ω) → S 0 p1,q1 B(Ω) . Proof. The result is a direct consequence of Propositions 7.2, 7.3 and 7.4 together with the machinery described in the proof of [42, Thm. 4.11] . All that is needed for this machinery are the properties (S1)-(S5), which are satisfied by both Gelfand and dyadic entropy numbers.
Let us emphasize the following special cases. In connection with Besov space embeddings of mixed smoothness the target space L p plays a particular role. Let us finally mention the following non-sharp bound. Proof. This follows directly from Theorem 7.5 (with q 1 = p 1 ) and the trivial embedding S 0 p1,p1 B(Ω) ֒→ L p1 (Ω) in case 0 < p 1 ≤ 2 .
Related work on Gelfand numbers
Gelfand numbers play an important role in compressive sensing [8, 12, 13] , which deals with the recovery of high-dimensional, (approximately) sparse signals from linear measurements. In this theory, approximately sparse (also called compressible) signals are modelled by vectors in non-convex ℓ d p -balls with 0 < p ≤ 1. Gelfand numbers of such non-convex balls measured in Euclidean space are of great importance since they give general performance bounds for sparse recovery methods. Beyond compressive sensing, compressibility assumptions also made their way into high-dimensional function recovery, concretely, the recovery of so-called ridge functions [6, 11, 28, 24] .
Matching bounds for the Gelfand numbers for classical ℓ p -spaces with p ≥ 1 (corresponding to p = q and r = u in our notation) are known for many parameter ranges, largely due to work in the late seventies and in the eighties. We refer to [43, Section 4] for a summary of these classical results and historical references. Let us only specifically mention the classical bound , which was obtained by Garnaev and Gluskin [16, 18] following important earlier advances of Kashin [22] . Note that one recovers this result from (4) by taking 'b = bd', d = 1. More recently, some of the classical estimates were extended to the quasi-Banach range p < 1, see [43, 12] . In particular, in [12] it was shown that for 0 < p ≤ 1 and p < q ≤ 2, In the nineties, Galeev [14, 15] and Izaak [20, 21] proved some (near-)matching bounds for Kolmogorov widths of mixed-norm ℓ p (ℓ q )-spaces. They applied their bounds to estimate the approximation numbers (or linear widths) of embeddings of Hölder-Nikol'skii spaces of periodic functions with mixed smoothness S : 2 ≤ p < q.
The same relation for approximation numbers (linear widths) was proved recently by Malykhin and Ryutin. It closes a log log-gap in a result of Galeev [15] from 1996 . It turned out that the lower bound is also true for Gelfand numbers. Let us also mention the results from [21, Thm. 3] and the remark following it. Let m < bd/2. First,
