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Maanpäällisten satelliittipaikannusmittausten hyödyntäminen numeerisessa säänennustuksessa.
Tiivistelmä
Numeerinen sääennuste perustuu ilmakehää kuvaavan yhtälöryhmän aikaintegrointiin tunnetusta alkutilasta eli
analyysistä  lähtien.  Meteorologinen  data-assimilaatio  tuottaa  analyysin  yhdistämällä  havaintotiedon
sääennustusmallitietoon  tilastollisesti  optimaalisella  tavalla.  Analyysi  sisältää  tietoa  ilmanpaineesta,
lämpötilasta, tuulesta ja vesihöyryn määrästä kolmiulotteisessa mallihilassa. Tässä väitöskirjassa tarkastellaan
maanpäällisten  satelliittipaikannusmittausten  hyödyntämistä  meteorologisina  havaintoina  HIRLAM  (High
Resolution  Limited  Area  Model)  -sääennustusmallissa.  Geodeettisten  laskentaohjelmistojen  avulla
satelliittipaikannusmittaukset  pystytään  jalostamaan  troposfääriviivehavainnoiksi,  jotka  sisältävät  tietoa
ilmakehän  kosteudesta.  Viivehavainnot  kuvaavat  vesihöyryn  määrää  joko  pystysuunnassa  kunkin
vastaanottimen  yläpuolella  (zeniittiviive)  tai  yksittäisillä  vinoilla  signaalipoluilla  (vinoviive),
laskentamenetelmästä riippuen.
Zeniittiviiveen havaintovirheen kovarianssin määrittämiseen esitetään menetelmä, joka pohjautuu havainnon ja
sen  mallivastineen  välisen  poikkeaman  tilastolliseen  analysointiin.  Menetelmä  hyödyntää
zeniittiviivehavaintojen lisäksi radioluotaus- ja pintapainehavaintoja. Menetelmää soveltamalla saadut tulokset
osoittavat kovarianssin olevan huomattavan suuri, mikäli havaintoasemien välimatka on pienempi kuin 200 km.
Myös pidemmillä välimatkoilla kovarianssi on nollasta poikkeava.  Radioluotausasemien suhteellisen pienen
lukumäärän vuoksi kovarianssin määrittäminen on vaikeaa, mikäli havaintoasemien välimatka on pieni.
Vinoviivehavaintojen  osoitetaan  sisältävän  tietoa  ilmakehän  vesihöyryjakauman  epäsymmetrisyydestä.
Havaintojen epäsymmetrinen  komponentti  on kuitenkin  yleensä  pienempi  kuin havaintovirheelle  määritetty
keskihajonta. Vinoviivehavaintojen mallinnus kuvataan yksityiskohtaisesti.  Väitöskirjassa tarkastellaan myös
muita  erityisesti  vinoviiveiden  hyödyntämiseen  liittyviä  aiheita,  kuten  havainto-  ja  ennustusvirheiden
tilastollisten  ominaisuuksien  määrittämistä,  havaintojen  laadunvalvontaa  ja  paikallisen  virhekorrelaation
huomioonottamista. Suoritetut mallikokeet osoittavat, että vinoviivehavaintojen sisältämä tieto kosteuskentän
epäsymmetrisyydestä  pystytään  hyödyntämään  data-assimilaatiojärjestelmän  avulla.  Vinoviivehavaintojen
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1 INTRODUCTION
Numerical weather prediction (NWP) models provide the basis for daily weather fore-
casting. On the scales resolved by the NWP model grid, the atmospheric flow can be
characterized by a set of non-linear partial differential equations (e.g. Holton, 1992;
Pielke, 2002). The evolution of the pressure, temperature, wind and humidity (water
vapour) fields in the model atmosphere follows from time integration of these equa-
tions, starting from the best available initial state. The accuracy of the resulting NWP
forecast depends on the accuracies of the initial model state, the numerical formulation
of the atmospheric dynamics, and the physical parameterization schemes adopted in
order to account for the sub-grid scale processes.
The following properties are characteristic of atmospheric water vapour: First,
the horizontal and vertical length scales are short compared with those of pressure and
temperature (Berre, 2000). Second, the coupling of humidity with other atmospheric
quantities is weak. Third, steep horizontal and vertical gradients are common. Fourth,
the distribution of the water vapour concentrations actually occurring in the atmosphere
is special; concentrations vary rather uniformly between zero and a slight supersatura-
tion. Finally, water vapour plays a key role in several processes of relevance in NWP.
These processes include, e.g., cloud and rain formation, the absorption and emission of
latent heat, and solar and terrestrial radiative transfer.
As operational NWP systems evolve towards convective-scale modelling, observ-
ing systems are needed capable of measuring atmospheric humidity at a high resolution.
Traditionally, the radiosonde observing network has been the most important source of
humidity information for NWP. This information is supplemented by in situ measure-
ments from synoptic ground stations and aircrafts. Remote sensing technology provides
a further increase in the number of available humidity observations. There are two ba-
sically different principles used for the remote sensing of water vapour. First, the effect
of humidity on atmospheric radiation properties is exploited by measuring the radia-
tion emitted by the atmosphere, either by space-borne or ground-based sensors in the
infrared or microwave part of the electromagnetic spectrum (Andersson et al., 1994;
Derber and Wu, 1998; Feltz et al., 2003). Second, advantage is taken of the relation-
ship between humidity and microwave refractivity. Such refractivity measurements can
be processed, in integrated form, as by-products of geodetic processing using ground-
based measurement data from the Global Positioning System (GPS) (Bevis et al., 1992;
Elgered et al., 2005). In the context of GPS meteorology, the integrated refractivity
measurements are referred to as tropospheric delay observations.
This thesis reviews methodological development carried out in the framework of
the High Resolution Limited Area Model (HIRLAM) NWP system in order to allow
data assimilation of tropospheric delay observations. The thesis consists of an intro-
ductory part and four original publications, which are referred to as Papers I–IV. The
introductory part is structured as follows. The framework of NWP and data assim-
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ilation is outlined in Chapter 2, followed by a discussion on the ground-based GPS
observations in Chapter 3. The main results concerning the data assimilation of the
tropospheric delay observations, presented in Papers I–IV, are discussed in Chapter 4.
Chapter 5 presents the conclusions.
The contents of Papers I–IV and the author’s contribution are briefly outlined be-
low.
I PAPER I presents and illustrates a method for determination of the horizontal
error covariance of GPS Zenith Total Delay observations. The method is an ex-
tension of the observation method, introduced by Hollingsworth and Lönnberg
(1986), to the general case of correlated observation errors. As a result, least-
squares-fitted coefficients of a four-parameter covariance function are provided
separately for each season and for the yearly mean. The author of this thesis is
responsible for all the calculations and for a large part of the analyses and writing.
II PAPER II introduces an algorithm for numerical modelling of GPS Slant Delay
(SD) observations. Such an algorithm can be applied as an observation oper-
ator in variational data assimilation for NWP. The paper includes an algorithm
description and validation against geodetically-processed SD observations. The
author has contributed to the observation operator design and is responsible for
all coding and experimentation and for a large part of the writing.
III PAPER III describes the implementation of SD data assimilation in the context
of the HIRLAM 3D-Var data assimilation system. The implementation covers
aspects of the observation operator, the determination of observation and back-
ground error statistics, the tuning of background quality control, and the imple-
mentation of observation error correlations. The paper also validates the imple-
mentation by data assimilation impact studies utilizing hypothetical and real SD
observations. The author has contributed to the data assimilation system devel-
opment, and is responsible for all coding and experimentation, as well as a major
part of the writing.
IV PAPER IV investigates the azimuthally asymmetric properties of SD observations
and their NWP model counterparts. The contribution of azimuthal asymmetry is
found to be usually below the level of measurement noise. Nevertheless, cases
of extreme asymmetry are shown to be related to actual atmospheric features.
Moreover, the NWP model’s representation of the asymmetric information con-
tent is shown to improve with increasing horizontal resolution. The author is the
primary contributor of the article, including the experiment design, running the
HIRLAM NWP model, analysis of the results and writing.
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2 NUMERICAL WEATHER PREDICTION
NWP systems can be divided into two groups according to the model domain. Global
NWP systems cover the whole Earth with a grid spacing of around 20–50 km and pro-
vide forecasts up to 10–15 days ahead. Limited area models cover smaller geographical
areas of interest with a denser grid than that in global models, and provide forecasts up
to 48–72 hours ahead. Convective-scale models, which are being developed at present,
are limited area models aiming at short-range forecasts up to 3–18 hours ahead. Lim-
ited area models require external input for the lateral boundary conditions; usually these
input data are retrieved from either coarser resolution limited area model forecasts or
from global NWPs.
Deterministic NWP systems consist of two main components, which are the anal-
ysis system and the forecast model. The purpose of the analysis system is to provide the
initial condition for the forecast model. In a statistical sense, the optimal initial con-
dition results from the process of data assimilation. The forecast model, on the other
hand, integrates the model equations forward in time in order to provide predictions of
atmospheric state at a given time in the future. Failure in the performance of either of
these components inevitably leads to an unsuccessful numerical forecast.
2.1 DATA ASSIMILATION METHODS
Determination of the initial condition (analysis) for the forecast model is a statistical
estimation problem, which is solved by the methods of data assimilation. In short,
data assimilation updates the model background field by using the new information
contained in meteorological observations. The model background field is usually a
short-range forecast from the previous analysis. A statistically optimal data assimila-
tion scheme searches for the maximum-likelihood estimate of the atmospheric state by
taking the statistical properties of observation and background errors into account.










(H[x] − y)TR−1(H[x] − y), (2.1)
where x is the model state, xb is the background field, y represents the observations,
B and R are the background and observation error covariance matrices, respectively,
and H is the observation operator producing the model equivalent to the observations
from a given x. Under the assumptions that the observation and background errors
are random gaussian with zero mean and uncorrelated with each other, the statistically
optimal analysis corresponds to the minimum of the cost function (2.1). The optimal
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analysis thus essentially minimizes the squared departures from the background and
the observations, weighted by their respective errors.
Variational data assimilation
Variational data assimilation algorithms are based on iterative minimization of the cost
function J . It is useful to formulate the cost function by means of an analysis increment
δx defined as
δx = x − xb. (2.2)








(H[xb + δx] − y)
TR−1(H[xb + δx] − y). (2.3)
In practical NWP applications, the minimization of the cost function is not possible











and assuming the validity of the tangent-linear hypothesis1
H[xb + δx] − H[xb] = Hδx, (2.5)








(H[xb] − y + Hδx)
TR−1(H[xb] − y + Hδx). (2.6)
Equation (2.6) is known as the incremental cost function (Courtier et al., 1994).
In variational data assimilation algorithms, the analysis control vector is updated
by the gradient of the cost function
∇δxJ = B
−1δx + HTR−1(H[xb] − y + Hδx) (2.7)
at each iteration step. The transpose of the tangent-linear observation operator (HT ) is
often called the adjoint of the observation operator. This adjoint operator transforms the
1The tangent-linear hypothesis states that the second- and higher-order terms of a Taylor series ex-
pansion are negligible.
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weighted departure between the model state and the observations from the observation
space to the model space.
Equations (2.1)-(2.7) are general and they can, in principle, be applied to a large
variety of problems dealing with the state estimation of a dynamical system. In NWP
applications, the variational data assimilation is usually performed in either three (3D-
Var) or four (4D-Var) dimensions. The model equivalents to the observations are pro-
duced through observation modelling by the observation operator H . In 4D-Var, the
observation modelling involves model state integration in time in addition to the three-
dimensional observation modelling performed in 3D-Var. This implies that the 4D-Var
data assimilation system needs to be supplemented with a dynamical forecast model.
The forecast model equations, in addition to the observation operator, are linearized
in 4D-Var around the background field. Therefore, tangent-linear and adjoint codes
need to be written for the forecast model in a similar fashion as those written for the
observation operator.
Alternative data assimilation algorithms
Most of the data assimilation methods currently in use for NWP, including three-
dimensional variational data assimilation, are approximations of the Extended Kalman
Filter (EKF)2. EKF is a sequential estimation algorithm, which updates the state esti-
mate at each time step using the new observations and an a priori estimate derived from
the previous state estimate. In addition to the state estimate, the full EKF updates the
error covariance matrix for the state estimate at each time step. Moreover, both the state
estimate and the error covariance matrix are propagated forward to the next time step
in such a way that the error covariances of the forecast model are taken into account.
While the Kalman filter has proved to be very useful for the state estimation of dynam-
ical systems of a limited dimension, it is too expensive to be used for meteorological
data assimilation.
Variational data assimilation uses iterative methods in order to find the minimum
of the cost function. In low-dimension analysis problems, the cost function minimum
can also be solved explicitly by setting the cost function gradient (2.7) to zero and
solving the resulting equation for δx. This approach yields a minimum-variance esti-
mate of x with no assumptions about the observation or background error probability
distribution functions. The formerly popular data assimilation algorithm of Optimum
Interpolation (OI) uses this approach. The increasing need for the use of remote sensing
based observations limits the usability of the OI algorithm.
The Ensemble Kalman Filter (EnKF; Evensen, 1994) is widely considered as one
of the most relevant approximations of EKF from the modern NWP point of view.
While the full EKF provides the analysis error covariance matrix explicitly, EnKF ap-
2Four-dimensional variational data assimilation is an approximation of the Kalman Smoother, which
is a generalization of EKF.
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proximates this matrix on the basis of a spread between a number of equally likely state
estimates. Ensemble sizes of around 100 are found to be operationally feasible and
still large enough for NWP applications (Houtekamer and Mitchell, 2001). However,
approximations like EnKF have not, so far, shown improved skill over the variational
data assimilation algorithms.
2.2 MODEL DYNAMICS AND PHYSICAL PARAMETERIZATIONS
The deterministic propagation of the NWP model state in time is governed by the fol-
lowing partial differential equations (e.g. Pielke, 2002):
∂~V
∂t
= −~V · ∇~V − 2~Ω × ~V − ρ−1∇p + ~g (2.8)
∂ρ
∂t
= −(∇ · ρ~V ) (2.9)
∂θ
∂t
= −~V · ∇θ + Sθ (2.10)
∂qn
∂t
= −~V · ∇qn + Sqn , n = 1, 2, 3 (2.11)
∂χm
∂t
= −~V · ∇χm + Sχm , m = 1, 2, . . . ,M (2.12)
This set of partial differential equations represents the physical conservation laws of
momentum, mass, heat, water, and other gaseous constituents of air, respectively. In
Eqs. (2.8)-(2.12), t is the time, ~V is the wind vector, ρ is the density, θ is the potential
temperature, qn is the mass ratio between each of the water phases and air, and χm is
the mass ratio between any chemical substance and air. Moreover, ~Ω is the angular
velocity of the Earth’s rotation, p is the pressure, and ~g is the gravitational acceleration.
Sθ, Sqn , and Sχm represent the source / sink terms of heat, water (in any of its three
phases) and other chemical constituents, respectively. This set of equations constitutes
the NWP model dynamics, and it is solved at each time step of the model integration.
The need for physical parameterizations arises from the numerical discretization
of the model dynamics. The NWP model uses grid-box averaging in four dimensions.
This means that the atmosphere is approximated as a set of grid boxes, and only the
grid box mean values of the atmospheric quantities at each time step are explicitly
determined. The decomposition
φ = φ + φ′ (2.13)
illustrates this concept. In Eq. (2.13), φ represents any one of the variables appearing in
Eqs. (2.8)-(2.12). The value of φ at any time instant at any single point can be thought
of as a sum of the grid box mean value φ and the deviation from the grid box mean,
i.e., the subgrid scale perturbation φ′. This decomposition is applied to all variables
appearing in Eqs. (2.8)-(2.12).
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According to the definition, the grid-box averaging of the subgrid scale perturba-
tions results in zero. This simplifies the formulation of the model equations, as most
of the actually-needed terms are not contributed to by the subgrid scale perturbation.
The net effect of the subgrid scale perturbations felt on the resolvable scale comes from
products of the form φ′φ′. This net effect needs to be parameterized as a function of
the grid box mean values. The development of physical parameterization methods is an
area of active research (e.g. Niemelä and Fortelius, 2005; Rontu, 2006).
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3 GROUND-BASED GPS OBSERVING SYSTEM
At the time of writing, the space segment of GPS consists of 31 satellites in circular
orbits at a height of about 20 200 km above the ground. Each GPS satellite transmits
a modulated signal at two frequencies in the microwave domain. Simultaneous recep-
tion of signals from at least four GPS satellites allows determination of the receiver
coordinates in the terrestrial reference frame (e.g. Hofmann–Wellenhof et al., 2001;
Strang and Borre, 1997). While relatively cheap, portable GPS receivers are able to
provide real-time positioning accuracy as high as a few metres by utilizing so-called
code pseudorange measurements, the receivers used for geophysical research can pro-
vide absolute accuracy of a few centimetres. Such an increased positioning accuracy
is achieved by geodetic post-processing of dual-frequency measurements of so-called
phase pseudoranges over a time interval of considerable duration. Figure 3.1 shows the
positions of the Global Positioning System (GPS) satellites as viewed at the permanent
receiver station Oulu, maintained by the Finnish Geodetic Institute (FGI), on 1 October















FIGURE 3.1. Positions of the GPS satellites in the sky as viewed at the Oulu GPS receiver sta-
tion on 1 October 2005 at 00–01 UTC. Circles denote the positions of each satellite




The atmospheric effect on GPS signal propagation rises from ionized particles on the
one hand, and from the neutral medium on the other. These two phenomena are known
as ionospheric delay and tropospheric delay, respectively. Ionospheric delay is disper-
sive and depends on the frequency of the microwave signal. Dual-frequency measure-
ments thus allow one to a large extent to eliminate the ionospheric delay in processing.
Taking the ionospheric (∆I) and tropospheric (∆T ) delays into account, the phase pseu-
dorange observation equation can be written as (Blewitt, 1997)
L = % + c(δrec − δ
sat) + λ(ϕ0,rec − ϕ
sat
0
) − λNi + ∆
T − ∆I , (3.1)
where L is the phase pseudorange, i.e., the phase difference, in length units, between the
received carrier wave and the referencing wave created by the receiver, % is the distance
between the satellite and the receiver, c is the vacuum speed of light, δrec and δsat are
the clock biases of the receiver and the satellite, respectively, λ is the wavelength of the
carrier wave, ϕ0,rec and ϕsat0 are the initial phases of the referencing wave and the carrier
wave, respectively, and Ni is the integer ambiquity, i.e., the number of full wavelengths
between the satellite and the receiver.
The tropospheric delay is defined as the difference between (i) the real travel time
of a signal from a GPS satellite to a ground-based receiver and (ii) the travel time that
would occur if there was no atmosphere affecting the signal propagation. In practical
applications, tropospheric delay is usually expressed as the time difference multiplied
by the vacuum speed of light. This allows one to interpret the tropospheric delay as
the apparent excess path length due to the neutral atmosphere. The contribution of
tropospheric delay to a pseudorange measurement is of the order of 2–3 metres, if the
satellite is relatively close to local zenith and the receiver is located near the mean sea
level.








where n is the real part of the atmospheric refractive index, s is the actual signal path
through the atmosphere, and g is the geometrical path, i.e., the hypothetical signal path




















This expression shows that the tropospheric delay is contributed to by the decrease of
the microwave propagation speed on the one hand, and by the increased path length on
the other. The latter effect is sometimes called the geometric delay and is of significance
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FIGURE 3.2. Increase of the microwave propagation path length (geometric delay) as a function
of satellite zenith angle in the reference atmospheres.
when measurements from very large zenith angles (low elevation angles) are concerned.
Figure 3.2 shows the contribution of the geometric delay as a function of satellite zenith
angle in the reference atmospheres of McClatchey et al. (1971). At a satellite zenith
angle of 80◦, for instance, the bending term accounts for about 4 cm. At smaller zenith
angles, the delay due to the decrease of propagation speed accounts for more than
99.7% of the total tropospheric delay.
The geometric delay is assumed negligible throughout the work presented in this
thesis. With this assumption, the tropospheric delay reduces to the integral of refractiv-








where N=106(n− 1) is the refractivity. Moreover, in the microwave range N is related
to atmospheric quantities through











where pd and e are the pressures of dry air and water vapour, respectively, T is the
temperature, Zd and Zw are the compressibility factors of dry air and water vapour, re-
spectively and k1, k2 and k3 are coefficients with empirically-determined values. Equa-
tions (3.4) and (3.5) provide the basis for the concept known as ground-based GPS
meteorology (Bevis et al., 1992).
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In the case of a receiver operating over a sufficiently long period of time, the
unknown parameters of Eq. (3.1), including ∆T , can be solved as a least-squares ad-
justment using the methods of linear algebra. From the perspective of NWP, the GPS
data processing needs to be carried out in near-real-time, i.e., within 1–2 hours after sig-
nal reception. Several data processing centres in Europe, the United States and Japan
have shown that the processing and delivery of tropospheric delay estimates is possi-
ble in near-real-time without introducing too large an increase in the noise level of the
processing output (Elgered et al., 2005).
3.2 ZENITH DELAY OBSERVATIONS
Most geodetic processing software supports an estimation of the Zenith Total Delay
(ZTD) from the raw pseudorange measurements in a network of ground-based GPS
receiver stations. ZTD is a measure of the tropospheric delay in the zenith direction
at a single receiver station. A significant amount of research has been conducted on
the use of processed ZTD observations for NWP applications (e.g. De Pondeca and
Zou, 2001; Vedel and Huang, 2004; Elgered et al., 2005). Data assimilation of ZTD
observations into limited area NWP systems has recently become operational practice
both at Meteo-France and at the UK Met Office, and similar activities are expected to
take place in the near future at other meteorological institutes, too.
In GPS data processing, it is usually beneficial to separate ZTD in two compo-
nents, the Zenith Hydrostatic Delay (ZHD) and the Zenith Wet Delay (ZWD) (Bevis et
al., 1992). ZTD is always dominated by ZHD; in typical atmospheric conditions, ZHD
accounts for more than 90% of ZTD. While ZHD can be relatively accurately modelled
in terms of surface pressure measurements, it is ZWD which has the largest potential
for meteorological applications. This follows from the fact that ZWD is sensitive to
humidity at higher altitudes, which is not the case with ZHD.
The barometric pressure p can be separated into the partial pressures of dry air
(pd) and water vapour (e). Let us further assume that both dry air and water vapour are
ideal gases, i.e., the compressibility factors appearing in Eq. 3.5 are Zd=Zw=1.0 (Bevis
et al., 1992). Under the ideal gas assumption, the densities of dry air and water vapour









where Rd and Rw are the gas constants of dry air and water vapour, respectively. The
density of the compound air is simply obtained as a sum
ρ = ρd + ρw. (3.8)
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Since we are dealing with zenith delays, the signal path s is a vertical column, ∆T is
equal to ZTD, and the integration of Eq. 3.4 is performed between the GPS receiver























The first term on the right-hand-side of Eq. (3.10) integrates the density of compound
air, including both dry and moist constituents, while the remaining two terms integrate
water vapour density and the ratio of water vapour density and temperature, respec-
tively. The first term is interpreted as ZHD. Applying the hydrostatic equation
dp = −gρdz, (3.11)





















where g∗ is the local gravitational acceleration at the centre of mass of the vertical air
column and the integration is performed between zero and pressure pr at the receiver
level. g∗ is about 0.2 ms−2 smaller than the local gravitational acceleration at mean sea
level. Equation (3.12), shows the dependency of ZHD on receiver level pressure. The
dependence of ZWD on the vertical distributions of meteorological quantities is given
by the second and third terms of Eq. (3.10), and it cannot be essentially simplified
without making additional assumptions.
GPS data processing makes use of prescribed mapping functions for relating a
delay component corresponding to a satellite at an arbitrary zenith angle to a zenith
delay. In modern GPS meteorology, the most widely-adopted mapping functions are
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those suggested by Niell (1996), Niell (2001), Boehm and Schuh (2004) and Boehm et
al. (2006). All of these mapping functions are specified separately for the hydrostatic
and wet delay contributions. Using the hydrostatic and wet mapping functions (mh and
mw), the tropospheric refraction can be formulated as
∆T = mhZHD + mwZWD. (3.13)
Since ZHD can be determined from the surface measurements of pressure alone, it is
ZWD which is usually estimated as a part of the GPS data processing. Finally, the ZTD
observation is obtained as a sum of ZHD and ZWD.
Papers I–IV included in this thesis use the values suggested by Bevis et al. (1994)
for the refractivity coefficients appearing in Eqs. (3.5), (3.9), (3.10) and (3.12). These
values are k1 = 77.60 K hPa−1, k2 = 70.4 K hPa−1 and k3 = 3.739×10−5 K2 hPa−1. The
gas constants for dry air and for water vapour are Rd = 287.04 J kg−1 K−1 and Rw =
461.50 J kg−1 K−1, respectively.
3.3 INTEGRATED WATER VAPOUR OBSERVATIONS
By making additional assumptions about the vertical temperature and humidity profiles,
the obtained ZTD from the GPS measurements can be further processed into Integrated
Water Vapour (IWV). There have been reports on the use of GPS-derived IWV esti-
mates for NWP (Pacione et al., 2001; Falvey and Beavan, 2002; Guerova et al., 2006)
or for nowcasting (De Haan et al., 2004).































In order to derive a relationship between ZWD and IWV, it is useful to introduce a

























and Eq. (3.15) can now be rewritten as












Conversion of ZWD into IWV thus depends on Tm, which in turn depends on the ver-
tical profiles of temperature and humidity. In practical applications, Tm is determined
from the surface measurements by using some kind of regression formula. This proce-
dure is likely to increase IWV observation error variance and introduce horizontal and
temporal observation error correlations. For this reason, ZTD observations are usually
preferred over IWV observations in the variational data assimilation framework.
3.4 SLANT DELAY OBSERVATIONS
Estimating tropospheric delays along the actual signal paths between GPS satellites and
ground-based receiver stations provides Slant Delay (SD) observations. Compared with
ZTD observations, SD observations have the following advantages: First, as shown by
Eq. (3.4), the tropospheric delay actually occurs along slanted signal paths. Therefore,
SD observations represent the observed quantities. Second, applying tomographical
methods to SD observations allows the retrieval of the three-dimensional humidity dis-
tribution. As ZTD observations are vertical integrals, the best that they can provide is
a two-dimensional field of IWV. Third, SD observations contain less filtering. While a
ZTD observation represents an averaged measure of tropospheric delay, an SD observa-
tion is considered as a line measurement. Fourth, SD observations potentially contain
azimuthally asymmetric humidity information. Such information is of significance in
regions characterized by atmospheric humidity gradients. These advantages make SD
a particularly interesting observation type from the data assimilation point of view.
The inherent characteristic of containing azimuthally asymmetric information is
one of the most interesting properties of SD observations. To assess the relevance of
this property, it is essential to be able to separate SD observations into azimuthally sym-
metric and asymmetric components. Traditional GPS data processing, in fact, produces
the azimuthally symmetric component SDs as a linear combination of ZHD and ZWD
as given by Eq. (3.13). If SD observations are meant to provide information that is
not provided by ZTD observations, it is crucial to be able to retrieve the azimuthally
asymmetric component SDa as a part of the processing.
SD data processing has been discussed by Ware et al. (1997), Alber et al. (2000)
and De Haan et al. (2002). All of these studies rely on the assumption that SDa can
be retrieved from fitting residuals of the geodetic least-squares network solution. This
means that all such errors affecting the GPS processing, that are not explicitly removed,
end up in the processed SD observations. Moreover, since the least-squares method
simultaneously adjusts all the unknown parameters to find the optimal fit to all the
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measurements, it is unlikely that the actual residuals have a one-to-one correspondence
with the actual asymmetric contribution of tropospheric delay in the raw pseudorange
measurements. This aspect has been brought up by Elosegui and Davis (2003). It can
be summarized that currently-used SD data processing techniques are unsuitable from
the NWP point of view, and further research is needed before operational processing of
SD observations can be considered reasonable for data assimilation.
Partly due to the unsolved questions concerning SD data processing, the SD data
assimilation experiments reported so far have focused on the use of hypothetical SD
observations (MacDonald et al., 2002; Ha et al., 2003; Liu and Xue, 2006). All of these
studies have shown that the idealized SD observations have the potential to improve the
retrieval of the humidity field compared with the data assimilation of ZTD observations.
However, it has not yet been shown that the real SD observations have such properties.
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4 DEVELOPMENT OF GROUND-BASED GPS DATA
ASSIMILATION
This chapter provides an overview of the scientific results originally reported in the
papers included in this thesis. All of the results have been obtained in the framework
of the three-dimensional data assimilation (3D-Var) system (Gustafsson et al., 2001;
Lindskog et al., 2001) of the High Resolution Limited Area Model (HIRLAM; Undén
et al., 2002). The results presented in Papers I, II, III, and IV are discussed in Sections
4.1, 4.2, 4.3, and 4.4, respectively.
4.1 ZTD OBSERVATION ERROR COVARIANCE
The errors of two independent observations are uncorrelated with each other. For ex-
ample, two separate barometers provide independent pressure measurements, and the
corresponding observation errors are uncorrelated. In contrast, mutually-dependent
observations imply correlated observation errors. There are two cases that result in
mutually-dependent observations. First, if several observations originate from a sin-
gle observing instrument, for instance from a radiosonde sensor or a doppler radar, the
observations are mutually dependent. Second, mutual dependence can be due to obser-
vation preprocessing. This is so in the case of temperature and humidity retrievals from
satellite measurements. Observation error correlations complicate evaluation of the
cost function (2.6) and the cost function gradient (2.7) through inserting non-diagonal
elements into the observation error covariance matrix. In case of ZTD observations,
spatial observation error correlations are due to the geodetic processing. PAPER I fo-
cuses on the estimation of the statistical properties of the horizontal observation error
covariance of ZTD.
The method applied is an extension of the observation method originally intended
for background error covariance estimation (Hollingsworth and Lönnberg, 1986). The
input data for the covariance estimation consists of the observation minus model back-
ground (innovation) values of ZTD, surface pressure ps and integrated water vapour
(IWV) observed at ground-based GPS receiver stations, synoptic stations and radiosonde
observing stations, respectively. The dependence of ZTD on ps and IWV is approxi-
mated as
ZTD = a ps + b IWV, (4.1)
where a = 2.2809 × 10−3 m hPa−1 and b = 6.2777. Moreover, the ZTD innovation






− bεbIWV , (4.2)
where εoZTD is the ZTD observation error, and εbps and ε
b
IWV are the background errors
























FIGURE 4.1. Terms of Eq. (4.3) as a function of station separation for the three-month autumn
period (Figure 4 of PAPER I).
lated with each other, and that the observation errors are uncorrelated for both ps and
IWV . It is shown in PAPER I that, under these assumptions, the ZTD observation error
















where cov(dZTD,i, dZTD,j), cov(dps,i, dps,j), and cov(dIWV,i, dIWV,j) are the innovation
covariances of ZTD, ps and IWV, respectively.
The mean values of the innovation covariances are determined from the innovation


























is fitted to the mean values. In Eq. (4.4), r is the station separation, and R1, L1, R2, and
L2 are the model parameters. Figure 4.1 shows the fitted innovation covariance models
(INN, ZHD and ZWD -terms) as a function of station separation for the autumn season.
The heavy dashed line represents the ZTD observation error covariance determined as
a linear combination of the three innovation covariance models. The conclusions from
Fig. 4.1 are as follows:
• At station separations shorter than 400 km, the IWV background error covari-
ance (ZWD -term; dotted line in Fig. 4.1) is the main contributor to the ZTD
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innovation covariance.
• The ZTD observation error covariance (heavy dashed line in Fig. 4.1) appears
relatively large at station separations shorter than 200 km.
• At station separations longer than 700 km, the ZTD observation error covariance
equals the ZTD innovation covariance (solid line in Fig. 4.1).
• The surface pressure innovation covariance (ZHD -term; thin dashed line in Fig.
4.1) contributes very little to the ZTD innovation covariance.
Finally, the ZTD observation error covariance is approximated by the isotropic
covariance model (Eq. (4.4)). This approximation is obtained by using two slightly
different estimation methods. First, the 12 -parameter covariance model, resulting from
the linear combination of the three four-parameter innovation covariance models, is
used as input for a least-squares fitting in order to obtain a single four-parameter model.
This method is called ”estimation in model space”. Second, the ZTD observation error
covariances are calculated directly from the bin-averaged innovation covariances, and
the least-squares fitting of Eq. (4.4) is performed only once. This method is called
”estimation in innovation space”.
The covariance model parameters are determined separately for each season and
for the yearly mean. The resulting ZTD observation error covariance parameters are
shown in Table 4.1. The results of the two estimation methods generally support each
other, in particular in the case of the yearly mean parameters. The seasonal values
show considerable differences, which effectively appear in the covariance models at
very short station separations. These differences are likely to be due to the insufficient
horizontal resolution of the radiosonde observing network (Stoew et al., 2001).
Table 4.1 Seasonal and yearly mean parameters of the ZTD observation error covariance
model. For each season, the upper row represents “estimation in model space”,
and the lower row represents “estimation in innovation space”.
R1 (mm2) L1 (km) R2 (mm2) L2 (km)
Spring 36.1 34.1 21.2 218
90.6 23.0 22.5 214
Summer 105 56.0 14.4 237
175 34.8 28.7 168
Autumn 41.9 61.0 5.71 813
72.9 45.8 4.92 1730
Winter 36.1 46.1 13.3 833
29.2 55.5 12.5 870
Yearly mean 60.0 61.4 9.97 423
61.0 62.3 9.19 476
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4.2 SLANT DELAY OBSERVATION OPERATOR
PAPER II deals with the development and validation of an observation operator for
Slant Delay observations. Equations (3.4) and (3.5) shown in Section 3 provide the ba-
sis for the observation operator development. In principle, the SD observation operator
reduces to a numerical integration of the refractivity along the signal path across the
model atmosphere. In practice, the task of SD observation modelling is considerably
more difficult, since the signal path needs to be determined as a part of the observa-
tion operator. The approach taken in PAPER II is to treat the signal path as a straight
geometric line, as a first approximation. This approximation provides the concept of
Geometrical Path (GP), which is further modified by adding an explicit correction in
order to take the refractive bending into account. Ray-tracing based on Fermat’s prin-
ciple of least travel time would provide an alternative approach, in which the effect of
refractive bending would be implicitly accounted for (Rodgers, 2000).
The SD observation operator determines the signal path across the model grid,
interpolates the model variables from the model grid onto the signal path, calculates
the refractivity distribution along the signal path, and integrates the refractivity along
the signal path.
Two approaches are introduced for the validation of the observation operator. First,
the sensitivity of the modelled SD to the vertical discretization of the NWP model is
studied. Table 4.2 shows the SD for GPS satellites at zenith angles of 0◦ and 80◦, cor-
responding to the sub-arctic summer reference atmosphere discretized at 31, 61, 121,
241, 481, 961 and 1921 levels. In principle, the observation operator should show no
dependence on the details of the model discretization. According to Table 4.2, the de-
pendence in this case is below the level of 0.1 cm of SD. Comparison, for instance,
with the standard deviation of SD observation minus background -departure (Fig. 5b in
PAPER II) shows that such a dependence is negligible with respect to the other inaccu-
racies present in SD modelling.
The second approach for the validation is based on comparing the modelled SD
Table 4.2 Slant Delay, in centimetres, in a reference atmosphere at satellite zenith angles of 0◦
and 80◦ as a function of the number of NWP model levels (K) (Table 2 of PAPER II).



























FIGURE 4.2. Mean of the difference between modelled and observed SD as a function of satel-
lite zenith angle as calculated using different observation operator versions (Figure
5a of PAPER II).
with the SD observations. The data set used consists of 360 857 SD observations pro-
cessed at the Technical University of Delft for 16 receiver stations located in the Nether-
lands, Belgium, Germany, Great Britain and Sweden. The data set spans the time period
of 1–24 May 2003.
Three simplifications of the SD modelling are studied. These simplifications ne-
glect (1) the apparent decrease of the satellite zenith angle (due to Earth’s curvature)
as the viewing point moves along the signal path towards the satellite, (2) the apparent
decrease of the satellite zenith angle due to refractive bending of the signal path, and
(3) the effect of the NWP model level height gradients on signal path determination.
The impacts of these simplifications are illustrated in Fig. 4.2. Each curve refers to
one observation operator version and shows the mean difference between the modelled
and the observed SD as a function of satellite zenith angle. While the ADVV version
of the observation operator (dash-dotted line) applies no simplifications and is the most
advanced observation operator utilized in this study, the GP version (thin solid line) ap-
plies all three simplifications. The other versions differ from GP by applying only two
of the three possible simplifications. The differences (CURV-GP), (BEND-GP) and
(ITER-GP) therefore show the impacts of taking into account the decrease of zenith
angle due to Earth’s curvature, the decrease of zenith angle due to refractive bending of
the signal path, and the effect of the NWP model level height gradients, respectively.
Figure 4.2 shows no difference between the GP and ITER curves. It is concluded
that the model level height gradients can be neglected, at least in the cases represented
by the verifying SD data set. On the other hand, the effects of refractive bending and the
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Earth’s curvature on the apparent satellite zenith angle seem to be too large to warrant
being neglected by the observation operator. This conclusion holds in particular at
satellite zenith angles larger than about 60◦.
Figure 4.2 suggests that the SD data assimilation would benefit from the imple-
mentation of a bias correction algorithm, in particular at large satellite zenith angles.
However, it is possible that modelling improvements may eliminate the need for the
bias correction in the future. One potential improvement would include the effect of
geometric delay, i.e., the increase of the signal path length that is due to refractive
bending, in the SD modelling. It is obvious that such an improvement in the observa-
tion operator would result in a shift of the ADVV curve towards zero at zenith angles
70◦–80◦.
4.3 DATA ASSIMILATION ISSUES FOR SLANT DELAY OBSERVATIONS
PAPER III describes further developments made in order to enable the data assimilation
of SD observations in the HIRLAM 3D-Var framework. These tasks include writing
the tangent-linear and adjoint codes for the non-linear observation operator, implemen-
tation of the observation operator in the data assimilation architecture, determination
of the observation error statistics, tuning of the observation quality control parameters,
and modifying the data assimilation code in order to enable accounting for the local
observation error correlation. Moreover, the impact of the SD data assimilation on the
numerical analyses is validated by experiments using hypothetical observations, and
the impact of real SD data is compared with impacts from other humidity observation
types.
Figure 4.3 plots the vertical profile of the specific humidity analysis increment
(solid line) in the case of assimilating a hypothetical SD observation at a satellite zenith
angle of 0◦. For comparison, the background specific humidity profile is also plotted
(dashed line). It is noteworthy that, even though most of the background water vapour is
below the pressure level of 925 hPa, the largest analysis increment occurs higher in the
atmosphere. In fact, the vertical structure of the analysis increment is determined solely
by the specification of the specific humidity background error variances. This follows
from the SD observation being an integral measure of refractivity. Earlier studies have
shown that the uncertainty in the background humidity is largest at pressure levels close
to 800 hPa (Andersson et al., 2000; Berre, 2000).
An experiment is conducted in order to demonstrate the capability of the data
assimilation system to extract the azimuthally-asymmetric information content from
the SD observations. The experiment consists of assimilating eight hypothetical SD
observations from a single ground-based receiver station. The characteristics of the ob-
servations are tuned corresponding to the hypothesis of a zonal gradient in the specific
humidity background error at the receiver station. Figure 4.4 shows the resulting analy-
sis increment in specific humidity at a single NWP model level. The analysis increment
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FIGURE 4.3. Vertical profiles of the background (dashed line) and the analysis increment (solid
line) of specific humidity (Figure 3 of PAPER III).
is clearly asymmetric, showing maximum absolute increments shifted by about 200 km
to the west and to the east of the receiver station. In a 3D-Var context, such a dipole
structure could not be obtained by assimilating, for instance, ZTD observations from
a single receiver station. The horizontal spread of the analysis increment follows from
the specification of the specific humidity background error covariances.
4.4 ASYMMETRY PROPERTIES OF SLANT DELAY
The azimuthally-asymmetric properties of both SD observations and their NWP model
counterparts are investigated in PAPER IV. There the hypothesis is stated that the SD ob-
servations contain information on atmospheric asymmetry. The paper aims at demon-
strating the validity of this hypothesis. Such a demonstration is considered to be crucial
for the motivation of SD data assimilation: if the hypothesis were not found to be valid,
no reason would exist to believe that the SD observations could provide information
which was not provided by the ZTD observations. Moreover, in order to justify SD
data assimilation, the NWP model grid is required to be dense enough, so that the me-
teorological phenomena represented by the asymmetric information can, at least partly,
be modelled explicitly.
The study makes use of SD observations and their NWP model counterparts as
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FIGURE 4.4. Specific humidity analysis increment on model level 27 (at approximately 770
hPa) resulting from the data assimilation of eight hypothetical SD observations ob-
served at a single receiver station (at 57.40◦N, 11.93◦E). Contour interval is 0.02
g kg−1, negative contours are dashed and the zero contour is omitted (Figure 6 of
PAPER III).
calculated from three-hour forecasts of the HIRLAM model run at four different hor-
izontal resolutions. For an observation or a model counterpart SDi, the asymmetric
component SDa,i is obtained through










where mh is the hydrostatic mapping function proposed by Niell (1996), and M is the
number of simultaneous SD observations at the receiver station in question. Effectively,
this procedure first determines the symmetric component SDs (second term on the
right-hand-side of Eq. (4.5)), which is then subtracted from the total SD. As all of the
SD components are very highly dependent on the satellite zenith angle, a concept of




Figure 4.5 shows the percentages of those SD observations and NWP model coun-
terparts, which exceed a given threshold of asymmetricity. The percentage curves are
plotted for the NWP grid spacings of 22, 11, 5.6, and 2.8 km. Figure 4.5 gives an idea
of the typical magnitude of the asymmetric contribution in SD; it turns out that this
contribution is usually of the order of 1–3 parts per thousand (ppt), while in extreme
cases it can reach 5–7 ppt of the total SD.
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FIGURE 4.5. Percentages of SD observations and NWP model counterparts that exceed a given
threshold of asymmetricity. (a) Observations (dotted) and model counterparts cal-
culated with grid spacings of 22 km (dashed) and 11 km (solid). (b) As (a), but for
model counterparts calculated with grid spacings of 5.6 km (dashed) and 2.8 km
(solid) (Figures 2 and 3 of PAPER IV).
The behaviour of the observed and the modelled percentage curves are quite dif-
ferent. Cases in which the observed asymmetricity is smaller than 3 ppt constitute about
99% of all cases. If only these cases are concerned, all NWP model resolutions fail to
represent the asymmetricity of observations (dotted line in Fig. 4.5). On the one hand
this suggests that the SD observations contain spurious asymmetricity during periods of
a symmetric atmosphere. This could be understood as the effect of GPS measurement
noise. On the other hand, it is possible that the small asymmetricity values are mainly
related to those small-scale atmospheric phenomena that cannot be resolved with the
NWP models used in this study. In cases of larger asymmetricity, i.e., ra between 3
and 5 ppt, it appears that densifying the model grid improves the representation of the
asymmetricity. The percentages of asymmetricities larger than 5 ppt are overestimated
at grid spacings of 5.6 and 2.8 km (Fig. 4.5b). One reason for this overestimation
could be that part of the asymmetricity contained in the raw data is lost during SD data
processing.
Figure 4.5b shows that a grid spacing of 5.6 km performs as well as one of 2.8 km
in terms of modelling the asymmetricity. In contrast, the histograms of the asymmetric
delay component at limited satellite zenith angle intervals suggest that this conclusion
holds only for cases in which the satellite zenith angle is larger than 65◦ (see Figs. 4
and 5 of PAPER IV). At smaller zenith angles, the 2.8 km grid spacing outperforms all
of the other studied model resolutions. Since the asymmetricity appears most evidently
at the large zenith angles, it is concluded that extraction of the asymmetric information
content of the SD observations requires a horizontal resolution of around 5 km or less
in the NWP system.
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5 CONCLUSIONS
Ground-based GPS meteorology provides observations of tropospheric delay, which is
an integral of the neutral refractivity along either the local vertical (ZTD observations)
or the actual signal path from the satellite to the receiver (SD observations). This thesis
describes the methodological development carried out in order to improve the capability
of the HIRLAM NWP system to make use of ground-based observations using the GPS
system. The development issues presented are relevant for data assimilation of both
ZTD and SD observations.
The ZTD and SD observations are obtained from the processing of raw GPS mea-
surement data through a geodetic network solution. This processing methodology im-
plies mutually dependent observations, with spatially and temporally correlated ob-
servation errors. These error correlations need to be taken into account in order to
maintain the statistical optimality of the data assimilation. As shown in PAPER I, the
spatial ZTD observation error covariance can be estimated by an extended observation
method. This method uses time sequences of observation minus model background
(OmB) -departures of surface pressure, integrated water vapour and ZTD, correspond-
ing to the observations from the synoptic stations, radisonde stations and ground-based
GPS receiver stations, respectively. The ZTD observation errors turn out to be corre-
lated on spatial scales extending up to several hundreds of kilometres. However, the
correlation is most significant on scales shorter than about 200 km. Since the appli-
cability of the extended observation method is limited by the sparse resolution of the
radiosonde observing network, the need for alternative estimation methods remains.
For instance, ensemble data assimilation algorithms provide a promising alternative to
the extended observation method. The temporal error covariance of ZTD observations
has not been studied in this thesis.
SD observations possess the inherent characteristic of containing information about
the azimuthal asymmetries of the atmospheric refractivity field in the vicinity of a single
GPS receiver station. This asymmetry property makes this observation type a partic-
ularly interesting alternative to ZTD observations. The results presented in PAPER IV
suggest that the asymmetric information content is of significance in convective-scale
data assimilation, where the grid spacing is not larger than about 5 km. NWP mod-
els with coarser grids are incapable of representing the azimuthal asymmetry of SD
observations. In the case of synoptic-scale data assimilation, ZTD observations are
therefore expected to have the potential for providing just as complete a description of
atmospheric humidity in three dimensions, as that provided by SD observations.
Observation modelling constitutes an essential part of data assimilation. PAPER II
focuses on the modelling of SD observations and presents an observation operator that
is based on a straight-line approximation of the signal path. The effect of refractive
bending is taken into account by an explicit correction. Statistical verification indi-
cates a systematic difference between the observed and the modelled SD, in particular
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at large satellite zenith angles. Despite the fact that it is not clear whether the system-
atic difference is mainly due to observation or modelling errors, it is obvious that the
observation operator could be improved by further modifications. One potential im-
provement would allow accounting for the effect of geometric delay, i.e., the increase
of the signal path length due to refractive bending.
Finally, the data assimilation of SD has been shown to have the potential to extract
asymmetric information content from the observations for insertion into the numeri-
cal analysis (PAPER III). More experiments still need to be conducted in order to see
whether this property plays a role in the data assimilation of real SD observations. The
implementation of a variational convective-scale data assimilation system is considered
to be a prerequisite for these experiments.
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