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Abstract
We construct a supercharacter theory for the group of invertible elements of a reduced alge-
bra. For the case of the triangular group, we calculate the values of supercharacters on superclasses.
1 Introduction
Traditionally the problem of classification of irreducible representations is con-
sidered to be the main problem in representation theory of finite groups. How-
ever, for some groups like the unitriangular UT(n,Fq), the problem of classifi-
cation of irreducible representations appears to be a ”wild” problem. In 2008
in the paper [4], P.Diaconis and I.M.Isaacs proposed to replace the problem of
classification of irreducible representations by the problem of construction of a
supercharacter theory. In this theory supercharacters and superclasses play the
similar role as the irreducible characters and classes of conjugate elements in
usual theory. In the same paper [4], the authors presented the supercharacter
theory for the algebra groups, i.e. the groups of the type 1 + J , where J is a
nilpotent associative finite dimensional algebra over a finite field. The main ex-
ample is the theory of basic characters for the unitriangular group constructed
by C.A.M.Andre´ [1, 2, 3] and Ning Yan [5].
Notice that a priori there exists several supercharacter theories for a given
group. The most coarse one has only two supercharacters and two superclasses,
and the most precise one ia the theory of irreducible representations. The
main goal is to construct a supercharacter theory that gives the most accurate
approximation of the theory of irreducible characters. The mentioned above
theory for the algebra groups is optimal as far as nobody knows the better one.
Since 2008 many papers have been devoted to the theory of supercharacters;
see the bibliography of the paper [6]. Observe a few papers related to the topic
of this article. In the paper [7], the general supercharacter theory for semidirect
product were presented. However the proposed construction produces rather
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coarse supercharacter theory, which can be improved in examples. In the case of
semidirect product with abelian normal subgroup, there are exist more precise
supercharacter theories [8, 9].
In the present paper, we construct a supercharacter theory for the group of
invertible elements of a reduced algebra (theorem 4.5). This group is semidirect
product of the abelian group H and the algebra group 1 + J , where J is the
radical of a given algebra A. The constructed theory is more accurate as in [7].
On the other hand, the presented supercharacter theory looks like a continua-
tion of the mentioned above theory for the algebra groups [4]. As an example,
we obtain a supercharacter theory for the triangular group T(n,Fq) (theorem
5.2); the values of supercharacters on superclasses are calculated (theorem 5.3).
Recall the main definitions of the paper [4]. Let G be a finite group and
Ch = {χα| α ∈ A}
be a system of characters (representations) of the group G.
Definition 1.1. The system of characters Ch defines a supercharacter theory
of the group G if the characters Ch are pairwise disjoint and there exists a
partition
K = {Kβ| β ∈ B}
of the group G obeying the conditions:
S1) |A| = |B|;
S2) each character χα is constant on each subset Kβ;
S3) {1} ∈ K (hereinafter 1 is the unit element).
We refer to each character from Ch as a supercharacter and to each subset from
K as a superclass.
The easily verified condition S3) is very important; one can see this from the
following statement from [4]. For the readers convenience we present it here
with the proof.
Denote by X the system of subsets {Xα} in Irr(G), where eachXα is a subset
of irreducible constituents of the character χα.
Proposition 1.2 [4, Lemma 2.1]. Suppose that the system of disjoint char-
acters Ch and the system of subsets K obey the conditions S1) and S2). Then
the condition S3) is equivalent to the following condition
S4) the system of subsets X defines a partition of Irr(G) and each character
χα equals to the character
σα =
∑
ψ∈Xα
ψ(1)ψ
2
up to a constant factor.
Proof. Suppose that the condition S3) holds. Every system of disjoint char-
acters is linear independent. Since |A| = |B|, the system Ch is a basis in the
space of all complex-valued functions over G constant on the subsets from K.
The regular character ρ(g) equals to |G|, if g = 1, and equals to 0, if g 6= 1. The
condition S3) implies that ρ(g) is constant on the subsets from K. We have
ρ =
∑
aαχα, where aα ∈ C.
On the other hand, each irreducible character is a constituent of ρ with mul-
tiplicity equals to its dimension. Therefore, every irreducible character is a
constituent of exactly one χα and χα =
1
aα
· σα. This proves S4).
Suppose that the condition S4) holds. The unite of the group belongs to one
of the subsets from K, say K1. The condition S2) implies χα(g) = χα(e) for
any g ∈ K1 and α ∈ A. By S4), we have ρ(g) = ρ(1); this implies g = 1 and
K1 = {1}. ✷
Corollary 1.3. The system of supercharacters is uniquely determined up to
constant factors by the partition Irr(G) =
⋃
Xα.
Notice also some important properties of the systems Ch and K.
Proposition 1.4 [4, 2.2.].
1) Each superclass is a union of the classes of conjugate elements.
2) The partition K is uniquely defined by the partition X and vice versa.
3) The principal character is a supercharacter (up to a constant factor).
2 Group of invertible elements of reduced algebra
Let A be an unital associative finite dimensional algebra defined over a finite
field Fq of q elements. Our main goal is to construct a supercharacter theory
for the group G = A∗ of invertible elements of the algebra A.
It is known that, inthe case of a finite field, there exists a complimentary
subalgebra S to the radical J = J(A) of the algebra A, i.e. A = S⊕ J (see [10,
§11.6]). The subalgebra S is semisimple and is isomorphic to A/J . The algebra
A is reduced if the algebra A/J is commutative (i.e. S is commutative). Then
S is a direct sum of fields [10, §13.6]. Therefore
S = k1e1 ⊕ . . .⊕ knen,
where {e1, . . . , en} is the system of primitive idempotents, and k1, . . . , kn are
the finite extensions of the field Fq. Two elements from S are associated if
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they differ by a factor from H. Any element from S is associated with some
idempotent f = ei1 + . . .+ eim from S.
The group G is a semidirect product of the subgroupH = S∗ of the invertible
elements of the subalgebra S and the normal subgroupN = 1+J . We construct
the group G˜ that consists of all triples τ = (t, a, b), where t ∈ H and a, b ∈ N ,
equipped with operation
((t1, a1, b1) · (t2, a2, b2) = (t1t2, t
−1
2 a1t2a2, t
−1
2 b1t2b2).
We define the representation of the group G˜ in J by the formula
ρ(τ)(x) = taxb−1t−1.
One can define G˜-representation in the dual space J∗ in the natural way
ρ∗(τ)λ(x) = λ(ρ(τ−1)(x)).
One can define also left and right G-representations in J∗ by formulas bλ(x) =
λ(xb) and λa(x) = λ(ax). Then ρ(τ)(λ) = tbλa−1t−1.
For every idempotent e ∈ A, denote by Ae the subalgebra eAe. The subalge-
bra Je = eJe is the radical in Ae. Denote e
′ = 1− e. The Peirce decomposition
take place
J = eJe⊕ eJe′ ⊕ e′Je⊕ e′Je′.
We identify the dual space J∗e with the subspace in J
∗ of all linear forms equal
to zero on all components of the Peirce decomposition apart from the first one.
Definition 2.1.
1) We refer to x ∈ J as singular element if the exists an idempotent e ∈ A,
e 6= 1, such that x ∈ Je. Otherwise we refer to x as regular.
2) We refer to λ ∈ J∗ as singular element if there exists an idempotent e ∈ A,
e 6= 1, such that λ ∈ J∗e . Otherwise we refer to λ as regular.
Lemma 2.2. The following conditions are equivalent: 1) an element x ∈ J
(respectively, λ ∈ J∗) is singular; 2) there exists c ∈ A\J such that cx = xc = 0
(respectively, cλ = λc = 0).
Proof. We shall prove for x ∈ J . The case λ ∈ J∗ is considered similarly.
Notice that the condition x ∈ Je is equivalent to x ∈ J and e
′x = xe′ = 0.
So the element x is singular if there exists an idempotent f 6= 0 such that
fx = xf = 0.
It is evident that 1) implies 2). Let us prove that 2) implies 1). Let c belongs
to A \ J and cx = xc = 0. Suppose that x 6= 0 (the zero element is singular).
The element c generates the commutative subalgebra C = Fq[c] that has the
ideal I = cFq[c]. Since x 6= 0, the codimension of I in C equals to 1.
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Suppose that C is a local algebra. In this case, C has a unique ideal of
codimension 1 and it consists of nilpotents; in particular, c is nilpotent. On the
other hand, as c does not belong to J , it is not nilpotent. Therefore, C is not
a local algebra.
The algebra C contains idempotent f doesn’t equal to 0 or 1. If f ∈ I, then
the statement is proved. Let f /∈ I. There exists α ∈ Fq such that α − f ∈ I.
Then
(α− f)2 = α2 − 2αf + f 2 = α2 + (1− 2α)f ∈ I.
Easy to see that ∣∣∣∣ α −1α2 1− 2α
∣∣∣∣ = α(1− α). (1)
If α 6= 0, 1, then 1 ∈ I and I = C; this contradicts to codim(I, C) = 1.
If α = 0, then f ∈ I; this contradicts to choice of f . Hence α = 1. In this
case, the idempotent 1− f 6= 0 belongs to I. This proves the statement. ✷
Proposition 2.3. If the element x ∈ J (respectively, λ ∈ J∗) is singular,
then every element of its ρ(G˜)-orbit (respectively, ρ∗(G˜)-orbit) is also singular.
Similarly for regular elements.
Proof. We shall prove for x ∈ J . The case λ ∈ J∗ is treated similarly. Let x
be a singular element. There exists an idempotent f ∈ A, f 6= 0, such that
fx = xf = 0. It is sufficient to prove that ax (respectively, xa) is singular for
any a ∈ N . Then for c = fa−1, we have c /∈ J and c(ax) = (ax)c = 0. The
Lemma 2.2 implies that the element ax is singular. ✷
Corollary 2.4. For any singular G˜-orbit, O ⊂ J (respectively, O∗ ⊂ J∗) there
exists an idempotent e ∈ S such that O ∩ Je 6= ∅ (respectively, O∗ ∩ J∗e 6= ∅).
Proof. Well known that every idempotent is conjugate to an idempotent from
S (see for example [11, 4.1]). ✷
Denote by G˜e the group of invertible elements of Ae. Identifying g˜e ∈ G˜e
with g˜e + e
′ ∈ G˜, where e′ = 1− e, one can treat G˜e as a subgroup of G˜.
Lemma 2.5. Let e, f be two idempotents from S. Then
1) if an G˜-orbit O has nonempty intersection with both Je and Jf , then O has
nonempty intersection with Jef ;
2) two elements x and y from Je belong to a common G˜-orbit if and only if x
and y belong to a common G˜e-orbit.
Proof.
1) Let x ∈ O ∩ Je, y ∈ O ∩ Jf (i.e. ex = xe = x, fy = yf = y, and
y = haxbh−1, where h ∈ H and a, b ∈ N). Consider the element z = eye. Since
ef = fe, we have (ef)z = z(ef) = z and z = eye = ehaxbh−1e = heaxbeh−1.
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The element a1 = ea+ e
′, where e′ = 1− e, obeys a1x = eax+ (1− e)x = eax.
As a1 = 1 mod J , we obtain a1 ∈ N . Similarly, b1 = be + e
′ belongs to N and
xb1 = xbe + x(1− e) = xbe. Then z = ha1xb1h
−1, where a1, b1 ∈ N ; that is z
lies in the common orbit O.
2) Let x, y ∈ Je (i.e. ex = xe = x and ey = ye = y). It is evident that if x, y
belong to a common G˜e-orbit, then x, y belong to a common G˜-orbit. Let us
prove the inverse statement.
Let x, y belong to the common G˜-orbit, i.e. y = haxbh−1, where a, b ∈ N
and h ∈ H. Then
y = eye = ehaxbh−1e = (he)a(exe)beh−1 = (he)(eae)x(ebe)(h−1e).
The element he = eh is invertible in Ae and its inverse coincides with h
−1e. The
elements eae and ebe belong to Ne. This proves that x and y lie in a common
G˜e-orbit. ✷
Corollary 2.6. For every x ∈ J there exists a unique idempotent e ∈ S such
that O(x) ∩ Je 6= ∅ and O(x) ∩ Je is a regular G˜e-orbit in Je.
Proof. The proof follows from statements 1) and 2) of the previous lemma. ✷
The following properties of orbits in J∗ are proved similarly.
Lemma 2.7. Let e, f be idempotents in S. Then
1) if an G˜-orbit O∗ has nonempty intersection with both J∗e and J
∗
f , then O
∗
has nonempty intersection with J∗ef ;
2) two elements λ and µ from J∗e belong to a common G˜-orbit if and only if λ
and µ belong to a common G˜e-orbit.
Corollary 2.8. For any singular λ ∈ J∗ there exists a unique idempotent e ∈ S
such that O(λ) ∩ J∗e 6= ∅ and O(λ) ∩ J
∗
e is a regular G˜e-orbit in J
∗
e .
Notations 2.9:
O(J) is the set of all G˜-orbits in J ;
n(J) is the number of all G˜-orbits in J ;
O(Je) is the set of all G˜-orbits of the type O(x), where x ∈ Je;
n(Je) = |O(Je)| ( by Lemma 2.5 the number n(Je) coincides with the number
of all G˜e-orbits in Je);
nE(J) is the number of all regular G˜-orbits in J ;
O(J∗), n(J∗), O(J∗e ), n(J
∗
e ), nE(J
∗) are defined similarly.
Corollary 2.10. 1) O(Je) ∩ O(Jf) = O(Jef), 2) O(J
∗
e ) ∩ O(J
∗
f ) = O(J
∗
ef).
Proposition 2.11. The number of all regular G˜-orbits in J coincides with the
number of all regular G˜-orbits in J∗ (i.e. nE(J) = nE(J
∗)).
Proof. Let {e1, . . . , en} be a system of all primitive idempotents of the algebra
S. Denote e′i = 1 − ei. For each idempotent f ∈ S, we denote by l(f) the
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number of factors in the decomposition f = e′i1 · · · e
′
il
. For f = 1, we take
l(f) = 0. The Corollary 2.10 implies that O(Jf) coincides with the intersection⋂
O(Jφ), where φ runs through the set of idempotents {e
′
i1
, . . . , e′il}.
The set of all singular orbits in J is a union of all O(Je′i), where 1 6 i 6 n.
Hence
nE(J) =
⊕
(−1)l(f)n(Jf),
where f runs through the set of all idempotents of S. The similar formula is
true for the orbits in J∗:
nE(J
∗) =
⊕
(−1)l(f)n(J∗f ),
where f is also runs through the set of all idempotents of S. For any finite
subgroup of linear operators in a linear space V over a finite field, the number
of orbits in V coincides with the number of orbits in the dual space V ∗ (.[4,
Lemma 4.1]). For the orbits of the group G˜f in Jf and J
∗
f , we conclude that
n(Jf) = n(J
∗
f ). Therefore nE(J) = nE(J
∗). ✷
3 Superclasses
Let us define the action of the group G˜ on G as follows
Rτ (g) = 1 + ta(g − 1)b
−1t−1, τ = (t, a, b), t ∈ H, a, b ∈ N. (2)
Notice that for g = 1 + x ∈ N , we obtain Rτ (1 + x) = 1 + ρτ (x).
A superclass K(g) is an G˜-orbit of the element g ∈ G. Every element g ∈ G
can be presented in the form g = h + x, where h ∈ H and x ∈ J . Easy to see
that if g = h+ x and g′ = h′ + x′ lie in a common superclass, then h = h′.
Theorem 3.1. Let g = h+ x, where h ∈ H and x ∈ J . Let K = K(g). Let f
be the idempotent associated with h− 1. Then
1) there exists an idempotent e ∈ S, e ⊥ f , and a regular element y ∈ Je such
that h+ y belongs to the superclass K; denote by ω(y) the orbit of the element
y in Je with respect to the group G˜e;
2) the quadruple β = (e, f, h, ω) uniquely determines the superclass K.
Proof.
Item 1. Let us prove that there exists an element h+ y ∈ K such that y ∈ Jf ′,
where f ′ = 1− f .
Denote s = h − 1. It is sufficient to prove that there exist a, b ∈ N such
that s + y = a(s + x)b, where yf = fy = 0. Since s is associated with the
idempotent f , it is sufficient to prove that for any x ∈ J there exist a, b ∈ N
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and y ∈ J such that f + y = a(f + x)b and yf = fy = 0.
1) Let us show that there exists u ∈ J such that f + u = a(f + x) and uf = 0.
Take a = (1 + x)−1 ∈ N . Then
uf =
(
(1 + x)−1(f + x)− f
)
f = ((1 + x)−1(f + xf)− f = 0.
2) Let u be as in 1). Let us show that there exists y ∈ J such that f + y =
(f + u)b, b ∈ N , and yf = fy = 0. Take b = (1− fu) ∈ N . Then
y = (f + u)(1− fu)− f = (1− f)u.
Hence fy = yf = 0.
Item 2. In this item, we shall prove that the elements h+ y and h+ y′, where
y, y′ ∈ Jf ′, belong to a common superclass if and only if y and y
′ belong to a
common G˜f ′-orbit in Jf ′.
It is obvious that if elements y and y′ belong to a common G˜f ′-orbit, then
h + y and h + y′ belong to a common superclass. Let us prove the inverse
statement.
Let h+y and h+y′ belong to a common supercalss. Then there exist t ∈ H,
u, v ∈ J such that
h− 1 + y′ = t(1 + u)(h− 1 + y)(1 + v)−1t−1 (3)
Then
(h− 1 + y′)t(1 + v) = t(1 + u)(h− 1 + y) (4)
Multiply (4) to the left and to the right by f ′. Applying f ′(h−1) = (h−1)f ′ = 0,
f ′y = yf ′ = y, f ′y′ = y′f ′ = y′ and f ′t = tf ′, we obtain
y′t(1 + f ′vf ′) = t(1 + f ′uf ′)y.
That is y and y′ belong to a common G˜f ′-orbit in Jf ′.
Item 3. For any G˜f ′-orbit ω in Jf ′, there exists a unique idempotent e < f
′
such that ω∩Je is a regular G˜e-orbit in Je (see Corollary 2.6). One can consider
that y is a regular element in Je. This proves the statement 1). The Lemma
2.5 implies the statement 2) of the theorem. ✷
Denote by B the set of all quadruples β = (e, f, h, ω), where e, f is a pair of
edempotents S, where e ⊥ f , the element h ∈ H and h− 1 is associated with
f , and ω is a regular G˜e-orbit in Je.
Notations 3.2.
For any β ∈ B, we denote by Kβ the superclass of the element g = h+x, where
x ∈ ω;
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Si = eiS = Sei; Hi = {1− ei + si, where si ∈ S
∗
i };
Hf =
∏
ei6f
Hi; m(f) =
∑
ei6f
(|Hi| − 1).
Corollary 3.3. The superclasses {Kβ| β ∈ B} form a partition of the group
G. The number of superclasses equals to
|B| =
∑
e⊥f
(nE(Je) +m(f)). (5)
4 Supercharacters
Let e, f be idempotents from S and e ⊥ f . Let λ be a regular element in J∗e .
As above e′ = 1− e and
He′ =
∏
ei6e′
Hi.
Notations:
Jλ,right = {x ∈ J | λx = 0}, Nλ,right = {a ∈ N | λa = λ}.
Notice that Nλ,right = 1 + Jλ,right. We define similarly Hλ,right and Hλ,left.
Easy to see that He′ is contained in Hλ,right and Hλ,left. Because λ is a regular
element in J∗e , we obtain the equality
He′ = Hλ,right ∩Hλ,left. (6)
Consider the subgroup Gλ = He′ · Nλ,right. The subgroup Gλ is a semidirect
product of He′ and the normal subgroup Nλ,right. Every element g ∈ Gλ can be
presented in the form g = h+ x, where h ∈ He′ and x ∈ Jλ,right.
Fix a nontrivial character c→ εc of the additive group of the field Fq with val-
ues in the multiplicative group C∗. Let θ be a linear character (one-dimensional
representation) of the subgroup He′. Define a linear character of the subgroup
Gλ as follows
ξθ,λ(g) = θ(h)ε
λ(x), (7)
where g = h+ x, h ∈ He′ and x ∈ Jλ,right. Let us show that ξ = ξθ,λ is really a
linear character:
ξ(gg′) = ξ((h+ x)(h′ + x′)) = ξ(hh′ + h′x+ x′h+ xx′) =
θ(hh′)ελ(h
′x)ελ(x
′h)ελ(xx
′) = θ(h)θ(h′)ελ(x)ελ(x
′) = ξ(g)ξ(g′).
9
We refer to the induced character
χθ,λ = ind(ξθ,λ, Gλ, G). (8)
as a supercharacter.
Proposition 4.1. The supercharacter χθ,λ is constant on the superclasses.
Proof.
Item 1. Let g ∈ Gλ, a ∈ N . Let us show that g
′ = 1 + (g − 1)a ∈ Gλ and
χθ,λ(g
′) = χθ,λ(g).
The element g ∈ Gλ is presented in the form g = h + x, where h ∈ He′ and
x ∈ Jλ,right. Let a = 1 + u, where u ∈ J . Then g
′ = h + y, where h ∈ He′ and
y = (h− 1)u+ x+ xu ∈ J . Since
λh = λ, λ(h− 1)u = 0, λx = 0 λxu = 0,
we have λy = λ(h− 1)u+ λx+ λxu = 0. Hence y ∈ Jλ,right and g
′ ∈ Gλ.
We obtain
ξθ,λ(g
′) = θ(h)ελ((h−1)u+x+xu) = θ(h)ελ(x) = ξθ,λ(g). (9)
Denote Λ(g) = {s ∈ G| s−1gs ∈ Gλ}.
Let us show that Λ(g′) = Λ(g). Really, s−1g′s = 1 + (s−1gs − 1)s−1as. As
above, s−1gs ∈ Gλ implies s
−1g′s ∈ Gλ. This proves that Λ(g) ⊂ Λ(g
′). The
reverse inclusion similarly.
The formula (9) implies
ξθ,λ(s
−1g′s) = ξθ,λ(s
−1gs), (10)
for s ∈ Λ(g). Therefore
χθ,λ(g
′) =
1
|Gλ|
∑
s∈Λ(g′)
ξθ,λ(s
−1g′s) =
1
|Gλ|
∑
s∈Λ(g)
ξθ,λ(s
−1gs) = χθ,λ(g). (11)
Item 2. The characters are constant on the classes of conjugate elements.
Hence χθ,λ(g0gg
−1
0 ) = χθ,λ(g) for every g0 ∈ G. From formula (2) and Item 1,
we conclude that χθ,λ(Rτ(g)) = χθ,λ(g) for every τ ∈ G˜ and g ∈ Gλ.
If an G˜-orbit has empty intersection with Gλ, then is χθ,λ in zero on it.✷
Proposition 4.2. Let λ, λ′ be regular elements from J∗e . If λ, λ
′ belong to a
common G˜e-orbit, then χθ,λ = χθ,λ′.
Proof. The statement follows from the following items 1 and 2.
Item 1. Consider the case λ′ = aλ, where a = 1 + u ∈ Ne. Since Jaλ,right =
Jλ,right, we have Gaλ = Gλ. For any g = h+ x ∈ Gλ we obtain
ξθ,aλ(g) = θ(h)ε
aλ(x) = θ(h)ελ(x+xu) = θ(h)ελ(x) = ξθ,λ(g),
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where g = h+ x, h ∈ He′ and x ∈ Jλ,right. Hence χθ,λ = χθ,aλ.
Item 2. Let λ′ = g0λg
−1
0 , where g0 ∈ Ge. Then Gλ′ = g0Gλg
−1
0 and
ξθ,λ′(g) = θ(h)ε
g0λg
−1
0 (x) = θ(h)ελ(g
−1
0 xg0) = ξθ,λ(g
−1
0 gg0).
The corresponding induced representations are equivalent and χθ,λ = χθ,λ′ . ✷
Proposition 4.3. If θ 6= θ′, then the characters χθ,λ and χθ′,λ are disjoint.
Proof. Denote ξ = ξθ,λ and ξ
′ = ξθ′,λ. It follows from the Intertwining Number
Theorem [12, 44.5] that the characters χθ,λ and χθ′,λ are disjoint if and only if
for every s ∈ G there exists g ∈ Gλ such that sgs
−1 ∈ Gλ and ξ(sgs
−1) 6= ξ′(g).
It is sufficient to prove that for every t ∈ H and a ∈ N there exists g ∈ Gλ
such that aga−1 and tgt−1 belong to Gλ, and
ξ(aga−1) 6= ξ′(tgt−1). (12)
Item 1. Let a ∈ N and t ∈ H. In this item, we reduce the proof of (12) to the
case a = 1 + ev, where v ∈ J .
Let us show that there exists w ∈ J such that a(1 + e′w) = 1 + ev, where
v ∈ J , e′ = 1 − e. Really, let a = 1 + u, u ∈ J . Then for every w ∈ J , we
have:
a(1 + e′w) = (1 + eu+ e′u)(1 + e′w) = 1 + eu(1 + e′w) + e′u+ (1 + e′u)e′w.
It is sufficient to take e′w = −(1 + e′u)−1e′u.
Since λe′ = 0, we see e′w ∈ Jλ,right and 1 + e
′w ∈ Nλ,right. Moreover,
t(1 + e′w)t−1 = 1 + e′twt−1 ∈ Nλ,right ⊂ Gλ.
We conclude that it is sufficient to prove (12) for a = 1 + ev, where v ∈ J .
Item 2. Let t ∈ H and a = 1+ ev = 1+ eve+ eve′, where v ∈ J . Let us prove
(12) for the case eve′ ∈ Jλ,right.
Notice that (1−eve′)a = (1−eve′)(1+eve+eve′) = 1+eve. Since 1−eve′ ∈
Nλ,right ⊂ Gλ, it is sufficient to prove (12) for a = 1 + eve, where v ∈ J .
Let g = h0 be an arbitrary element of the subgroup He′ ⊂ Gλ. Then h0e =
eh0 = e and
ah0a
−1 = (1 + eve)h0(1 + eve)
−1 = h0(1 + eve)(1 + eve)
−1 = h0 ∈ Gλ.
Since t and h0 commutes, th0t
−1 = h0 ∈ Gλ.
By assumption, θ 6= θ′; there exists h0 ∈ He′ such that θ(h0) 6= θ
′(h0). Taking
g = h0 in (12), we obtain
ξ(ah0a
−1) = ξ(h0) 6= ξ
′(h0) = ξ
′(th0t
−1).
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Item 3. Let a = 1 + x, where x = eve+ eve′ ∈ J and eve′ /∈ Jλ,right. Then
λ(xe′J) = λ((eve+eve′)e′J) = λ((eve′)e′J) = λ(eve′(eJ+e′J)) = λ(eve′J) 6= 0.
Consider the chain of right ideals e′J ⊃ e′J2 ⊃ . . . ⊃ e′Jk = {0}. There exists
a number i such that λ(xe′J i) 6= 0 and λ(xe′J i+1) = 0. Choose y ∈ e′J i such
that λ(xy) 6= 0 and λ(xyJ) = 0. The last equality means that xy ∈ Jλ,right.
Since λe′ = 0, we conclude that y ∈ Jλ,right.
Take g = 1 + cy ∈ Nλ,right, where c ∈ Fq. Then
aga−1 = (1+x)(1+cy)(1+x)−1 = 1+(1+x)cy(1+x)−1 ∈ 1+cy+cxy+yJ+xyJ
Therefore, aga−1 ∈ Nλ,right ⊂ Gλ. As λ(e
′J) = 0, we have λ(y) = 0. Since
y, xy ∈ Jλ,right, we have λ(yJ) = λ(xyJ) = 0. We obtain ξ(aga
−1) = εcλ(xy).
Since y ∈ e′J , we see tyt−1 ∈ e′J and
tgt−1 = 1 + tyt−1 ∈ Nλ,right ⊂ Gλ.
We have ξ′(tgt−1) = εcλ(tyt
−1) = 1.
As λ(xy) 6= 0, there exists c ∈ Fq such that εcλ(xy) 6= 1. This proves (12). ✷
Let e ⊥ f be a pair of orthogonal idempotents. We say that a linear character
θ of the subgroup He′ is associated with idempotent f if for any primitive
idempotent ei 6 e
′, the following conditions hold:
1) if ei 6 f , then ResHiθ 6= 1,
2) if ei 
 f , then ResHiθ = 1.
The number of characters associated with f equals to m(f) (see Notations 3.2).
Denote by A the set of all quadruples α = (e, f, θ, ω∗), where e, f is a pair
of idempotents from S, e ⊥ f , θ is a linear character of the subgroup He′,
associated with f , and ω∗ is a regular G˜e-orbit in J
∗
e . For any α ∈ A, we denote
by χα the supercharacter equals to χθ,λ, where λ ∈ ω
∗ (see Proposition 4.2).
Proposition 4.4. The characters {χα| α ∈ A} are pairwise disjoint.
Proof. First recall the construction of supercharacters for the algebra group
N = 1 + J (see [4]). For any µ ∈ J∗, the supercharacter χµ of the group N is
defined as an induced character from the character
ξµ(1 + x) = ε
µ(x),
of the subgroup Nλ,right. Two supercharacters χµ and χµ′ are equal if and only
if µ and µ′ belong to a common N ×N -orbit. Otherwise, the supercharacters
χµ and χµ′ are disjoint [4, Theorem 5.5].
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Applying the formula of decomposition of a restriction of induced represen-
tation on a subgroup (see [12, 44.2], [13, proposition 22]), we have
ResN(χθ,λ) =
∑
t∈He
χAd∗tλ. (13)
Turn to the proof of the statement. Let α 6= α¯, where α = (e, f, θ, ω∗)
and α = (e¯, f¯ , θ¯, ω¯∗). If e 6= e¯, then λ and λ¯ belong to different G˜-orbits (see
Corollary 2.8). By formula (13), the restrictions of χα and χα¯ on N are disjoint.
It follows that χα and χα¯ are disjoint.
Similarly, we treat the case e = e¯, f = f¯ , θ = θ¯ and ω∗ 6= ω¯∗ (see Lemma
2.7).
It remains to consider the case e = e¯, ω∗ = ω¯∗ , f 6= f¯ or θ 6= θ¯. The proof
follows from Proposition 4.3. ✷
Theorem 4.5. The systems of supercharacters {χα| α ∈ A} and superclasses
{Kβ| β ∈ B} define a supercharacter theory on the group G.
Proof. The supercharacters are disjoint according to the previous proposition.
The superclasses form a partition of the group G (see Corollary 3.3). The
number of supercharacters is equal to
|A| =
∑
e⊥f
(nE(J
∗
e ) +m(f)). (14)
By formula (5) and Proposition 2.11, we conclude that |A| = |B|; this proves
S1). The supercharacters are constant on superclasses (see Proposition 4.1);
this proves S2). Finally, {1} is the superclass K(g) for g = 1; this proves S3).
✷
5 Supercharacter theory for the triangular group
Consider the algebra A = t(n,Fq) of all n×n-matrices with entries from the field
Fq and with zeros under the diagonal. The triangular group G = T(n,Fq) is the
group of invertible elements of the algebra A. The radical J coincides with the
subalgebra n(n,Fq) of all triangular matrices with zeros on the diagonal. The
complementary subalgebra S is the subalgebra of diagonal matrices; H = S∗ is
the subgroup of diagonal matrices. In this section, we specialize the constructed
supercharacter theory for the triangular group.
Simplifying the language, we refer to a pair (i, j), where i, j are positive in-
tegers 1 6 i < j 6 n, as a positive root. Denote by ∆ the set of all positive
roots. We refer to i = row(γ) (respectively, j = col(γ)), as a number of row
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(respectively, column) of the root γ = (i, j). Following C.A.M.Andre´, we intro-
duce definition of a basic subset. A basic subset is a subset D ⊂ ∆ that has no
more than one positive root in any row and any column [1, 2].
Let {Eij| 1 6 i < j 6 n} be a basis of matrix units of the radical J . To any
basic subset D, we attach the element
xD =
∑
γ∈D
Eij,
in the radical J . Denote by OD the G˜-orbit of the element xD. The orbits
{OD} form a partition of J (see [2]); therefore, {1+OD} form a partition of N .
Let {E∗ij} be the dual basis with respect to the basis {Eij}. Next, we attach
to D the linear form
λD =
∑
γ∈D
E∗ij
and its G˜-orbit O∗D. The orbits {O
∗
D} form a partition of J
∗ [1].
Lemma 5.1. The orbit OD (respectively, O
∗
D) is regular if and only if row(D)∪
col(D) = [1, n].
Proof. We shall prove that the orbit OD is singular if and only if row(D) ∪
col(D) 6= [1, n].
Let row(D) ∪ col(D) 6= [1, n], then the element xD belongs to Je, where
e =
∑
Eii and i runs through row(D) ∪ col(D). This proves that xD (and the
orbit OD) is singular.
On the other hand, suppose that OD is a singular orbit; then there exists an
idempotent e ∈ S, e 6= 1, such that OD ∩ Je 6= ∅ (see Corollary 2.4). The
algebra Je is isomorphic to n(k,Fq) for some k < n. The intersection OD ∩Je is
a G˜e-orbit (see Lemma 2.5); there exists xD′ ∈ OD∩Je for some basic subset D
′.
Since xD and xD′ belong to a common G˜-orbit, we conclude D = D
′. Therefore
row(D) ∪ col(D) = row(D′) ∪ col(D′) 6= [1, n]. ✷
Let h = diag(h1, . . . , hn) be an element of H, obeying hi = 1 for each i ∈
row(D)∪ col(D). Let gh,D = h+ xD ∈ G and Kh,D be a G˜-orbit of the element
gh,D in the group G.
Let θ be a linear character of the group H, obeying ResHi(θ) = 1 for each
i ∈ row(D) ∪ col(D). For λD and θ similarly to (8), we define the induced
character
χθ,D = χθ,λD .
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Theorem 5.2. The systems of characters {χθ,D} and subsets {Kh,D} define a
supercharacter theory on the group G = T(n,Fq).
Proof. The proof follows from Lemma 5.1 and Theorem 4.5. ✷
Calculate the values of supercharacters χθ,D on superclases Kh,D′. We need
new notations.
For each positive root γ = (i, j), 1 6 i < j 6 n, we denote
∆′(γ) = {(i, k)| i < k < j}, ∆′′(γ) = {(k, j)| i < k < j}.
The number of elements of both subsets coincides and equals to j − i− 1.
Take δ′(D,D′) = 0 if there exists γ ∈ D and γ ∈ D′ such that γ ′ ∈ ∆′(γ).
Otherwise we take δ′(D,D′) = 1. Similarly we define δ′′(D,D′).
We take δ0(D, h) = 1, if hi = 1 for each i ∈ row(D) ∪ col(D); otherwise
δ0(D, h) = 0. Denote
δ(D, h,D′) = δ′(D,D′)δ′′(D,D′)δ0(D, h). (15)
For each positive root γ = (i, j), 1 6 i < j 6 n, we denote by P (γ) the
submatrix of the matrix g − 1 with system of rows and columns [i + 1, j − 1].
Denote by m(γ, h,D′) = corankP (γ). Since the matrix Pγ has no more than
one nonzero entry in any row and any column, m(γ, h,D′) equals to the number
of zero rows (columns). Introduce notations
m(D, h,D′) =
∑
γ∈D
m(γ, h,D′), s(D,D′) = |D|+ |D \D′|. (16)
For D = ∅, we take m(D, h,D′) = 0.
Theorem 5.3. The value of supercharacter on the superclass equals to
χθ,D(Kh,D′) = δ(D, h,D
′)(−1)|D∩D
′|qm(D,h,D
′)(q − 1)s(D,D
′)θ(h). (17)
Proof. Denote by φ(θ,D, h,D′) the expression on the right hand side of the
formula (17). Simplify notations χ = χθ,D, ξ = ξθ,D, g = gh,D′. We calculate
the induced character χ(g) = ind(ξ, Gλ, G) using well known formula
χ(g) =
1
|Gλ|
∑
ξ(s−1gs), (18)
where s−1gs ∈ Gλ. If the set of {s}, obeying s
−1gs ∈ Gλ, is empty, we take
χ(g) = 0.
Let D = {γ1, . . . , γr}. For each 1 6 k 6 r we denote
λk =
r∑
a=k
E∗γa, Dk = {γ1, . . . γk}, D0 = ∅.
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Here λ1 = λD and Dr = D. Set λr+1 = 0. Notice that λk is a sum of the
elements of the dual basis E∗γ over γ ∈ D \Dk−1.
The subgroups Gk = Gλk form the chain
Gλ = G1 ⊂ G2 ⊂ . . . ⊂ Gr ⊂ Gr+1 = G.
Define the character χk of the group Gk by the formula
χk = ind(ξ, Gλ, Gk).
Then χ1 = ξ is a character of the subgroup Gλ = G1. For each 1 6 k 6 r we
have
χk+1 = ind(χk, Gk, Gk+1).
We shall prove
χk+1(g) = φ(θ,Dk, h,D
′)ελk+1(xD′), (19)
using the induction method with respect to 0 6 k 6 r. For k = 0, the formula
(19) is true, since χ1(g) = θ(h)ε
λ(xD′). Suppose that (19) is true for k − 1; let
us prove for k.
Let γ = (i, j), 1 6 i < j 6 n be an arbitrary positive root. Let P ′(γ) be the
submatrix of the matrix g − 1 with the systems of rows {i} ∪ [i+ 1, j − 1] and
columns [i+ 1, j − 1]. Respectively, P ′′(γ) is the submatrix of the matrix g− 1
with the systems of rows [i+ 1, j − 1] and columns [i+ 1, j − 1] ∪ {j}.
The induction assumption and formula (18) implies
χk+1(g) = φ(θ,Dk−1, h,D
′)M(γk, h,D)ε
λk+1(xD′ ), (20)
where
M(γk, h,D) = δ0(γk, h)
∑
ti,tj∈F∗q
εt
−1
i tj
∑
(ti,x)P ′(γk)=0
ε(x,p), (21)
x = (x1, . . . , xd), p = (p1, . . . , pd) is the last column of the submatrix P
′′(γk),
(x, p) = x1p1 + . . .+ xdpd and d = j − i− 1.
If there exists γ ′ ∈ D′ lying in ∆(γk) (i.e. δ
′({γk}, h,D
′) = 0), then
rankP (γk) < rankP
′(γk).
The underlying subset of the second sum in (21) is empty. Therefore
M(γk, h,D) = 0.
If there is no γ ′ ∈ D′ lying in ∆(γk) (i.e. δ
′({γk}, h,D
′) = 1), then the first
row of the submatrix P ′(γk) is zero. Hence
M(γk, h,D) = δ0(γk, h)δ
′({γk}, h,D
′)

 ∑
ti,tj∈F∗q
εt
−1
i tj



 ∑
xP (γk)=0
ε(x,p)

 (22)
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We calculate the third factor M3 in (22):
M3 =
∑
ti,tj∈F∗q
εt
−1
i tj =
{
(q − 1)2, if γk /∈ D
′,
(q − 1)(−1), otherwise.
Then
M3 = (−1)
|{γk}∩D
′|(q − 1)s({γk},D
′).
To calculate the forth factor in (22) we notice that
∑
x∈W
ε(x,p) =
{
|W |, if p ∈ W⊥,
0, otherwise.
for any linear subspace W . We calculate the forth factor M4 in (22):
M4 =
∑
xP (γk)=0
ε(x,p) =
{
qcorankP (γk), if p ∈ Im(P (γk)),
0, otherwise.
Then
M4 = δ
′′({γk}, h,D
′)qm({γk},h,D
′).
Since
δ0(γk, h)δ
′({γk}, h,D
′)δ′′({γk}, h,D
′) = δ({γk}, h,D
′),
after substitution of M3 and M4 into (22) we obtain:
M(γk, h,D) = δ({γk}, h,D
′)(−1)|{γk}∩D
′|(q − 1)s({γk},D
′)qm({γk},h,D
′). (23)
Substituting (23) into (20), we have got
χk+1(g) = φ(θ,Dk, h,D
′)ελk+1(xD′),
this proves (19) for k.
Taking k = r in (19), we finally obtain χ(g) = φ(θ,D, h,D′). ✷
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