We adapt the heterogeneous firm trade models of Helpman, Melitz, and Rubinstein (2008) and Lawless (2010) to analyze extensive and intensive trade margins using state-level exports to foreign nations. Our theoretical analysis provides definitive predictions for the effects of changes in fixed costs, variable costs, and foreign income on the extensive margin, while for the intensive margin the predictions regarding changes in fixed costs are definitive, but the effects of changes in variable costs and foreign income are not. The number of exporting firms of a state is used to measure the extensive margin, while the intensive margin is approximated by the average firm exports of a state. Various count-data models, such as the standard negative binomial and its hurdle extension, are used to address non-trading pairs and overdispersion in the extensive trade estimations, while a Heckman correction is examined to handle sample selection issues in the intensive margin estimations. As the theory predicts, we find more consistent and statistically significant effects of changes in costrelated variables on the extensive than on the intensive margin of trade. Unlike Lawless (2010), but consistent with a truncated Pareto distribution, empirical findings suggest that variable costs reduce average exports. A noteworthy finding is that U.S. foreign direct investment has a positive effect on both margins.
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Introduction
Relatively few firms export and these firms usually export to a small number of markets. 1 Not surprisingly, these exporting firms possess productivity advantages over non-exporting firms.
The theoretical foundations for these results can be found in models of firm behavior, most notably in Melitz (2003) , based on firm heterogeneity in productivity and on the costs of exporting. One implication is that a productivity threshold must be exceeded for a firm to export to a particular country. Moreover, this productivity threshold affects extensive (i.e., number of firms) and intensive (i.e., average exports per firm) trade margins. Interest in these margins, especially in the context of trade liberalization, is growing rapidly. 2 Most of the literature on exports of heterogeneous firms has focused on the national level.
The departure point of this paper is to recognize that states within a nation offer different environments to firms, which can have differential effects on exports from that state. First, we adapt the models of Helpman, Melitz, and Rubinstein (2008, we henceforth refer to this paper as HMR), and Lawless (2010) , to the context of individual states' exporting to foreign nations to derive predictions for changes in parameters on exports. Then, we use state-level data to examine the potential determinants of how many firms in a state export to a specific country (i.e., the extensive margin of state exports) and the average sales of those firms to that country (an approximation for the intensive margin of a firm's exports). 3 Among other results, as the theory predicts, we find relatively more statistically significant effects of changes in cost-related variables on the extensive margin compared to the effects on the intensive margin of state exports. A notable theoretical departure of this paper is to extend our analysis to consider the truncated Pareto distribution of firm productivity levels as a special case of truncated distributions, which, following HMR, we analyze first. The truncated Pareto distribution leads to a dependence of average firm exports on variable costs -a result that contrasts with Lawless (2010) . This result is supported empirically, when we find that fees associated with crossing the border have a negative effect on the intensive margin.
By examining trade margins at the level of individual states, we add to existing knowledge in various ways. First, state-level data allows for more accurate measurement of the 1 Bernard, Jensen, Redding, and Schott (2007) found that 4 percent of 5.5 million U.S. firms in 2000 were exporters. 2 See Lawless (2010) , Markusen (2010) , Kehoe and Ruhl (2009) , and Berthou and Fontagné (2008) . 3 See Cassey (2011) for a summary of the state export literature. decline over (ever-longer) short distances is minimal and then the decline becomes only slightly more pronounced over longer distances. Lawless (2010) examines the number of U.S. firms exporting to 156 countries in 2006 as a function of country size and distance. Following Eaton, Kortum, and Kramarz (2004) , she decomposes exports to each country into the number of firms exporting (i.e., the extensive margin) and average export sales per firm (i.e., the intensive margin). With respect to country size, she finds a positive, statistically significant effect on both margins, with the magnitude larger for the extensive margin. For distance, she finds a negative, statistically significant impact on both margins, with the (absolute) magnitude larger for the extensive margin. She also finds that most proxies for trade costs affect only the extensive margin. Similar to Lawless (2010) , we estimate basic and extended gravity models using data from 2006. In addition to estimating pooled models, we estimate separate regressions for each state and for each trade margin using foreign destination size, the distance from state to the destination, and other variables capturing trade costs. These other variables include language, infrastructure variables, geographic variables, ease of trading across borders, the destination's legal environment, and the existence of both formal and informal networks. The impact of foreign direct investment on the extensive and intensive trade margins is examined as well. The pooled estimation also generates insights concerning the role of state size. Coughlin (2014) explores changes in state-level trade during the Great Trade Collapse and the subsequent rebound. He found that adjustments on the intensive margin occurred to a much greater extent than on the extensive margin during both the collapse and the rebound. In other words, for the majority of states, relatively larger changes in exports per firm than in the number of exporting firms were observed.
The remainder of the paper is arranged as follows. Section 2 presents the theoretical model underlying the empirical analysis. Section 3 describes the data used in the empirical analysis. Section 4 discusses the estimated models and the results. Section 5 completes the paper with a summary of the key contributions of the analysis.
Theory: Heterogeneous Firms, Trade Costs, and State Exports
We adapt the model of HMR to the context of state exports, and also follow Lawless (2010) in terms of the theoretical developments. 6 The origins of these models can be found in Melitz (2003) and in Chaney (2008) . Key factors driving the results are that firms differ in their productivity and, to export, must incur fixed as well as variable export costs. As a result, not all (empirically few) domestic producers are also exporters and, in fact, trade flows between potential origins and destinations are often zero.
In the tradition of the recent trade literature, we consider heterogeneous monopolistically competitive firms producing different varieties within an industry. US states are indexed by i (i=1, 2…50), and foreign nations by j (j=1,2,…M). Following HMR, we assume that consumers in nation j consume a continuum of products indexed byk , where the set of products available for consumption in that nation is j B . The standard utility function characterizing consumer preferences in the foreign nation is
where ε is a constant elasticity of substitution between products. Utility maximization subject to budget constraint yields the following demand function for product k in nation j
where j Y is nation j's total expenditure (given exogenously), and j P is its Dixit-Stiglitz aggregate price index, such that:
We assume that the mass of firms in the industry in state i is given exogenously at i N , and that there is no fixed cost in producing for the domestic market. 7 We assume that the marginal input cost of any product produced by a state i firm is a constant i c , which is not necessarily equal across different U.S. states. Also, assume that a state i producer of product k has a productivity level ( ) a k , such that its marginal cost of production is
For this firm to export its product to nation j, in addition to the standard variable cost, it has to incur two additional costs. First, there is an iceberg type tariff/transportation cost, such that for each unit reaching the foreign market, the firm needs to produce ( )
t − units melt away between production and delivery in the export market. There is a fixed cost ij F faced by all firms of state i in order to export their product to nation j. Limiting our focus to exporting firms, the profit from exports to nation j of firm k is:
where ( ) ij x k is the level of exports to nation j of firm k of state i.
The demand function in Equation (2) implies that this firm perceives its price elasticity of demand in the export market as ε , which follows from the fact that for a sufficiently large set of consumption goods in the foreign nation, this firm's effect on the aggregate price level of the foreign nation is negligible. Using this fact, marginal revenue -marginal cost equalization yields the profit maximizing export and price levels for the firm as:
(5)
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Plugging the price level obtained from Equation (5) into Equation (4), and using Equation (2), we get the firm's (optimized) profit from exports as:
Using Equation (6), we find that positive (or zero) export profit (i.e., ( ) 0 ij k p ≥ ) can be obtained if and only if: 8 ( )
where ij a  is the minimum (or threshold) productivity level required for a firm from state i to profitably export to nation j. Now, the export revenue of a firm of state i from its exports to nation j is:
which means that as the variable costs of exporting from state i to nation j increase, the export revenue of a state i firm from its exports to nation j must fall.
We assume that the productivity level a is distributed as a truncated probability distribution, characterized by a probability density function ( ) g a , with support ( ) , L H a a , where L H a a < . 9 Let ij E be the sum of export revenues from exports to nation j by firms of state i.
Noting that only firms above the threshold productivity level ij a  export to nation j, and also that the mass of firms from state i is i N , state i's aggregate export revenues are:
Analogously, the total number of firms from state i exporting to nation j is:
Where ( ) G a is the cumulative density function associated with ( ) g a . In other words,
 represents the fraction of firms of state i who export to nation j. Now, consider any parameter θ that can affect the trading equilibrium. Also, let us focus on states that have non-zero exports before and after the change in this parameter. The change in the number of exporting firms can be obtained by differentiating Equation (10), to yield:
Equation (11) shows that a change in θ potentially alters the threshold productivity level ij a  , leading to a smaller (larger) equilibrium number of state i firms exporting to nation j, if the threshold is raised (lowered).
The change in aggregate export revenues of state i's firms from exports to nation j is:
The first term on the right-hand-side of Equation (12) is the change in exports of state i to nation j due to a change in the export revenues of an existing exporting firm, while the second term is the change in these exports due to the entry (or exit) of firms from state i from nation j's market, because of a change in the relevant threshold productivity level.
Finally, consider average export revenue of firms from a state from their exports to nation j. This is given by / .
ij ij E N The effect of a change in θ on this average is:
Using Equations (11) and (12) in Equation (13), we get:
where
. This is because ( ) ij ij ij N s a  is the export revenue of the least productive firm of state i scaled by the total number of the state's firms exporting to j, and hence must be lower than the aggregate state i export revenues from trade with nation j ( ) . ., ij i e E . This is because ij E also includes export revenues of firms whose productivities are above the cut-off level ij a  . Now, let us consider three specific applications of the comparative statics implied by the analysis above. We first consider a change in the fixed cost ij F , then turn to the effect of a change in the variable cost parameter ij t , and finally consider the effect of a change in nation j's income level j Y .
Case 1: Change in fixed exporting cost ( )
for all firms. Therefore, there is no change in exports due to the scale of operation of existing exporting firms. Effects of the change of the fixed cost on the extensive margin can be analyzed using Equations (11) and (12), which yield:
, and,
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Thus, the number of firms exporting from state i to nation j, as well as the state's aggregate export revenues from sales to nation j must fall in response to a rise in the fixed cost ij F . Using
Equation (14) we get:
We summarize the empirically observable implications of this analysis as the following:
A rise in the fixed exporting cost ij F should reduce state i's aggregate export revenues from sales to nation j, and reduce the number state i firms exporting to nation j, but increase the average export revenues from sales to nation j. 
Using Equations (7) and (8) in Equations (11) and (12):
Thus, a rise in variable cost ij t reduces both the number of state i firms exporting to nation j, and also the aggregate export revenues of the state from nation j. Using Eq. (14), the effect on average export revenue from sales to nation j is:
The first term on the right-hand side of Equation (18) is negative, reflecting shrinkage of the average scale of firm exports to nation j due to a reduction on the intensive margin of each firm.
The last term in Equation (18) is positive, reflecting an expansion of the average scale due to exit of the least productive firms -which tends to raise average scale of surviving firms. The net effect of these two terms is ambiguous in general, but it may be possible to determine which effect dominates if we use some specific probability density functions, such as the one associated with the truncated Pareto distribution. We present that analysis at the end of this section.
Empirically observable implications of this analysis are that:
An increase of the variable cost parameter ij t should reduce state i's export revenues from sales to nation j, and reduce the number of the state's firms exporting to nation j, while its effect on average export revenues from sales to nation j is ambiguous, in general.
Case 3: Change in foreign income (i.e.,
The analysis of this case is similar to Case 2, and hence we focus our discussion on the underlying intuition and results rather than providing the formal proof, which is available upon request. The first thing to notice is that the profit maximizing export price for each product sold to foreign nation j must be independent of foreign income j Y . This is because, given ε , Eq. (5) ties down the export price of product k to a constant markup above the effective marginal cost of the exporting the marginal unit to nation j, which is
. Furthermore, Equation (2) shows that demand for each product rises proportionally with foreign income. Thus, a rise in j Y must raise both the scale of exports and the export revenues of each existing domestic firm selling to foreign nation j (i.e., an increase on the intensive margin). In addition, Eq. (6) reveals that all domestic firms' (including previously non-exporting ones) potential profit from exporting to nation j must rise because price, marginal cost, and fixed cost do not change, but the scale of potential export to nation j (i.e., ij x ) increases. This rise in potential profit brings some previously non-exporting firms of each state into the market for exports to nation j (an increase on the extensive margin). However, analogous to the previous case explored, average exports / ij ij E N may or may not rise, because relaxation of the extensive margin introduces some less productive firms, which pulls average scale in the negative direction.
A rise in foreign income j Y should increase each state's aggregate export revenues from sales to nation j, and increase the number of each state's firms who export to nation j, while the effect on a state's average export revenue from sales to nation j is ambiguous.
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The general truncated distribution used until this point yields unambiguous results for all cases except for the effect of variable cost parameter ij t and of foreign income level j Y on average export revenues / ij ij E N . To shed more light on this issue, we conclude this section by analyzing the special case of a truncated Pareto distribution (see HMR, who also use this distribution). Using this distribution, we show that the result obtained by Lawless (2010) that average export revenues are independent of the variable cost parameter (under Pareto) is a special case of the truncated Pareto distribution. This special case requires H a (the highest productivity level associated with any probability mass) to tend to infinity. If this condition is not met, average export revenues are indeed dependent on the variable cost parameter as well as on the foreign income level j Y .
Truncated Pareto Distribution
Consider a truncated Pareto distribution such that:
Using Equations (9) and (10):
Using Equation (19), Equation (20) can be reduced to: 
As ij t rises, ij a  rises, and as j Y rises, ij a  falls (see Equation 7). Given ij F and H a , Equation (22) implies that a rise in ij
. This example proves that the independence result of Lawless (2010) does not carry over to the case of a truncated Pareto distribution where H a does not tend toward infinity. Our empirical analysis throws more light on the directions of this dependence between variable costs and export revenues on the one hand, and between the foreign income level and export revenues on the other.
Data
The following analysis is focused on two dependent variables ─ one for the extensive margin and one for the intensive margin ─ and their relationships with numerous independent variables. Given 50 states and 187 countries in the sample, the maximum number of unique observations for a variable is 9350. However, the number of usable observations is generally less than 9350 because some variables are only available at the state or country level and some values for variables are withheld for confidentiality reasons. The variables, which pertain to 2006 unless otherwise indicated, are listed and defined in Table 1 . Summary statistics in levels for these variables are contained in Table 2 . All data using dollars are denominated in 2005 U.S.
dollars.
For the dependent variables ─ the number of firms and their average export sales by country ─ the paper relies on the U.S. Census Bureau's Profile of U.S. Exporting Companies.
Rather than the nation as a whole as the basic geographic unit, we use the number of firms in an individual state s exporting to a specific country c, Firms s,c , and the average exports of those firms to a specific country, Exportsperfirm s,c . The state focus also produces numerous statecountry pairs (1598 in total) that have a value of zero for both margins. In addition, 2155 observations for total exports, Exports s,c , and average exports, Exportsperfirm s,c , are withheld for confidentiality reasons when a small number of a state's firms export to a country.
Across states, the variation in Firms is much larger than in Exportsperfirm. For example, a comparison of the 5 largest states using gross state product with the 5 smallest states shows that the ratio of the average number of firms is nearly 40, while the ratio of average exports per firm is 1.3. Comparing the 25 largest with the 25 smallest states, the ratio of the average number of exports declines to 7.3, while the ratio of the average exports per firm declines to 1.1.
Turning to the independent variables, variables to capture demand and trade costs in export destinations are used. Based on the theoretical model, the impacts of these variables on the extensive margin are usually definitive, but their impacts on the intensive margin are usually ambiguous.
Starting with demand, the gross domestic product of the destination country for a state's exports, GDP c , is used as a proxy for market size. A second variable possibly affecting the demand for exports of U.S. producers relates to U.S. foreign direct investment in the destination market, FDI c . Through various demand and cost mechanisms, trade can be affected by the internal networks of multinational firms. 10 Whether this investment will affect trade flows measured at the state level and whether foreign direct investment complements or substitutes for trade flows is uncertain on theoretical grounds. Moreover, this uncertainty extends to the extensive margin as it is possible that increased foreign direct investment might be associated with a smaller number of exporting firms in a state.
All other independent variables can be viewed as proxies for trade costs. These proxies include measures associated with geography (i.e., natural trade frictions) and those that result from government policies (i.e., man-made trade frictions). In the following discussion we identify some independent variables that do not appear in the reported results, either because 14 they were not found to be statistically significant or were highly collinear with measures that performed better.
As is standard in gravity models, we include a distance measure that is the distance from the largest city in an exporting state to the largest city in the importing country, Distance s,c .
Transportation costs should increase the farther the distance between a state and a country;
however, despite the importance of geography for transportation costs, geographic distance is only a first rough approximation. 11
Another variable thought to affect trade costs, expressed as a 0/1 dummy, is whether the export destination uses English as an official language, English c . If the destination country also uses English as an official language, trade costs should tend to be lower because of increased ease of communication between buyers and sellers. In addition to language, we examine the Trade costs are also affected by government policies and actions. TradeFreedom c is an index that measures the extent to which goods moving across international borders are unaffected by tariffs and non-tariff barriers. 12 Higher values of this index correspond to less costly trade impediments. 13 11 Despite the common practice of using distance as a proxy for transport costs, it is imperfectly correlated with transport costs. For examples, see Clark (2007) and Giuliano, Spilimbergo, and Tonon (2014) . Studies focused on transport costs provide a more complete view that goes beyond distance. See Korinek (2011) for references. 12 For construction details, go to www.heritage.org/index/Trade-Freedom. 13 A trade restrictiveness index is the preferred index from a theoretical perspective, but the trade freedom index is available for more countries. See Coughlin (2010) for an elementary discussion of trade restrictiveness indices.
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In addition to tariffs and non-tariff barriers, governments can affect the costs of trading residents born in that country. 16 Trade from a state to a country might be less costly the larger the number of residents in a state that were born in the destination country, Foreignborn s,c .
Estimation and Results
As discussed previously, separate models of the extensive and intensive trade margins for each state are estimated. Because the underlying distributions of the number of exporting firms per country and the exports per firm are much different, the appropriate estimation technique also differed. This section begins by discussing the extensive margin.
Estimation of the Extensive Margin
For the estimation of the extensive margin, this paper estimates various count-data models. The models, based on Poisson (P) and negative binomial (NB) distributions, address two major issues. One issue is overdispersion (i.e., variance exceeding the mean) and the other is zeros, possibly excess zeros (i.e., the frequency of zeros exceeds the predicted frequency based on single-equation estimations). 17
In Figure 1 In the present case, for a given state we examine the number of the state's firms exporting to numerous countries c (c=1...n). The expected number of a state's exporting firms to these countries is 1 2 , ,... . n λ λ λ Almost without exception, histograms, such as the one shown in Figure   1 , and statistical tests indicate overdispersion. In other words, the variance greatly exceeds the mean. Thus, as a starting point, we estimate the following negative binomial model: 16 Bandyopadhyay, Coughlin, and Wall (2008) summarize this literature. Coughlin and Wall (2011) find evidence that ethnic networks are associated with increased trade on the intensive margin, but not on the extensive margin. 17 For a textbook introduction to handling zeros in count data models, see Winkelmann (2008) , Chapter 6. For an application using various estimation models to examine excess zeros, see Gurmu and Trivedi (1996) .
Where β is a parameter vector to be estimated, j x is a vector of observable characteristics (including a constant) that influences the number of firms exporting to a country, and j ε is gamma distributed with mean 1.0 and variance alpha. This allows the variance to exceed the mean.
With a standard count model in the current context, a Poisson or a negative binomial model attempts to identify the covariates that statistically explain the number of a state's firms that export to a particular country. While the negative binomial model deals with the issue of overdispersion, the issue of excess zeros remains a possibility. 18 To confront excess zeros, two approaches that utilize dual regime data generating processes are employed. Both approaches have theoretical appeal from an economics perspective.
With a hurdle model the first stage is a binary choice model, such as a logit model, which examines whether or not a state exports to a country. 19 In other words, is there a level of productivity sufficiently high in a state to compensate for the additional costs of exporting to a country? In the second stage a count model, such as a Poisson or negative binomial model, truncated at zero is used to estimate how many of a state's firms export to a country. 20 In other words, how many firms have productivity sufficiently high to overcome the additional trade costs?
The second approach relies on zero-inflated models. 21 In the first stage, a binary choice model is employed to differentiate between structural and sampling zeros. In this context, structural zeros occur when there is no chance of exports from a state to a country, while sampling zeros occur when exports are possible, but there are no exports during the sample period. 22 Those states with no chance of exporting do not have productivity sufficiently high to 18 If the overdispersion results from a large number of zeros in the data, then the results produced by a negative binomial regression model will be biased. 19 Hurdle count data models, first discussed in Mullahy (1986) , are used frequently in health-care studies. For examples, see Gerdtham (1997) , Álvarez and Delgado (2002) , and Lahiri and Xing (2004) . 20 See Winkelmann (2008) , Chapter 6, for an overview of handling zeros in count data models. 21 The seminal article on zero-inflated models is Lambert (1992) . For more recent examples, see Wang (2003) and Burger, Van Oort, and Linders (2009) . 22 Zero-inflated models are simply adding mass to the zero point relative to standard count models.
overcome the additional costs of exporting, while the remaining zeros reflect randomness. In the second stage, a standard, non-truncated, count model for the number of exporters from a state to a country is estimated.
Thus, in addition to a standard negative binomial (NB) count model, we estimate hurdle models using Poisson (HP) and negative binomial (HNB) count models and zero-inflated models using Poisson (ZIP) and negative binomial (ZINB) count models. Based on goodness-of-fit measures, the results indicate that negative binomial estimation for standard gravity models outperform the Poisson counterparts. In comparisons across three binomial models -standard negative binomial, zero-inflated negative binomial, and hurdle negative binomial -the results indicate that the hurdle negative binomial models generally perform best for pooled estimations, but that standard negative binomial models perform the best for the individual state estimations.
Because of these findings, we present the pooled results for the HNB model and the individual states results for the NB model.
Extensive Margin: Results
Three sets of results are presented. The first set of results is generated by pooling the data for all states. Thus, the parameter estimates, after controlling for state fixed effects or state size using gross state product, are assumed to be the same across states. Both a simple, or benchmark, gravity model that includes as independent variables only the gross domestic product of the importing country, GDP c , and its distance from the exporting state, Distance s,c ,
and an extended gravity model that incorporates additional explanatory variables are presented and examined. The remaining two sets of results, one for a simple gravity and one for an extended gravity model, are based on separate regressions for each state, which allows the parameter estimates to vary across states.
Pooled Estimates. The results of estimating hurdle negative binomial models of the extensive margin using pooled state-level data with state fixed effects (columns 1-3) or gross state product (columns 4-6) for the simple and extended gravity models are listed in Table 3 .
Heteroskedasticity-robust standard errors underlie the estimates in columns 1, 2, 4, and 5, while cluster-robust standard errors underlie the estimates in columns 3 and 6. The clustering is based on destination country. Several results stand out. First, the statistical significance of the dispersion parameter, alpha, indicates that a negative binomial model is appropriate. Second, the likelihood ratio tests comparing the hurdle with the standard negative binomial results shown in the last row of Table 3 indicate that the improvement from using a hurdle model is statistically significant. 23
Turning to the results in columns 1 and 4 in Table 3 for the simple gravity model, one finds similar results using state fixed effects and gross state product. Gross domestic product of the importing country, GDP c , is a positive, statistically significant determinant of the number of exporters. The coefficient estimates, 0.74 and 0.73, are roughly identical for the two models.
Meanwhile, the distance between the importing country and exporting state, Distance s,c , is a negative, statistically significant determinant of the number of exporters. The coefficient estimate varies only slightly between models, -0.90 using state fixed effects and -0.99 using gross state product.
Turning to the extended model, no surprising results appear in columns 2 and 5 of Table   3 . All variables exhibit their expected sign and are statistically significant. However, the (absolute) estimates for both gross domestic product and distance decline relative to the results for the simple gravity model. Using state fixed effects, the estimate for gross domestic product declines from 0.74 to 0.44, while, using gross state product, GSP, the estimate declines from 0.73 to 0.43. The coefficient estimate for distance declines in absolute terms from -0.90 to -0.71 using state fixed effects and from -0.99 to -0.78 using gross state product.
Turning to the additional independent variables, regardless of the use of state fixed effects or gross state product, U.S. foreign direct investment in a destination country, FDI c , is positively related to the number of state exporters. This result suggests a complementarity between state exporters and U.S. foreign direct investment. On the cost side, destinations in which English is an official language, English c , seem to contribute to an increased number of state exporters. This finding is consistent with Lawless (2010) and many other studies.
Similar to Lawless (2010) , an increased number of state exporters also tends to be associated with a more developed communications infrastructure. The number of mobile cellular 23 Ferrante and Novelli (2013) illustrates a hurdle negative binomial approach in the context of export activity. 20 subscriptions per 100 people, Phones, is generally associated with more exporters. The positive and statistically significant results for a geographic variable, Popdensity, are similar to those in Lawless (2010) . Finally, also similar to Lawless (2010) , higher levels of official, administrative fees, Tradefees, decrease the number of state exporters.
A final set of results in columns 3 and 6 shows the impact of estimations producing cluster-robust standard errors rather than simply heteroskedasticity-robust standard errors.
Coefficient estimates are, of course, unaffected. The major change is that the standard errors based on clustering exceed the corresponding heteroskedasticity-robust standard errors. Most variables remain statistically significant; however, two variables that were previously identified as statistically significant, Phones and Popdensity, are no longer statistically significant.
Turning to some additional results, details on state fixed effects are not reported in Table   3 . Wyoming is used as the base. Without exception, the state fixed effects are statistically significant. An additional finding shown in column 4-6 is that larger states tend to have more exporting firms. More noteworthy, however, is the magnitude of the estimate, roughly 1.20 regardless of the model, which suggests that a given percentage increase in state size is associated with a more-than-proportionate increase in exporting firms. 29 Attempts to control for the legal environment in the destination country, using Legal c and CorruptionControl c , failed to produce results that were statistically significant. A similar comment applies to the possible impact of ethnic networks, using Foreignborn s,c .
Simple Gravity Model -Estimates by
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The estimation of the intensive margin uses two estimation methods -ordinary least squares and a full information maximum likelihood method that incorporates a Heckman correction (1979). 30 The absence of trade between many state-country pairs results in many undefined intensive trade margins. The Heckman procedure deals with the potential sample selection bias as a specification error. We implement this procedure via a full information maximum likelihood estimation. Two equations are estimated. First, a probit equation is estimated to produce an estimate of the inverse Mill's ratio. This ratio is then used as a regressor in the equation estimating the intensive margin.
Intensive Margin: Results
Similar to the preceding discussion of results for the extensive margin, three sets of results are presented. The first set of results is generated by pooling the data for all states and estimating both simple and extended gravity models. For comparability with the results for the extensive margin, the same independent variables are used. The remaining two sets of results, one for a simple gravity and one for an extended gravity model, are based on separate regressions for each state.
Pooled Estimates. The results of estimating the intensive margin using state-level data simultaneously for both the simple and extended gravity models are listed in Table 6 . All results are based on a full information maximum likelihood estimation that includes a Heckman correction are reported. Similar to the extensive margin estimations, heteroskedasticity-robust standard errors underlie the estimates in columns 1, 2, 4, and 5, while cluster-robust standard errors underlie the estimates in columns 3 and 6. The clustering is based on destination country.
For the pooled estimates, the Heckman correction adds value. 31 One indicator is that the correlation coefficient for the probit and main models prior to the inclusion of the Mill's ratio (ρ)
is significantly different from zero in the extended gravity models, which signifies that there will be sample selection bias if the inverse Mill's ratio is not included in the main model. While this correlation coefficient is not significant in the simple models, we still use full information maximum likelihood to assist comparability with their extended model counterparts. 30 Puhani (2000) provides evidence that the full information maximum likelihood estimator is preferable to Heckman's limited-information two-step method. 31 The variables used in the probit portion are listed in the notes in Table 6 .
Columns 1 and 2 of Table 6 contain the results for simple and extended gravity models that include state fixed effects, while columns 4 and 5 show results using gross state product.
The coefficient estimates indicate that GDP and Distance s,c are statistically significant. The absolute values of the coefficients associated with the extended model are less than those associated with the simple gravity model.
Turning to the results in columns 2 and 5 for the additional variables in the extended model, foreign direct investment is a positive, statistically significant determinant of exports per firm. A similar comment can be made for population density in the foreign country. Meanwhile, English as an official language, mobile phone subscriptions, and trade fees are each a negative, statistically significant determinant of the intensive margin using state-level data.
Similar to the previous results regarding the extensive margin, the estimations based on cluster-robust standard errors produce results that differ slightly from estimations based simply on heteroskedasticity-robust standard errors. The results in columns 3 and 6 are based on cluster-robust standard errors, which exceed the corresponding heteroskedasticity-robust standard errors. Most variables remain statistically significant; however, two variables that were previously identified as statistically significant, English and Tradefees, are no longer statistically significant.
While not reported in detail, the use of state fixed effects adds explanatory power in a statistical sense as all but 7 fixed effects in the simple model and 6 fixed effects in the extended model are statistically significant. Also, when state fixed effects are replaced by state gross product for the models in Table 6 , we find that larger states tend to have larger exports per firm than smaller states. The estimated coefficient is 0.28 in the simple and 0.29 in the extended model.
Simple Gravity Model -Estimates by State. The results for the simple gravity model are listed in Table 7 . Contrary to the results for the pooled estimations, OLS estimation was found to be superior for state-by-state estimation. Estimations for 36 states failed to converge, and ρ was only significant two times. Given the small sample issues associated with the Heckman correction, this finding for the estimation by individual state is not surprising. 32 Because the dependent variable is a state's average exports per firm to a country and a given state is unlikely to export to all countries, the number of observations for these regressions varies substantially across states. Even if exports occur, information for a specific state-country pair might not be available for confidentiality reasons. As a result, the sample size ranges from 19 in Wyoming to 183 in California.
Turning to the results, the adjusted 2 R range is from 0.08 in North Dakota to 0.71 in Vermont. Generally speaking, the adjusted 2 R is, at least, 0.40. Only eight states have an adjusted 2 R less than 0.40. Recall that the discussion of the theoretical underpinnings of our estimation did not provide strong expectations concerning the signs of the independent variables.
The results based on the simple gravity model indicate that GDP c is positively related to a state's average exports. For each state the estimated sign is positive, with statistical significance in 49
cases. The estimated coefficient ranges from 0.21 in North Dakota to 0.70 in West Virginia.
The mean estimate is 0.46, which is somewhat larger than the estimate of 0.29 produced by Lawless (2010) using national data. 33 Meanwhile, the estimated sign for Distance s,c is generally negative (e.g., 45 of 50), but this variable is statistically significant in only 29 of the 45 states. 34 These estimates generally fall between -1.00 and zero; however, Alaska exhibits an estimate of -2.19 and Hawaii shows an estimate of -1.76. The mean estimate is -0.39, which is (in absolute value) larger than the estimate of -0.26 produced by Lawless (2010) . Part of the difference can be attributed to the estimates for Alaska and Hawaii, which assume a greater weight in the state calculations due to the simple averaging process than they do in Lawless (2010) . Potentially, the use of state data should generate more accurate estimates because of more accurate measures of distance.
Extended Gravity Model -Estimates by State. Similar to the estimation for the simple gravity model, OLS estimation was found to be superior for the extended gravity model. 32 See Puhani (2000) and Manning, Duan, and Rogers (1987) . Sample selection (Heckman) models do not perform well when censoring is either quite low or relatively high. For the state-by-state estimations, censoring problems are frequent. Meanwhile, the pooled models have "moderate" censoring rates. 33 See Table 3 in Lawless (2010) . 34 For the five cases of a positive coefficient, not one is statistically significant.
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Estimations for 38 states failed to converge, while ρ was statistically significant only one time.
Turning to the results for the extended model summarized in Table 8 , the inclusion of more variables yields very different degrees of success in explaining the intensive margin relative to the simple gravity model. 35 For most states (45) Lawless (2010) . Relative to the coefficient estimates for the simple gravity model, the estimates also tend to be absolutely smaller.
For the additional variables, only FDI c and Popdensity c exhibit a consistently positive impact on average exports per firm. FDI is significant in 30 of 47 states, which is more frequent than our distance measure, while Popdensity c is significant in 15 of 39 states. Meanwhile, English c , Phones c , and Tradefees c are frequently negative, but rarely significant. 37 Overall, the results for these other variables, except FDI c , add little to understanding the intensive margin.
Discussion and Concluding Comments
The novel contribution of this paper is to use state-level export data in the context of heterogeneous exporting firms to investigate the effects of different parameters on extensive and intensive margin of state exports. We first present a theoretical analysis, and then use various relevant econometric methods, to throw light on the determinants of the margins of state exports.
Consistent with theory and prior studies at the national level, changes in the extensive margin across states are more closely connected to explanatory variables than are changes in the intensive margin. Our study also provides a rich set of information on the diversity across states with respect to the impacts of the various independent variables on both trade margins. This granular sub-national approach is needed, because, for virtually every independent variable, one observes large differences in both the parameter estimates and statistical significance across states.
Not surprisingly, standard GDP and distance related variables for gravity-based models are also key explanatory variables for both trade margins in this paper. The extensive margin is relatively more responsive than the intensive margin to percentage changes in these variables. In addition, numerous other variables capturing other dimensions of trade and transportation costs, such as the importance of a common language, communications infrastructure, population density, and border costs, affect the extensive trade margin. State size also affects positively both trade margins. What is especially noteworthy is that increases in state size appear to have a more-than-proportionate effect on the number of exporting firms.
Similar to Lawless (2010) , we find few consistent results for explaining the intensive trade margin in the state-by-state regressions. However, the single-equation estimation of the intensive trade margin does produce a number of results at odds with her results. Specifically, we find three variables to be statistically significant determinants of the intensive margin. Both the official use of English and fees associated with crossing the border are found to have negative effects, while population density is found to have a positive effect.
A noteworthy finding of this paper is to highlight the empirical importance of U.S.
foreign direct investment in affecting the margins of state exports. Both margins are positively related to U.S. foreign direct investment. This complementary relationship needs further theoretical and empirical analysis, which remains in our agenda for future research. Notes: Statistical significance: 1% level --***; 5% level --**; 10% level --*. Sample Size 1 refers to the sample size of the logit model, while Sample Size 2 refers to the sample size for the truncated negative binomial model. Only the results from the negative binomial model within the hurdle estimation are reported. Regressions 1, 2, 4, and 5 incorporate heteroskedasticity-robust standard errors, while regressions 3 and 6 incorporate cluster-robust standard errors that consider destination country clusters. However, for regressions 1 and 4, the results are identical to the cluster-robust results. Log-likelihoods are specifically log-pseudolikelihoods because of the use of robust standard errors. The likelihood ratio compares each hurdle model to its standard negative binomial counterpart. Notes: Statistical significance: 1% level --***; 5% level --**; 10% level --*. Sample Size 1 refers to the sample size of the first stage, while Sample Size 2 refers to the sample size of the second stage. Only the results from the second stage of the Heckman models are provided. The variables used in the first stage are GDP, Distance, FDI, Legal, Tradefees, Landarea, Popdensity, and Internet. Sample size refers to the number of observations used in the second stage of the model. Regressions 1, 2, 4, and 5 incorporate heteroskedasticity-robust standard errors, while regressions 3 and 6 incorporate clusterrobust standard errors that consider destination country clusters. Log-likelihoods are specifically logpseudolikelihoods because of the use of robust standard errors. 
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