Exudates are one of the primary signs of diabetic retinopathy, which is a main cause of blindness and can be prevented with an early screening process. In this paper, authors have attempted to detect exudates using back propagation neural network. The publicly available diabetic retinopathy dataset DIARETDB1 has been used in the evaluation process. To prevent the optic disk from interfering with exudates detection, the optic disk is eliminated. Significant features are identified from the images after preprocessing by using two methods: Decision tree and GA-CFS method are used as input to the BPN model to detect the exudates and non-exudates at pixel level. The results prove that, BPN performance with features identified by Decision tree and GA_CFS approach has outperformed the performance of BPN with all inputs. The BPN classifier best performance was found with Sensitivity of 96.97 %, Specificity of 100% and classification accuracy of 98.45%.
INTRODUCTION
Medical images analysis is a multidisciplinary research area, which covers image processing, machine learning pattern recognition and computer visualization. Retinal images are usually interpreted visually by the ophthalmologists in order to diagnose Diabetic Retinopathy (DR). Retinal image analysis system can be developed to assist ophthalmologists to make the diagnosis more efficiently. DR is the most common eye complication in diabetes. DR is globally the primary cause of visual impairment and blindness in diabetic patients. Screening of diabetic patients for early detection and timely treatment of diabetic eye disease significantly reduces the risk of vision loss. Diabetic Patients should have their eyes checked by an ophthalmologist at least once a year to see if retinopathy is present or progressing. These huge number of retinal images, need to be reviewed by the physicians, which is time consuming and costly. DR can lead to several retinal abnormalities, including micro aneurysms, hemorrhages, hard exudates and cotton wool spots. Hard exudates are yellowish intraretinal deposits, made up of serum lipoproteins. Exudates occur when lipid or fat leaks form abnormal blood vessel. If the exudates extend into the macular area, vision loss can occur [6, 18] . This paper investigates the application of back propagation neural network for detection of exudates in retinal images. Section 2 describes the related work of exudates detection using ANN. Section 3 briefs about the image preprocessing followed by feature extraction in section 4. For the sake of completeness, the ANN classifier has been explained in section 5, and finally results and discussion in section 6 followed by conclusion in section 7.
RELATED WORK
Akara et.al [1] [2] [3] [4] have discussed comparative analysis of traditional and machine learning of exudates detection using mathematical morphology, fuzzy-c-means clustering , naïve Bayes Classifier, SVM, NN and , Nearest Neighbor (NN)classification. Fifteen features were identified out of which, finally six relevant features pixel's intensity value after preprocessing, the standard deviation of the preprocessed intensity, the pixel's hue, the number of edge pixels in a region around the pixel, the ratio between the size of the pixel's cluster and the size of the optic disc and DoG4 were selected using Naïve Bayes classifier and experimented with NN and SVM. Gardner et.al [9] has used neural network to identify the exudates in gray level images. Artificial neural network (ANN) was trained using back propagation method. The image was divided into squares of 30 x 30 and 20x20 pixel, based on which feature was being detected. The squares of gray-scaled images were classified by an expert observer into normal, blood vessel, exudates, hemorrhages or micro aneurysms. This information was used to train the ANN to classify the squares according to known outputs. Usher et.al [17] describes the development an automated system to detect abnormalities such as microneurysm, haemorrhages and exudates in color retinal images. They have used image processing to standardize color and contrast enhancement, segmentation to reveal lesions followed by classification of lesions using neural network. Jaykumari et.al [11] discusses the novel technique of intelligent segmentation followed by classification of exudates by using Echo State Neural Network (ECHO) Moving Window is used to obtain the statistical feature of the images (convex area, solidity, orientation and filled area), which are fed as input to ESNN. Osareh et.al [12] used fuzzy Cmean for segmenting the color retinal images, followed by classification of segmented regions into exudates and non-exudates using artificial neural network classifier. Further Osareh et.al has also compared the performance of NN for exudates detection with SVM [13] and three other classifiers: Linear Delta Rule (LDR), KNearest Neighbors (KNN) and Quadratic Gaussian classifier (QG) [14] . KNN 
MATERIAL AND METHODS
The publicly available diabetic retinopathy dataset DIARETDB1 has been used in the evaluation process. DIARETDB1 database contains a total of 89 images of resolution 1500×1152, with 47 of these images contain exudates while the remaining 42 either contain other type of lesions or are normal. Authors have used 10 images with 5 images with exudates and remaining 5 images without exudates for detecting exudates using pixel level classfication. The images have been scaled to 256 X256 size.
Image Preprocessing
Differences in luminosity, contrast and brightness inside retinal images make it complex to extort retinal features and make a distinction of exudates from other bright features in images. Hence Image Pre-Processing is required to eradicate noise present in the image and equalization of the irregular illumination associated with retinal images. The image preprocessing is explained below.
HSI Color Space Conversion
An RGB image is an M x N x 3 array of color pixels, where each color pixel is a triplet corresponding to red, green and blue components of RGB image at specified special location. Other color spaces or models include HSI, YcbCr, HSV, CMY, CMY and NISC color model [5, 15] . As a first step of preprocessing the original RGB image is transformed to HSI (hue, saturation and intensity) color space. The HSI color space is commonly used color model for image-processing applications because it represents color similarly how the human eye senses colors. The other reason for selecting the HSI color space is that the Intensity matrix of the image can be separated from other components such as hue and saturation, so that significant information needed for the diagnosis of exudates, contained in the intensity matrix alone such as intensity, standard deviation of intensity, distance between optic disk mean pixel value and exudates and non-exudates pixels can be extracted. Hue is a color attribute that describes a pure color, Saturation gives a measure of the degree which the amount of white light mixed with the hue .The "intensity", "lightness" or "value" is related to the color luminance. The transformation equations used in the conversion of RGB to HSI are
Finally, the Intensity Component is given by
Median Filter
Median filter is an effective method for suppressing isolated noise without blurring sharp edges. It replaces a pixel by the median of all pixels in the neighborhood of small sliding window. Median filter is an excellent choice for the removal of especially salt and pepper noise and horizontal scanning artifacts. As a part of image preprocessing, salt and pepper noise is added to intensity band and filtered by applying median filter of 3X3 size.
Adaptive Histogram Equalization
The fundus image usually have uneven illumination with areas at the center of the image brighter compared to sides and the brightness decreases as distance form the center of the image increases. To achieve uniform illumination adaptive histogram equalization is used so that the dark area in the input image becomes brighter in the output image bright area that was highly illuminated remains or reduces so that the image has uniform illumination. 
Optic Disk Elimination
Since the optic disk has characteristics, bright intensity almost similar to hard exudates, the optic disk is detected and removed to reduce false positives. First the area of interest namely the optic disk is selected using Region of interest from the preprocessed intensity image I as I1. This is achieved using roipoly() function available in matlab. Further binary image of size 256x256 with all ones is taken say I2. I1 is subtracted from I2 to get image I3. The image I3 is finally multiplied with preprocessed Intensity image I, which results in elimination of optic disk. The steps used for elimination of optic disk are shown in fig 2. (a) RGB image 
FEATURE EXTRACTION
Five pixel level features were selected as input for classfication of exudates and non-exudates pixels. Pixel Hue is extracted form Hue image ( Fig 1 (b) ) that forms the chrominance information. Intensity matrix of the image separated from other components such as hue and saturation, after preprocessing, provides the remaining features needed for the diagnosis of exudates. The intensity of the image (Fig 1 (c) , standard deviation values with window size 7x7 (Fig 3 (a) ), distance between mean of optic disk pixels and pixels of exudates and non-exudates (using Euclidean distance), mean intensity (Fig 3(b) ) using window size 3x3 were extracted from the preprocessed Intensity image. Since the exudates and optic disk have similar intensity ,the Euclidean distance between optic disk pixels and exudates pixels will be less compared to that with nonexudates pixels. Hence the feature: distance between mean of optic disk pixels and exudates and non-exudates become one of the important features for exudates detection.
CLASSIFICATION USING BACK PROPAGATION NETWORK
Neural Network is an information-processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. The key element of this paradigm is the novel structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurons) working in unison to solve specific problems. Developing a neural network involves first training the network to carry out the desired computations. During the learning phase, training data is used to modify the connection weights between pairs of nodes so as to obtain a best result for the output nodes(s). The feed-forward neural network architecture is commonly used for supervised learning. Feed-forward neural networks contain a set of layered nodes and weighted connections between nodes in adjacent layers. Feed-forward networks are often trained using a back propagation-learning scheme. Back propagation learning works by making modifications in weight values starting at the output layer then moving backward through the hidden layers of the network. Neural networks have been criticized for their poor interpretability, since it is difficult for humans to interpret the symbolic meaning behind the learned weights. Advantages of neural networks, however, include their high tolerance to noisy data as their ability to classify patterns on which they have not been trained [10, 16] .
RESULTS AND DISCUSSION
In this paper, five features: Hue, intensity of the image, standard deviation of intensity, distance between mean of optic disk pixels and pixels of exudates and non-exudates and mean intensity have been used inputs to ANN classifier for detecting the presence or absence of Exudates in the retinal images. 10 images, which were resized to 252 x 252 size are used for experimental evaluation. Training, Validation and Test data was prepared by manually collecting the feature for exudates and non-exudates pixels by equal partitioning method.
Feature subset selection is of great importance in the field of data mining. The high dimension data makes testing and training of general classification methods difficult. Feature selection is an essential pre-processing method to remove irrelevant and redundant data. It can be applied in both unsupervised and supervised learning. In supervised learning, feature selection aims to maximize classification accuracy. Authors have used two filters approaches namely Gain ratio and Correlation based feature selection for identifying relevant features. Decision tree is a simple tree like structure where non-terminal nodes represent tests on one or more attributes and terminal nodes reflect decision outcomes. The non-terminal nodes are taken as relevant features. In the first method adopted for attribute selection, the authors have used weka J4.8 to identify the significant attributes [7] . The J4.8 resulted in three relavant attributes namely Intensity, Std. Deviation of intensity and Distance between optic disk pixels and other pixels. In second method, the authors have used GA and Correlation based feature selection (CFS) in a cascaded fashion, where GA rendered global search of attributes with fitness evaluation effected by CFS. Genetic algorithm is used as search method with Correlation based feature selection as subset evaluating mechanism [8] . GA-CFS resulted in following four relevant attributes: Intensity, Std. Deviation of intensity, Hue and Distance between optic disk pixels. Experiments were conducted using different topologies of one hidden layer with 3 to 25 hidden nodes. Three different sets of inputs for the Neural network was experimented: (i) all inputs (ii) inputs identified by DT and (iii) inputs identified by GA_CFS methods. Number of epochs experimented was 10 to 40 epochs. The other network parameters were kept constant with step size for gradient descent as 0.1, weight change momentum as 0.6, and error tolerance as 0.01.
Further Sensitivity, Specificity, Recall, and Precision and Fmeasure using true positive, true negative, false positive and false negative is computed for test data. The BPN classifier performance was measured using Sensitivity, Specificity, Recall, Precision and F-measure for test data with different topologies is shown in table 1. Table 1 shows specificity and precision of 100 % for ANN with (a) all inputs, (b) inputs identified by DT(c) inputs identified by GA_CFS. Further Sensitivity of the ANN classifier with inputs identified by both DT and GA_CFS is improved compared to sensitivity of ANN classifier with all inputs.
CONCLUSION
Early detection and timely treatment of DR can slow down the progression of the disease and avert blindness. Further with limited medical staff, an automated detection system can be used by nonexperts to indicate which patient requires referral to an ophthalmologist for additional investigation and treatment without further delay. The development of automated system can be effectively used as a filter of normal images, thereby reducing the burden on ophthalmologist, in addition to improvement of efficiency of diabetic screening program and reduction of cost. BPN classifier is successfully used to detect the exudates in retinal images. The BPN classifier performance used to detect exudates has been further improved by identifying significant features using two methods namely DT and GA_CFS method. Best performance of BPN was found with Sensitivity of 99.97 % and Specificity of 100%. 
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