If one looks for an optimal (by criterion of minimal variance) linear estimate of s'(t) from the observation of u(t) = s(t) + n(t), where n(t) is noise and s(t) is useful signal, then one can derive an integral equation for the weight function of optimal estimate. This integral equation is often difftcult to solve and, even if one can solve it, it is difficult to construct the corresponding filter. In this paper an optimal estimate of s' on a subset of all linear estimates in sought and it is shown that this quasioptimal estimate is easy to calculate, the corresponding filter is easy to construct, and the error of this estimate differs little from the error of optimal estimates. It is also shown that among all estimates (linear and nonlinear) of s' for InI <6 and Is"1 <M the best estimate is given by A,u= (2h)-' [u(t + h)-u(t -h)] with h = (26/M)"2.
DETERMINISTIC CASE
Let u = s + rz, 1 nl < 6, Is"1 GM. Let us assume that u(t) and s(t) are continuous functions defined on R ' and II . 11 denotes the norm in C(R '). Let
A,u = (2h)-' [u(t + h) -u(t -h)],
(1) h(6) = (26/M)"*, E(B) = (2M6)"2.
Let A denote the set of all operators T : C(lR') + C(IR '). 
where h,(6) = 2(&K')"* = h(d)/fi.
Remark 2. The function n(t) can be considered as a random function uniformly distributed on the segment [--&a].
Remark 3. Theorem 1 and Remark 1 combine the results of [ 1, 21 and 141.
Proof of Theorem 1. We have Id,u--s/l~ld,(u-s)l+ld,s-s'l~$+~.
The second term in the right-hand side of (8) The last inequality is valid if we make the following choice of sj:
for 0 < t < 2h(d), (10) and define sj(t), j = 1, 2 outside the segment [0, 2h(6)] so that the condition, Isj"I<M, IsjJ<6 will b e satisfied. It is easy to check this for 0 < I < 2h(6)
Isi"I<M, lsjl<6,j= 1,2. Th us both functions S, and s2 are of the form u -)2 with ] n ] < 6 and u = 0. Taking the infimum over T E A we conclude that (4) holds with > and from (3) it follows that for T = A,,,,, we have equality. This completes the proof of Theorem 1. The proof of Remark 1 is similar (see [2] ).
STOCHASTIC CASE
Asume that u(t) = s(t) + n(t), -co < t < co, s is a useful signal and n is noise. For simplicity assume that s and n are uncorrelated and n has a zero mean value. Let D denote variance. Assume that the random functions s and n are stationary processes, R,(t) is the covariance function of s and n = &I, where
is the covariance function of v. The problem is to find a linear estimate of s' from the observed signal U. The optimal estimate is the solution of the variational problem
The solution of this problem was obtained by Wiener [5] for the case of infinite time of observation. Even for simple covariance functions his solution is often difficult to calculate (one has to solve some integral equation) and difftcult to construct a filter which implements the estimate. That is why it is natural to look for a quasioptimal estimate which satisfies the following requirements: (1) it is easy to calculate and to implement; (2) the error of the quasioptimal estimate is approximately the same as the error of optimal estimate. The idea to look for a quasioptimal estimates in the problem of differentiation of random functions was suggested probably for the first time in [3] . Let This elementary inequality follows immediately from the Cauchy inequality. Now, if f(x, ,..., x,J is the probability density of the joint distribution of random variables g,, 1 < k Q n, and if we assume (without any loss of generality) that gj = 0, and set dx = dx, ,..., dx,, J" = Inn, x = (xi ,.,., x,), then
Lemma 2 is proved.
Proof of Lemma 1. We have
where t, are some points in the remainders of the Taylor formula. Now we apply Lemma 2 with gk = SCm)(tk), D[ gk] < Mi. 
where the hat is the symbol of estimate (so that the right-hand side of (20) is just a definition of s"'), the operator Alp' is defined in (12), the coefficients AiQ' are uniquely defined from the system (13) and h = h, > 0 is deftned as a minimizer of the right-hand side of (18):
In order to calculate h, explicitly we need some assumptions about R(t) or its spectral density (Fourier transform). 
Remark 1. Calculations similar to those give in Example 1 can be carried through in most practical cases. Note that the behavior of the spectral density Z?(L) at infinity 1 --t co defines the behavior of R(t) near t = 0. Since only the behavior of R near t = 0 is essential for h < 1 for calculation of h, and &,in we can make the following conclusion:
The above recipe for calculating h,i, is stable towards perturbations of the spectral density R"(L) preserving its asymptotics at infinity.
Remark 2. If we assume that D[s""'] GM,,,, m > 2 and find h, and #,i,, then we can see that for large m the error $,i, of the quasioptimal estimate (12) is of the same order in 6 as 6 -+ 0 as the error of optimal Wiener estimate [5] . It is clear that estimate (12) is easy to implement as a filter: only arithmetic operations and delay lines are used. It is easy also to find the quasioptimal estimate, i.e., to find h,. We only need to know the asymptotics of the spectral density of noise and the estimation constant M,.
SEARCH OF EXTREMUM OF A RANDOM FUNCTION
In applications (e.g., in navigation theory) the following problem is of interest. A function u = s + n is given, where s(t) is a univalent smooth deterministic unknown function defined on the segment I= [0, l] (univalent means that s(t) has exactly one maximum on [0, l]), and n(t) is noise, 1 n I< 6. The problem is to find the point t*, where s(t) is maximal. We assume that 1 s" ] < M and M is known. To solve this problem let us find h = h,(d) (see (7)) let us divide the segment by points t, = kh, and calculate u"k = (2h-'[h(t, + h) -u(t, -h)]. If ulkulk+, < 0 and ]Gj] > 2(M@l'* Vj, then we conclude with the probability 1 that t, < t* < t, + h. Indeed from (6) it follows that Q, = 2(M~3)"~ < s'(tJ < Gk + 2(M~3)"~. If ]l;i] > 2(M6)"2 then s'(t,J has the same sign as ulk. Therefore from u",u^,+ I < 0 it follows that s' changes sign on the segment [tk, fk+ I 1. Since s(t) is univalent the point t* lies in this segment.
