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   This paper present about Modeling and Controlling linear process. Currently linear 
process is highly important for plant operation optimization.  
   Modeling of the plant could be said is one of the major part of the plant, where the 
behavior and control tuning parameters could be dependent on it. Some problems that 
are met in modeling could be unpredictable behavior of the model, thus causing the 
tuning parameters inaccurate value, which may cause undesired output at the end. 
Another reason could be lack of experiment on obtained plant model. 
    Empirical and Statistical modeling is the technique that has been used throughout 
the paper.   Since the Process Reaction Curve method is known as simple and reliable  
method to be used, obtained parameters have been compared to other parameters that 
have been obtained several times from the same process plant. Obtained model has 
been analyzed step by step, to make sure that model parameters are valid to be used. 
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1.1    Background of study 
   In Control and Automation engineering field it is desired to construct the system 
that would be able to function under multi variable conditions and wide range of 
operations. The nonlinear systems control in the usage of, for ex: pH neutralization 
developed by input-output linearizing system controller. With the help of this method 
comparison of  adaptive, and non-adaptive nonlinear controllers to the PI controller , 
the nonlinear controllers provide best tracking and tuning performance compared to 
PI controller. In the area of pH neutralization the nonlinear control gives best result in 
the range of buffering conditions.   
   There are three types of modeling, those are: Mathematical modeling, Empirical 
modeling, and Experimental modeling .For the sake of our experiment we will 
concentrate on Empirical modeling. The main function of Empirical modeling is 
controlling the process at its operational time, which is divided into two sub modeling 
methods: 
 Reaction Curve method modeling  
 Statistical method modeling   
 
   The Process Reaction Curve (PRC) method is the method of testing the process 
system by applying the change to its independent variable like set point. The moment 
when the system is operating at its stability and constant operational time, the change 
at the set point (not more than 20%), is applied. The respond of the dependent 
variable which are including dead, delay and rise times are producing the curve/slope, 
until it becomes constant/stable. As the curve has produced, parameters like dead, 
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delay, rise time and other parameters can be calculated and observed. This method is 
known as simple and reliable methods in modeling so far.  
   The Statistical modeling method is basically for modeling the process. Modeling 
the        process, and monitoring at full potential. This method takes a close 
monitoring and controlling and detailed parts of the process which may cause any 
damage to the process. Detected variations can be corrected for better process, which 
is the main objective of Statistical modeling method.     
   The modeling of the process is one of the crucial parts of the plant. It is important to 
get correct parameters, since the parameters obtained will decide the dynamic 
behavior of the plant. The model parameters are obtained in different techniques, like 
Mathematical, Empirical or Experimental techniques could be used to get the plant 
model. Since the Empirical modeling is one of the reliable techniques to be used, the 
parameters obtained with the help of Process Reaction Curve (PRC) Method I and 
Method II are used. As mentioned earlier the Empirical modeling method containing 
Cohen Coon, Ziegler-Nichols. With the help of this modeling method we can obtain 
the parameters required for analyzing and observing the plant behavior. 
   The control of the loop of the process is very sensitive part of the plant, since the 
process would not always meet the desired output, if poor controller tuning is applied. 
Controller of the plant is located just before the final element and process model in 
the plant loop. The main objective of the controller is to testify the error value 
difference of the process variable and achieved the desired set point. PID consists of 
three algorithms, Proportion (P), Integration (I) and Derivation (D). This algorithm 
has big role in maintaining the fast and stable response of the output, since each of 
those algorithm is responsible for calculating the error, which is coming from the 
output as a feedback loop back to controller.  
   Proportion algorithm, is accumulation of present error and produces proportional 
output value to it. Integration is dealing with accumulation of past errors and 
Derivative is future error based on current change. The PID controller is known as 
one of the best controller throughout the history of controllers. The tuning parameters 
can be tuned to desired value and responsiveness for the set point oscillation, 
overshoots and in minimization of error. 
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1.2    Problem Statement 
   Solving the control problems on-line could reduce the control constraints. Obtaining 
a good model of Linear Model Control highly important since they are facing some 
lagging and some improvement in real time application. Throughout this paper we 
mostly concentrate on two things. 
 Modeling of desired system 
 Control over the desired model 
   Modeling of the control system are divided into three methods. First is 
Experimental, second is Mathematical, and the third is Empirical modeling method. 
For our project we would concentrate more on Empirical modeling method, where it 
has two Modeling sub methods. Those are: Process Reaction Curve method, and 
Statistical method of modeling. 
   Control of the, would mostly concentrated on the application of PID controllers, 
and mainly tuning the system’s gain. 
 
1.3    Objective and scope of study 
   The objective of the study is obtaining a model of control system which would 
minimize the overshoot, obtain the faster settling time, and increase the response of 
the system at the output[1]. The modeling system optimization requires to be 
experimented and obtained in real time[2].  
The objectives of the paper are:  
 Obtaining a good model for linear process. 
 Applying that model to solve non convergence optimization problem in real 
time system. 
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   Obtaining good PID controller would smoothen the step response of the system and 
help us to get the desired output, so the most concentration will be on application of 































2.1 Introduction  
   As mentioned before modeling is obtained in several ways. The Empirical and 
Statistical modeling methods are highly used throughout the experiment and analysis 
of it. Empirical model is having two techniques of tuning, which are obtained under 
PRC[3]. The reason why this tuning technique is highly used is that, it is visual and 
graphical method. Moreover this method is simplest and most used method[4].  
   Cohen Coon and Ziegler-Nichols are obtained from perfect step change (usually a 
unit input) in the input. Before the parameter calculations are done. It is advised to 
make sure on the certain criteria in the input.  There are criteria for the step change in 
the input, in order to get valid output, such that: step input should be large enough to 
overcome the disturbance, but not too large to harm the process. Another important 
thing is that, the output signal-to-noise ratio should be greater or equal to 5. The PRC 
parameters cannot be calculated unless it reaches the steady-state output after step 
input is applied and it should last for       [5].  
   In order to determine that the output is not effect of disturbance, the input change 
applied before is changed back to it’s initial position. If the output is coming to its 
initial position then the PRC is known as valid and could be proceeded with further 
steps. If no, then the experiment should be repeated, because it is known as long term 
disturbance. As the above criteria are fulfilled, either technique could be used to 
obtain the parameters of the model.   
2.2 Ziegler-Nichols and Cohen Coon 
    Cohen Coon and Ziegler-Nichols are both getting the parameters from the 
dynamics of the plant, caused by the step change. The difference of either method 
could be identified from optimization of parameters[6]. The Cohen Coon method is 
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using the 63  and 28 percent of the output proportion of time. This technique is 
developed in early 1960’s and involving simple calculations.  While the Ziegler- 
Nichols is more direct and simple, but however differs with optimization slope of 
PRC. Ziegler-Nichols first developed method, but however this method is not that 
accurate, since in optimization of parameters with maximum slope may show not 
accurate value, especially when there are high disturbance, like noise during the 
process. 
2.3 Statistical modeling 
   Statistical modeling method provides more general approach and which is not 
limited to first order dead time. This method does not require perfect step input, or 
reaching steady-state at the end of experiment, and a large amount of perturbation 
could be within the possibility of calculation of this method. However this method is 
involving more calculation, compared to Empirical method. In this method, we 
should formulate a first order dead time equation in order to get the regression be 
evaluated. 
   PID controller has been developed in 1940’s, since then it has become the most 
practiced algorithm in process industry [7]. The PID algorithm is commonly used in 
Single-Input Single-Output systems, where controlled variable is adjusted with one 
manipulated variable. As mentioned before, the PID parameters are obtained from 
process dynamics, and every tuning parameter can be calculated. Every parameter 
exerting a different effect on the dynamics of process.  
    As proportion part of algorithm is correction proportional to error accumulated.The 
proportion will calculate and try to decrease the error that was obtained from from the 
output and coming back through the feedback loop. But  proportional mode has a 
disadvantage that, this mode has no effect on control variable on offset, since the 
offset can be decreased through the set point from which the control variable is 
deviated.  
   The integral mode is interoperated in terms of time like other modes with 
accumulated errors of pas[8]t. The integral gain has a great effect on decreasing the 
rise time, and increasing the overshoot. However gain has an effect on increasing the 
settling time, eliminating the steady-state error. 
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   The derivative mode is known as “predictive” mode, since the derivative term 
predicts the behavior of the system and stabilizes it as well as improves the settling 
time[9]. However this mode has no effect on steady-state error, and has a small 
change on rise time. 
 




3.1 Research Methodology 
    Linear controller could be said excellent controller when it comes for the control 
over the wide range. But for closed loop system change (e.g. temperature change) in 
set point, it is found that nonlinear system behavior is more linear compared to linear 
control which is full of overshoots and oscillations [9]. The linear controller results to 
oscillation and overshoots, which results to deviation from the set point, while 
nonlinear controller gives effective attenuation of disturbance [10].  
   By bearing in mind all this information that has been retrieved from other research 
papers. Let’s look at conventional model (system) with the clear image of PID. The 
model is conventional closed loop system with PID controller. 
   As you may find from the modeling shown below, the modeling of the system 
includes the variable input, where first it goes into PID controller (the PID is tuned 
according to our desire), after which it goes into plant model for required parameters. 
The processed values will come  
 
 
Figure 1 PID modeling 
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up from the variable output Y. The error signal (e) will be sent back through the 
feedback and be processed via controller to the output. The error will be 
compared/referred to its input variable (u) to improve the performance. 
   The tuning parameters of the PID controller are Kp, Ki and Kd. The desired signal 
output can be manipulated by tuning those gain parameters. 
 
The PID controller is defined with the next formula: 
 
      ( )    ( )     ( )    ∫  ( )     
 
   
 
 




Table 1 Equation parameters. 
  Input variable 
   Manipulated Variable 
   Proportional gain 
   Integral gain 
   Derivative gain 
  Error 
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   Since the effect of gain parameters are differing from each other, it is important to 
tune them, so that the best output is obtained. As well as design of modeling of the 
closed loop system could be benefited from the gain behavior. The gain behaviors are 
tuned and observed in MATLAB SIMULINK. 
   The MATLAB SIMULINK is preferred software to construct the modeling of the 
closed loop continuous system, the gain variables can be input and edited (if needed), 
according to the effects they (gain parameters) each  perform  behavior at the output. 
Since each gain of the process parameter has different effect on the system, they can 
be tuned and   manipulated as you want them at the output. 
 
3.2 An Empirical model construction procedure 
   The modeling method can be said that, it is designed for process control, known as 
empirical modeling. The models which are developed using this method are using the 
dynamic relationship of variables which are input and output. In making the model, 
especially in empirical modeling the small change is applied, the resulting dynamics, 
determines the model. This kind model identification and development using the 
empirical modeling is found to be useful for many design process control, and for its 
implementation. 
   Empirical model building consists of six parts shown in the figure below. This 
procedure makes sure that designing and execution would generate appropriate data. 
The figure also shows that prior knowledge, and iteration required which are shown 
with red arrows. At the end of the procedure the satisfactory model could be obtained 
if not, the procedure could be repeated, as further experimentation is required. For the 
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Experimental design: 
    In this part of the modeling, it is important to determine the right modeling, since it 
determines the shape and duration of the design. It also determines the condition of 
the process, based on which accuracy is judged.  
 
Plant experiment:  
   The plant experiment should be held as close as possible to the plan. It is not 
possible to escape the plant variations overall, therefore the plant should be under 
monitoring during whole process of the experiment. A difference in the input set 
point, may crucially change the output expectation. It is advised to monitor with 
every possible measuring device wherever available. 
 
Determine model structure: 
    Many methods are available to determine the model of the process. One of the 
methods used to determine the parameters of the model are obtained from the first 
and second order of transfer function. Typically the initial structure of the data is 
collected from prior knowledge, later on the model is improved with a number of 
experiment and the behavior is observed over and over.   
 
Parameter estimation: 
   This is the step when the model structure is selected and as well as the data has been 
collected. With the help of two methods the model parameters are determined. Those 
methods are, graphical technique and the other one is statistical modeling method 
technique. These methods are able to provide model parameters like gain, time 




   At this step the model is basically diagnosed and the model evaluation is held 
according the parameters estimated earlier. The diagnostic evaluation may use two 
approaches: 1) measured data is compared with predicted data. 2) results are 




   This step is similar to the diagnostic evaluation step, where the model is verified 
with predictions. But the only difference is that the model is compared to the 
parameters that are different from the diagnostic evaluation in order to be sure that 
simple degradation does not deviate the model accuracy. Two things are closely 
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controlled in this step. 1) safe, smooth and profitable operation of the plant. 2) 
development of the plant for future improvement.  
 
3.3 Plant experiment 
    The experiment has been conducted on Simple PID Pressure Control plant. The 
purpose of the experiment was measuring and obtaining the dynamic movement of 
the potential output based on PRC modeling methods, and obtained model should be 
able to be tuned for better performance. The output of the plant dynamics has been 
analyzed in two methods. Those are: 
 
 Empirical modeling method, where it includes two techniques. 
                           Method I. Cohen Coon method 
                           Method II. Ziegler-Nichols method  
 Statistical Model method. 
 
3.3.1 Process Reaction Curve (PRC) 
   Method I Cohen Coon method, where it allows the correction of the slow steady-
state response by the Ziegler-Nichols method. This method is advised to be used 
when there is large dead time or having any delay time, and it uses the graphical 
calculation. The values that are determined from the graph are input magnitude 
change,  ; steady-state change in the output,  ; and the moment of time where the 
output reaches the 28 and 63 percent of its final value. Any random two values of the 
time, help to determine  , and   parameters. The times are selected where the 
response is changing rapidly, even though measurement, like noise are there. The 
parameters can be determined accurately (Smith, 1972). The mathematical 
expressions are: 
 
 (   )   (     )                                     Eq(2) 
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 (    ⁄ )   (    (
 
 
))                           Eq(3) 
 
The values of the time that reaches 28.3 and 63.2 percent of the output are used to 
calculate the model parameters, which are shown in the next equation. 
     
       
 
 
                                                                Eq(4) 
     (         )                                                  Eq(5) 
 
    Method II. was adapted from Ziegler and Nichols (1942). Ziegler–Nichols tuning 
method is done by making the Integral and Derivative parameters to zero and by 
increasing the Proportional gain until it reaches the maximum gain. This method also 
based on graphical calculation, where magnitude of the input change,   ; output 
magnitude of the steady-state change,  ; and slope of the output-versus-time plot,   
can be measured from the obtained graph. The next relationship shows value of the 
plot to model parameters.The general model for the step input with      will be: 
 
         ( )      *   
 (   )
 ⁄ +                                 Eq(6) 
 
The slope can be determined for this response at     
 
            





,    *   
 (   )




 (   )
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3.3.2 Statistical Model 
   The Statistical model identification method is providing more flexible approach 
compared to Process Reaction Curve methods. The graphical methods were facing 
some limitations: first order with dead time model and a perfect step input. Statistical 
approach uses all data and is not just limited with few points in the response. For the 
particular method, the regression method has been applied, where the transfer 
function has been converted to algebraic model, and the current value of the output is 
related to the previous value of input and output. The statistical identification method 
and fitting model of simple structure has been used to obtain the algebraic equation. 
The first order with a dead time could be written in time domain as follows: 
           
   
    
   ( )     
 (   )                             Eq(8) 
 
   The prime here indicates the deviation from the initial steady state value. The above 
differential equation can be integrated from    to         , where   ( ) assumed 
constant. The dead time is represented by a real number as a sum of sample delays. 
The next equation describes it clearly. 
 
       
     ⁄       (   
    ⁄ )                                 Eq(9) 
 
This equation could also be simplified as: 
  
                                                                               Eq(10) 
 
   The remaining parameters left to be determined are    , and Γ , which provide 
sufficient data for the model.   ,    and   parameters can be calculated. 
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   In linear regression method it is possible to predict the output at any time of the 
output. Then the equation above would be written as: 
 
              (     )   (   )   (     )                                Eq(11) 
 
   In the above equation   denotes as measured value, and   denotes as predicted 
output. The model parameters   and   would give accurate prediction at the output 
for every time, so that parameters of   and   , (     )  and (     )  are as close as 
possible 
 
3.4 Results and Discussions 
Method I : Cohen Coon tuning method. 
The obtained/calculated values from the experiment are listed in table below. 
 
 
   
Table 2 Measured parameters for Cohen Coon tuning method 
 
 
Measurement  Value 
Change in,   10% 
Change in output,    2.67 
MAX Slop,   0.037 bar/sec 
Apparent dead time,   4 sec 
Calculation  Value 
Steady state process gain,     0.267 
Apparent time constant,  72 sec 
Fraction dead time,    0.056  
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Table 3 Equations for obtaining PID parameters 
 
 
   After getting the parameters from the experiment, transfer function has been 
obtained from the experimental parameters, and the PID parameter has been 
calculated. The transfer function of the model has been obtained by substituting into 
next formula. This equation is applicable for both methods. 
 





      
    
                                          Eq(12) 
 
   The tuning parameter has been obtained by using Cohen Coon method formulas, 
which are shown at the table below. 
 
Table 4 PID parameters of Cohen Coon method 
 














)  .    (
 
  
)/   
     
     
 
 




)  .     (
 
 
)/   
     
     
 
4L/(     ) 
Control Modes          
P 68 - - 
P + I 60 11.9 - 
P + I + D 90 9.618 1.44 
  27 
 
 
Potential model has been constructed on MATLAB SIMULINK, and a calculated 
















Figure 3 Cohen Coon modeling 
Figure 4 P=68 parameter output for Cohen Coon 




























Figure 5 P=60,I=11.9 parameter output for Cohen Coon 
Figure 6 P=90,I=9.618,D=1.44 parameter output for 
Cohen Coon 
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Method II : Ziegler-Nichols tuning method. 
The parameters that have been calculated are shown in the next table. 
 
 
Table 5  Measured parameters for Ziegler-Nichols tuning method 
Measurement  Value 
Ultimate Gain,   16 
Calculation  Value 
Ultimate Time,    18 sec 
 
Measurement  Value 
Change in   10% 
Change in output    2.67 
MAX Slop,   0.037 bar/sec 
Apparent dead time,   9.33 sec 
Calculation  Value 
Steady state process gain,   2.4 
Apparent time constant,   31.5 sec 
Fraction dead time,    0.3  
 
PID parameter calculation formulas are shown in table below. The PID parameters 
are calculated once the Ku and Pu are calculated. 
 
 
Table 6 Formulas for obtaining PID parameters 
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The PID parameters are calculate and obtained  by using the formulas, which are 
shown in table 6. 
 
   
 


























         
P  8 - - 
P + I 7.2 15 - 
P + I + D 9.6 9 2.25 
Figure 7 Ziegler-Nichols modeling 
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Figure 8 P=8 parameter output for Ziegler Nichols 
Figure 9  P=7.2,I=15 parameter output for Ziegler Nichols 



































Figure 10 P=9.6,I=9,D=2.25 parameter output for Ziegler 
Nichols 
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Statistical Model  
 
For calculation of Statistical modeling the basic parameters has been adopted from 




Table 8 Measured parameters for Cohen Coon tuning method 
 
 
Statistical model parameters: 
 
 





Measurement  Value 
Change in,   10% 
Change in output,    2.67 
MAX Slop,   0.037 bar/sec 
Apparent dead time,   4 sec 
Calculation  Value 
Steady state process gain,     0.267 
Apparent time constant,  72 sec 
  
Calculation Value 
         
       ⁄        
       (   
   
 ⁄ )        
     ⁄  
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Tabulation of data 
 
Time Input Output Sample Output Output Input Predicted 
Predicted 
- 
T x y i Y'i+1 Y'i X'i-2 Y'i+1 Measured 
0 5 0.62 1 - - - - - 
2 5 0.62 2 - - - - - 
4 5 0.62 3 - - - - - 
6 15 0.62 4 - - - - - 
8 15 0.62 5 0 0 0 0 - 
10 15 0.62 6 0.01 0 10 0 - 
12 15 0.63 7 0.02 0.01 10 0.0827 0.0627 
14 15 0.64 8 0.03 0.02 10 0.0924 0.0624 
16 15 0.65 9 0.04 0.03 10 0.1021 0.0621 
18 15 0.66 10 0.06 0.04 10 0.1118 0.0518 
20 15 0.68 11 0.07 0.06 10 0.1312 0.0612 
22 15 0.69 12 0.12 0.07 10 0.1409 0.0209 
24 15 0.74 13 0.24 0.12 10 0.1894 -0.0506 
26 15 0.86 14 0.41 0.24 10 0.3058 -0.1042 
28 15 1.03 15 0.63 0.41 10 0.4707 -0.1593 
30 15 1.25 16 0.74 0.63 10 0.6841 -0.0559 
32 15 1.36 17 0.83 0.74 10 0.7908 -0.0392 
34 15 1.45 18 0.89 0.83 10 0.8781 -0.0119 
36 15 1.51 19 0.89 0.89 10 0.9363 0.0463 
38 15 1.51 20 0.89 0.89 10 0.9363 0.0463 
40 15 1.61 21 0.89 0.99 10 1.0333 0.1433 
42 15 1.61 22 1.1 0.99 10 1.0333 -0.0667 
44 15 1.72 23 1.1 1.1 10 1.14 0.04 
46 15 1.72 24 1.33 1.1 10 1.14 -0.19 
48 15 1.95 25 1.49 1.33 10 1.3631 -0.1269 
50 15 2.11 26 1.81 1.49 10 1.5183 -0.2917 
52 15 2.43 27 1.88 1.81 10 1.8287 -0.0513 
54 15 2.5 28 2.08 1.88 10 1.8966 -0.1834 
56 15 2.7 29 2.17 2.08 10 2.0906 -0.0794 
58 15 2.79 30 2.2 2.17 10 2.1779 -0.0221 
60 15 2.82 31 2.46 2.2 10 2.207 -0.253 
62 15 3.08 32 2.46 2.46 10 2.4592 -0.0008 
64 15 3.08 33 2.49 2.46 10 2.4592 -0.0308 
66 15 3.11 34 2.49 2.49 10 2.4883 -0.0017 
68 15 3.11 35 2.42 2.49 10 2.4883 0.0683 
70 15 3.04 36 2.42 2.42 10 2.4204 0.0004 
72 15 3.04 37 2.35 2.42 10 2.4204 0.0704 
74 15 2.97 38 2.35 2.35 10 2.3525 0.0025 
76 15 2.97 39 2.33 2.35 10 2.3525 0.0225 
78 15 2.95 40 - 2.33 10 2.3331 - 
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   The following is the table containing the measured data from the experiment. The 
table consist of two different parts namely the data in original formatting as collected 
in the experiment performed at Plant #1, which is PID pressure control plant, and data 
in restructured format for regression model fitting, first-order-with-dead-time model 
with dead time of two sample periods. 
 
The regression plot: 
 
 
Figure 11 Regression plot 
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3.5 Comparison between Open loop and Closed loop system. 
 
   The further investigation was geld in order to see the difference and effect of 
controller over the model without controller.  
   The figure below demonstrates the open loop model without controller. By running 
the experiment without controller we can observe how good is our model, or what is 
the potential effect of controller to the model obtained. 
 


























Figure 12 Model without controller 
Figure 13 Cohen Coon and Ziegler-Nichols model 
output without controller 
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   As we run Open Loop system model, we can see effect of controller from the output 
obtained. From the figure 13, we can say that the controller plays a major role in 
obtaining the output as close as possible to set point in very short time.  
   Besides the comparison of two model techniques shows us which one is more 
reliable and and shows the preferable output. For our case we see that Cohen Coon 
method has shown better performance compared to Ziegler-Nichols technique. This 




Closed loop model: 












Figure 14 Model with controller 
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   The obtained graph above demonstrates the system with PID controller. We can see 
the clear difference of impact of the controller for potential system. The Cohen Coon 
tuning method shows way better performance compared to Ziegler-Nichols method. 




3.6 Tuning  
   The parameters which was obtained from the open loop, was simulated on 
MATLAB SIMULINK in order to see the performance and evaluate the potential 
output. As it is seen from the table, initial obtained graph was simulated according to 





Figure 15 Cohen Coon and Ziegler Nichols model output with 
controller 
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Table 10 Calculated parameters before tuning 
Ziegler-Nichols Cohen Coon 
                    
  0.45 - -   34.41 - - 
   0.405 56.25 -    30.24 10.74 - 
    0.53 33.75 8.44     45.23 9.2 1.32 
 
 























   The output simulation of two methods has shown a quite good performance. 
Especially the Cohen Coon method has shown way more better output compared to 










Figure 16 Output of the process before tuning 
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Table 11 Controller parameters after tuning. 
Ziegler-Nichols Cohen Coon 
                    
  31 - -   20 - - 
   2 45 -    10 6.7 - 
    1.9 33.8 8.4     12 7.5 1.4 
 
 
   Table above are the tuned parameters of the controller which was obtained from the 
lab. Before tuning the PID controller, the parameters have been obtained from the 
open loop. Latter on controller parameters was plugged in, into real plant controller 
for tuning purposes. 
   As it was experienced, tuned parameters are slightly different from the one that was 
obtained initially. P parameter was found out that it is way more different (large 
number) from the one that was obtained theoretically. Having offset in P parameter, it 
is not possible to make it better any more, since increasing the value would cause 
oscillation to the output. 
   PI and PID tuning parameter are somehow similar to the initial ones. Only a slight 
increase in P parameter would make the performance way better without any offset 
values and disturbances. 
 
Figure 17 Output of the process after tuning 
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 It is clear from the above picture that, after tuning the output has shown better 
performance. Both Ziegler-Nichols and Cohen Coon tuning methods are showing 
satisfying result after tuning.  
 
3.7 Analysis 
   After obtaining the graph of two methods, the comparison of these two methods has 
been implemented for further knowledge.  
   Comparing based on the Actual Response and from Simulation: 
 
PRC method 1: 
   In method 1, the response in the simulation part shows that P-only has slow 
response and can’t reach the set point and this also showing in the actual graph of the 
experiment. In PI & PID the actual graph oscillatory response decreasing over time 
and this also shows in the simulation.  
 
PRC method 2: 
   In method 2, the response in the simulation part portrays that P-only has oscillatory 
response which kept decreasing over time. This is also shown in the actual graph of 
experiment. In PI, the actual graph has small overshoot during the process and 
reaches steady state at a slower time. However, from simulation, it has large 
overshoot and reaches steady state at a shorter time. In PID the overshoot is much 
reduced and the settling time is shorter during experiment and simulation.    
 
Comparing based on Simulation Results: 
   For method 1 by looking at Figure 4, 5, 6  we can say that P-only has slow 
response, but for PI parameter and PID parameter they have almost the same output 
behavior the only different is PID faster than PI. 
   For method 2, by looking at figure 8, 9, 10 P-only parameter highest overshoot and 
take long time to stabilize. For PI parameter and PID parameter has the same 
behavior but PID parameter is still faster than PI. 
 
Statistical model: 
   From the plot of residuals between measured and predicted outputs, the data 
scattered shows some correlation. This correlation is expected since this simple model 
structure selected will not always give the best possible fit to the data set obtained 
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from the experiment. Since the errors are only slightly correlated and small, the 
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CONCLUSION 
 
   Modeling and Controlling the linear process has been studies and potential process 
problems has been analyzed. The approach of Empirical method technique has been 
chosen to give us further understanding and analyzing the process for better results.  
   As a simple experiment has been conducted on PID Pressure Control, the Reaction 
Curve, and Statistical modeling has been applied. Methods I and II has been used for 
better understanding the dynamic movement of the plant. Obtained parameters from 
the plant has been ran on the MATLAB SIMULINK. Simulated model parameters 
has shown that method I, which is Cohen Coon tuning method has shown better 
respond on the output of the step input. The statistical method has also shown the 
valid result for our obtained experimental result. The Statistical method is considered 
as more reliable since it is taking sample points from several places.  
   The idea of this experiment is running the parameters in MATLAB SIMULINK 
that has been obtained in real experiment, and observe the output of the system in 
simulation. By tuning the parameter and PID controller in simulation, we could obtain 
better results. These simulated results parameters could be applied back in real time 
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RECOMMENDATION 
 
   I would like to give my recommendation on further improvement of this project. In 
order to improve the accuracy of the results obtained, it is advisable to do more 
research specifically using Statistical method. Since the Statistical modelling 
technique using more detailed and precise approach it is very useful in obtaining 
results in processes, which are having disturbance. With lesser interval of obtaining 
data points compared to Statistical method results in this paper, would make the 
obtained result more reliable and accurate to analyze, which will result in better 
performance when applied to real industrial plant.         
  45 
REFERENCES 
[1].Zhang, M., Wang, J., & Li, D. (2010, July). Simulation analysis of PID control 
system based on desired dynamic equation. In Intelligent Control and Automation 
(WCICA), 2010 8th World Congress on (pp. 3638-3644). IEEE. 
[2].Mayne, D. Q., Rawlings, J. B., Rao, C. V., & Scokaert, P. O. (2000). Constrained 
model predictive control: Stability and optimality. Automatica,36(6), 789-814. 
[3].Tang, K. S., Man, K. F., Chen, G., & Kwong, S. (2001). An optimal fuzzy PID 
controller. Industrial Electronics, IEEE Transactions on, 48(4), 757-765. 
[4].Cordon, O., Gomide, F., Herrera, F., Hoffmann, F., & Magdalena, L. (2004). Ten 
years of genetic fuzzy systems: current framework and new trends. Fuzzy sets and 
systems, 141(1), 5-31. 
[5].Downs, J. J., & Vogel, E. F. (1993). A plant-wide industrial process control 
problem. Computers & Chemical Engineering, 17(3), 245-255. 
[6].Hägglund, T., & Åström, K. J. (2002). Revisiting The Ziegler‐Nichols Tuning 
Rules For Pi Control. Asian Journal of Control, 4(4), 364-380. 
[7].Tseng, C. S., Chen, B. S., & Uang, H. J. (2001). Fuzzy tracking control design for 
nonlinear dynamic systems via TS fuzzy model. Fuzzy Systems, IEEE 
Transactions on, 9(3), 381-392. 
[8].Mircea Lazar (2009). “ Predictive Control Algorithms for nonlinear systems ” 
IEEE Contr. Syst. Mag., vol. 13,pp.58-65, 
[9].Piche, S., Sayyar-Rodsari, B., Johnson, D., & Gerules, M. (2000). Nonlinear 
model predictive control using neural networks. Control Systems, IEEE, 20(3), 
53-62. 
[10].Henson, M. A., & Seborg, D. E. (1994). Adaptive nonlinear control of a pH 
neutralization process. Control Systems Technology, IEEE Transactions on,2(3), 
169-182.  
[11].Malki, H. A., Misir, D., Feigenspan, D., & Chen, G. (1997). Fuzzy PID control 
of a flexible-joint robot arm with uncertainties from time-varying loads. Control 
Systems Technology, IEEE Transactions on, 5(3), 371-3 
  46 
[12].Haddow, James E., and Glenn E. Palomaki. "ACCE: a model process for 
evaluating data on emerging genetic tests." Human genome epidemiology(2004): 217-
33. 
[13].Borbély, Alexander A. "A two process model of sleep regulation." Human 
neurobiology (1982). 
[14].Franklin, Gene F., Michael L. Workman, and Dave Powell. Digital control of 
dynamic systems. Addison-Wesley Longman Publishing Co., Inc., 1997. 
[15].Dorf, Richard C. Modern control systems. Addison-Wesley Longman Publishing 
Co., Inc., 1991. 
[16].Isidori, Alberto. Nonlinear control systems. 2 (1999). Vol. 2. Springer, 1999. 
