Non-equilibrium Thermomechanics of Multifunctional Energetic Structural Materials by Narayanan, Vindhya
NON-EQUILIBRIUM THERMOMECHANICS OF MULTIFUNCTIONAL 


























In Partial Fulfillment 
Of the Requirements for the Degree 
















Copyright © Vindhya Narayanan 2005 
NON-EQUILIBRIUM THERMOMECHANICS OF MULTIFUNCTIONAL 













Dr. Sathyanaraya Hanagud                                                                                                                                  
School of Aerospace Engineering 
Georgia Institute of Technology 
 
Dr. George Kardomateas 
School of Aerospace Engineering 
Georgia Institute of Technology 
 
Dr. David L. McDowell 
The George W. Woodruff School of 
Mechanical Engineering 
Georgia Institute of Technology 
 
Dr. Suhithi M. Peiris 
Research and Technology Department 



















Dr. Massimo Ruzzene 
School of Aerospace Engineering 
Georgia Institute of Technology 
 
Dr. Jennifer Jordan                                                                  
Air Force Research Laboratory 
Eglin Air Force Base 
 
Dr. Naresh N. Thadhani 
School of Materials Science and 
Engineering 
Georgia Institute of Technology 
 
 








I would like to thank my advisor Dr. S. Hanagud for providing me with the opportu-
nity to conduct this research and for his constant guidance in my endeavors and for
sharing with me his knowledge and expertise.
I would like to acknowledge my dissertation committee members Dr. David. L.
McDowell, Dr. Naresh N. Thadhani, Dr. Suhithi M. Peiris and Dr. Jennifer Jordan
for their advice and suggestions. I would also like to thank Dr. Massimo Ruzzene
and Dr. George Kardomateas for serving on my dissertation committee.
I would like to express my gratitude and appreciation to Dr. Lu for her constant
help and support during my stay at Georgia Tech. I would like to thank all my col-
leagues and friends for their support and encouragement.
I would especially like to thank my parents, V. Narayanan and Shoba Narayanan,
and my sister, Divya Narayanan, for their unwavering support and constant encour-
agement and for their infinite faith and belief in me. I wish to acknowledge my sister
for all the indispensable help she has rendered me during her stay at Georgia Tech. I
would like to thank her and my parents for constantly being there for me.
iii
Contents
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
II BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 CHEMICAL REACTIONS IN BINARY ENERGETIC MATERIALS 6
2.1.1 Thermochemical vs. Mechanochemical Model . . . . . . . . . 6
2.1.2 Shock-initiated vs. Shock-assisted chemical reactions . . . . . 8
2.1.3 Various factors that affect reactions in energetic materials . . 10
2.2 DETONATION MODELS FOR MONOMOLECULAR ENERGETIC
MATERIALS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 CHEMICAL KINETICS . . . . . . . . . . . . . . . . . . . . . . . . 16
III OBJECTIVES/OUTLINE OF THE THESIS . . . . . . . . . . . . 23
IV NON-EQUILIBRIUM THERMODYNAMIC CONTINUUM MODEL
OF AN ENERGETIC STRUCTURAL MATERIAL . . . . . . . . 25
4.1 Mixture Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2 Conservation equations . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2.1 Mass balance Equation . . . . . . . . . . . . . . . . . . . . . 29
4.2.2 Concentration Balance Equation . . . . . . . . . . . . . . . . 32
4.2.3 Linear momentum balance equation . . . . . . . . . . . . . . 33
4.2.4 Energy Balance Equation . . . . . . . . . . . . . . . . . . . . 36
4.3 Constitutive Equations . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.1 Mechanical Relations . . . . . . . . . . . . . . . . . . . . . . 40
4.3.1.1 Decomposition of Stress Tensor . . . . . . . . . . . 40
4.3.1.2 Linear Elastic Constitutive Relationship . . . . . . 41
iv
4.3.1.3 Plasticity . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.1.4 Viscosity . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.2 Equation of State (EOS) . . . . . . . . . . . . . . . . . . . . 46
4.3.2.1 Mie-Gruneisen equation of state . . . . . . . . . . . 48
4.3.2.2 Birch-Murnaghan equation of state . . . . . . . . . 50
4.3.2.3 Mixture EOS . . . . . . . . . . . . . . . . . . . . . 52
4.3.2.4 Porous equation of state . . . . . . . . . . . . . . . 53
4.3.3 Porosity Evolution Equation . . . . . . . . . . . . . . . . . . 55
4.3.4 Void Collapse Flux . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.5 Chemical Reaction . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.6 Heat Flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.7 Mass Diffusion Flux . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 Entropy and Second law of thermodynamics . . . . . . . . . . . . . 66
4.4.1 Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.2 Second Law of Thermodynamics . . . . . . . . . . . . . . . . 70
4.5 Particle Size Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
V ANALYSIS OF A THERMITE MIXTURE OF ALUMINUM AND
IRON-OXIDE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.1 Hugoniot Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2 Validation of the numerical scheme . . . . . . . . . . . . . . . . . . . 88
5.3 Equation of state of the mixture . . . . . . . . . . . . . . . . . . . . 96
5.4 Identification of the Transition State and Activation Energy . . . . . 98
5.5 One-dimensional strain problem of the thermite mixture . . . . . . . 104
5.6 Application of Pressure Boundary Condition on Al, Fe2O3 and epoxy 109
5.7 Impact of a steel projectile on Al, Fe2O3 and epoxy . . . . . . . . . 110
5.7.1 Effect of Porosity . . . . . . . . . . . . . . . . . . . . . . . . 111
5.7.2 Effect of Void Collapse Relaxation Time . . . . . . . . . . . . 115
5.7.3 Effect of Chemical Reaction Relaxation Time . . . . . . . . . 118
5.7.4 Effect of loading condition on the composite . . . . . . . . . 118
v
5.7.5 Effect of Plastic Work . . . . . . . . . . . . . . . . . . . . . . 120
5.7.6 Effect of Epoxy . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.7.7 Comparison with experimental results . . . . . . . . . . . . . 122
5.7.8 Particle Size Effects . . . . . . . . . . . . . . . . . . . . . . . 126
VI ANALYSIS OF AN INTERMETALLIC MIXTURE OF ALUMINUM
AND NICKEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.1 Identification of Transition State . . . . . . . . . . . . . . . . . . . . 134
6.2 Effect of Impact Loading Condition . . . . . . . . . . . . . . . . . . 138
6.3 Effect of Porosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
VII ANALYSIS OF AN INTERMETALLIC MIXTURE USING MOLE-
CULAR DYNAMICS . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
VIIIDISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
IX CONCLUSIONS AND RECOMMENDATIONS . . . . . . . . . . 166
Appendix A — DESCRIPTION OF DIFFERENT AREAS OF STUDY
170
A.1 THERMODYNAMICS . . . . . . . . . . . . . . . . . . . . . . . . . 170
A.1.1 Classical Thermodynamics . . . . . . . . . . . . . . . . . . . 171
A.1.2 Rational Thermodynamics . . . . . . . . . . . . . . . . . . . 175
A.1.3 Extended Irreversible Thermodynamics . . . . . . . . . . . . 178
A.2 AB-INITIO METHODS OF MODELING CHEMICAL REACTIONS
OF BINARY ENERGETIC MATERIALS . . . . . . . . . . . . . . . 179
A.2.1 Born-Oppenheimer Approximation . . . . . . . . . . . . . . . 183
A.2.1.1 Solution by variational principle . . . . . . . . . . . 184
A.2.2 Hartree-Fock Approximation . . . . . . . . . . . . . . . . . . 184
A.2.3 Electron Density . . . . . . . . . . . . . . . . . . . . . . . . . 186
A.2.4 Hohenberg-Kohm theorems . . . . . . . . . . . . . . . . . . . 187
A.2.5 Kohn-Sham Equations . . . . . . . . . . . . . . . . . . . . . 190
A.2.5.1 Method of Solution of Kohn-Sham Equations . . . . 192
A.2.5.2 Expressions for V̂XC . . . . . . . . . . . . . . . . . . 192
vi
A.2.5.3 Trial expressions for φk . . . . . . . . . . . . . . . . 193
A.2.6 Ab-Initio Molecular Dynamics . . . . . . . . . . . . . . . . . 195
A.2.6.1 Molecular Dynamics . . . . . . . . . . . . . . . . . 195
A.2.6.2 Born-Oppenheimer Molecular Dynamics . . . . . . 197
A.2.6.3 Car-Parrinello Molecular Dynamics . . . . . . . . . 198
A.3 NUMERICAL METHODS OF INTEGRATING PARTIAL DIFFER-
ENTIAL EQUATIONS . . . . . . . . . . . . . . . . . . . . . . . . . 201
A.3.1 Finite Difference Methods . . . . . . . . . . . . . . . . . . . . 201
A.3.2 Non-Oscillatory Schemes . . . . . . . . . . . . . . . . . . . . 209
A.3.2.1 Stencil Selection . . . . . . . . . . . . . . . . . . . . 210
A.3.2.2 Essentially Non-Oscillatory (ENO) Scheme . . . . . 214
A.3.2.3 MUSCL Scheme . . . . . . . . . . . . . . . . . . . . 219
A.3.2.4 TVD Runge-Kutta Scheme . . . . . . . . . . . . . . 222
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
vii
List of Tables
1 The material properties for the Birch-Murnaghan equation of state for
the thermite exothermic reaction between Al and Fe2O3[15] . . . . . . 87
2 The material properties for the Mie-Gruneisen equation of state for
epoxy and steel [9][16][75] . . . . . . . . . . . . . . . . . . . . . . . . 88
3 Experimental and model results obtained for the explosive loading of
a mixture of Al − Fe2O3 − epoxy . . . . . . . . . . . . . . . . . . . . 125
4 Experimental and model results obtained for the gas gun tests of a
mixture of Al − Fe2O3 − epoxy . . . . . . . . . . . . . . . . . . . . . 126
viii
List of Figures
1 Kinetic-energy projectile . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Chapman Jouget detonation theory . . . . . . . . . . . . . . . . . . . 13
3 Tarver’s Detonation Model . . . . . . . . . . . . . . . . . . . . . . . . 16
4 Reaction Path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5 Processes behind the shock front . . . . . . . . . . . . . . . . . . . . 26
6 Components of the mixture . . . . . . . . . . . . . . . . . . . . . . . 27
7 A control volume depicting the contributions to the mass balance equa-
tion for a one-dimensional problem . . . . . . . . . . . . . . . . . . . 29
8 A control volume depicting the contributions to the linear momentum
equation for a one-dimensional problem . . . . . . . . . . . . . . . . . 33
9 A schematic representation of the Hugoniots of a porous mixture and
a dense solid mixture . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
10 The reaction path from reactants to products . . . . . . . . . . . . . 58
11 Trajectory of the reaction from the reactants to the products, through
the transition state . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
12 Effect of surface energy on the activation energy of the chemical reac-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
13 Variation of melting temperature of Aluminum with particle size [51] 80
14 Impact of a steel projectile on a steel target under one-dimensional
strain conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
15 Pressure, density and velocity curves for the impact of a steel projectile
at 500m/s on a stationary steel target. The dotted red line indicates
the projectile and the solid blue line indicates the target . . . . . . . 91
16 Pressure, density and velocity curves for the impact of a steel projectile
at 500m/s and 1000m/s on a stationary steel target. The dotted (red
= 500m/s, black = 1000m/s) line indicates the projectile and the solid
(blue = 500m/s, green = 500m/s) line indicates the target . . . . . . 92
17 Pressure, density and velocity curves for the impact of a steel projectile
at 500m/s on a stationary steel target at 0.19 µs and 0.46 µs. The
dotted (black = 0.19µs, red = 0.46µs) line indicates the projectile and
the solid (green = 0.19µs, blue = 0.46µs) line indicates the target . . 93
ix
18 Impact of a steel projectile on an aluminum target under one-dimensional
strain conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
19 (a) Pressure, (b) density, (c) velocity and (d) temperature curves for
the impact of a steel projectile at 500m/s on a stationary aluminum
target. The dotted red line indicates the steel projectile and the solid
blue line indicates the aluminum target . . . . . . . . . . . . . . . . . 95
20 Impact of a steel projectile on an aluminum target under one-dimensional
strain conditions. The top figure shows the impact on a pure aluminum
target, considered as one component. The bottom figure shows the alu-
minum target split into two components, both made of aluminum, and
modeled as a binary mixture . . . . . . . . . . . . . . . . . . . . . . 97
21 Hugoniots of the steel projectile and the Aluminum target. The red
dotted line is the Hugoniot of the steel and the blue solid is the Hugo-
niot of the Aluminum for both the cases of impact 1) impact of a single
aluminum target 2) impact of a mixture of aluminum . . . . . . . . . 99
22 Spatial profiles of (a) pressure, (b) density and (c) velocity of the pro-
jectile and the target for both the cases of impact 1) impact of a single
aluminum target 2) impact of a mixture of aluminum . . . . . . . . . 100
23 Plot of Gibbs Free Energy as a function of temperature for the reac-
tants, products and each of the four possible transition states . . . . . 102
24 Emission spectrum of the laser-initiated chemical reaction between Al
and Fe2O3 [42] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
25 Impact of a steel projectile on the target made of Al and Fe2O3 under
one-dimensional strain conditions. The top figure shows the energetic
material under a pressure loading. The bottom figure shows the en-
ergetic material being impacted by a steel projectile at a particular
impact velocity u. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
26 Effect of pressure boundary condition on the state of the composite . 110
27 Effect of porosity on the temperature and extent of chemical reaction
in the composite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
28 Effect of porosity on pressure and density of the composite . . . . . . 113
29 Time profiles of pressure and temperature for porous mixtures and a
solid mixture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
30 Pressure, temperature and porosity of the mixture at two different time
intervals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
31 Effect of pore collapse relaxation time on the porosity in the composite 116
x
32 Effect of impact loading on the void collapse relaxation time in the
composite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
33 Effect of chemical reaction relaxation time on the reaction process . . 119
34 Effect of impact loading on the reaction process . . . . . . . . . . . . 120
35 Effect of plastic work on the reaction process . . . . . . . . . . . . . . 121
36 Effect of epoxy on the concentration of the product iron . . . . . . . 122
37 Comparison of experimental results with the numerical model for the
explosive loading experiment . . . . . . . . . . . . . . . . . . . . . . 123
38 Comparison of experimental results with the numerical model for the
Gas gun experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
39 Optical micrographs of aluminum and iron-oxide particles. The top
figure shows the Al particles and the bottom figure shows Fe2O3. These
images are taken from Thadhani and Ferranti [34] . . . . . . . . . . 127
40 SEM images of a mixture of aluminum, iron-oxide and 50 % epoxy.
These images are taken from Thadhani and Ferranti [34] . . . . . . . 127
41 A mole of aluminum with clusters of radius r . . . . . . . . . . . . . . 128
42 Effect of particle size on the reaction between the thermite mixture in
terms of the concentration of the product iron (Fe) . . . . . . . . . . 130
43 Time profile of the concentration of the product iron (Fe) as a function
of particle size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
44 Plot of Gibbs Free Energy as a function of temperature for the re-
actants, products and the possible transition states for the reaction
Ni + 3Al → NiAl3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
45 Plot of Gibbs Free Energy as a function of temperature for the re-
actants, products and the possible transition states for the reaction
3Ni + Al → Ni3Al . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
46 Effect of impact velocity on the reaction process between nickel and
aluminum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
47 Effect of porosity on the reaction process between nickel and aluminum 140
48 Differential thermial analysis of a mixture of nickel and aluminum
showing a reaction exotherm at the melting temperature of aluminum.
This plot is taken from the work of Martin and Thadhani [76] . . . . 143
49 The 14 Bravais Lattices . . . . . . . . . . . . . . . . . . . . . . . . . 146
50 The rhombohedral primitive cell of the face-centered cubic crystal . . 147
xi
51 Molecular dynamics simulation of a Ni-Al system of 40 atoms at a
temperature of 660◦C at various intermediate time steps. The grey
atoms are aluminum and the red are nickel atoms. The circled sections
mark two possible intermediate or transition structures - NiAl3 and
Ni2Al3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
52 The tetragonal structure observed from the interaction between the
nickel and aluminum atoms during a molecular dynamics simulation
in CPMD at a temperature of 660◦C. The grey atoms are aluminum
and the red are nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . 151
53 A schematic representation of the tetragonal structure formed from the
interaction between the nickel and aluminum atoms during a molecular
dynamics simulation in CPMD at a temperature of 660◦C . . . . . . 151
54 Molecular dynamics simulation of a Ni-Al system of 40 atoms at a
temperature of 0K. The grey atoms are aluminum and the red are
nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
55 Molecular dynamics simulation of a Ni-Al system of 40 atoms at a
temperature of 100◦C. The grey atoms are aluminum and the red are
nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
56 Molecular dynamics simulation of a Ni-Al system of 40 atoms at a
temperature of 400◦C. The grey atoms are aluminum and the red are
nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
57 Molecular dynamics simulation of a Ni-Al system of 40 atoms at a
temperature of 500◦C. The grey atoms are aluminum and the red are
nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
58 Molecular dynamics simulation of a Ni-Al system of 40 atoms at a
temperature of 600◦C. The grey atoms are aluminum and the red are
nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
59 Molecular dynamics simulation of a Ni-Al system of 56 atoms at a
temperature of 660◦C. The grey atoms are aluminum and the red are
nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
60 Molecular dynamics simulation of a Ni-Al system with alternating
nickel and aluminum layers. The grey atoms are aluminum and the
red are nickel atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
61 Effect of mesh size on the numerical analysis . . . . . . . . . . . . . . 160
62 Elastic precursor to the shock wave . . . . . . . . . . . . . . . . . . . 161
63 Selection of meshes to form the adaptive stencil in non-oscillatory schemes214
64 Mesh network in the MUSCL scheme for a one-dimensional problem . 219
xii
65 Depicts the double values obtained for u(x,t) at the endpoints of each
mesh in the MUSCL scheme . . . . . . . . . . . . . . . . . . . . . . . 221
xiii
SUMMARY
Shock waves create a unique environment of high pressure, high temperature,
large strains and high strain-rates. It has been observed that chemical reactions, of
certain mixtures of metal and metal oxide or intermetallics, are exothermic and can
lead to the synthesis of new materials that are not possible under other conditions.
This observation resulted in the development of materials that could be used as bi-
nary energetic materials. The binary energetic materials are of significant interest to
the energetic materials community because of their capability of releasing high heat
content during chemical reactions and the relative insensitivity of these types of ener-
getic materials. These binary mixtures of energetic materials provide an opportunity
to develop a dual functional material with both strength and energetic characteristics.
When mixtures like aluminum and iron-oxide or nickel and aluminum are synthesized
at nanoscales, their mechanical strength can be increased because of the nanostruc-
ture, while their energetic characteristics are also improved significantly. Additional
incorporation of structural reinforcements and binders, at the nano level, can further
increase the strength of these materials. These dual functional materials provide both
strength and energetic characteristics when desired. They can be used in applications
where usually combinations of different monofunctional materials are currently used
for structural strength or energetic characteristics. These dual functional materials
also have dual branches of failure criteria. One is the strength based failure criteria.
The second is the reaction based failure criteria that implies that chemical reactions
should not initiate when only strength is desired. However, a complete chemical reac-
tion should take place when needed. It is thus, essential that mechanisms of chemical
reactions are understood.
xiv
Shock-induced chemical reactions pose many challenges in experiment and instru-
mentation. Thus, this thesis, is addressed to the theoretical development of constitu-
tive models of shock-induced chemical reactions in energetic composites, formulated
in the framework of non-equilibrium thermodynamics and mixture theories, in a con-
tinuum scale. A hybrid non-equilibrium thermodynamic framework that combines
the concepts of internal variables and thermodynamic fluxes (extended irreversible
thermodynamics) is used. The analytical modeling procedure includes the selection
of internal state variables and thermodynamic fluxes (or extended state variables)
from underlying chemical reaction processes. Previously, Lu and Hanagud have in-
troduced the use of hybrid non-equilibrium thermodynamic variables and internal
variables to study high strain-rate phase transition, with a mixture theory based on
simply connected boundaries between the species. In this thesis, the use of hybrid
variables in the framework of non-equilibrium thermodynamics is expanded to study
shock-induced or assisted chemical reactions in binary energetic composites. The
governing system of partial differential equations is formulated in the framework of
extended irreversible thermodynamics. A mixture theory in which the N components
of the mixture are homogenously distributed throughout the mixture is used. This
represents the intimate mixing of the reactants which is important in the reaction
initiation process. Lu also suggested the use of simply connected boundary mixture
theory to study chemical reactions that are based on the original Arrhenius equa-
tion and Onsager’s classical irreversible thermodynamics. However, the mechanism
to reach the transition state, time delays in chemical reactions, shock-induced or as-
sisted chemical reactions or uniformly blended mixture theories were not considered.
No partial differential equations (PDE’s) were integrated. These are developed in this
thesis and are included as follows. Transition state based chemical reaction models
are introduced and incorporated with the conservation equations that can be used to
xv
calculate and simulate the shock-induced reaction process. The energy that should be
supplied to reach the transition state has been theoretically modeled by considering
both the pore collapse mechanism and the plastic flow with increasing yield stress
behind the shock wave. A non-equilibrium thermodynamics framework and the asso-
ciated evolution equations are introduced to account for time delays that are observed
in the experiments of shock-induced or assisted chemical reactions. An appropriate
representation of the particle size effects is introduced by modifying the initial energy
state of the reactants. The constraints on the resulting constitutive equations from the
second law of thermodynamics are discussed. The system of conservation equations,
constitutive equations and chemical reaction equations are integrated numerically in
one-dimensional strain conditions, by using a numerical method known as the MUSCL
scheme. The MUSCL scheme reduces significantly the computationally induced oscil-
lations. This scheme has not been used for the calculation of shock-induced chemical
reactions. Numerical results are presented for shock-induced reactions of mixtures of
Al, Fe2O3 and Ni, Al with epoxy as the binder. The results indicate that as the
porosity and the plastic flow increase, the temperature in the mixture also increases
leading to increased concentration of the product. The relaxation times associated
with the pore collapse and the chemical reaction are modeled as functions of the state
of the system.
The theoretical model, in the continuum scale, requires parameters that should be
experimentally determined. The experimental characterization has many challenges
in measurement and development of nano instrumentation. An alternate approach
to determine these parameters is through ab-initio calculations. Thus, this thesis has
initiated ab-initio molecular dynamics approach to calculate and simulate chemical
reactions of binary energetic materials. Specifically, the case of aluminum and nickel
is considered. In this first level of ab-initio calculations, only thermal effects in the
xvi




In the past, shock-induced physics and chemistry have been used to synthesize new
materials [44][48][102][113] with unique microstructures. This area of research was
initiated in 1960’s and the progress over the years has been reviewed in several re-
view papers [12][15][17][113]. Chemical reactions that occur during the shock process
in mixtures like Ni-Al [13][14][49][130][133][140], are exothermic. These exothermic
reactions were used to develop binary energetic materials. In addition to Ni-Al, there
are many other intermetallic-energetic materials like Ti-Si [94][113], Mo-Si [81][118]
and Nb-Si [25].
Intermetallics form one class of binary energetic materials where the two com-
ponents of the mixture are both metals. There is another class of binary energetic
materials that consist of mixtures of metals and metal oxides. In this class, met-
als like aluminum constitute the fuel and metal-oxides like iron-oxide (Fe2O3) form
the oxidizer [111][112][122]. Such a mixture of aluminum and iron-oxide can release
a significant amount of energy through an exothermic reaction when the mixture is
subjected to a shock or thermal loading. In addition to Al−Fe2O3 mixture, there are
other metal/metal-oxide mixtures that can be used as the binary energetic material
[44].
The word ‘thermite’ was first used to describe the reduction of a metal-oxide by
1
aluminum through an exothermic reaction [122]. These reactions can achieve sig-
nificantly high temperatures. For example, the reaction between Al and Fe2O3 can
reach temperatures of 3000◦C [122]. But now, the term ‘thermite’ refers to a much
broader category of compounds as compared to its initial use. Thermite reactions
are oxidation-reduction reactions that occur between a metal and a metallic or a
non-metallic oxide to form a stable oxide and the corresponding metal or non-metal
of the initial reactant oxide. This reaction is generally exothermic in nature. These
mixtures have a variety of uses. Their exothermic nature makes them ideal candi-
dates for energetic materials. Since very often their products are in the molten state
and these can be separated using gravity (heavier metal vs. a lighter oxide), they
have metallurgical applications. They have a number of pyrotechnic and combustion
uses (propellants) since their self-sustaining reactions can be adjusted by the addition
of an inert diluent. They also have uses in the synthesis of ceramics and composite
materials and are used in the preparation of ceramic linings in metal pipes. There is
a comprehensive review article on thermite mixtures and their reactions by Wang et.
al. [122].
The binary energetic materials, consisting of intermetallics or metals and metal-
oxides, are of significant interest to the energetic materials community because of
their capability of releasing high heat content during a chemical reaction and the
relative insensitivity of these types of energetic materials. Even though binary ener-
getic materials have the potential to release a significant amount of heat, the rate of
release of the heat energy is much lower than the mono-molecular energetic materials
[39]. Similarly, a complete reaction is not always realized. To increase the rate of
reaction and obtain complete release of heat energy, there is a considerable amount of
research being conducted to synthesize these materials at nano scales [39][112]. Au-
mann et. al. [8] developed a gas condensation method to produce 20-40 nm particles
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of MnO3 and aluminum, with an energy density greater than 16 kJ/cm
3. Tillotson
et. al. [111][112] developed a sol-gel technique to synthesize iron oxide and aluminum
mixtures at nanometer scales. Tannenbaum et. al. [121] have studied modifying the
sol-gel process to be able to control the sizes of the pores in the iron-oxide xerogels
and thus control the energetics of these mixtures. A significant number of studies are
being conducted to analyze and understand the behavior of these mixtures that are
synthesized at a nanometer level [123][131][132].
Nano synthesis of these binary mixtures of energetic materials provides an oppor-
tunity to develop a dual functional material with both strength and energetic char-
acteristics. When mixtures like aluminum and iron-oxide or nickel and aluminum are
synthesized at nanoscales, their mechanical strength can be increased because of the
nanostructure. Additional incorporation of structural reinforcements and binders, at
the nano level, can further increase the strength of these materials. Such a dual func-
tional material has been synthesized with nano-sized nickel, nano-sized aluminum,
epoxy, carbon nanotubes and teflon by mixing and pressing these materials [134].
These dual functional materials can provide both strength and energetic character-
istics when each function is desired. These materials can be used in applications
where usually combinations of different monofunctional materials are used for either
structural strength or energetic characteristics.
Among many possible applications, an example is that of a kinetic energy projec-
tile that usually consists of a structural casing (usually made of steel)[37][38], that
houses monomolecular energetic material (figure 1). If we focus on the structural
casing, a systems designer has the choice of many inert metallic materials like steel
that can be used for the casing. Similarly, many organic monomolecular energetic
materials can be used as energetic materials. In many applications, the purpose of
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Figure 1: Kinetic-energy projectile
the structural casing and the associated nose shape of the projectile are mainly to
provide the strength that is needed to penetrate through selected targets. Following
the penetration, as needed, the reaction of the monomolecular energetic material is
initiated. However, if we can have one material that can provide both the functions
of structural strength and energetic characteristics, the entire projectile can have the
energetic characteristics while providing penetration capabilities when needed and
thus, reducing the weight and increasing the efficiency of the system. Such materials
are denoted by the term “multi-functional energetic structural materials (MESM)”.
A second possible application of the dual functional energetic structural materi-
als is to design structural components of a rocket that eventually leaves minimum
amount of space debris.
To design projectiles and other similar structural systems, it is necessary to char-
acterize these materials and study the performance of the structure during practical
applications. A binary energetic structural material should be characterized for its
strength characteristics and energetic characteristics. Because of the dual functions of
these materials, there are dual branches of failure criteria. One is the strength based
failure criteria. The second is the reaction based failure criteria. The second criteria
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is used to ensure that a structure, like a projectile, designed by using these materials
will not chemically react during phases of operation such as penetration through a
target. (However, the material should also react completely when needed.) Thus,
it is necessary to characterize the constitutive relations of these dual functional ma-
terials and understand the initiation and sustained chemical reactions, during shock
loading, which can result from an impact and penetration through selected targets.
These targets can include metallic, concrete or soil targets.
The chemical reactions of these multifunctional energetic materials is a multiscale
phenomena. However, most designs rely on numerical methods that can simulate im-
pact and penetration at a continuum level. Thus initially, the objective of the thesis
is to study the behavior at a continuum scale. Later reactions at an ab-initio level
will be discussed.
The sections of this thesis are divided as follows. Chapter 2 provides a literature
review of the work that has been done by researchers in their respective areas in
the past. Chapter 3 provides the main objectives of this work and the approach
that is utilized in meeting those objectives. Chapter 4 details the derivation of the
set of partial differential hyperbolic equations that governs the problem. It provides
the foundation for the numerical analysis of specific problems. Chapter 5 provides
the results obtained in the numerical study of the thermite mixture of aluminum
(Al) and iron-oxide (Fe2O3) using the framework developed in chapter 4. Chapter
6 includes the study of the intermetallic mixture of nickel (Ni) and aluminum (Al).
Chapter 7 provides the ab-initio molecular dynamics simulations of the thermally
induced chemical reaction in the nickel-aluminum intermetallic mixture. A detailed
discussion of the results obtained in this work is included in chapter 8. Chapter 9




The analysis of multi-functional materials at the continuum level is multidisciplinary.
Different disciplines include physics, chemistry, materials science, solid mechanics and
mathematics related to the numerical integration of partial differential equations. The
main focus in this thesis is the shock induced/assisted chemical reactions in multi-
functional materials and the prediction of the initiation of chemical reaction and the
extent of reactions. This chapter provides the background related to this area. A
review of the other subject areas that include Thermodynamics, Ab-initio molecular
dynamics and numerical integration of nonlinear partial differential equations is pro-
vided in the appendix.
2.1 CHEMICAL REACTIONS IN BINARY EN-
ERGETIC MATERIALS
2.1.1 Thermochemical vs. Mechanochemical Model
Many different explanations have been proposed for the initiation of chemical reaction
in binary metal/metal-oxide energetic materials. They are described as models. Two
such proposed mechanisms are the thermo-chemical model and the mechano-chemical
model. In the thermochemical model, the additional pressure-volume energy in the
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system is assumed to result in an elevated temperature that will drive the chemical
reaction with associated high stresses. Boslough [17] experimentally measured the
shock temperature in a thermite mixture with 50% porosity using radiation pyrome-
try. Based on the results, he observed an initial spike in the temperature when the
mixture is shock-impacted. This spike is attributed to the collapse of pores in the
mixture. This increased temperature then leads to a chemical reaction initiation.
Reaction initiation described, based on such a mechanism, is called a thermochemical
model. Furthermore, Boslough attributed that the dynamic mixing that occurs at
the shock front controls the rate of the chemical reaction. Thermochemical models
suggest that reactions take place in a very thin region while in reality, it has been
found that the reactions occur over a wide region and covers a time duration of up to
100 ns [12][13][15][130][133]. A thermodynamic equilibrium is assumed in this model.
The second model that explains the initiation of chemical reactions is the mechano-
chemical model. According to this model, inter-particle contacts result in high stresses
and enhanced plastic deformations leading to a ”more intimately” mixed condition,
and the resulting reactions. Plastic deformation is assumed to enhance the solid-
state reactivity. Thadhani et al [113] experimentally studied the particle size effects
on shock-induced chemical reactions. From their observations, they attributed the ini-
tiation of chemical reactions in shock compression of powders of mixtures of Ti and Si
to the solid-state mechanochemical processes and explained the initiation of chemical
reaction based on plastic flow and mechanical deformations around the voids. They
also studied [94] a number of mixtures such as Ti-Si, Ti-Al and Ti-B and subsequently
showed that the chemical reaction initiation and the reaction rate significantly vary
with the mechanical properties of the reactants.
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2.1.2 Shock-initiated vs. Shock-assisted chemical reactions
Researchers associate two different mechanisms to describe the chemical reactions
in energetic materials due to shock waves. The two different reaction mechanisms
are defined as the shock-induced or shock-initiated chemical reactions and the shock-
assisted chemical reactions. Shock-assisted chemical reactions are thermally initiated
reactions that occur through an increase in the bulk temperature due to the pas-
sage of a shock wave. The reactions are also assumed to occur in time-scales of
“thermal equilibrium” while shock-induced chemical reactions are initiated by mech-
anisms resulting from the increase of pressure or stress and are assumed to occur in
time scales associated with “pressure equilibrium” [118]. In other words, the shock-
assisted chemical reactions are assumed to occur via the thermochemical model and
the shock-induced chemical reactions via the mechanochemical model.
Vandersall et. al [118] studied the chemical reactions in a mixture of molybdenum
and silicon using shock-recovery experiments. By calculating the peak shock pres-
sure and mean bulk temperature, they found that the loading conditions affected the
mechanism of the chemical reaction. The cylindrical implosion geometry experiments
led to shock-assisted chemical reactions while the planar pressure geometry exper-
iments underwent shock-induced chemical reactions. In the former case, the mean
bulk temperature exceeded the melting temperature of either one or both components
and thus, led to partial or complete reaction, respectively. In the latter case, it was
the high peak shock pressure that was reached (22-40GPa) that led to the initiation
of chemical reaction. In this case, the mean bulk temperature was lower than the
melting point of Si (which has the lower melting point of the two components). The
microstructures of the products obtained in those experiments were also observed to
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be different, with the thermally-initiated microstructure being governed by the melt-
ing and solidification process and the pressure-initiated microstructure being defined
by the deformation, plastic flow and enhanced mixing between the components. Mey-
ers et al [81] experimentally studied shock-assisted and shock-induced reactions for
Nb-Si and Mo-Si mixtures. They modified the Krueger-Vreeland threshold energy by
including a term that denoted the plastic deformation and showed that plastic defor-
mation or intense shear localization plays an important role and can trigger chemical
reactions. Their results seemed to indicate that the reactions in this case were more
shock-induced rather than shock-assisted.
When a binary energetic mixture is shock loaded, the components of the mixture
can undergo deformation and plastic flow leading to enhanced mixing. There could
be several factors which hinder this process such as excessive quantity of one reac-
tant, lack of sufficient space for mixing between the reactants, namely insufficient void
volume and mechanical properties of the reactants such as brittleness. Under these
conditions, the binary mixture may not undergo shock-induced chemical reactions
but at the same time the bulk temperature of the mixture would have increased due
to the shock process by other mechanisms,to a temperature greater than the reaction
initiation temperature in the mixture and thus, a chemical reaction might occur due
to this high temperature [94].
Post-shock analysis of the microstructure of the mixture will not reveal if the
mixture underwent a shock-induced or a shock-assisted chemical reaction. It is not
possible to judge from the postmortem microstructural analysis if the reactants of the
energetic mixture reacted due to the deformation, plastic flow and enhanced contact
and mixing between reactants (in time scales of pressure equilibrium) or as a result
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of an increase in mean bulk temperature that occurs in time scales of thermal equi-
librium. However, the postmortem analysis can be used to gain understanding about
the mechanism of reaction initiation, if this microstructure were analyzed just prior
to the onset of reaction in the mixture. Researchers conduct time-resolved measure-
ments during the impact loading and use the pressure or stress profiles to decide if
the reaction was shock-initiated or shock-assisted [10][11][12][113][128].
2.1.3 Various factors that affect reactions in energetic materials
Batsanov [12] reviewed the shock and particle velocity measurements of reactions
in the condensed state. He proposed that particles of various constituents diffuse
with each other once the shock front passes through the mixture and that the frag-
mentation of the shock wave leads to the formation of domains of 10nm in size and
it is at the interface of these domains where the chemical reaction initiates. Iyer
at al [54] studied the effects of impact velocity on the chemical reaction initiation
and found an inverse relation between the particle size and impact velocity threshold
for reaction initiation [40]. Shock wave velocities and stress profiles were measured
using piezoelectric gages. Horie et. al. have modeled shock-induced chemical reac-
tions [49][133] and the burn rate of conventional explosives [43][47]. They have also
formulated a hydrodynamic model, with equations of conservation, for the analysis
and interpretation of shock-induced chemical reactions in inorganic powder mixtures
of binary energetic materials [15]. They assumed the process to be in thermody-
namic equilibrium and thus made use of equilibrium thermodynamic state variables
for their study. Studies [27][101][114] of the effects of morphology (particle size) on
the chemical reaction between Ni and Al showed that the reaction initiation and the
extent of reaction depends on the morphology of the initial mixture. Do et. al. [25]
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studied the shock-induced chemical reactions for a silicon-niobium system by per-
forming numerical simulations at the mesoscopic level. Thadhani et al. studied the
effects of morphology on shock-induced chemical reactions in an intermetallic mix-
ture of titanium and silicon, experimentally[113]. The post-shock material analysis
and nanosecond time-resolved pressure measurements showed medium morphology
particles of Si underwent chemical reactions but not the fine or coarse powders of
Si. The reason attributed to these observations were that the fine particles formed
agglomerates that made it harder to achieve good mixing between Ti and Si and
the coarse particles of Si fractured and deformed and were entrapped within the Ti
particles, making it harder for the initiation of chemical reactions.
Royal et. al. [94] experimentally studied mixtures of Ti-Si, Ti-Al and Ti-B and
observed that mechanical properties such as Young’s modulus and yield stress affects
the initiation of chemical reactions under shock loading. A low yield stress leads to
greater plastic flow which causes one material to flow and surround the other ma-
terial. This could obstruct the mixing process between reactants and inhibit the
reaction process. Brittle materials like Boron tend to deform and fracture and the
particles get mixed with the second reactant, thus, providing a favorable mixture for
initiation of chemical reactions. Such mixtures, therefore, tend to undergo reactions
during the shock compression phase (shock-induced) whereas mixtures containing Al
tend to undergo reaction in the post-shock phase due to an increased temperature
(shock-assisted) as a result of the loading conditions.
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2.2 DETONATION MODELS FOR MONOMOLE-
CULAR ENERGETIC MATERIALS
The stimulus for the investigation of flame propagation was provided by catastrophic
explosions that occurred in coal mines in the nineteenth century. [26] This led to the
discovery of gaseous detonations with supersonic velocity. This velocity could not be
described in terms of thermal conductivity and diffusion process and it was Mallard
and Le Chatelier who explained the phenomenon of combustion propagation based
on a compression mechanism [26]. The Russian physicist Michelson described the
detonation theory of mono-molecular energetic materials on the basis of shock wave
theory with the energy being released at the shock front [26]. This was later indepen-
dently deduced by Chapman and Jouget and the theory widely came to be known as
the Chapman-Jouget (CJ) theory. They proposed a rule, which states that the deto-
nation velocity is defined by the tangent from the initial state to the pressure-volume
curve. More explicitly, combining the mass and linear momentum conservation equa-
tions leads to a line in the pressure-volume plane, called the Rayleigh line. This line
contains the detonation velocity as a parameter. When the energy conservation equa-
tion is also included in the analysis, a curve in the pressure-volume plane is obtained,
known as the hugoniot curve. The conservation conditions would then require that
the final solution lie on both the Rayleigh line as well as the Hugoniot curve. There
are three possibilities for the intersection between the Rayleigh line and the Hugo-
niot. This is depicted in fig. 2. Rayleigh line 2 is a tangent to the Hugoniot and thus,
there is exactly one solution. The point of tangency define the detonation velocity
D, which is a unique variable. Line 1 does not intersect the Hugoniot and thus, there
are no solutions for velocities lesser than the detonation velocity D. Line 3 intersects
the Hugoniot leading to two possible solutions. Point S and W denote a strong and
weak solution respectively. The flow at the strong point (S) is subsonic with respect
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Figure 2: Chapman Jouget detonation theory
to the front and thus, a disturbance behind the front can overtake it. Thus, a rar-
efaction wave will overtake the detonation at this point reducing its strength. On the
other hand, the weak point (W) is supersonic with respect to the front and thus, the
rarefaction wave will always fall behind this region.
This effectively states that each mixture has a unique detonation velocity inde-
pendent of the specimen dimensions and geometry. Since the Chapman-Jouget (CJ)
theory considers shock detonation to be instantaneous, one has to conclude that shock
compression and chemical reaction transformation to detonation products occur at
the shock front itself. Thus, the Chapman-Jouget (CJ) detonation model was some-
times called the “Zero-reaction zone” model [26]. This model therefore does not give
us any information about shock-initiation and reaction propagation.
The idea of a finite chemical reaction zone was proposed many years after the CJ
theory was proposed. Zeldovich developed a detonation model with a finite chemical
reaction zone. At the same time, Von Neumann and Doring independently proposed
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a similar model [26][35]. Hence the new theory came to be known as the Zeldovich-
von-Neumann-Doring (ZND) theory. The ZND model was developed to account for
observations that the Chapman-Jouget (CJ) theory did not consider. This theory
considers a finite chemical reaction zone. It considers the material behind the shock
to be only compressed by the shock wave with no chemical changes in this region.
Behind this compressed region is where the chemical reaction initiates because of the
high temperature induced by the compression or other related processes.
However, both the CJ theory and the ZND model are one-dimensional. It could
not account for multidimensional detonation and phenomenon such as the spinning
detonation. This phenomenon was observed in 1926 by Campbell and Woodhead
when they investigated detonation in mixtures of carbon monoxide and oxygen. They
observed that the wave front consists of waves with each wave having a corresponding
band in the cross-sectional region of the reaction products. This kind of detonation
was termed spin detonation and it has been found to occur very frequently in the
detonation process [135]. There are two reasons attributed to the occurrence of this
phenomenon. The first of these is that the reaction occurs periodically and the second
reason states that the ignition zone moves along a helical path near the outer surface
of the specimen, near the wall enclosing the specimen. Some researchers did attempt
to explain the phenomena of spinning detonation based on the ZND model. For
example, Shchelkin and Troshin [95] attempted to explain the spinning detonation
based on oblique shocks in the ZND model and the unstable mechanism based on the
hot spot mechanism. Hot spots are small regions where the conditions are favorable
for the local initiation of chemical reactions. In the Shchelkin and Troshin model
[95], the detonation front is unstable and detonation occurs only in a few places (hot
spots or triple shock configuration locations) and then proceeds to other locations
through repeated collisions. If these collisions do not occur, hot spots do not spread
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and detonation may not take place. Instead a reaction-quenching wave is produced.
But the existence of reaction quenching waves in stable detonations led to the de-
velopment of a new concept to explain the chemical reaction breakdown phenomenon.
For liquid explosives, the intensity of the shock wave and thus, the initiation of
detonation and completion of the chemical reaction depends on the heat or energy
release of the liquid explosive. This energy release lends support to the shock wave
and helps the detonation to grow. If this energy is greater than the cooling due to the
rarefaction waves, then the shock intensity increases and thus detonation will occur.
On the other hand, if the rarefaction waves are more powerful than the energy release
of the shock wave, then a breakdown of detonation will occur. For a solid explo-
sive, detonation and breakdown phenomenon are characterized by a similar struggle
between the maximum rate of energy release and the rate of loss of energy due to
the cooling caused by the adiabatic waves. In porous solids, it is thought that hot
spots (areas where the conditions are conducive for a chemical reaction to initiate)
are formed that aids in the transition of the shock to detonation [26]. There have
been numerous studies conducted over the years on the characteristics and behavior
of hot spots such as interaction among hot spots, growth condition and reaction cri-
teria in hot spots [7][47][123][131][132]. Mechanistic burn models that account for the
microstructure of the mixture have been developed [50]. This model describes the
hot-spot formation based on three different energy localization mechanisms, those of
void collapse, shear banding and friction.
Tarver [110] proposed a detonation model with four principal zones: “a very thin
leading shock front in which the unreacted explosive mixture is compressed and accel-
erated in the direction of shock propagation, a much thicker relaxation zone in which
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Figure 3: Tarver’s Detonation Model
the rotational and vibrational modes of the unreacted explosive gases approach ther-
mal equilibrium, a relatively thin zone in which the chemical energy is released by
rapid chain propagation and branching reactions into highly vibrationally excited re-
action product gases and another very thick relaxation zone in which the product
gases expand and vibrationally relax toward thermodynamic equilibrium at the CJ
state”. This has been pictorially represented in fig. 3. In the first region, viscous
effects play a significant role and cannot be neglected. Chemical induction takes
place in the second zone through the relaxation of rotational and vibrational degrees
of freedom. In this process, some molecules are in a high vibration state and begin
to dissociate forming an intermediate high energy compound. This comprises the
third zone or the chemical reaction zone. And following this, is the relaxation of the
reaction products to the CJ state as vibrational de-excitation is achieved.
2.3 CHEMICAL KINETICS
A chemical reaction is said to have taken place when the chemical composition of the
reactants undergo changes. It results in the formation and breaking of chemical bonds
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between atoms. It could be the formation of a compound, (for example- formation
of water from hydrogen and oxygen, eqn. 1) or the dissociation of a compound (for
example- dissociation of a hydrogen molecule into hydrogen atoms, eqn. 2)
H2 + O2 → H2O (1)
H2 → 2H (2)
In the late 1890’s, the Scottish chemist Sir William Ramsay discovered the elements
helium, neon, argon, krypton and xenon. These elements, along with radon, were
placed in group VIIIA of the periodic table and nicknamed inert (or noble) gases
because they did not to react with other elements. This is because of their electronic
configurations. They have a complete valence shell - their outermost orbital holds the
full capacity of electrons and hence these elements display no tendency to react with
other elements. Thus, the reason atoms react with each other is to reach a state in
which their valence shell is filled. This is a stable configuration and all reactions take
place with an aim to reach this configuration. There are two methods by which this
is achieved.
• Ionic bonds - In this case, atoms exchange electrons with one another. Thus,
one element/molecule loses electrons and another gains the same such that
each one completes its valence shell. For example, if we consider the reaction
between sodium (Na) and chlorine (Cl) to form sodium chloride (NaCl), Na
has one electron in its outermost shell and it gives this to the chlorine which
has seven in its outermost shell. Thus, by this reaction, chlorine completes its
required eight electrons in its ultimate shell and sodium which has a complete
penultimate shell also gets a complete valence shell as the penultimate shell now
becomes the ultimate shell.
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• Covalent bonds - In this case, atoms share electrons to complete their respective
valence shells. This type of bonds is very often seen in carbon which has a half-
filled valence shell of four electrons. This can be seen in the reaction between
carbon (C) and oxygen (O) to form carbon-di-oxide (CO2), where the carbon
shares two electrons with each of the oxygen to get the four electrons it needs
to get a complete valence shell and similarly, oxygen obtains its required two
electrons.
Chemical reactions are accompanied by a change in the energy of the system. In
some cases, energy is given out to the surroundings, usually in the form of heat and
such reactions are called exothermic reactions. In other instances, the system ab-
sorbs energy from the surroundings and this type of reactions are called endothermic
reactions. Reactions can either take place spontaneously or require some kind of a
trigger in order to get the atoms to react. Sodium and chlorine react spontaneously
whereas hydrogen and oxygen do not spontaneously to form water. Some energy has
to be added to the system to start or initiate the reaction. This energy is called the
activation energy (Ea). The amount of activation energy that is required differs from
reaction to reaction and depends on the state of the system.
The rate at which a chemical reaction proceeds is measured by a quantity θ,
which is called the chemical reaction rate. If we think of the reaction rate as a finite
probability of a given reaction occurring, then it is just the collision frequency times
the number of successful collisions between the molecules of the reactants with an
activation energy greater than Ea. The Swedish scientist Svante Arrhenius in 1889,
gave the well-known and much-used expression for the chemical reaction rate constant
as







where R is the universal gas constant, T is the absolute temperature and A is the
pre-exponential factor.
The chemical reaction rate Θ is then defined to be a product of the rate constant









where sς is the stoichiometric coefficient for species s, sM is the molar mass for
species s and sc is the mass concentration for species s. For example, if we consider










The rate of the reaction has dimensions of moles per liter per second. It was
Arrhenius who first proposed the concept of an “activated complex”. An activated
complex is an intermediate stage of the reaction path when the complex is neither
completely made of reactants nor completely made of products. It has both reactant-
like and product-like bonds. When Arrhenius proposed this concept, it was thought
to be a state that the reactants have to reach in order to form the products. Thus, the
reaction proceeds only if the energy is sufficient to reach the activated complex i.e.,
if it can cross the energy barrier of the activated complex (see fig. 4). This concept
plays a key role in the analysis of chemical reactions.
A major breakthrough in reaction dynamics is attributed to the work of Eyring
and Polanyi in 1931, when they proposed a semi-empirical calculation of the potential
energy surface from the reactants to the products passing through a transition state.
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Figure 4: Reaction Path
In 1935, Eyring, Evans and Polanyi formulated the transition state theory where they















where κ is the Boltzmann’s constant, h is Planck’s constant and Q is the parti-
tion energy. The symbol ‡ refers to the transition state. If the reaction mechanism
consists of more than one elementary step, then each stage of the reaction will have
a transition state and thus the reaction might pass through multiple transition states.
Zewail, the Nobel Prize laureate for Chemistry in 1999 described transition state
to encompass all the intermediate stages between the reactants and products. He
defined it to consist of any and all stages that have potential energies significantly
different from the reactants and products. He then defined the point of highest en-
ergy as the saddle point. This configuration in the reaction path is what is called
the activated complex and is very commonly referred to as the transition state. This
particular point of the reaction path is chosen as the transition state from the point
of view of chemical kinetics as it defines the rate of a chemical reaction and also the
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probability of the occurrence of a reaction. The transition state was thought to be
a hypothetical state of the reaction long after it was proposed by Arrhenius but Ze-
wail’s group succeeded experimentally to isolate and observe the transition structure
I...CN ‡ in the dissociation of ICN to give I and CN [137].
One of the reactions criteria that has been used for solid explosives is the Merzhanov
reaction criteria [79]. This criteria is based on the thermal explosion of hot spots.
The analytical equation that describes this phenomenon is given by [79].
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In the above expressions, T is the absolute temperature, t is the time, T0 is the
initial hot spot temperature, T1 is the temperature of the medium, r is the hot spot
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radius, Q is the heat of reaction, E is the activation energy, k0 is the pre-exponential
factor, c is the specific heat, λ is the thermal conductivity coefficient, ρ is the density
and n is the hot spot symmetry factor (n=0 for planar hot spot, n=1 for cylindrical
hot spot and n=2 for spherical hot spot).
Thus, using the above analytical expression that defines the environment in and
around a hot spot, a reaction criteria based on the conditions in the hot spot is for-
mulated. This criteria is useful for modeling at the mesoscopic level where the sizes
of the individual species along with the pores and hot spots are considered.
A significant amount of the work and conclusions in shock-induced chemical reac-
tions are based on experiments [13][102][113][118][140]. The theoretical works [14][15]
made use of the Arrhenius equation to study chemical reactions in the reactive sys-
tems. In this proposed thesis work, the Arrhenius equation is used to model chemical
reactions but it is modified to take care of the sun of the effects that are observed
in this application. More details are presented in later sections of this thesis. One
important point that needs to be emphasized is the importance of the transition state
in chemical reactions. The energy required to initiate a chemical reaction depends on
the energy required to reach the transition state and thus it is very important to be
able to identify the transition state. Experiments and calculations at the atomistic
and quantum level provide a good source of information on the reaction dynamics




OBJECTIVES/OUTLINE OF THE THESIS
The objectives of the thesis are as follows
1. The primary objective is to formulate constitutive models and chemical reaction
models for energetic structural materials that contain intermetallics and binders
or mixtures of metal, metal-oxides and binders. Specifically, the objective is to
develop these constitutive models in the framework of non-equilibrium thermo-
dynamics (extended irreversible thermodynamics) and uniformly blended mix-
ture theory, in a continuum scale and to use a hybrid framework of combination
of internal variables and non-equilibrium thermodynamics state variables. Such
a system of variables has been used, in the past, to study high strain-rate phase
transitions. In Lu’s work, the simply connected boundary mixture theory was
used to describe the polycrystalline materials subject to high strain-rate opera-
tions. According to this mixture theory, the different components of the mixture
occupy a different volume fraction and have a different fraction of boundary sur-
face. In this work, the mixture theory that is used is the homogenously blended
mixture theory, which better fits the mixture that is modeled in this research.
The present objective is to modify the theory to accommodate the uniformly
blended mixture theory; include additional non-equilibrium fluxes of porosity
and plastic flow; and formulate evolution equations for reaction rate. To as-
sist the formulation of constitutive relations, Tarver’s model for monomolecular
energetic materials is modified for binary energetic materials.
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2. The objective is to include both thermomechanical models and mechanochem-
ical models in the constitutive equations, by including quantitative models for
pore collapse flux and high strain-rate plastic flow flux. This objective also in-
cludes formulation of all the mechanisms that can take the unreacted energetic
structural materials to the transition state when the given energetic material is
subjected to a shock loading.
3. Determine constraints imposed by the second law of thermodynamics and obtain
expressions for the change in entropy and temperature as a function of all the
processes involved in the shock-induced chemical reaction of energetic materials.
4. The next objective is to integrate the system of equations, under conditions of
one-dimensional strain (by using MUSCL scheme to numerically integrate the
PDE’s), to study chemical reactions and the effects of plastic flow, pore collapse,
effect of the binder and particle sizes.
5. The fifth objective is to model the chemical reactions in ab-initio scales. Specif-
ically, the objective is to study initiation of chemical reactions in energetic
materials by thermal loading using ab-initio molecular dynamics and to discuss
the study of shock-induced chemical reactions. The objective includes numerical




CONTINUUM MODEL OF AN ENERGETIC
STRUCTURAL MATERIAL
Experimental study of shock-induced chemical reactions in energetic materials show
that chemical reactions occur with a delay of the order of 100 ns following the passage
of the shock front [12][13][130][133]. The reactions, therefore, do not take place at the
shock front. Thus, we cannot explain the time delay in reaction assuming that we
have thermodynamic equilibrium conditions behind and ahead of the shock front and
that all non-equilibrium processes are restricted to the shock front. It is necessary
to model the initiation and completion of chemical reactions behind the shock front
by using appropriate non-equilibrium thermodynamic models. Thus, a modification
of the Zeldovich-Von Neumann- Doring (ZND) theory of detonation is proposed for
binary energetic materials and structural energetic materials in the framework of
a non-equilibrium thermodynamic ZND (NEZND). The ZND theory was developed
to explain the processes observed behind the shock wave front of a monomolecular
energetic material [109]. In the proposed NEZND model for binary energetic mate-
rials, the process is divided into four main regions behind the shock front. This is
pictographically represented in fig. 5. Immediately behind the shock front is a nar-
row region where the heat conduction and viscosity effects are significant and hence
cannot be neglected. Behind this is a void collapse region. In this region or zone,
the voids collapse due to increased pressure and thus compress the mixture. In the
compressed material behind this region, reaction initiation occurs as a result of the
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Figure 5: Processes behind the shock front
increased pressure and temperature which results from the shock compression, pore
collapse and plasticity. The ZND model assumed the reaction initiation to occur as
a result of shock compression only [26]. The fourth region is the place where the
reaction is completed in the mixture. This chemical reaction model is similar to the
model that Tarver used in his paper for H2 − Cl2,O3 and H2 −O2 systems [110].
4.1 Mixture Theory
In this thesis, the system that is analyzed is not made of a single component. It is a
composite of energetic materials, more specifically, a binary energetic material which
may have additional materials such as a binder and/or a structural reinforcements.
In addition, a chemical reaction can lead to products which will add to the number of
components in the mixture. Thus, it is necessary to use a mixture theory that links
the individual species property to the characteristics of the composite or the mixture.
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A mixture theory similar to the one that is defined, in references [26][59][91],
is used to describe the porous mixture of binary energetic materials. According to
this mixture theory, the N components of the mixture are homogeneously distributed
throughout the volume (fig. 6). Any infinitesimal volume of the specimen would
therefore consist of all the N species of the mixture. In the limit, this infinitesimal
volume tends to a point x in the continuum. Each species carries a partial stress
while the voids carry no stress. Partial stress of species s is the stress that acts on
that particular species s. The species state variables are: temperature sT , density sρ,
species mass fraction sc, velocity svi, stresses
sσij, heat flux
sq, mass transportation
flux sgi and chemical reaction rate Θ. The superscript s refers to the species of the
mixture: for example in the case of the thermite reaction between Al and Fe2O3,
2Al + Fe2O3 → 2Fe + Al2O3 (9)
s = 1 indicates Al, s = 2 represents Fe2O3, s = 3 is Al2O3 and s = 4 refers to
Fe, the latter two being the products obtained in a chemical reaction between Al
and Fe2O3. Al2O3 and Fe are the products following the chemical reaction. The
associated average quantities of density, stress, heat flux etc are denoted by the cor-
responding symbols without the pre-super index s but with a bar instead on top of
Figure 6: Components of the mixture
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the symbols. All components of the mixture are taken to be at the same temperature
T at a point in the continuum.
A list of the variables involved in the equations along with the relationship be-
tween the species quantities and the mixture quantities are listed below. The species
quantities are represented by a superscript ’s’ on the left side of the variable and the






































The equations representing conservation of mass, momentum and energy and
constitutive equations are formulated for each species of the mixture. The
corresponding equations for the mixture as a whole are obtained by applying
the mixture theory on the species equations. The species equations are summed
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Figure 7: A control volume depicting the contributions to the mass balance equation
for a one-dimensional problem
over all the species to obtain the mixture equation. Thus, the individual species
properties define the properties of the mixture. The equations are formulated
in the Eulerian framework.
4.2 Conservation equations
4.2.1 Mass balance Equation
A composite energetic structural material is considered as a mixture of compo-
nents. The mass of each species is conserved. The time rate of change of any
quantity in the Eulerian framework has two contribution-
Rate of change of mass = Change of mass due to convection
+ Change of mass due to source term
(16)
In an Eulerian co-ordinate system, the volume of each control volume ∆x, ∆y, ∆z
remains a constant with time and space. So the time rate of change of mass
within the control volume can be expressed as -
Rate of change of mass =
∂sm
∂t





There is a flow of mass into and out of the control volume, as depicted in fig.
7. The difference in the mass flow into and out of the control volume is the
convection of mass that affects the mass balance in the control volume.
Convection of mass =
∂
∂xi
(sρsvi) dx dy dz (18)
Chemical reactions can occur between the species in the mixture. These reac-
tions cause a change in the quantity of each species and thus affects the mass
of each species in the mixture. Thus, the source for the change in mass of the








where sς is the stoichiometric coefficient and [χ] is the concentration of species





where sM is the mass of each species and sM is the molecular mass of species
s. Thus, we get,
source term due to a reaction =sςsM θdx dy dz (21)
Substituting equations (17),(18) and (21) into equation (16), the mass balance









In addition to the mass of each species being conserved, the mass of the system
as a whole is conserved and thus, the mass balance equation for the mixture
is obtained. To obtain the mass balance equation for the mixture, the mass
balance equation for each species is obtained by adding all the species equations.
To obtain the mass balance equation for the mixture from the species mass
balance equations, the mixture density and the average velocity of the mixture














Another relation that is required to obtain eqn. (26) from eqn. (22) is conser-
vation of mass during a chemical reaction, the total of all mass changes must
add to zero, i.e,
∑
s
(sM sζ) = 0 (25)
Thus, making use of equations (23, 24 and 25), we obtain the conservation








4.2.2 Concentration Balance Equation
The fraction of mass of species s per unit volume as the volume tends to zero





Based on this definition, it can be seen that the concentration of all species
must always add to 1.
∑
s
sc = 1 (28)
Substituting eqn. (27) into the mass balance equation for each species (eqn.
22), we can obtain the mass balance equation for each species in terms of the








= ΘsM sς (29)
where the mass diffusion flux sgi is defined as follows -
sgi =
sρ(svi − v̄i) (30)
The concentration balance equation is calculated for (N-1) of the N species in
the mixture. The concentration of the fourth species is obtained by applying
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Figure 8: A control volume depicting the contributions to the linear momentum
equation for a one-dimensional problem
the condition that the concentrations of all the species must add to 1 (eqn. 28.
The N-th equation that is used is the mass balance equation of the mixture
which gives the density of the mixture. These N equations will then completely
define the mass or concentration of each of the N species in the mixture.
4.2.3 Linear momentum balance equation
The next property for which the conservation equation is obtained is the linear
momentum. Linear momentum is defined as the product of mass times the
velocity of the component. Each species in the mixture has to satisfy the linear
momentum conservation equation -
Rate of change of momentum = Change of momentum due to convection
+ Change of momentum due to source term
(31)
Equation (32) gives the rate of change of linear momentum where the mass
of species s has been written as a product of density times the volume of the
control volume.
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The source term for the linear momentum is contributed by the stresses acting
on the volume element. The gradient of stress times the velocity is the driving












Substituting equations (32), (33) and (34) into equation (31) and simplifying,









where the Eulerian time derivative D
Dt
has been used in the above equation and


























In obtaining the average linear momentum equation from the species equation,





The net momentum supply to the mixture due to chemical reaction from all the
species or constituents is taken to be zero [91].
∑
s
(sζsMθsvi) = 0 (39)
Thus, we make use of equations (23), (24), (38), (30), (22), (26) and (39) to
obtain the mixture linear momentum equation (37) from the species equation
(35). This equation is a vector equation and has three components indicated
by the subscript i. It gives the velocity components along the three co-ordinate
directions.
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4.2.4 Energy Balance Equation
The first law of thermodynamics represents the conservation of energy. The
rate of change of energy two contributions - one from the convection term and
the second from the source term.
Rate of change of energy = Change of energy due to convection
+ Change of energy due to source term
(40)
The total energy is made of two parts - the internal energy and the kinetic
energy. This total energy needs to be conserved. The energy can be writ-
ten in terms of the specific energy, namely, specific internal energy se and the
specific kinetic energy 1
2
svi.
svi. Specific quantities are the quantities per unit
mass. Equations (41) and (42) represent the rate of change of energy and the
convection term respectively.


































There are many different kinds of energy and all of these contribute to the source
term for the energy balance equation. The ones that are the most prominent in
this work is listed in the following expression.
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Source term in a control volume = heat energy + mechanical work +
chemical potential energy + energy due to chemical reaction
(43)
Equation (44) provides the source term in the energy balance equation due to
the heat energy.




where qi is the heat transferred per unit time through a unit area in the i-th
direction, known as the heat flux.
The next term is that due to mechanical work. Work and energy are inter-
convertible and thus, work contributes to the energy balance in the system.
The mechanical work occurs as a result of the stresses that act in the system
and is given by -





Chemical potential energy is a measure of how much the energy of a system
would change if the number of particles in the system were to change. For a
multicomponent mixture with chemical reaction, it is necessary to include this
term in the energy balance equation. Equation (46) describes the change in
energy due to the chemical potential.





A chemical reaction causes a change in the energy of the system. Energy can be
absorbed (endothermic reaction) or released (exothermic reaction) depending
on the type of reaction. In the case of binary energetic materials, a chemical
reaction between the components leads to an exothermic reaction. The standard
enthalpy change of reaction is the enthalpy change that occurs in a system
when one mole of matter is transformed by a chemical reaction under standard
conditions. One of the common enthalpy changes that has been determined for
a variety of materials in nature is the enthalpy of formation. It is the change in
enthalpy that occurs when 1 mole of a substance is formed from its elements in
the standard state. The enthalpy change associated with a reaction under any
conditions can be computed from the standard enthalpy change of formation
of the reactants and the products. Thus, the exothermic energy release can be
expressed in terms of the enthalpy of formation s∆H◦f of the components of the
mixture as expressed below -






Substituting equations (41), (43), (44), (45), (46) and (47) into equation (40)
















To obtain the energy balance equation for the mixture, the energy equation (eqn.
48) for each species is summed over all the species. The following relations are
made use of in stating the energy conservation principle for the mixture. The
net energy supply to the mixture during a chemical reaction is zero [91].
∑
s
sςsMθse = 0 (49)
The heat flux variable for the mixture is defined to include the heat flow due to




























The next set of equations that have to be formulated is the constitutive equa-
tions that govern the behavior of the composite energetic structural material.




4.3.1.1 Decomposition of Stress Tensor
To describe the constitutive relations of an isotropic composite material, the
stress tensor is decomposed into two parts - the hydrostatic component and the
deviatoric stress component (the stress tensor is assumed to be symmetric).











is the deviatoric stress component. It is further assumed that the deviatoric











The following equations are then obtained by decomposing the stress tensor -















4.3.1.2 Linear Elastic Constitutive Relationship
The equilibrium deviatoric stress is related to the deformation rate in the system












The elastic relation between the equilibrium deviatoric stress and the deforma-
tion rate tensor is written in the rate form as shown below -
sσ̇eij
′ = sCijkl sVkl (61)
where sCijkl is a fourth order tensor or the linear elastic constant that relates
the stress to the strain. In an isotropic solid, Cijkl is equal to 2G.
The linear elastic relation for the mixture property is obtained from the species





′ = C̄ijkl V̄kl (62)



























There are two specific yield conditions that are commonly used in the literature.




(σxx − σyy)2 + (σyy − σzz)2 + (σzz − σxx)2
}















However, when a solid is subjected to a shock loading, it has been observed
that the yield stress significantly increases behind the shock front and returns
to the value of Y in a short interval [80][6]. The plastic flow leads to a signif-
icant increase in the temperature [4][5]. One of the mechanisms of taking the
reactants to the transition state is through this heating and the resulting tem-
perature increase due to plastic work. Armstrong et al [6][136] have explained
this increase in the temperature based on dislocation dynamics. The dislocation
pile-up avalanche model of Armstrong is one of the only plasticity models to
date, that can explain the experimentally observed increase in temperature due
to plastic flow. All the other models underpredict the temperature increase [4].
According to the theory of dislocation based-plasticity, the dislocations pile-up
and then undergo sudden relaxation. The pile-up of the dislocations increases
the yield stress in a short region behind the shock front and the relaxation of
the dislocations brings the yield stress back to its original value. This increase
has been experimentally observed to be in the range 3-4 [80]. These experi-
ments conducted a post-shock measurement of the increase in the yield stress.
It is possible that a transient measurement of the yield stress increase might
show the factor of increase to be greater than 3 or 4. So a factor of increase
(αY ) from 1 to 10 is considered in this work. Thus, the objective is to modify
the usual continuum based yield condition to account for the increase in yield
stress behind the shock front. The model should also reflect the fact that the
yield stress returns to its original value (Y0) after a short interval. Thus, the
following model is proposed.
If P
Y0
> 1, at t = t0
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and at t > t0, we have an evolution equation for the yield stress.
Ẏ ne + β̂Y ne = β̂Y0 (69)
where β̂ is a material constant. For a special case of one-dimensional strain in




∣∣∣∣ > Y0 at t = t0 (70)










e−β̂(t−t0) + Y0 (71)
In this formulation, strain hardening is not considered but it can be included
by modifying the derived relationship.
4.3.1.4 Viscosity
The non-equilibrium deviatoric stresses are one of the extended irreversible
state variables that describes an irreversible process immediately behind the
shock front. They are related to the viscosity in the system. Viscosity is a
measure of the resistance that an object imparts to deformation by shear stress.
Isaac Newton postulated that the shear stress induced in the material due to
the viscous forces is proportional to the velocity gradient in the same. The
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coefficient of proportionality that relates the stress to the velocity gradient is
the coefficient of viscosity.
σij = ηijkl Vkl (72)
There is another quantity called the bulk viscosity. This is the coefficient of pro-
portionality that relates the deviatoric stress to the velocity gradient. Thus, the
non-equilibrium deviatoric stresses are described in terms of this bulk viscosity.
Since the analysis is in the framework of extended irreversible thermodynamics,
an evolution equation with a relaxation time is introduced to describe these
non-equilibrium deviatoric stresses. In addition, a cross flux term is also intro-
duced in this equation. The mass diffusion of species in the mixture will have
an effect on the viscosity of the mixture and at the same time, the viscosity will
affect the extent to which the species can diffuse into one another. Thus, the








where sτσ is the relaxation time for the viscous phenomenon,
sηijkl is the co-
efficient of viscosity that relates the non-equilibrium deviatoric stresses to the
deformation gradient and sηηgijk is the cross-flux coefficient that relates the vis-
cosity to the mass diffusion.
By summing the species equation, the mixture evolution equation for the non-



























4.3.2 Equation of State (EOS)
The equation of state is an expression that describes the relationship between
the hydrostatic pressure, density and temperature in the system. It is usually
an equation that relates the pressure to the density and temperature in the
system, i.e
P = P (ρ, T ) (77)
In this case, we are modeling energetic materials. They are not made of a single
species but are actually binary energetic materials which could have additional
components such as binders and structural reinforcements. In addition, a re-
action between the binary mixture would lead to additional components in the
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form of products. Each of these species needs to be defined by an equation
of state. There are many different forms for the equation of state - empirical,
phenomenological as well as experimental relations. In this work, the reac-
tants and products are described by the Birch-Murnaghan equation of state
[15] while the steel and epoxy are described by the Gruneisen equation of state.
The Birch-Murnaghan equation of state is based on the finite strain formalism
in the Eulerian framework. It has been used to fit curves to experimental re-
sults very successfully. On the other hand, the Us − up relation between the
shock velocity (Us) and the particle velocity (up) is an empirical relation that
has had remarkable success in describing the Hugoniot of many materials over
the decades. It is a tried and trusted equation of state. The Us − up equation
is as follows -
Us = C + Sup (78)
where C is the bulk sound velocity at zero pressure and S is the slope of the
linear equation between Us and up. It has been found that the Us−up equation
and the Birch-Murnaghan equation converge even at large compression ratios,
provided the higher order terms are made small [55]. This would imply that the
Birch-Murnaghan equation can be justifiably used to describe the Hugoniot of
the reactants and products as the experimental results that satisfy the Us − up
relation will also satisfy the Birch-Murnaghan equation. The derivation of the
Mie-Gruneisen equation of state incorporates the Us − up relation and is one
of the most popular equations of state used in the literature. Thus, it is used
to describe the Hugoniot curves in steel and epoxy. More details about these
equations is presented below.
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4.3.2.1 Mie-Gruneisen equation of state
The basis of the Mie-Gruneisen equation lies in combining the Rankine-Hugoniot
relations with the empirical relation between the shock velocity and the particle
velocity. This relation is -
Us = C + Sup + S
′u2p + ... (79)
Usually, a linear relation more than adequately fits the experimental results.
Using C to non-dimensionalize the relation we obtain -
Us
C








The Rankine-Hugoniot relations are the mass, momentum and energy conser-
vation equations across a shock. It is named after physicists William John
Macquorn Rankine and Pierre Henri Hugoniot [124]. These equations are listed
below -
ρ (Us − up) = ρ0Us (81)
P − P0 = ρ0Usup (82)
e− e0 = 1
2
(P + P0) (ν0 − ν) (83)
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The compression of the material is defined in terms of the specific volume and
using the mass conservation equation can be rewritten in terms of the velocities.






Assuming the initial pressure P0 to be 0, the momentum balance equation can

















where K0 = ρ0C
2 is the isentropic bulk modulus. Assuming a linear relation





The thermal contribution to the equation of state is accounted for by introducing










Substituting the compression expression in the energy balance equation and
then using the definition of the Gruneisen parameter, the expression for pressure








[1− Sµ]2 + Γρe (88)
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4.3.2.2 Birch-Murnaghan equation of state
The Birch-Murnaghan equation of state is derived from the Eulerian finite-strain



















The bulk modulus at the reference pressure (P0 = 0) and its derivative with
respect to pressure can be related to the parameters C and S of the Us − up





0 = 4S − 1 (92)
The second derivative of K0 is related to the Gruneisen parameter Γ0 and the













The pressure is then related to the finite strain as follows -
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P
3f (1 + 2f)5/2
= K0
(


































The Birch-Murnaghan equation is then defined as the first-order expansion of
the pressure in the finite strain f, which would imply that all higher order terms













This is the basic form of the equation. To account for the temperature effects,












+ Cv Γρ0 (T − T0) (98)
where Γ is the Gruneisen parameter and Cv is the heat capacity at constant
volume. This equation is used to describe the hydrostatic pressure of the reac-
tants and products, namely Al, Fe2O3, Fe and Al2O3.
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4.3.2.3 Mixture EOS
The Birch-Murnaghan equation can be used to describe each species in the
mixture. But we are interested in describing the state of the mixture as a
whole, in this continuum model. An appropriate mixture theory has been used
to describe the mixture properties as a function of the species properties. The
same has to be done for the pressure. The total pressure in the mixture has
to have contributions from each species present in the system. However each
species will not contribute equally to the total pressure as they are not present
in the same quantity in the mixture. Thus, the contribution of the pressure from
each species is proportional to the concentration of the species in the mixture.
An approximate expression for the mixture equation of state for the reactants
















sρ0 (T − T0)
}
(99)
ρ̄0 is the reference density of the system. Normally in a one component system
or in a mixture where no reaction occurs, the concentration of the components
or species is a constant. It does not change with time. In this case, the refer-
ence density can be calculated at the beginning of the analysis depending on
what the components are and what their standard densities are. However, in
the case of systems with chemical reactions, the concentration of the species is
not a constant. It changes with time, which implies that a specific concentra-
tion has a different reference density as a function of time and the progress of
chemical reaction. For example, a system before reaction with only aluminum
and iron-oxide would have a reference density that depends only on the densi-
ties of these two species. However, after reaction, we have additional species,
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namely the components, alumina and iron. It is not correct to still retain the
same reference density as the former case as that reference density does not
account for the presence of the products at all. This would mean that a new
reference density will have to be used for the latter case that includes the stan-
dard densities of the products. Thus, this change in the reference density with
the change in the concentration of the species needs to be accounted for in
the model, which is the case in this work. Numerical results that validate this
concept as well as the mixture equation of state is presented in the next chapter.
4.3.2.4 Porous equation of state
The equations derived in the previous subsections have usually been used to
describe solid species. The materials being studied have normally been fully
dense specimens. In this work, porous materials are considered, which implies
a less than 100% dense material. The porosity is important to initiate chemical
reactions when needed. Porosity affects the state of the system. It causes a
change in the temperature and pressure of the material. Thus, the porosity is
a variable that needs to be included in the description of the equation of state.
The porosity is defined as the ratio of a solid mixture to that of the porous





Based on this definition, when the porous mixture becomes completely dense,
the porosity attains a value of 1.
To take into account the porosity of the mixture and a time dependent pore
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collapse flux that is important during a shock loading, a P-α model [18][46][78]
is used as the basis, to describe the equation of state of the mixture. Fig. 9
depicts the equation of state for a porous mixture. There are two parts to the
curve, one when the mixture is porous and the second is when the mixture
becomes completely solid and attains a porosity of 1. Now the equation of state








The subscript ’p’ indicates that it is the porous density. This equation can then
























is always greater than one for a porous mixture. For a
solid mixture, the ratio α0
α
is equal to one and thus, the equation reduces to the
solid equation of state.
Figure 9: A schematic representation of the Hugoniots of a porous mixture and a
dense solid mixture
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4.3.3 Porosity Evolution Equation
The void content in a porous mixture is described in terms of the porosity,
which has been defined in eqn. (100). The porosity or void fraction does not
remain constant in the mixture. As the shock wave passes through the mixture,
it can collapse the pores and thus reduce the fraction of voids. This implies a
reduction in the value of porosity in the mixture occurs. It is then necessary to
have a model that describes the change in the porosity of the mixture with time.
It has also been observed that all the pores do not instantaneously collapse
at the shock front. One of the rate of change contributions is from the flux
or convection term of the variable and the second is the source term for the
variable. In the case of porosity, we introduce the porosity flux J̄α , the spatial
gradient of which is the convection term for the rate of change of porosity. The
relation between the porosity and the pressure works both ways. Change in one
causes a change in the other. Since the pressure [15] plays a significant role in
the evolution of porosity, the source term for the porosity evolution equation is
the rate of change of pressure in the mixture. The evolution equation for the







where lα is the coefficient that accounts for the effects of pressure on porosity.
A quadratic dependence of porosity on pressure is assumed [15] When all the
voids in the mixture have collapsed, the porosity α will have a value of 1. Since
the porosity is defined as the ratio of the density of the mixture without voids
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to the density of the mixture with voids (eqn.100), it has a lower limit of one
when the mixture is 100% dense and there are no voids present in it.
4.3.4 Void Collapse Flux
The evolution of the porosity includes the void collapse flux. This flux is similar
in concept to the more commonly encountered flux in thermodynamics, namely,
the heat flux. It describes the flow of porosity from one end of the mixture to
the other. The void collapse process is an irreversible process that does not
occur instantaneously behind the shock front. Instead, there is a time delay
before the process occurs. This time delay is accounted for in the expression for
the void collapse flux, by introducing a relaxation time. The relaxation time has
units of time and is a variable that defines how much the void collapse flux is
delayed. It defines how long it takes after the passage of the shock front before
the voids actually collapse.
The void collapse flux is introduced in eqn. (103). The state of the system
affects the void collapse flux. So the void collapse flux is taken to be a function




















jk are material constants for void collapse flux. They
define the dependence of the void collapse flux on the pressure, temperature
and deviatoric stress, respectively. The extent of impact each of these spatial
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gradients has on the void collapse flux is included by these material constants.
τα is the relaxation time associated with the void collapse, to incorporate the
fact that irreversible processes such as void collapse do not take place right at
the shock wave but occur only after a certain time lag.
The relaxation time τα is not a constant in the system. It accounts for the time
lag in the void collapse process behind the shock front. This time-lag depends
on the state of the mixture. For different loading conditions, the mixture will
respond with different time delays, depending on how fast the particles are
moving to collapse the voids in the mixture. Thus, the void collapse relaxation
time is modeled as a function of the velocity of the mixture, in an exponential
form.






where L is the characteristic length of the specimen, t is the time after impact
and τα0 and λα are constant.
4.3.5 Chemical Reaction
The problem of concern is the shock-induced chemical reactions in energetic
materials. It is thus necessary to have a constitutive relation that describes the
evolution of the reaction rate. Mixtures like Al and Fe2O3 or Ni and Al do
not react at the room temperature. The composite can react if it is supplied
with energy to take the system to its transition state. This energy that should
be supplied can be in the form of heat.
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Figure 10: The reaction path from reactants to products
In the case of shock-induced chemical reactions, the same energy is supplied by
the shock wave acting on the composite. Two different mechanisms can supply
the energy as a result of the shock propagation in the composite. One of the
mechanisms is the irreversible pore collapse that can result in heat and energy
supply to the composite from the shock loading [135]. The second mechanism
is through the plastic work resulting from the shock propagation through the
composite. In either case or a combination of the two cases, it is necessary that
additional energy Eα is supplied to the composite before a reaction can start.
From fig. 10, one can note that
Eα > Ereac tan ts > Eproducts (106)
According to the theory of transition states, there could be multiple states that
the reaction passes through as it proceeds from the reactants to the products.
The one-dimensional projection of this path is depicted in fig.(11). This figure
also shows the projection of the multiple transition states to a single transition
state, which is what we use in this work. At the continuum level, the transition
state can be identified from energy considerations. There are two points that
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needs to be remembered. Firstly, the energy of the transition state is higher
than the energy of both the reactants as well as the products. Given multiple
options for the transition state, the reactants will first reach the state that has
the lowest energy among the various possibilities. Thus, the probability that
the transition state is the one, among all the options, with the lowest energy is
very high. This state is then chosen as the transition state for the reaction. The
specific calculations identifying the transition state for the thermite mixture of
aluminum and iron-oxide is presented in the next chapter.
The chemical reaction is usually described in terms of the reaction rate which
describes how fast the reaction proceeds. The most well-known expression to
describe the reaction process, once the transition state is reached, is the Ar-
rhenius equation. According to this famous model, the chemical reaction rate
constant k is given by -






where Ea is the activation energy necessary for the reaction to occur, A is the
pre-exponential factor, R is the universal gas constant and T is the temperature
in the system. The reaction rate Θ is the product of the reaction rate constant










There is a time delay associated with both pore collapse and the plastic work.
Both these take place behind the shock front. Similarly, it is assumed that the
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Figure 11: Trajectory of the reaction from the reactants to the products, through
the transition state
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chemical reaction rate does not equal the Arrhenius rate immediately behind the
shock front or at the instant Eα is supplied. It is assumed that there is a time
delay associated with the reaction initiation. This means that at E = Eα, the
reaction can start but the reaction rate increases as the energy supply increases
and a time delay is associated with the increasing reaction rate. In summary,
this can be larger than the time lag needed to take the system to the transition
state. The time lag can be modelled by introducing a relaxation time τΘ in
the evolution equation for the reaction rate Θ. Thus, in our chemical reaction
model, the Arrhenius equation is modified to account for the time-lag between
the shock front and chemical reaction. This is done by introducing the time
rate of change of the reaction rate along with an associated relaxation time, as
depicted in eqn. (109) .













For τΘ = 0, the reaction rate attains its value when E = Eα of the transition
state.
In this equation, τΘ is the relaxation time for the chemical reaction, + represent
the reactants, A is the pre-exponential factor, E is the energy barrier that needs
to be crossed for the reaction to take place and χ is the concentration of the
species s in moles per liter.
For a chemical reaction to initiate, it is necessary for the reactants to be in
contact with one another. More intimate the contact, better are the chances
for the initiation of a chemical reaction. As the shock wave passes through the
mixture, the temperature in the mixture increases due to the shock processes.
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The temperature could increase beyond the melting temperature of one or both
the reactants, leading to melting of the reactants. This causes reactants to come
in better contact with one another since one of the reactants is now in the liquid
state, leading to a possibility of a chemical reaction. So in this thesis, for the
aluminum-based mixtures that are analyzed, the initiation of chemical reaction
is based on the melting temperature of the reactants. The reactant with the
lower of the two melting temperatures is selected as the criterion for chemical
reaction initiation. The effect of pressure on the melting temperature is not
included in this analysis.
In the chemical reaction model (eqn. 109), a relaxation time τΘ is introduced
to account for the time lag between the shock front and the chemical reaction
process. This relaxation time is not a constant in the system. It varies with
the state of the system, depending on the loading conditions. If a mixture
is impacted with a very large velocity of impact, then the pressure and tem-
perature in the system will rise to a much larger value than if the velocity of
impact is small. Thus, the initiation of chemical reaction will also be faster in
the former case as compared to the latter case. The relaxation time needs to
account for such a scenario. Since the chemical reaction is modeled based on
the temperature in the system, the relaxation time is also modeled based on
the temperature in the system. An exponential expression is assumed for the
relaxation time to account for the decay in the time delay behind the shock
front. Equation (110) gives the expression for the chemical reaction relaxation
time -







where Tm is the melting temperature used for the chemical reaction initiation,
T is the temperature in the mixture and τΘ0 and λΘ are constants.
4.3.6 Heat Flux
Due to the various processes that occur in this problem, different spatial loca-
tions of the mixture will be at different temperatures. Heat transfer by con-
duction occurs when there is such a temperature gradient within the material.
Heat energy flows from a region of higher temperature to a region of lower
temperature. This is described by Fourier’s law of heat conduction as follows-
~q = −k~∇T (111)
where ~q is the heat flux vector and k is the thermal conductivity of the material.
It relates the heat flux to the temperature gradient and basically defines just
how much transfer of heat energy occurs for different materials.
The heat flux is one of the processes that occurs after a time delay and not at
the shock front. It is one of the first regions of our four region model, depicted
in fig. 5. Thus, the Fourier law of heat conduction has to be modified to
bring in the effect of the relaxation time that takes care of the time lag behind
the shock front. The heat flux for each species sq̂ has contributions from the
thermal diffusion process as well as the mass diffusion process, as expressed in
eqn. (50). A single heat flux equation is used to describe both components with
a common relaxation time and heat conduction co-efficient. The total species
heat transport flux sq̂ is, thus, governed by the following evolution equation,
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where it is governed by the temperature gradient that exits in the mixture.
sτq
s ˙̂qi = −sq̂i − skqij ∂T∂xj (112)
The mixture heat flux equation is then obtained by summing the species equa-
tion to obtain -










The species relaxation time for the heat flux is assumed to be the same for each
of the components in the mixture. The mixture relaxation time is then equal
to this species relaxation time constant.
τ̄q =
sτq (115)
4.3.7 Mass Diffusion Flux
Each species in the mixture has a different velocity. This individual velocity of
each species is different from the mixture velocity. This brings in the concept of
diffusion velocity, which is defined as the difference of the velocity of the species
s from the average velocity of the mixture.
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sv̂i =
svi − v̄i (116)
where sv̂i is the diffusion velocity of species s.
Using eqn. (116), mass diffusion is then defined as the product of density and
the diffusion velocity of the species.
sgi =
sρsv̂i (117)
This quantity describes the relative motion of the species s of the mixture due
to its diffusion velocity. In particular, this velocity can take into account the
higher acceleration of a lighter element like aluminum and the resulting collision
of Al with Fe2O3 or Ni. Fick [116] proposed a mathematical description for the
mass diffusion based on an anology with the heat conduction equation, namely,
for a binary mixture at uniform total density
~g = −κg ~∇sρ (118)
where κg is a phenomenological coefficient which may depend upon the densities
and temperature of the mixture. The mass diffusion is another one the fluxes
that occurs after a time delay behind the shock front and not instantaneously at
the shock front. For our model, we, thus, formulate the mass diffusion equation
in the framework of extended irreversible thermodynamics, by introducing the
relaxation time in the mass diffusion equation. The mass diffusion, as depicted
in eqn. (118), depends on the density gradient of each species. The flow of
mass from one region to another is governed by the amount of mass present in
the two locations. In addition, a cross-flux term that accounts for the effect
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of viscosity on the mass diffusion is also incorporated. Viscosity plays a role
in determining how much each species can diffuse into one another. Similar to
the cross-flux term that was included in the viscosity equation (eqn. 73), its
counterpart is included in the description of the mass diffusion flux. Thus, the











where sτg is the associated relaxation time for each species,
sκgij is the diffusion
constant that shows the dependence of mass diffusion on the density gradient of
the species and sκηgijk is the cross-flux coefficient that relates the viscosity effects
and the mass diffusion flux. This equation has to be described for each species.
It cannot be summed to form a mixture equation of state. On summing over all
the species, the mass diffusion flux becomes zero. This is because the diffusion




sgi = 0 (120)
4.4 Entropy and Second law of thermodynam-
ics
The complete set of equations that governs the current problem has been pre-
sented in the previous sections. These constitutive equations should satisfy the
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second law of thermodynamics which states that the rate of entropy production
in any process is always non-decreasing. In this section, we therefore, provide
details about the entropy and the entropy flux. In the next section, using these
definitions, the constraints imposed by the second law of thermodynamics is
investigated.
4.4.1 Entropy
The function entropy can be split into two different parts [90]
dS = dSi + dSe (121)
where the subscript i refers to the change in entropy due to internal processes
and e refers to changes in entropy dues to interactions with the external envi-
ronment. The entropy increase dSi is never negative. It is equal to zero for a
reversible process and greater than zero for an irreversible process. It is equal












To obtain the mixture equation for the entropy, all equations for the species are










[sη + sssςsMΘ] (125)








The entropy flux of the mixture includes, in addition to the species flux, the
contribution to the entropy by the mass diffusion flux. Similarly, the rate of
entropy production in the mixture also includes the effect of chemical reaction
on the entropy s. Equation (123) goes beyond the usual description of the sec-
ond law of thermodynamics. Here the assumption is made that the second law
holds at every spatial point and at any instant of time [59].
In the framework of extended irreversible thermodynamics, the entropy flux of
the mixture J̄si is a function of all the other fluxes in the system as opposed
to just the heat flux like in equilibrium thermodynamics [59]. All the terms
involved in the description of the entropy flux is indicated in the following
equation -
~̄Js = ~̄Js( ~Jα, Θ, ~̄q, s~g, T̄ , ~~σne
′
, ~v) (127)












































The last term in this equation accounts for the effect of porosity on the entropy
flux. A change in the porosity of the mixture affects the entropy in the system.
The porosity can be viewed as a quantity that flows from one spatial location
to another and so its effect on the entropy flux is considered by including the
velocity gradient. $(α) is the coefficient that relates the effect of porosity on
the entropy flux and hence assumed to be a function of the porosity in the
mixture.




























4.4.2 Second Law of Thermodynamics
To derive the expression for the rate of entropy production, the Helmholtz free
energy f̄ of the composite is defined as
f̄ = ē− T̄ s̄ (135)
where ē is the internal energy, T̄ is the temperature and s̄ is the entropy.
f̄ is function of all the state variables as shown below -
f̄ = f̄
(


















































Multiplying by density ρ̄
ρ̄ ˙̄f = ρ̄ ˙̄e − ρ̄T ˙̄s− ρ̄Ṫ s (138)
Substituting eqn. (126)
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ρ̄ ˙̄f = ρ̄ ˙̄e− T η̄ + T J̄si,i − ρ̄Ṫ s (139)
The second law of thermodynamics states that rate of entropy production is
always greater than or equal to zero and thus, we have -
T η̄ = ρ̄ ˙̄e− ρ̄ ˙̄f − ρ̄s̄ ˙̄T + ˙̄T∇ · J̄si,i ≥ 0 (140)
Equations (137), (51) and (128) are substituted into equation (140),







































































ij − ρ̄ ∂f̄∂P̄ ˙̄P
(141)
The mixture constitutive relations (eqns. 29, 62, 73, 103, 104, 109, 112, 119)























































































































































sµ + s∆H0f +
1
2

















































































































The rate of entropy production η̄s is always greater than or equal to zero. A
linear relation is assumed between the fluxes and their respective forces. The








































The coefficients of all the gradients of the variables must equal zero. This gives
rise to the following expressions.






































































































sµ + s∆H0f +
1
2


















































































































































































































































































































































This equation is always positive provided
(
kαpij






η̄ijkl ≥ 0 (180)
(
kqij
)−1 ≥ 0 (181)
(
kqij
)−1 ≥ 0 (182)
(
sκηgijkCk
)−1 sκgij ≥ 0 (183)
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To get the expression for temperature, we go back to the following equation

























Substituting the above obtained expressions for Helmholtz free energy as a












































































































Thus, the governing set of equations to analyze the shock-related chemical reac-
tions in binary energetic materials has been formulated. It has been developed
in the framework of extended irreversible thermodynamics and internal vari-
able theory. The concept of extended irreversible thermodynamics is not being
introduced for the first time in this work. It has been used by researchers in
the past [72]. However, it has not been used by researchers in their analysis of
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shock-related chemical reactions in energetic materials. Most of the work in this
field has been by making the assumption of thermal equilibrium. As has been
explained in this work, this assumption is not entirely valid for the problems
we wish to study. Thus, processes such as chemical reaction, porosity and void
collapse flux are studied in the framework of extended irreversible thermody-
namics. Extended irreversible thermodynamics is a tool, similar to concepts
of continuum mechanics or finite difference numerical schemes, that aid in the
analysis of new problems of interest.
4.5 Particle Size Effects
The initiation of chemical reaction and its subsequent propagation is affected
by the morphology of the particles. The particles could range anywhere from
being a micro-sized particle to being nano-sized. They could be fine or coarse
grained in nature. These properties of the particles play a role in the shock
process and its subsequent effects such as the initiation of chemical reaction
[31][115].
As the particle size decreases, the reaction initiates faster in the mixture and
propagates faster, i.e., a nano-sized mixture can react faster than a mixture
made of micro-sized particles [51]. This phenomenon is usually explained based
on the basis of the surface energy of the particles. As the particle size decreases,
the number of atoms on the surface of the particle increases and hence, the sur-
face energy increases [65]. An increase in the surface energy implies that the
reactants are now in a higher energy state than they would have been in other-
wise. This implies that the activation energy required by the reactants to reach
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the transition state is now reduced. This process is schematically depicted in
figure 12. It shows how the surface energy raises the energy of the reactants
and consequently decreases the activation energy necessary for the reaction.
Figure 12: Effect of surface energy on the activation energy of the chemical reaction
The fact that a change in the surface energy due to varying particle sizes leads
to faster initiation and propagation of the reaction can be explained based on its
relation to the melting temperature of the species [66][138][139]. The increase
in surface energy causes a reduction in the melting temperature of the parti-
cle [62]. Consequently, as the particle size decreases, the melting temperature
decreases [51]. Hunt et. al [51] presented a figure in their paper which shows
how the melting temperature of aluminum varies as the particle size decreases
from approximately 200nm to 10nm. This is shown in fig. 13. When one of the
species in a mixture melts, it leads to better mixing between the reactants. This
enhances the mixing between the reactants leads to faster initiation of chemical
reaction and its subsequent propagation.
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Thus, the particle size effects can be included in the continuum model by con-
sidering the melting temperature of the reactants as a function of the particle
size and the surface energy of the particles. In a binary energetic mixture, one
reactant has a lower melting temperature than the other and will consequently
undergo melting first. The effect of particle sizes will then be affected by this re-
actant. Thus, the surface energy and melting temperature of this single reactant
is related to the particle size. The derivation of the surface energy expression
is presented next.
During the melting process, the solid and liquid particles are assumed to be in




where T is the temperature which is a function of the particle radius r, µ is
Figure 13: Variation of melting temperature of Aluminum with particle size [51]
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the chemical potential and the subscripts s and l refer to the solid and liquid
physical states respectively.
In thermodynamics, there are four quantities that are measured in units of en-
ergy. These four quantities are functions of temperature, pressure, volume and
entropy and are also called thermodynamic potentials. The first of these quan-
tities is the internal energy e.
The second thermodynamic potential is the Helmoholtz free energy (f) defined
in eqn. (188). It is obtained from the first and second laws of thermodynamics.
It can be related to the work performed by the system under either constant
volume or constant temperature conditions. Hence the term ‘free’ energy as it
denotes the energy that is free or available to do work.
f = e − Ts (188)
The third thermodynamic potential is the enthalpy (H) of a system. It is defined
in terms of the internal energy, pressure and volume of the system (eqn. 189).
In a constant pressure process with only P-V mechanical work, the change in
enthalpy gives the heat flow in or out of the system. Thus, it is sometimes also
called the heat content of a system.
H = e + PV (189)
The fourth and final thermodynamic potential is the Gibbs free energy (G),
named after the American physicist Willard Gibbs. It is defined in eqn. (190)
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as a function of the enthalpy, temperature and entropy of the system. It is one
of the most important of the thermodynamic potentials. It provides a criterion
for the reversibility of a process and under conditions of constant temperature
and constant pressure, it tells us how much work is available in the system.
G = H − Ts (190)














A perfect differential has the property that the order of its differentiation is








The four thermodynamic potentials are perfect differentials. Using the defi-
nitions given above (eqns. 188, 189, 190), the following relations, known as
Maxwell’s relations can be obtained. In these equations, µi is the chemical






































































































































Now substituting the expression for the chemical potential and applying the
equilibrium condition, eqn. (187) can be restated as -
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−SldT + V ldPl = −SsdT + V sdPs (204)
where S is the molar entropy and V is the molar volume. We have the following






where T∞ is the melting temperature of the bulk material (macro particle).
When a solid reactant is melting, there is an interface that separates the two
physical states. The pressure across the interface is not the same. The difference
in the solid and liquid pressure is related to the surface tension at the interface.
The pressure differential across the melting interface can be given as [74] :




where γsl is the surface tension at the interface. It is assumed that the pressure
of the liquid does not change much during the melting process [74]. This implies
that dPl = 0. Using eqn. (205) and integrating eqn. (206) across the radius
of the particle from r = 0 to r = ∞, we obtain the expression for the surface
tension in the material to be -
γsl =
∆Hm (T∞ − Tr) r
2V sT∞
(207)
This equation gives the surface tension in the material as a function of the par-
ticle size. This can be converted to an expression of surface energy, specific to
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each material. This energy is then incorporated in the expression for the activa-
tion energy, which governs the chemical reaction. Thus, the chemical reaction in
the mixture becomes particle-size dependent, through the surface energy term.
This expression for the specific case of aluminum and iron-oxide is derived in
the next chapter which provides a description of the shock-induced chemical
reactions of this thermite mixture under one-dimensional strain conditions.
The complete set of equations necessary to analyze the shock-related chemical
reactions in a binary energetic material has been formulated in this chapter.
These equations are generic equations and are independent of the mixture being
analyzed. They can easily be applied to study any combination of energetic
mixtures. Thus, a highly useful framework that can be applied universally to
study energetic mixtures has been developed in this work. An example case-
study is presented in the next chapter. An energetic mixture of aluminum and
iron-oxide in an epoxy binder is analyzed. A detailed description of the analysis
along with the results obtained has been presented.
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Chapter V
ANALYSIS OF A THERMITE MIXTURE OF
ALUMINUM AND IRON-OXIDE
First, a composite mixture of energetic materials that is studied is the thermite
mixture of aluminum (Al) and iron-oxide (Fe2O3). This mixture is selected
due to the highly exothermic nature of the chemical reaction between the re-
actants. In addition to the metal and metal-oxide, a binder is also included in
the mixture. The binder analyzed in this work is epoxy. Thus, a mixture con-
sisting of Al−Fe2O3−epoxy is studied under one-dimensional strain conditions.
5.1 Hugoniot Calculation
In this problem, we have 5 species in the mixture - two reactants (Al and Fe2O3),
two products (Fe and Al2O3) and the binder epoxy. Structural reinforcements
are not considered in the numerical calculations. When the impact of a projec-
tile on the energetic material is considered, the projectile is modeled separately.
In this work, the projectile is made of steel. The two equations of state used to
describe the hydrostatic components of these species are the Birch-Murnaghan
equation for Al, Fe2O3, Fe and Al2O3 and the Mie-Gruneisen equation for steel
and epoxy.
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The hydrostatic component of the reactants and the products is described by
the Birch-Murnaghan equation of state -









+ CvΓ0ρ0 (T − To) (208)




















βT0 and n = β
′
T0
are constants specific to each species. Table 1 lists the values
of these parameters for all the species in the thermite reaction [15].
Table 1: The material properties for the Birch-Murnaghan equation of state for the
thermite exothermic reaction between Al and Fe2O3[15]
Property Al (s) Fe2O3 (s) Al2O3 (l) Fe (l)
ρ0 (kg/m
3) 2700 5274 2960 6590
βT0 (GPa) 7.64 20.27 25.20 13.60
n 3.56 4.35 5.00 3.97
Γ 2.35 1.99 1.32 2.10
Cv (kJ/kgK) 0.931 0.607 0.714 0.450
The Mie-Gruneisen equation of state is used to describe the hydrostatic pressure








[1− Sµ]2 + Γρe (211)
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The parameters for these two materials is expressed in table 2.
Table 2: The material properties for the Mie-Gruneisen equation of state for epoxy
and steel [9][16][75]
Property Epoxy (s) Steel (s)
ρ0 (kg/m
3) 1185 7770
C (km/s) 2.6 4.57
S 1.59 1.49
Γ 2.18 1.93
5.2 Validation of the numerical scheme
Figure 14: Impact of a steel projectile on a steel target under one-dimensional strain
conditions
The problem that is the main focus of study is the impact of a steel projectile
on the energetic structural material. The steel projectile travels at a specified
initial velocity and impacts the energetic structural material which is at rest.
This problem is analyzed using the MUSCL scheme for spatial finite difference
with a TVD Runge-Kutta scheme for the time integration. A first step is to
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validate the finite difference scheme and the program. A test case was first
studied. Impact of a steel projectile on a steel target under one-dimensional
strain conditions is studied. This is schematically depicted in fig. 14. The
differential equations under one-dimensional strain were used in the analysis.
These include the mass balance equation, the momentum balance equation and
the stress-strain relation. The hydrostatic component was modeled using the
Mie-Gruneisen equation of state and the deviatoric stress is modeled assuming














σii = −P + σ′ii (214)













zz = − 23 Gst ∂vx∂x
(215)











[1− (S − 1) µ]2 + Γ e (216)
Since the projectile and the target are of the same material, the wave should
project equally in both these materials. The velocity, pressure and density
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should remain the same at the interface. Figure 15 depicts the results that
were obtained. Figure 16 shows the values that are obtained for two different
velocities of impact. When the velocity of impact is increases, the pressure
reached in the projectile and the target also increases. Simultaneously, greater
compression of the material is also achieved, as is observed from the density
ratio. Sections of the projectile that were not affected by the shock wave earlier
are now influenced by it. The magnitude of the variables do not change as the
wave moves further into the projectile and the target. Figure 17 shows this for
two time intervals of 0.19 µs and 0.46 µs.
The next case that was studied is the impact of a projectile on a target made of
a dissimilar material. An aluminum target was selected (See fig. 18). The equa-
tions considered in this case include the mass balance equation, the momentum
balance equation, the energy balance equation and the stress-strain relation.
The mass and momentum balance equations and the stress-strain relations are
the same as those used in the previous case study (eqns. 212, 213, 215 and 214).










The stress in the aluminum is once again divided into the hydrostatic compo-
nent and the deviatoric stress component. The deviatoric stress component is
described using the linear elastic relation as in the steel case and the hydrostatic







σ̇yy = σ̇zz = − 23 GAl ∂vx∂x
(218)
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Steel target Steel projectile 
Figure 15: Pressure, density and velocity curves for the impact of a steel projectile
at 500m/s on a stationary steel target. The dotted red line indicates the projectile
and the solid blue line indicates the target
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Figure 16: Pressure, density and velocity curves for the impact of a steel projectile
at 500m/s and 1000m/s on a stationary steel target. The dotted (red = 500m/s,
black = 1000m/s) line indicates the projectile and the solid (blue = 500m/s, green =
500m/s) line indicates the target
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Figure 17: Pressure, density and velocity curves for the impact of a steel projectile
at 500m/s on a stationary steel target at 0.19 µs and 0.46 µs. The dotted (black =
0.19µs, red = 0.46µs) line indicates the projectile and the solid (green = 0.19µs, blue
= 0.46µs) line indicates the target
Figure 18: Impact of a steel projectile on an aluminum target under one-dimensional
strain conditions
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+ CvΓ0ρ0 (T − To) (219)
Figure 19 shows the pressure, density, velocity and temperature obtained for the
impact of a steel projectile on an aluminum target at 500m/s impact velocity.
Figure 19a shows the pressure wave generated after impact in both the projec-
tile and the target. Since these two materials are not the same, the pressure
profile in the two materials is not the same. Aluminum is a softer material than
steel. On impact, aluminum would undergo greater compression as compared
to steel. The compression is measured by the ratio of the current density to the
reference density, i.e., ρ/ρ0 where ρ is the density of the material at time t and
ρ0 is the reference density. Figure 19b shows that the aluminum compresses
to about 1.17 whereas steel compresses only by about 1.02. These numbers
indicate that the two materials are physically behaving in a manner that they
should. The temperature in the aluminum particles increases more than in the
steel projectile, by about 300K. At the interface due to this mismatch in tem-
peratures, a large amount of thermal diffusion occurs. The heat flux flows from
the aluminum to the steel at the interface, bringing the temperature of the alu-
minum down to the steel temperature. This is observed from the decrease in
temperature from the peak temperature in the aluminum.
The analytical solution to the problem is given below. For the projectile,
σx = ρc (v − v0) (220)
and for the target,
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Figure 19: (a) Pressure, (b) density, (c) velocity and (d) temperature curves for the
impact of a steel projectile at 500m/s on a stationary aluminum target. The dotted
red line indicates the steel projectile and the solid blue line indicates the aluminum
target
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σx = − ρc (v − 0) (221)
The above two examples were used as preliminary case studies to test the model.
It was primarily used to test the stability and non-oscillatory nature of the
MUSCL numerical scheme. The plots show hardly any oscillations at all, thus,
proving the properties of this numerical scheme. Since the results obtained ap-
pear reasonable as compared to the analytical solution of the problem (eqns.
220) and 221, we now move onto analyzing the binary energetic thermite mix-
ture.
5.3 Equation of state of the mixture
The target is made of a number of components. There are two reactants, two
products and the binder. In some cases, the binder may participate in the reac-
tion. Even without a reaction, the target is made of more than one component.
Each component can be described by an equation of state. These equations
have to be combined in such a way that they accurately describe the equation
of state of the mixture. The total pressure in the mixture has to have contri-
butions from each component. One of the ways this can be done is by using
the concentration of each component. Each component’s contribution to the
total pressure is thus, considered to be proportional to its concentration in the





















Figure 20: Impact of a steel projectile on an aluminum target under one-dimensional
strain conditions. The top figure shows the impact on a pure aluminum target,
considered as one component. The bottom figure shows the aluminum target split
into two components, both made of aluminum, and modeled as a binary mixture
The next question that arises is if this mixture equation of state will accurately
predict the equation of state of the mixture. This is answered by studying a
test case. First, the impact of a steel projectile on a pure aluminum target
is studied. Then the aluminum target is divided into two parts, both made
of aluminum with concentration Alc and 1 − Alc. This target material is then
modeled using the mixture equation of state. Fig. 20 depicts the two cases.
Since the target in both the cases is pure aluminum, the results obtained by the
mixture equation of state should be the same as that obtained when the target
is modeled as being made of just one material. In the numerical simulation, the
steel projectile strikes the aluminum target at a speed of 500 m/s. The results
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obtained in these two cases are compared and presented in figures 21 and 22.
Figure 21 shows the Hugoniot of the steel and the aluminum in the two cases.
As can be seen from this figure, the Hugoniots of both the projectile and the
target match exactly in both the scenarios. In fact, the results match so well
that there is only one curve that is visible to the eye. This proves that the pres-
sure calculated using the mixture equation of state, described by eqn. (222)
is accurate. Similarly, fig. 22 shows the spatial distribution of the pressure,
density and velocity in the aluminum in the target in the two cases of impact.
Again there is an excellent match in the two cases. This validates the accuracy
of the mixture equation of state, described by eqn. (222) .
5.4 Identification of the Transition State and
Activation Energy
In order to study the shock-related chemical reactions in an energetic mixture, it
is necessary to know the activation energy required for the reaction. The activa-
tion energy is the difference in energy between the reactants and the transition
state. In order to obtain the activation energy, it is therefore, necessary to
identify the transition state. In the last chapter, the procedure to identify the
transition state at the continuum level, for any chemical reaction was described.
It is identified based on energy considerations. The transition state for the re-
action between aluminum and iron-oxide is now identified in this section, using
the procedure outlined earlier.
The reaction between aluminum and iron-oxide gives iron and aluminum-oxide
as the products.
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Figure 21: Hugoniots of the steel projectile and the Aluminum target. The red
dotted line is the Hugoniot of the steel and the blue solid is the Hugoniot of the
Aluminum for both the cases of impact 1) impact of a single aluminum target 2)
impact of a mixture of aluminum
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Al: Case 1 (not visible)
Al: Case 2
Case 1: Impact of steel on a 
            single Al target 
Case 2: Impact of steel on a 
            target made of a 
            mixture of Al    
Figure 22: Spatial profiles of (a) pressure, (b) density and (c) velocity of the projectile
and the target for both the cases of impact 1) impact of a single aluminum target 2)
impact of a mixture of aluminum
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2Al + Fe2O3 → Al2O3 + 2Fe (223)
The reaction is assumed to go to completion with no additional products formed
other than iron and aluminum-oxide and solid state intermediate species. Dif-
ferent combinations of Al, O and Fe that can exist in the solid state, in nature,
and that which can be formed by a stoichiometric reaction between Al and
Fe2O3 were considered by looking at the database of chemical analysis [32].
The possible transition species are : (AlO,Al2O) and (FeO, Fe). Considering
combinations of these transition species, four reaction paths are possible. They
are:
(a) 2Al + Fe2O3 → AlO + 2FeO + Al → Al2O3 + 2Fe
(b) 2Al + Fe2O3 → 2AlO + 1.3Fe + 0.3Fe2O3 → Al2O3 + 2Fe
(c) 2Al + Fe2O3 → Al2O + 0.6Fe + 0.7Fe2O3 → Al2O3 + 2Fe
(d) 2Al + Fe2O3 → Al2O + 2FeO → Al2O3 + 2Fe
The transition state has a higher energy than both the reactants and the prod-
ucts. It is the saddle point in the reaction path and has the highest energy.
At the same time, the products that are formed are a more energetically fa-
vorable state than the reactants and thus have a lower energy state than the
reactants. The Gibbs free energy for the reactants, products and the four tran-
sition states were plotted (fig.23). Two of the transition states have energies
that fall between the energies of the reactants and those of the products. Hence,
these two states cannot be the transition of the thermite reaction between alu-
minum and iron-oxide. The other two transition states AlO + 2FeO + Al and
Al2O + 0.6Fe + 0.7Fe2O3 were found to satisfy the energy considerations. In
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addition, it was found that Al2O + 0.6Fe + 0.7Fe2O3 has a higher energy state
than AlO + 2FeO + Al. Thus, in a chemical reaction, a greater input of energy
would be required to reach the former transition state as opposed to the latter.
Hence, the probability of the reaction proceeding through AlO + 2FeO + Al is
higher as the energy that is need to be supplied to attain this state is lower of
the two possibilities. We are considering a single transition state and have a
one-step reaction mechanism. The reaction mechanism was identified to be
2Al + Fe2O3 → AlO + 2FeO + Al → Al2O3 + 2Fe (224)
Figure 23: Plot of Gibbs Free Energy as a function of temperature for the reactants,
products and each of the four possible transition states
This transition state has been experimentally verified by Peiris and Gump [42].
They studied the laser-initiated reactions in a number of thermite mixtures. In
their analysis of the thermite mixture, they found evidence of the compound
Al0. Fig. 24 shows the results they obtained at various intervals of time. It
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also shows the time intervals when AlO was observed.
Figure 24: Emission spectrum of the laser-initiated chemical reaction between Al
and Fe2O3 [42]
Now that the transition state has been identified, the next step is to calculate the
energy difference between the transition state and the reactants. This would give
us the activation energy necessary for the reaction. The activation energy for
the reaction is calculated from the Gibbs free energy to reach the transition state
AlO + 2FeO + Al. The energy of the reactants and the transition state change
with the temperature and pressure conditions in the system and thus, the Gibbs
free energy is calculated as a function of both the pressure and temperature.,
as shown in eqn. (225).
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(∆V )T ′ dP
(225)
where G is the Gibbs free energy, H is the enthalpy, S is the entropy, V is the
volume and Cp is the heat capacity at constant pressure and 4 indicates the
difference between the transition state and the reactants. Expression for the
enthalpy, entropy, volume and heat capacity at constant pressure are obtained
from the database of the Facility for the Analysis of Chemical Thermodynamics
[32].
5.5 One-dimensional strain problem of the ther-
mite mixture
The transition state and the activation energy for the chemical reaction be-
tween aluminum and iron-oxide has been identified. The mixture equation of
state obtained from the species equation of state has been derived. This equa-
tion has also been validated for accuracy. The next step is to analyze the
shock-related chemical reactions in a mixture of Al and Fe2O3. The problem
considered for the numerical simulation is that of the binary energetic mater-
ial under one-dimensional strain conditions. This is shown in figure 25. The
loading, condition of velocity of impact by the impact of a steel projectile or
a prescribed pressure boundary condition, is applied in the x-direction. The
pressure boundary condition is based on the fact that the impact of a projectile
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provides a constant pressure on the target under one-dimensional strain condi-
tions. The velocity is denoted by the symbol u. All quantities vary only in the
x direction. There are no spatial gradients in the other two directions, namely,
y and z directions. The stress tensor has three components (σxx, σyy and σzz).
The one-dimensional strain is applied in the x-direction and hence, the stresses
in the y and z direction are the same, i.e., σyy = σzz.
Figure 25: Impact of a steel projectile on the target made of Al and Fe2O3 under
one-dimensional strain conditions. The top figure shows the energetic material under
a pressure loading. The bottom figure shows the energetic material being impacted
by a steel projectile at a particular impact velocity u.
The governing system of equations for the analysis of a one-dimensional strain















































































































∂ (σ̄xx − σ̄yy)
∂x
(235)


















There are 16 equations in 16 unknowns. The unknowns are ρ, vx, ex,
Al c, Fe2O3c,








yy , Ȳ , α, J
α, q̄ and Θ. The individual species are taken
into account in the mass conservation and energy conservation equations. The
momentum equation considers only average mixture quantities. This is a first
step to account for mixture constituents. Future work can include the modifi-
cation of the momentum equation to include the individual species in place of
the mixture. Equations (233, 235, 236 and 237) are the irreversible fluxes in
this analysis. They have a relaxation time associated with the fluxes, namely
the relaxation time for the porosity flux τα, relaxation time for the chemical
reaction τΘ, relaxation time for the viscosity τ̄σ and relaxation time for the heat
flux τ̄q. When the relaxation times go to zero, the above extended irreversible








∂ (σ̄xx − σ̄yy)
∂x
(238)


























One property these equations need to satisfy is that when they are reduced
from their extended irreversible thermodynamics form, they have to go back
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their original classical thermodynamics description. For each of the fluxes, this
is described below-








∂ (σ̄xx − σ̄yy)
∂x
(242)
where the pore collapse flux just depends on the temperature, pressure and
deviatoric stress gradients. The pore collapse flux variable, in the context
introduced in this thesis work, has not been used by other researchers and
so the form of its equation is not compared with any previously published
results.
• Without the relaxation time, the heat flux equation reduces to Fourier’s
law of heat conduction.
¯̃q = −k̄q ∂T̄
∂x
(243)
This is the basic equation from which the extended irreversible thermody-
namics form was built and thus, when reduced, it correctly reduces back
to this thermodynamic form.
• The trace of a stress tensor is divided into parts. One is the hydrostatic
pressure and the second is the deviatoric stress. This deviatoric stress is
related to the velocity gradient through a coefficient known as the bulk
viscosity in classical thermodynamics. When the equation that describes
the non-equilibrium stresses is reduced from the framework of extended
irreversible thermodynamics to classical thermodynamics, it should reduce









which is the classical form.
• The foundation for the chemical reaction equation is the Arrhenius equa-
tion. The relaxation time was added to account for the time lag between
the shock front and the occurence of a chemical reaction. Thus, when the
relaxation time tends to zero, the evolution equation should revert to the
original Arrhenius equation, which is what happens.












5.6 Application of Pressure Boundary Con-
dition on Al, Fe2O3 and epoxy
The composite of aluminum, iron-oxide and epoxy is analyzed using a pressure
boundary condition. Aluminum and iron-oxide are in the ratio 40-60% by vol-
ume and the epoxy content is 10% by volume. The mixture is impact loaded
with a compressive stress on the left end of the specimen. The pressure ap-
plied ranges from 3GPa to 24GPa. The pressure, temperature and velocity in
the system due to the loading is presented in fig. 26. It is observed that as
the loading increases, the pressure, temperature and velocity in the composite
also consequently increases. The increase in velocity will lead to a smaller void
collapse relaxation time which means the void collapse process occurs faster.
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Thus, the chemical reaction initiates earlier and is sustained for a longer period
of time when the pressure loading on the specimen increases.



















































Figure 26: Effect of pressure boundary condition on the state of the composite
5.7 Impact of a steel projectile on Al, Fe2O3
and epoxy
Numerical analysis of the impact of the energetic material by a projectile is
conducted. Aluminum and iron-oxide are in the ratio 40-60% by volume. The
epoxy content and porosity are 10% and 20% by volume in all the calculations
except where specified. The projectile is made of steel and strikes the material
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at an impact velocity. The subsequent processes that take place in the compos-
ite due to the shock waves are studied. A complete reaction between Al and
Fe2O3 gives a product concentration of iron of 0.4887.
5.7.1 Effect of Porosity
One of the mechanisms that leads to an increase in the temperature in the
composite, taking the reactants to the transition state, is porosity. Fig. 27 is
a plot of the temperature obtained in a mixture with no porosity and in mix-
tures with void fractions of 10%, 20% and 30%. The impact velocity is 1 km/s.
The temperature is calculated at each spatial location as a function of the state
of the system at each instant of time. As the shock wave passes through the
mixtures, it collapses the pores. The pore collapse generates heat and leads
to an increase in temperature. The plot shows that as the porosity increases,
the temperature reached in the composite also increases. This increase in the
temperature increases the rate of the reaction leading to a greater concentration
of the product iron as seen plot (b) of the figure. As the porosity increases from
0% to 30%, temperature increases by 450K and the extent of reaction increases
from 2.6% to 21%. This shows that void collapse is one of the mechanisms that
adds energy to the system, taking the reactants to the transition state and that
porosity enhances the reactive capabilities of the energetic materials.
Fig. 28 also shows has the same initial conditions. It compares the pressure
and density in mixtures with void contents of 10%, 20% and 30%. A steel pro-
jectile impacts these materials at 1 km/s. In a porous material, work is done
in collapsing the pores. Hence, as the porosity increases, more work is done in
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Figure 27: Effect of porosity on the temperature and extent of chemical reaction in
the composite
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collapsing the pores and hence the pressure generated in the mixture decreases.
This can be observed from the figure.



















Figure 28: Effect of porosity on pressure and density of the composite
Fig. 29 gives the time profiles of pressure and temperature for the the solid
mixture and the the mixture with three void contents of 10%, 20% and 30% at
a constant void collapse relaxation time. Due to the different porosities, as time
progresses, mixtures with greater porosities attain higher temperature. At the
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same time, the pressure attained is lower since some of the mechanical work is
done in collapsing the voids.






































Figure 29: Time profiles of pressure and temperature for porous mixtures and a solid
mixture
As time progresses and the shock wave moves into the composite specimen,
more regions behind the shock wave undergo void collapse. The temperature
and pressure in the system change as a result of this process. From fig. 30,
the progression of the wave through the composite can be observed. It shows
the pressure, temperature and porosity in the mixture at two different intervals
of time - 0.08µs and 0.16µs. In this numerical simulation, a steel projectile
struck the composite at 500m/s. The porosity in the composite was 1.5 which
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translates into a void fraction of 33%.













































t = 0.08 µs
t = 0.16 µs
Figure 30: Pressure, temperature and porosity of the mixture at two different time
intervals
5.7.2 Effect of Void Collapse Relaxation Time
The void collapse flux has a relaxation time τα associated with the void col-
lapse process. This factor accounts for the delay in the pore collapse behind
the shock front. If the relaxation time is longer, the time taken for the pore
collapse process also becomes longer. In order to study the effect of the void
collapse relaxation time, constant values of the relaxation time are selected in
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this numerical simulation. Fig. 31 shows the porosity along the composite for
two different values of the void collapse relaxation time - 60ns and 120ns. The
initial porosity of the material was 1.25 which is a void fraction of 20%. It can
be observed from the figure that as the void collapse relaxation time increases,
the pore collapse region behind the shock front decreases, i.e., less of the mater-
ial undergoes pore collapse. There is a delay in the pore collapse process behind
the shock front.




















Figure 31: Effect of pore collapse relaxation time on the porosity in the composite
The relaxation time changes with the state of the system. The void collapse
relaxation time is modeled as a function of the velocity. The effect of impact
velocity on the void collapse relaxation time is depicted in fig. 32 for two cases -
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impact velocity of 500m/s and 1000 m/s. As the velocity increases, the impact
loading on the composite increases. Due to the greater loading, it takes lesser
time for the voids to collapse in the composite. From plot (a), it can be observed
that, along the length of the composite, the relaxation time decreases as the
impact loading increases. This results in a faster collapse of voids and thus, a
greater decrease in the porosity. Plot (b) gives the time profile of the relaxation
time for the two impact loading cases. As time progresses, the relaxation time
decreases and thus, voids begin to collapse faster. This decrease in the relax-
ation time is dependent on the loading, with the relaxation time decreasing at
a slower rate for the lower impact velocity.



























v = 500 m/s
v = 1000 m/s
Plot (a) Plot (b) 
Figure 32: Effect of impact loading on the void collapse relaxation time in the
composite
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5.7.3 Effect of Chemical Reaction Relaxation Time
There is a time delay in the initiation of chemical reaction behind the shock
front. This is described by the chemical reaction relaxation time τΘ. Fig. 33
depicts the concentration of the product iron for three different relaxation times
- 100ns, 150ns and 200ns. As the relaxation time increases, it takes longer for
the chemical reaction to initiate. So there will be lesser amount of the product
concentration at any given time interval. Thus, we see that as the relaxation
time goes from 100 to 150 to 200ns, the product concentration drops from 0.375
to 0.325 to 0.285.
5.7.4 Effect of loading condition on the composite
The processes that occur in the composite are a function of the loading that is
applied on it. If the impact velocity on the composite is increased, the pressure,
temperature and velocity reached in the system increases. These parameters
affect the void collapse process and the initiation of chemical reaction. They
have an influence on the relaxation times. Thus, the extent of reaction and
the propagation of reaction is affected by the impact loading on the composite.
This can be observed from fig. 34. This is a plot of the velocity, temperature
and concentration of the product iron in the composite for three cases of impact
velocity - 500m/s, 1000m/s and 1500m/s. As the impact velocity increases, the
temperature in the system increases. Consequently, the reaction initiation oc-
curs faster and thus, the product concentration at a given time is larger. The
product concentration increases from 0 to 0.45 with an increase in the impact
velocity. For an impact velocity of 500m/s, the temperature reached in the
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Figure 33: Effect of chemical reaction relaxation time on the reaction process
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system is about 500K. This is below the reaction initiation temperature, which
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Figure 34: Effect of impact loading on the reaction process
5.7.5 Effect of Plastic Work
In addition to void collapse, the second mechanism that takes the reactants to
the transition state is plastic work. Behind the shock front, there is an increase
in the yield stress of the material due to the shock waves. This leads to a
significant increase in the plastic work behind the shock front. This plastic
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work causes an increase in the temperature. Fig. 35 depicts the temperature
and concentration for various factors of yield increase, ranging from 1 to 10. It
can be observed from the figure that the temperature increases in the composite
due to the plastic work. And this increase in temperature causes an increase in
the reaction process which is observed from the increased concentration of the
product.






































Figure 35: Effect of plastic work on the reaction process
5.7.6 Effect of Epoxy
In addition to the reactants, the reactive mixture also contains a binder - epoxy.
The concentration of epoxy is varied and its effect on the concentration of the
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product is studied. In this analysis, the epoxy is modeled as an inert material
that does not participate in the reaction process. The epoxy content is varied
from 10% to 30% and the concentration of the product iron is plotted in fig. 36.
The figure shows that as the epoxy fraction in the mixture increases, it plays a
inhibiting role on the reaction rate and thus, the concentration of the product
decreases.
















Figure 36: Effect of epoxy on the concentration of the product iron
5.7.7 Comparison with experimental results
The model that has been formulated in this work is compared with experi-
mental results [58]. The gas-gun experiments are modeled by the impact of
the steel projectile on the energetic composite. The explosive loading experi-
ments are modeled by the application of a pressure boundary condition. Fig.
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Figure 37: Comparison of experimental results with the numerical model for the
explosive loading experiment
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Figure 38: Comparison of experimental results with the numerical model for the Gas
gun experiment
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37 depicts the experimental results as well as the results obtained using the
non-equilibrium thermodynamics model for the explosive loading experiments.
Table 3 contains the data points used to plot the figure. The velocity obtained
from the model is on the lower side of the experimental results, with the error
being 0.4% at the lower end of the pressure boundary condition and 12% at the
upper end of the pressure boundary condition. Fig. 38 depicts results obtained
for the gas-gun tests. It is found that the pressure predicted by the model is on
the higher side of the experimental results with the error being about 5%. It is
observed that the model fits the data of the gas-gun experiments better than
those of the explosive loading condition. This is because the explosive load-
ing tests have been approximated by a constant pressure boundary condition.
Whereas the gas-gun tests have been accurately modeled by an impact velocity
condition. Table 4 provides the data used to obtain the figure.
Table 3: Experimental and model results obtained for the explosive loading of a
mixture of Al − Fe2O3 − epoxy









5.7.8 Particle Size Effects
Morphology plays an important role in the initiation of chemical reactions in
energetic mixtures. Fig. 39 shows optical micrographs of aluminum and iron-
oxide particles taken by Ferranti and Thadhani [34]. Fig. 40 displays the SEM
image of a mixture of aluminum and iron-oxide with an epoxy binder.
The particle size effects on chemical reactions is accounted in the model by
including the surface energy term in the activation energy of the reaction. The
particle size affects the melting temperature of the particle which in turn will
affect the initiation of chemical reaction in the composite. The expression for
the surface tension was derived in the last chapter (eqn. 207).
γsl =
∆Hm (T∞ − Tr) r
2V sT∞
(246)
In the thermite mixture of aluminum and iron-oxide, aluminum has a lower
melting temperature than iron-oxide. So the surface energy term and hence the
particle size effects, is calculated in terms of the melting temperature of alu-
minum. Figure 13 shows the variation of the melting temperature of aluminum
as a function of its particle size.
Table 4: Experimental and model results obtained for the gas gun tests of a mixture
of Al − Fe2O3 − epoxy





Figure 39: Optical micrographs of aluminum and iron-oxide particles. The top figure
shows the Al particles and the bottom figure shows Fe2O3. These images are taken
from Thadhani and Ferranti [34]
Figure 40: SEM images of a mixture of aluminum, iron-oxide and 50 % epoxy. These
images are taken from Thadhani and Ferranti [34]
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The surface energy is the product of the surface tension and the surface area
per mole. To calculate the surface area per mole of aluminum, we need to know
how many clusters of aluminum particles there are in one mole of aluminum.
Assume one mole of aluminum has ‘n’ clusters. The clusters are assumed to be
spherical in shape, with radius ‘r’ in SI units (meter), as depicted in fig. 41.
The volume of each cluster is then equal to the volume of a sphere.
Volume of cluster =
4
3
π r3 × 1027 nm3 (247)
A volume of 1nm3 contains 62 atoms and one mole has Avogadro’s number
of atoms where Avogadro’s number is equal to 6.023 × 1023 atoms. Thus, the
number of clusters in one mole of aluminum is then obtained as -




πr3 × 1027 × 62 (248)
The surface area of a sphere is
Surface area = 4 π r2(m2) (249)
From eqns. (248) and (249), the surface area per mole is
Figure 41: A mole of aluminum with clusters of radius r
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This expression is then included in the activation energy expression. The melt-
ing temperature of bulk aluminum (T∞) is 660◦C. By varying Tr, the effect
of particle sizes can be studied. Two mixtures of different particle sizes are
compared. Mixture A consists of smaller particles (of the order of 30nm) and
mixture B contains larger particles (approximately 170nm). Fig. 42 is a plot of
the concentration of the product iron along the length of the mixture for the two
cases. As the particle size decreases, the melting temperature decreases. This
implies that mixture A will reach the reaction initiation temperature earlier
than mixture B. Thus, at any given time, mixture A with the smaller particle
sizes will have undergone reaction for a larger duration of time than mixture B.
So mixture A will show more product concentration that mixture B. This can
be observed from fig. 42 where mixture A is the red dotted curve and mixture
B is depicted by the solid blue curve. The curve shows that the concentration
of the product is greater in the case of mixture A as compared to mixture B.
Fig. 43 displays the time profiles of the product concentration for the two mix-
tures. Since the melting temperature is lower for mixture A as compared to
mixture B, the time profile shows that the reaction initiates earlier in mixture
A as compared to mixture B.
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Figure 42: Effect of particle size on the reaction between the thermite mixture in
terms of the concentration of the product iron (Fe)
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Figure 43: Time profile of the concentration of the product iron (Fe) as a function
of particle size
The two mechanisms of porosity and plastic work that take the reactants to the
transition state have been studied. The effect of plastic work on the increase in
temperature has found to be more than the effect of porosity on the increase in
temperature. While both definitely do play a role, plastic work is observed to
have a more dominant effect on the initiation of chemical reaction. The loading
on the composite has a definite effect on the processes that take place in the
composite. The void collapse relaxation time and the chemical reaction relax-
ation time has been related to the state of the system and are seen to affect the
void collapse process and the chemical reaction process respectively. The effect
of particle size has been studied using the melting temperature of aluminum and
it is observed that as the particle size decreases, the reaction initiates earlier,
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leading to a greater concentration of the products of the reaction.
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Chapter VI
ANALYSIS OF AN INTERMETALLIC
MIXTURE OF ALUMINUM AND NICKEL
Energetic materials are classified into two broad categories. The first category
includes mixtures of metals (that acts as the fuel) and metal-oxides (that acts
as oxidiser). The thermite mixture of aluminum and iron-oxide analyzed using
non-equilibrium thermodynamics in the previous chapter falls under this group.
The second category are mixtures of two metals or intermetallic mixtures. Ex-
amples include Ni-Al, Ti-Si, Mo-Si etc. The mixtures also undergo exothermic
reactions and release large amounts of energy.
The model that has been developed in this research can be applied to any
combination of energetic materials. It is not limited to the thermite mixture of
aluminum and iron-oxide. In this chapter, the model is applied to an intermetal-
lic mixture of nickel and aluminum under one-dimensional strain conditions. Of
the two components of the mixture, aluminum has the lower melting tempera-
ture and hence the chemical reaction initiation criteria is based on the melting
temperature of aluminum.
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6.1 Identification of Transition State
The reaction between nickel and aluminum can give rise to different reaction
products depending on the starting composition and structure of the mixture
[13][14][27][76][101][114] [140]. We consider two possibilities
Ni + 3Al → NiAl3 (252)
3Ni + Al → Ni3Al (253)
The transition state of both these reactions needs to be identified. The pro-
cedure followed is similar to that applied for the thermite mixture. Various
compounds that are formed from a stoichiometric composition of nickel and
aluminum are identified from the chemical database [32]. The Gibbs free en-
ergy of these compounds is then compared. The energy of the transition state
must be greater than the energy of both the reactants and products. At the
same time, given two possibilities, the one with the lower energy is selected as
the transition state. This is because this state would require lesser supply of
energy for the reaction to occur and hence has a higher probability of being
the transition state of the reaction. Using these guidelines, the possible transi-
tion species for eqn. (252) were identified as Ni(s), Ni(l), Al(s), Al(l), NiAl(s),
NiAl(l), Ni3Al(s) and Ni3Al(l) where ’s’ refers to the solid state and ’l’ the
liquid state. The possible reaction path using these transition species are -
(a) Ni + 3Al → Ni(l) + 3Al(l) → NiAl3
(b) Ni + 3Al → Ni(l) + 3Al(s) → NiAl3
(c) Ni + 3Al → Ni(s) + 3Al(l) → NiAl3
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(d) Ni + 3Al → NiAl(s) + 2Al(s) → NiAl3
(e) Ni + 3Al → NiAl(s) + 2Al(l) → NiAl3
(f) Ni + 3Al → NiAl(l) + 2Al(s) → NiAl3
(g) Ni + 3Al → NiAl(l) + 2Al(l) → NiAl3
(h) Ni + 3Al → 0.33Ni3Al(s) + 2.67Al(l) → NiAl3
(i) Ni + 3Al → 0.33Ni3Al(s) + 2.67Al(s) → NiAl3
(j) Ni + 3Al → 0.33Ni3Al(l) + 2.67Al(s) → NiAl3
(k) Ni + 3Al → 0.33Ni3Al(l) + 2.67Al(l) → NiAl3
The Gibbs free energy for each of these transition states is plotted in fig. 44.
Based on the energy considerations mentioned above, the transition state was
identified to be Ni(s)+Al(l), as it had energy greater than both the reactants
and products and had the lowest energy among all the viable possibilities.
Similarly, the transition species for eqn. (253) were identified to be Ni(s), Ni(l),
Al(s), Al(l), NiAl(s), NiAl(l), NiAl3(s) and NiAl3(l) [32]. The reaction path for
these transition species are -
(a) 3Ni + Al → 3Ni(l) + Al(l) → Ni3Al
(b) 3Ni + Al → 3Ni(l) + Al(s) → Ni3Al
(c) 3Ni + Al → 3Ni(s) + Al(l) → Ni3Al
(d) 3Ni + Al → NiAl(s) + 2Ni(s) → Ni3Al
(e) 3Ni + Al → NiAl(s) + 2Ni(l) → Ni3Al
(f) 3Ni + Al → NiAl(l) + 2Ni(s) → Ni3Al
(g) 3Ni + Al → NiAl(l) + 2Ni(l) → Ni3Al
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(h) 3Ni + Al → 0.33NiAl3(s) + 2.67Al(l) → Ni3Al
(i) 3Ni + Al → 0.33NiAl3(s) + 2.67Al(s) → Ni3Al
(j) 3Ni + Al → 0.33NiAl3(l) + 2.67Al(s) → Ni3Al
(k) 3Ni + Al → 0.33NiAl3(l) + 2.67Al(l) → Ni3Al
Fig. 45 depicts the Gibbs free energy of the transition states along with the
reactants and product. Comparison of the energies determines the transition
state for the reaction to be be Ni(l)+Al(l).
For the purposes of illustrating the application of the non-equilibrium thermo-
dynamics continuum model on a mixture other than the thermite mixture of
aluminum and iron-oxide, the reaction Ni+3Al → NiAl3 is considered. Nickel
Figure 44: Plot of Gibbs Free Energy as a function of temperature for the reactants,
products and the possible transition states for the reaction Ni + 3Al → NiAl3
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Figure 45: Plot of Gibbs Free Energy as a function of temperature for the reactants,
products and the possible transition states for the reaction 3Ni + Al → Ni3Al
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and aluminum are in the ratio 30-70% by volume. Epoxy occupies 10% of the
volume. Some results obtained by the impact of a steel projectile on the ener-
getic composite is presented.
6.2 Effect of Impact Loading Condition
Fig. 46 depicts the temperature and concentration of NiAl3 for different im-
pact velocities. As the impact velocity increases from 500m/s to 1500m/s, the
temperature in the system increases. Consequently, the reaction rate increases
and the product concentration increases. It can also be observed from the figure
that once the reaction goes to completion at a particular region, a further in-
crease in temperature does not have any more effect on the reaction process. As
the impact velocity increases, more regions of the specimen has a temperature
beyond the reaction initiation temperature and hence the reaction process is
seen to move spatially into the specimen.
6.3 Effect of Porosity
Fig. 47 shows the effect that porosity has on the reaction process. The void col-
lapse process is one of the mechanisms by which the temperature in the system
is increased to take the reactants to the transition state. As the porosity in the
system increases from 0 to 30%, the temperature in the system increases and
consequently, the reaction rate increases and thus, the product concentration
increases.
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Figure 46: Effect of impact velocity on the reaction process between nickel and
aluminum
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Figure 47: Effect of porosity on the reaction process between nickel and aluminum
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This chapter provides a brief analysis of the intermetallic mixture of nickel and
aluminum. The transition state for two possible reaction products (NiAl3 and
Ni3Al) has been identified. For the purposes of numerical calculations, the
reaction Ni+3Al → NiAl3 has been considered. A steel projectile impacts the
nickel-aluminum-epoxy composite. The effect of impact velocity and porosity
on the reaction process has been modeled. In the next chapter, the intermetallic
mixture is analyzed using molecular dynamics.
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Chapter VII
ANALYSIS OF AN INTERMETALLIC
MIXTURE USING MOLECULAR
DYNAMICS
The intermetallic mixture of nickel (Ni) and aluminum (Al) is also studied using
molecular dynamics. Experimental results indicate various possibilities for the
products between these two materials depending on the material composition
and structure and the initial loading conditions [13][14][27][76][101][114] [140].
Martin and Thadhani studied the Ni-Al intermetallic mixture with a polymer
binder [76]. They performed differential thermal analysis of the samples of nickel
and aluminum and observed thermally initiated reactions in the intermetallic
mixture. A DTA analysis of such a mixture shows a reaction exotherm at the
melting temperature of aluminum. This is depicted in fig. 48. This seems to
indicate that Ni and Al react on heating when the melting temperature of alu-
minum is reached.
In this work, the chemical reaction between nickel and aluminum is modeled
using ab-initio molecular dynamics. The basic idea is to observe the experi-
mental results obtained in ref. [76] from first principles. Modeling a system at
this level can also give us more information about the reaction mechanism. A
detailed study of the chemical reaction can reveal the path taken during the
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Figure 48: Differential thermial analysis of a mixture of nickel and aluminum showing
a reaction exotherm at the melting temperature of aluminum. This plot is taken from
the work of Martin and Thadhani [76]
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reaction process. It can give us information about the intermediate states as
well as the final products that are formed for different cases. Analysis of the
conditions at which bonding begins to take place between the reactants to form
the products can give us information about the reaction initiation criteria. It
is thus, highly useful to model chemical reactions at the quantum level.
The molecular dynamics simulations are run at constant temperature condi-
tions. The temperature is fixed at the melting temperature of aluminum at
660◦C. This would enable us to see if nickel and aluminum show any propensity
to reaction on thermal initiation. The procedure to control the temperature and
fix its value using a dynamic friction mechanism was formulated by Nosé and
Hoover [52]. A modification of this method is the Nosé-Hoover-chain thermostat
where the temperature is controlled repetitively. The original thermostat tem-
perature is again controlled, this new thermostat is then controlled and so on.
This method is much more efficient in controlling and fixing the temperature
[52]. The equations of motion for this process are -






i − gkBT −Qn1 ξ̇1ξ̇2 (255)




k−1 − kBT −Qnk ξ̇kξ̇k+1 (1− δkK) where k = 2, 3, ..., K (256)
T is the temperature that is being controlled, ξ̇1 is the dynamic friction coeffi-
cient and g is the number of degrees of freedom to which the thermostat chain is
coupled. These equations of motion require a very accurate integration scheme.
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One such scheme used in molecular dynamics packages is a high order Suzuki
Yoshida integrator.
In 1848, Auguste Bravais was the first scientist to correctly identify all the
possible arrangements of a crystal lattice. A crystal lattice has an ordered
periodic arrangement of the atoms as opposed to an amorphous solid. There








And these seven crystal systems give rise to 14 possible arrangements of atoms
as depicted in fig. 49. Aluminum and nickel are in the face-centered cubic (fcc)
arrangement. A lattice is defined by three translation vectors a, b and c such
that the atomic arrangement looks the same from any point r as when viewed
by another point ŕ defined as
~r′ = ~r + u~a + v~b + w~c (257)
where u, v and w are arbitrary integers. If a suitable choice of u,v and w can
be made such that the above equation is always satisfied for any two points,
then the lattice and the translation vectors are said to be primitive. This implies
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Figure 49: The 14 Bravais Lattices
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there is no building block smaller than this structure that can completely define
the lattice. The face-centered cubic structure of nickel and aluminum is not
a primitive cell. The primitive cell for the fcc structure is a rhombohedral
arrangement defined by one corner atom and three face-centered atoms [60].
These four atoms also define the primitive cell vectors of the system. This is

















where a is the size of the cubic cell. The angles between the primitive cell
vectors are 60◦.
Figure 50: The rhombohedral primitive cell of the face-centered cubic crystal
The molecular dynamics calculation of the nickel and aluminum system are
run in the commercially available package CPMD, which is an acronym for
Car-Parrinello Molecular Dynamics. The system consists of 5 layers of nickel
followed by 5 layers of aluminum. The nickel and aluminum layers are separated
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by a gap of 6 A◦. Each layer consists of 4 atoms. The atoms are arranged in
a rhombohedral framework as it is the primitive cell of the face-centered cubic
crystal lattice. For each layer in an fcc crystal, the position of one atom in the
layer, along with the lattice constants can be used to obtain the co-ordinates of
the other atoms. The position of one atom on each layer was obtained from the
hands-on sessions of the VASP package [119]. This information was as input in
the PHONON package. This package generates the co-ordinates in a supercell
given the position of one atom and the lattice vector. Using this package, the
co-ordinates of all the atoms in the system were obtained - 4 atoms for each layer.
Since we are running Car-Parrinello molecular dynamics, the first step before
running any MD simulations is the optimization of the wave functions in order
to obtain the minimum energy of the system. The default convergence criteria
in CPMD is 1e-5. But it was observed after several trial runs that this conver-
gence criteria was too restrictive for the wave function optimization problem
of our system. Thus, this criteria was relaxed by two orders of magnitude and
set at 1e-3. In addition, while optimizing the system for the wave functions,
the atoms were not allowed to relax. The preconditioned conjugate gradient
method was used for the minimization procedure. Once the simulation ends, a
file is created in which the optimized wave functions of the system are stored.
And these values are used in the subsequent MD run.
The next step in the simulation process is the molecular dynamics calculation.
As has been mentioned earlier, the Car-Parrinello molecular dynamics is used.
Since we are interested in seeing the behavior of the material at the melting
temperature of aluminum, the temperature in the system is kept fixed at 933K
(or 660◦C, which is the melting temperature of aluminum), using the keyword
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Figure 51: Molecular dynamics simulation of a Ni-Al system of 40 atoms at a tem-
perature of 660◦C at various intermediate time steps. The grey atoms are aluminum
and the red are nickel atoms. The circled sections mark two possible intermediate or
transition structures - NiAl3 and Ni2Al3
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TEMPERATURE. The CPMD package is equipped with a command TEM-
PCONTROL that allows the temperature in the system to remain constant,
within a specific range defined by the user. In this MD run, the temperature is
kept at 660±5◦C, using the TEMPCONTROL keyword. The MD run uses the
optimized wave functions of the system that was obtained in the first step of
the calculations. The MD simulation runs for a total of 7500 steps where the
time interval between each step is 5 a.u. Each atomic unit of time is equivalent
to 0.0241888428 fs. The positions of the atoms are recorded every 10 steps.
By studying these positions, it is possible to see how the system behaves as it
evolves. Fig. 51 depicts the results obtained at various intermediate points.
From these plots, possible intermediate states or transition structures can be
identified to be NiAl3 and Ni2Al3. Experiments conducted on the thermal
initiation/explosion of Ni and Al have obtained these compounds intermediate
structures [114][140]. Fig. 52 is a close-up shot of the positions of the atoms
from the MD run, in which this behavior of the nickel and aluminum atoms to
form a tetragonal structure can be observed. Fig. 53 is a schematic representa-
tion of the same structure.
In addition to studying the Ni-Al system at the melting temperature of Al,
additional molecular dynamic simulations were also carried out at other tem-
peratures of 0K, 100◦C, 400◦C, 500◦C and 600◦C. The results obtained are
shown in figs. 54, 55, 56, 57 and 58 respectively. From these figures, it can
be observed that there is no interaction between Ni and Al atoms at 0K and
100◦C, whereas at all other temperatures, it can be observed that the there is
an interaction between the Ni and Al atoms at these temperature, indicating
the possibility of a chemical reaction. Experimental observations indicate that
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Figure 52: The tetragonal structure observed from the interaction between the nickel
and aluminum atoms during a molecular dynamics simulation in CPMD at a tem-
perature of 660◦C. The grey atoms are aluminum and the red are nickel atoms.
Figure 53: A schematic representation of the tetragonal structure formed from the
interaction between the nickel and aluminum atoms during a molecular dynamics
simulation in CPMD at a temperature of 660◦C
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Figure 54: Molecular dynamics simulation of a Ni-Al system of 40 atoms at a tem-
perature of 0K. The grey atoms are aluminum and the red are nickel atoms.
Figure 55: Molecular dynamics simulation of a Ni-Al system of 40 atoms at a tem-
perature of 100◦C. The grey atoms are aluminum and the red are nickel atoms.
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in a Ni-Al mixture, initiation might sometimes occur before the melting tem-
perature of Al depending on the extent of mixing between the reactants as well
as other factors such as particle sizes and morphology [76][?]. This study indi-
cates that reaction initiation temperature between Ni and Al lies in the range
100◦C-400◦C. The number of atoms modeled in this numerical case-study is a
very small sample size. Analysis of a larger sample, which is one of the future
tasks, will give a better understanding about this pre-initiation temperature.
Figure 56: Molecular dynamics simulation of a Ni-Al system of 40 atoms at a tem-
perature of 400◦C. The grey atoms are aluminum and the red are nickel atoms.
A larger system of nickel and aluminum was also studied. The number of layers
of nickel and aluminum were increased to 7. The gap between the layers is 6
A◦ and each layer consists of four atoms. The same procedure as was described
above was followed. First, the wave function of this system was optimized using
CPMD. The convergence criteria was set at 1e-3 in this case also. At the end
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Figure 57: Molecular dynamics simulation of a Ni-Al system of 40 atoms at a tem-
perature of 500◦C. The grey atoms are aluminum and the red are nickel atoms.
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Figure 58: Molecular dynamics simulation of a Ni-Al system of 40 atoms at a tem-
perature of 600◦C. The grey atoms are aluminum and the red are nickel atoms.
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of this run, the optimized wave functions are all stored in a file and this file is
used in the subsequent MD run. The Car-Parrinello MD simulation was run at
the melting temperature of aluminum. All the parameters were the same as in
the previous case study. Fig. 59 shows that after 1769 time steps, there is an
interaction between the nickel and the aluminum atoms. This indicates that a
reaction between the nickel and aluminum occurs when the system is thermally
initiated.
Figure 59: Molecular dynamics simulation of a Ni-Al system of 56 atoms at a tem-
perature of 660◦C. The grey atoms are aluminum and the red are nickel atoms.
In the above studies, all the nickel layers were placed together and separated
from all the aluminum layers placed together. But to better model a mixture,
a numerical study of alternating nickel and aluminum layers was conducted.
Two layers of nickel are followed by two layers of aluminum and the molecular
dynamics calculation was carried out at 660◦C. The interaction between nickel
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and aluminum occurs at each interface, indicating a chemical reaction. Fig. 60
depicts the result obtained.
What has been accomplished is a preliminary work on the initiation of chemical
reaction by the use of ab-initio molecular dynamics that shows correct trends.
For example, bonds are not formed between Ni and Al at temperatures of 0K
and 100◦C (373K). The bonds between nickel and aluminum are formed at the
melting temperature of Al. Bonding is also observed at 400◦C (673K) and 500◦C
(773K). These observations should be further investigated by considering -
• Air in the pores of energetic mixtures that contain Ni and Al instead of
assuming vacuum in the pores. (In some cases, the pores are filled with
binders and structural reinforcements). Inclusion of air in the pores have
shown significant improvements in the calculation of the equation state
• Perform calculations with different pseudopotentials
• Perform and compare with pure MD calculations, with a large number of
atoms. Potentials for these calculations can be calculated from ab-initio
methods
• Consider steady increase of temperature or addition of heat at a varying
rate
• Verify if adiabatic assumptions are violated in using CPMD
A more detailed study of this problem will provide a better understanding of
the reaction mechanism in this mixture. This information could then be used
at the higher modeling levels such as the mesoscopic or the continuum level.
157
Figure 60: Molecular dynamics simulation of a Ni-Al system with alternating nickel




The model that has been developed for shock-induced chemical reactions in en-
ergetic materials and numerically analyzed for two specific cases - Al, Fe2O3 and
Ni,Al will be discussed in this chapter. The numerical method that has been
used to solve the partial differential equations is the MUSCL scheme [68][69][87]
for the spatial dimension and the second order TVD Runge-Kutta (Total Vari-
ation Diminishing) method for the time dimension. It was observed that using
schemes like the two-step Richtmyer scheme to study the shock processes due
to impact of a projectile on the energetic material leads to a significant amount
of computational oscillations. Adding artificial viscosity to damp these oscilla-
tions was not satisfactory. Instead the numerical scheme was changed to the
non-oscillatory scheme MUSCL scheme so that these oscillations are kept to a
minimum.
The mesh size that was used for all the calculations obtained in this thesis is
60µm. The effect of changing the mesh size is also studied. Figure 61 is the
pressure and temperature obtained in the Al, Fe2O3 mixture for an impact ve-
locity of 500m/s and a mesh size of 6µm, which is one order of magnitude lower
than the usual mesh size used in this thesis work. It can be observed from the
plots that the computational results contain more oscillations at this lower mesh
size. And thus, the mesh size that was selected works very well in removing the
computationally-induced oscillations in the plots.
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Figure 61: Effect of mesh size on the numerical analysis
The elastic precursor to the shock wave is shown in figure 62. The sudden
increase in the pressure following the elastic precursor is the shock wave in
the mixture. The magnitude of the elastic precursor is one or two orders less
than the pressure generated in the mixture due to the shock process and this
is the reason why it is not readily observable in all the other figures in this thesis.
The two mechanisms that take the reactants to the transition state are the pore
collapse mechanism and the plastic work. The effect of both these mechanisms
are studied for the Al−Fe2O3 composite. A porous mixture leads to a greater
increase in temperature than a solid mixture. This is observed in figure 27.
Thus, the reaction initiates faster in a porous mixture as compared to a non-
porous mixture. As the porosity in the mixture increases, the temperature in
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Figure 62: Elastic precursor to the shock wave
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the mixture also increases and thus the reaction rate increases, which trans-
lates into a greater concentration of the reaction products. As the shock wave
proceeds through the mixture, work is done in collapsing the voids and this,
reduces the pressure in the system. Thus, with increasing porosity, the pressure
in the composite decreases (figure 28). The reaction initiation criteria is based
on the melting temperature of aluminum. The effect of pressure on the melting
temperature has not been included in this model. Including this effect is one of
the extensions that can be applied to this model in the future.
The initiation of chemical reaction has been experimentally observed to occur
after a certain time delay behind the shock wave [12][13][130][133]. It does not
occur instantaneously at the shock front. This implies that the two mechanisms
of pore collapse and plastic flow that initiate the reaction do not take place in-
stantaneously at the shock front. Thus, the void collapse relaxation time was
introduced to account for the time delay in the void collapse process behind the
shock front. As the void collapse relaxation time increases, it takes longer time
for the void collapse process to occur. This means the temperature increase is
not high in regions with lesser pore collapse. The effect of the void collapse
relaxation time on the porosity in the mixture is shown in figure 31. At the
end of the simulation, at approximately 0.2µs, it can be observed that the pore
collapse wave progresses further into the material for the 60ns relaxation time
as opposed to the 120ns relaxation time. Thus, by controlling this parameter,
the initiation of the void collapse process can be controlled and the subsequent
initiation of chemical reaction can be controlled. The relaxation time mea-
sure associated with the pore collapse process is not a constant throughout the
shock process. It depends on the state of the system. Thus, the void collapse
relaxation time has been modeled as a function of the velocity because the the
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mixture moves with a certain velocity into the pores, closing the pores.
The shock wave increases the yield stress in a small region behind the shock
front. Many attempts to explain the heating behind the shock front without
the effect of increasing yield strength have not been successful. The heating
behind the shock front has been explained by researchers such as Armstrong
by a mechanism known as “dislocation pile-up and sudden release” [4][5]. The
heat generated by such a plastic flow mechanism has been used to explain ex-
perimental observations of temperature increase behind the shock front. This
mechanism of plastic flow is theoretically modeled in this work. An evolution
equation is used to describe the increase in the yield stress behind the shock
front. The yield stress can increase by a factor in the range of 3-5 for mild steel
[80]. As the yield stress factor increases, the plastic work can increase and con-
sequently the heat generated by the plastic flow also increases. This is observed
in figure 35 by the increase in temperature with increasing yield stress. This
means that the composite reaches the reaction initiation temperature faster and
thus, the reaction is initiated at an earlier time. The increase in temperature
also gives rise to a faster reaction rate and thus, the formation of the product
concentration at a given time interval is greater when the yield stress increases.
The chemical reaction rate relaxation time is introduced to reflect the delay
in the rate of the chemical reaction. Similar to the void collapse relaxation
time, the chemical reaction rate relaxation time is not a fixed parameter. It is
a function of the state of the system. In many cases of the energetic mixtures
(Al/Fe2O3 and Al/Ni) [15][48][76], the reaction initiation criteria is sometimes
based on the melting temperature of aluminum. The reaction initiates once the
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melting temperature of aluminum is reached [17][76][114]. Thus, a temperature-
based criteria, including the temperature in the mixture as well as the melting
temperature, is used to model the reaction relaxation time.
The equations formulated in this work can be used for other binary energetic
materials. It is thus, also used in the analysis of shock-induced chemical re-
actions in an intermetallic mixture of aluminum and nickel. Two possibilities
of a chemical reaction in the nickel-aluminum mixture were identified and the
transition state for both the cases was obtained. For the numerical simulation,
the reaction Ni + 3Al → NiAl3 was considered. The trends displayed by the
intermetallic mixture are similar to those of the aluminum-iron-oxide mixture.
Increasing the porosity increases the temperature in the system and leads to
a greater reaction rate. The impact loading also displays a similar trend. It
increases the temperature in the composite and thus, leads to a greater concen-
tration of the product NiAl3
The model developed in this research is a continuum based model. It is part of a
study of energetic materials conducted at various length scales. The continuum
based model can be integrated with the other models, to provide a multiscale
simulation of practical applications. One such integration has already been
designed [23] wherein the continuum model has been integrated with the meso-
scopic model [9] to study the chemical reaction initiation and propagation in
the Al−Fe2O3 mixture. The mesoscopic model provides the reaction initiation
criteria based on the temperature in the hot spots in the mixture but does not
provide information about the system following the generation of these reaction
sites. The weighted average of the temperature in all the hot spots is used as
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the reaction initiation criteria in the non-equilibrium thermodynamic contin-
uum model to understand the state of the system following the shock waves.
The continuum model comes at the end of the length scale. The analysis done
at the lower length scales needs to be translated into macroscopic or bulk pa-
rameters, which is the scale of all practical applications. The continuum model
can achieve this by integrating with the lower length scale models to provide a
macroscopic description of the underlying processes in the system.
The thermal initiation of chemical reaction in a mixture of nickel and aluminum
depends on a variety of factors such as particle sizes, morphology, rate effects etc.
As a first step, the initiation of chemical reactions at a constant temperature has
been studied in this thesis using ab-initio molecular dynamics. The study opens
up a new area of research. The idea is to extend this work and conduct a more
detailed systematic study of shock-induced chemical reactions using ab-initio
molecular dynamics (ABMD). The work done to date includes the modeling of
nickel and aluminum atoms in the framework of ab-initio molecular dynamics.
In particular, possible reactions are studied at fixed temperatures. The pre-
liminary work indicates reaction initiation at temperatures below the melting
temperatures. This work can be further expanded by including porosity (air
in the pores instead of vacuum), investigating increase in temperature at vary-
ing rates and performing calculations with different psuedopotentials. However,






The aim of this work has been the study of shock-induced chemical reactions
in binary energetic materials, by developing the necessary framework to study
the thermal, mechanical and chemical processes at the continuum level using
suitable computational methods. A reactive thermite composite of aluminum,
iron-oxide and epoxy has been analyzed under one-dimensional strain condi-
tions. The following main points can be noted from this work -
• The various processes that occur in a shock problem are irreversible in
nature and do not take place under equilibrium conditions (discussed in the
Thermodynamics section of the Appendix). In order to accurately describe
the various phenomena, a theoretical model is developed in the framework
of non-equilibrium thermodynamics. The processes that occur behind the
shock front do so after a time delay following the shock front. To model
this behavior, the framework of extended irreversible thermodynamics is
used to formulate the governing partial differential equations.
• The transition state of the reaction process has been identified at the con-
tinuum level from energy considerations. This state governs the activation
energy needed by the reactants to reach the transition state and thus,
governs the rate of the chemical reaction.
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• Both the mechanisms of pore collapse (thermochemical model) and plas-
tic flow (mechanochemical model) are incorporated in this model to ex-
plain the increase in temperature behind the shock front and consequently
the initiation of chemical reaction in energetic mixtures of Al, Fe2O3 and
Al,Ni. Thus, it has been shown that both these mechanisms can take
the reactants to the transition state and initiate chemical reactions. By
using the results of the current model on the simulation of gas-gun tests,
it is possible to identify the relative importance of the two mechanisms
quantitatively.
• The effect of porosity on the temperature increase behind the shock front
has been studied. With increasing porosity, the temperature has been
found to increase, validating the fact that pore collapse is indeed one of
the mechanisms that aids in the initiation of chemical reactions. For a
mixture with void fractions of 0% to 30%, the temperature has been found
to increase by 450K, leading to an increase in the extent of reaction from
2.6% to 21%. Thus, the porosity content in the mixture is one way to
control the extent of reaction and product concentration in the mixture.
• The second mechanism that increases the temperature behind the shock
front, namely, plastic work, has also been studied. The effect of plastic
work has been analyzed by increasing the factor αY which governs the
increase in the yield stress behind the shock wave. For an increase of yield
stress by factors in the range 1 to 10, the temperature in the specimen
has been found to increase by 280K, leading to an increase in the extent of
reaction from 8.3% to 72.8%. Even though the temperature increase due to
plastic work is not as high as the increase due to pore collapse, the overall
temperature in the mixture is higher in the former case as compared to
the latter. This accounts for the increased extent of reaction due to plastic
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work.
• Ab-initio molecular dynamics calculations of reaction initiation in energetic
materials has been initiated to complement the continuum model. As a
first step, the thermal initiation of reactions in the energetic mixture of
Ni and Al was investigated at varying temperatures. It shows the correct
trends with no bond formation between Ni and Al at temperatures of
0K and 100◦C (373K) and with bonds being formed between nickel and
aluminum at the melting temperature of Al.
There are some limitations to this work and they include:
• The effect of pressure on the melting temperature of aluminum has not
been accounted for in the model.
• Epoxy has been modeled as an inert material and hence, does not take
part in the chemical reaction.
• The energetic material has been considered to be predominantly under
compression. The effects of tension-compression asymmetry has not been
included in the model.
• The numerical analysis has been conducted for a problem under one-
dimensional strain conditions and thus, the effects of shear strain (other
than the components of the strain deviator) have not been included in the
analysis.
The work that has been conducted in this research provides opportunities for
the extension of the study of energetic structural materials. The following list
provides some of the recommendations for future work -
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• The reaction mechanism in this study was modeled as a one-step reaction
process with a single transition state. This can be extended to the study
of a multi-step reaction mechanism with multiple transition states.
• The governing system of partial differential equations formulated in this
work is a three-dimensional system of equations. The numerical analy-
sis has been the study of a problem in one-dimensional strain conditions.
Thus, the numerical study can be extended to include the analysis of a
plane stress or plane strain problem and the study of axisymmetric prob-
lems.
• The focus in this work has been the study of chemical reactions in the
binary energetic materials. Interest lies in developing dual functional ma-
terials by combining the energetic characteristics with strength. Future
work can include the study of structural reinforcements such as carbon
fibers or carbon nanotubes and characterizing the behavior of these mate-
rials from the structural strength point of view.
• The ab-initio molecular dynamics calculation can be extended to include
the effects of porosity and varying rates of adding heat to the mixture.
Coupling the continuum model with future experimental results and models at
other length scales will provide a deeper understanding of the thermal, chemical
and mechanical processes of multifunctional energetic structural materials and
will aid in their design for practical applications.
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Appendix A
DESCRIPTION OF DIFFERENT AREAS OF
STUDY
The study of shock-induced chemical reactions is an interdisciplinary area. The
appendix provides a more comprehensive description of the major areas of ther-
modynamics, ab-initio molecular dynamics and numerical methods to integrate
partial differential equations is presented.
A.1 THERMODYNAMICS
Thermodynamics is a branch of physics that studies heat, work and other forms
of energy. One of the primary focus of the study is the conversion of energy
from heat to work and vice-versa. There are two basic axioms, principles or
laws that form the foundations of thermodynamics [90].
• The first law of thermodynamics states that the energy of the universe is
a constant and can neither be created nor destroyed.
• The second law of thermodynamics states that the entropy of the universe
never decreases and is always greater than or equal to zero.
To discuss the subject of thermodynamics, the following terms are usually used:
[117].
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• Primitive variables - These variables are not defined but have mathematical
properties associated with them.
• Defined variables - These are definitions given to variables in terms of the
primitive variables.
• Axioms - These are mathematical relations that are satisfied by the prim-
itive and defined variables.
• Theorems - These usually refer to the theory as a whole or some special
cases and are generally statements that are proven.
A.1.1 Classical Thermodynamics
The earliest origins of thermodynamics [117] can be traced to Lambert (who
in 1779 formulated the steady distribution of temperature in a semi-infinite
bar heated at one end), Biot (who formulated the time-dependent partial dif-
ferential equation for temperature in 1804), Fourier (in 1808, he considered
three dimensional, rigid, isotropic conductors) and Duhamel (who in 1838 ex-
tended Fourier’s theory to account for anisotropy). Carnot published a book in
1823 in which he discussed reversible, homogenous processes in ideal gases and
maximum density. He proved a theorem, commonly known as Carnot’s theorem
which states that the work done in a carnot cycle is always positive and depends
on the temperature of the source and sink as well as the quantity of heat ab-
sorbed by the body. His work did not consider any dissipation effects. This work
was followed by the works of Clausius (1850-1862), Rankine (1850-1851) and
Kelvin (1848-1851), who formed the foundations for classical thermodynamics.
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Clausius (1850) made use of Carnot’s axiom and further assumed that heat and
work are uniformly and universally interconvertible in cycles. He worked with
the ideal gas temperature for ideal gases at maximum density. He also discov-
ered and proved the existence of internal energy. Rankine in the meantime, was
formulating a more general form of thermodynamics, one in which he defined
temperature as the kinetic energy of the molecules. Internal energy was implicit
in his formulation but Rankine did not observe or define the internal energy.
He did discover the entropy function but it was Clausius who later rediscovered
it and gave it the name entropy. Kelvin, in 1851, extended Clausius’ theory for
ideal gases to general fluids. A few years earlier, he defined the absolute scale
of temperature, one that is independent of the choice of body as a thermometer.
It was in the 1850’s that the first and second ’laws’ or axioms of thermodynamics
were proposed. The formal statement for the first law states [3] “If the state of
an otherwise isolated system is changed by the performance of work, the amount
of work needed depends solely on the change effected and not on the means by
which the work is performed nor on the intermediate stages through which the
system passes between its initial and final states.” There are two statements of
the second law of thermodynamics [3]. The first is the Kelvin statement which
states that “no process is possible whose sole result is the complete conversion
of heat into work.” The second is the Clausius statement which states that
“no process is possible whose sole result is the transfer of heat from a colder to
a hotter body.” Over the years since its inception, these two laws have been
postulated and formulated in numerous different forms.
Continuum represents a body in Euclidean space with points of Euclidean space
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identified with particles. Continuum does not consider discrete atoms. It is as-
sumed that an infinitesimal neighborhood of a point in the continuum is mapped
into neighborhoods of the same point in the deformed configuration. It was
Duhem (1886-1913), who first formulated the foundations for thermodynamics
of a continuum in which each point of the body is assumed to obey the equa-
tions that occur in the thermodynamics of homogenous, reversible processes
[117]. In the meantime, Gibbs (1873-1878) had formulated the foundations of
thermodynamics, now known as the thermostatics of a system. He considered
energy, entropy and absolute temperature to be primitive variables and selected
volume and entropy as independent variables in his analysis. A few years later,
Planck formulated the thermodynamics of systems of n variables. He consid-
ered processes that undergo changes as time proceeds, ’natural processes’, that
are not considered to be in equilibrium. He considered homogenous processes
that are irreversible in nature and formulated the Inequality, now known as the




where H is the entropy, Q is the heat accumulated in the body and T is the
temperature. Several years later, in 1901, Duhem formulated the Clausius-







where−→q is the heat flux vector and dA is an element of area on the surface of the
body. Both the inequalities provide a lower limit for the increase in entropy. In
1960, Truesdell and Toupin modified the Clausius-Duhem inequality to include
the body sources and published their postulate of irreversibility. This has since
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been used by several researchers as the Clausius-Duhem inequality, including
Coleman and Noll (in their 1963 paper). This theory is now known as the linear
theory of irreversible thermodynamics or classical irreversible thermodynamics
[117].
In classical irreversible thermodynamics, it is assumed that in a small or in-
finitesimal neighborhood, the system is in equilibrium but the global system is
in non-equilibrium (near equilibrium) from point-to-point and the associated
neighborhoods. In this thermodynamics formalism, the second law of thermo-





where ηs is the rate of entropy production, Xα is the force and Jα is the as-
sociated flux. Very often, a linear relation is assumed between the fluxes and





where Lαβ are phenomological coefficients. Onsager [117] introduced reciprocal





The concept of Rational Thermodynamics (RT) was introduced by Coleman,
Noll, Toupin, Ericksen and others. Some descriptions of rational thermodynam-
ics have been characterized, by physicists other than the originators of rational
thermodynamics as follows: the subject of rational thermodynamics is bound
by axioms, the absolute temperature and entropy are primitive variables and
the Duhem inequality is the basic assumption [59]. In reply, Truesdell, in one
of the early research works on RT [117], restated that rational thermodynam-
ics is not a new science. While Gibbs’ fundamental theories are described in
terms of systems with finite degrees of freedom, the early researchers of rational
thermodynamics restated the classical thermodynamics on firmer mathemat-
ical foundations and extended the concept of thermodynamics to systems of
deformable bodies that can be considered as a continuum. Internal dissipation
is also included. Many of the primitive variables are similar to the classical
thermodynamics but were extended to consider a continuum with dissipation.
One of the primitive variables of rational thermodynamics includes the spatial
variable x and the associated deformable body B, which is defined as a function
in initial configuration and time x = xk(χ, t). Similarly, other variables density
ρ, temperature θ, heat q, force f, internal energy e and certain parameters (γi)
that included volume and/or measures of deformation.
In rational thermodynamics [117], the foundations for the subject of classical
thermodynamics, are now considered as a branch of mathematical physics that
considers the effects of heating and the change of temperature on a body. A
thermokinetic process is specified by the change of a pair of functions θ and γ.
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The classical thermodynamics relies on the first axiom (or first law of thermody-
namics) that represents an equation representing the balance of rate of increase
of the internal energy, net work and heat. The irreversibility is represented
by the existence of an a-priori least upper bound B on the heat (or heating)
Q (second axiom). In addition to the first and second axiom, the bodies are
characterized by constitutive axioms that characterizes a body by relationships
between net work (working), heat, internal energy and the least upper bound B.
The constitutive axiom assumes that these four quantities are functionals that
satisfy both the first and the second axiom. The second axiom or second law is
further stated in the form of a Clausius-Planck inequality, in terms of entropy
h.
θḣ ≥ Q (264)
To extend the concepts to a deformable body and include internal dissipation,
a body B is now assumed to occupy a domain of space at each time t. Each
domain is known as its configuration or the motion of B including deformation.
Mathematically, each configuration is related by mappings of the form
x = xk (χ, t) (265)
where χ represents points of a continuum in the reference configuration. Sim-
ilarly, the velocity field and the linear and angular momentums are defined as
follows









(~x− ~x0)× ~̇x dm (268)
where m is the mass, L is the linear momentum and H is the angular momentum.
Similarly, the density ρ and the Cauchy stress tensor σ are defined as functions
of space and time. The governing equations consist of mass, momentum and
energy.
ρ̇ + ρ div ~̇x = 0 (269)
div σ + ρb = ρ~̈x (270)
ρė = Ŵ + div ~q + ρŝ (271)
where e is the internal energy, Ŵ is the work done, q is the surface influx of
heat and ŝ is the heat source that depends on the volume. The principle of an-
gular momentum results in the symmetry of the Cauchy stress tensor T, under
certain assumptions.



















Without the source term, the rate of change of entropy reverts back to the clas-
sical thermodynamics definition (eqn. 259).
A.1.3 Extended Irreversible Thermodynamics
Another thermodynamic formulation was proposed, following the rational ther-
modynamics, as the Extended Irreversible Thermodynamics (EIT)[59]. This
theory was proposed to analyze non-equilibrium processes such as mass diffu-
sion, chemical reaction and plasticity. To describe a non-equilibrium process,
evolution of irreversible processes is needed. In addition to the classical inde-
pendent variables such as density and specific volume, non-equilibrium variables
such as fluxes are also introduced as independent variables. Evolution equations
are used to describe these non-equilibrium variables. These evolution equations
and the associated constitutive equations are restricted by the constraints im-
posed by the second law of thermodynamics. These fluxes are known as fast
variables that decay to their local equilibrium values after a short relaxation
time. Usually researchers tend to eliminate these fast variables to get an un-
derstanding of the system in terms of slow variables. But the idea of extended
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irreversible thermodynamics is just the opposite. It is to seek an understand-
ing of the system in terms of the fast variables to describe the non-equilibrium
process. These extra variables (fluxes) allow extended irreversible thermody-
namics to solve a variety of complex non-equilibrium problems. It gives the
freedom of introducing more variables such as fluxes of fluxes, if necessary.
These new variables including fluxes are defined as extended irreversible state
variables.
In extended irreversible thermodynamics, the entropy depends on the classical
variables as well as on the fluxes or extended irreversible state variables. This





+∇.Js ≥ 0 (274)
where s is the entropy and Js is the flux associated with entropy. This entropy
flux according to the extended irreversible thermodynamics theory is taken to
be a function of all the other fluxes present in the system.
A.2 AB-INITIO METHODS OF MODELING
CHEMICAL REACTIONS OF BINARY EN-
ERGETIC MATERIALS
The characterizations of dual functional energetic-structural materials and the
resulting thermally induced or shock induced (or assisted) chemical reactions
need the studies of condensed matter physics and chemistry. As discussed in
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previous sections, the reactants can reach transition states due to added heat
and this leads to a thermally induced reaction. The shock wave effects on the
binary energetic material are to heat the reactants through the energy of pore
collapse or plastic work. Thus, the initial study will be to understand the ther-
mally induced reactions. In the next step, the pore collapse dislocation creation
behind the shock waves and heating can be introduced at the ab-initio level.
From the point of view of ab-initio studies of chemistry and condensed matter
physics, all materials that we encounter are built from electrons and a few
different kinds of nuclei. An electron at positions ~r is attracted to the nucleus
of charge Z by forces that result from a potential energy. Similarly, a pair of
electrons at ~r and ~r
′
repel each other by a potential energy proportional to 1|~r . ~r|
[63]. Similarly, two nuclei at positions ~R and ~R
′
repel each other by a potential
energy
Z ′ Z∣∣∣~R . ~R′
∣∣∣
(275)
For a system of N electrons and M nuclei the potential energy that is described





















If we were working with classical mechanics, we solve the Newton equations for
a system of particles (for a single particle in one dimension - x, we solve the
equation mẍ = −v,x). However the mechanics of electrons and nuclei (even
though the nuclei alone can be considered as particles in classic mechanics)
require quantum mechanics. In quantum mechanics, the Newton equations are
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+ V Ψ (277)
As is known, in many cases the velocities are much lesser than the speed of light




= 1.054573× 10−34J.s (278)
By solving for the wave equation Ψ(x, t), we can find expected values of the




x |Ψ|2 dx (279)
Similarly, the expected values of the momentum and kinetic energy can be found
from Ψ(x, t).
Before discussing the three dimensional problem, the one dimensional Schrodinger
equation is used to explain the use of the method of Separation of Variables to
simplify the problem, with













+ V φ = Eφ (282)
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where E is the constant from the separation of variables. The first equation can
be readily solved. The second equation, which is known as the time independent
Schrodinger’s equation, is an eigen value problem that results in eigen values
En and eigen functions φn (n= 1,2,3, .̇., ∞). Thus, from the expansion theorem,





Thus, in any problem the primary objective is to solve the time independent
Schrodinger equation (like eqn. 282) in three dimensions and find the values of
φ(Zi) and En.
Time Independent Schrodinger Equations in 3D:
Ĥφ
(
























































MA is the mass of the nucleus in multiples of the mass of the electrons. Similarly,
me is the rest mass of the electrons (9.1094×10−31kg), e is the elementary charge
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(1.6022×10−19C), ~ is (1.0546×10−34Js) and a0 = 4πε0~mee2 = 5.2918×10−11m.
The objective is to solve eqn. (284) to find φ and E. However the differential
operator contains V as a coefficient, which depends on the positions of the par-
ticles. In many problems, the objective is to determine the positions of the
particles that corresponds to the lowest eigen value of the equation.
A.2.1 Born-Oppenheimer Approximation
Eqn. (284) is simplified by noting that even the mass of the lightest nucleus is
about 1800 times the mass of the electron. Thus the acceleration of the nucleus
is much smaller than the electron. The electron can then be assumed to be






































Then, eqn. (284) becomes
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Ĥeφe = Eeφe (292)
and








A.2.1.1 Solution by variational principle
Again the solution of eqn. (292) depends on the positions ~RA, ~ZA, ~ri and N.




φ∗et Ĥe φet dx1 . . . dxn = Et ≥ Ee0 (294)
with Ee0 corresponding to the exact solution φe0. Thus, E0 is the ground state
energy.
A.2.2 Hartree-Fock Approximation
It is not realistically possible to search through all the possible N-electron wave
functions to obtain the ground state wave function. Instead of an N-electron
wave function, the Hartree-Fock approximation is to consider N one-electron
wave functions χi(xi) [63]. The product of these wave functions needs to be
antisymmetrical in order to satisfy the property of the original N-electron wave
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function. This approximation function is shown in eqn. (295) and is also called
the Slater determinant.




χ1 (~x1) χ2 (~x1) . . . χN (~x1)




χ1 (~xN) χ2 (~xN) . . . χN (~xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
(295)
The one-electron functions are a product of a spatial orbital φi(r) and a spin
function σ(s).
χ (~x) = φ (~r) σ (s) ; σ = α, β (296)
The spin functions are orthogonal functions.
〈α, α〉 = 〈β, β〉 = 1
〈α, β〉 = 〈α, β〉 = 0
(297)
These one-electron functions are also called spin orbitals.
It has been shown [52] that the Hartree-Fock (HF) approximation is always
larger than E0 obtained by the Born-Oppenheimer approximations. It is to be
noted the term larger implies a less negative term. Thus, a term correlation
energy EHFC is defined as
EHFC = E
BO
0 − EHF0 < 0 (298)
It is also shown that the HF approximation of the electrons are closer together
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than the BO approximation. In general, the HF approximation is more accu-
rate for solids. Thus, an improved method known as “Density Function Theory”
is used to determine the constitutive equations and chemical reactions of con-
densed matter.
A.2.3 Electron Density
From the concept of a the wave function being the probability of finding the
N electrons in the volume elements, the electron density is defined. What is
actually defined is once again the probability density of finding, this time, any
ONE electron in one particular volume element d−→r i. But it is commonly known
as the electron density in the quantum mechanics [63].




|Ψ (~x1, ~x2, ..., ~xN)|2 ds1d~x2...d~xN (299)
Since it is a probability, its value is always non-negative and satisfies the fol-
lowing properties -
ρ (~r →∞) = 0 (300)
∫
ρ (~r) d~r = N (301)
The advantage of using the electron density in the analysis at this level is that it
is a quantity that can be measured experimentally by X-ray diffraction methods.
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The concept of electron density can be extended to include the probability of
finding two electrons simultaneously in two volume elements. This is known as
the pair density ρ2 (~x1, ~x2).




|Ψ (~x1, ~x2, ..., ~xN)|2 d~x3...d~xN (302)
A.2.4 Hohenberg-Kohm theorems
First Theorem
“The external potential Vext(~r) is (to within a constant) a unique function of
ρ(~r). Since, in turn Vext(~r) fixes Ĥ, we see that the full many particle ground
state is unique functional of ρ(~r).”[63]
Proof: If the theorem is incorrect, there can be two V 1ext(~r), V
2
ext(~r) that give
the same ρ(~r) associated with the non degenerate ground state of the N particle
system. Then,
Ĥ1e = Ĥ1 = T̂e + Vee + V
1
ext ; φ = φ
e
1 ; E = E
1
0
Ĥ2 = T̂e + Vee + V
2
ext ; φ = φ
e




In general, E10 6= E20 . Both wave functions give the same ρ(~r). Now use φe2 as









































V 1ext − V 2ext
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V 1ext − V 2ext
)
d~r (307)









V 1ext − V 2ext
)
d~r (308)








This is contradictory and hence V 1ext and V
2
ext gives the same ρ(~r)
Second Theorem
From the first theorem, we obtain that the complete ground state energy is a
functional of the ground state electron density ρ(~r0) = ρ0 [63]. Then
E0 (ρ0) = T (ρ0)+Eee (ρ0)+Ene (ρ0)+
∫
ρ0 (~r) Vextd~r+T (ρ0)+Eee (ρ0) (310)
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and the Hohenberg-Kohn functional is defined as
FHK (ρ0) = T̂ (ρ0) + Eee (ρ0) =
〈
φ





ρ0 (~r) Vned~r + FHK (ρ0) (312)
The second Hohenberg-Kohn theorem states that FHK(ρ), the function that
delivers the ground state energy of the system delivers the lowest energy if and
only if the input density is the ground state density ρ0.




ρtr (~r) d~r = N (313)
the function Etr = T (ρtr) + Eee (ρ
tr) + Vext (ρ
tr) represents an upper bound to





〈φ1 |H1 |φ1 〉 = T [ρ1] + Vee [ρ1] +
∫
ρ1Vextd~r




If T and V are the exact kinetic and electron-electron potential energy functions
[63],
Eee = T + V (316)
If EHF is the corresponding Hartree-Fock Hermitian with T0 being equal to the
kinetic energy of non interacting electron gas, VH being equal to the Hartree
contribution and VX being equal to the exchange contribution
EHF = T0 + VH + VX (317)
The correlation energy contribution is
VC = T − T0 (318)
Then
EH = T0 + VH (319)
and VX is defined as
VH = V − VH (320)
Then,
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FHK = T + V + T 0 − T 0
= T 0 + V + T − T 0
= T 0 + V + Ve + VH − VH
= T 0 + VH + Ve + V − VH
= T 0 + VH + Ve + VX
= T 0 + VH + VXC
(321)
where
VXC = Ve + VX (322)
is the exchange correlation energy. Then

















φk (~r)∗ φk (~r) (d)
(324)







A.2.5.1 Method of Solution of Kohn-Sham Equations
The objective is to solve for φki and εi. It is to be noted that φ
k
i are not the
wave functions of the electrons. The density ρ(~r) can be found from φki by using
eqn. (324d). Also, εi are not single electron energies. However, DFT reduces
the problem to the solution of Schrodinger like equations for non-interacting
















ρ (r) ρ (r1)
|r − r1| + EXC
(326)
The method of solution uses the following procedure [36]: At n=1,
(a) Guess ρ0(~r)
(b) Input ρn−1(~r)





i to obtain φ
k
i and εi at iteration n
(e) Calculate ρn(~r). Check if it is equal to ρn−1(~r) If yes, the calculation is
complete. Find the energy and other observable quantities. If not, return
to step 2.
This still needs procedures to find V̂XC and the final expressions for φ
k in steps
3 and 4.
A.2.5.2 Expressions for V̂XC






There are many (more than hundred) approximate functionals for EXC in the
published literature. The simplest expression that is used is known as the Local




where εh is the energy per unit volume of the homogenous electron gas of den-
sity ρ(~r). Different expressions for the LDA are given by Ceperley and Alder
[19], Perdew and Zunger [88] and Perdew and Wang [89]. The next level of ap-
proximation is known as the generalized gradient approximation or GGA. GGA
will have similar expression as eqn. (328) but will consider both the density
and the local gradients of the homogeneous electron gas.
A.2.5.3 Trial expressions for φk
Approximate solution techniques of eqn. (325), requires trial function for φk.








Once the trial functions are selected, we can use approximate methods like
Galerkin method, to reduce the solution of the differential equation in step (4)













and solve the eigen value problem.
In eqn. (329), φbj are known as the basis functions. An efficient basis set needs
only a few terms (p will be small). In general, convergence requirements demand
a large (completeness) basis functions and result in extensive computations.
One type of the basis functions that are extensively used are known as plane
wave functions. Others are known as gaussian functions. Very often, to cal-
culate total energy of solids, plane wave expansions are used [36][52]. These
waves make use of the periodicity of the crystal. For finite systems that include
atoms, molecules and clusters, plane-waves are used in methods known as the
supercell where the system of interest is placed in a cell of a fictitious crystal.
The cell dimensions should be large to avoid interaction between neighboring
cells. Usually a large number of plane waves is needed because the electron den-
sity is significant in a small portion of the supercell. In the neighborhood of the
nucleus, the function φk oscillates significantly. To describe these oscillations,
a large number of plane waves are needed. From the point of view of many
calculations, (with the exception of transition metals), the inner electrons can
be considered to be inert. This leads to the description of an atom solely based
on valence electrons. This is the pseudo potential approximation. When using
pseudo potentials, it is necessary to consider and determine the convergence on
the basis of Brillouin sampling and the cut off energies and radii.
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A.2.6 Ab-Initio Molecular Dynamics
To solve for chemical reactions at finite temperature, it is very difficult to com-
pletely solve the reaction process using ab-initio methods. Thus, ab-initio can
be used to find the forces only in the nuclei at each time step. Then, the motion
of the nuclei can be solved by the motion of classical mechanics. This is known
as ab-initio molecular dynamics (ABMD) and is explained in this section [52].
A.2.6.1 Molecular Dynamics
The atoms or molecules form the building blocks of matter. The bulk behavior
of matter is related to the behavior of its atoms and molecules. The proper-
ties of a material is governed by its atoms and molecules. Understanding the
behavior of the material at this level will greatly enhance our understanding
of the behavior of a system at higher modeling levels such as the mesoscopic
and macroscopic levels of analysis. Molecular dynamics provides the methodol-
ogy for the microscopic modeling at the molecular level. It tries to reconstruct
the behavior of the molecules using appropriate models. Its underlying basis
is Newton’s laws of motion and the solution to the N-body problem. There
are no analytical solutions to this problem and hence numerical solutions are
sought after. The nuclear motions of the particles can be modeled by classical
Newton’s laws of motions as long as the atoms are not light atoms such as the
hydrogen molecule and the frequency of vibration ν is not greater than kBT/h
where kB is the Boltzmann constant, T is the temperature and h is Planck’s
constant.
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The equations of motion in molecular dynamics are usually formulated in the
framework of Lagrangian mechanics. The Lagrange of a system of N particles
with positions R, mass M and potential function or energy U can be written as-






N 2 − U(RN) (331)

















where the forces F are defined as-
Fi(R


















where the Hamiltonian H is the total energy in the system and is given as-







In the previous section, the potential function U was introduced in the La-
grangian L of s system of N particles. When this potential function is derived
from first-principles, then the molecular dynamics formulation shifts from classi-
cal molecular dynamics to ab-initio molecular dynamics. Most ab-initio molecu-
lar dynamics calculations in the current literature are based on the Kohn-Sham
approach, introduced earlier.
A.2.6.2 Born-Oppenheimer Molecular Dynamics
Earlier, the Kohn-Sham energy was introduced within the framework of the
Born-Oppenheimer approximation. The potential energy U used in that case
is physically the same as the potential function described in molecular dynam-
ics. Thus, the Kohn-Sham energy from the Born-Oppenheimer approximation
is used in place of the potential function in the Lagrangian expression. The
Lagrangian for the Born-Oppenheimer Molecular Dynamics is then given as -
LBO(R








EKS[{φi}; RN ] (338)
where the second term in the Lagrangian represents the minimum of the Kohn-
Sham energy, i.e., the ground state energy of the system. The Kohn-Sham
orbitals are orthogonal in nature, i.e. -
〈φi|φj〉 = δij (339)
Thus, the minimization of the Kohn-Sham energy is subject to this orthogonal-










The forces therefore depend linearly on the minimization of the Kohn-sham
energy. Using these forces in eqn. (333, the Born-Oppenheimer (BO) Molecular
Dynamics can be written as -







A.2.6.3 Car-Parrinello Molecular Dynamics
In the Car-Parrinello Molecular Dynamics, the motion of the fast electron and
the slower nuclei are separated by transforming the separation of the time scales
into a separation of their corresponding energies. Thus, two separate energy
scales are formulated in this theory. The forces acting in a system is obtained
by taking the gradient of the Lagrangian. In order to obtain the forces acting
on the Kohn-Sham orbitals, Car and Parrinello formulated a Lagrangian L that
is not only dependent on the nuclear positions R but also on the orbitals φ.
This is done by introducing the concept of an extended energy functional εKS
that includes the usual Kohn-Sham energy EKS as well as a contribution from
the orbitals.
εKS = EKS +
∑
ij
Λij (〈φi|φj〉 − δij) (342)
Using this quantity, The Lagrangian postulated by Car and Parrinello is -
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LCP [R













−εKS[{φi}, RN ] (343)
where µ is a fictitious mass or inertia parameter assigned to the orbital degrees
of freedom. For consistency in units, its dimensions are square of time times


















The equations of motion are obtained from these Euler-Lagrange equations.












In the Car-Parrinello formulation, the temperature associated with the nuclei







i while the electrons
also have a fictitious temperature associated with it due to the fictitious mass







. When the minimum energy is close to the
Born-Oppenheimer surface, then we say the electrons are cold electrons or that
the electronic temperature is low. In this case, if the ground state wave function
was optimized for the initial nuclei configuration, then it will stay close to the
ground state for the full time of the simulation. The nuclei however are at a
higher temperature. Thus, it is necessary for the electrons to stay at a low tem-
perature for the duration of time while the nuclei are allowed to achieve higher
temperatures. This is done by decoupling the two subsystems and adiabatic
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time evolution.
Since both the nuclei position and the orbitals are considered as variables in
the Car-Parrinello framework, there are two forces defined in this theory. The
orbital forces are related to the Kohn-Sham Hamiltonian while the forces related
to the nuclear positions are the gradient of the the Kohn-Sham energy.
F (φi) = −HKSφi (346)




The difference between the forces in the BO Molecular Dynamics and the CP
Molecular Dynamics is that there there was only one force associated with the
nuclei positions. These were calculated assuming that the wave functions had
already been optimized and thus their accuracy is dependent on the accuracy
with which the wave functions were optimized. Whereas in CP Molecular dy-
namics, the optimization of the wave functions is part of the theory and thus,
gives the correct forces in the system.
In this work, the chemical reaction between an intermetallic energetic mixture
of Nickel (Ni) and Aluminum (Al) particles is studied using the Car-Parrinello
molecular dynamics.
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A.3 NUMERICAL METHODS OF INTEGRAT-
ING PARTIAL DIFFERENTIAL EQUATIONS
Analyzing problems numerically involves the use of three main fields of study -
applied physics, mathematics and computers. It is impossible to separate one
from the other. When studying any application or theory, it is necessary to
consider the analytical or numerical solution to the problem. It is economically
restrictive to study every problem experimentally. In such situations numerical
simulations aid us in understanding the phenomena or problem without nec-
essarily conducting experiments. It is possible to gain a better understanding
about the fundamentals of the problem under consideration and to couple the
theoretical aspects with the experimental observations. Even in many analytical
problems, complexities might be introduced through the geometry, boundary
conditions or by non-linearities. It is also possible that the solution itself might
contain some integrals and other functions that need to be evaluated numeri-
cally in order to get numerical data. In all these cases, numerical techniques to
solve the system of governing equations are required.
A.3.1 Finite Difference Methods
The most commonly used numerical techniques to solve differential equations
are the finite difference methods. Partial difference equations can be classified





In this thesis, the governing differential equations are hyperbolic equations. The
consistency of a finite difference scheme is obtained from the fact that as the
spatial steps (∆x, ∆y, ∆z) and the time step (∆t) tends to zero, the finite dif-
ference scheme approaches the differential equation being modeled. The lowest
powers of the spatial and time steps also defines the order of accuracy of the
scheme. For example, for a one dimensional finite difference scheme, if the low-
est order of ∆x is 2 and that of ∆t is 1, then the finite difference method is
second order accurate in space and first order accurate in time. The stability
of a numerical scheme is governed by the growth in error with time. In 1928,
in their classic paper, Courant, Friedrichs and Lewy discussed mathematical
methods to solve hyperbolic partial difference equations using finite difference
schemes [21]. They proposed the use of a constant number that defines the
ratio between the spatial mesh and the temporal mesh in the finite difference
schemes, in order to achieve a stable scheme. This number is called the Courant-
Friedrichs-Lewy number or the CFL number. Depending on the scheme that
is being used, there is a range that defines the CFL number for stability. For
many schemes this range is from 0 to 1. Finite difference schemes can be im-
plicit or explicit. Implicit schemes allow a larger time step than explicit schemes
but since dynamic systems change very fast in time, this property of implicit
schemes is seldom used. Explicit schemes are also more commonly used than
implicit schemes because they require less computer memory storage require-
ments. Evaluating a parameter at a grid point in an explicit schemes requires
information from a fixed number of other grid points. It is independent of the
total number of grid points used in the numerical simulation. In contrast, for
an implicit scheme, evaluating a parameter at a grid point requires information
at all other grid points and thus, as the number of equations and the number
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of meshes increases, the storage requirements becomes very large. For this very
reason, for very large problems, an explicit scheme turns out to be more com-
putationally efficient than an implicit scheme. More meshes can be employed
in an explicit finite difference scheme as opposed to an implicit finite difference
scheme and thus, it provides greater resolution.
The objective of this work is to model the shock-induced chemical reactions in
mixtures. There are two mathematical techniques that are used by researchers
in incorporating discontinuities like shocks. In the first technique, which is called
the shock-fitting technique, the shock discontinuity is determined by jump re-
lations across the shock boundary. But the drawback is that the position of the
shock has to be determined from the solution and is not known a-priori. This
method is thus, very complicated and is not used much. The second method,
which is the shock-smearing technique, was introduced by von Neumann and
Richtmyer in their classic paper [120]. Their techniques involves introducing an
artificial viscosity or an added dissipation to the solution to make the solution
continuous everywhere and thus, deal with discontinuities like shocks. By this
method, the inherent discontinuity in the solution is replaced by a continuous
region of rapidly changing variables.
To analyze shock effects in solids, Wilkins developed a program called HEMP
[127], which is based on the Von Neumann scheme [125][126]. This method has
been used to solve many problems that include sliding interfaces in two dimen-
sions, magnetohydrodynamics calculations, plastic work function etc. In these
methods, the dependent variables are staggered in space and time and only one
of these variables, either velocity or stress, is calculated at a given grid point.
Many variations of these methods have been developed over the years.
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One of the very popular and widely used numerical method is the Lax-Wendroff
scheme. It was introduced in 1960, by Lax and Wendroff as a means of solv-
ing a non-linear system of conservative partial differential equations. In one







where {u} represents a vector of n dependent variables in the system, u =
u(x, t). The size of the vector equals the number of governing differential equa-
tions. f = f(u(x, t)) is a vector of the fluxes associated with each variable. By













Using Taylor’s expansion series, u = u(x, t) is expanded about the time variable
t.









































































Substituting eqns. (352) and (354) back into equation (351) and neglecting











































The approximate value of u(x, t) in numerical analysis techniques are repre-
sented as
u(x, t) = unj (356)
where the j refers to the spatial variable or x and n refers to the temporal
variable or time t.
The first and second spatial derivatives can be approximated by the following











unj+1 − 2unj + unj−1
∆x2
(358)




















unj+1 − 2unj + unj−1
)
(359)
There are other similar schemes where forward, backward or central difference
schemes are used to approximate the derivatives in space and time. By doing a
forward difference in time and central difference, forward difference or backward
difference in space, three such finite difference schemes were developed.


































These equations are used to calculate the variables at the grid or mesh points
at each time step. Variables can also be calculated at a point midway between
meshes and at every half time step instead of a full time step. The midway values
can then be used to obtain the solution at each mesh point at every integer time
step, thus leading to greater accuracy in solution. Such schemes are two step
schemes since the solution is obtained after applying finite differences twice to



































Another variation of the two step scheme is to use predicter-correcter steps.
In such schemes, the first step is the predicter step and the second step is
the correcter step. The ‘predicted’ solution from the predicter step is used
to ‘correct’ the solution in the correcter step to obtain the final values of the






















In equation (364), in the predicter step, forward difference in space is applied
and in the correcter step, this solution is averaged in time with a backward
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difference applied in space to calculate the variable at (j,n+1). Alternatively,
it is also possible to reverse the finite differences in space with a backward
difference in space in the predicter step and a forward difference in space in the
correcter step, as depicted in equation (365).
u∗j = u
n


















In all these schemes, typically, all the variables from the system of equations are
calculated at each mesh point unlike the Neumann or Wilkins scheme. One of
the drawbacks in these schemes though, is the computationally-induced oscil-
lations that arise in the numerical solution. These oscillations can at times be
inhibitive in understanding the physical aspects of the problem by camouflaging
the real oscillations that arise in the solution. These oscillations can be reduced
by adding an artificial viscosity or dissipative terms to the solution to damp
the oscillations. But such solutions are very often not optimally stable [100].
In problems that include discontinuities like shocks, the additional dissipation
terms can also lead to excessively smeared shock-fronts. One of the problems
that is of immense interest in the experimental studies of shock-related chemical
reactions, is the impact of a projectile on a target made of the multifunctional
energetic material. In such a problem, a velocity discontinuity exists from the
beginning of the analysis. Studying this problem using conventional finite dif-
ference schemes gives rise to a significant amount of numerical problems. Finite
difference and related finite volume schemes are based on interpolations of dis-
crete data using polynomials or other simple functions. A stencil is chosen to
represent the grid points or meshes that are used to calculate variables at a given
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mesh. A stencil is the group of points (or the meshes defined by the points)
that is used in the calculation of the variables in the mesh under consideration,
i.e, the computation of a variable v(x) in the mesh depends on the values of
v(x) at the points included in the stencil. Wider the stencil chosen, more ac-
curate is the interpolation, provided the function being interpolated is smooth
within this stencil. In conventional finite difference schemes, one chooses a
global stencil that is used for all meshes irrespective of the location of the mesh
at all interior points. This technique works reasonably accurately for globally
smooth problems. Using Fourier transforms, the stability of numerical solutions
can be easily analyzed, for linear partial difference equations and for nonlinear
PDE’s with the assumption of local linearity. But near discontinuities, using
these global stencils gives rise to oscillations. These oscillations do not decay
with mesh refinement. Adding artificial viscosity to reduce the oscillations is
not necessarily a good solution to the problem because the amount of artificial
viscosity that needs to be added is problem dependent. Thus, fine-tuning the
parameter that controls the artificial viscosity needs to be addressed for each
problem. This can get very cumbersome, not to mention impractical. Another
technique is to apply limiters to reduce the order of accuracy of the interpolation
near the discontinuity. But as is obvious, this technique reduces the accuracy
to first order near the smooth extrema.
A.3.2 Non-Oscillatory Schemes
Alternatives to the conventional finite difference methods have been developed.
The main idea in these is to replace the globally smooth functions with func-
tions or approximations that are locally smooth, thus, avoiding the crossing
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of discontinuities in the interpolation procedure [100]. This is done by having
varying stencils for the numerical approximation for each grid or mesh instead
of a globally fixed stencil. A fixed stencil will include the mesh with the dis-
continuity when performing calculations near the discontinuities. By having
an adaptive stencil, this can be avoided. These schemes do not have dominant
computationally-induced oscillations and are thus, referred to as non-oscillatory
schemes.
A.3.2.1 Stencil Selection
The strength of the non-oscillatory schemes lies in their adaptive stencils [97][98][100].
Thus, it is very important to choose the right stencil, else, the scheme will not
be as effective as it can be. In this section, the approach used in selecting the
appropriate stencil is explained. For ease in understanding, a one dimensional
problem is considered. The methodology can be easily extended to multiple
dimensions.
A given system is divided into a network of meshes. The meshes are divided at
midway points.
























For simplicity, we assume a uniform grid size. Each function v(x) defined in
the mesh needs to be approximated with a numerical expression. Any mathe-
matical function like polynomials or trigonometric expressions can be used to
approximate the function. Most commonly used expressions are polynomials.
When using a polynomial, for a k-th order accurate scheme, a polynomial p(x)
of order k-1 is required (Eqn. 368).










is replaced by a kth order accurate vj+ 1
2
. In order to
construct a polynomial of order (k-1), we need to select k cells or meshes. This
is where the non-oscillatory schemes differ from the conventional finite differ-
ence schemes. It is necessary to choose meshes to the left and right of mesh Mj
(the mesh under consideration) such that including the mesh j, they sum to k.
In other words, if we have l meshes to the left of mesh Mj and r to the right,
then l + r + 1 = k. The number of meshes l and r are different for each mesh
Mj under consideration and thus, we have a varying stencil for the numerical
approximation instead of a fixed one. The idea is to avoid including the mesh
with the discontinuity, if possible. This methodology works very well, especially
when the function v(x) that we wish to approximate is only piecewise smooth.
A function is ‘smooth’ when it has as many derivatives as the scheme requires.
A piecewise smooth function implies that the derivatives to this function cannot
be calculated at some finitely isolated points. But at such points, the function
and its derivatives are assumed to have finite left and right limits.
211
Care should be taken in selecting the meshes for the stencil. One of the most
important non-oscillatory schemes is the Essentially Non-Oscillatory (ENO)
schemes, proposed by Harten, Enquist, Osher and Chakravarthy in 1987 [20].
Their scheme uses Newton divided differences in choosing the appropriate stencil





















































+j − xi− 1
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(371)






















































































































This is true only when the function V(x) is smooth inside the stencil. If it is















Thus, the reason Newton divided differences are used to choose the stencil is
because it is a measure of the smoothness of the function V(x) inside the stencil
[100].
So we start with the mesh under consideration Mj. One mesh is added to


















respectively. The Newton divided differences are calculated



















then, the mesh to the left of Mj is selected. Otherwise, the mesh on the right











and in the latter
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In the next step, one point or mesh is added to the left and right of the se-
lected three points of the stencil and the above procedure is repeated to find
the next mesh that needs to be included in the stencil. In this way, the re-
quired number of meshes are chosen till the required accuracy for the numerical
approximation can be obtained. The number of meshes is one more than the
order of the numerical integration method. This procedure is depicted in fig. 63.
A.3.2.2 Essentially Non-Oscillatory (ENO) Scheme
The next step after obtaining the adaptive stencil is to use this stencil in a
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numerical scheme to solve hyperbolic equations. In this section, one of the non-
oscillatory schemes is described, namely, the Essentially Non-Oscillatory scheme
proposed by Harten, Enquist, Osher and Chakravarthy in 1987 [20]. Over the
last couple of decades, this pioneering work has been researched further, both
by its original authors and others and its formulation has been improved and
extended to cover a wide area of applications. Instead of using just one stencil,
the Weighted Essentially Non-Oscillatory (WENO) scheme was developed which
uses all the possible stencils for each mesh. It applies a weight to each stencil and
considers a convex combination of these stencils [57][71]. The stencil selection
described above is based on a polynomial construction. ENO schemes that use
other functions for the stencil construction have been developed [53]. Schemes
to achieve significant improvements in computational cost without sacrificing
on stability and accuracy have been formulated. Examples of these schemes are
ENO schemes with TVD Runge-Kutta time discretizations [97][98]. Techniques
such as subcell resolution to sharpen contact discontinuities have been studied
[45][57][98][129]. In addition to improvements and research on the mathematical
and computational concepts in the ENO schemes, a lot of work has also been
done in applying these schemes to application oriented problems. For example,
these schemes have been used to study gas dynamics problems [57], to simulate
shock-turbulence interactions [2][98][99] etc. These schemes have been widely
used in problems that include both shocks and contain smooth regions and have
been found to perform very well for such problems.
The ENO scheme is explained in this section with the help of the following
one-dimensional conservation equation -
ut(x, t) + fx(u(x, t)) = 0 (378)
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where ut is the partial derivative of u with respect to t and fx is the derivative





















where uj(t) is the numerical value of u(x,t) at u(xj, t). First, the finite difference
scheme in the spatial direction is applied and hence the time discretization at
the moment is not considered.
The numerical flux is obtained using the stencil reconstruction procedure in the
ENO scheme, mentioned previously, where the function v(x) in the description
is replaced by the flux function f(u(x,t)). This flux is calculated for each mesh.
This means that at the end points of each mesh, there are two values of this
flux, one from the calculation done for mesh Mj and the second from the cal-
culation done for mesh Mj−1. There are a couple of techniques that can be
used to determine which of the fluxes needs to be used to ensure stability in the
numerical scheme. These are explained below -
• Upwinding using the Roe speed




f (uj+1)− f (uj)
uj+1 − uj (382)
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If the Roe speed rj+ 1
2
is greater than or equal to zero, then the flux f̂−
j+ 1
2
from the left is used, i.e., from the mesh Mj−1. This is because the Roe
speed indicates that wind is blowing from the left to the right. Alterna-
tively, if the Roe speed rj+ 1
2
is lesser than zero, then it implies the wind is





In this method, the flux f(u(x,t)) is split into two parts -
f (u) = f+ (u) + f− (u) (383)
The positive and negative fluxes have to have as many derivatives as the







These criteria of the flux split narrows down the choice of possible fluxes
that can be used in the scheme. There is a category of fluxes called the
monotone flux. The two argument function h is a monotone flux if it
satisfies the following conditions-
(a) h(a,b) is a Lipschitz continuous function in both arguments
(b) h(a,b) is a non-decreasing function in ’a’ and a non-increasing function
in ’b’. Symbolically h(↑, ↓).
(c) h(a,b) is consistent with the physical flux f, that is, h(a,a) = f(a)







mina≤u≤b f(u) if a ≤ b


















[f(a) + f(b)− α(b− a)] (388)
where α = maxu
∣∣f ′(u)
∣∣
Any flux that can be written in the global flux split form is also a monotone
flux as shown in eqn. (389) -
h (a, b) = f+ (a) + f− (b) (389)
But the reverse is not true. Not all monotone fluxes can be written in the
flux split form and thus, any monotone flux cannot be used in the ENO
scheme. The Lax-Friedrichs flux, though, is a monotone flux that can be
written in the flux split form and in fact, forms one of the simplest possible
flux splits. And is thus, used as the global flux split.
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Figure 64: Mesh network in the MUSCL scheme for a one-dimensional problem
A.3.2.3 MUSCL Scheme
For the numerical analysis of very large systems of the kind that is present
in shock-induced chemical reactions, it is easier to implement an alternative
numerical integration method to the ENO method. This is the Monotonic
Upstream-centered Scheme for Conservation Laws, abbreviated as the MUSCL
scheme [68][69][87]. The adaptive stenciling procedure in this scheme is easier to
implement for a large system of equations as compared to the ENO scheme. As
will be shown in this section, this second order method is the similar to the sec-
ond order ENO method. The procedure to implement the MUSCL scheme will







The system is divided into a network of meshes. These meshes are divided at
the midpoint location and so a mesh Mj goes from j − 12 to j + 12 (See fig. 64)
At the endpoints of each mesh, i.e., at points j − 1
2
and j + 1
2
the values of
the variable u is calculated as a linear interpolation of the value in the mesh
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at location uj. Since it is a second order scheme, a linear polynomial is con-
structed. The idea is similar to that in the ENO scheme where a polynomial
of order k-1 is constructed for a k-th order scheme. Thus, this second order
spatial discretization scheme is the same as the second order ENO scheme. The
difference lies in the fact that the MUSCL scheme uses the minmod function to
construct the linear polynomial. The minmod function is defined as follows -




sign(a) min (|a| , |b|) a.b〉0
0 a.b ≤ 0
(391)
This minmod function is used to evaluate the slope Sj for the linear polynomial
approximation.









Once the slope has been evaluated, the values of u at the end points of the mesh















These values are calculated for each mesh and so for a given end point, there
are two values, one each from the mesh on either side of the end point -
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Figure 65: Depicts the double values obtained for u(x,t) at the endpoints of each









is the value of u calculated at the right end point
of mesh Mj and uR
j− 12
is the value of u calculated at the left end point of mesh
Mj+1. This idea is graphically depicted in fig. 65.
The flux f(u(x,t)) is also constructed at each of these end points and will thus





























The Godunov scheme approximates the spatial derivative of the flux given in






























where the finite difference scheme has been applied for the spatial discretization
alone.
At the boundary points, ghost cells are created. The values in the ghost cells
depend on the kind of problem being solved. If it is a periodic boundary con-
dition, then the periodicity decides the value of the variables at the boundary;
for systems with support, the support constraints again governs the boundary
solution. There are other options available for problems that do not fall into
either of these categories. One method is where only the values inside the com-
putational domain is used in selecting the stencil. The computational domain
is the region or the mesh points whose values are required to be calculated for
the current solution at another mesh point. Thus, the idea in this method is
to use only meshes within the structure in constructing the stencil and avoid
all ghost meshes. This can be done by having very large values at the ghost
meshes and thus, making it impossible for this mesh to be chosen in the stencil.
Another way to treat boundary conditions is by setting the values in the ghost
meshes by extrapolation of the solution from the interior meshes.
A.3.2.4 TVD Runge-Kutta Scheme
The description in the previous section is related to the spatial discretization
of the hyperbolic equation. The ENO scheme and the MUSCL scheme have
been applied to approximate the spatial gradients in the governing system of
equations. The method used for the time discretization is equally important
and requires careful consideration. One of the most well-known and much-used
numerical method is the Runge-Kutta class of schemes, proposed by Runge and
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Kutta in 1895 and 1901. These can be of various orders but the two most used
schemes are the Runge-Kutta second order scheme and the Runge-Kutta fourth
order scheme. These are also known as RK2 and RK4, respectively. Equation
(398) is the second order Runge-Kutta scheme











yn+1 = yn + k2 + O (h
3)
(398)
and equation (399) is the fourth order Runge-Kutta scheme.





















k4 = hf (xn + h, yn + k3)












k4 + O (h
5)
(399)
While the Runge-Kutta methods work very well and have been used extensively
in the last 100 years, it has been found that if the time discretization is not done
by a TVD (Total Variation Diminishing) Runge-Kutta but just by an ordinary
linearly stable Runge-Kutta scheme, then even if the spatial discretization is
TVD, the resulting solution is liable to have oscillations [100]. Thus, it is
preferrable to use the TVD-Runge Kutta scheme as opposed to the Runge-
Kutta schemes of equations (398) and (399) to solve the hyperbolic equations
in this thesis. The name TVD comes from the stability criterion discussed by
Shu and Osher in their 1988 paper [97], which is explained below. Since we
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are now concerned with the time discretization, we shall express the spatial
discretization collectively by the function < (un). Thus, the equation to be
solved is expressed as -
∂u
∂t
= < (un) (400)
then, the stability is given by the norm condition -
∥∥un+1
∥∥ ≤ ‖un‖ (401)
The norm was chosen to be the total variation norm in the paper [97] and
hence, the name ‘Total Variation Diminishing’. Thus, the second order TVD
Runge-kutta method is -
ũ = un + ∆t < (un)







Thus, the governing system of hyperbolic equations, to analyze the shock-related
chemical reactions of the binary energetic mixture, is solved by the MUSCL
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