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Abstract
The concept of efficiency is used to formulate duality for nondifferentiable multiobjec-
tive variational problems. Wolfe and Mond–Weir type vector dual problems are formulated.
By using the generalized Schwarz inequality and a characterization of efficient solution,
we established the weak, strong, and converse duality theorems under generalized (F,ρ)-
convexity assumptions.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Several authors have been interested in optimality conditions and duality
theorems for multiobjective variational problems. For details, readers are advised
to consult [1]. Recently, Preda [12] introduced generalized (F,ρ)-convexity,
an extension of F -convexity and generalized ρ-convexity defined by Vial ([14,
15]). In [3], Egudo has used the concept of efficiency (Pareto optimum) to
formulate duality for multiobjective nonlinear programs. In [9], Mishra and
Mukherjee discussed duality for multiobjective variational problems involving
generalized (F,ρ)-convex functions. Subsequently, Kim et al. ([4,5]) established
symmetric duality for multiobjective variational problems with invexity and
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pseudo-invexity. On the other hand Lal et al. [7] derived some weak dual theorem
for the nondifferentiable static multiobjective problems involving invex functions.
In [6], Liu proved only some weak duality theorems for nondifferentiable
static multiobjective variational problems involving generalized (F,ρ)-convex
functions.
In this paper, a nondifferentiable multiobjective variational problem is con-
sidered. We formulate the Wolfe type dual and Mond–Weir type dual problems.
By using the generalized Schwarz inequality, we prove the weak duality theorem
under (F,ρ)-convexity assumptions. We employ a characterization of efficient
solution due to Chankong and Haimes [2] in order to prove the strong duality
theorems under generalized (F,ρ)-convexity assumptions. Also, we prove the
converse duality theorem under generalized (F,ρ)-convexity assumptions.
2. Notations and preliminary results
Let I = [a, b] be a real interval and Φ : I × Rn × Rn → R be a continuously
differentiable function. In order to consider Φ(t, x, x˙), where x : I → Rn is
differentiable with derivative x˙, we denote the partial derivatives of Φ by Φt ,
Φx =
[
∂Φ
∂x1
, . . . ,
∂Φ
∂xn
]
, Φx˙ =
[
∂Φ
∂x˙1
, . . . ,
∂Φ
∂x˙n
]
.
The partial derivatives of other functions used will be written similarly. Let
C(I,Rn) denote the space of piecewise smooth functions x with norm ‖x‖ =
‖x‖∞ + ‖Dx‖∞, where the differentiation operator D is given by
ui =Dxi ⇐⇒ xi(t)= α +
t∫
a
ui(s) ds,
in which α is a given boundary value. Therefore,D = d
dt
except at discontinuities.
We now consider the following multiobjective continuous programming
problem:
(MP) Minimize
( b∫
a
[
f 1
(
t, x(t), x˙(t)
)+ (x(t)T B1(t)x(t))1/2]dt, . . . ,
b∫
a
[
f p
(
t, x(t), x˙(t)
)+ (x(t)T Bp(t)x(t))1/2]dt
)
subject to x(a)= α, x(b)= β, (1)
g
(
t, x(t), x˙(t)
)
 0, (2)
x ∈ C(I,Rn),
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where f i : I × Rn × Rn → R, i ∈ P = {1, . . . , p}, g : I × Rn × Rn → Rm are
assumed to be continuously differentiable functions, and for each t ∈ I , i ∈ P ,
Bi(t) is an n× n positive semidefinite (symmetric) matrix, with B(·) continuous
on I . Let us now denote by X the set of feasible solutions of problem (MP).
The following generalized Schwarz inequality [13, p. 262] is required in the
sequel:
vT Bω
(
vT Bv
) 1
2
(
ωT Bω
) 1
2 for all v,ω ∈Rn.
Definition 1 [2]. A point x∗ ∈X is said to be an efficient solution of (MP) if for
all x ∈X
b∫
a
[
f i
(
t, x∗(t), x˙∗(t)
)+ (x∗(t)T Bi(t)x∗(t))1/2]dt

b∫
a
[
f i
(
t, x(t), x˙(t)
)+ (x(t)T Bi(t)x(t))1/2]dt for all i ∈ P
⇒
b∫
a
[
f i
(
t, x∗(t), x˙∗(t)
)+ (x∗(t)T Bi(t)x∗(t))1/2]dt
=
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ (x(t)T Bi(t)x(t))1/2]dt for all i ∈ P.
In order to prove the strong duality theorem we will invoke the following
lemma due to Changkong and Haimes [2].
Lemma 1. A point x0 ∈X is an efficient solution for (MP) if and only if x0 solves
(
Pk(x0)
)
Minimize
b∫
a
[
f k
(
t, x(t), x˙(t)
)+ (x(t)T Bk(t)x(t))1/2]dt
subject to x(a)= α, x(b)= β,
b∫
a
[
f j
(
t, x(t), x˙(t)
)+ (x(t)T Bj (t)x(t))1/2]dt

b∫
a
[
f j
(
t, x0(t), x˙0(t)
)+ (x0(t)T Bj (t)x0(t))1/2]dt
for all j = k,
g
(
t, x(t), x˙(t)
)
 0.
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Definition 2. The functional F : I ×Rn ×Rn ×Rn ×Rn ×Rn →R is sublinear
if for any x, x0 ∈ Rn, x˙, x˙0 ∈ Rn,
F
(
t, x, x˙, x0, x˙0;a1 + a2
)
 F
(
t, x, x˙, x0, x˙0;a1
)
+ F (t, x, x˙, x0, x˙0;a2), (A)
for any a1, a2 ∈ Rn, and
F
(
t, x, x˙, x0, x˙0;αa)= αF (t, x, x˙, x0, x˙0;a), (B)
for any α ∈ R,α  0, and a ∈ Rn. From (B), F(t, x, x˙, x0, x˙0;0)= 0 follows by
substituting α = 0.
Now consider the function Φ : I × Rn × Rn → R, and suppose that Φ is a
continuously differentiable function. Let d(t, ·, ·) be a pseudometric on Rn, and
ρ ∈ R.
Definition 3 [6]. The functional Φ(t, ·, ·) is said to be (F,ρ)-convex at x0 ∈X if
for all x ∈X, we have
b∫
a
[
Φ
(
t, x(t), x˙(t)
)−Φ(t, x0(t), x˙0(t))]dt

b∫
a
F
(
t, x(t), x˙(t), x0(t), x˙0(t);Φx
(
t, x0(t), x˙0(t)
)
− d
dt
(
Φx˙
(
t, x0, x˙0
)))
dt + ρ
b∫
a
d2
(
t, x(t), x˙0(t)
)
dt.
This function Φ is said to be strongly F -convex, F -convex, or weakly F -convex
at x0 according to ρ > 0, ρ = 0, or ρ < 0.
Definition 4. The functional Φ(t, ·, ·) is said to be (F,ρ)-quasiconvex at x0 ∈X
if for all x ∈X such that
b∫
a
Φ
(
t, x(t), x˙(t)
)
dt 
b∫
a
Φ
(
t, x0(t), x˙0(t)
)
dt,
we have
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b∫
a
F
(
t, x(t), x˙(t), x0(t), x˙0(t);Φx
(
t, x0(t), x˙0(t)
)
− d
dt
(
Φx˙
(
t, x0(t), x˙0(t)
)))
dt −ρ
b∫
a
d2
(
t, x(t), x˙0(t)
)
dt.
We say that Φ(t, ·, ·) is strongly F -quasiconvex, F -quasiconvex, or weakly F -
quasiconvex at x0 according to ρ > 0, ρ = 0, or ρ < 0.
Definition 5. The functionalΦ(t, ·, ·) is said to be (F,ρ)-pseudoconvex at x0 ∈X
if for all x ∈X such that
b∫
a
F
(
t, x(t), x˙(t), x0(t), x˙0(t);Φx
(
t, x0(t), x˙0(t)
)
− d
dt
(
Φx˙
(
t, x0(t), x˙0(t)
)))
dt −ρ
b∫
a
d2
(
t, x(t), x˙0(t)
)
dt,
we have
b∫
a
Φ
(
t, x(t), x˙(t)
)
dt 
b∫
a
Φ
(
t, x0(t), x˙0(t)
)
dt.
We say that Φ(t, ·, ·) is strongly F -pseudoconvex, F -pseudoconvex, or weakly
F -pseudoconvex at x0 according to ρ > 0, ρ = 0, or ρ < 0.
Definition 6. The function Φ(t, ·, ·) is said to be strictly (F,ρ)-pseudoconvex at
x0 ∈X if for all x ∈X, x = x0 such that
b∫
a
F
(
t, x(t), x˙(t), x0(t), x˙0(t);Φx
(
t, x0(t), x˙0(t)
)
− d
dt
(
Φx˙
(
t, x0(t), x˙0(t)
)))
dt −ρ
b∫
a
d2
(
t, x(t), x0(t)
)
dt,
and we have
b∫
a
Φ
(
t, x(t), x˙(t)
)
dt >
b∫
a
Φ
(
t, x0(t), x˙0(t)
)
dt,
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or equivalently, if
b∫
a
Φ
(
t, x(t), x˙(t)
)
dt 
b∫
a
Φ
(
t, x0(t), x˙0(t)
)
dt,
we have
b∫
a
F
(
t, x(t), x˙(t), x0(t), x˙0(t);Φx
(
t, x0(t), x˙0(t)
)
− d
dt
(
Φx˙
(
t, x0(t), x˙0(t)
)))
dt <−ρ
b∫
a
d2
(
t, x(t), x0(t)
)
dt.
3. Optimality
In this section we give the necessary optimality theorem for (Pk(x0)).
Lemma 2. Define a function h :Rn → R by h(x(t))= (x(t)T B(t)x(t))1/2, where
B is a symmetric and positive semidefinite n× n matrix and let x0 ∈ Rn. Then h
is convex, and
∂h
(
x0(t)
)= {B(t)ω(t): ω(t)T B(t)ω(t) 1},
where the ∂h(x(t)) is subgradient of h at x(t).
Consider a nonlinear optimization problem:
(P) minimize f (t, x(t), x˙(t))
subject to g(t, x, x˙(t)) 0,
where f and gi are Lipschitz functions from Rn into R for i = 1,2, . . . ,m.
Theorem 1. Let f and gi (i = 1,2, . . . ,m) be locally Lipschitz functions. If x0
solves (P), then there exists α and ri  0 (i = 1,2, . . . ,m), not all zero, such that
0 ∈ α∂f (t, x0(t), x˙0(t))+ m∑
i=1
ri ∂g
i
(
t, x0(t), x˙0(t)
)
and
m∑
i=1
rig
i
(
t, x0(t), x˙0(t)
)= 0.
Now, we have the following Fritz John type necessary optimality conditions
for above minimization problem (Pk(x0)).
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Theorem 2. If x0 is optimal to (Pk(x0)), then there exist τ 0i ∈ R, i ∈ R, λ ∈ Rm
and ω0 ∈ Rn such that
λ(t)T g
(
t, x0(t), x˙0(t)
)= 0,
τ 0k
[∇f k(t, x0(t), x˙0(t))+Bk(t)ω0(t)]
+
p∑
i =k
τ 0i
[∇f i(t, x0(t), x˙0(t))+Bi(t)ω0(t)]
+∇λ(t)T g(t, x0(t), x˙0(t))= 0,
ω0(t)Bi (t)ω
0(t) 1,(
x0(t)T Bi(t)x
0(t)
)1/2 = x0(t)T Bi(t)ω0(t),(
τ 0, λ
)
 0 and
(
τ 0, λ
) = 0.
Proof. (a) If x0(t)T Bi(t)x0(t) > 0, then f i(t, x(t), x˙(t)) + (x(t)T Bi(t)x(t)) 12 ,
for i ∈ P , is differentiable in a sufficiently small neighborhood of x0. Since x0
is optimal to (Pk(x0)), by the generalized Fritz John conditions [8], there exist
τi ∈R, i ∈ R and λ ∈ Rm such that
λ(t)T g
(
t, x0(t), x˙0(t)
)= 0,
τ 0k
[∇f k(t, x0(t), x˙0(t))+Bk(t)x0(t)/(x0(t)T Bk(t)x0(t))1/2]
+
p∑
i =k
τ 0i
[∇f i(t, x0(t), x˙0(t))+Bi(t)x0(t)/(x0(t)T Bi(t)x0(t))1/2]
+∇λ(t)T g(t, x0(t), x˙0(t))= 0,(
τ 0, λ
)
 0 and
(
τ 0, λ
) = 0.
Setting ω0(t)= x0(t)/(x0(t)T Bi(t)x0(t))1/2, for each i ∈ P , then
τ 0k
[∇f k(t, x0(t), x˙0(t))+Bk(t)ω0(t)]
+
p∑
i =k
τ 0i
[∇f i(t, x0(t), x˙0(t))+Bi(t)ω0(t)]
+∇λ(t)T g(t, x0(t), x˙0(t))= 0.
It is clear thatω0(t)T Bi(t)ω0(t)= 1 and (x0(t)T Bi(t))1/2 = x0(t)T Bi(t)ω0(t).
(b) Assume x0(t)T Bi(t)x0(t)= 0. Define a function hi :Rn → R by hi(x(t))
= (x(t)T Bi(t)x(t)) 12 , for all x ∈ Rn and i ∈ P . Then hi, i ∈ P , is not dif-
ferentiable and, by Lemma 2, ∂hi(x0(t))= {Bi(t)ω(t): ω(t)T Bi(t)ω(t) 1}.
Since f i and gi are continuously differentiable functions, then f i and gi are
locally Lipschitz function and ∂f i(t, x0(t), x˙0(t)) = {∇f i(t, x0(t), x˙0(t))}, and
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∂gj (t, x0(t), x˙0(t)) = {∇gj (t, x0(t), x˙0(t))}, for i ∈ P and j = 1,2, . . . ,m,
respectively. Automatically hi for i ∈ P , is locally Lipschitz function. By
Theorem 1, there exists τ 0k and τ
0
i , for i( = k) ∈ P , and λj  0, j = 1,2, . . . ,m,
not all zero, such that
0 ∈ τ 0k
[
∂f k
(
t, x0(t), x˙0(t)
)+ ∂(x(t)T Bk(t)x(t))1/2∣∣x=x0]
+
p∑
i =k
τ 0i
[
∂f i
(
t, x0(t), x˙0(t)
)+ ∂(x(t)T Bi(t)x(t))1/2∣∣x=x0]
+
m∑
j=1
λj ∂g
j
(
t, x0(t), x˙0(t)
)
and
m∑
j=1
λjg
j
(
t, x0(t), x˙0(t)
)= 0.
Since ∂f i(t, x0(t), x˙0(t)) = {∇f i(t, x0(t), x˙0(t))}, ∂gj (t, x0(t), x˙0(t)) =
{∇gj (t, x0(t), x˙0(t))} and ∂hi(x0(t)) = {Bi(t)w(t): w(t)T Bi(t)w(t)  1}, for
i ∈ P and j = 1, . . . ,m, respectively. Then
0= τ 0k
[∇f k(t, x0(t), x˙0(t))+ (Bk(t)w(t): w(t)T Bi(t)w(t) 1)]
+
p∑
i =k
τ 0i
[∇f i(t, x0(t), x˙0(t))+ (Bi(t)w(t): w(t)T Bi(t)w(t) 1)]
+
m∑
j=1
λj∇gj
(
t, x0(t), x˙0(t)
)
and
m∑
j=1
λjg
j
(
t, x0(t), x˙0(t)
)= 0.
So, there exists w0(t) ∈Rn such that
0= τ 0k
[∇f k(t, x0(t), x˙0(t))+Bk(t)w(t)]
+
p∑
i =k
τ 0i
[∇f i(t, x0(t), x˙0(t))+Bi(t)w(t)n]
+
m∑
j=1
λj∇gj
(
t, x0(t), x˙0(t)
)
,
m∑
j=1
λjg
j
(
t, x0(t), x˙0(t)
)= 0
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and
w0(t)T Bi(t)w
0(t) 1.
By generalized Schwarz inequality, x0(t)T Bi(t)x0(t) = 0 implies that Bi(t)
x0(t) = 0. So (x0(t)T Bi(t)x0(t)) 12 = x0(t)Bi(t)w0(t). Hence, Theorem 2 fol-
lows. ✷
4. Wolfe vector duality
By using the generalized Schwarz inequality, we derive the following lemma
in order to prove the weak duality theorem for multiobjective variational
problem (MP).
Lemma 3. Let A(t) be an n × n positive semidefinite (symmetric) matrix, with
A(·) continuous on I , and ω(t)T A(t)ω(t) 1. Then
b∫
a
(
x(t)T A(t)x(t)
)1/2
dt 
b∫
a
x(t)T A(t)ω(t) dt.
Proof. With the generalized Schwarz inequality, we obtain
b∫
a
(
x(t)T A(t)x(t)
)1/2(
ω(t)T A(t)ω(t)
)1/2
dt 
b∫
a
x(t)T A(t)ω(t) dt.
Since
ω(t)T A(t)ω(t) 1.
Hence
b∫
a
(
x(t)T A(t)x(t)
)1/2
dt 
b∫
a
x(t)T A(t)ω(t) dt. ✷
Consider the following Wolfe vector dual of (MP):
(MDP)1 Maximize
( b∫
a
[
f 1
(
t, y(t), y˙(t)
)+ y(t)T B1(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt, . . . ,
b∫
a
[
f p
(
t, y(t), y˙(t)
)+ y(t)T Bp(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt
)
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subject to y(a)= α, y(b)= β,
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]+ λ(t)T gx(t, y(t), y˙(t))
=D
{
p∑
i=1
τif
i
x˙
(
t, y(t), y˙(t)
)+ λ(t)T gx˙(t, y(t), y˙(t))
}
, (3)
ωT Biω 1, i ∈ P, (4)
λ(t) 0, τi  0,
p∑
i=1
τi = 1, (5)
y ∈C(I,Rn), ω ∈C(I,Rn), λ ∈C(I,Rm).
Theorem 3 (Weak Duality). Assume that for all feasible x for (MP) and all
feasible (y,λ,ω, τ ) for (MDP)1, either
(i) τi > 0,
∑p
i=1 τi [f i(t, ·, ·) + (·)T Biw] is (F,ρ1)-convex, for all i ∈ P,
λ(t)T g(t, ·, ·) is (F,ρ2)-convex, and ρ1 + ρ2  0; or
(ii) ∑pi=1 τi[f i(t, ·, ·) + (·)T Biw] is strictly (F,ρ1)-convex, for all i ∈ P,
λ(t)T g(t, ·, ·) is strictly (F,ρ2)-convex and ρ1 + ρ2  0.
Then, the following cannot hold:
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ (x(t)T Bi(t)x(t))1/2]dt

b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt, (6)
for all i ∈ P and
b∫
a
[
f jLb(t, x(t), x˙(t)
)+ (x(t)T Bj (t)x(t))1/2]dt
<
b∫
a
[
f j
(
t, y(t), y˙(t)
)+ y(t)T Bj (t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt (7)
for some j ∈ P .
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Proof. Suppose, contrary to the result, that (6) and (7) hold. With Lemma 3 and
λ(t) 0, we have
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ x(t)T Bi(t)ω(t)+ λ(t)T g(t, x(t), x˙(t))]dt

b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt, (8)
for all i ∈ P and
b∫
a
[
f j
(
t, x(t), x˙(t)
)+ x(t)T Bj (t)ω(t)+ λ(t)T g(t, x(t), x˙(t))]dt
<
b∫
a
[
f j
(
t, y(t), y˙(t)
)+ y(t)T Bj (t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt, (9)
for some j ∈ P, respectively. Now assumption (i) τi > 0 and ∑pi=1 τi = 1, (8)
and (9) imply
p∑
i=1
τi
b∫
a
[
f i
(
t, x(t), x˙t
)+ x(t)T Bi(t)ω(t)+ λ(t)T g(t, x(t), x˙(t))]dt
<
p∑
i=1
τi
b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt. (10)
Under assumption (i) ∑pi=1 τi[f i(t, ·, ·) + (·)T Biω] is (F,ρ1)-convex, for all
i ∈ P, and λ(t)T g(t, ·, ·) is (F,ρ2)-convex.
p∑
i=1
τi
b∫
a
{[
f i
(
t, x(t), x˙(t)
)+ x(t)T Bi(t)ω(t)]
− [f i(t, y(t), y˙(t))+ y(t)T Bi(t)ω(t)]}dt

b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]
− d
dt
p∑
i=1
τif
i
x
(
t, y(t), y˙(t)
))
dt + ρ1
b∫
a
d2
(
t, x(t), y(t)
)
dt . (11)
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b∫
a
[
λ(t)T g
(
t, x(t), x˙(t)
)− λ(t)T g(t, y(t), y˙(t))]dt

b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);λ(t)T gx
(
t, y(t), y˙(t)
)
− d
dt
λ(t)T gx˙
(
t, y(t), y˙(t)
))
dt + ρ2
b∫
a
d2
(
t, x(t), y(t)
)
dt. (12)
By (10), (11) and (12), we have
b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]
− d
dt
p∑
i=1
τif
i
x˙
(
t, y(t), y˙(t)
))
dt + ρ1
b∫
a
d2
(
t, x(t), y(t)
)
dt
+
b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);λ(t)t gx
(
t, y(t), y˙(t)
)
− d
dt
λ(t)T gx˙
(
t, y(t), y˙(t)
)
+ ρ2
b∫
a
d2
(
t, x(t), y(t)
))
dt < 0.
By the sublinearity of F and ρ1 + ρ2  0, we have
b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]
+ λ(t)T gx
(
t, y(t), y˙(t)
)
− d
dt
[
p∑
i=1
τif
i
x˙
(
t, y(t), y˙(t)
)+ λ(t)T gx˙(t, y(t), y˙(t))
])
dt
+ (ρ1 + ρ2)
b∫
a
d2
(
t, x(t), y(t)
)
dt < 0.
Hence
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b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]
+ λ(t)T gx
(
t, y(t), y˙(t)
)
− d
dt
[
p∑
i=1
τif
i
x˙
(
t, y(t), y˙(t)+ λ(t)T gx˙
(
t, y(t), y˙(t)
)])
dt < 0, (13)
which contradicts (3), because ∫ b
a
F (t, x(t), x˙(t), y(t), y˙(t);0) dt = 0. Hence, the
result follows.
If the assumption (ii) holds, since τi  0, for all i ∈ P , and ∑pi=1 τi = 1, (8)
and (9) imply that
p∑
i=1
τi
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ x(t)T Bi(t)x(t)+ λ(t)T g(t, x(t), x˙(t))]dt

p∑
i=1
τi
b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt,
and then again we reach (13). Hence, the proof is complete. ✷
Corollary 1. Let (y0, λ0,ω0, τ 0) be a feasible solution for (MDP)1 such that
b∫
a
λ0(t)
T
g(t, y0(t), y˙0(t) dt = 0
and
b∫
a
(
y0(t)T Bi(t)y
0(t)
)1/2
dt =
b∫
a
y0(t)
T
Bi(t)ω0(t) dt,
for each i ∈ P and assume that y0 is feasible for (MP). If weak duality holds
between (MP) and (MDP)1, then y0 is efficient for (MP) and (y0, λ0,ω0, τ 0) is
efficient for (MDP)1.
Proof. Suppose that y0 is not efficient for (MP). Since
b∫
a
(
y0(t)T Bi(t)y
0(t)
)1/2
dt =
b∫
a
y0(t)T Bi(t)ω
0(t) dt,
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and
b∫
a
λ0(t)T g
(
t, y0(t), y˙0(t)
)
dt = 0,
we obtain
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ (x(t)T Bi(t)x(t))1/2]dt
<
b∫
a
[
f i
(
t, y0(t), y˙0(t)
)+ y0(t)T Bi(t)ω0(t)
+ λ0(t)T g(t, y0(t), y˙0(t))]dt,
for some i ∈ P and
b∫
a
[
f j
(
t, x(t), x˙(t)
)+ (x(t)T Bj (t)x(t))1/2]dt

b∫
a
[
f j
(
t, y0(t), y˙0(t)
)+ y0(t)T Bj (t)ω0(t)
+ λ0(t)T g(t, y0(t), y˙0(t))]dt,
for all j ∈ P.
Since (y0, λ0,ω0, τ 0) is feasible for (MDP)1 and x is feasible for (MP), these
inequalities contradict weak duality (Theorem 3).
Also, suppose that (y0, λ0,ω0, τ 0) is not efficient for (MDP)1. Since
b∫
a
(
y0(t)T Bi(t)y
0(t)
)1/2
dt =
b∫
a
y0(t)T Bi(t)ω
0(t) dt,
and
b∫
a
λ0(t)T g
(
t, y0(t), y˙0(t)
)
dt = 0,
we obtain
b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)+ λ(t)T g(t, y(t), y˙(t))]dt
>
b∫
a
[
f i
(
t, y0(t), y˙0(t)
)+ (y0(t)T Bi(t)y0(t))1/2]dt,
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for some i ∈ P and
b∫
a
[
f j
(
t, y(t), y˙(t)
)+ y(t)T Bj (t)ω(t)+ λ(t)T g(t, y(t), y˙(t))]dt

b∫
a
[
f j
(
t, y0(t), y˙0(t)
)+ (y0(t)T Bj (t)y0(t))1/2]dt,
for all j ∈ P , respectively. Since y0 is feasible for (MP), these inequalities
contradict weak duality.
Therefore y0 and (y0, λ0,ω0, τ 0) are efficient for their respective pro-
grams. ✷
Theorem 4 (Strong Duality). Let x0 be a feasible solution for (MP) and assume
that
(i) x0 is an efficient solution;
(ii) for at least one i , i ∈ P , x0 satisfies a constraint qualification [11] for
problem (Pi (x0)).
Then there exists τ 0 ∈ Rp, λ0 ∈ Rm, such that (x0, λ0,ω0, τ 0) is feasible for
(MDP)1 and
∫ b
a
λ0(t)
T
g(t, x0(t), x˙0(t)) dt = 0.
Further, if the assumptions of Theorem 3 are satisfied, then (x0, λ0,ω0, τ 0) is
efficient for (MDP)1.
τ 0k
[∇f k(t, x0(t), x˙0(t))+Bk(t)w0(t)]
+
∑
i =k
τ 0i
[∇f i(t, x0(t), x˙0(t))+Bi(t)w0(t)]
+∇λ(t)T g(t, x0(t), x˙0(t))= 0, (14)
λ(t)T g
(
t, x0(t), x˙0(t)
)= 0, (15)
w0(t)Bi(t)w
0(t) 1,(
x0(t)T Bi(t)x
0(t)
)1/2 = x0(t)T Bi(t)w0(t),(
τ 0, λ
)
 0 and
(
τ 0, λ
) = 0.
By (14), we have
p∑
i=1
τ 0i
[
f ix
(
t, x0(t), x˙0(t)
)+Bi(t)w0(t)]+ λ0(t)T gx(t, x0(t), x˙0(t))
=D
[
p∑
i=1
τ 0i f
i
x
(
t, x0(t), x˙0(t)
)+ λ0(t)T gx˙(t, x0(t), x˙0(t))
]
.
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From (15), we have
b∫
a
λ0(t)T g
(
t, x0(t), x˙0(t)
)
dt = 0.
Since
x0(t)T Bi(t)w
0(t)= (x0(t)T Bi(t)x0(t))1/2,
we have
b∫
a
[
f i
(
t, x0(t), x˙0(t)
)+ (x0(t)T Bi(t)x0(t))1/2]dt
=
b∫
a
[
f i
(
t, x0(t), x˙0(t)
)+ x0(t)T Bi(t)w0(t)
+ λ0(t)T g(t, x0(t), x˙0(t))]dt,
and w0(t)T Bi(t)w0(t)  1, we conclude that (x0, λ0,w0, τ 0) is feasible for
(MDP)1. Efficiency of (x0, λ0,w0, τ 0) for (MDP)1 now follows from Corol-
lary 1.
For the converse duality, we make the assumption that Z denotes the space
of the piecewise differentiable function x : I → Rn for which x(a) = 0 = x(b)
equipped with the norm ‖x‖ = ‖x‖∞ + ‖Dx‖∞ + ‖D2x‖∞.
(MDP)1 may be rewritten in the following form:
Minimize
(
−
b∫
a
[
f 1
(
t, y(t), y˙(t)
)+ y(t)T B1(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt, . . . ,
−
b∫
a
[
f p
(
t, y(t), y˙(t)
)+ y(t)T Bp(t)ω(t)
+ λ(t)T g(t, y(t), y˙(t))]dt
)
subject to y(a)= α, y(b)= β,
θ
(
t, y(t), y˙(t), y¨(t), λ(t), τ
)= 0,
ωT Biω  1, i ∈ P,
λ(t) 0, τi  0,
p∑
i=1
τi = 1,
D.S. Kim, A.L. Kim / J. Math. Anal. Appl. 274 (2002) 255–278 271
where
θ = θ(t, y(t), y˙(t), y¨(t), λ(t), τ)
=
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]+ λ(t)T gx(t, y(t), y˙(t))
−D
{
p∑
i=1
τif
i
x˙
(
t, y(t), y˙(t)
)+ λ(t)T gx˙(t, y(t), y˙(t))
}
,
with y¨ =D2y(t).
Consider θ(·, y(·), y˙(·), y¨(·), λ(·), τ ) as defining a map φ :Z×W ×Rp →A,
where W is the space of piecewise differentiable function λ : I → Rm and A is
Banach space.
Theorem 5 (Converse Duality). Let (y0, λ0,ω0, τ 0) be a efficient solution for
(MDP)1. Assume that
(i) the Frechet derivative φ′ have a (weak∗) closed range,
(ii) f and g be twice continuously differentiable,
(iii) f ix +Biω−Df ix˙ , i ∈ P , is linearly independent, and
(iv) (β(t)T θx −Dβ(t)T θx˙ +D2β(t)T θx¨)β(t)= 0 ⇒ β(t)= 0, t ∈ I.
Further, if the assumptions of Theorem 3 are satisfied, then y0 is an efficient
solution of (MP).
Proof. Since (y0, λ0,ω0, τ 0), with y0 ∈Z and φ′ having a (weak∗) closed range,
is an efficient solution, there exist ξ ∈ R, γ ∈ R, δ ∈ R, ε ∈ Rp and piecewise
smooth functions β : I →Rn and µ : I → Rm, satisfying the following Fritz John
conditions.(
β(t)T θx −Dβ(t)T θx˙ +D2β(t)T θx¨
)+ δ[λ0(t)T gx(t, y0(t), y˙0(t))
−Dλ0(t)T gx˙
(
t, y0(t), y˙0(t)
)]+ γ p∑
i=1
τi
{[
f ix
(
t, y0(t), y˙0(t)
)
+Bi(t)ω0(t)
]−Df ix˙ (t, y0(t), y˙0(t))}= 0, (16)
β(t)T
{[
f ix
(
t, y0(t), y˙0(t)
)+Bi(t)ω0(t)]
−Df ix˙
(
t, y0(t), y˙0(t)
)}+ ε = 0, (17)
β(t)T
[
gx
(
t, y0(t), y˙0(t)
)−Dgx˙(t, y0(t), y˙0(t))]
+ δg(t, y0(t), y˙0(t))+µ= 0, (18)
δ
(
Bi(t)y
0(t)
)− β(t)T Bi(t)− 2ξ(Bi(t)ω0(t))= 0, (19)
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δλ0(t)
T
g
(
t, y0(t), y˙0(t)
)= 0, (20)
ξ
(
ω0(t)T Bi(t)ω
0(t)− 1)= 0, (21)
ε
p∑
i=1
τi = 0, (22)
µT λ0(t)= 0, (23)
(β, γ, δ, ε, ξ,µ) 0 and (β, γ, δ, ε, ξ,µ) = 0. (24)
By feasibility of (y0, λ0,ω0, τ 0), from (16), we get
(γ − δ)
p∑
i=1
τi
{[
f ix
(
t, y0(t), y˙0(t)
)+Bi(t)ω0(t)]−Df ix˙ (t, y0(t), y˙0(t))}
+ (β(t)T θx −Dβ(t)T θx˙ +D2β(t)T θx¨)= 0. (25)
Multiplying (17) by τi , i ∈ P , and using (22) we have
p∑
i=1
τi
{[
f ix
(
t, y0(t), y˙0(t)
)+Bi(t)ω0(t)]−Df ix˙ (t, y0(t), y˙0(t))}β(t)= 0.
Multiplying (25) by β(t) and using the above equation, (25) becomes(
β(t)T θx −Dβ(t)T θx˙ +D2β(t)T θx¨
)
β(t)= 0,
which along with assumption (iv) gives
β(t)= 0. (26)
Eqs. (25) and (26) now yield
(γ − δ)
p∑
i=1
τi
{[
f ix
(
t, y0(t), y˙0(t)
)+Bi(t)ω0(t)]
−Df ix˙
(
t, y0(t), y˙0(t)
)}= 0,
which along with assumption (iii) and τi  0,
∑p
i=1 τi = 1, yields
γ = δ.
We claim that γ = δ > 0. If γ = δ = 0, the from (17) and (18) we have
ε = µ = 0, and ξ = 0 from (18). Thus (β, γ, δ, ε, ξ,µ) = 0, which contradicts
(24). Therefore from (19), y0 is feasible for (MP).
From (20) and δ > 0, we have
λ0(t)T g
(
t, y0(t), y˙0(t)
)= 0. (27)
Also, β(t)= 0, δ > 0 and (19) give
Bi(t)y
0(t)= (2ξ/δ)(Bi(t)ω0(t)). (28)
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Hence(
y0(t)T Bi(t)ω
0(t)
)= (y0(t)T Bi(t)y0(t))1/2(ω0(t)T Bi(t)ω0(t))1/2. (29)
If ξ > 0, then (21) gives ω0(t)T Bi(t)ω0(t)= 1 and so (29) yields(
y0(t)T Bi(t)ω
0(t)
)= (y0(t)T Bi(t)y0(t))1/2.
If ξ = 0, then (28) gives Bi(t)y0(t)= 0. So we still get(
y0(t)T Bi(t)ω
0(t)
)= (y0(t)T Bi(t)y0(t))1/2.
Thus in either case, we obtain(
y0(t)T Bi(t)ω
0(t)
)= (y0(t)T Bi(t)y0(t))1/2. (30)
Therefore from (27) and (30), we have
b∫
a
[
f i
(
t, y0(t), y˙0(t)
)+ (y0(t)T Bi(t)y0(t))1/2]dt
=
b∫
a
[
f i
(
t, y0(t), y˙0(t)
)+ y0(t)T Bi(t)ω0(t)
+ λ0(t)T g(t, y0(t), y˙0(t))]dt,
and, by Corollary 1, y0(t) is efficient for (MP). ✷
5. Mond–Weir vector duality
In this section, we establish various duality theorems for the following Mond–
Weir [10] vector dual problem:
(MDP)2 Maximize
( b∫
a
[
f 1
(
t, y(t), y˙(t)
)+ y(t)T B1(t)ω(t)] dt, . . . ,
b∫
a
[
f p
(
t, y(t), y˙(t)
)+ y(t)T Bp(t)ω(t)] dt
)
subject to y(a)= α, y(b)= β
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]+ λ(t)T gx(t, y(t), y˙(t))
=D
{
p∑
i=1
τif
i
x˙
(
t, y(t), y˙(t)
)+ λ(t)T gx˙(t, y(t), y˙(t))
}
, (31)
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λ(t)T g
(
t, y(t), y˙(t)
)
 0, (32)
ωT Biω 1, i ∈ P, (33)
λ(t) 0, τi  0,
p∑
i=1
τi = 1, (34)
y ∈C(I,Rn), ω ∈C(I,Rn), λ ∈C(I,Rm).
Theorem 6 (Weak Duality). Assume that for all feasible x for (MP) and all
feasible (y,λ,ω, τ ) for (MDP)2, either
(i) τi > 0,
∑p
i=1 τi[f i(t, ·, ·)+ (·)T Biω] is (F,ρ1)-pseudoconvex, for all i ∈ P ,
λ(t)T g(t, ·, ·) is (F,ρ2)-quasiconvex, and ρ1 + ρ2  0; or
(ii) ∑pi=1 τi[f i(t, ·, ·)+ (·)T Biω] is strictly (F,ρ1)-pseudoconvex, for all i ∈ P ,
λ(t)T g(t, ·, ·) is (F,ρ2)-quasiconvex, and ρ1 + ρ2  0.
Then the following cannot hold:
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ (x(t)T Bi(t)x(t))1/2]dt

b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)] dt, (35)
for all i ∈ P and
b∫
a
[
f j
(
t, x(t), x˙(t)
)+ (x(t)T Bj (t)x(t))1/2]dt
<
b∫
a
[
f j
(
t, y(t), y˙(t)
)+ y(t)T Bj (t)ω(t)] dt, (36)
for some j ∈ P .
Proof. Suppose, contrary to the result, that (35) and (36) hold. With Lemma 3,
we have
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ x(t)T Bi(t)ω(t)] dt

b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)] dt, (37)
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for all i ∈ P and
b∫
a
[
f j
(
t, x(t), x˙(t)
)+ x(t)T Bj (t)ω(t)]dt

b∫
a
[
f j
(
t, y(t), y˙(t)
)+ y(t)T Bj (t)ω(t)] dt, (38)
for some j ∈ P , respectively. Now assumption (i) τi  0 and ∑pi=1 τi = 1, (37)
and (38) imply
p∑
i=1
τi
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ x(t)T Bi(t)ω(t)] dt
<
p∑
i=1
τi
b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)] dt. (39)
Since (i) ∑pi=1 τi[f i(t, ·, ·)+ (·)T Biω] is (F,ρ1)-pseudoconvex, for all i ∈ P , we
get from (39)
b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)w(t)]
− d
dt
p∑
i=1
τif
i
x
(
t, y(t), y˙(t)
))
dt <−ρ1
b∫
a
d2
(
t, x(t), y(t)
)
dt. (40)
As x is feasible for (MP) and (y,λ,ω, τ ) is feasible for (MDP)2. Then in view of
λ 0, we have that
b∫
a
λ(t)T g
(
t, x(t), x˙(t)
)
dt 
b∫
a
λ(t)T g
(
t, y(t), y˙(t)
)
dt.
Since λ(t)T g(t, ·, ·) is (F,ρ2)-quasiconvex, this implies
b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);λ(t)T gx
(
t, y(t), y˙(t)
)
− d
dt
λ(t)T gx˙
(
t, y(t), y˙(t)
))
dt −ρ2
b∫
a
d2
(
t, x(t), y(t)
)
dt. (41)
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From (31), (41) and ρ1 + ρ2  0, we have
b∫
a
F
(
t, x(t), x˙(t), y(t), y˙(t);
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)w(t)]
− d
dt
p∑
i=1
τif
i
x
(
t, y(t), y˙(t)
))
dt −ρ1
b∫
a
d2
(
t, x(t), y(t)
)
dt, (42)
which is a contradiction to (40). Hence, the result follows.
If the assumption (ii) holds, since τi  0, for all i ∈ P , and ∑pi=1 τi = 1, (37)
and (38) imply that
p∑
i=1
τi
b∫
a
[
f i
(
t, x(t), x˙(t)
)+ (x(t)T Bi(t)x(t))]dt

p∑
i=1
τi
b∫
a
[
f i
(
t, y(t), y˙(t)
)+ y(t)T Bi(t)ω(t)] dt,
and, then we have a contradiction to (42). Hence, the proof is complete. ✷
By the similar method of Corollary 1, the following corollary can be proved.
Corollary 2. Let (y0, λ0,ω0, τ 0) be a feasible solution for (MDP)2 such that
b∫
a
(
y0(t)T Bi(t)y
0(t)
)1/2
dt =
b∫
a
y0(t)
T
Bi(t)ω
0(t) dt,
for each i ∈ P and assume that y0 is feasible for (MP). If weak duality holds
between (MP) and (MDP)2 then y0 is efficient for (MP) and (y0, λ0,ω0, τ 0) is
efficient for (MDP)2.
The following duality theorem can be proved along the lines of Theorem 4.
Theorem 7 (Strong Duality). Let x0 be a feasible solution for (MP) and assume
that
(i) x0 is an efficient solution;
(ii) for at least one i, i ∈ P, x0 satisfies a constraint qualification [11] for
problem (Pi (x0)).
Then there exists τ 0 ∈ Rp, λ0 ∈ Rm, (x0, λ0,ω0, τ 0) is feasible for (MDP)2.
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Further, if the assumption of Theorem 6 are satisfied, then (x0, λ0,ω0, τ 0) is
efficient for (MDP)2.
(MDP)2 may be rewritten in the following form:
Minimize
(
−
b∫
a
[
f 1
(
t, y(t), y˙(t)
)+ y(t)T B1(t)ω(t)] dt, . . . ,
−
b∫
a
[
f p
(
t, y(t), y˙(t)
)+ y(t)T Bp(t)ω(t)] dt
)
subject to y(a)= α, y(b)= β,
θ
(
t, y(t), y˙(t), y¨(t), λ(t), τ
)= 0,
λ(t)T g
(
t, y(t), y˙(t)
)
 0,
ωT Biω 1, i ∈ P,
λ(t) 0, τi  0,
p∑
i=1
τi = 1,
where
θ = θ(t, y(t), y˙(t), y¨(t), λ(t), τ)
=
p∑
i=1
τi
[
f ix
(
t, y(t), y˙(t)
)+Bi(t)ω(t)]+ λ(t)T gx(t, y(t), y˙(t))
−D
{
p∑
i=1
τif
i
x˙
(
t, y(t), y˙(t)
)+ λ(t)T gx˙(t, y(t), y˙(t))
}
,
with y¨ =D2y(t).
Consider θ(·, y(·), y˙(·), y¨(·), λ(·), τ ) as defining a map φ :Z×W ×Rp →A,
where W is the space of piecewise differentiable function λ : I → Rm and A is
Banach space. A converse duality theorem may be stated: the proof would be
analogous to that of Theorem 5.
Theorem 8 (Converse Duality). Let (y0, λ0,ω0, τ 0) be a efficient solution for
(MDP)2. Assume that
(i) the Frechet derivative φ′ have a (weak∗) closed range,
(ii) f and g be twice continuously differentiable,
(iii) f ix +Biω−Df ix˙ , i ∈ P , is linearly independent, and
(iv) (β(t)T θx −Dβ(t)T θx˙ +D2β(t)T θx¨)β(t)= 0 ⇒ β(t)= 0, t ∈ I .
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Further, if the assumptions of Theorem 6 are satisfied then y0 is an efficient
solution of (MP).
References
[1] C.R. Bector, I. Husain, Duality for multiobjective variational problems, J. Math. Anal. Appl. 166
(1992) 214–229.
[2] V. Chankong, Y.Y. Haimes, Multiobjective Decision Making: Theory and Methodology, North-
Holland, New York, 1983.
[3] R.R. Egudo, Efficiency and generalized convex duality for multiobjective programs, J. Math.
Anal. Appl. 138 (1989) 84–94.
[4] D.S. Kim, G.M. Lee, W.J. Lee, Symmetric duality for multiobjective variational problems with
pseudo-invexity, in: Nonlinear Analysis and Convex Analysis (RIMS Kokyuroku 985), RIMS of
Kyoto University, Kyoto, Japan, 1997, pp. 106–117.
[5] D.S. Kim, W.J. Lee, Symmetric duality for multiobjective variational problems with invexity,
J. Math. Anal. Appl. 218 (1998) 34–48.
[6] J.C. Liu, Duality for nondifferentiable static multiobjective variational problems involving
generalized (F,ρ)-convex functions, Comput. Math. Appl. 31 (12) (1996) 77–89.
[7] B.N. Lal, B. Nath, A. Kumar, Duality for some nondifferentiable static multiobjective
programming problems, J. Math. Anal. Appl. 186 (1994) 862–867.
[8] S.K. Mishra, R.N. Mukherjee, On efficiency and duality for multiobjective variational problems,
J. Math. Anal. Appl. 187 (1994) 40–54.
[9] S.K. Mishra, Generalized proper efficiency and duality for a class of nondifferentiable
multiobjective variational problems with V -invexity, J. Math. Anal. Appl. 202 (1996) 53–71.
[10] B. Mond, T. Weir, Generalized concavity and duality, in: S. Schaible, W.T. Ziemba (Eds.),
Generalized Concavity in Optimization and Economics, Academic Press, New York, 1981,
pp. 263–279.
[11] O.L. Mangasarian, Nonlinear Programming, McGraw–Hill, New York, 1969.
[12] V. Preda, On efficiency and duality for multiobjective problems, J. Math. Anal. Appl. 166 (1992)
365–377.
[13] F. Riesz, B. Sz-Nagy, Functional Analysis, Ungar, New York, 1995.
[14] J.P. Vial, Strong convexity of sets and functions, J. Math. Econom. 9 (1982) 187–205.
[15] J.P. Vial, Strong and weak convexity of sets and functions, Math. Oper. Res. 8 (1983) 231–259.
