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In this paper, we introduce a new method for investigating the rate and profile
of blow-up of solutions of diffusion equations with nonlocal nonlinear reaction
terms. For large classes of equations, we prove that the solutions have global blow-
up and that the rate of blow-up is uniform in all compact subsets of the domain.
This results in a flat blow-up profile, except for a boundary layer, whose thickness
vanishes as t approaches the blow-up time T*. In each case, the blow-up rate of
|u(t)| is precisely determined. Furthermore, in many cases, we derive sharp
estimates on the size of the boundary layer and on the asymptotic behavior of the
solution in the boundary layer. The size of the boundary layer then decays like
- T*&t, and the solution u(t, x) behaves like |u(t)| d(x)- T*&t in the bound-
ary layer, where d is the distance to the boundary. Some Fujita-type critical
exponents results are also given for the Cauchy problem.  1999 Academic Press
Key Words: semilinear diffusion equations; nonlocal reaction; finite time blow-
up; asymptotic behavior of solutions; blow-up profiles; boundary behavior; critical
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1. INTRODUCTION
In this paper, we consider semilinear parabolic equations with nonlocal
nonlinear source. The main questions we here address are the rate and
profile of blow-up of nonglobal solutions.
As typical examples we shall study, let us mention the following.
v Equations with space integral term, of the form
ut&2u= g \|0 f \u(t, y)+ dy+ . (1.1)
Some problems involving both local and nonlocal terms, of the type
ut&2u=|
0
f (u(t, y)) dy+h(u(t, x)), (1.2)
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will also be considered.
v Equations with localized source, of the form
ut&2u= f (u(t, x0(t))). (1.3)
v Equations with space-time integral, of the form
ut&2u= f \|
t
0
|
0
;( y) g(u(s, y)) dy ds+ . (1.4)
Each equation will be studied in a bounded domain with homogeneous
Dirichlet boundary conditions.
Problems of these types arise in various models in physics and engineer-
ing and have been studied by a number of authors. A rather extensive list
of references can be found in [S1]. To cite just a few, problems of types
(1.1) or (1.2) are related to some ignition models for compressible reactive
gases. For problems of these types and some of their variants, the blow-up
of solutions was studied, among others, by Bebernes, Bressan and Lacey
[BBL], Deng, Kwang and Levine [DKL], Chadam, Pierce and Yin
[CPY], Wang and Wang [WW], and the author [S1].
The Eq. (1.3) describes physical phenomena where the reaction is driven
by the temperature at a single site. This equation was studied by Cannon
and Yin [CaY], Chadam, Pierce and Yin [CPY], Wang and Chen [WC],
in the case x0(t)# Const., and by the author [S1] for variable x0(t).
Last, problems of the type (1.4) play an important role in the theory of
nuclear reactor dynamics. The blow-up of solutions was studied by Pao
[P1], Guo and Su [GS], and by the author [S1].
A lot of effort has been devoted in the past few years to the study of
blow-up rates and profiles for local semilinear parabolic equations of the
type
ut&2u=u p
(see, e.g., the classical works [W2, FM, GK1GK3] and, for more recent
developments, [FK, HV1HV4, V1, BK, STW, MZ1MZ3], and the
survey papers [V2, MZ4]). However, there does not seem to be many such
studies for nonlocal problems. (To our knowledge, [WC] is the only work
where the precise form of the blow-up profile is studied, and it concerns
only the case of localized nonlinearities of the type (1.3).)
The aim of the present article is to determine the rate and profile of
blow-up of solutions for large classes of nonlocal problems of each type
above. Namely, we prove that the solutions have global blow-up, and that
the blow-up rate is uniform in all compact subsets of the domain. In each
case, the blow-up rate of |u(t)| is precisely determined. In rough terms, all
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happens as if the diffusion term could be neglected in the interior, and the
asymptotics is formally given by balancing ut with the nonlocal source
term, resulting in a flat blow-up profile, except for a boundary layer whose
thickness vanishes as t goes to T*.
Furthermore, we derive estimates on the size of the boundary layer and
on the asymptotic behavior of the solution in the boundary layer. By the
boundary layer, we mean the region near 0 where the solution follows a
fast transition between the blow-up regime and the assigned zero boundary
condition. (The occurence of such a phenomenon was noted in [WC] for
problem (1.3), but no estimate on the behavior of the solution in the
boundary layer, nor on its size, was given there.) Our estimates are optimal
(for certain nonlinearities), and describe the sharp behavior of the solution
near the boundary. Namely, we prove that in many cases, the size of the
boundary layer decays like - T*&t, and that in this region the solution
u(t, x) behaves like
|u(t)|
d(x)
- T*&t
,
where d is the distance to the boundary. The boundary layer thus
corresponds to space-time parabolas based at each point (T*, a), where T*
is the blow-up time and a is a boundary point.
Our approach is rather independent of the type of nonlocal problem
considered among those mentioned above. The main restriction is that the
spatial dependence of the nonlinear term at a given time t not be too
strong. For example, for the Eqs. (1.1), (1.3), and (1.4), the nonlinear term
has no spatial dependence at a given time t. In (1.2), we allow some spatial
dependence of the nonlinear term. Namely, the result remains valid if a
local damping term is added, provided its order is lower than that of the
nonlocal source term. This restriction is sharp in the sense that no blow-up
occurs if the order of the local damping term is larger or equal to that of
the nonlocal source (see after Theorem 2.1).
Our method is very different from those previously used in blow-up
profile studies. The proofs of our main results are based on a combination
of the following ingredients:
(i) an eigenfunction argument to obtain the interior averaged
asymptotics of u (see the proof of Theorem 4.1) ;
(ii) the use of the mean value inequality for subharmonic functions
and of some related integral inequalities, to deduce the interior uniform
asymptotics from the averaged one, and to obtain the upper estimates on
the size of the boundary layer (see Lemma 4.4 and Theorem 4.6);
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(iii) suitable sub- and supersolutions and interpolation arguments, to
derive the asymptotic boundary behavior of the solutions (see the proofs of
Theorem 4.5 and Proposition 4.7).
As a secondary and independent motivation of this paper, we investigate
the Cauchy problem for equations with localized reactions of the form
(1.3). For this problem, we find a blow-up profile which is uniform in the
whole space. We also obtain some Fujita-type critical exponent results,
when the nonlinearity combines both localized and local terms. (We refer
to the recent work of Galaktionov and Levine [GL] for some Fujita-type
results concerning nonlocal parabolic equations with integral terms.)
The results on the uniform blow-up behavior (in the interior) are stated
in Section 2. The boundary layer is described in Section 3. These results are
proved in Section 4, via the careful study of a related linear problem
with blowing-up source. Finally, Section 5 is concerned with the Cauchy
problem and Fujita critical exponents for equations with localized
reactions.
This paper is an improvement to the preliminary report [S2] (see also
[S3]). In particular, the boundary estimates are now proved in any
domain (and not only in the radially symmetric case) and for a broader
class of nonlinearities. Moreover, the lower part of estimate (3.1), which
describes the actual asymptotics of the solution in the boundary layer, is
new with respect to [S2].
2. UNIFORM BLOW-UP PROFILES IN THE INTERIOR
Throughout Sections 24, we assume that 0 is a smoothly bounded
domain in RN. Each of the nonlocal nonlinear problems considered below,
coupled with the boundary and initial conditions
{u(t, x)=0,u(0, x)=u0(x),
t>0, x # 0,
x # 0,
(2.1)
has a unique, maximal in time solution, classical on (0, T*)_0 , where
T*=T*(u0) denotes the maximal existence time. This is true for instance
if we assume u0 # C0(0), the continuous functions in 0 vanishing on the
boundary, or in the case of Eq. (2.8), if we assume u0 # C1(0 ) with
u0 | 0=0. (See the references mentioned in the Introduction, or also [S1],
where a detailed account of local existence theory for nonlocal parabolic
equations is given). Moreover, if T* is finite, then u blows up in L norm,
in the sense that limt  T* |u(t)| =.
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2.1. Space Integral Source Terms
We first consider the following problems with space integral nonlocal
term.
ut&2u=|u(t)| pr , t>0, x # 0, (2.2)
where |u(t)| r=(0 |u(t, y)| r dy)1r, 1r<, p>1, and
ut&2u=|
0
eu(t, y) dy, t>0, x # 0. (2.3)
For these equations (with r= p in case of (2.2)), it is known from [CPY,
Theorems 4.2 and 4.3] that blow-up occurs for large nonnegative initial
data and that the blow-up set is the whole domain. We here improve their
result by determining a uniform blow-up profile as follows.
Theorem 2.1. Let u0 # C0(0). Let u be the solution of (2.2)(2.1) or
(2.3)(2.1) and assume that T*<.
(i) In case of (2.2), we have
lim
t  T*
(T*&t)1(p&1) u(t, x)= lim
t  T*
(T*&t)(1p&1) |u(t)|
=[( p&1) |0| pr]&1(p&1), (2.4)
uniformly on compact subsets of 0.
(ii) In case of (2.3), we have
lim
t  T*
|log(T*&t)|&1 u(t, x)= lim
t  T*
|log(T*&t)| &1 |u(t)| =1,
uniformly on compact subsets of 0.
Our method also works for problems with nonlocal source and local
damping term, such as
ut&2u= |
0
u p(t, y) dy&uq(t, x), t>0, x # 0. (2.5)
It is known (see M. Wang and Y. Wang [WW]) that blowup occurs for
large nonnegative initial data if p>q1, and that all solutions exist
globally if 1p<q. (If p=q the issue depends on the size of a constant in
front of the local term.) It is also proved in [WW] that blow-up occurs
in the whole domain. We prove the following.
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Theorem 2.2. Let p>q1 and u0 # C0(0), u00. Let u (0) be the
solution of (2.5)(2.1), and assume that T*<. Then
lim
t  T*
(T*&t)1(p&1) u(t, x)= lim
t  T*
(T*&t)1(p&1) |u(t)|
=[( p&1) |0|]&1(p&1),
uniformly on compact subsets of 0.
2.2. Localized Source Terms
We now turn to problems with localized source term.
ut&2u= f (u(t, x0(t))), t>0, x # 0. (2.6)
It is known from [CPY, S1] that the solution of (2.6) (e.g., if f (u)=u p)
blows up in finite time for all large nonnegative initial data (that is, more
precisely, for u0=*,, ,0, ,0, and *>*0(,)).
L. Wang and Q. Chen [WC] studied the rate and profile of blow-up in
the one-dimensional case (with f (u)=u p, p>1, and x0(t)#0), and for a
restricted class of initial data. Namely, they assume that u0 is nonnegative,
symmetric and radially nonincreasing in 0=(&l, l), and that u"0(x)+
bu p0(0)0, &l<x<l, for some 0<b<1. For such u0 , using the techni-
ques of Giga and Kohn [GK1GK3], and of Friedman and Mac-Leod
[FM], they prove that the blow-up set is the whole domain (&l, l), and
that for all x # (&l, l),
lim
t  T*
(T*&t)1(p&1) u(t, x)=( p&1)&1(p&1).
In the following theorem, we improve the result of [WC] by establishing
this rate and profile for any bounded domain 0/RN and any initial data.
Furthermore, we prove that it remains valid in the case of a moving source
x0(t).
Theorem 2.3. Let x0 : R+  0 be Ho lder continuous, and u0 # C0(0).
Let u be the solution of (2.6)(2.1), and assume that T*<.
(i) If f (u)=u p, p>1, and u00, then
lim
t  T*
(T*&t)1(p&1) u(t, x)= lim
t  T*
(T*&t)1(p&1) |u(t)|=( p&1)&1(p&1),
(2.7)
uniformly on compact subsets of 0.
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(ii) If f (u)=eu, then
lim
t  T*
|log(T*&t)|&1 u(t, x)= lim
t  T*
|log(T*&t)| &1 |u(t)| =1,
uniformly on compact subsets of 0.
2.3. Space-Time Integral Source Terms
Last consider the problem with integral in space and time
ut&2u= f \|
t
0
|
0
;( y) u(s, y) dy ds+ , t>0, x # 0. (2.8)
The special case f (s)=kes&1, k1, which arises in nuclear reactor’s
dynamics, has received special attention. Here, blow-up occurs for all non-
negative initial data (with u0 0 if k=1), and the same holds if f (s)=s p,
p>1 (see [P], [GS], [S1] and the references therein).
Theorem 2.4. Assume that ; # C(0 ), ;0, ;0, u0 # C1(0 ), u00,
u0 | 0=0, and let I=0 ;( y) dy. Let u (0) be the solution of (2.8)(2.1),
and assume that T*<.
(i) If f (s)=s p, p>1, then
lim
t  T*
(T*&t) (p+1)(p&1) u(t, x)= lim
t  T*
(T*&t)(p+1)(p&1) |u(t)| =C( p, I ),
(2.9)
uniformly on compact subsets of 0, with
C( p, I )=( p&1)&( p+1)( p&1) [2 p( p+1)I p]1( p&1).
(ii) If f (s)=kes&1, k1, then
lim
t  T*
(T*&t) u(t, x)= lim
t  T*
(T*&t) |u(t)|=
2
I
, (2.10)
uniformly on compact subsets of 0.
Remark 2.1. For f as in case (ii), Guo and Su [GS] obtained a less
precise but more general result. Namely, allowing a factor +(x)0,
+(x)0, in front of the nonlocal term, they prove (using comparison
techniques) that the blow-up set is exactly the support of the function +,
and that for each point x in the interior of [+>0], there exist some con-
stants C1 , C2>0 (depending on x), such that C1 (T*&t)u(t, x)
C2 (T*&t), as t  T*.
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Remark 2.2. The results of this section remain valid for more general
nonlinear functions in the nonlocal terms.
3. BOUNDARY LAYER
Throughout Sections 3 and 4, we denote
d(x)=dist(x, 0).
For the different types of source terms considered in Section 2, the follow-
ing result describes the behavior of the solution u near the blow-up time in
the boundary layer.
Theorem 3.1. Let u be a blowing-up solution of (2.2), (2.5), (2.6) or
(2.8), as described in Theorems 2.1(i), 2.2, 2.3(i) and 2.4. Then, for all K>0,
there exist some constants C2C1>0 and some t0 # (0, T*), such that u
satisfies
C1
d(x)
- T*&t
|u(t)|u(t, x)C2
d(x)
- T*&t
|u(t)| , (3.1)
for all (t, x) in [t0 , T*)_0 such that d(x)K - T*&t,
From the right hand side of (3.1), one deduces that the size of the
boundary layer is at least of order - T*&t near the blow-up time, in the
sense that u(t, x)=o( |u(t)|), as t  T* and d(x)- T*&t  0. However,
estimate (3.1) is not enough to conclude that the size of the boundary layer
is exactly of order - T*&t, in the sense that u(t, x)|u(t)|  1, as t  T*
and d(x)- T*&t  . For certain nonlinearities, the estimate (3.2) in the
following theorem, though not very sharp regarding the actual behavior of
the solution in the boundary layer, enables one to conclude that this is
indeed true.
Theorem 3.2. Let f (s)=s p and let u be a blowing-up solution of (2.2),
(2.6) or (2.8), as described in Theorems 2.1(i), 2.3(i), and 2.4(i). Assume
p>1 in case of Eq. (2.8), or 1<p<2 in case of Eqs. (2.2) and (2.6). Then
u satisfies the estimate
\1&C3 T*&td 2(x) + |u(t)|u(t, x), (3.2)
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in [t0 , T*)_0, for some constant C3>0 and some t0 # (0, T*). Therefore,
we have
u(t, x)
|u(t)| 
{
1,
0,
as t  T* and
d(x)
- T*&t
 
as t  T* and
d(x)
- T*&t
 0.
(3.3)
In other words, the size of the boundary layer decays like - T*&t.
Remark 3.1. Some slightly less precise estimates of the form (3.1) can
be obtained in the case of an exponential nonlinearity for Eqs. (2.3) and
(2.6). It will be observed that the asymptotic size of the boundary layer is
larger in this case. (See Proposition 4.8 and Remark 4.5 in Section 4.5.)
The next theorem shows that the result of Theorem 3.2 is still essentially
valid for the equation (2.5) with local damping term.
Theorem 3.3. Let u be a blowing-up solution of Eq. (2.5), as described in
Theorem 2.2, with 1<p<2. Then u satisfies the estimate
\1&=(t)&C3 T*&td 2(x) + |u(t)|u(t, x), (3.4)
where the function = satisfies limt  T* =(t)=0. Therefore (3.3) holds, so that
the size of the boundary layer decays like - T*&t.
In the case of a space-time nonlocal source with strong (exponential)
nonlinearity, we have the following slightly less precise result, which shows
that the size of the boundary layer is of order - T*&t up to a logarithmic
correction. (It is an open question whether this logarithmic correction is
actually necessary or not.)
Proposition 3.4. Let u be a blowing-up solution of Eq. (2.8) as described
in Theorem 2.4(ii). Then u satisfies the estimate
\1&C3 (T*&t) |log(T*&t)|d 2(x) + |u(t)|u(t, x), (3.5)
in [t0 , T*)_0, for some constant C3>0 and some t0 # (0, T*). Thus,
the size of the boundary layer decays like - T*&t up to a logarithmic
correction.
Remark 3.2. Note that the estimates (3.2), (3.4) and (3.5) hold in the
whole domain, and not only near the boundary. As compared with the
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results of Section 2, these estimates thus give improved lower bounds for
the asymptotic development of u(t, x) in the interior as t approaches T*.
Remark 3.3. The estimate (3.5) is still true for Eqs. (2.2) and (2.6) with
p=2. If p>2, an estimate similar to (3.2) is still valid, but we have to
replace the factor T*&t with (T*&t)1( p&1), so that the sharp behavior of
the size of the boundary layer is an open problem in this case.
4. PROOF OF BLOW-UP RESULTS VIA THE STUDY OF LINEAR
PROBLEMS WITH BLOWING-UP SOURCE
The problems under consideration (except for (2.5) which will require
some modifications of the method) can be written under the form
ut&2u=g(t), 0<t<T, x # 0
{u(t, x)=0, 0<t<T, x # 0 (4.1)u(0, x)=u0(x), x # 0,
with 0<T<, where the function g(t)0 will depend on the solution u.
On the other hand, if g is a given function, continuous on [0, T), locally
Ho lder continuous on (0, T), and if u0 # C0(0), then it is well-known (see
[Fr]) that (4.1) has a unique, classical solution u # C([0, T )_0 ) &
C1, 2((0, T )_0 ).
Throughout this section we denote
G(t)=|
t
0
g(s) ds and H(t)=|
t
0
G(s) ds, (4.2)
and C, C$, ... will denote various positive constants (possibly depending on
u), which value may vary from line to line, or even within the same line.
Also, we will sometimes use the notation utv, for limt  T u(t)v(t)=1.
4.1. Interior Estimates for the Linear Problem with Source
The key-step in establishing the results of Section 2 is the following
theorem.
Theorem 4.1. Assume that g is nonnegative, and let u # C 1, 2((0, T )_0 )
satisfy (4.1). Then we have
lim sup
t  T
|u(t)|= (4.3)
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if and only if
|
T
0
g(s) ds=. (4.4)
Furthermore, if (4.3) or (4.4) is fulfilled, then
lim
t  T
u(t, x)
G(t)
= lim
t  T
|u(t)|
G(t)
=1 (4.5)
uniformly on compact subsets of 0.
Remark 4.1. It was proved in [BBL, Theorem 4.1 p. 35] that the
assumption T0 g(s) ds= implies that u(t, x) blows up as t  T for all x
in 0.
Under additional assumptions, we also obtain the following property,
which illustrates the small influence of the diffusion on the asymptotic
behavior of u in the interior of 0. (This influence becomes significant only
in the boundary layersee Section 4.3.)
Proposition 4.2. Under the hypotheses of Theorem 4.1, assume further
that g is nondecreasing and that g # C1+$(0, T ) for some $>0. Then, if (4.3)
or (4.4) holds, we have
lim
t  T
ut(t, x)
g(t)
=1 and lim
t  T
2u(t, x)
g(t)
=0,
uniformly on compact subsets of 0.
In order to prove Theorem 4.1, we first derive a number of preliminary
facts on solutions of (4.1).
Lemma 4.3. Under the assumptions of Theorem 4.1, let us set
g (t)= sup
0st
g(s). (4.6)
Then
&C1&2u(t, x)max(g (t), C1) (4.7)
in [T2, T )_0 for some C1>0.
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Proof of Lemma 4.3. Since the right hand side of (4.1)1 is independent
of x, one easily deduces from standard parabolic regularity theory that
v#&2u is C in (0, T)_0, and v satisfies
{vt&2v=0,v(t, x)=g(t),
in (0, T)_0,
on (0, T )_0.
Since v is continuous on [T2, T )_0 and g0, the result follows from the
maximum principle, with C1=|2u(T2)| .
Lemma 4.4. Under the assumptions of Theorem 4.1, we have
&C2u(t, x)C2+G(t), (4.8)
in [T2, T )_0 , for some C2>0.
Proof of Lemma 4.4. Fix R>0 such that 0/B(0, R). By the (elliptic)
maximum principle, using the left hand side of (4.7) and taking
v

(x)=&C1
R2&|x|2
2N
as lower comparison function, we find that
u(t, x)&C1
R2
2N
,
which is the left part of (4.8).
Integrating the Eq. (4.1)1 between T2 and t # (T2, T ) yields
u(t, x)=u(T2, x)+G(t)&G(T2)+|
t
T2
2u(s, x) ds,
hence, by Lemma 4.2,
u(t, x)sup
0
u(T2)+G(t)+C1T=G(t)+C, (4.9)
for all x # 0, which is the right part of inequality (4.8).
Remark 4.2. For further reference, we note that in the case u0 #0, an
obvious modification of the above proofs shows that one may take C1=0
in (4.7) and C2=0 in (4.8). Moreover, these formulas are valid in
[0, T )_0.
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Proof of Theorem 4.1. From Lemma 4.4, it is clear that (4.3) implies
(4.4). Conversely, assume that (4.4) holds. Our aim is then to prove (4.5).
Let * be the first eigenvalue of &2 in 0 with homogeneous Dirichlet
conditions, and . the corresponding eigenfunction, such that .>0 in 0
and 0 .=1. Define
z(t, x)=G(t)&u(t, x)
and
;(t)=|
0
z(t, y) .( y) dy.
By Green’s formula, we have
;$(t)=|
0
(g(t)&ut(t, y)) .( y) dy=&|
0
2u(t, y) .( y) dy
=&|
0
u(t, y) 2.( y) dy=* |
0
u(t, y) .( y) dy
=&*;(t)+*G(t).
This equation is immediately integrated into
;(t)=;(0) e&*t+* |
t
0
e*(s&t)G(s) dsC(1+H(t)), (4.10)
where H is defined by (4.2). On the other hand, (4.8) implies that
inf
0
z(t, x)&C2 , (4.11)
for all t # [T2, T), which combined with (4.10) implies
|
0
|z(t, y)| .( y) dyC$(1+H(t)). (4.12)
On the other hand, by Lemma 4.3, we have
&2zC2 . (4.13)
We then use in a fundamental way the following lemma. (A more
accurate inequality will be given in Section 4.3 to obtain some boundary
estimates. However this one is sufficient for the purpose of Theorem 4.1.)
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Lemma 4.5. Let K\=[ y # 0; dist( y, 0)\]. Under the assumptions
(4.12) and (4.13), it holds
sup
x # K\
z(t, x)
C
\N+1
(1+H(t)).
Proof of Lemma 4.5. Fix x # K\ ({<), and define the function
w(t, y)=z(t, y)+
C2 |x& y|2
2N
, y # B(x, \)/0,
which is subharmonic by (4.13). By the mean-value inequality for subhar-
monic functions, it follows that
z(t, x)=w(t, x)
1
|B(x, \2)| |B(x, \2) w(t, y) dy, (4.14)
hence
z(t, x)
C
\N |B(x, \2) z(t, y) dy+C,

C
\N \1+|K\2 |z(t, y)| dy+ . (4.15)
On the other hand, it is well-known that
inf
K\
.c0 \,
where c0>0 depends only on 0 (smooth). This, together with (4.15) and
(4.12), implies that
z(t, x)
C$
\N+1 \1+|K\2 |z(t, y)| .( y) dy+

C$
\N+1
(1+H(t)),
and the lemma follows.
Completion of proof of Theorem 4.1. For t close enough to T, we have
G(t)>0 by (4.4), and by Lemma 4.5 and (4.8),
&
C2
G(t)
1&
u(t, x)
G(t)

C
\N+1
1+H(t)
G(t)
(4.16)
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for x in K\ . Since G is nondecreasing, it follows that for all =>0,
0
1+H(t)
G(t)

T&=0 G(s) ds,
G(t)
+=,
and using (4.4), we deduce that limt  TH(t)G(t)=0, so that (4.16) implies
(4.5). The proof is now complete. K
Proof of Proposition 4.2. First note that since g$0, we know from
Theorem 4.1 that
|
T
0
g$(s) ds= lim
t  T
A g(t) & g(0)=. (4.17)
Let v=ut . By the remark at the beginning of the proof of Lemma 4.3, 2u
is C in (0, T )_0. Therefore, v=2u+ g(t) # C1, 2((0, T )_0), and v
satisfies
{vt&2v= g$(t),v(t, x)=0,
in (0, T )_0,
on (0, T )_0.
(4.18)
Moreover, since g$ is locally Ho lder continuous, v is actually in
C1, 2((0, T )_0 ). We may thus apply Theorem 4.1 to the function v for the
Eq. (4.18), and by (4.17) the conclusion follows. K
4.2. Proof of Blow-up Results in the Nonlinear Case: Interior
Estimates
We are now in a position to establish the interior results of Section 2.
Proof of Theorem 2.1. (i) We apply Theorem 4.1 with
g(t)=\|0 |u(t, y)| r dy+
pr
. (4.19)
By (4.5) in Theorem 4.1, it follows that
\x # 0, lim
t  T*
|u(t, x)| rGr(t)=1.
Moreover, (4.8) in Lemma 4.3 implies that 0|u(t, x)| rGr(t)C in 0 for
t close enough to T*. By Lebesgue’s dominated convergence theorem, we
infer that 0 |u(t, y)| r dyt |0| Gr(t), as t  T*, hence G$(t)= g(t)t
|0| pr G p(t), or (G1& p)$t&( p&1) |0| pr. After integrating this equiv-
alence between t and T*, we obtain G(t)t[( p&1) |0| pr (T*&t)]&1( p&1).
The result finally follows by returning to (4.5).
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(ii) We need to be a little more careful in this case, since exponentia-
tion of equivalents is not permitted. Set g(t)=0 eu(s, y) dy and fix a com-
pact K//0 of positive measure. By Theorem 4.1, for t close enough to
T*, we have u(t, x)G(t)2 in K, hence
G$(t)=|
0
eu(t, y) dyCeG(t)2.
By a first integration, we obtain G(t)C$ |log(T*&t)| as t  T*, hence
H(t)C" in [0, T*). Now returning to the estimate (4.16) in the proof of
Theorem 4.1, we get
eG(t)e&C(1+H(t))dN+1(x)eu(t, x)CeG(t).
Integrating the right hand side over 0 and the left hand side over K yields
C$eG(t)g(t)=G$(t)C"eG(t).
By integrating in time between t and T*, we then obtain
|log(T*&t)|&C1G(t)|log(T*&t)|+C2 , (4.20)
which gives the desired result. Note for further reference that we also have
k1 (T*&t)&1g(t)k2 (T*&t)&1. K (4.21)
Proof of Theorem 2.2. It requires some modifications of the arguments
from the proof of Theorem 4.1 which we briefly sketch. Set
g(t)=|
0
u p(t, y) dy and G(t)=|
t
0
g(s) ds.
By the strong maximum principle, we have u(t, x)>0 in 0 for t>0. By
a similar argument as in the beginnning of the proof of Lemma 4.3, it
follows that u is smooth in (0, T*)_0. Setting v=2u and taking the
Laplacian of Eq. (2.5) then yields
vt&2v=&q(uq&1v+(q&1) uq&2 |{u|2)&quq&1v in (0, T*)_0,
with v(t, x)=&g(t)0 on the boundary. Therefore, by the maximum
principle, v cannot achieve an interior positive maximum, so that 2u is
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bounded above. The proof of Lemma 4.4 is then still valid, hence (4.4) and
(4.8). Next, arguing as in the proof of Theorem 4.1, we obtain
;$(t)* |
0
u(t, y) .( y) dy+|
0
uq(t, y) .( y) dy,
which yields
;(t)C \1+H(t)+|
t
0
|
0
uq(s, y) dy ds+ .
But Ho lder’s inequality implies that
|
t
0
|
0
uq(s, y) dy ds\|
t
0
|
0
u p(s, y) dy ds+
qp
(T* |0| )1&(qp)
#K(t)=o(G(t)),
as t  T*. Changing H(t) into H(t)+K(t), we see that (4.12) and (4.13)
remain valid, and we may apply Lemma 4.5 to obtain (4.5). We then con-
clude in a similar way as in the proof of Theorem 2.1. K
Proof of Theorem 2.3. We apply Theorem 4.1 with
g(t)= f (u(t, x0(t))).
Since x0 is continuous, x0(t) remains in a compact K//0 for t # [0, T*],
hence, by (4.5) in Theorem 4.1, u(t, x0(t))tG(t), as t  T*.
In the case f (s)=s p, we deduce that G$(t)= g(t)tG p(t) and the result
follows by integration.
In the case f (s)=es, the proof is similar to that of Theorem 2.1 (ii). K
Remark 4.3. In the radially symmetric case, with f (u)=u p and
x0(t)#0, it is possible to obtain the conclusion of Theorem 2.3 by the
scaling technique of Weissler [W2]. However this method does not seem
to provide the boundary estimates of Section 3.
Proof of Theorem 2.4. Set
h(t)=|
t
0
|
0
;( y) u(s, y) dy ds and g(t)= f (h(t)).
By Proposition 4.2, since the function g is nondecreasing and locally C1+$,
we have limt  T* ut(t, x)g(t)=1 in 0. Also, since g is nondecreasing and
goes to  as t  T*, the estimate (4.7) in Lemma 4.3 implies that
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0ut(t, x)g(t)2 in 0 for t close enough to T*. Therefore we may apply
the dominated convergence theorem to obtain
h"(t)=|
0
;( y) ut(t, y) dytIg(t)=If (h(t)) (4.22)
(all the equivalents being understood as t  T*). Now consider for
instance case (i). Multiplying (4.22) by h$0 and integrating yields
h$(t)t\ 2Ip+1+
12
h( p+1)2, (4.23)
hence (h&( p&1)2)$t( p&1)2(2I(p+1))12. By a further integration, we
obtain
h(t)t\ 2p&1+
2( p&1)
\p+12I +
1( p&1)
(T*&t)&2( p&1). (4.24)
Since G(t)tI&1h$(t) by (4.22), the estimate (2.9) follows by combining
(4.23), (4.24) and (4.5) from Theorem 4.1. Case (ii) is handled similarly. K
4.3. Boundary Estimates for the Linear Problem with Source
We return to the problem (4.1), and introduce the following definition.
Definition 4.1. We say that g is standard, if it satisfies the following
power-like growth assumptions
k1(T&t)&1g(t)G(t)k2(T&t)&1, as t  T, (4.25)
for some constants k2k1>0.
Note that if g is standard, then C1(T&t)&(k1+1)g(t)C2(T&t)&(k2+1)
as t  T, so that in particular T0 g(s) ds=. Conversely, g is standard
whenever, for instance, c1(T&t)&:g(t)c2(T&t)&: as t  T, for some
:>1 and c2c1>0.
We then have
Theorem 4.5. Under the assumptions of Theorem 4.1, assume that g is
standard. Then, for all K>0, there exist some constants C2C1>0 and
some t0 # (0, T ), such that u satisfies the estimate
C1
d(x)
- T&t
G(t)u(t, x)C2
d(x)
- T&t
G(t), (4.26)
for all (t, x) in [t0 , T )_0 such that d(x)K - T&t.
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We also have the following estimate which is useful to determine the size
of the boundary layer.
Theorem 4.6. Let g be nonnegative, continuous on [0, T ), Ho lder con-
tinuous on (0, T ). Let u0 # C0(0), and u be the solution of (4.1). Then we
have
G(t)&C3
1+H(t)
d 2(x)
u(t, x), (4.27)
in [0, T )_0 for some C3>0, where H(t)= t0 G(s) ds. In particular, if G is
standard (that is, if (4.25) holds with G and H instead of g and G), then
|u(t)| \1&C4 T&td 2(x)+u(t, x), (4.28)
in [t0 , T )_0, for some C4>0 and some t0 # (0, T ).
Remarks 4.4. (a) If one assumes only the left (resp. right) hand side
of (4.25) in Definition 4.1, then the lower (resp. upper) estimate in (4.26)
is still true.
(b) The proof of Theorem 4.5 relies on the construction of suitable
sub- and supersolutions. If the function g is not standard, these arguments
can still be adapted to yield some estimates of u in the boundary layer, but
the lower and upper estimates will then usually not be of the same order.
(c) In subsection 4.5, we give an alternative approach to obtain
upper estimates of the type of (4.26).
Proof of Theorem 4.5. Step 1. We first claim that we need only con-
sider the case u0 #0. Indeed, for general u0 , u may be decomposed as
u=et2u0+U, where U solves Ut&2U= g(t) with 0 initial and boundary
values. Since 0 is assumed to be smooth, it is well known that et2u0 is
smooth up to the boundary for t>0. In particular, for all =>0,
|et2u0 |Cd(x)=d(x) G(t)- T&t, for all x # 0 and t close enough to T.
The claim follows.
Step 2. We prove the lower estimate when u0=0. The basic idea is
to seek a suitable subsolution.
Since 0 is smooth, 0 satisfies a uniform interior and exterior sphere
condition (see, e.g., [GT, p. 28]), i.e., for some R

, R >0 depending only on
0, and for each point ! # 0, there exist some balls Bi(!) of radius R

and
Be(!) of radius R such that Bi(!) & 0C=[!]=Be(!) & 0 .
Now fix x0 # 0. Let ! # 0 be such that d(x0)=|x0&!|, and let B be the
ball containing Bi(!), tangent to both Bi(!) and Be(!), of radius
392 PHILIPPE SOUPLET
R=max(R

, d(x0)). By the definition of d(x0), it is clear that B/0 and that
d(x0)=d(x0 , B), with R

Rdiam(0). Without loss of generality, we
may also assume that B is centered at the origin. Define the time-space
domain D=[0, T)_B , and divide D into two sub-regions as follows:
{
D1 : 0$(x)<
R
2 - T
- T&t
D2 : $(x)
R
2 - T
- T&t,
(4.29)
where $(x)=R&r, r=|x|. We next define
v(t, x)={
4G(t)
$(x)
- T&t \
R
- T
&
$(x)
- T&t+
G(t)
R2
T
in D1
in D2 .
(4.30)
It is clear that throughout D, v is C1 in t and x, and piecewise C 2, hence
H2, in x. Moreover, v(0, x)=0 in B and v(t, x)=0 for x # B. One then
computes
4G(t)
T&t
$(x)
- T&t \
R
2 - T
&
$(x)
- T&t+
v(t, x)={ +4g(t) $(x)- T&t \ R- T& $(x)- T&t+ in D1 (4.31)g(t) R2
T
in D2 .
We have
vr(t, x)=vrr(t, x)=0 in D2 , (4.32)
while in D1 (where rR2), we find that
vr(t, x)=
4G(t)
- T&t \
&R
- T
+
2(R&r)
- T&t +
and
vrr(t, x)=
&8G(t)
T&t
,
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so that
&2v(t, x)=&vrr&
N&1
r
vr
4G(t)
T&t \2+
N&1
r
R
- T
- T&t+

8NG(t)
T&t
in D1 .
Therefore, we get
vt&2v{
G(t)
T&t
R2
4T
+ g(t)
R2
T
+
8NG(t)
T&t
g(t)
R2
T
in D1
in D2 .
Using the fact that g is standard, it follows that
vt&2vC(R) g(t) in D,
where C(R)=R2T+(8N+R24T ) k&11 . Therefore, C(R)
&1 v is a subsolu-
tion in D, and since u0, the maximum principle implies that
uC(R)&1 v in D. On the other hand, for any K>0, we have
v(t, x){
2R
- T
G(t)
$(x)
- T&t
,
R2
T
G(t)
R2
TK
G(t)
$(x)
- T&t
,
if
$(x)
- T&t

R
2 - T
if
R
2 - T

$(x)
- T&t
K.
Since d(x0)=d(x0 , B)=$(x0), we deduce that if d(x0)K - T&t, then
u(t, x0)C1 G(t)
d(x0)
- T&t
,
with
C1=
min(2R- T, R2TK)
R2T+(8N+R24T ) k&11
C(T, K, N, k1)
min(R, R2)
1+R2
C(T, K, N, k1) min(R

2, diam&1(0))),
where we have used R

Rdiam(0). Therefore, C1 can be chosen
independent of x0 , and the desired lower estimate follows.
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Step 3. We prove the upper estimate when u0=0. To do so, we show
that the function v of Step 2, suitably modified and mutiplied by a large
constant, becomes a supersolution.
Fixing x0 # 0, and keeping the notation of Step 2, we now set
D=[0, T )_B$c, with B$=Be(!) the exterior ball, of radius R , associated
with !, where ! # 0 is such that d(x0)=|x0&!|. It is clear that d(x0)=
d(x0 , B$) and we may again assume that B$ is centered at the origin. Con-
sider the function v defined by (4.30), where now $(x)=r&= and R=R N,
and where D1 , D2 are still defined by (4.29). Formulae (4.31) and (4.32)
are unchanged, whereas in D1 we now have
vr(t, x)=
4G(t)
- T&t \
R
- T
&
2(r&=)
- T&t+
and
vrr(t, x)=
&8G(t)
T&t
,
so that
&2v(t, x)
4G(t)
T&t \2&
N&1
R
R
- T
- T&t+4G(t)T&t in D1 .
Therefore, we get
vt&2v{
4G(t)
T&t
R2
T
g(t)
in D1
in D2 .
Using the fact that g is standard, we find that vt&2vC$(R )g(t) in D,
where C$(R )=min(4k&12 , R
2N&2T&1). It follows that C$(R )&1v is a super-
solution in D, hence in [0, T )_0, and the maximum principle implies that
uC$(R )&1v, so that
u(t, x0)C2 G(t)
d(x0)
- T&t
in [0, T ),
with C2=2R N &1T&12C$(R )&1. This proves the upper estimate. K
Proof of Theorem 4.6. Step 1. To prove (4.27), we claim that, as in
Theorem 4.5, we need only consider the case u0 #0. Indeed, for general u0 ,
write u=et2u0+U as before. Since 0 is bounded and H(t)0, we deduce
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that for C large enough, |et2u0 | |u0 |C (1+H(t))d 2(x) for all
x # 0; the claim follows.
Step 2. We first consider the case when 0 is a ball BR (and u0 #0),
for which we prove the following version of (4.27),
G(t)&C(N)
H(t)
d 2(x)
u(t, x), (4.33)
where the constant C(N) depends only on the dimension N. To prove
(4.33), it suffices to establish the following inequality, which is an improved
version of Lemma 4.5,
sup
x # K\
z(t, x)
C(N)
\2
H(t), (4.34)
where z(t, x)=G(t)&u(t, x) and K\=[ y # 0; dist( y, 0)\].
First note that u(t) is radially symmetric for all t. Fix x in K\ . By (4.14)
and Remark 4.2, for all t # [0, T ), we have
0z(t, x)
C1(N)
\N |B(x, \2) z(t, y) dy.
If \R2, then
0z(t, x)
C2(N) R1&N
\ |K\2 z(t, y) dy. (4.35)
Next suppose that \<R2, hence R2|x|R&\. By switching to polar
coordinates, with z(t, y)=z(t, r), r=| y|, we may write
|
B(x, \2)
z(t, y) dy=|
|x|+\2
|x| &\2
z(t, r) M(r) dr,
where M(r)=Surf(B(x, \2) & S(0, r))Surf(S(x, \2))C3(N) \N&1. It
follows that
0z(t, x)
C4(N)
\ |
R&\2
R4
z(t, r) dr
C5(N) R1&N
\ |
R&\2
R4
z(t, r) rN&1 dr,
so that (4.35) is true in all cases. On the other hand, since u0 #0, by (4.10)
and Remark 4.2, we have
|
0
z(t, y) .( y) dy*H(t), (4.36)
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where * and . are the first eigenvalue and normalized positive Dirichlet
eigenfunction of &2 in BR . By straightforward scaling arguments, we have
*=C6(N) R&2 and inf
K\2
.C7(N) R&(N+1)\. (4.37)
The inequality (4.34) then follows by combining (4.35), (4.36), and (4.37).
Step 3. Proof of (4.27) in case of a general domain 0 (with u0 #0).
Fix x0 # 0 and let B/0 be a ball such that d(x0)=d(x0 , B).
Let u

be the solution of u
 t
&2u

= g(t) in (0, T )_B, with 0 initial and
boundary conditions. The maximum principle implies that uu

. Since
d(x0)=d(x0 , B), the conclusion follows from (4.33) in Step 2.
Step 4. Proof of (4.28). By formula (4.5) in Theorem 4.1 and (4.8) in
Lemma 4.3, we have
|u(t)|&CG(t)2 |u(t)| , (4.38)
for t close enough to T. Combining (4.27), (4.38), the boundedness of 0,
and the fact that G is standard, it follows that, for t close enough to T,
u(t, x)|u(t)|&
C3 (1+H(t))
d 2(x)
&C
|u(t)|&
C$H(t)
d 2(x)
|u(t)|&C$k&11 (T&t)
G(t)
d 2(x)
|u(t)| \1&2C$k
&1
1 (T&t)
d 2(x) + ,
hence (4.28). K
4.4. Proof of Blow-up Results in the Nonlinear Case: Boundary Estimates
Proof of Theorem 3.1. Let us first consider the case of Eq. (2.2). The
corresponding function g is defined by (4.19), and it easily follows from the
blow-up estimate in Theorem 2.1 and from the note after Definition 4.1
that g is standard. The estimate (3.1) is then a direct consequence of
Theorem 4.5. The same argument applies for Eqs. (2.6) and (2.8) with
f (s)=s p, p>1.
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In the case of Eq. (2.5), by letting g(t)=0 u p(t, y) dy, it follows from
Theorem 2.2 that u satisfies
1
2 g(t)ut&2ug(t)
in [T0 , T*)_0 for T0 sufficiently close to T*. The maximum principle
thus implies that vuw in [T0 , T*)_0, where v and w solve vt&2v=
1
2 g(t) and wt&2w= g(t) in [T0 , T*)_0 with 0 boundary values, and
initial conditions v(T0)=w(T0)=u(T0). Since the blow-up estimate in
Theorem 2.2 implies that g is standard, we deduce from Theorem 4.5 that
v and w, hence u, satisfy the desired estimates. K
Proof of Theorem 3.2. In the case of Eqs. (2.2), (2.6) and (2.8), with the
specified values of p, one checks that the corresponding functions G are
standard. The result thus follows from Theorem 4.6. K
Proof of Theorem 3.3. Observe that, for all =>0, u satisfies
ut&2u(1&=) g(t)
in [T= , T*)_0 for T= sufficiently close to T*. Using the same comparison
argument as in the proof of Theorem 3.1, the conclusion follows from
Theorem 4.6. K
Proof of Proposition 3.4. The blow-up estimate in Theorem 2.4(ii)
implies that the corresponding functions G(t) and H(t) respectively behave
like (T*&t)&1 and |log(T*&t)|. It then suffices to apply (4.27) in
Theorem 4.6. K
4.5. An Alternative Approach to Upper Boundary Estimates
The proof of Theorem 4.5 relies on the construction of suitable sub- and
supersolutions. If the function g is not standard, these arguments can still
be adapted to yield some estimates of u in the boundary layer, but the
lower and upper estimates will then usually not be of the same order. We
here give an alternative approach to obtain upper estimates of the type of
(4.26). This method is completely different, and relies on some interpola-
tion arguments, instead of comparison arguments. When g is standard (and
nondecreasing), this method gives the same (optimal) upper estimates as
the comparison method. In some cases when g is not standard, this method
yields some upper estimates which are more precise than those obtained by
adapting the comparison arguments of the proof of Theorem 4.5 (see
below). However, this approach does not seem able to provide lower
boundary estimates.
First, for the linear problem with source (4.1), we have the following
general result.
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Proposition 4.7. Under the assumptions of Theorem 4.1, there exist a
constant C>0 and some t0 # (0, T ), such that u satisfies the estimate
u(t, x)C d(x) - g (t) G(t)
in [t0 , T )_0, where g (t)=sup0st g(s).
Note that if g is standard and nondecreasing, one exactly recovers the
inequality u(t, x)CG(t) d(x)- T&t, that is the right hand side of (4.26).
As an application, we obtain the following estimate for the equations
(2.3) and (2.6) with exponential nonlinearity.
Proposition 4.8. Let u be a blowing-up solution of (2.3) or (2.6), as
described in Theorems 2.1(ii) and 2.3(ii). Then there exist C2>0 and
t2 # (0, T*), and for all K>0, there exist C1=C1(K)>0 and t1=t1(K) #
(0, T*), such that u satisfies
C1
d(x)
- T*&t
u(t, x)C2 d(x) |log(T*&t)|T*&t , (4.39)
where the upper estimate is satisfied in [t2 , T*)_0, and the lower estimate
holds for all (t, x) in [t1 , T*)_0 such that d(x)K - T*&t.
Remark 4.5. Using Theorems 2.1(ii) and 2.3(ii), the upper estimate in
(4.39) can be rewritten as
u(t, x)C3
d(x)
- (T*&t) |log(T*&t)|
|u(t)| .
In particular, we have u(t, x)=o( |u(t)|), as t  T* and
d(x)
- (T*&t) |log(T*&t)|
 0.
This shows that in the case of a strong (exponential) nonlinearity for
Eq. (2.3) or (2.6), the size of the boundary layer is at least of order
- (T*&t)|log(T*&t)| near the blow-up time, hence larger than in the
case of a power nonlinearity.
For the proof of Proposition 4.7, we need the following simple interpola-
tion lemma for radial functions in annular domains.
Lemma 4.9. Let 0=[x # RN; =<|x|<R] and let v # C2(0) & C(0 ) be
a radial function such that v=0 on 0. Then
|{v| 4 \1+N&1N (R=)N+
12
|v| 12 |2v|
12
 .
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Proof of Lemma 4.9. Set l=R&= and write v=v(r). By Taylor’s
formula, for all =<r, r+h<R, we have v(r+h)&v(r)=hv$(r)+
(h22) v"(r+%h) for some 0<%<1, hence
|v$|
2
h
|v|+
h
2
|v"| , for all h # (0, l2).
Let k=2 |v| 12 |v"|
&12
 . If k<l2, the choice h=k yields |v$|2 |v|
12

|v"| 12 . Assume kl2, that is |v"| 16l
2 |v| . Since v(=)=v(R)=0, we
have v$(r0)=0 for some r0 # (=, R), so that we obtain
|v$|l |v"|l |v"| 12
4
l
|v| 12 .
In all cases, one then has
|v$|4 |v| 12 |v"|
12
 . (4.40)
On the other hand, since 2v=r1&N(rN&1v$)$, and v$(r0)=0, we get by
integration
rN&1 |v$(r)|
RN
N
|2v| ,
for all r # (=, R), hence
|v"(r)|= }2v (r)&N&1r v$(r) }
\1+N&1N (R=)N+ |2v| . (4.41)
The Lemma follows by combining (4.40) and (4.41).
Proof of Proposition 4.7. By the argument in Step 1 of the proof of
Theorem 4.5, it suffices to prove the result for u0 #0.
When u0 #0, we know from Lemmas 4.3, 4.4, and Remark 4.2 that
|2u(t)|g (t) and |u(t)|G(t). (4.42)
In the case when 0 is an annular domain, the result thus follows by
combining (4.42) with Lemma 4.9.
In the general case, as in Step 3 of the proof of Theorem 4.5, fix a point
x0 # 0 and a ball B$ of radius R (independent of x0), such that
d(x0)=d(x0 , B$). Let a be the center of B$, R=diam(0), and define the
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annular domain 0$=[x # RN; R <|x&a|<R+R ]#0. The result then
follows by comparing u with the solution of (4.1) in (0, T)_0$. K
Proof of Proposition 4.8. The upper estimate is an immediate conse-
quence of Proposition 4.7, and estimates (4.20) and (4.21) in the proof of
Theorem 2.1(ii) (a similar estimate is valid for Eq. (2.6)).
Using the fact that g(t)C(T&t)&1 by (4.21), the lower estimate can be
proved along the lines of the proof of Theorem 4.5, by checking that there
is a subsolution of the form:
v(t, x)={
4C1
$(x)
- T&t \
R
- T
&
$(x)
- T&t+
C1 G(t)
R2
T
in D1
in D2 .
K
Remark 4.6. Let us briefly illustrate the difference in the upper
estimates obtained by comparison (Theorem 4.5) or by interpolation
(Proposition 4.7), when g is not standard. For Eqs. (2.3) and (2.6) with
f (s)=es, by (4.20) and (4.21), one notices that the upper inequality in
(4.25) is still true. From Remark 4.4(a), one then deduces the inequality
u(t, x)C d(x) |log(T*&t)|- T*&t, which is weaker than (4.39),
obtained by interpolation.
5. SOME REMARKS ON THE CAUCHY PROBLEM FOR
LOCALIZED REACTIONS
It is proved in [CPY, Theorem 2.2] that the solution of the Cauchy
problem
{
ut&2u=u p(t, x0(t)),
u(0, x)=u0(x)0,
0<t<T, x # RN
x # RN,
(5.1)
in the case x0(t)#0, blows up in finite time if u0C>0. We here prove
that this is actually true for any nontrivial nonnegative u0 . In other words,
the Fujita critical exponent for this problem is pc=.
Theorem 5.1. Let x0 : R+  RN be Ho lder continuous. For any
u0 # CB(RN), with u00, u0 0, the solution of (5.1) blows-up in finite time.
Moreover, we have the estimate
[( p&1)(T*&t)]&1( p&1)&Cu(t, x)[( p&1)(T*&t)]&1( p&1)+C,
(5.2)
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in [0, T*)_0 for some C>0. Thus, the blow-up rate is global and uniform
in all RN.
Remark 5.1. The result in [CPY] is stated for more general non-
linearities. In fact, the first conclusion of Theorem 5.1 remains valid with
f (u) instead of u p, under the assumptions f (s)>0, \s>0, f nondecreasing,
1 dsf (s)<, and f locally Lipschitz (this is proved below), and the
analogue of estimate (5.2) can also be proved.
Proof of Theorem 5.1. Define v

(t, x)=v

(t)=t0 f (u(s, x0(s))) ds, and
v =v

+C, with C=|u0 | . The functions v
and v satisfy
v
 t
&2v

=v t&2v = f (u(t, x0(t)))=ut&2u,
with v

(0, x)=0u0(x)v (0, x). Therefore, by the maximum principle,
v

uv as long as u exists. In particular, we get
u(t, x0(t))|
t
0
f (u(s, x0(s))) ds,
hence v

$(t)= f (u(t, x0(t))) f (v
(t)) since f nondecreases. Moreover, since
u0 0, we have u(t, x0(t))>0, hence v
(t)>0 for all t # (0, T*) by the
strong maximum principle. The assumption 1 dsf (s)< then easily
implies blow-up.
To prove the estimate (5.2) (in the case f (s)=s p for simplicity), it
suffices to integrate the inequalities v

$v

p and v $v p between t and T*,
and to apply v &C=v

uv =v

+C. K
By contrast, consider the following variant
{
ut&2u=u p&q(t, 0) uq(t, x),
u(0, x)=u0(x)0,
0<t<T, x # RN
x # RN,
(5.3)
with p>q1. This equation (more generally with a moving source and an
additional local damping term) was studied in [S1] in a bounded domain.
The closely related equation ut&2u=&u(t)& p&qr u
q(t, x), with 1r,
was studied in [DKL, D, S1] in a bounded domain. In particular, in the
case r=, interesting results were obtained in [D] concerning the
influence of the values of p and q on the size of the blow-up set.
For the Cauchy problem (5.3), we prove the following Fujita critical
exponent result.
Theorem 5.2. Assume that u0 # CB(RN) with u00. Let p>q1 and
pc=1+2N.
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(i) If 1<ppc , then all nontrivial solutions of (5.3) are nonglobal.
(ii) If p>pc , then there exist both small global solutions and nonglobal
solutions.
Proof of Theorem 5.2. First of all, since the nonlinearity is not
necessarily locally Lipschitz (if p&q<1), it is not clear whether the com-
parison principle applies in all cases. However, it applies if one of the two
functions has its central value bounded away from zero.
Let v be the solution of vt&2v=0, t>0, such that v(0)=u0 . By the
maximum principle for the linear heat equation, it follows that uv as
long as u exists. Moreover, picking = # (0, T*(u)), we have v(=)w0 , where
w0 is some Gaussian. Now, let w be the solution of wt&2w=w p&q(t, 0)
wq(t, x), t>=, such that w(=)=w0 . Since uv>0 in (0, )_RN by the
strong maximum principle, it follows that u(t, 0) is bounded away from
zero on each interval [=, T], with =<T<T*(u). By the remark at the
beginning of the proof, we may then apply the comparison principle to
deduce that uw for t=, as long as u exists. On the other hand, since w0
is radially symmetric nonincreasing, it follows that w(t) also is radially
symmetric nonincreasing for all t, so that w satisfies
wt&2ww p(t, x), t>0, x # RN.
By the classical Fujita result for the local problem wt&2w=w p (see [F]
for p<pc , and, e.g., [W1] for p= pc), it is known that w blows up if
ppc , so that u also must blow-up. In the case p>pc , it is known that w
blows up if w0 is sufficiently large (or more precisely if we start from some
large multiple of w0). But it is clear from the above argument that if u0 is
changed into some large multiple *u0 , then one may also take *w0 instead
of w0 . This guarantees the blow-up of u for large u0 .
To prove the existence of positive global solutions when p>pc , one can
check by direct calculation that
z(t, x)=C(t+1)&1( p&1) exp(&|x| 24(t+1)), t>0, x # RN,
is a supersolution for p>pc and
C=\N2 &
1
p&1+
1( p&1)
.
Since z(t, 0) is bounded away from 0 on all finite interval [0, T],
the comparison principle then implies that u is global whenever 0
u0(x)z(0, x). K
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Remark 5.2. When q=1, the Eq. (5.3) can be solved explicitly. Indeed,
the function z(t)#u(t, x) exp[&t0 u
p&1(s, 0) ds] satisfies zt&2z=0, so
that z(t)=et2u0 . An easy calculation then yields
u(t, x)=
et2u0
[1&( p&1)  t0 (e
s2u0 ) p&1 (0) ds]1( p&1)
, (5.4)
as long as the denominator remains positive.
From the expression (5.4), it follows that T*= if and only if
I#|

0
(es2u0 ) p&1 (0) ds1( p&1). (5.5)
If this inequality is strict, then u(t, x)t(1&( p&1)I )&1( p&1) es2u0 , as
t  . Moreover, one can retrieve the result of Theorem 5.2 in the
particular case q=1 by combining (5.5) with the fact that
lims   (4?s)N2 es2u0(0)=|u0| L1.
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