Abstract. A system of multivariate orthogonal polynomials satisfies a matrix equation which plays the role of a three-term relation of the orthogonal polynomial of one variable. However, unlike the case of one variable, there does not exist a second solution of this matrix equation that is linearly independent to the orthogonal polynomials. In particular, there is no analogy of the associated polynomials in several variables.
Introduction
Let Yld be the set of polynomials of total degree n in d variables, and n"* be the set of all polynomials in d variables. Let r" -r% denote rndim n^-dim n^ . For x, £ R we consider the multiparameter finite difference equations where Akj and Bki are matrices of size rf x rf.+l and rf x rf, respectively,
and Yk e Rd . We assume that the matrices Ak ¡ satisfy a rank condition, (1.3) TankAk = rk+x, Ak = (A%tl\,..., \Ald)T.
This system of equations appears very naturally in the study of multivariate orthogonal polynomials. It is well known that ( 1.4) has another solution which corresponds to the initial conditions
This solution, denoted by {qk} , is customarily called the solution of associated polynomials, or polynomials of the second kind. Together, these two solutions of (1.4) share many interesting properties, and qn plays a very important role in areas such as problems of moment, the spectral theory of the Jacobi matrix, Páde approximations, and continuous fractions (cf. [1, 2, 5] ).
Inspired by the success and importance of the associated polynomials, we naturally look for their generalization in several variables, and expect that other linearly independent solutions of ( 1.1 ) should exist and play the role. However, it turns out surprisingly that (1.2) has no other solutions apart from the system of orthogonal polynomials. This is the main result of this paper, which we formulate as follows. This result reflects an essential difference between orthogonal polynomials of one variable and several variables. It shows that there is no analogy of the associated polynomials in several variables. There is another way of formulating this problem. The solution of (1.1) can be viewed as joint eigenvectors of a family of linear operators defined on I2. These operators are defined as block Jacobi matrices, i.e., block tridiagonal matrices, with Bk ¡ on the main diagonal and Ak , on the subdiagonals. The structure of ( 1.1 ) allows us to use the operator theory for a commuting family of selfadjoint operators to study the joint spectrum of the block Jacobi matrices (see [7, 8, 9] ). From this point of view, Theorem 1 reflects the fact that the joint spectrum is much more stringent.
Proof
For properties of multivariate orthogonal polynomials we refer to [3, 4, [6] [7] [8] [9] and the references therein. Here we need Favard's theorem. Theorem 2. Let {Pk}£i0, F0 = 1, be a sequence in Ud. Then the following statements are equivalent: This theorem is proved in its present form in [6, 7] ; it improves the earlier version of Kowalski [4] by using the rank condition. From this theorem, we have that the solution P in Theorem 1 is orthogonal with respect to a square linear functional 2C. Since the three-term relation allows us to compute the matrices ^(x^P^P^), m = k-l ,k ,k + l ,in two different ways, we have that the coefficient matrices of (1.1) satisfy However, x, and x, are independent variables. We see that Yx must be a function of x ; moreover, it has to satisfy (2.9)
where h is a function of x. Substituting (2.9) into (2.8), we obtain that b¡ = B0<i. The case h(x) = 1 corresponds to the orthogonal polynomial solution P. Since Dq = AqX , we have from (1.5)
Since P is a solution of the equation (1.1) with the initial condition (1.5), we have from (2.7) that AXj(Xj¥2-B2J¥2-Alj¥x) = AXJ(xi¥2-B2J¥2-Ali¥x).
Using this equation and the formulas we derived for Yx and Y2, we obtain from (2.7) with k = 2 that Ax,i(XjI -B2J)Fxihix) -To) = Ax jixj -B2J)Fxihix) -Y0).
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If T0 = h(x), then we have from (2.5) and (2.10) that Yk = hix)¥k for all k > 0, which is the conclusion of the theorem. We now assume that /z(x) ^ Yq . Thus, h(x) -To is a nonzero number, and we have from the previous formula
