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Abstract
Communication technology is a major contributor to our lifestyles. Improving the
performance of communication system brings with various benefits to human beings.
This report covers two typical such systems: wireless sensor networks and cellular
networks. Both relate to peoples lives closely. For example, people can use wireless
sensor networks to get a better understanding of the environment; and use cellular
networks to contact with others. We study the influence of mobility in these two
networks. In wireless sensor networks, we consider the usage of mobile sinks to
collect sensory data from static nodes. The mobile sinks can be attached to robots
or vehicles. For the former case, we consider the non-holonomic model and propose a
path planning algorithm. The generated paths are smooth, collision free, closed, and
letting all the sensory data be collected. For the latter case, we design data collection
protocols for a single mobile sink which aim at balancing the energy consumption
among sensor nodes to improve the network lifetime. We also design an algorithm
for multiple mobile sinks to collect urgent sensory information within the allowed
latency.
Regarding the mobility in cellular networks, we mean the service providers are
mobile. Conventional approaches usually consider how to optimally deploy static
base stations according to a certain metric, such as throughput. However, due to
the explosive demands, it will be difficult to satisfy the user requirements by the
current facilities. Base station densification is a solution, but it is not cost efficient,
because of the high prices of renting sites and backhaul links. Introducing mobility
is to let the base stations fly in the sky, resulting in less investment. We consider
one of the key issues of using drones to serve cellular users: drone deployment. From
simple to complex, we study how to deploy a given number of drones in the area of
interest to maximize the served user number; and what is the minimum number of
drones and their placements to serve all the users.
We have implemented all the proposed algorithms by either simulations or ex-
periments, and the results have confirmed the effectiveness of these approaches.
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1.1 Communication Networks
Communication technology is a major contributor to our lifestyles. With regard
of communication, data travels from devices to information sinks, and vice verse.
Existing techniques to realize such communication pattern include wireless sensor
networks, cellular network, etc. A traditional wireless sensor network consists of one
or several static sinks and a set of static sensor nodes. With the years of develop-
ment, it is found that the hop spot issue is in essence unavoidable in the traditional
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wireless sensor networks. In order to tackle this issue, mobility (mobile sinks) has
been introduced to wireless sensor networks. Cellular network is another type of
communication networks, where cellular users are in essence mobile. Conventional
cellular networks usually use base stations to provide service to users. Users may
experience bad service if a large amount of users request data simultaneously. One
promising solution is to deploy Unmanned Aerial Vehicles (UAVs), represented by
drones, airships or balloons, to serve as flying base stations. Consider both wire-
less sensor networks with mobile sinks and cellular networks with drones under the
framework of mobile networks, the mobile sinks and drones can be regarded as
servers, and the sensor nodes and cellular users can be treated as users. The major
difference between these networks is that the users in wireless sensor networks are
sensor nodes, which are mostly static; while the users in cellular networks are mo-
bile. This report studies how to improve system performance by using mobility in
these networks.
1.1.1 Wireless Sensor Networks
Wireless sensor networks (WSNs), a multidisciplinary research area, were primar-
ily motivated by military applications. Benefiting from technological development,
the production cost of sensor nodes created interest in diverse applications, such
as habitat monitoring [1], important machine operation monitoring [2], industrial
process control [3], intrusion detection [4], disaster management [5], etc. A WSN,
consisting of a number of distributed autonomous sensor nodes, has been regarded
as a promising means to collect diverse information sources from the physical world,
such as temperature, motion, seismic waves, and many others, which definitely helps
people to have a better understanding of the environment.
Research activities conducted on WSNs can be categorized into three groups:
application domain, hardware design and software development. According to var-
ious application domains, the requirements of hardware and software in different
WSNs may be varying from each other.
In terms of hardware, the focus is on the production of the main components
of a sensor node such that it can reliably work. Typically, an autonomous sensor
node is composed of: sensor(s); memory; controller; transceiver; and power source.
The main component of a sensor node is the sensor(s), which is to detect the nearby
environment and the type(s) of the sensor(s) is application depended. A sensor node
usually periodically senses the environment and the information can be transmitted
out to others or stored locally in the memory. The controller performs the pre-
configured tasks, processes the sensory data and controls the functionality of other
components in the node. The transceiver is a single device, which is used to both
transmit or receive data packets. The power resource supports power for sensing,
communication, data processing and other activities.
Researchers also focus on the software in the sensor nodes. When a WSN is de-
ployed, it is expected to work reliably and automatically as long as possible. Suppose
all the hardware can support this, then one of the key points is the management of
the power source. Although the renewable battery has been seen in the market, it is
still in development. So, how to make fully use of the limited battery is a significant
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problem in designing a WSN.
1.1.2 Cellular Networks
The considerable growth in demand for higher data rates and other services in cellu-
lar networks have accelerated the need to develop more innovative communications
infrastructures. Neither the conventional macro cell facilities nor the small cells are
able to address such issue in an cost efficient way. Because deploying more of them
not only increases the cost including the equipments and site rental, but also brings
with other issues such as that in the non-peak period, there will be a high percentage
of facilities under low load. In such a scenairo, the drones can be integrated into the
current communication systems [6] to enhance service in areas with dense traffic,
which is believed to be a cost efficient solution.
There are various problems we have to consider to introduce drones into cellular
networks. In terms of system architecture, how will these drones collaborate the
existing base stations? Regarding only the drone layer, where should they be to
serve users? How long should they work? How to recharge the batteries? etc.
These questions need to be answered before practically using drones to assist serving
cellular users.
1.2 Research Question
The main topic of this report is how to make use of mobility to improve the perfor-
mance of mobile networks. Regarding these two types of mobile systems, we study
the below questions:
Considering the fact that the technology of renewable energy in WSNs is not ma-
ture [7, 8, 9] and the difficulty of recharging the distributed sensor nodes, minimizing
energy consumption and improving wireless sensor network lifetime is usually the
concern of system designers. Applying mobile sinks is promising in saving energy
resource for the sensor nodes. So our first research question is how to make use of
mobile sinks to improve system energy efficiency and network lifetime for wireless
sensor networks.
Since the outdoor cellular data for personal use has been rising steadily, and the
existing infrastructures usually have capacity limitations, cellular users may experi-
ence bad service especially when a large number of users request data simultaneously.
Deploying more BSs is able to meet the increasing traffic demand. This solution,
however, not only results in more cost, but also brings with other problems. Dense
BSs may lead to high interference and a high percentage of BSs may have low utility
in non-peak period. In such a scenario, the utilization of drones, which work as fly-
ing BSs, is a preferred solution, comparing to that of BS densification. Our second
research question is how to make use of flying BSs to improve the user experience.
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1.3 Contributions
Having the above questions in mind, we conduct extensive research from various
aspects. In particular, for the first research question, we consider the controllable
mobility and constrained mobility. Controllable mobility refers to that the mobile
sinks can be fully controlled by network designers without any constrained. Gener-
ally, such mobility is easy to handle (see Chapter 4). Constrained mobility refers to
that the mobile sinks have certain constraints. This model is more practical in some
applications, such as collecting data in urban environment WSNs (see Chapter 5, 6
and 7). Besides the work proposed to make use of mobility to improve the network
performance, we study the sink tracking issue, which can provide the network with
the current locations of mobile sinks (see Chapter 3).For the second research ques-
tion, we also consider the constrained mobility. Different from Chapter 4, 5, 6 and
7, in Chapter 8 we employ drones to serve cellular users. The main contributions of
this report have been summarized as follows:
• Focusing on controllable mobility, the first contribution is the proposal of
a path planning approach which resolves several practical issues not having
been sufficiently tackled yet when controllable mobile sinks are used to collect
sensory data from sensor nodes. Different from existing methods which simply
regard the mobile sinks as moving points, we use the unicycle robots (with
constant line speed and limited angular velocity). Such model is closer to
practice than the point-wise model. Taking into account this model, we need to
design paths which are: smooth, collision free from sensor nodes and obstacles,
closed, and letting the sinks read all the sensory data from the sensor nodes.
Regarding these features, we define the term of viable path and propose two
approaches for a single mobile sink and a set of mobile sinks respectively,
which are named as: Shortest Viable Path Planning (SVPP) and k-Shortest
Viable Path Planning (k-SVPP). We have shown that SVPP and k-SVPP are
effective to design viable paths for unicycle mobile sinks with bounded angular
velocity and can save much energy for the nodes compared to the multihop
transmission.
• The second contribution is an approach using a single constrained mobile
sink with fixed path to collection data from sensor nodes. The proposed pro-
tocol aims at balancing the energy consumption, including energy expenditure
to transmit data packet and network overhead across the network, to make
the network operate as long as possible with all nodes alive. We design an
energy-aware unequal clustering algorithm and an energy-aware routing algo-
rithm. Theoretical analysis and simulation results confirm the effectiveness of
the proposed approach against the alternative methods.
• Similar to the framework of the second contribution, the third one also con-
siders the scenario of using a single constrained mobile sink with fixed path.
The difference lies in that we combine the technique of compressive sensing
(CS) and clustering: within clusters, raw reading is transmitted; while CS mea-
surement is transmitted between clusters and MS. We present an analytical
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model to describe the energy consumed by the nodes, based on which we figure
out the optimal cluster radius. We present two distributed implementations,
whose message complexities at a node are both O(1). We conduct extensive
simulations to investigate their performance and compare with existing work
in terms of the energy efficiency.
• The forth contribution is the proposal of an algorithm which targets on delivery
unusual message to the mobile sinks within the allowed latency. Same to the
second and third contribution, the constrained mobile sinks are attached to
vehicles with fixed trajectories, e.g., public transportation vehicles. Instead
of single mobile sink, we use multiple mobile sinks which are attached to the
buses. The proposed data collection consists of sensor nodes, bus stop nodes
(which work as the interface between sensor nodes and mobile sinks), and
mobile sinks amounted on the buses. Upon detecting any unusual message,
the source sensor node transmits the information to a set of selected target bus
stop nodes. When buses pass by, the information is uploaded. The key issue
here is how the source node selects the bus stop nodes. We formulate it as an
integer programming problem. We take into account the realistic features of
the buses, such as the timetable and uncertainties in the arrival time as well
as the stopping duration. We conduct simulations and also experiments to
test our approach. We show the proposed approach can deliver the unusual
message to mobile sinks within the allowed latency with higher reliability and
efficiency than the alternatives.
• The final contribution of this report lies in the study of drone deployment prob-
lems in cellular networks. We formulate the constrained drone placement
problems based on a novel street graph model associated with the UE density
function (built up based on the real dataset). The performance in terms of
serving UEs is competitive with existing work. The advantage is that the 2D
projections of drones obtained by our approaches are always valid, since they
will be on the streets. Furthermore, we provide solutions to the multiple drone
placement problem and the problem of minimum number of drones to achieve
the required QoS level from the point of Internet Service Provider (ISP), which
can serve suitable guidelines in practice.
1.4 Organization
The organization of the rest content is briefly outlined: Chapter 2 reviews the
related work. Chapter 3 studies a basic problem when mobility is used to serve
WSNs, i.e., sink tracking. Chapter 4 to 8 present the main work of the report.
Specifically, Chapter 4 considers the scenario of using controllable mobile sinks
to collect data from sensor nodes. The problem we focus on is the path planning
for the mobile sinks which are modelled as dubins car. Chapter 5 and 6 consider
the scenario of using a constrained mobile sink for data collection. The focus is
how to efficiently collect data from the sensor nodes such that the network lifetime
can be maximized. Chapter 7 considers the scenario of transmitting the detected
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information about urgent events to constrained mobile sinks within the allowed
latency. Chapter 8 studies the constrained drone deployment problems. Finally,
Chapter 9 of this report summarize the key results and highlights the possible future
research directions for the problems and solutions presented in the report.
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2.1 Overview
There are lots of existing work in literature on the topics of wireless sensor networks
and cellular networks. In this chapter, we only present a survey of work related
to our studied problems, i.e., how to use mobile sinks to improve network energy
efficiency and/or network lifetime in WSNs, and how to improve the user experience
by drones in cellular networks. Note, there are other options to improve the system
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Figure 2.1: The catogery of the reviewed approaches and the positions of our con-
tributions.
performance of WSNs, i.e., adding energy to the system by either energy harvesting
or wireless charging techniques. Because of the breadth of this report, we refer
readers to [10, 11, 12, 13, 14] and the references therein for more comprehensive
reviews.
In this chapter, besides discussing the most related work to our problem, we
will also highlight the positions of our proposed approaches in the literature. The
reviewed approaches fall into the structure shown in Fig. 2.1.
2.2 Wireless Sensor Networks
A wireless sensor network (WSN) consists of a set of wireless sensor nodes which work
together to achieve single or multiple goals, e.g., environmental morning, intrusion
detection, target tracking, etc. The wireless sensor nodes usually have on-board
sensors, transmitter, receiver, a micro computer to process the sensory data and
a battery. Driven by advances in manufacturing of high density electronics, the
wireless sensor node becomes tiny. It handles with various types of sensors and the
abilities of communication and data processing have been improved significantly.
However, one bottleneck is the slow development in battery technologies. Although
renewable energy has been introduced, its application in wireless sensor networks is
still not mature. Thus, the energy constrained nature of sensor nodes is a major
certain in the development of data collection protocols. Based on the mobility of
base stations, we classify data collection approaches in wireless sensor networks into
two categories: static sinks and mobile sinks. Below, we present a brief review of
8
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these two categories of approaches.
Recently, equipping sensor nodes with mobility can bring many advantages. For
example, the number of nodes is decreased dramatically to guarantee the coverage of
a given area due to the mobility [15, 16]. Moreover, exploiting mobile sensor nodes to
achieve a barrier coverage of the sensing field can be used to minimize the probability
of undetected intrusion in intrusion detection applications and a sweep coverage can
be used to maximize the event detection rate and in the meantime minimize the
missed detections [17]. Considering the fact that most existing WSN application
still use static sensor nodes, those approaches which employ mobile sensor nodes,
are out of the scope of this report. Interested readers are refered to [15, 16, 17] and
the references therein. Throughout this report, the wireless sensor nodes considered
are static.
2.2.1 Traditional data collection approaches
Traditional data collection approaches refer to those which use static sinks. The
typical scenario is that a set of sensor nodes is deployed in the area of interest. The
sensor nodes sense ambient conditions, transform the measurements into certain
signals that can be processed to reveal the characteristics about the phenomena of
interest, then send the data together with the location information to the static
sink. At the sink, a large amount of sampling data at various positions for the
same timestamp constructs a map of the area of interest. The convention way to
transmit the sensory data to the static sink is through multi-hop communication,
i.e., a sensor node transmits its sampling data to another node which is closer to the
sink. It is easy to imagine that the nodes nearby the sink are overloaded than those
far away. If the sensor nodes all have the same initial energy, the former will run
out of battery earlier than the latter. The sink is isolated from the rest of the sensor
nodes if the nearby nodes die. Approaches arming at improving energy efficiency
and network lifetime can be classified into two categories according to the network
structure: flat-based routing and hierarchical-based routing.
Flat-based routing protocols
Traditional flat-based routing protocols include flooding protocol [18] or gossiping-
based routing [19]. The shortcomings of flooding based protocol include implosion,
which is caused by duplicate packets sent to the same node, and resource blind-
ness without consideration for energy constraints. Gossiping avoids such issue by
randomly selecting node to send the data packet rather than broadcasting the data
packet. However, the propagation of data causes high delays. To improve the en-
ergy utilization and network lifetime, the redundancy within the sensory data must
be exploited [20]. Directed diffusion [21] aggregates the data coming from different
sources by removing redundancy, reduces the number of transmissions, thus saves
network energy and prolongs the network lifetime. Assuming the fixed BS, i.e., the
direction of routing is always known, Minimum Cost Forwarding Algorithm [22] al-
lows a node only to maintain the least cost estimate from itself to the BS, instead
of a routing table. When a node transmits a data packet, it broadcasts it to the
neighbour nodes. Only that which is on the least cost path between the BS and
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source node rebroadcasts it. Gradient-based routing [23] memorizes the number of
hops when the interest is diffused through the entire network. In particular, each
node manages the depth of the node, which is the minimum number of hops to reach
the BS. The difference between two nodes’ depths is defined as the gradient on that
link. A data packet is forwarded on a link with the largest gradient.
Compressive Data Gathering (CDG) is proposed in [24]. Consider the sensor
nodes form a particular tree with the BS as root. Rather than transmitting the
raw sensory data, a well defined measurement is relayed to BS. Benefiting from
Compressive Sensing (CS) theory [25, 26], the original readings can be recovered
from the well defined measurement. Thus, the number of transmitted data packets
is significantly reduced. In [24], the leaf nodes initiate data transmission. Any
node multiplies a measurement item to its raw reading, adds it to the sum of the
measurements received from all its children, and sends the final sum to its parent.
Then, all nodes send the same number of messages regardless of their hop distance
to the BS. More importantly, the transmission load is uniform in the entire network,
which avoids the energy hole issue.
Hierarchical-based routing protocols
In hierarchical-based routing protocols, the roles of sensor nodes are different. Some
of them act as cluster heads (CHs), which can handle the cluster members (CMs)
and execute local aggregation. So this kind of protocols is also known as cluster
protocols. Low Energy Adaptive Clustering Hierarchy (LEACH). [27] randomly se-
lects CHs and rotates the role to evenly distribute the energy load among the entire
network. CMs are to perform the sensing while CHs are to process the received
data packets and transmit the aggregated data packet to BS. Unlike randomly se-
lecting the CHs, [28] selects the CHs according to their residual energy and degree.
Hybrid Energy-Efficient Distributed Clustering [29] is another cluster protocol. It
tries to evenly distribute the CHs. The probability that two closely located nodes
both becoming CHs is much smaller than LEACH. [30] proposes Unequal Routing
Clustering (URC). The authors point out that the sizes of the clusters near the sink
should be smaller than those far away. Thus, the energy consumption on intra-
cluster communication of CHs near the sink is reduced, and these CHs can spend
more energy on inter-cluster communication, i.e., relaying data.
CS based routing approaches can also be extended to the hierarchical-based rout-
ing protocols. In CDG [24], every node transmits the same number of packets for one
reading. However, when multihop communication is used, the leaf nodes only need
to send one packet containing its original reading. Thus, one disadvantage of CDG
is the increasing energy consumption at the nodes close to the leaf nodes. Motivated
by this observation, the hybrid CS approach has been proposed [31]. In the hybrid
CS method, the nodes close to the leaf nodes transmit the raw readings without
using CS method, while the nodes close to the sink transmit CS measurements. In
this way, the overall message complexity is further reduced. The authors of [32] pro-
poses a clustering method that uses the hybrid CS. Within clusters, cluster members
(CMs) send raw readings to their cluster head (CH). All the CHs and the sink form
spanning trees with the sink as the root and CHs transmit CS measurements to the
sink. This approach further reduces the message complexity in the entire network.
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The authors of [33] also use routing trees to collect data, but they claim that the
links on the routing trees should be scheduled for transmissions such that adjacent
transmissions do not cause harmful interference on one another (thus corrupting
the compressed measurements) while maintaining a maximum spatial reuse of the
wireless spectrum.
Although these approaches are able to improve the network lifetime, the energy
hole issue is still unavoidable. In the next part, we present a review of work where
mobility is used.
2.2.2 Data collection approaches based on mobile sinks
Based on the mobility of sinks, we can divide the approaches using mobile sinks
into three groups: random, controllable, and constrained. The random mobility
refers to that the mobile sinks randomly move in the sensing area. The controllable
mobility means that the mobile sinks can be fully controlled to visit any one of the
sensor nodes. constrained mobility refers to the case that the mobile sinks have
some frequently visited positions or follow some trajectories. One extreme case of
the constrained mobility is that the mobile sinks are amounted on some vehicles,
such as buses, which paths have been predetermined. Here, we only consider the
controllable and constrained mobile sinks.
Using controllable mobile sinks
When the mobile sinks are fully controllable, the question of how the mobile sinks
move is often asked. Thereby, lots of publications focus on the path planning for
the mobile sinks such that some certain metrics is met.
One of the most considered metric is the path length. Path length is a reflect of
data collection delay. Traditional Travelling Salesman Problem [34, 35] is a suitable
formulation for the data collection problem using a mobile robot. Given a point set
(the set of sensor nodes) in a plane, the objective is to find a minimum-length path
that visits each node exactly once. Here the state of the robot can be represented
by two-tuple (x, y) ∈ R2 representing the robot’s position. A variant of TSP is
called Asymmetric TSP (ATSP) [36] where the distances between two nodes may
be different in two directions.
With the cost of the robot movement, the sensor nodes’ transmission energy
dissipation can be reduced. On the other hand, it leads to a long collection time due
to the robot physical speed. To tackle such issue, a class of energy dissipation and
delivery delay trade-off approaches has been proposed. For example, in TSPN based
approaches[37], the point set is extended to a region set and communication between
the node and robot is available once the robot is within the region. Considering the
fact that the communication regions of sensor nodes may overlap with each other in
dense networks, the path planning problem can be formulated as Generalized TSP
(GTSP) [38]. It was shown GTSP can be transformed to ATSP through the Noon
and Bean transformation [39].
One point worth mentioning is that the TSP based approaches focus more on
the high level path planning while pay less attention to the mobile sinks’ mobility
constraint. For example, when a non-holonomic robot carries a mobile sink to collect
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data from the sensor nodes, the mobility constraint must be considered. As a result,
another direction of research has been created. A typical approach is TSP for Dubins
vehicles (DTSP), introduced in [40], is to find the minimum-length path satisfying
the bounded curvature, given a point set in a plane. Various research effort has
been put onto the problem of DTSP, see e.g., [41, 42, 43, 44, 45, 46, 47]. Following
the idea of DTSP, the authors in [48] proposed a Smooth Path Construction (SPC)
scheme to plan path for the robot based on a turning circle model. The produced
path is smooth; however, if applied to grounded robots, the robots may collide with
sensor nodes. As a variant of DTSP, TSP for Dubins vehicles with neighbourhoods
(DTSPN) has been studied.
Another aspect needs to be accounted in the consideration of low level path
planning for realistic robots, i.e., obstacle avoidance. There are lots of existing
robot navigation approaches with obstacle avoidance. Temporarily following the
boundary of an obstacle is a standard method employed by many obstacle avoidance
algorithms. The basic idea is to switch between two modes [49]: (a) the movement
to-wards the objective and (b) the movement around an obstacle. [50] proposes
an improvement, which is an improvement to the condition that the robot uses
to stop contouring an obstacle and resume the movement to the destination the
so called leaving condition. Such enhancement leads to shorter path from origin
to destination. [51] makes an alteration on the leaving condition which allows the
robot to quit the obstacle boundaries as soon as the global convergence is guaranteed,
based on the information of whether the destination is in the free range direction.
[52] further improves the leaving condition by exploiting the local sensing: the robot
leaves the origin-destiny line when a new collision is detected.
The basic idea of switching between two modes also applies in moving obstacle
avoidance. [53] discusses the problem of safe path planning among unpredictably
mobile obstacles. Specifically, the starting point as well as the destination are given.
The sizes of the obstacles grow over time. It presents an approach to compute the
minimal time cost path between origin and destination in the plane that avoids
these growing obstacles. [54] considers the wall-following task and presents a con-
tinuous controller for wheeled mobile robots. The proposed control system has three
modes, and each one is designed to solve a specific instance of the navigating task:
re-orientation (to avoid collisions), wall-following (for walls with nearly constant con-
tour) and circle-performer (to recover the wall information in open corners.) The
controller switches among these modes based on a switching logic which depends
on the odometry and distance information. [55] considers the guidance and control
of an autonomous vehicle in problems of border patrolling and avoiding collisions
with moving and deforming obstacles. It consists of properly switching between
moveing towards target in straight line, and bypassing obstacles at a pre-defined
distance following a sliding mode control law. The obstacles here are assumed to
be static and convex. [56] extends [55] to the case of dynamic environments which
are cluttered with arbitrarily shaped obstacles. The ability of reaching destination
globally in such environments was illustrated by experiments with a real wheeled
robot as well as simulations. A biologically inspired algorithm is proposed in [57].
Mathematically analysis of this algorithm is provided for the case of round obstacles
which move with constant velocities. Simulations together experiments demonstrate
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that the algorithm performs better than some well-known methods such as artificial
potential field and navigation laws based on the obstacle velocity. [58] proposes an
algorithm for collision free navigation of a non-holonomic robot in unknown com-
plex dynamic environments with mobile obstacles. This algorithm is based on an
integrated representation of the information about the environment that does not
require to separate obstacles and approximate their shapes by discs or polygons or
any information on the obstacles’ velocities. [59] proposes a reactive algorithm to
navigate a planar mobile robot in densely cluttered environments with unpredictably
moving and deforming obstacles. It uses omnidirectional vision of the scene up to
the nearest reflection point. Apart from access to the desired azimuth, it assumes
no further sensing capacity or knowledge of the scene configuration. Many other
available schemes can be found in a recent survey [60] and book [61].
The above mentioned approaches focus more on robotics. From the point of
sensor networks, some features should also be considered.
In a WSN, the data loads of the nodes may be different when event-driven sensors
are used. If the nodes’ storage size is fixed, visiting every node with the same
frequency leads to the issue of buffer overflow for the nodes whose data generation
rates are large. Considering this, the authors in [62] studied the Mobile Element
Scheduling (MES) problem. Different from TSP framework, one node may be visited
multiple times depending on its data generation rate. To address MES problem,
three algorithms, i.e., Earlist Deadline First (EDF), EDF with k-lookahead, and
Minimum Weight Sum First (MWSF) were presented. They extended the work to
the case where there are multi mobile robots to be scheduled [63]. The authors in
[64] also considered MES problem and proposed a Partitioning-Based Scheduling
(PBS) algorithm.
For the long data delivery delay issue, TSPN based approaches can reduce the
latency while its potential is limited. Another approach from sensor networks is
to select a subset of nodes as Rendezvous Points (RPs) [65, 66, 67, 68]. The other
nodes forward the extracted data to RPs, and the mobile robots just visit RPs. Thus
the data delivery delay can be reduced significantly. [65] formulated the Minimum-
Energy Rendezvous Planning (MERP) problem and proposed two algorithms to
address it. [66] proposed a Mobicluster protocol dealing with some practical issues,
for example how to handle the case that RPs run out of energy, which were not
covered by [65]. [67] falls into the same category. But instead of searching the
sensor nodes to select RPs, the authors created a lattice graph of the field and set
the vertices as RPs. Two traversal schemes were proposed: Deterministic Walk
(DW) and Biased Random Walk (BRW). DW guides the robot to traverse the
network following a fixed visiting order, while BRW adapts the robot to the dynamic
environment. [68] also belongs to this category. The authors proposed a heuristic
mechanism to determine RPs and then constructed path for SenCar. Note, the RPs
in [67, 68] may not necessarily be the sensor nodes, which differs from the work
[65, 66]. Comparing to TSPN, the rendezvous-based approaches are able to cutback
the path length decidedly and consequently shorten the collection time.
One implied assumption behind the already discussed schemes is that the robot
is able to move freely in the field. However, in many realistic applications, the
movement of the robot is restricted [69], such as using public transport vehicles [70],
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[71]. [70] considered the application of highway traffic surveillance using sparsely
deployed sensors. Assuming the locations and data loads of the nodes are known, the
authors designed a Transmission Scheduling Algorithm (TSA) to determine the time
slots for each sensor node. Different from [70], the authors in [71] studied the data
collection problem in a large scale network using path-constrained mobile robots.
Similar in spirit to the rendezvous-based approaches, a subset of nodes which are
geographically within the communication ranges of the mobile robots serve as RPs.
Some other studies have also considered the case of utilizing multiple robots. Ve-
hicle Routing Problem (VRP) [72], a generalization of Travelling Salesman Problem
(TSP), is to design paths for a fleet of vehicles. Also many variants of VRP have
been proposed taking into account varying factors. More details of VRP can be
found in the recent book [73]. Generally, the objective of the VRP framework is to
minimize the total cost of all the vehicles’ paths. Applying this kind of approaches
may lead to the situation: some paths’ costs are greater than the others.
Another approach is the cluster-based approach, where the sensor nodes are di-
vided into a set of clusters and one robot serves one cluster. The basic consideration
of this approach is that usually the number of robots is smaller than that of the
nodes. Then the problem can be regarded as a combination of source assignment
and path planning. Many existing clustering approaches have been used to separate
the sensor nodes and then the problem turns to solving the problem with single
robot in each cluster [48, 74, 75]. For example, K-means was used in [48, 74] and
minimum spanning tree algorithm was used in [75]. It is easy to understand that
the cost in each cluster depends on the clustering results.
To obtain a set of paths with similar costs, k-Travelling Salesman Problem
(k-TSP) was studied and the authors in [76] proposed several heuristics includ-
ing k-NEARINSERT, k-NEARNEIGHBOR, and k-SPLITOUR, among which k-
SPLITOUR is the simplest and performs far superior. Differing from VRP, the goal
of k-TSP is to minimize the length of the maximum path and the k-SPLITOUR
algorithm starts from a TSP path and then splits it into k subpaths with simi-
lar lengths. As an extension, the authors in [77] introduced the contact time for
downloading data from sensor nodes. As the generalization of k -TSP, the authors
in [78, 79] studied k-Travelling Salesman Problem with Neighbourhoods (k-TSPN),
where the robots have different initial locations.
Using constrained mobile sinks
One shortcoming of using fully controllable mobile sinks is the increased data col-
lection delay, due to the low physical movement. A number of approaches using
trajectory constrained MSs to collect data in WSNs have been proposed. The MSs
can collect data either through single hop communication [80, 81, 82] or multihop
communication [83, 84]. The authors of [82] consider the scenario where a MS is
installed on a bus which moves on its fixed path periodically and collects data from
a set of sensor nodes deployed near the path. They propose a queuing formulation
to model the process of data collection and show that using constrained mobility can
lead to large energy saving over convention static WSNs. Further they propose a
communication protocol to assist gathering data by MS. Under the similar context,
[80] focuses on the scheduling problem in node-sink transmission and a trade-off
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between the probability of successful information retrieval and node energy con-
sumption is studied. Different from [80] which considers sparsely deployed network,
the authors of [81] focus on dense networks. They consider the maximization of
data collection throughput by dividing the traversing time into a set of time slots
with equal duration and studying the problem of assigning nodes to the time slots.
One defect of these approaches is that they all use single hop communication, which
requires that the sensor nodes are deployed within the communication range of MS
when it moves on the trajectory.
In [83], the assumption, i.e., all the nodes are located within in the communica-
tion range of MS, is removed while multi-hop communication is used. During the
movement, MS broadcasts a packet continuously within its communication range.
The nodes that can hear this packet are called subsinks. Subsinks then forward the
packet within their communication ranges. When MS finishes its trip, every node
knows its shortest hop distance to a subsink as well as the shortest path towards
the subsink. From MS’s next trip, nodes transmit their sensory data to the corre-
sponding subsinks and when MS comes, the subsinks upload the data. Compared
to the single hop case, using multi-hop communication improves the applicability
and scalability of system. The authors of [84] consider the same problem as [83].
They first point out that the shortest path based routing leads to an unbalanced
assignment of nodes to subsinks, which further results in that some subsinks having
long contacting time with MS is associated with a small number of nodes. Thus,
the subsinks may not manage to upload all its buffered data. Considering this, they
formulate a constrained assignment problem such that each subsink is associated
with an appropriate number of nodes, which enables more data can be collected. By
doing this, the throughput is improved. However, some nodes may be associated to
a far away subsink, thus relaying their data consumes more energy than the shortest
path routing.
The above approaches using either single hop or multihop communication are
based on the flat network structure. While the deployment of large scale WSNs and
the need for aggregation necessitate the efficient management of the network topol-
ogy to balance the load and prolong the network lifetime. Clustering, as opposed
to direct single hop communication schemes, has been shown to be an effective ap-
proach for organizing the network, which improves energy efficiency, reduces packet
collisions, and results in increased network throughput under high load [85]. Re-
searchers have proposed many well known clustering approaches, such as LEACH
[27], EEHC [86], HEED [29], and their extensions. However, they all focus on static
networks. The authors of [87] consider the same context as [83, 84], but clustering is
introduced. The data collection protocol presented in [87], MobiCluster, is based on
a clustering algorithm, called Unequal Routing Clustering (URC) [88]. The authors
of [88] point out that given a network with a static sink, the sizes of the clusters
near the sink should be smaller than those far away. The reason is as follows. The
CHs near the sink have heavier burden of relaying data compared to the CHs far
away. CHs also need to collect data from their CMs within cluster and aggregate the
collected data. Thus, if the cluster size is identical across the network, the CHs near
the sink may run out of energy much more quickly than those far away (funnelling
effect). To avoid this, an effective approach is to construct unequal clusters, i.e., the
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clusters near the sink have smaller sizes while the clusters far away have larger sizes.
Thus, the energy consumption on intra-cluster communication of CHs near the sink
is reduced, and these CHs can spend more energy on inter-cluster communication,
i.e., relaying data. The authors of [87] adopt a simplified version of URC where only
two sizes are considered, and apply it to the scenario of using MS. One drawback of
URC is it assumes that the sink is able to broadcast a packet to all the nodes. Sim-
ilar to the defect of [80, 81, 82], this assumption limits the scalability of URC [88],
so as MobiCluster [87]. Another drawback is the cluster size depends on a distance
information derived from signal strength, which may not be reliable in harsh envi-
ronment. With regard to the disadvantages of URC, the authors of [89] propose an
energy-efficient clustering algorithm (EC), where the cluster size relates to the hop
distance from a CH to the sink, rather than the Euclidean distance. Apparently,
compared to URC, EC is more appropriate for large-scale networks. [87, 88, 89]
assume the nodes are uniformly deployed. However, in some applications the nodes
are not uniformly deployed and the approaches in [87, 88, 89] are not guaranteed
to work well. As shown in [90], the unbalanced energy depletion among all the
nodes in the circular multihop sensor network (modeled as concentric coronas) is
unavoidable, due to the inherent many-to-one traffic pattern. The authors propose
a strategy which distributes sensor nodes in a non-uniform manner, to achieve better
balance of energy depletion across the network by regulating the number of nodes
in each subarea. The authors of [91] also focus on nonuniform deployment of sensor
nodes. They create a sensor movement plan to achieve the desired sensor densities
for uniform energy depletion.
2.2.3 Sink tracking
One fundamental requirement in the many aforementioned approaches is the knowl-
edge of the locations of sensor nodes and mobile sinks. Generally, these locations re-
fer to physical coordinates, which are obtained by Global Positioning System (GPS)
[92], Received Signal Strength Indication (RSSI) [93], Angle of Arrive (AOA) [94],
Time of Arrival (TOA) [95], and Time Difference of Arrival (TDOA) [96] or some
other technologies. Obviously, such means is not cost efficient. The reasons to re-
quire the location information of sensor nodes and mobile sinks are different. For
sensor nodes, the location information is simply to indicate where the sensory data
comes from; while for mobile sinks, it is used to efficiently route data packets dy-
namically to mobile sinks. Instead of relying on GPS device, an alternative to get
the location information of sensor nodes is to use topological maps [97] based only
on connectivity Information.
The Topology Preserving Map (TPM) [97], a recent technique, is generated from
the network’s Virtual Coordinates (VCs). VC reflects the connectivity of the sen-
sor nodes. A subset of nodes is selected as anchors and each node’s VC vector is
represented by the minimum hop distance from itself to the set of anchors. The
number of anchors is the dimensionality of nodes’ VC vectors. The problem of an-
chor selection is discussed in [98]. By making use of an SVD-based dimensionality
reduction scheme, nodes’ Topological Coordinates (TCs) can be derived, thus re-
gaining the directional information lost in VCs to derive TPM. TPM preserves the
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topological information of physical sensor networks but takes out the physical dis-
tances between sensors. TPM is derived from the hop-distances between sensors and
anchors, which is easier to get than physical locations. TPM provides an alternative
tool for physical coordinates. [99, 100] presents a Maximum Likelihood-Topology
Maps (ML-TM) that provide a more accurate physical representation, by using the
probability of signal reception, an easily measurable parameter that is sensitive to
the distance. Approach is illustrated using a mobile robot that listens to signals
transmitted by sensor nodes and maps the packet reception probability to a coor-
dinate system using a signal receiving probability function. It has been shown that
the topology coordinates can replace the physical coordinates in some applications.
Regarding the location information of mobile sinks, we can treat them as some
targets and then many existing target tracking approaches can be used: cluster-
based methods, tree-based approaches, Particle Filter, Kalman Filter and their vari-
ations. In [101], a cluster-based architecture is used to determine the location of
a mobile sink. The selected cluster head sensors carry out tracking algorithm and
member sensors in the cluster collect information about the mobile sink. In [102],
a tree-based approach simplifies collaboration among sensors in a localized manner.
Particle Filter (PF) is investigated for tracking moving sinks [103]. It provides an
analysis of the effect of various design and calibration parameters on the accuracy
of PF. PFs extensions, Auxiliary Particle Filter (APF) and Cost-Reference Particle
Filter (CRPF) are also applied for mobile sink tracking [104]. For Kalman Filter,
an adaptive tracking method, which is based on Kalman Filter (KF), is proposed
for linear systems [105]. The tracking region size adapts accordingly to the mobile
sink’s acceleration by waking up different numbers of sensors. As an extension of
KF, Extended Kalman Filter (EKF) [106] is obtained by making use of linearization
at the current state and using KF to solve the linear problem. One deviation is
displayed in [107]. For nonlinear systems, EKF has been utilized in [108], [109],
[110], etc. EKF is applied to an energy efficient tracking system where the sam-
pling interval is adaptive based on the users’ requirements [108]. In [109], EKF is
explored to deal with the problem of missing measurements for time-varying sys-
tems with stochastic nonlinearities. In [110], the problem of mobile sink tracking
based on energy readings of sensors is studied by using an EKF to minimize the
estimation error. As an extension of EKF, the time continuous version of Robust
Extended Kalman Filter (REKF) is completely formulated in [111] and the time
discrete version is described in [112]. It focuses on the uncertainties of the system
and achieves more robust performance. REKF is applied to derive an estimate of
the mobile sink’s location in networks where sensors are mobile [113]. Instead of
tracking the mobile sink, REKF is also used for sensor localization in Delay-Tolerant
Sensor Networks [114]. REKF is used to estimate the sensor positions for a DTN by
a mobile robot, and it is computationally more efficient and robust in comparison to
EKF implementation. In [115] and [104], Binary Sensor Networks, where the sensor
nodes are incapable of measuring distances, are discussed. The authors assume the
mobile sink is always emitting a signal that can be detected in a range of the circular
radius. Under this assumption, the sensors’ output is 1 or 0 representing whether
the mobile sink is within their sensing ranges. However, to make use of these binary
outputs, they also assume the sensors know their own locations [116], which may
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raise the cost of sensor placement. Removing the need for sensors’ locations will
result in simpler nodes and less sensitive algorithms, and facilitate the large-scale
deployment of networks.
In [117], TPMs is used for tracking a target. It uses the TCs instead of any
physical distance measurements in WSNs to locate the mobile sinks. However, the
accuracy of this strategy is not guaranteed. It proposes the mobile sink’s VCs
are obtained by taking an average of neighbouring sensors’ VCs. Therefore, the
accuracy of the mobile sink’s TCs highly depends on the accuracy of this averaging
approximation. [118] makes use of the topology map to navigate a mobile robot
towards an emergency source. [119] proposes a real time target search scheme using
topology map. The objective is to employ a mobile robot to catch the target in
the shortest time. [120] considers the problem of tracking targets. The proposed
approach is a distributed one which consists of a Robust Kalman filter combined with
a nonlinear least-square method, and Maximum Likelihood Topology Maps. The
primary input for estimating target location and direction of motion is provided by
time stamps recorded by the sensor nodes when the target is detected within their
sensing range. An autonomous robot following the target collects this information
from sensors in its neighborhood to determine its own path in search of the target.
This work is the most relevant one to what we will present in Section 3, while the
Extended Robust Kalman Filter is adopted there.
2.3 Cellular Networks
Cellular networks are the major means for people to communicate with others. The
study of cellular networks has a long history. Traditionally, researchers usually focus
on the macro cell management. The positions of macro cells are determined mainly
based on the long-term traffic behaviour [121]. Due to the explosive demands in re-
cent years, users usually have bad experience especially during crowed events [122].
Internet Service Providers (ISPs) have been developing more efficient strategies to
meet the requirements of users [123]. Generally, under a common umbrella of net-
work densification [124, 125], two main approaches have been studied: the usage of
small cells and drones. We respectively present brief reviews on these two kinds of
approaches.
2.3.1 Serving users by small BSs
Underlaid in a traditional (macro) cellular networks, small BSs can be deployed in
traffic hotspots [126, 127]. The key aspect of deploying small BSs is the elaborate site
planning, which not only impacts on the capacity performance but also influences
the coverage of the users. [128] studies how to deploy base stations to satisfy both
cell coverage and capacity constraints. Meta-heuristic algorithms: PSO and GWO,
are presented to address the optimization problem. User density is considered. [129]
considers the problem of deploying macro cells and small BSs. Each small area is
associated with a required data rate. The spectral efficiency on a bandwidth cannot
be lower than a threshold. Approximation algorithms are proposed.
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[130] investigates the power consumption models of macro and small BSs in het-
erogeneous cellular networks. The authors claim that the energy efficiency of any
deployment is impacted by the power consumption of each individual network ele-
ment and the dependency of transmit power and load. [131] introduces sleep mode
algorithms for small cell base stations to reduce cellular networks’ power consump-
tion. They design small cell driven, core network driven, and user equipment driven
algorithms, such that the energy consumption is modulated over the variations in
traffic load. Similarly, the sleep mode idea is also used in macro cells [132, 133]. They
formulate the power consumption minimization and energy efficiency maximization
problems, and determine the optimal operating regimes for macro cells. [134] studies
the interference management challenge (e.g. power control, cell association) in these
networks with shared spectrum access (i.e. when the different network tiers use
the same spectrum). The authors claim that the existing interference management
strategies are not able to deal with the interference management issue in the prior-
itized 5G multi-tier networks, where UEs in different tiers have various priorities to
access available channels. [135] focuses on the problem of user association between
macro cell and small cells. They find that although macro cell can provide strongest
downlink signal, users should be actively pushed onto the small BSs (offloading),
which will often be lightly loaded and so can provide a higher rate over time by of-
fering the mobile many more resource blocks than the macro cell. [136] studies the
issue of joint resource partitioning and offloading. The authors show that resource
partitioning is required in conjunction with offloading to improve the rate of cell
edge users in co-channel heterogeneous networks.
2.3.2 Serving users by UAVs
Considering the fact that deploying dense small BSs is not efficient in cost (includes
the equipments, the payments for backhaul and site rental, etc), and involves an
elaborate site planning, an alternative solution is the utility of UAVs as intermediate
points between the existing BSs and User Equipments (UEs). Using drones may not
only be a cost efficient solution, but also be able to handle emergencies, which cannot
be realized by traditional network infrastructure. Some world leading companies
have already started to consider the utility of UAVs, such as Facebook [137] and
Google [138].
There is a growing number of works on the topic of drone BSs in cellular network.
They consider various challenges, including optimal 3D deployment of drones, energy
limitations [139], interference management [140] and path planning [141].
Regarding the optimal 3D deployment, the wireless communication model be-
tween drones and ground users is usually the first concern, which is quite different
from conventional ground BSs to ground users. Different from the schemes of de-
termining the positions of BSs, drones have another variable, i.e., altitude. This
variable makes the wireless communication model between seriver and user very
different from the 2D cases. In [142], air-to-ground pathloss is modelled. It shows
that there are two main propagation situations: UEs have Line-of-Sight (LoS) with
drones and UEs have non-Line-of-Sight (NLoS) with drones due to reflections and
diffractions. A closed form expression for the probability of LoS between drones and
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UEs is developed in [143]. The authors of [140] investigate the maximum coverage
by two drones in the presence and absence of interference between them.
Based on this LoS probability model, two main two problems have been ad-
dresses: how to deploy a given number of drones, and how to figure out the mini-
mum number of drones to serve all users. [144] considers the problem of deploying
one drone in 3D to maximize the number of the served users, and in the meantime,
the users receive acceptable service. Exploring the relationship between vertical
and horizontal dimensions, [145] solves the problem in [144] by turning the problem
into a circle placement problem. [146] studies the problem of deploying multiple
drones. It develops an approach of mapping the drones to high traffic demand areas
via a neural-based cost function. [147] derives the downlink coverage probability
for drones as a function of the altitude (all drones are assumed to fly at the same
altitude) and the antenna gain; and determines the locations of drones to maximize
the total coverage area and the coverage lifetime using circle packing theory. The
authors of [148] consider the issue of the number of drones and where to deploy them
in 3D environment; and design a PSO based heuristic algorithm, such that the users
receive acceptable downlink rate. [149] proposes a interference aware positioning
approach for UAVs for cell overload and outage compensation.
There are also many publications on some other interesting aspects of drones.
In [150], a proactive drone-cell deployment framework to alleviate the workload of
existing ground BSs is proposed. It involves traffic models for three typical social
activities: stadium; parade and gathering. Also, it presents a traffic prediction
scheme based on the models. Further, it discusses an operation control method
to evenly deploy the drones. [151] studies the scenario where a drone serves users
moving along a street. It compares with approaches of using small cell base stations
and it shows that the flying BS introduces a significant gain in channel quality and
outperforms that using dense BSs in terms of throughput. [152] proposes a proactive
deployment of cache-enabled drones to improve the quality of experience at users.
The drones cache some popular content based on a prediction model. Such cache is
able to reduce the data packet transmission delay.
It is also worth mentioning that the drone networks studied can be viewed as a
special class of networked multi-agent control systems [153, 154, 155, 156, 157, 158,
159, 160, 161, 162].
2.4 Summary
In this chapter, we present a brief review on the existing work related to our studied
problems. Some typical reviewed approaches will be used for comparisons in the
next chapters. For more in depth reviews, readers are referred to the survey papers
and books [163, 164, 165, 166, 167, 168, 169, 170, 171]. The literature review about
using mobile sinks to collection data in Section 2.2.2 are presented in [172]. From
the next chapter, we will present the main contributions of this report.
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3.1 Motivation
When mobility is adopted in WSNs, one fundamental challenge is the location up-
date of the mobile sink, which impacts on the data routing from sensor nodes to the
mobile sink. This chapter visits the problem of how to maintain the current location
of the mobile sink. We treat it as a target tracking problem.
A common framework of target tracking works like this: when a target moves in
a sensing field, the sensor nodes nearby the target can detect it. A centralized or
distributed algorithm is employed to estimate the target location and/or predict the
future position based on the sensor nodes’ location information and their measured
values such as the distances between sensor nodes and the target. There are two
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challenges in this common framework. The first one is the sensor nodes’ location in-
formation may be costly to get. Second, the devices to measure distances are usually
expensive and may be too large for the tiny nodes. Therefore, the methods which
can do not depend on the nodes’ locations and measuring distances are attractive
for the networks which consist of a great number of inexpensive sensor nodes.
We propose an approach for such scenario and related operations using sensor
nodes incapable of distance measurement. Topology Preserving Map (TPM) [97, 99,
100] is a new technology for WSNs. It is a rotated and/or distorted version of the
real physical node map to account for connectivity information inherent in Virtual
Coordinates (VCs). Making use of the hop distances (VCs) between sensors and
anchors instead of physical distance measurements, a set of Topological Coordinates
(TCs) is generated by Singular Value Decomposition (SVD) method. The TCs
provided by TPMs is an alternative for physical coordinates for some applications
depending on connectivity and location information. TPM preserves the topology of
the WSNs. Specifically, one sensor node’s neighbour nodes are the same no matter
in the physical domain or in TPM. This is the foundation of target tracking using
TPM.
The basic idea of this chapter can be stated as follows. When a mobile sink
moves into the sensing field, a subset of the sensor nodes detects the sink and keeps
track of receiving probabilities (formally defined in the following section) from the
mobile sink. Using the TCs of these sensor nodes, which can be obtained after
the network is deployed, and the measured values, we employ an estimation and
prediction algorithm to estimate the mobile sink location and predict its position in
the sensor field m time steps into the future. We use this prediction to wake up a
new subset of sensor nodes that are near the predicted position to detect the sink.
This new subset of sensor nodes will detect the mobile sink when it arrives and the
tracking process continues.
Different from the common framework, we track the mobile sink in the sensing
field using TPM. The expected benefit is that TPM releases the requirement of
nodes’ location as it provides an alternative tool to represent locations which are
called TCs. However, it also poses its own challenge: distortion, compared to phys-
ical coordinate based maps. As shown in [97], some sensor nodes are located along
a straight line. But in its corresponding TPM, the formation of these sensor nodes
may be a curve. Therefore, the transformation of movement from the physical do-
main to topology domain brings uncertainties, which we have to deal with to track
the mobile sink successfully in topology domain. In this chapter, we use a robust
algorithm for estimation and prediction to tackle the uncertainties.
We provide a comprehensive study on the evaluation of the mobile sink tracking
performance using TPM. The performance is compared with the physical tracking
where the sensor nodes are location aware and capable of measuring distances. As
a distorted version of the physical map, the distance between two nodes in topology
map is not the same as that in physical map. Thus, it is challenging to compare
them directly. Three methods are proposed to evaluate the performance and they all
avoid the problem of inconsistent units. The first method focuses on the prediction
errors. Our solution is to transform the movement in topology map back to the
physical domain. By doing this, we compare the prediction errors under the same
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unit. The second one is to investigate the number of the required sensor nodes. As
the predicted position cannot be 100% precise no matter in the physical map or
topology map, we need to select a certain set of sensor nodes to detect the mobile
sink each time slot. We argue the larger the prediction error is, the more sensor nodes
are needed. So comparing the number of these sensor nodes is another option to
evaluate the tracking performance. Thirdly, we pay attention to the effectiveness of
the selected sets of sensor nodes. We will show in this chapter, the physical tracking
is generally more accurate than that in topology domain. Thus, we investigate the
percentage that the topology set can cover the physical set.
The main contribution of this chapter is an approach for sink tracking when
sensor nodes are incapable of measuring distance, which is competitive with themes
that are based on distance measurements. It includes:
• We argue the benefits of utilizing TPM for mobile sink tracking: the release
of sensor nodes’ location and distance measurement. Using sensor nodes’ TCs
and their measured values, we analyze the possibility of tracking the mobile
sink in TPM and demonstrate it by simulations.
• We employ Robust Extended Kalman Filter [111] to estimate the mobile sink’s
location and predict its future positions in TPM using a rough estimated
motion model.
• We provide extensive simulations in a network which consists of 550 sensor
nodes. We target on different kinds of motions ranging from constant or
varying speed to random direction movement where the speed can be constant
as well as varying.
• We propose three methods to evaluate the proposed work. These methods
avoid the challenging problem of different units in the physical domain and
topology domain.
The rest of this chapter is organized as follows. Section 3.2 formulates the prob-
lem. It describes the Topological Preserving Maps first and then discusses the sink
mobility model and the sensors’ measurement model. Section 3.3 demonstrates the
Robust Extended Kalman Filter (REKF) that we use to solve the problem. In
Section 3.4, we demonstrate the possibility of tracking using TPM. We provide the
estimation performance of our proposed method in constant speed movement as well
as varying speed movement. Section 3.5 focuses on the prediction performance of
our method. We target on a general movement: random movement. To evaluate
the proposed algorithm, we also employ REKF based method in the physical do-
main. Further we propose three methods to compare the proposed method with the
physical case. Finally, Section 3.6 concludes the chapter.
3.2 Problem Statement
3.2.1 Problem Statement
In this section, we formally describe the studied problem. The problem of mobile
sink tracking in TPM involves two types of domains: physical domain and topology
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domain respectively.
We have a sensing field covered by a wireless sensor network (S) which consists
of n sensor nodes. Using the technology of TPM, every sensor node has their own
TCs. A mobile sink moves in this field. The sensor nodes can output a measured
value when the mobile sink moves near them. As we have no knowledge of the
sensor nodes’ location information, tracking the target in the physical domain is
difficult. Thus, we introduce a transformation, i.e. the mobile sink’s movement
transformation from the physical domain to topology domain. This transformation
requires a location estimation method to find out the mobile sink’s location in TPM
based on the detecting sensor nodes’ TCs and their measured values. After having
the location in TPM, the next sub-problems are: 1) how to predict its future position
in TPM; 2) how to activate sensor nodes to detect the mobile sink. The final task
is to use the activated sensor nodes to track the mobile sink.
3.2.2 Topology Preserving Maps
A Virtual Coordinate System (VCS) is based on anchors, which are selected ran-
domly or by a well defined strategy [98]. Each node in the network is represented by
a VC vector, indicating the shortest hops to each anchor. Directional information is
not involved in VCS. [173] presents a scheme to extract directional information from
VCs in the form of TCs. A network’s TPM is based on TCs. It has been shown
to preserve relative position information. In this chapter, we consider dealing with
mobile sink tracking in the topology domain rather than the physical domain.
Consider a network with n sensors and m of them are selected as anchors. Thus,
each sensor is represented by a VC vector with m elements. Let P be a n×m matrix
containing VCs of all n nodes. Considering the high computation cost of Singular
Value Decomposition (SVD) in extracting TCs from P , calculating SVD items from
anchor set is an alternative for large-scale networks. Let AN be a M ×M matrix
containing VCs of only the anchor nodes. The way of producing TCs from AN is
presented below:
AN = UA · SA · V TA (3.1)
PSV D = P · V (3.2)
[XTC , YTC ] = [P
(2)
SV D, P
(3)
SV D] (3.3)
where P
(2)
SV D and P
(3)
SV D in (4.20) are the second and third columns of PSV D in (3.2),
and the set {(XTC , YTC)} consists of coordinate pairs which form the TPM and
play a fundamental role in our work. More details about the TPMs generalization
method can be found in [97].
3.2.3 Motion Model in Physical Domain
We focus on the following time-continuous mobility model and measurement model
in physical domain x˙ = A(x) +Bwny = C(x) + vn (3.4)
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where x is the state of the system. It may include the position of the mobile sink
as well as the velocity and acceleration. y is the measured output values of the
nodes. A(·) is the dynamic model, B is a given matrix. C(·) is the measurement
function. wn is the process noise and vn is measurement noise. The dynamic model
can describe various movements. For example, when A(·) is a linear function of
the state x, we can use this model to represent nearly constant speed movement
or nearly constant acceleration movement, both of which can be influenced by the
noise. When A(·) is nonlinear function, it can describe more complex mobility.
C(·) depends on the measurement type of the sensor nodes. In this chapter, we
use the sensor nodes which can output a receiving probability based on the distance
between the mobile sink and themselves. So it is a nonlinear function of the system
state. We provide more details in the following part.
3.2.4 Measurement model
In this part, we introduce a function C(d) for sensor nodes which describes the
probability of getting a signal from the mobile sink when the mobile sink is at
distance d from the sensor node. This function satisfies the following constraints:
0 ≤ C(d) ≤ 1,∀d
C(d1) ≤ C(d2),∀d1 ≥ d2
C(d) = 0, ∀d > d0
(3.5)
where d0 is some given distance. Such function is called the receiving probability
function. An extreme example of such a function is
C(d) =
0, d > d01, d ≤ d0 (3.6)
Obviously function (6) satisfies all the conditions (5) and this function has the
same formulation of binary sensor nodes mentioned in the related work part. In
binary sensor nodes, if the distance between the mobile sink and the node is no
larger than d0, it is often assumed that the node can detect the mobile sink. How-
ever, function (6) is discontinuous at d0 which is difficult to be implemented in our
algorithm. Thus we will use the following example of such a function
C(d) =

Ä
1
d0
− 1
a
ä
d+ 1, 0 ≤ d ≤ a
a
d0(a−d0)d− aa−d0 , a < d ≤ d0
0, d > d0
(3.7)
where 0 < a < d0. If d =
»
(X −Xi)2 + (Y − Yi)2 is the distance between the
mobile sink and the sensor i, the sensing range of sensors, and (Xi, Yi) is the TCs
of sensor i. As d is a function of the mobile sinks state, the receiving probability
function C(d) can also be formulated as C(x). Thus the output of the sensor nodes
is represented by adding the additive noise to C(x), i.e. y = C(x) + vn. Fig. 1
demonstrates the illustrative example of the receiving probability function.
We can see from Fig. 1, when a → d0 , measurement function (7) tends to be
the binary model (6).
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Figure 3.1: Measurement functions
3.2.5 Movement Generation in Topology Domain
Before providing the motion model in topology domain, we will first look at what
the difference is between physical domain and topology domain. An illustrative
example is shown in Fig. 3.2. Fig. 3.2(a) displays the trajectory from middle
bottom to middle top in physical domain and Fig. 3.2(b) shows the corresponding
trajectory from right to left in topology domain. We select 5 anchors following the
Extreme Node Search (ENS) method [98].
As mentioned before, TPM is a distorted version of the real physical node map.
Various examples in [97] can demonstrate this character. Thus, the mobile sink’s
corresponding movement in topology map may not be transformed linearly from
the physical domain. Therefore, in order to track the mobile sink in TPM, we
have to provide a way to generate the mobile sink’s movement. In this chapter, we
follow the same method used in [117]. Consider the mobile sink is surrounded by l
neighbour nodes. Let MT (a 1-by-m vector) be the mobile sink’s VCs and PNi(a
1-by-m vector) be the ith neighbour node’s VCs. So the mobile sink’s TCs can be
generated based on (3.2) and (4.20):
MTSV D =
(
l∑
i=1
PNi/l
)
VA
XT = MT
2
SV D
YT = MT
3
SV D
(3.8)
We also consider the speeds along the two axes as state variables. Then the
movement in topology domain can be formulated as follows
x˙T = AT (xT ) +BTwTyT = CT (xT ) + vT (3.9)
where xT = [Xt, Yt, X˙t, Y˙t] is the state variable in TPM, X˙t and Y˙t are the velocity
along each direction in TPM. wT is the process uncertainty and vT is measurement
uncertainty.
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Figure 3.2: Illustration of the difference of trajectory in physical domain and topol-
ogy domain. (a) In physical domain. (b) In topology domain.
3.3 Robust Extended Kalman Filter
In the last section, we express the mobility model and measurement model with
TPM. In this part, we will describe the robust mobile sink tracking method and
the Robust Extended Kalman Filter is taken from [111] and originally this frame-
work was presented in [174]. Instead of (3.4), we consider a more general nonlinear
uncertain system of the form 
x˙ = A(x, u) +Bw
z = K(x, u)
y = C(x) + v
(3.10)
where z is the uncertainty output of this system and K ≥ 0 is the uncertainty model.
The uncertainties can be defined by a nonlinear integral constraint shown below:
Φ(x(0)) +
∫ s
0
L1(w(t), v(t))dt ≤ e+
∫ s
0
L2(z(t))dt (3.11)
where Φ, L1, and L2 are all bounded nonnegative functions with continuous partial
derivatives satisfying growth conditions of the type
‖ φ(x)− φ(x′) ‖≤ σ (1+ ‖ x ‖ + ‖ x′ ‖) ‖ x− x′ ‖ (3.12)
where e is a positive real number, ‖ · ‖ is the Euclidean norm with σ > 0, and
φ = Φ, L1, L2. Uncertainty input w(·) and v(·) satisfying this condition are called
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admissible uncertainties. Note, the constraint (3.11) is a general case of the so-called
integral quadratic constraint; see e.g. [175].
We consider the problem of characterizing the set of all possible states Xs of
(3.10) at time s ≥ 0 which are consistent with a given control input u0(·) and a given
output path y0(·); i.e., x ∈ Xs if and only if there exist admissible uncertainties such
that if u0(t) is the control input and x(·) and y(·) are resulting trajectories, then
x(s) = x, y(t) = y0(t), for all 0 ≤ t ≤ s.
3.3.1 State Estimator
The state estimation set Xs is characterized in terms of level sets of the solution
V (x, s) of the Partial Differential Equation (PDE) (3.13).
∂
∂t
V + max
w∈Rm
[∇xV.(A(x, u0) + bw)
− L1(w, y0 − C(x)) + L2(K(x, u0))] = 0
(3.13)
The PDE (3.13) can be viewed as a filter, taking observations u0(·), y0(·), 0 ≤
t ≤ s and producing the set Xs as output. The state of this filter is the function;
thus V is an information state for the state estimation problem.
Theorem: Assume the uncertain system (3.10), (3.11) satisfies the assumptions
given above. Then the corresponding set of possible states is given by
Xs = {x ∈ Rn : V (x, s) ≤ d}
where V (x, t) is the unique viscosity solution of (3.12) in C(RN × [0, s]).
Proof can be seen in [111].
Here we consider an approximation to the PDE (3.13), which leads to a Kalman
filter-like characterization of the set Xs. Reference [111] presents this as an extended
Kalman filter solution to the set-value state estimation problem for a linear plant
with the uncertainty described by an Integral Quadratic Constraint (IQC). This
IQC is also presented as a special case of (3.11). We consider the uncertain system
described by (3.10) and an IQC of the form
(x(0)− x0)′N (x(0)− x0)
+
1
2
∫ s
0
(w(t)′Q(t)w(t) + v(t)′Rv(t)) dt
≤ e+ 1
2
∫ s
0
z(t)′z(t)dt
(3.14)
where N > 0, Q > 0 and R > 0. For (3.10) and (3.11) the PDE (3.13) can be
written as
∂
∂t
V +∇V.A(x, u0) + 1
2
∇xV.BQ−1B∇xV ′.
− 1
2
Ä
y0 − C(x)ä′R Äy0 − C(x)ä
+
1
2
K(x− u0)′K(x− u0) = 0
V (x, 0) = (x(0)− x0)′X0 (x(0)− x0)
(3.15)
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We now consider a function x(t) defined as
xˆ(t) , max
w∈Rm
V (x, t)
Then it follows
∇xV (xˆ(t), t) = 0 (3.16)
And
∇2xV (xˆ(t), t) ˙ˆx(t) +
∂
∂t
∇xV (xˆ(t), t) ˙ˆx(t)′ = 0 (3.17)
If we take the gradient with respect to x of PDE (3.15) and evaluate the yielding
equation at x = xˆ(t), and use (3.16) and (3.17), we obtain
∇2xV (xˆ(t), t) ˙ˆx(t) =∇2xV (xˆ(t), t)A(xˆ(t), u0)
+∇xC(xˆ(t))′R(y0 − C(xˆ(t)))
+∇xK(xˆ(t), u0)′K(xˆ(t), u0)
xˆ(0) = x0
If the matrix ∇2xV (xˆ(t), t) is nonsingular for all t, we can rewrite this equation
as
˙ˆx(t) =A(xˆ(t), u0)+î∇2xV (xˆ(t), t)ó−1 [∇xC(xˆ(t))′R(y0 − C(xˆ(t)))+
∇xK(xˆ(t), u0)′K(xˆ(t), u0)]
xˆ(0) = x0
We earn a rough solution to the PDE (3.15) by approximating V (x, t) with a
function of the form‹V (x, t) = 1
2
(x− x˜(t))′N(t) (x− x˜(t)) + φ(t) (3.18)
The resulting (3.19), (3.20), and (3.21) define our approximate solution to PDE
(3.15)
˙˜x(t) =A(xˆ(t), u0)+
X−1[∇xC(xˆ(t))′R(y0 − C(xˆ(t)))+
∇xK(xˆ(t), u0)′K(xˆ(t), u0)]
xˆ(0) = x0
(3.19)
where X is defined as the solution to the Riccati Differential Equation (RDE)
X˙ +∇xA(x˜, u0)′X +X∇xA(x˜, u0)
+XBQ−1BX −∇xC(x˜)′R∇xC(x˜)
+∇xK(x˜, u0)′∇xK(x˜, u0) = 0
X(0) = N
(3.20)
and
φ(t) =
1
2
∫ t
0
[(y0 − C(x))′R(y0 − C(x))
−K(x˜, u0)′K(x˜, u0)]dτ
(3.21)
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Hence, it follows from Theorem 1 that an approximate formula for the set Xs is
given by
X˜s = {x ∈ Rn : 1
2
(x− x˜(s))′X(s)(x− x˜(s)) ≤ e− φ(t)}
This amounts to the so-called Robust Extended Kalman Filter (REKF) gener-
alization presented in [111].
Comparing system models (3.4) and (3.10), we can simplify the REKF formulas
as follows.
Substitute P (t) = X−1(t) in (3.20), the corresponding Riccati Differential Equa-
tion for the mobile sink’s motion model is:
P˙ = A′P + PA+BQ−1B′
+ P [K ′K −∇xC(xˆ)′RC(xˆ)]P
P (0) = N−1
(3.22)
And from (3.18), the state estimator for our system is:
˙ˆx = Axˆ+ P [∇xC(xˆ)′R(y − C(xˆ)) +K ′Kxˆ]
xˆ(0) = x0
(3.23)
3.4 Sink Tracking in Topology Domain
In this part, we provide the possibility for tracking mobile sink using REKF in
topology domain. We use two different motion models to demonstrate the proposed
method.
3.4.1 Mobility Models
We use two mobility models to evaluate the proposed method. Firstly we consider
a simple movement (Motion 1) in physical domain, i.e. constant speed movement.
This motion model falls into some realistic applications, e.g. tracking a car which is
moving along a straight road. In this case the system state variable is specified as
x = [X, X˙, Y, X˙], where X and Y are the mobile sink’s physical coordinates, X and
Y are the speeds along each axis. The dynamic matrix is as follows
A =
á
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
ë
The second model (Motion 2) is more complex than Motion 1, i.e. varying speed
movement. In this case the system state variable is x = [X, X˙, X¨, Y, Y˙ , Y¨ ], where
X and X are the accelerations along each axis. If the accelerations keep the same,
30
3.4. SINK TRACKING IN TOPOLOGY DOMAIN
the dynamic matrix is
A =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

Both of these two motion models are only used to describe the movements.
3.4.2 Uncertainties
In realistic mobile sink tracking applications, the precise mobility model of the mo-
bile sink and the measurement model are often unavailable to users. The motion
model and measurement model in TPM cannot be exactly known either. There-
fore, the uncertainty in these models is a challenge in the implementation of our
tracking algorithm. In this chapter, we consider both the process uncertainty and
measurement uncertainty.
Our task is to construct the model (3.8) to implement REKF. In realistic appli-
cations, we usually have no knowledge about the precise motion model of the mobile
sink. Besides, the movement transformation (3.8) from physical map to topology
domain may be a nonlinear function, which is also unknown. Therefore, to estimate
the movement in topology map, we roughly employ a nearly constant speed motion
model: x˙T = ATxT +BTwT , where
AT =
á
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
ë
We consider an uncertainty output model which is a linear function of the system
state, i.e. zT = KxT , where K = εI, ε is a positive scalar and I is a unit matrix.
The process uncertainty is modelled as wT = γzT + wn, where γ ≤ 1 is a given
parameter and wn is the white noise. Substitute zT we have
wT = γεIxT + wn (3.24)
Thus the nearly constant speed motion model for estimation in topology domain
becomes:
x˙T = ATxT +BTwT = ATxT +BT (γεIxT + wn) (3.25)
Now, we introduce the uncertain measurement function. We add a sine function
and the white noise to (3.7). The estimated measurement function is as follows:
CT (x) = C(x) + ηsin(ξd) + vn (3.26)
where η and ξ are parameters and vn is the white noise. To compare (3.26) with
(3.7), we display the two functions in the Fig. 3.3.
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Figure 3.3: Measurement function with uncertainty.
Table 3.1: Simulation Parameters and Uncertainty Details
Parameter Value Comment
n 550 Number of nodes
m 5 Number of anchors
s 30s/60s Simulation time
d0 1.5m Sensing range
4t 1s Sampling interval
N 0.1I4 Weighting on initial viscosity solution
wn 0.5I4 Covariance of process noise
vn 0.01In Covariance of measurement noise
Q I4 Weighting on process uncertainty
R In Weighting on measurement uncertainty
γ 0.7 Uncertainty parameter for motion model
η 0.05 Uncertainty parameter for measurement model
ξ 10 Uncertainty parameter for measurement model
3.4.3 Simulations
To examine the performance of the REKF in TPMs, we use a WSN with 550 nodes
which are deployed in a 30m * 30m sensing field. The parameters and the uncertainty
details for the simulation can be seen in Table 3.1.
Firstly, we provide a simulation using the illustrative example shown in Fig. 3.2.
It is a nearly constant speed movement and the tracking result is shown in Fig. 3.4a.
The estimation error (defined as the distance between the actual position and the
estimated position) of each step is shown in Fig. 3.4b. The largest estimation error
in this case is about 3.7 units and this is due to the initial condition. The estimation
error in stable stages keeps at about 0.5 units in average.
The second simulation is to track the constant acceleration movement. Suppose
a mobile sink makes a U-turn in the sensing field. The movement is displayed in
Fig. 3.5a. The mobile sink starts from (1,1) in the physical domain and its initial
speeds along the two axis are 1.2m/s and 0.48m/s respectively. To make a U-turn
as shown in Fig. 3.5a, the acceleration along the two axis are set as -0.04m/s2 and 0.
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Figure 3.4: Motion 1. (a) Tracking result in TPM; (b) Errors.
It takes 60 seconds to move to the top left. The movement trajectory in topological
domain and the estimated trajectory are shown in Fig. 3.5b. The estimation error
in TPM is demonstrated in Fig. 3.5c. In the stable stage, the estimation error also
achieves 0.5 units in average.
From the above simulation results, the proposed method is able to track the
movements with constant speed and varying speed as well in topology domain. In
the next section, we evaluate the tracking performance in details.
3.5 Topology Tracking VS Physical Tracking
In this part, we focus on the comparison of the tracking performances in topology
domain and in physical domain. The last section demonstrates the effectiveness of
REKF based tracking method in estimation of the mobile sink, while in this section
we pay more attention to the prediction performance.
3.5.1 Mobility Models
We use a random movement [176] (Motion 3) to evaluate the proposed method.
The speed and direction of movement in a new time period have no relation to the
previous values. This model can generate mobile behaviour of pedestrians such as
sharp turns or sudden stops. It has been studied in [117] to evaluate the proposed
method therein. But the speed of the mobile sink is required to be constant. In
this chapter, we release this requirement and let the mobile sink move with varying
speeds which have an upper bound. Besides, the mobile sink can change its direction
by itself and it is assumed it must make a sharp turn when the mobile sink reaches
the boundary of the sensing field.
In this case the system state variable can be represented by x = [X, X˙, X¨, Y, Y˙ , Y¨ ],
where X¨ and Y¨ are the accelerations along each axis.
In Motion 3 the different speeds may have two situations: 1) in different segments
of the random movement, the speeds can distinguish from each other; but in each
segment the speed keeps the same; 2) the speed in each segment of the movement
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Figure 3.5: Motion 2. (a) Trajectory in physical domain; (b) Tracking result in
TPM; (c) Errors.
is varying. These two cases are considered as a general version of the above Motion
1 and 2 respectively. In this section, we consider both of them.
3.5.2 Simulations
Fig. 3.6a shows a random movement in physical domain. The mobile sink moves
in a random way (turning, accelerating or decelerating) and the number besides the
arrow represents the moving order.
To track the mobile sink in topology domain, we first need to transform the
movement into topology map. Then we need to implement the REKF based track-
ing algorithm. We still use a nearly constant speed movement model to estimate
the mobile sink’s location and predict its future position in topology map. The
corresponding movement in topology map and the tracking result are both shown
in Fig. 3.6b.
Different from Section 3.4, we focus on the prediction performance here. So
we only demonstrate the predicted trajectory in Fig. 3.6b. From Fig. 3.6b we
can see that the REKF based estimation and prediction algorithm can make a
good prediction for the mobile sink’s future position. However, when the mobile
sink makes a sudden turn, the prediction is not as accurate as the normal moving
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Figure 3.6: Random movement. (a) In physical domain; (b) Tracking in TPM; (c)
Tracking in physical domain.
situations.
To evaluate the tracking performance using topology map, we also implement
the REKF based algorithm in physical domain. We assume the sensor nodes in
physical map are capable of measuring distance and their locations are known. The
tracking result is shown in Fig. 3.6c.
3.5.3 Evaluations
In this section, we compare the tracking performances demonstrated above in depth.
An intuitionist way to compare these two tracking results is based on the mag-
nitudes of the prediction errors. No matter in which domain, the prediction error
is defined as the gap between the actual position and the predicted position. We
display the prediction errors in physical domain as well as in topology domain in
Fig. 3.7a.
From Fig. 3.7a, we can see the magnitudes of the prediction errors in topology
domain are about twice of that in physical tracking. However, as the topology map
is a distorted version of the physical coordinate based map, the map size and the
space between two nodes may be different in two maps. Thus, we cannot evaluate the
tracking performance by comparing the magnitude of the prediction error directly.
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One trial is to relate the two units of distance in the two domains. But we find
this relation is not consistent across the whole network. Let’s take the network used
in this chapter as an example (Fig. 3.2). In the physical domain, all the sensor
nodes are uniformly deployed. The space between any two sensor nodes is the same
(Fig. 3.2(a)). However, the situation in its topology map is different (Fig. 3.2(b)).
In some parts such as the top left part, it is denser than some other parts such as
the middle part. It is possible to use 6 functions to relate the two units for this
example. But this method is not feasible for large-scale and complex networks such
as non-uniformly deployed networks. Therefore, we need to find a bridge to link
these two maps.
In this chapter we provide three methods to evaluate the tracking performances
in the two domains. The basic idea of the first method is: since topology domain
has a different set of units, we may transform one result into the other’s domain.
Thus, these two tracking results can be compared under the same unit. We will first
discuss the possibility of this method and then provide the comparison result.
As shown in [97], any two adjoined nodes in physical domain are still next two
each other in topology domain. In addition, any points on the link of these two nodes
in physical domain are still between them in topology domain. So any predicted
position in topology domain has a corresponding point in the physical domain. Now
the problem is to find a way which transforms a point in topology domain to physical
domain.
The topology map is generated from the virtual coordinates of the nodes by
SVD. But so far we have no ideas on how to transform the topology map back to the
physical map. We propose a rough method to compute the corresponding position
in physical domain of the certain point in topology map. Inspired by the preserving
characteristic, we use some nearby sensor nodes to locate a point’s corresponding
position in physical domain. Suppose a point is located at (XT , YT ) in topology
domain. We can select k nearest sensor nodes by calculating the distances between
this point and the all the sensor nodes’ TCs and the set of these k sensor nodes is
represented by
Sk = {si :|(XT , YT ), (XTsi , YTsi)| ≤
|(XT , YT ), (XTsk , YTsk)|, si, sk ∈ S}
(3.27)
The corresponding position is calculated by taking the average of the physical coor-
dinates of set Sk
(XP , YP ) =
∑
si∈Sk
Ä
XPsi , YPsi
ä
k
(3.28)
Through (3.27) and (3.28), we can obtain a set of corresponding points of the pre-
dicted positions in topology domain tracking and these points are named as corre-
sponding predicted positions. Following the definition of prediction error, we pro-
vide the comparison of prediction errors and the corresponding prediction errors in
meter. The result is shown in Fig. 3.7b and the occurrence of the prediction errors
are shown in Fig. 3.7c. From Fig. 3.7b and 3.7c we can see the corresponding
prediction errors from topology domain are a bit larger than that of physical track-
ing. The average of the corresponding prediction errors is 0.65 meters while that
of physical tracking is only 0.47 meters. Therefore, tracking in physical domain
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Figure 3.7: Comparisons on the random movement. (a) Errors in TPM; (b) Errors
in physical domain; (c) Percentage of occurrence of prediction errors.
outperforms that in topology map.
Now we propose the second method to evaluate the tracking performance. It
looks at the problem from a different view compared to the first method. The basic
idea is to evaluate the performance using the number of sensor nodes.
Definition1: the required sensor nodes to do the tracking task are the ones that
locate in a certain circle with the predicted position as center and the prediction
error as radius.
Definition 1 is illustrated in Fig. 3.8a. For each time slot, our algorithm predicts
a future position. However there exists a gap between the prediction and the actual
position. To detect the mobile sink, we select the sensor nodes locating in the red
circle whose center is the prediction position and radius is the gap. These 8 nodes
are the required sensor nodes to guarantee the mobile sink detection.
There may be some cases where the prediction is very accurate. In other words,
the gap between the predicted position and the actual position is too small to find
one sensor node inside the certain circle. In these situations, we select the sensor
node which is the nearest one to the predicted position. We compare the number
of the required sensor nodes in the two domains because this metric avoids the
inconvenience of diverse distance units in physical domain and topology domain.
The result is shown in Fig. 3.8b. From Fig. 3.8b we can see when we select
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Figure 3.8: (a) Demonstration of required sensor nodes; (b) Comparison of the
number of nodes to do detection in two domains.
the same number of sensor nodes in the two domains, for example 6, it has 92%
possibility to detect the mobile sink in physical domain. However, with this number
of sensor nodes in topology domain, the detection possibility is 84%. To achieve the
same detection possibility, about 9 sensor nodes are needed in topology domain. To
have 100% possibility of detection for the whole movement, 9 and 15 are required
in the two domains respectively.
From the above analysis, the tracking performance in physical domain outper-
forms that in topology domain. The prediction error in the former is about 0.18
meters averagely less than that of the latter and the number of sensor nodes to
guarantee the detection of the mobile sink in physical domain is smaller than that
in topology domain. The most significant reason is in physical domain, we assume
the sensor nodes are able to measure the distance between themselves and the mo-
bile sink, while in topology domain the sensor nodes can only output a receiving
probability. Therefore, it is reasonable to use more sensor nodes to do detection in
topology domain as the cost for the sensor nodes used there is lower than the nodes
which are capable of measuring distance.
Finally, we focus on the effectiveness of tracking in topology domain by con-
sidering the above two conclusions. We mobile sink on another evaluation metric:
the sensing area coverage in the following part. It can be seen from the first con-
clusion, the tracking performance using sensor nodes which are capable of distance
measurement is generally better than that using topology map. In other words, the
sensor nodes selected according to the prediction in physical domain generally have
a higher possibility to detect the mobile sink. In topology domain, we can also select
a subset of the sensor nodes to do detection. Instead of only comparing the number
of these two sets as we do in the second method, we investigate how much these
two sets overlap with each other. We provide our analysis result in physical domain
which is more practical and we test the percentage that the topology set can cover
the physical set.
As we see from Fig. 3.7b, the prediction error of physical tracking is usually
more accurate than that of topology tracking but there are some cases where the
physical prediction is worse than the topology prediction. In those cases, the topol-
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ogy set of sensor nodes is more effective than the physical one, which means it is
unnecessary to compute the coverage percentage by the topology set. So we only
compare the sensing area coverage when the physical prediction error is less than
the corresponding prediction error.
We select 9 and 15 sensor nodes in physical domain and topology domain re-
spectively and compute the sensing area coverage. We provide two examples to
demonstrate this coverage and they are shown in Fig. 3.9. In most time slots, the
topology set of sensor nodes can fully cover the physical one (Fig. 3.9((a)), which
means the topology set has no less possibility for detecting the mobile sink compared
to the physical one. However, there are some time slots in which the topology set
cannot 100% cover the physical one (Fig. 3.9(b)). If the mobile sink appears in
the area which is uncovered by the topology set, the sensor nodes selected by the
topology tracking may fail to detect the mobile sink.
As we only compare the sets when the physical prediction error is smaller than
the topology one, the sensing area coverage can be defined as follows:
Coverage =
|T ∩ P |
|P | (3.29)
where P and T are two sets of sensor nodes and | · | calculates the element number.
The statistic result of this sensing area coverage is shown in Fig. 3.10.
From Fig. 3.10 we can see, in all the time slots we test, the topology set of sensor
nodes can at least cover the physical set by 50 percent and there are 86% cases where
this coverage can reach more than 80 percent. Therefore, the set of sensor nodes
selected in topology domain also has a high quality in terms of detecting the mobile
sink.
3.6 Summary
In this chapter, we tackled the problem of tracking a mobile sink in a wireless sensor
network where the sensor nodes are incapable of distance measurement and location
unaware. We utilized the sensor nodes’ topology coordinates and their receiving
probabilities to assist the implementation of Robust Extended Kalman Filter in
topology domain. The REKF based algorithm can deal with the uncertainties in
topology map. Various mobility models have been studied, ranging from simple
models such constant or varying speed models to random motion models, to demon-
strate the effectiveness of the proposed estimation and prediction method. Moreover,
we proposed three metrics to evaluate the tracking performance. We compared our
work in the topology map with that in the physical map. Our results indicated the
proposed method is competitive with themes that are based on distance measure-
ments. Our framework is costless and is more feasible for large-scale networks with
inexpensive sensor nodes.
The work presented in this chapter plays a fundamental role in the approaches
where mobile sinks are used to serve WSNs, since the performance of them may
depend on the current location of mobile sinks.
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Figure 3.9: Two illustrative examples for the sensing area coverage. (a) Completed
coverage. (b) Uncompleted coverage
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Chapter 4
Viable Path Planning for Data
Collection Robots in a Sensing
Field with Obstacles
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4.1 Motivation
This chapter presents the first main contribution of the report, which falls into the
category of using controllable mobility to collect data in WSNs.
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Mobile sink has been regarded as a promising method to prolong the network
lifetime. By physical movement, mobile sinks can save much energy resource at
sensor nodes, since the communication between them can be done in a relatively
short distance. As a coin has two sides, one defect of such scheme is that the
data delivery delay is also increased due to the relative slow physical movement.
Thus, one important research topic is how to design the path for mobile sinks such
that all the sensory data can be collected and at the same time, the delivery delay is
minimized. One basic approach is to view such problem as the traditional Travelling
Salesman Problem (TSP) [34, 35]. The mobile sink is regarded as a salesman and
the sensor nodes are regarded as the delivery destinations. Then, the problem is to
find the shortest path in length such that every sensor node is visited exactly once.
When multiple mobile sinks are used, the corresponding problem can be viewed as
the Vehicle Routing Problem (VRP) [177].
Unlike the point-wise model in TSP and VRP based approaches, in this chap-
ter, the mobile sinks are modelled as a unicycle moving at a constant speed with
bounded angular velocity. This model is also called the Dubins car [178] and it is
well known that the motion of many wheeled robots and unmanned aerial vehicles
can be described by this model [55, 179, 180, 181]. Recent studies have proposed
various solutions to the path planning problem in data collection. However, several
issues still need further investigation. One is that many existing approaches set the
sensor nodes’ locations as target positions for the robots, e.g., see [48], which leads to
the collisions with the sensor nodes. Another issue is that most studies assume the
sensing field is obstacle-free, e.g., see [182], which is quite ideal in practice. Further,
the dynamic constraint of robots is rarely taken into account in recent algorithms,
then the produced paths may have non-smooth corners at the intersections [183].
This is a severe limitation in practice because the paths cannot be applied to some
robots such as the considered unicycle robots with bounded angular velocity. Some
approaches assume the data transfer time from the source sensor nodes to the robots
is negligible [62, 63]. It is reasonable for the light data load nodes, but not for the
nodes with heavy data loads, such as the nodes equipped with cameras to snapshot
over-speed vehicles [70].
With the mentioned concerns, we define a viable path which is smooth, collision-
free with sensor nodes/base station and obstacles, closed, and provides enough con-
tact time with all the sensor nodes. The viable path takes into account properties
of both robotics and sensor networks, which is close to reality. The main objective
is to design the shortest viable path for the considered robots. We formulate the
problem as a variant of Dubins Travelling Salesman Problem with neighbourhoods
(DTSPN) [184, 185]. To solve the problem, we propose a Shortest Viable Path Plan-
ning (SVPP) algorithm. In essence, our algorithm is based on a roadmap: Tangent
Graph, which is then modified by a reading adjustment to provide enough contact
time for each node. With the modified Tangent Graph, it determines a permuta-
tion of sensor nodes by solving an Asymmetric TSP (ATSP) instance. Having the
permutation, the modified Tangent Graph is simplified and converted to a tree-like
graph, where the edges and vertices unrelated to the permutation are removed. Fi-
nally, the shortest viable path is figured out by searching the tree-like graph using
a dynamic programming based method.
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The viable paths produced by SVPP algorithm can be travelled by the considered
unicycle robots periodically. However, such paths are designed for single mobile sink.
For the large scale network, we further consider the situation where multiple mobile
sinks are available, which is promising to reduce the average path length for each
sink and shorten the delivery delay. We consider k identical mobile sinks and target
on designing viable paths for them such that the lengths of the k paths are more
or less equal. Then the data delivery delays on these paths can be similar. We first
discuss an algorithm by introducing viable path to k-SPLITOUR [76] (denoted as
viable k-SPLITOUR), which constructs a whole path using SVPP and then splits
it into k subpaths of more or less equal lengths. We point out that the generated
k viable paths are not guaranteed to be optimal. With this regard, we conduct a
further operation, i.e., reconstruct the k paths respectively using SVPP and this
algorithm is referred as k-SVPP. It is easy to understand k-SVPP achieves no worse
performance than viable k-SPLITOUR, and in many cases k-SVPP performs better.
For performance evaluation, extensive simulations are conducted. First, SVPP
is applied to figure out viable paths for the network instances with different num-
bers of nodes and topologies where obstacles exist. We investigate the influences of
two factors: robot speed and data load on system metrics: path length and collec-
tion time. Second, the performance of k-SVPP is demonstrated by comparing with
Viable k-SPLITOUR. Third, the comparison of the proposed methods with a mul-
tihop communication algorithm: Shortest Path Routing is also provided. We study
the influence of data load distributions on data collection performance in terms of
energy consumption. We find that using mobile robots to collect data saves around
95% energy for sensor nodes compared to multihop communication, which definitely
increase the network lifetime.
Moreover, we use the idea of tangent graph to navigate a flying robot to avoid
detections by the ground sensors, which is called safe mission planning in various
threat environments.
The key contributions of this chapter include:
1. We propose the concept of viable path which combines the concerns of robotics
and sensor networks.
2. We provide a formulation for the studied problem as a variant of DTSPN and
an algorithm called Shortest Viable Path Planning (SVPP).
3. We provide a k-SVPP algorithm to design k viable paths which have approx-
imately equal lengths.
4. We present extensive simulations to demonstrate the effectiveness and advan-
tages of our algorithms.
5. We further consider the problem of navigating a military aircraft in a threat
environment to its final destination while minimizing the maximum threat
level and the length of the aircraft path. The proposed method to construct
optimal low-risk aircraft paths involves a simple geometric procedure and is
very computationally efficient.
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The remaining parts of this chapter are structured as follows. Section 4.2 for-
mally describes the studied problem. Section 4.3 provides the suggested SVPP
algorithm and a k -SVPP algorithm dealing with path planning for k robots is pro-
posed in Section 4.4. Section 4.5 demonstrates the performance of our algorithms by
simulations and comparisons with the alternatives. Some discussions are provided
in Section 8.6.6. Furthermore, the extension of our approach to the problem of
safe mission planning is discussed in Section 4.7. Finally, Section 4.8 concludes the
chapter. The publications related to this chapter include [186], [187], [188], [189].
4.2 System Model and Problem Statement
This section describes the system model, gives the basic assumptions and states our
problem formally. The main notations used in this chapter are listed in Table 4.1.
Consider a planar robot modelled as a unicycle, whose state can be represented
as the configuration X = (x, y, θ) ∈ SE(2), where (x, y) ∈ R2 is the robot’s position
and θ ∈ S1 is its heading. The robot travels with a constant speed v and is controlled
by the angular velocity u. The dynamics of the robot can be described as
x˙(t) = v cos θ(t)
y˙(t) = v sin θ(t)
θ˙(t) = u(t) ∈ [−uM , uM ]
(4.1)
where uM is the given maximum angular velocity. Such a model describes a planar
motion of many ground robots, missiles, UAVs, underwater vehicles etc [41, 43,
55, 181, 190, 191, 192, 193, 194, 195, 196, 197, 198]. The standard non-holonomic
constraint can be represented as:
|u(t)| ≤ uM . (4.2)
Then the minimum turning radius of the robot is
Rmin =
v
uM
. (4.3)
Any path (x(t), y(t)) of the robot (4.1) is a plane curve satisfying the follow-
ing constraint on its so-called average curvature (see [178]): let P (a) be this path
parametrized by arc length, then
‖P ′(a1)− P ′(a2)‖ ≤ 1
Rmin
|a1 − a2|. (4.4)
Here ‖ · ‖ denotes the standard Euclidean vector norm. Notice that we use the
constraint (4.4) on average curvature because we cannot use the standard definition
of curvature from differential geometry [199] since the curvature may not exist at
some points of the robot path.
Consider a sensor network deployed in a cluttered environment. It consists of a
base station (s1) and n − 1 sensor nodes (si, i ∈ [2, n]). We overload si (i ∈ [1, n])
as a sensor node/base station and its location. s1 executes the path planning task
and the robot downloads the path before it depart. Consider m disjoint and smooth
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Table 4.1: Notations
Notation Comments
X Configuration of robot
(x, y) Position of robot
θ Heading of robot
u Angular velocity of robot
v Speed of robot
uM Maximum angular velocity of robot
Rmin Minimum turning radius of robot
n The number of base station and nodes
si Base station or sensor node
m The number of obstacles
oj Obstacle
dsafe Obstacle safety margin
∂oj Boundary of the convex hull
Ci Visiting circle
G(V,E) (Modified) Tangent Graph
L Viable path construction function
g Data load
r Data transmission rate
e Transmission energy consumption rate
δ Required contact time
Σ Permutation of visiting with length n
σi The i
th element of Σ
G(V ′, E ′) Simplified Tangent Graph
P Projection function from SE(2) to R2
K The blocking number
Σ′ Extended permutation (n′ = n+K)
σ′i The i
th element of Σ′
L′ Viable path construction function
T tree-like graph, Ti is the i
th layer of T
L Path length
z Configuration variable
P Viable path
k The number of robots
len Path length function
obstacles (oj, j ∈ [1,m]) in the field. The locations of all the stationary sensor nodes
and the obstacles as well as the shapes of the obstacles are known. Let dsafe be the
safety margin for the obstacles and then we can get the safety boundary of oj, see
Figure 4.1b for an example. Since oj can be a non-convex set, its safety boundary
can also be non-convex. As discussed below, our objective is pass the obstacles as
fast as possible. Then, moving along the boundary of the convex hull of oj saves time
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comparing to moving along the winding safety boundary. Let ∂oj (j ∈ [1,m]) be
the boundary of the convex hull of oj’s safety boundary. The way to construct such
convex hull is simple. For the non-convex part, a common tangent line is placed,
see Figure 4.1b for an example. Regarding constraint (4.4), we make the following
assumption on ∂oj, j ∈ [1,m].
Assumption 4.2.1. Any ∂oj (j ∈ [1,m]) is a smooth curve with the curvature c(p)
at any point p satisfying c(p) ≤ 1
Rmin
.
The objective is to design the shortest viable path for robot (4.1). We define the
viable path as follows:
Definition 4.2.1. A path P is viable if the following five Conditions are satisfied:
1) smooth, collision-free of 2) sensor nodes/base station and 3) obstacles, 4) closed
and 5) offers enough contact time to read all the data from sensor nodes.
The motivations behind the viable path include the following practical concerns.
First, as aforementioned, since the considered robots’ bounded turning radius, it is
inappropriate for them to turn at a spot. Thus, the foremost condition of the viable
path is smoothness. Second, the robot should not traverse the locations of the
sensor nodes, otherwise collisions may happen. Besides, since obstacles are possible
to exist in the sensing field, the robot should also be able to avoid them. Further, as
many applications require the robot to execute the data collection task periodically,
the closeness feature may facilitate this requirement. Finally, to read all the sensory
data from sensor nodes, the produced path should provide enough time for the robot
to communicate with sensor nodes. Next, we detail how to design viable paths.
With respect to Condition 2) and considering the dynamics (4.1), we first de-
scribe our visiting circle model.
Definition 4.2.2. The visiting circle is centred at the location of a sensor node/base
station with the radius of Rmin.
The radius of the visiting circle can be smaller than Rmin. But as Rmin is
the minimum turning radius, the robot cannot move along a circle whose radius is
smaller than Rmin. Being able to move along the visiting circles facilitates our work
in the applications where the stored data cannot be uploaded in a short time. In
this case, the robot can rotate around the sensor nodes/base station on the visiting
circles until the data uploading is finished. Thus, the radius of the visiting circle
is set as Rmin. Similar to dsafe, Rmin can also be regarded as the safety margin
of sensor nodes/base station. We use Ci, i ∈ [1, n] to represent the visiting circle
and we use the term element to represent either a visiting circle Ci (i ∈ [1, n]) or a
boundary ∂oj (j ∈ [1,m]) in the rest of this chapter.
Assumption 4.2.2. Any two elements do not intersect.
Now we construct Tangent Graph [181]. One major component of Tangent Graph
is the tangent, defined as a straight line that is simultaneously tangent to two ele-
ments and not intersecting with any others. The common point of a tangent and an
element is called the tangent point. The curve between two tangent points on the
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Figure 4.1: An illustrative example with one base station, two nodes and one non-
convex obstacle. (a) Sensing field; (b) Convex hull construction; (c) Tangent Graph.
same element is called the arc. Let G(V,E) be Tangent Graph, where vertex set V
consists of a finite set of tangent points and edge set E consists of a finite set of
tangents and arcs. Figure 4.1 depicts an example of G(V,E).
We claim that the path for the robot can be formed by a subset of E, since when
the robot moves on G(V,E), Condition 2) and 3) are satisfied definitely. However,
such path is not viable. To make the path smooth, we further consider a heading
constraint.
Definition 4.2.3. The heading constraint refers to that the robot’s heading θ at the
beginning of an edge should be equal to that at the ending of the last edge.
Let edge1, edge2 ∈ E be two edges and they have a common tangent point p. Let
θpedge1 and θ
p
edge2
be the robot’s headings at the ending of edge edge1 and beginning
of edge edge2 respectively, i.e., at point p. Then, the heading constraint requires:
θpedge1 = θ
p
edge2
. (4.5)
By carefully selecting the edges according to (4.5), the path can be smooth, i.e.,
Condition 1) is satisfied.
Now we consider Condition 5), which relates to the communication mode. With
the visiting circle model, we consider the following assumption.
Assumption 4.2.3. The buffered data is transmitted only when the robot (4.1) is
on Ci, i ∈ [1, n].
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Notice as long as the robot is within the transmitting range of the sensor nodes,
the sensor nodes can transmit data to the robot even before it arrives at the visiting
circle and after it leaves. But it is practical to consider Assumption 4.2.3. One reason
is that short distance communication guarantees a low data loss rate. Besides, it
results in a relatively low transmission energy consumption.
With respect to Assumption 4.2.3, the node’s data load and data transmission
rate together determine the required contact time. However the arc edge constructed
by two tangent points on a visiting circle does not guarantee such contact time. So
we need to adjust the arc edge when necessary. Let g be the data load of a node
over a period T and r be the data transmission rate. We consider the non-increasing
staircase model [200] where the data transmission rate r(d) (bit/s) is a function of
distance (d) between itself and the robot:
r(d) =

r1, 0 < d ≤ d1
r2, d1 < d < d2
...
ri, di−1 < d ≤ di
...
0, d > dmax
(4.6)
where dmax is the transmission range of a sensor node. Further, each data trans-
mission rate is associated with an energy consumption rate e(d) (J/bit), which is
modelled as a non-decreasing staircase function of d.
For si, the required contact time δi can be calculated by
δi =
gi
r(Rmin)
. (4.7)
With speed v, we obtain the minimum arc length li:
li = δiv =
giv
r(Rmin)
. (4.8)
We introduce two parameters to describe our arc edge adjustment model
a =
ú
giv
r(Rmin)2piRmin
ü
,
b =
giv
r(Rmin)
− a · 2piRmin.
(4.9)
Given a visiting circle Ci, i ∈ [1, n], and all the arcs on Ci, any arc p˘1p2 can be
adjusted by
|p˘1p2| =
a · 2piRmin + |p˘1p2|, if (i)(a+ 1) · 2piRmin + |p˘1p2|, if (ii) (4.10)
where
(i) : b ≤ |p˘1p2|
(ii) : b > |p˘1p2|.
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With the adjustment (4.10), p˘1p2 is a valid arc edge allowing all the buffered
data to be read by the robot. So we call (4.10) the reading adjustment. If p˘1p2
is selected as a part of path, it means the robot arrives at p1, makes a or a + 1
more round trips around si and leaves from p2. In the rest of this chapter, G(V,E)
represents the modified Tangent Graph, where V keeps the same and the arc edges
on visiting circles in E are adjusted by (4.10). With this model, extracting a subset
of E satisfies Condition 5).
Finally, with respect to Condition 4) and the shortest path request, we introduce
the problem to be addressed as DTSPN in [185, 201]. Let C = {C1, ..., Cn} be a
set of goal regions to be visited and Σ = {σ1, ..., σn} be an ordered permutation of
{C1, ..., Cn}. Define a projection from SE(2) to R2 as P : SE(2)→ R2, i.e., P(X) =
(x, y). The considered problem is an optimization over all possible permutations Σ
and configurations X. Stated more formally:
min
Σ,X
|L(Xσn , Xσ1)|+
n−1∑
i=1
|L(Xσi , Xσi+1)|
s.t. P(Xσi) ∈ σi, i ∈ [1, n]
(4.11)
where L(X1, X2) is the viable subpath (defined below) with minimum-length from
configuration X1 to X2 (P(X1) ∈ Ci1 , P(X2) ∈ Ci2 , i1, i2 ∈ [1, n] and i1 6= i2) and
|L(X1, X2)| gives the length.
Definition 4.2.4. A viable subpath consists of a subset of E. Any two consecu-
tive edges on the viable subpath have a common tangent point where the heading
constraint (4.5) is satisfied.
So far, since the function L makes the generated paths satisfy Condition 1), 2),
3) and 5) and formulation of problem (4.11) considers Condition 4) as well as the
shortest request, the path produced by solving problem (4.11) is the shortest viable
path for the data collection unicycle robot. Next section discusses how to address
this problem.
4.3 Shortest Viable Path Planning
Formulated as DTSPN like [184, 185], problem (4.11) is also NP-hard. But unlike
DTSPN having infinite number of possible configurations in each goal region, the
candidate configuration number on Ci, i ∈ [1, n], in problem (4.11) is finite due to
the Tangent Graph. So more appropriately, problem (4.11) is a sampled DTSPN.
On the other hand, in the context of sensor networks, sensor nodes are usually
deployed apart from each other. Then our considered problem is a standard version
of sampled DTSPN, in which any two goal regions do not overlap according to
Assumption 4.2.2.
We propose an algorithm called Shortest Viable Path Planning (SVPP). The
basic idea is similar to [201], where the first stage is to determine the permutation
Σ based on G(V,E). In the second stage, we simplify G(V,E) into G(V ′, E ′) and
convert G(V ′, E ′) to a tree-like graph T , and then search the shortest path in T .
The main steps of SVPP are outlined as Algorithm 1. The details are given below.
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Algorithm 1 Shortest Viable Path Planning (SVPP)
1: Compute Σ by solving ATSP instance based on G(V,E).
2: Compute Σ′ by adding blocking safety boundaries to Σ.
3: Simplify G(V,E) to G(V ′, E ′) by remaining the edges and vertices related to Σ′
and deleting others.
4: Convert G(V ′, E ′) to tree-like graph T .
5: Given an initial configuration, search the shortest path P in T .
In Step 1, to compute Σ, we construct a directed graph. The reason for a
directed graph instead of undirected graph lies in Condition 5) of Definition 4.2.1,
i.e., different sensor nodes may require different contacting time. We take si, i ∈
[1, n] as the vertex set of the directed graph. We construct the edge set as follows.
The length of the edge between two vertices takes into account two aspects: the
length of the valid path between their visiting circles and the length of the adjusted
arc on the latter vertex. Note, since there may be multiple valid paths between two
visiting circles, see s1 and s2 in Figure 4.2 for an example, here we use the average
length of them. Thus, the length of the edge from s1 to s2 equals to the summation
of the average length and the length of the adjusted arc on the visiting circle of s2.
In contrast, the length of the edge from s2 to s1 equals to the summation of the
average length and the length of the adjusted arc on the visiting circle of s1. With
such directed graph, we use a ATSP solver [202] to calculate the permutation Σ.
Having Σ, G(V,E) can be simplified by remaining the tangent edges connecting
two successful visiting circles in Σ and the corresponding arc edges. When any
obstacle blocks any pair of visiting circles, the edges passing the obstacle safety
boundaries are also remained. By doing this, we can get the blocking number K ≥ 0
which counts the occurrence number of blocking two successful visiting circles in Σ.
Since one obstacle can block more than one pair of successful visiting circles, the
number of the blocking obstacles in G′(V ′, E ′) may be smaller than K. We insert
these boundaries to the proper positions in Σ and get an extended permutation
Σ′ = {σ′1, ..., σ′n′}, whose length is n′ = n+K. Obviously, Σ ⊆ Σ′. We call the new
graph the Simplified Tangent Graph G′(V ′, E ′), where V ′ ⊆ V and E ′ ⊆ E. Given
Σ′, the problem (4.11) can be reformulated as:
min
X
|L′(Xσ′
n′
, Xσ′1)|+
n′−1∑
i=1
|L′(Xσ′i , Xσ′i+1)|
s.t. P(Xσ′i) ∈ σ′i, i ∈ [1, n′]
(4.12)
where L′ = L.
It is worth mentioning that if we name X1 (X2) as the arrival configuration on
Ci1 (Ci2), there is a departure configuration, say X3, on Ci1 such that the heading
constraint (4.5) is satisfied. Then L′(X1, X2) always consists of two edges: one arc
edge ˇ P(X1)P(X3) and one tangent edge P(X3)P(X2). With such characteristic of
L′, the objective of problem (4.12) can be stated to find the minimum-length path by
selecting two configurations from each element in G(V ′, E ′), subject to the heading
constraint (4.5).
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3s
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Figure 4.2: Simplified Tangent Graph G(V ′, E ′) of G(V,E) in Figure 4.1c. Since
Σ = {C1, C2, C3}, the edges and vertices between C1 and ∂o1 are removed while the
others are remained. Since ∂o1 blocks C2 and C3, ∂o1 is inserted into Σ, then we
obtain Σ′ = {C1, C2, ∂o1, C3}. The numbers near the vertices are the labels of robot
configurations. For example, Label 0 represents X0.
Before we describe how to select such configurations, we analyse the number of
possible paths in G(V ′, E ′). We generate tangents between any pair of elements
to construct G(V,E). Our algorithm to construct tangents is given in A. As the
robots only need to move along the boundary of convex hull, we have 4 common
tangents and 8 tangent points for each pair of successful elements in G(V ′, E ′).
Then one element has 8 configurations, 4 of which are arrival configurations and
the other 4 are departure configurations. For example, in Figure 4.2, X5, X6, X7, X8
are the 4 arrival configurations of C2 and X9, X10, X11, X12 are the 4 departure
configurations. Also, we notice that from one arrival configuration of one element,
we have 2 options to reach the arrival configurations of the next element considering
the heading constraint (4.5). Then, from a given X0 we have 2
n′ paths to reach
σ′n′ . Finally, the robot needs to return to σ
′
1 from σ
′
n′ . Again due to the heading
constraint (4.5), half of the arrival configurations on σ′n′ cannot reach X0, such as
X26 and X28 in Figure 4.2. Therefore, the total number of paths starting and ending
at X0 is 2
n′−1.
To better demonstrate the viable paths in G(V ′, E ′), we convert it to a tree-
like graph. Given X0, we cut σ
′
1 into two parts: one part contains the departure
configurations and X0, and the other contains the arrival configurations and X0,
then the circle-like graph G(V ′, E ′) turns to be a tree-like graph, which is called
tree-like graph T . Since n′ elements are on G(V ′, E ′) and σ′1 is divided into two
parts, T consists of n′ + 1 layers, where Ti = σ′i (i ∈ [1, n′]) and Tn′+1 = σ′1. An
example of T is shown in Figure 4.3.
Evolved from G(V ′, E ′), T inherits the feature that given a departure config-
uration, moving from one layer to the next one has only one path. Define zi
(i ∈ [1, n′ + 1]) as an arrival configuration variable of layer Ti. Define Li,i+1 as
the path length from an arrival configuration zi on Ti to an arrival configuration
zi+1 on Ti+1, then we have
Li,i+1 = |L′(zi, zi+1)|, 1 ≤ i ≤ n′. (4.13)
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Figure 4.3: Tree-like graph of the example shown in Figure 4.2. There are 8 viable
paths starting at X0 and ending at X0.
Algorithm 2 Shortest Path Search
Input: T , L′
Output: P
1: for i = 2, i ≤ n′, i = i+ 1 do
2: For each feasible zi ∈ Ti, choose feasible zi−1 ∈ Ti−1 to minimize {L∗1,i +
Li,i+1}. Then L∗1,i+1 is expressed as a function of zi only.
3: end for
4: Use the destination configuration z1 to select configurations z
∗
n′+1, z
∗
n′ ,..., z
∗
2 .
z∗1 = z1.
5: P = {L′(z∗1 , z∗2), ...,L′(z∗n′ , z∗n′+1), ˇ P(z∗n′+1)P(z∗1)}.
Suppose L∗1,i+1 is the shortest path length from an arrival configuration on T1
to an arrival configuration on Ti+1, 1 ≤ i ≤ n′. Since the initial value of z1 is
prescribed, i.e., z1 = X0, it follows that L
∗
1,i+1 is only a function of the viable zi+1.
Then
L∗1,i+1 = min {L∗1,i + Li,i+1}, 1 ≤ i ≤ n′. (4.14)
where L∗1,1 = 0.
Let z∗i , i ∈ [1, n′ + 1], denote the optimal configurations to problem (4.14). We
use a dynamic programming based method, given by Algorithm 2, to solve problem
(4.14).
To end this section, we analyse the time complexity of SVPP. In Step 1, the
complexity of the ATSP algorithm [202] is O(n3). In Step 2, we check n pairs of
visiting circles to see whether they are blocked by any boundary of convex hull.
In each checking, the worst case is to check all the m obstacles and then the time
complexity is O(mn). In Step 3, we do a constant number of operations to each
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element in Σ′, then the time complexity of the simplifying procedure is O(n + K).
Converting G(V ′, E ′) to T costs O(1) in Step 4. Finally, because the maximum
number of arrival configurations is 4 on each layer of T , searching the shortest path
in T costs O(n+K). Therefore, the overall time complexity of SVPP is O(n3).
4.4 k-Shortest Viable Path Planning
In Section 4.3, we have only considered the situation of using single robot. Applying
SVPP to a large scale network may result in a path with unacceptable collection
time. One possible solution to deal with the long collection time is to employ
multiple robots. Given the sensor network, increasing the number of robots can
decrease the average path length of the robots. In this scenario, we need to design
a viable path for each robot. Given k identical robots whose initial positions are at
P(X0) ∈ C1, we aim at finding k viable paths {P1, ..., Pk} such that:
1. Pl, l ∈ [1, k] starts from P(X0) and ends at C1;
2. for each i ∈ [2, n], ∃l ∈ [1, k] such that a) Ci ∩ Pl 6= ∅ and b) Ci ∩ Pj = ∅,
j ∈ [1, k]\{l}, i.e., each visiting circle is visited by only one viable path;
3. maxl∈[1,k]{|Pl|} is minimized, where the function len(Pl) gives the length of Pl.
Here the objective is to minimize the length of the longest path, denoted as k-
length. This objective can make the paths have similar lengths. Since the k robots
move at the same speed, the collection times of these paths are more or less equal. It
it easy to understand that this problem is a NP-hard problem. If the non-holonomic
constraint is removed, Ci is reduced to si. Then it is reduced to k-TSPN. If k = 1,
it is further reduced to TSPN, which is known as NP-hard. So this problem is also
NP-hard.
Three relevant approaches have been proposed for the case of multiple robots.
The first is called Vehicle Routing Problem (VRP) [72]. Since the VRP framework
targets on minimization of the total length of all the paths, it may lead to the
situation where the lengths of the produced paths are quite different from each
other. The second one is the cluster-based approach which first divides the network
into several clusters and then finds optimal path in each cluster. The cluster-based
approach (e.g., K-means [48, 74]) is known for effectively decreasing the problem
scale, but the path lengths are still not guaranteed to be similar. The third one is
the split-based approach (e.g., k-SPLITOUR [76]) which is first to construct a whole
path for the single robot and then divided it into several parts by carefully selecting
k − 1 split positions. It is noted for generating paths of more or less equal lengths.
However, we point the paths generated by k-SPLITOUR may not be guaranteed to
be optimal since it simply connects the initial position to the selected split positions.
Based on these considerations, we propose an algorithm, called k-Shortest Vi-
able Path Planning (k-SVPP). k-SVPP is to make use of the profits of the cluster-
based and split-based approaches to compensate their defect. Particularly, we use
k-SPLITOUR to guide clustering and find optimal path in each cluster. The k-
SVPP algorithm is given by Algorithm 3 and its main steps include 1) run SVPP
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Algorithm 3 k-Shortest Viable Path Planning
1: Run SVPP to get path P with length L = |P | and permutation Σ = {σ1, ..., σn}.
2: For each l, l ∈ [1, k − 1], find the last visiting circle σi(l) along P such that
len(σ1, σi(l)) ≤ lk (L− 2Lmax) + Lmax. Construct k clusters as follows:
Cluster1 = {σ1, σ2, ..., σi(1)},
Clusterl = {σ1, σi(l−1)+1, ..., σi(l)}, l ∈ [2, k − 1],
Clusterk = {σ1, σi(k−1)+1, ..., σn}.
3: Run SVPP to compute Pl on Clusterl, l ∈ [1, k].
to get a whole path; 2) use k-SPLITOUR to split the whole path into k parts and
get k clusters; and 3) run SVPP to reconstruct the k paths.
In Algorithm 3, Lmax = maxi∈[1,n] |L(Xσ1 , Xσi)|, i.e., the largest length between
the configurations on σ1 and the other visiting circles. Function len() calculates
the path length between two given configurations. ∪kl=1Clusterl = {C1, ..., Cn} and
Clusterl1 ∩ Clusterl2 = C1, l1, l2 ∈ [1, k], l1 6= l2. Note the structure of k-SVPP
is the same with k-SPLITOUR. The main differences between them are as follows.
First, k-SPLITOUR is originally designed for k-TSP while in k-SVPP all the path
segments have taken into account the concept of viable path. We can replace all the
paths generated by k-SPLITOUR with viable paths and we call the corresponding
method viable k-SPLITOUR. Second, in k-SPLITOUR the second (final) step is to
construct k permutations, i.e.,
Σ1 = {σ1, σ2, ..., σi(1)},
Σl = {σ1, σi(l−1)+1, ..., σi(l)}, l ∈ [2, k − 1],
Σk = {σ1, σi(k−1)+1, ..., σn}.
while in k-SVPP we conduct a further operation (Step 3), i.e., reconstructing the
path in each cluster. Suppose the lengths of the paths generated by viable k-
SPLITOUR and k-SVPP are represented by Lengthl and Length
∗
l , l ∈ [1, k] respec-
tively. We claim that Lengthl ≥ Length∗l ,∀l ∈ [1, k]. Then we have maxl{Lengthl} ≥
maxl{Length∗l }, i.e., the k-length of paths by k-SVPP is no greater than that of vi-
able k-SPLITOUR. Behind this, the cost is to run SVPP for another k times to get
the k reconstructed paths in k-SVPP while it is straightforward to construct paths
based on the k permutations in viable k-SPLITOUR.
4.5 Simulation results
This section is divided into three parts. The first part demonstrates the performance
on some instances and investigate the influence of different factors on SVPP. The
second part displays the performance of k-SVPP, and the third part provides the
comparison with multihop communication.
4.5.1 Performance of SVPP
We simulate a 200m × 200m virtual field with a set of disjoint obstacles. In this
field, n (10-50) sensor nodes are randomly deployed outside the obstacles. According
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to Assumption 4.2.2, 1) any two obstacles are at least 2dsafe from each other; 2)
any two sensor nodes are at least 2Rmin from each other; and 3) any sensor node
and obstacle are Rmin + dsafe from each other. We further assume that the sensor
network is connected, i.e., any node has at least one neighbour node within dmax
distance. This enables the nodes to transmit the data to the base via multihop
communication. The sensor nodes are event driven and the data load g is between 0
and 1MB. We consider k identical ground robots, whose maximum angular velocity
uM is set as 1rad/s. The speed v is between 1 and 6m/s. Thus the corresponding
minimum turning radius Rmin is between 1 and 6m.
This section displays the performance of SVPP. Since the base station is treated
in the same way as sensor nodes, we present them using the same mark in the
following figures. An network instance with 10 nodes is shown in Figure 4.4 together
with its Tangent Graph, Simplified Tangent Graph. The speed of the robot is taken
as 6m/s. Applying the proposed algorithm SVPP, we get the shortest viable path.
Here we demonstrate two shortest viable paths given two different initial headings.
We also conduct simulations for the networks with 20, 30, 40 and 50 sensor nodes
shown in Figure 4.5, where v = 3m/s. In these simulations, we set a small value to
g such that the data can be loaded shortly.
Next we investigate the influences of two key parameters, i.e., robot speed v and
data load g on two system metrics: path length and collection time (path length/v).
Here v= 1, 2, 3, 4, 5 and 6m/s and n =10, 20, 30, 40, and 50. For each pair of v
and n, we simulate 20 independent instances and the results are shown in Figure
4.6. For a fixed n, the path length tends to increase with the increasing of v, due
to the increasing of Rmin. Extremely, if v = 0, it turns to the case of TSP. We do
not display the TSP paths as they are not viable. In Figure 4.6b, the collection
time decreases with the increasing of v. From these simulations we can see that
although increasing the robot speed raises the path length, the collection time can
be reduced. Note the data load g still takes a small value. When large data load is
accounted, such conclusion may not be appropriate.
On these instances, we measure the computation time of SVPP on a 64-bit
Windows machine with the processor of Inter(R) Core(TM) i5-4570CUP @3.20GHz.
We display the average time for each network scale in Figure 4.7. It shows that the
major time consumption is made on Step 1 to calculate the permutation, while the
procedures (Step 2-5) to search the path takes relatively short time.
Now we investigate the impact of g on system metrics and we focus on a network
such as the one shown in Figure 4.4. Here, the data loads are uniform among all
the nodes, which are between 0 and 1MB. For each pair of g and v, we compute
the shortest viable path by SVPP and the results are shown in Figure 4.8. We can
learn that for a fixed v, the path length is non-decreasing with g and it has an initial
stabilization. For example, for v = 3m/s, with the increasing of g, the path length
remains at first and then starts to increase after g = 0.08MB. The reason behind
this is amoung the nodes’ regular contact times, the shortest one allows to transmit
up to 0.08MB. When g is larger than 0.08MB, at the shortest regular contact time
is not enough, then the reading adjustment applies, which leads to the raising of
the path length. Another interesting phenomenon is the length of the path with
higher v may be shorter than that with lower v. For example, when g = 0.02MB,
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Figure 4.4: A demonstrative example with n = 10: (a) Tangent Graph; (b) Sim-
plified Tangent Graph; (c) Given a south facing initial heading, the shortest viable
path length is 749.1m; (d) Given a north facing initial heading, the shortest viable
path length is 786.7m
the path length with v = 5m/s is longer than that with v = 6m/s. This is because
the regular contact times on the path with v = 6m/s are still enough for the data
load, while several circles are added to the path with v = 5m/s. Figure 4.8b shows
that the collection time increases with data load and increasing the robot speed can
reduce the collection time.
4.5.2 Performance of k-SVPP
This section investigates the performance of k-SVPP.
We focus on a network shown in Figure 4.5d. The node in the central of the
field, i.e., s29, is regarded as the base station, and the robots start and end at its
visiting circle. We present the results of k = 2 and k = 3. For comparison, the paths
generated by viable k-SPLITOUR are also displayed. For k = 2, the split visiting
circle is C28. Then {C29, C26, ..., C28} forms the first cluster and {C29, C30, ..., C13}
is the second. In this instance, k-SVPP and viable k-SPLITOUR generate the
same paths, see Figure 4.9. For k = 3, the two split visiting circles are C18 and
C43. Then {C29, C26, ..., C18} forms the first cluster, {C29, C19, ..., C43} forms the
second, and {C29, C42, ..., C13} is the third. The three paths generated by k-SVPP
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Figure 4.5: The viable paths for instances with different scale: (a) n = 20 and the
path length is 907.0m; (b) n = 30 and the path length is 1078.4m; (c) n = 40 and
the path length is 1275.9m; (d) n = 50 and the path length is 1352.4m.
are shown in Figure 4.10a and those of viable k-SPLITOUR is demonstrated by
Figure 4.10b. Comparing these two results, we can see that the paths generated by
k-SVPP outperform those by viable k-SPLITOUR. The k-length of k-SVPP paths is
528.8m and that of viable k-SPLITOUR is 569.2m. Thus, in this instance, k-SVPP
saves path length by 7.6%. The reason behind this improvement is obvious, i.e.,
as discussed in Section 4.4, the split permutations are not optimal in the clusters.
Thus, the paths constructed based on these permutations are not the shortest.
Further, we apply k-SVPP to more network instances and compare the perfor-
mance with viable k-SPLITOUR for k = 3. The results are shown in Figure 4.11 We
can see that k-SVPP performs no worse than viable k-SPLITOUR and the former
yields 5.5% improvement on average.
4.5.3 Comparing with Multihop Communication
This subsection compares our work with a multihop communication algorithm:
Shortest Path Routing. We focus on energy consumption since it is an important
system metric when the sensor nodes have limited power supplies. We consider a
data transmission rate model of two stairs and the corresponding parameters are
r1 = 250KB/s, r2 = 19.2KB/s, d1 = 20m, dmax = d2 = 50m [200]. Associ-
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Figure 4.6: The impacts of speed on path length and collection time: (a) Path
length; (b) Collection time.
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Figure 4.7: Average computation time of SVPP for different scale networks.
ated with the transmission rates, the transmission energy consumption rates are
e1 = 6.8× 10−6J/bit and e2 = 1.1× 10−5J/bit respectively.
In Shortest Path Routing, every node transmits its data to the base through the
path with shortest distance (such shortest path can be found by existing algorithms
such as Dijkstra’s algorithm [203]). Since transmitting data usually consumes more
energy than sensing and receiving, the energy consumption of the network using
multihop communication can be simply expressed as:
Emultihop =
n∑
i
ehigi (4.15)
where hi is the hop number from si to the base, gi is the data load of si and e
indicates the energy consumption for transmitting one bit data. More details about
(4.15) can be found in [84]. If we assume the distance between any pair of nodes is
larger than d1, then e = e2. Considering Rmin, the sensor nodes can transmit data
to the robots via single hop and the energy consumption rate is e1. We use Esinglehop
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Figure 4.8: The impacts of data generation rate on path length and collection time:
(a) Path length; (b) Collection time.
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Figure 4.9: When k = 2, the paths generated by k-SVPP and viable k-SPLITOUR
on the instance shown in Figure 4.5d are the same. The two path lengths are 710.2m
and 688.3m respectively.
to represent the energy consumption when robots are used.
Esinglehop = Enode + Erobot (4.16)
where Enode =
∑n
i e1gi and Erobot = λL [204]. L gives the total path length of all the
robots. λ depends on the robot and its speed. We will see the value of λ influences
the performance. Here, λ is set to be 0.035.
In the following part, we focus on the network instances of 50 nodes shown in
Section 4.5.1 and 4.5.2. Unlike Section 4.5.1 where we assume uniform data loads,
the data loads in this part are distributed in the network, which is more practical.
By Multivariate Gaussian Model, we generate the distributed data loads as shown in
Figure 4.12. We study four data load distributions. 1) Central: an interested event
occurs at position (100,100) of the field, see Figure 4.12a. The closer a node to this
position, the more data it generates. 2) Southwest: an interested event occurs at
position (50,50), see Figure 4.12b. Also, we consider two random distributions. 3)
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Figure 4.10: Comparison of k-SVPP and viable k-SPLITOUR when k = 3: (a)
k-SVPP (path lengths are 528.8m, 517.2m and 517.0m); (b) k-SPLITOUR (path
lengths are 569.2m, 559.4m and 552.8m).
R-low, the data loads across the network are generated Randomly at a low level
(0-0.5MB). 4) R-high, the data loads are generated Randomly at a high level (0.5-
1MB).
We apply SVPP, k-SVPP, SVPP-no-adjustment, Shortest Paht Routing and Vi-
able k-SPLITOUR on the network shown in Figure 4.5d and the results are displayed
in Figure 4.13. Note, the results are mean values on the 20 independent instances.
Figure 4.13a demonstrates the energy consumptions by sensor nodes and robots
to collect data in these four situations. We learn the following things. The energy
consumption by Shortest Path Routing algorithm in Southwest is higher than Cen-
tral. The reason is that as the base station locates in the central area, the sensor
nodes in the Southwest case consume more energy on relaying data, although the
total data loads of all the nodes are similar in these two cases. Shortest Path Rout-
ing algorithm spends the most energy in R-high and least in R-low due to the total
amount of data loads. For the algorithms using robots, SVPP-no-adjustment and
SVPP employ single robot while k-SVPP and Viable k-SPLITOUR both employ
three robots. Figure 4.13a shows that using single robot consumes less energy than
using multiple robots. This is reasonable since the total path length of the multiple
robots is longer than the single robot case, as shown in Section 4.5.2. The benefit of
employing multiple robots is to shorten the collection time. Among the two schemes
using single robot, SVPP costs more energy than SVPP-no-adjustment. The excess
part is used on the rotating movement. We calculate the average collected data
percentage of SVPP-no-adjustment in these four distributions: 55%, 62%, 95% and
53%. To collect all the data, the robot needs to do at least one more tour along the
paths. Then SVPP-no-adjustment spends more energy than SVPP. Among the two
schemes using multiple robots, Viable k-SPLITOUR costs more than k-SVPP. The
reason is the same as that discussed in Section 4.5.2. Comparing these schemes on
the four distributions, Shortest Path Routing consumes the least energy in the first
three cases, since robot movement generally consumes more energy. To exclude the
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Figure 4.12: Distributed data loads from Multivariate Gaussian Model where the
covariance matrix is [400, 0; 0, 400]. The node, nearest to the position of event,
generates up to 1MB data during T . (a) Central; (b) Southwest.
influence of movement energy consumption, we display the part consumed by sensor
nodes only in Figure 4.13b. It shows in every case, using robots to collect data saves
sensor nodes around 95% energy compared to using multihop communication. Also,
in terms of total energy consumption, using multihop communication may spend
more energy when the data loads are large, such as the R-large case in Figure 4.13a.
We indicate that the results shown in Figure 4.13a depends on λ. Increasing this
factor may lead to large energy consumption by the schemes using robots. Although
using robots may consume more than conventional multihop communication in terms
of total energy consumption, the approaches of using robots are still promising since:
the energy consumption by nodes can be saved prominently as shown in Figure 4.13b;
besides, the robots can be recharged much easily than the sensor nodes.
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Figure 4.13: Energy consumption by Shortest Path Routing, SVPP without adjust-
ment, SVPP, k-SVPP, Viable k-SPLITOUR. (a) By sensor nodes and robots; (b)
By sensor nodes.
4.6 Discussion
This section provides some discussions of our work.
4.6.1 Extension
Our proposed algorithms SVPP and k-SVPP are designed for the data collection
systems with two layers: sensor layer and base station layer. But both of them are
not restricted to the systems of two layers. It can be extended to the systems of three
layers: sensor layer, gateway layer and base station layer, by adding inner network
communication protocols between sensor and gateway layers. The sensor nodes can
be clustered locally into different groups and use inner network communication to
transmit the extracted data to their corresponding gateways. Then our algorithms
will serve the gateway and base station layers in the same way as we do above. As
recent studies on the area of WSNs have proposed many network communication
protocols, extending our work to the three layer systems will be efficient and effective.
In Section 4.7, we present a specific extension of SVPP in details.
4.6.2 Limitation
We do not consider the computation capability of robots. In other words, we as-
sumed that following the designed paths is able to avoid obstacles. However, this
is based on the accuracy of the given information of obstacles such as shapes and
positions. We notice that that in reality such information may be inaccurate or
unavailable, for example when the moveable obstacles exist in the sensing field. In
this scenario, the proposed algorithms would not be appropriate.
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4.6.3 Application
The proposed work can be applied to the applications of using wheeled robots with
bounded turning radius, to collect data from sensor nodes. It may save sensor nodes
much energy in the scenario of large data loads, for example in wireless multimedia
sensor networks.
The proposed algorithms are originally designed for the applications of collecting
information from sensor nodes. They can also be applied in a reverse manner, i.e.,
to distribute information to the sensor nodes, such as charging the sensor nodes
[205, 206, 207] due to the availability of wireless charging technique [208]. The
charging amount can be regarded as the data load, which is decided by the residual
energy in the node and its capacity.
4.7 Extension to Point to Point Navigation
In the above sections, we focus on the scenario of path planning for a or several
mobile sinks to visit a number of sensor nodes and return to the origin. The approach
can also be used in another way, i.e., navigating a robot or aircraft from a point to
another.
Safe mission planning in various threat environments is an important objective
for military aircraft such as strike aircraft, cruise missiles and Unmanned Aerial
Vehicles (UAVs). Safe mission planning for such aircraft typically seeks to construct
a route from origin to destination that minimizes the risk imposed by enemy threats.
Typical examples include minimizing the risk of aircraft detection by radars or other
ground sensors [209, 210, 211, 212], minimizing the risk of being destroyed by surface-
to-air missiles [213, 214], and minimizing exposure to radiation while passing through
a contaminated area.
This class of problems was studies in a number of publications where two main
approaches were proposed. The first approach is based on minimizing the cumulative
threat exposure when flying through the threat environment [213, 215]. In the second
approach, the objective is to minimize the probability of being detected [211, 212].
An alternative approach to safe military aircraft routing in threat environments is
to be presented below. This approach is based on an optimization model where the
objective is to navigate an aircraft to its final destination while obtaining the shortest
path that minimizes the threat level of the aircraft path. In some applications, this
model is closer to reality.
4.7.1 Extended Problem Statement
We consider an aircraft or a flying robot moving in a plane and modelled as (4.1).
The initial position of the aircraft is in a known regionM. Also, there is a point-wise
aircraft final destination F which also belongs to the regionM. There are n steady
point-wise threat agents in the plane with known coordinates P1 = (x1, y1), P2 =
(x2, y2), . . . , Pn = (xn, yn). Each threat agent i, 1 ≤ i ≤ n has a known threat
level continuous function fi(d) which describes the level of threat for a point at
standard Euclidean distance d ≥ 0 from the threat agent i located at (xi, yi). In real
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Figure 4.14: A typical threat level function.
life applications, threat agents can represent surface-to-air missiles or geophysical
obstacles such as mountains or volcanoes from which the aircraft needs to keep a
safe distance.
We assume that the threat level functions fi(d) satisfy the following assumption.
Assumption 4.7.1. For any i = 1, 2, . . . , n, there exists a constant Ri > 0 such
that fi(d) = 0 for all d ≥ Ri, fi(d) > 0 for all 0 ≤ d < Ri, and fi(d1) > fi(d2) for
all 0 ≤ d1 < d2 < Ri. Moreover, we assume that Ri > Rmin for all i = 1, 2, . . . , n. A
typical threat level function is shown in Fig. 4.14. Further, it is worth mentioning
that this formulation is different from the conventional risk-theoretic function which
monotonically increases with the distance.
Moreover, we suppose that the region M satisfies the following assumption.
Assumption 4.7.2. The region M is a convex bounded closed set. The boundary
∂D(M) of the region M is a smooth curve with the curvature k(p) at any point p
satisfying k(p) ≤ 1
Ri
for all i = 1, 2, . . . , n.
Assumption 4.7.2 guarantees that the shape and the boundary of the region M
are relatively simple. This greatly reduces the complexity of the proposed navigation
algorithm.
Definition 4.7.1. A path p(t) = (x(t), y(t)) of the aircraft (4.1) is said to be reach-
ing the final destination if there exists a time tf > 0 such that p(tf ) = F and
p(t) belongs to the region M for all i, t ∈ [0, tf ]. Furthermore, T [p(·)] denotes the
maximum threat level to which the aircraft was exposed on the path p(·):
T [p(·)] := max
i=1,2,...,n,t∈[0,tf ]
fi(di(t)) (4.17)
where di(t) is the distance between the aircraft and the threat agent i at time t:
di(t) :=
»
(x(t)− xi(t))2 + (y(t)− yi(t))2.
Moreover, L[p(·)] denotes the length of the path p(·).
Definition 4.7.2. A reaching of the final destination path p0(t) = (x0(t), y0(t)) of
the aircraft (4.1) is said to be optimal if the following two conditions holds:
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1. For any other reaching of the final destination path p(t) = (x(t), y(t)), the
inequality
T [p0(·)] ≤ T [p(·)] (4.18)
holds.
2. If T [p0(·)] = T [p∗(·)] for some other reaching of the final destination path
p∗(t) = (x∗(t), y∗(t)), then
L[p0(·)] ≤ L[p∗(·)]. (4.19)
If p0(t) is an optimal path, then the number T [p0(·)] is called the minimum achievable
threat level.
Remark 4.7.1. An optimal aircraft path guarantees the minimum possible threat
level. Moreover, among different paths with the same minimum threat level, the
optimal path has a shortest length.
Problem statement: Our problem is to design an optimal aircraft path. In
other words, the objective is to navigate the aircraft to the final destination F
inside the region M while minimizing the maximum threat level and the length of
the aircraft path.
Example: Minimizing worst case probability of being hit: We introduce
an example in which the optimal solution requires minimizing the maximum threat
level. Suppose that the threat agents P1, P2, . . . , Pn are known ground locations
from which surface-to-air missiles can be fired to hit the aircraft. Let N be a total
number of missiles. The probability of each missile to hit the aircraft depends on
the distance d between the aircraft and the agent from which the missile is fired
and is described by a known function f(d). The distribution of missiles between
the threat agents P1, P2, . . . , Pn are not known to us. Our objective is to minimize
the worst case (for all missiles distributions between the agents and all enemy firing
strategies) probability that at least one of the N missiles will hit the aircraft.
Let [0, tf ] be the time interval during which the aircraft moves from origin to
destination, di(t) be the distance between the aircraft and the agent i at time t.
Furthermore, let
dmin := min
i=1,2,...,n, t∈[0,tf ]
di(t).
It is obvious that for any aircraft path, the worst case scenario for us is when all
N missiles are fired from the closest agents at the moments when the aircraft is at
the shortest distance dmin. In this case, the probability that the aircraft is hit by at
least one missile is
ph = 1− (1− f(dmin))N = 1− (1− θ)N
where θ is the maximum threat level of the trajectory. Therefore, the minimum pos-
sible value for the probability ph is delivered by an aircraft path with the minimum
possible threat level θ.
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4.7.2 Optimal Aircraft Path
Now, we build optimal aircraft paths that minimize the threat level and the length.
Notation 4.7.1. In this chapter, d(w, h) denotes the standard Euclidean distance
between the points w and h. Moreover, d(w,M) denotes the minimum distance
between the point w and the closed set M .
Definition 4.7.3. Let Pi be a threat agent such that the distance d(Pi, ∂D(M))
between Pi and the boundary ∂D(M) of the region M satisfies d(Pi, ∂D(M)) < Ri.
Then it immediately follows from Assumption 4.7.2, that there exists a unique point
P∗ at the boundary of M such that d(Pi, ∂D(M)) = d(Pi, P∗). Then the point P∗
is called a critical point of type 1, and the number θ := fi(d(Pi, P∗)) > 0 is called a
critical threat level of type 1.
Definition 4.7.4. Let Pi and Pj be threat agents such that d(Pi, Pj) < Ri + Rj.
Since the threat functions fi(·), fj(·) are continuous and satisfy Assumption 4.7.1,
there exists a unique point P∗ at the straight segment connecting Pi and Pj such that
fi(d(Pi, P∗)) = fj(d(Pj, P∗)) > 0. The point P∗ is called a critical point of type 2,
and the number θ := fi(d(Pi, P∗)) = fj(d(Pj, P∗)) > 0 is called a critical threat level
of type 2.
Remark 4.7.2. It is obvious that if d(Pi, Pj) < Ri + Rj and the threat functions
fi(·) and fj(·) are identical then the corresponding critical point P∗ is the middle of
the straight segment connecting Pi and Pj.
Definition 4.7.5. A number θ ≥ 0 is said to be a critical threat level if one of the
following conditions holds:
1. θ = 0;
2. θ is a critical threat level of type 1;
3. θ is a critical threat level of type 2.
Further, a point P∗ ∈ M is said to be a critical point if it is either a critical point
of type 1 or a critical point of type 2.
Let θ ≥ 0 be a critical threat level. We now construct a non-convex closed set
M(θ) ⊂M as follows.
Notation 4.7.2. For any i = 1, 2, . . . , n, introduce a radius Ri(θ) > 0 where
Ri(θ) := Ri if θ = 0, and Ri(θ) satisfies fi(Ri(θ)) = θ for θ > 0. Notice that
if fi(d) < θ for all d, we do not introduce any Ri(θ). Now we construct the set
M(θ) by deleting from the region M all the open disks centred at the threat agents
Pi with the radius Ri(θ); see Fig. 4.15.
It is clear that M(θ) consists of all points M for which the threat level defined
by (4.17) does not exceed θ. It is also obvious that M(θ1) ⊂M(θ2) if θ1 ≥ θ2.
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Figure 4.15: Demonstration for constructing set M(θ). (a) Initial figure with two
agents locating at P1 and P2 with threat radius R1 and R2. (b) M(0). (c) M(θ1)
by applying a critical point of type 2 and θ1 = 0.1. (d)M(θ2) by applying a critical
point of type 1 and θ2 = 0.3.
Definition 4.7.6. A critical threat level θ ≥ 0 is said to be a critical threat level with
the connectivity requirement if there exists a continuous curve belonging toM(θ) and
connecting the aircraft initial position p(0) and the final destination F . Moreover, a
critical threat level θ with the connectivity requirement is called the minimum critical
threat level with the connectivity requirement if the connectivity requirement does not
hold for any critical threat level θ∗ < θ.
Assumption 4.7.3. Let θ be the minimum critical threat level with the connectivity
requirement. We assume that Ri(θ) ≥ Rmin for all i = 1, 2, . . . , n.
We also assume that the initial position p(0) = (x(0), y(0)) of the aircraft is far
enough from the threat agents P1 = (x1, y1), P2 = (x2, y2), . . . , Pn = (xn, yn), the
aircraft final destination F and the boundary of the region M.
Assumption 4.7.4. The following inequalities hold: d(F , p(0)) > 8Rmin and d(Pi, p(0)) >
8Rmin + Ri for all i = 1, 2, . . . , n. Finally, the distance between the aircraft initial
position p(0) and the boundary of the region M is greater than 8Rmin.
Assumption 4.7.4 is a technical assumption that is necessary for the proof of our
main theoretical result.
Definition 4.7.7. There are two circles with the radius Rmin that cross the initial
aircraft position p(0) and tangent to the aircraft initial heading α(0). We will call
them the initial circles.
Definition 4.7.8. Let θ be the minimum critical threat level with the connectivity
requirement. A straight line S is said to be a tangent line if one of the following
conditions holds:
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Figure 4.16: Demonstration for tangent lines. (a) Tangent lines between two circles
centered at two agents. (b) Tangent lines between a circle centered at an agent and
an initial circle. (c) Tangent lines between a circle centered at a agent and F . (d)
Tangent lines between an initial circle and F .
1. The line S is simultaneously tangent to two circles centred at Pi and Pj with
radii Ri(θ) and Rj(θ), correspondingly, see Fig. 4.16a for an example.
2. The line S is simultaneously tangent to a circle centred at Pi with radius Ri(θ)
and an initial circle, see Fig. 4.16b for an example.
3. The line S is tangent to a circle centred at Pi with radius Ri(θ) and crosses
the final destination F , see Fig. 4.16c for an example.
4. The line S is tangent to an initial circle and crosses the final destination F ,
see Fig. 4.16d for an example.
Definition 4.7.9. Points of circles centred at Pi and initial circles belonging to
tangent lines are called tangent points.
We consider only finite segments of tangent lines between tangent points such
that their interiors do not cross the interiors of the initial circles. Moreover, we
consider only finite segments of tangent lines between tangent points that belong to
M(θ).
Definition 4.7.10. The vertices of the graph G(θ) are the aircraft initial position
p(0), the final destination F and the tangent points. The edges of the graph G(θ)
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Figure 4.17: The extreme graph and the viable path. (a) An illustrative example of
G(θ) consisting of the vertices representing by the black solid points and the edges
representing by the red solid lines and arcs. (b) S1 is a viable path satisfying the
heading constraint while S2 and S3 are not as they dissatisfy the heading constraint.
are the tangent segments, arcs of the circles centred at Pi with radii Ri(θ) and the
initial circles that connect the vertices of the graph. The graph G(θ) is called the
extreme graph (see e.g. Fig. 4.17a).
Definition 4.7.11. A path connecting the aircraft initial position p(0) and the final
destination F on the extreme graph is said to be viable if the heading at the end of
each edge of the path is equal to the heading at the beginning of the next edge of the
path (see Fig. 4.17b).
Remark 4.7.3. If a path connecting the aircraft initial position p(0) and the final
destination F on the extreme graph is viable it can be a path of the aircraft (since
Rmin < Ri for all i, it follows from Assumptions 4.7.1 and 4.7.2 that any viable
path on the extreme graph G(θ) satisfies the curvature requirement (4.4)). Also, it is
obvious that if θ is the minimum critical threat level with the connectivity requirement
then the corresponding critical point is a tangent point. The proposed procedure
for constructing optimal paths reminds in spirit optimal path planning for ground
vehicles in complex cluttered environments [181].
Now we are in a position to present the main theoretical result.
Theorem 4.7.1. Suppose that Assumptions 4.7.1, 4.7.2, 4.7.3 and 4.7.4 are satis-
fied. Then the following statements hold:
1. The minimum achievable threat level θ is equal to the minimum critical threat
level with the connectivity requirement.
2. If θ is the minimum critical threat level with the connectivity requirement, then
an optimal aircraft path is a shortest viable path on the extreme graph G(θ).
The proof of Theorem 4.7.1: First, we prove that the minimum achievable
threat level θ is equal to the minimum critical threat level with the connectivity
requirement. Indeed, as in [178], it follows from Ascoli’s Theorem (see e.g. [216])
that the minimum achievable threat level exists. Furthermore, it is obvious that the
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Figure 4.18: If a segment of a path is not a straight line segment, lies outside of the
initial circles and does not cross the boundary of M(θ), then there exists a shorter
path.
minimum achievable threat level is a critical threat level. Furthermore, if some crit-
ical threat level θ∗ does not satisfy the connectivity requirement then it is obvious
that there does not exist any path in M(θ∗) connecting the aircraft initial position
p(0) and the final destination F . Therefore, the minimum achievable threat level θ
cannot be less than the minimum critical threat level with the connectivity require-
ment. On the other hand, we prove that if θ is the minimum critical threat level,
then the set M(θ) contains a shortest reaching the final destination path. Indeed,
as in [217], it follows from Ascoli’s Theorem (see e.g. [216]). Furthermore, we prove
that this shortest reaching the final destination path is a shortest viable path on the
extreme graph G(θ). Indeed, let S be a shortest (minimum length) reaching the final
destination path. We now prove that the path S does not go inside of any of two
initial circles. Indeed, consider the circle C of radius 6Rmin centred at p(0). Since
Ri(θ) ≤ Ri for all i, it follows from Assumption 4.7.4 that this circle is inside of the
set M(θ). Let p1 be the point of the circle at which the path S leaves this circle,
and α1 be the trajectory heading at p1. It means that S consists of two segments
(p(0), p1) and (p1,F) where (p1,F) is outside of the circle C. Now let S1 be a path
of minimum length connecting the points p(0) and p1 such that it has headings α(0)
and α1 at these points, respectively, and the curvature requirement (4.4) is satisfied.
It follows from the main result of [217] that such a path exists and S1 belongs to the
disk of radius 8Rmin centred at p(0). Therefore, Assumption 4.7.4 and the fact that
Ri(θ) ≤ Ri for all i imply that S1 is inside of the setM(θ). Since, S1 is a minimum
length path, its length is less or equal to the length of (p(0), p1). On the other hand,
the length of (p(0), p1) cannot be greater than the length of S1 (if it is not true,
then the path consisting of S1 and (p1,F) would be a shorter path reaching the final
destination than S which contradicts to our assumption that S is a minimum length
path. Hence, (p(0), p1) is a shortest path satisfying the curvature constraint (4.4).
Therefore, it follows from the main result of [217] that (p(0), p1) consists of segments
of two or less minimum radius circles and a straight line segment and (p(0), p1) does
not cross the interiors of the both initial circles. Hence, we have proved that that
the path S does not go inside of any of two initial circles.
Now let S2 be a minimum length path inside of the set M(θ) connecting the
points p(0) and F which is not crossing two initial circles. Now we do not assume
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that S2 satisfies condition (4.4). Since we have proved that the path S does not go
inside of any of two initial circles, the length of S2 is less or equal to the length of
S. Now we prove that S2 consists of segments of the boundaries of the set M(θ)
and two initial circles, and straight line segments connecting two different points on
these boundaries. Indeed, we prove it by contradiction. If this statement does not
hold, then there exists a point p2 ∈ S2 which is outside of two initial circles and the
boundary of the setM(θ), and p2 is not an interior point of a straight line segment
of S2. In this case, in some small neighbourhood of p2 we can replace the segment of
path S2 containing p2 by a straight line segment which does not intersect two initial
circles and the boundary of the setM(θ); see Fig. 4.18. Therefore, we can construct
a path with shorter length than S2 satisfying all the requirements. Furthermore, it
follows from Theorem 5 of [218] that any straight line segment of S2 connects either
two tangent points or a tangent point and the final destination point. Hence, the
path S2 may consist of segments of two initial circles, segments of the boundary of
the setM(θ) and segments of straight lines connecting tangent points or a tangent
point and the target. Therefore, the path S2 is a viable path on the extreme graph
G(θ). Finally, since Ri(θ) ≤ Ri for all i, it follows from Assumptions 4.7.1 and 4.7.2
that any viable path on the extreme graph G(θ) satisfies the curvature requirement
(4.4). This completes the proof of Theorem 4.7.1.
4.7.3 Implementation and Complexity Analysis
In this section, we describe the implementation of the proposed navigation and
present the complexity analysis.
Implementation
The input of our algorithm includes p(0), F , Pi, Ri, fi and ∂D(M). Note i = 1, ..., n.
The output is the minimum threat level and the shortest path. The overall procedure
is outlined below:
1. Compute all the critical points and the corresponding threat levels; the sets
of them are represented by CP and Θ respectively;
2. Sort the critical points according to the ascending of threat level (without
introducing more notations, CP and Θ denote the sorted sets henceforce); let
k = 1;
3. Using CP (k) to construct the corresponding non-convex set M(Θ(k)) and
then the extreme graph G(Θ(k));
4. Check whether G(Θ(k)) satisfies the connectivity requirement; if yes, output
Θ(k) and the shortest path, and exit; otherwise, k = k+ 1 and repeat Step 3).
According to Definition 4.7.3 and 4.7.4, Step 1) requires the following information
as input: Pi, fi, Ri and ∂D(M). To calculate the critical points of type 1, we need
to check whether an agent’s threat range crosses the region boundary according to
Notation 4.7.1. Following Definition 4.7.3, the critical points of type 1 are the points
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Algorithm 4 Compute critical points and threat levels
Input: Pi, Ri, ∂D(M), fi
Output: CP , Θ
1: CP ← ∅, Θ← ∅
2: for i = 1 : n do
3: Find P∗ on ∂D(M) such that d(Pi, P∗) is minimized
4: if d(Pi, P∗) < Ri then
5: Add P∗ to CP ; add fi(d(Pi, P∗)) to Θ
6: end if
7: for j = i+ 1 : n do
8: if d(Pi, Pj) < Ri +Rj then
9: Compute P∗ by either
Pi+Pj
2
or Eq. (B.3)
10: Add P∗ to CP and the corresponding threat level to Θ
11: end if
12: end for
13: end for
on the region boundary which are the closest points to the related agents, see e.g.
Fig. 4.15. To calculate the critical points of type 2, we need to check whether two
agents’ threat range overlap.
We specify the threat level function fi(d) and threat radius Ri(θ) for all i =
1, ..., n as follows:
fi(d) =
1−
d
Ri
, 0 ≤ d < Ri
0, d ≥ Ri
(4.20)
Ri(θ) = Ri · (1− θ) (4.21)
It is obvious the proposed piecewise linear threat level functions satisfy all the re-
quirements of Assumption 4.7.1.
Considering Remark 4.7.2, i.e., the threat functions are identical, the critical
points of type 2 are the middle points of the connection of the related two agents,
see e.g. Fig. 4.15. In the situation of non-identical threat functions, the critical
point of type 2 is not the middle point. Details of computing such critical point
are presented in Appendix B. The algorithm to compute critical points and threat
levels is given in Algorithm 4. Here we assume n > 1. If n = 1, the critical points
of type 2 do not exist. In this case, there are at most two critical points of type
1. Then, Line 3 of Algorithm 4 should be slightly modified by finding two P∗ on
different sides, see e.g., Fig. 4.20a.
Step 2) sorts the critical points according to the threat levels. The idea behind
is that if a smaller threat level leads to an extreme graph satisfying the connectivity
requirement, there is no need to check the larger levels.
In Step 3), we build up the non-convex set M(Θ(k)) and then construct the
extreme graph G(Θ(k)) based on the selected critical point CP (k). To construct
G(Θ(k)), we need to construct all the tangent lines according to Definition 4.7.8.
There are two types of tangent lines between: 1) a circle and a point outside; and 2)
two circles, both of which can be precisely computed. The formulations of common
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tangent lines for these two cases are given in Appendix C.
In Step 4), we need to verify whether G(Θ(k)) meets the requirement of connec-
tivity by Breadth First Search (BFS) [219]. If connected, the algorithm BFS can also
figure out the shortest path from p(0) to F . We finally check whether the heading
requirement is satisfied by all two successful edges. If we can obtain a viable path
under the current threat level, then it is the minimum threat level and the path is
the optimal one; otherwise, we need to test the next critical point which leads to a
larger threat level, i.e., repeat Step 3).
Complexity analysis
Now we analyse the complexity of the proposed algorithm.
Shown as Algorithm 4, the time complexity of Step 1) is O(n2). For the sorting
procedure, many algorithms can be finished with time complexity lower than O(n2),
e.g., Heapsort, which is in O(n log(n)). Both of Step 1) and 2) will be executed by
only once.
We point out that our minimum threat level and the shortest path will be found
within a finite number of rounds. This number equals to the size of CP . We first
consider an extreme case to estimate the upper bound of |CP | and then analysis
the complexity of applying BFS in Step 4).
Since any pair of agents have at most one critical point of type 2, the maximum
number of critical points of type 2 is n(n−1)
2
. Since any agent has at most one critical
point of type 1 with the boundary, the maximum number of critical points of type
1 is n. So |CP | is upper bounded by n(n+1)
2
.
As discussed in Section 4.7.3, the tangent lines can be calculated analytically
(the time complexity is O(1)). Any pair of circles can have up to four tangent lines,
and there are at most two tangent lines between F and a circle. There are n + 2
circles in the graph. In the extreme case, i.e., any agent circle has four common
tangent lines with all the other circles, the number of tangent lines is 4C2n+2 − 4.
Note the tangent lines between two initial circles should be taken out. Between
the n threat circles and F , there are 2n tangent lines. Thus, the total number of
tangent lines is 2n2 + 6n + 2n. The total number of tangent points in the graph
is 2(2n2 + 6n) + 2n. Note, the 2 here corresponds to the fact that there are two
tangent points for the tangent line between the circles; while for the tangent line
between the threat circles and F , only the tangent points on the circles should be
considered. Besides, using BFS to check the connectivity of G(Θ(k)) results in the
time complexity of O(n2).
Overall, in the extreme case, the time complexity of our algorithm is O(n2 +
nlog(n) + n(n+1)
2
× n2) = O(n4).
However, we also point that the extreme case does not exist in real applications.
In our considered scenario, the agents should be well placed. In other words, not
any two agents can have common tangent lines. Besides, not all agents’ threat areas
overlap with the region boundary. Thus, the upper bound of |CP | will be decreased
significantly. Here, we consider at most K (a constant) threat circles overlap with
each other simultaneously. In this case, number of critical points of type 2 is at
most Kn/2 and that of critical points of type 1 is no larger than n. Thus, the upper
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Figure 4.19: Simulation 1. θ = 0.00.
bound of |CP | is reduced from O(n2) to O(n). Further, the numbers of vertices and
edges in G(Θ(k)) is decreased accordingly, both from O(n2) to O(n).
Therefore, in general, the complexity of our algorithm is O(n2) instead of O(n4).
In the next section, we will use some simulation to demonstrate the complexity
difference between the extreme and general cases.
4.7.4 Simulation Results
This section presents examples to demonstrate the efficiency of the proposed method.
We first set up the simulation environment. Then, we present the simulations for
identical threat radius and non-identical threat radii. Finally, we compare the pro-
posed approach with a fuzzy logic algorithm.
We consider several scenarios and build optimal paths of the aircraft. The aircraft
initial heading to the X-axis is α(0) = pi. The speed of the aircraft is set as v =
1.5m/s and its maximum angular velocity is uM = 0.5rad/s. Ri is taken as 12m
for Simulation 1, 2, 3 and 4, and 30m for Simulation 5. There is only one agent
in Simulation 1 and 2, i.e., n = 1, while n = 2, 6, 10 for Simulation 3, 4 and 5
respectively.
Identical threat radius
Fig. 4.19 demonstrates a scenario where M is wide enough and the aircraft is able
to reach the final destination with 0 threat level. However in Fig. 4.20, the aircraft
cannot arrive at the final destination with 0 threat level. In this case, the optimal
path crosses a critical point of type 1. Another simulation where the optimal path
crosses a critical point of type 2 is shown in Fig. 4.21. A complex simulation is
displayed in Fig. 4.22. Six agents block the region and the aircraft arrives at its
final destination with 0.08 threat level. A more challenging simulation is shown in
Fig. 4.23 where the maximum threat level is 0.10. In these cases, the optimal paths
contain critical points of type 2.
Now we test the complexity analysis in Section 4.7.3 on Simulation 3, 4 and
5, where n = 2, 6 and 10. We summarize the actual numbers of critical points,
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Figure 4.20: Simulation 2 for crossing the critical point of type 1. (a) θ = 0.00. (b)
θ = 0.06.
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Figure 4.21: Simulation 3 for crossing the critical point of type 2. (a) θ = 0.00. (b)
θ = 0.07.
vertices and edges in the extreme graph in Table 4.2. Furthermore, we provide the
estimated numbers of critical points, vertices and edges for both the general case
and the extreme case. For the general case, considering the actual environment, K
takes 2, 2 and 3 respectively for Simulation 3, 4 and 5. As seen in Table 4.2, the
estimations in the general case is more closer to reality than the extreme case.
Non-identical threat radii
We further execute simulations for non-identical threat radii. In Simulation 4, the
threat radii of the six agents are 12, 13, 12, 12, 11 and 10 meters respectively. In
Simulation 5, the threat radii are 30, 28, 26, 30, 32, 31, 29, 27, 30 and 28 meters
respectively. The results are demonstrated in Fig. 4.24 and 4.25. Since the threat
radii have been changed, correspondingly the achieved threat levels of passing the
region are also different: 0.03 and 0.05 respectively in Simulation 4 and 5.
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Figure 4.22: Simulation 4 with 6 agents. (a) θ = 0.00. (b) θ = 0.02. (c) θ = 0.08.
Comparison with existing work
This subsection presents the comparison with a fuzzy logic approach. Fuzzy logic
has been used in autonomous vehicle navigation to avoid collisions with obstacles,
see e.g., [220, 221]. Since we use the Dubins car model to describe the motion of the
aircraft, we have only one output of fuzzy logic system, i.e., angular velocity. We take
front distance, left-front distance, right-front distance, distance to destination, and
angle difference between the aircraft’s current heading and the destination angle as
inputs. Such system requires the aircraft to measure distances and know its current
location.
Before applying the fuzzy logic algorithm to our problem, it is worth mentioning
that such fuzzy logic algorithm requires at least one valid path from origin position to
destination in the region. If we regard the threat regions with radii Ri as obstacles,
the field is blocked. Since the fuzzy logic system is unable to find the best threat
level, we simply start from the radius corresponding to the minimum threat level
found by our proposed approach, and then test some smaller radii.
We apply the fuzzy logic algorithm to Simulation 4 and 5, and the generated
paths are displayed in Fig. 4.26 and 4.27 respectively. For the sake of comparison,
the paths by our approach are also displayed. In Fig. 4.26a, the threat radius is
9.2m, which is consistent with the obtained 0.08 threat level. The fuzzy logic system
76
4.7. EXTENSION TO POINT TO POINT NAVIGATION
50 100 150 200 250 300 350 400 45050
100
150
200
250
300
350
X(m)
Y(
m)
 
 
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
Boundary
Initial position
initial circle
Destination
Agent
Tangent points
Critical point
Threat range
(a)
50 100 150 200 250 300 350 400 45050
100
150
200
250
300
350
X(m)
Y(
m)
 
 
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
Boundary
Initial position
initial circle
Destination
Agent
Tangent points
Critical point
Threat range
(b)
50 100 150 200 250 300 350 400 45050
100
150
200
250
300
350
X(m)
Y(
m)
 
 
Boundary
Initial position
initial circle
Destination
Agent
Tangent points
Critical point
Optimal path
Passed vertices
Threat range
(c)
Figure 4.23: Simulation 5 with 10 agents. (a) θ = 0.00. (b) θ = 0.09. (c) θ = 0.10.
fails to find a path leading the aircraft from initial position to destination. Further,
we test the radii of 8, 7, and 6m, and the generated paths are demonstrated in
Fig. 4.26b, 4.26c and 4.26d. We observe from these simulations that the best path
generated by the fuzzy logic system is in Fig. 4.26c, whose threat level is 0.086 and
path length is 117.2m. But this is still worse than our path, whose threat level and
path length are respectively 0.080 and 112.1m. We execute the same procedure for
Simulation 5. The best path generated by the fuzzy logic system is in Fig. 4.27,
whose threat level is 0.191 and path length is 389.3m. Again the path produced by
our proposed approach outperforms in threat level (0.100) and path length (365.6m).
Through these simulations we find that the threat level of a path generated by
fuzzy logic system is uncontrollable. In contrast, our approach is based on a rigorous
mathematical analysis and is guaranteed to find the optimal threat level from a
finite set of candidates. Further, the length of the paths produced by our approach
is proved to be the shortest under the threat level. The presented simulation results
show that our approach achieves better performance than the fuzzy logic algorithm
in terms of both threat level and path length.
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Table 4.2: The number of critical points, vertices and edges
CP Vertex Edge
n = 2
Round 1
3
10 9
Round 2 13 17
General 3 38 55
Extreme 3 54 78
n = 6
Round 1
9
24 26
Round 2 26 30
Round 3 29 37
General 12 78 115
Extreme 21 246 366
n = 10
Round 1
12
96 121
Round 2 118 154
Round 3 125 171
General 25 166 247
Extreme 55 566 846
4.8 Summary
This chapter studies the problem of planning shortest viable path for unicycle robots
with bounded turning radius serving as data collectors in a cluttered sensing field.
We define a viable path which combines the concerns of both robotics and sensor
networks. In many applications, this term is closer to reality. We formulate the
problem of planning the shortest viable path for a single robot as a variant of DT-
SPN. Accordingly, we develop a Shortest Viable Path Planning (SVPP) algorithm.
We further consider the problem of planning viable paths for multiple robots and
presented a k-Shortest Viable Path Planning (k-SVPP) algorithm. We conduct sim-
ulations with different network scales, robot speeds and distributed data loads to
show the performance of the proposed algorithms. Also comparisons with existing
alternatives were provided. We find that SVPP and k-SVPP were effective to design
viable paths for unicycle robots with bounded angular velocity. Compared to mul-
tihop communication, using our algorithms can save around 95% energy for sensor
nodes. Further, both increasing the robot speed and employing multiple robots are
able to reduce the data collection time significantly. In this chapter, we consider
several practical issues existing in the utilization of mobile robot to collect data and
the presented results are meaningful in real applications.
Moreover, we apply our approaches to the problem of point to point navigation,
with the background of safe mission planning. We propose an optimization model
to navigate an aircraft or a flying robot to its final destination while minimizing
the maximum threat level and the length of the aircraft path. The construction of
optimal paths involves a simple geometric procedure and is very computationally
efficient. The effectiveness of the proposed method has been demonstrated by il-
lustrative examples and comparisons with existing work. It should be pointed out
that we consider a 2D or planar navigation problem. An important direction of
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Figure 4.24: Simulation 4 with 6 agents and non-identical threat radii. (a) θ = 0.00.
(b) θ = 0.02. (c) θ = 0.03.
future research will be an extension of the presented planar algorithm to practically
important cases of 3D threat environments.
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Figure 4.25: Simulation 5 with 10 agents and non-identical threat radii. (a) θ = 0.00.
(b) θ = 0.03. (c) θ = 0.05.
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(c) R(θ) = 7m; threat level: 0.086; path
length: 117.2m.
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(d) R(θ) = 6m; threat level: 0.290; path
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Figure 4.26: Comparison with the fuzzy logic algorithm on Simulation 4.
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(a) R(θ) = 27m.
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(b) R(θ) = 20m; threat level: 0.261;
path length: 407.3m.
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(c) R(θ) = 15m; threat level: 0.325; path
length: 373.6m.
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Figure 4.27: Comparison with the fuzzy logic algorithm on Simulation 5.
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Chapter 4 focuses on an ideal movement pattern of MSs, i.e., controllable
mobility. Such model is easy to manage, while it is difficult to apply to realistic
applications, although it performs well in theory. The basic reason is that in real
applications, the environment in which the MSs are moving is quite complex. It has
not only obstacles as mentioned in Chapter 4, but also other types of restrictions,
for example, the MSs have to move only on roads in urban area. Therefore, it is
necessary to study another mobility pattern, i.e., constrained mobility. Chapter 5, 6,
7 and 8 all focus on how this kind of mobility can improve the system performance.
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5.1 Motivation
As mentioned in Chapter 2, one side effect of multiple hop communication to trans-
mit data packets to the static BSs is the funneling effect [222]. Recent studies have
shown that using MSs to collect data in WSNs can relieve the funneling effect issue
[164, 167]. A MS traversing the sensing field can collect data from sensor nodes over
a short range communication link [223, 224], and then the on-board MS transmits
the collected data wirelessly to a remote center, since it has no energy limitation.
Long-hop relaying is not used at sensor nodes and the energy consumption is re-
duced. Traversing the sensing field by MS needs to be timely and efficient because
failure to visit some parts of the field leads to data loss, and infrequently visiting
some areas results in long delivery delay. Besides, the trajectory planning of MS in
these cases become more difficult to cope with. Furthermore, in the urban areas,
the planned trajectory sometimes cannot be realized since the MS is constrained
to roads. Alternatively, amounting MS on a vehicle, such as a bus, avoids some
difficulties and can provide better performance for data collection. First, since the
bus is already a component of the environment and its trajectory is predefined, the
difficult path planning and complex control of MS’s movement are avoided. Second,
instead of visiting each sensor node individually, which is a time consuming task
due to the low physical speed of MS, combining multihop communication with path
constrained MS is able to increase the data delivery delay.
This chapter investigates using a MS, which is attached to a bus, to collect data
in WSNs with nonuniform node distribution. Such WSNs exist in many applications.
For example, in the case of monitoring the air pollution of a city, the industrial areas
are usually deployed with more sensors than the residential areas. Also, since the
areas of interest may be isolated from each other, using conventional data collection
approaches is not appropriate due to the limited budget of energy resource. In this
case, exploiting a MS amounted on a bus is able to relieve the bottleneck of energy at
sensor nodes. Because the MS can serve the isolated areas at different time. It is like
that there is a virtual static sink for each area and such sink only works at specified
time duration. The specified time duration is the duration during which the MS is
in the area. Instead of the coverage problem studied in publications [225, 226, 168],
the focus here is on routing the sensory data from source nodes to MS in an energy
efficient way such that the energy expenditure is balanced across the entire network.
The main contributions of this chapter are a clustering algorithm and a routing
algorithm. The core of the clustering algorithm lies in the selection of cluster heads
(CHs). With the aim of balancing energy consumption, we design unequal cover
ranges for CHs considering the feature of nonuniform node distribution. The cover
range of a CH depends on its distance to MS and the local node density. Unlike
other works, the distance here is the hop distance instead of Euclidean distance.
Removing the ability of measuring Euclidean distance simplifies the sensor nodes.
The unequal cover ranges can make the clusters with similar distances to MS have
approximate sizes such that the energy consumption by CHs can be balanced. Since
the designed cover range does not exceed the single hop communication range, the
cluster members (CMs) consume energy approximately also. The proposed routing
algorithm associates each CH to a CH that is closer to MS’ trajectory. The CH
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u will associate to a CH v only if v’s hop distance is no larger than u’s. Further,
the association accounts the residual energy of CH v and the number of attached
CMs. We compare our approach with some existing ones through simulations and
we conclude that our approach achieves longer network lifetime 1.
The remainder of this chapter is organized as follows: Section 5.2 presents the
network model. Section 5.3 discusses the proposed protocol in details, which is
followed by some theoretical analysis. Section 5.5 provides extensive simulations to
evaluate the proposed approach. Finally, Section 5.6 summarizes this chapter. The
publications related to this chapter include [227], [228], [229].
5.2 Network Model
Consider a wireless sensor network consisting of n static sensor nodes nonuniformly
deployed in the field. A bus carrying a MS moves the predefined trajectory following
its timetable. We consider the following assumptions.
1. The nodes as well as MS have unique IDs.
2. All the nodes use power control to adjust the transmitting power.
3. If a node works as CH, it aggregates the received data packets within cluster
into one packet; while it does not aggregate the data packets from other CHs.
Further, the raw data packets and the aggregated packets have the same size.
We consider the energy dissipation model used in previous work, e.g., [88, 89,
230, 231, 232, 233]:
Et(l, d) =
l × Eelec + l × Efs × d2, if d ≤ d0l × Eelec + l × Emp × d4, if d > d0 (5.1)
where Et(l, d) is the total energy dissipated to deliver a single l-bit packet from a
transmitter to its receiver over a single link of distance d. The electronic energy
Eelec depends on electronic factors such as digital coding, modulation, filtering, and
spreading of the signal. The amplifier energy in free space Efs or in multipath
environment Emp depends on the distance from the transmitter to the receiver, and
the threshold is d0.
For receiving data packets, the sensor nodes expand energy according to:
Er(l) = l × Eelec. (5.2)
Note, data packet transmission and control message exchanging both follow models
(5.1) and (5.2).
Additionally, we assume that the energy consumption for sensing and data ag-
gregation are, respectively,
Es(l) = l × Esens (5.3)
1There are several definitions of network lifetime in the literature. Here we adopt the definition
of network lifetime as the number of rounds until the first node exhausts its energy reserve, which
has been widely used.
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Figure 5.1: The operation of the proposed protocol by time line.
Table 5.1: Description of control messages
Message Description
Initial-Msg hop, ID
Return-Msg hop
Hop-Msg hmax, hmin
CH-Compete-Msg Energy, ID
CH-Win-Msg ID
CH-Quit-Msg ID
CM-CH-Offer-Msg ID
CM-CH-Request-Msg ID
CM-CH-Confirm-Msg ID
CH-CH-Offer-Msg Energy, CM size, hop, ID
CH-CH-Confirm-Msg ID
Data-Request-Msg ID
and
Ea(l) = l × Eaggr (5.4)
where Esens depends on electronic factors and Eaggr relates to the aggregation algo-
rithm.
5.3 Routing Protocol
The proposed protocol scheme contains two stages: initial and collecting stages.
Figure 5.1 illustrates the protocol operation by the time line. Basically, the initial
stage aims at making every node aware of the information required to operate the
following procedures. The collecting stage consists of a number of data collection
cycles. At the beginning of each cycle, the network constructs cluster formation.
In this phase, the sensor nodes transmit control message to their neighbour nodes
and build up network structure in a distributed manner. Then a certain number of
data collection rounds are operated. The control messages used here are described
in Table 5.1.
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Figure 5.2: Hop distance construction. When MS is at A, u is within range. Hop
distance of u is 1. Since v and w are within range of u, their hop distances are 2.
When MS is at B, v is within range of MS, then the hop distance is changed to 1.
w never comes into range of MS but it is within range of u, thus its hop distance
keeps 2.
5.3.1 Initial Stage
The initial stage requires MS to make three trips on its path. The purpose here is
to get hop distance to MS’ trajectory as well as local node density for each node.
Such information plays a significant role in the collecting stage.
Trip 1. When MS moves, it continuously broadcasts Initial-Msg containing MS
ID and hop distance (the hop distance equals to 0). A node, which is within the
communication range of MS, receives the packet and executes the following proce-
dures to extract some information from the message and modify it: 1) extracting
the ID in the packet as its parent node ID; 2) replacing the ID with its own ID; 3)
increasing the hop distance by 1; 4) extracting the hop distance as its hop distance
to MS. Then it broadcasts the modified message to the nodes within its communi-
cation range. Note, it is possible for one node to receive more than one message.
If the hop distances are different, it selects the smallest one, see Figure 5.2 for an
example; otherwise, it selects the most early received one. At the same time, it
keeps the number of the received messages as its neighbour count. In the end of this
trip, every node i knows its hop distance (hi) to MS, the parent node, as well as the
neighbour count (ni).
Trip 2. Every sensor node transmits Return-Msg containing its hop distance to
MS to its parent node. On this trip, the MS keeps receiving packets from the nodes
nearby. At the end of Trip 2, MS knows the maximum and minimum hop distance
(hmax and hmin) from sensor nodes to itself.
Trip 3. MS keeps broadcasting Hop-Msg containing hmax and hmin. The nodes
receive such message extract hmax and hmin and forward the packet to other nodes
within range. Finally, every node in the network knows hmax and hmin.
5.3.2 Collecting Stage
The collecting stage is the main stage of our protocol. It consists of a number of
data collection cycles. At the beginning of each cycle, the sensor nodes re-organize
themselves by constructing new clusters. After that, CMs send the sensory data to
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CHs and CHs send the aggregated data to MS directly or to another CH for relay.
When the bus finishes its trip, we say one round of data collection is completed.
Thus, each cycle consists of clustering and k rounds of data collection. Obviously,
the clustering result plays a significant role in the following data collection since
it impacts on the energy consumption of both CHs and CMs. The parameter k
also influences the energy consumption. Small k means that the network needs to
reconstruct the clusters frequently, resulting in the large amount of control messages
to exchange. On the other hand, large k makes the network operate under one cluster
structure for a long time, which may lead to the phenomenon that some CHs cannot
survive the current cycle. Below, we describe the main phases in collecting stage in
details.
CH election
For CH election, we extend the method in [88]. In [88], the authors consider the
scenario that the sensor nodes are uniformly deployed and design each CH’s cover
range based on its Euclidean distance to the static base station. In contrast, we
consider the nonuniform deployment of sensor nodes, and we do not use Euclidean
distance information since such information may not be reliable in harsh environ-
ment and measuring such information is costly. Instead, we use hop distance to
perform the cover range calculation. The key equation to computer the cover range
of each CH is shown below:
Ri = (1− α 1√
ρi
hmax − hi
hmax − hmin )R0 (5.5)
where Ri, ρi and hi are respectively the cover range, local node density and hop
distance to MS of CH i, α is a given positive constant, and R0 is the communication
range of the sensor nodes. Note, ρi is the relative node density, which is estimated
based on the number of neighbour nodes, i.e., ρi = ni/piR
2
0/ρ¯. Here ρ¯ is the average
node density of the sensor network and can be obtained in the node placement phase.
The fundamental idea to design the cover range like (5.5) is as follow. To make
two CHs with the same hop to MS have approximately equal number of CMs, we
try to make piR2i ρi = piR
2
jρj hold, from which we obtain Ri ∝ 1/√ρi, i.e., the CH in
the dense area has a smaller cover range while the CH in the sparse area has a larger
cover range, see Figure 5.3 for an example. Besides, consistent with [88], the larger
the hop distance to MS is, the larger the cover range will be. Thus, Ri ∝ hi. Eq.
(5.5) works for both scenarios of uniform and nonuniform node distributions. For
uniform node distribution, node densities are approximately equal across the entire
network, thus 1/
√
ρi influences Ri little.
With this cover range in place, the network is in the phase of CH election. A
set of CH-candidates is first elected. A node i randomly generates µ ∈ (0, 1) [27].
Let ei be node i’s residual energy. If µei > β (β is the given threshold), node
i becomes a CH-candidate; otherwise, it becomes a CM. The CH-candidates turn
into a CH election phase. In the CH election phase, every CH-candidate broadcasts
CH-Compete-Msg containing its residual energy and ID within its cover range. The
other CH-candidates within such cover range receive the message and compare the
contained residual energy with their own. The competition rules are as follows. The
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Figure 5.3: Cluster formation for a WSN with nonuniform node distribution. (a)
Considering node distribution; (b) Not considering node distribution. When node
distribution is not considered, CHs having similar distance to MS’ trajectory have
similar cover range. Thus, the CHs in dense areas have more CMs than those in
sparse areas.
CH-candidates with the highest residual energy within their cover range become
CHs. The CHs broadcast CH-Win-Msg to inform their status. The CH-candidates
that receive CH-Win-Msg quit the CH competition process and broadcast CH-Quit-
Msg, because receiving CH-Win-Msg means they are covered by at least one CH’s
cover range. A CH-candidate that has not received CH-Win-Msg listens for CH-
Quit-Msg. Once received CH-Quit-Msg, it ignores the corresponding node and check
whether its residual energy is the largest in the left set. This process lasts until timer
Telection expires. The CH election algorithm is given as Algorithm 9.
CM-CH attachment
After CH election, every CM needs to attach to a CH. The CM-CH attachment
algorithm is shown as Algorithm 10. In this phase, CH and CM send message or
hear alternatively. At the beginning, CH broadcasts a CM-CH-Offer-Msg within its
cover range. Once a CM hears a CM-CH-Offer-Msg, it sends a CM-CH-Request-
Msg back to the CH. Then, CH sends CM-CH-Confirm-Msg to the CMs from which
it hears the CM-CH-Request-Msg. If a CM cannot hear CM-CH-Offer-Msg from
any CHs, it broadcasts CM-CH-Request-Msg until it joins a CH as shown by Line
11-14 and the initial transmitting range is its own cover range. In the end of this
phase, any CH (CM) knows its associated CMs (CH). We introduce several timers to
support the implementation of CM-CH attachment. CM listens for CM-CH-Offer-
Msg until timer Toffer and CH listens for CM-CH-Request-Msg until timer Tasso.
After timer Toffer, no matter a CM receives CM-CH-Offer-Msg or not, it starts to
send CM-CH-Request-Msg and listen for CM-CH-Confirm-Msg until timer Tconfirm.
We display the operations of CH and CM in this phase in Figure 5.4.
For intra-cluster data collection, TDMA schedule is used. The CH sets up a
TDMA schedule based on the number of its CMs and transmits it back to its CMs.
After the TDMA schedule is known by all CMs in the cluster, the CM-CH attach-
ment phase completes.
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Algorithm 5 CH election
1: µ←− rand(0, 1)
2: if µei > β then
3: Broadcast CH-Compete-Msg within Ri
4: Listen for CH-Compete-Msg
5: Find the message which contains the largest residual energy ej
6: while timer Telection has not expired do
7: if ej < ei then
8: Broadcast CH-Win-Msg within Ri; exit
9: end if
10: Listen for CH-Win-Msg
11: if CH-Win-Msg is received then
12: Broadcast CH-Quit-Msg within Ri; exit
13: end if
14: Listen for CH-Quit-Msg
15: if CH-Quit-Msg is received then
16: Get rid of the message corresponding to the ID in CH-Quit-Msg
17: From the left messages, find the one which contains the largest residual
energy ej
18: end if
19: end while
20: end if
CH
CM
Send
CM-CH-Offer-Msg
Listen for
CM-CH-Offer-Msg
𝑇𝑜𝑓𝑓𝑒𝑟
Listen for
CM-CH-Request-Msg
𝑇𝑎𝑠𝑠𝑜
Send
CM-CH-Request-Msg
Send
CM-CH-Confirm-Msg
Listen for
CM-CH-Confirm-Msg
𝑇𝑐𝑜𝑛𝑓𝑖𝑟𝑚
&
Figure 5.4: The operations of CH and CMs in CM-CH attachment.
CH-CH association
The next phase of the protocol is CH-CH association. The objective of CH-CH
association is to find a route for each CH such that it can transmit its data to MS.
Each CH broadcasts CH-CH-Offer-Msg containing its residual energy, the number
of CMs attached to it (henceforce called CM size), ID and hop l within a range
of γR0 (γ ≥ 1 is a parameter to adjust the transmitting range). The CH with
higher hop, e.g., l + 1, and hearing such message selects the one with the largest η
(η=residual energy/CM size) and replies a CH-CH-Confirm-Msg to the sender. The
consideration behind this is that since the nodes are nonuniformly deployed, exactly
the same CM sizes of two CHs cannot be guaranteed. Thus, the CH having small
CM size is able to afford more data relaying tasks. Note the CH having lower hop,
e.g., l − 1, may also hear the CH-CH-Offer-Msg from the senders with hop l, but
it will simply ignore the message. The CH-CH association algorithm is shown as
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Algorithm 6 CM-CH attachment
1: if node i is a CH then
2: Broadcast CM-CH-Offer-Msg within Ri.
3: Listen for CM-CH-Request-Msg until timer Tasso expires
4: Send CM-CH-Confirm-Msg to the CMs
5: else
6: Listen for CM-CH-Offer-Msg until timer Toffer expires.
7: if CM-CH-Offer-Msg is received then
8: Send CM-CH-Request-Msg to the CH
9: Listen for CM-CH-Confirm-Msg until timer Tconfirm expires
10: else
11: while CM-CH-Confirm-Msg not received do
12: Increase transmitting range and broadcast CM-CH-Request-Msg
13: Listen for CM-CH-Confirm-Msg until timer Tconfirm expires
14: end while
15: end if
16: end if
Algorithm 11. Note, the CHs with hop 1 do not accept CH-CH-Offer-Msg as those
with hop l, 2 ≤ l ≤ hmax, so Step 3-13 of Algorithm 11 are skipped.
After all the preparing procedures, the final task is to send data packets to CHs
and delivery the buffered data from the CHs near MS’s trajectory to MS. Different
from delivering data to a static sink, the connection of a CH with MS varies since MS
is moving. To assist the CHs to start and stop transmitting data packets to MS, MS
periodically broadcasts Data-Request-Msg. The CH receiving Data-Request-Msg
transmits data packets to MS; otherwise, it will not transmit data packets.
5.4 Protocol Analysis
In this section, we present the analysis of the proposed protocol. Since the clus-
ters and routing paths are constructed based on control message exchange, we first
discuss the message complexity.
We consider the message complexity in terms of sensor nodes instead of MS.
In the initial stage, all the sensor nodes forward Initial-Msg, transmit Return-Msg
and forward Hop-Msg respectively. The messages add up to: n + n + n, i.e., the
message complexity for the initial stage is O(n). In the collecting stage, the worst
case for CH election is that all n sensor nodes are CH-candidates. In such case, each
node broadcasts a CH-Compete-Msg. Suppose m CHs are elected, then these CHs
broadcast CH-Win-Msg; while the others broadcast CH-Quit-Msg. In the phase
of CM-CH-Attachment, m CM-CH-Offer-Msgs are transmitted first and then the
other n−m CMs send CM-CH-Request-Msgs. Third, n−m CM-CH-Confirm-Msgs
are returned. In the phase of CH-CH-Association, m CHs broadcast CH-CH-Offer-
Msg. Since the CHs with hop 1 can directly communicate with MS, they do not
need to accept any CH-CH-Offer-Msg. Then, at most m CH-CH-Confirm-Msgs are
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Algorithm 7 CH-CH association, executed by CH i
1: η ← 0, ID← 0
2: Broadcast CH-CH-Offer-Msg within γR0
3: if hi > 1 then
4: Listen for CH-CH-Offer-Msg until Toffer expires
5: for each CH-CH-Offer-Msg received from CH j do
6: if η < j’s residual energy/CM size then
7: η ← j’s residual energy/CM size
8: ID← j’s ID
9: end if
10: end for
11: Send CH-CH-Confirm-Msg to the CH with ID
12: Listen for CH-CH-Confirm-Msg
13: end if
transmitted back. Therefore, in the worst case the messages add up to:
n+m+ (n−m)︸ ︷︷ ︸
CH election
+m+ 2(n−m)︸ ︷︷ ︸
CM-CH
+ 2m︸︷︷︸
CH-CH
= 4n+m (5.6)
i.e., the message complexity is O(n).
Now we consider the distribution of CHs. Due to Algorithm 9, every CH-
candidate broadcasts a CH-Compete-Msg within its cover range. Any other CH-
candidates within such range can receive this message. The one with the highest
residual energy wins the competition and it broadcasts CH-Win-Msg. The CH-
candidates that receive such message quit the competition by broadcasting CH-
Quit-Msg. As mentioned in Section 5.3.2, in the competition phase, only the CH-
candidates that have the highest residual energy within their own cover ranges can
directly decide to be CHs; while all the other CH-candidates whose residual energies
are not the largest have to wait for either CH-Win-Msg or CH-Quit-Msg from their
neighbour CH-candidates, see Figure 5.5 for an example. When CH-candidates u, v,
w first exchange CH-Compete-Msg, only v can decide to be CH; while both u and w
need to wait for further messages. Then, v broadcasts CH-Win-Msg and u receives
such message and broadcasts CH-Quit-Msg. Finally, w receives CH-Quit-Msg. Since
w has only neighbour u, it decides to be CH. In the end of this competition, within
the cover ranges of v and w, there is no other CHs. To make the conclusion gener-
ally: after CH competition process, it is impossible that two CHs are within each
other’s cover range.
Another feature of the proposed protocol is that every sensor node is covered by
exactly one CH. This feature can be obtained from the phase of CM-CH attachment.
On the one hand, if a sensor node is a CH, it is covered by itself. On the other hand,
if it is a CM, it listens for CM-CH-Offer-Msg and then joins the CH which sends
the message. Since the CHs are elected based on a random manner, there are
cases where one or several CMs cannot hear CM-CH-Offer-Msg within Toffer. In
such cases, the CM proactively sends CM-CH-Request-Msg until it hears CM-CH-
Confirm-Msg, and then it joins the CH. In this way, the CHs are able to cover all
the CMs.
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Figure 5.5: CH competition process. v and w win the competition and become CHs.
B
u
A
Figure 5.6: MS broadcasts Initial-Msg when it is at A and it broadcasts the next
Initial-Msg when it arrives at B. Thus, node u fails to hear such message.
Finally, we discuss the implementation of our protocol. Since the hop distance
from a node to MS’ trajectory influences the cover range, our protocol requires all
the nodes have the correct hop distances. The period for broadcasting Initial-Msg
impacts on the hop distance construction. If a node that should receive Initial-Msg
is not covered by two successful broadcasting, it may get a wrong hop distance.
An example is demonstrated in Figure 5.6. We notice that this issue relates to
the localizations of sensor nodes, the broadcasting frequency as well as MS moving
speed. Since many applications involve randomly deployment and MS is not energy
constrained in our scenario, to address this issue, we assume MS broadcasts in a
high frequency such that all the nodes should hear Initial-Msg correctly, instead of
making other assumptions.
5.5 Simulation Results
We evaluate the performance of our protocol by simulations under two scenarios.
Scenario 1: uniform node distribution shown as Figure 5.7a and Scenario 2: nonuni-
form node distribution shown as Figure 5.7b. In Scenario 1, the nodes have approx-
imate local density. In contrast, in Scenario 2, the nodes on the left part have larger
densities than the right part. We simulate the proposed protocol using MATLAB
with the networks shown in Figure 5.7 and the below mentioned parameters. Since
the CH election is in a random manner, we execute simulation for each set of pa-
rameters independently 100 times. The results shown in this section are the average
results.
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Figure 5.7: Topology in each scenario. (a) Uniform node distribution; (b) Nonuni-
form node distribution.
Table 5.2: Parameters of simulations
Parameter Value
Sensor field 100m× 100m
Number of nodes 250
Data packet size 4000 bits
Control message size 400 bits
Initial energy 1J
Eelec 50nJ/bit
Efs 10pJ/(bit m
2)
Emp 0.0013pJ/(bit m
4)
Esens 1nJ/bit
Eaggr 5nJ/(bit packet)
d0 87m
The parameters used in this section are summarized in Table 5.2. The parameters
for energy consumption model are consistent with [88, 233].
5.5.1 Parameter impacts
There are several parameters in our protocol, namely α, β, γ, k, R0. β is the
threshold for whether a node can act as CH-candidate. The larger the β, the smaller
the possibility for a node to become CH-candidate. we fix β as 0.1. γ is to adjust
the communication range for a CH in CH-CH-association. The larger the γ, the
more neighbour CHs can be found. However, large γ leads to energy waste, since
energy consumption is a function of transmitting distance. Also too large γ may
result in that all the CHs are associated to one CH with lower hop and having the
largest η value, which heavily increases the relaying burden of this CH. we fix γ as
2. As mentioned in Section 5.3.2, the larger the k, the fewer control messages need
to transmit. But too large k may make some CHs die within a cycle. We consider
the influence of k on the lifetime of a cluster. Here, we select one cluster and test
94
5.5. SIMULATION RESULTS
0 20 40 60 80 100
k
900
1000
1100
1200
1300
1400
1500
1600
1700
1800
N
um
be
r o
f r
ou
nd
s
Figure 5.8: The impacts of k on the number of rounds.
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Figure 5.9: The impacts of α and R0 on. (a) the number of clusters; (b) the number
of rounds until the first node dies.
the number of rounds it can operate with the parameters in Table 5.2. As shown in
Fig. 5.8, the lifetime increases with k because larger k means more energy is spent
on data transmission and less on overhead. We can also see that when k is smaller
than 20, the lifetime raises quickly; after that it increases slightly. Thus, we fix k as
30 since it gives a relative long lifetime.
Next we study how α and R0 influence the protocol performance. α ranges from
0.2 to 0.6 and R0 is between 10 and 50. We consider the number of clusters under
different parameter sets in both Scenario 1 and 2. The result is shown in Figure 5.9a.
For a fixed α, the number of clusters decrease with the increasing of R0. According
to (5.5), we know when α is fixed, cover range increases with R0. It testifies our
design purpose, i.e., the larger the cover range, the smaller the number of clusters.
Besides, for a fixed R0, the number of clusters increase with the increasing of α. The
reason behind is as follows. According to (5.5), given R0, α influences the range of
Ri. The larger the α, the smaller the lower bound of Ri. In other words, Ri can
take more values when α is set as a larger value. Thus, the number of clusters also
increases with α.
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Table 5.3: Comparison of approaches
Approach MASP [84] MobiCluster [87] Ours
Distance measure No Yes No
Network structure Flat Cluster Cluster
MS comm. range 30m 100m 30m
Node comm. range 30m 60m 30m
Now we consider the network lifetime under different parameter sets. The net-
work lifetime is significant in many applications since the sensing field cannot be
fully monitored once a node dies. The result is shown in Figure 5.9b. For a fixed α,
with the increase of R0, the network lifetime tends to increase. The reason behind
is as follows. As we assume that each CH aggregates the data packets received from
its CMs into one packet, the larger the number of clusters, the more data packets
are transmitted, resulting in a larger amount of energy consumption. This analysis
is consistent with the result shown in Figure 5.9b, i.e., the network lifetime increase
with the increase of R0.
5.5.2 Comparison with existing work
Since the advantage of applying MS to collect data in WSNs has been shown in the
literature, to make a fair comparison we compare our approach with those which
consider the scenario of using path constrained MS. Here, we compare with [84] and
[87] which are two representative approaches for data collection based on flat and
cluster structure respectively. The approach in [87] determines the cover range for
each CH according to the Euclidean distance to MS’ trajectory. Thus, it requires
the sensor nodes to able to extract the distance information from the received signal
strength. Further, it also requires all the sensor nodes are within the range of
MS. Thus, considering the size of the sensing field, MS communication range is set
to be 100m. In contrast, since our approach and [84] use only hop distance, the
communication range of MS is set as 30m. Since the approach in [87] constructs the
clusters with two sizes and considering the sensing field, the communication range
of sensor nodes is set as 60m. The communication ranges of sensor nodes for the
approach in [84] and ours are set as the same with MS. The basic features of our
approach, [84] and [87] are shown in Table 5.3.
Here our performance measure is still the network lifetime. The results of our
approach and the compared ones are shown in Figure 5.10. In both Scenario 1 and 2,
the proposed approach achieves the longest network lifetime, which guarantees the
network to have good coverage of the interested areas for a long time. Besides, with
the same initial energy amount, no matter if the nodes are uniformly distributed
or nonuniformly distributed, the networks can achieve the similar network lifetime
using the proposed approach. However, the approach of [87] performs differently,
i.e., in the uniform node distribution case, it can operate for 960 rounds with all
the nodes alive, while in the nonuniform node distribution case, it can only perform
740 rounds. The reason is that it does not take node density into account. Since
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Figure 5.10: Number of alive nodes in each scenario. (a) Uniform node distribution;
(b) Nonuniform node distribution.
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Figure 5.11: Average energy consumption by the alive nodes. (a) Uniform node
distribution; (b) Nonuniform node distribution.
the approach of [84] is based on flat structure, the node distribution impacts little.
It performs similarly in both scenarios and both the worst, because the subsinks
definitely suffer from funnelling effect issue. Comparing the performance of our
approach and [87], it can be seen that after the first node dies in these two cases,
the number of alive nodes in our protocol drops more dramatically than that of [87].
This is because in our protocol the energy consumption of the sensor nodes is more
balanced than that of [87]. Figure 5.10 also plots how many rounds each protocol
can operate under the connectivity requirement2. Under this context, the approach
of [87] can operate for the longest rounds, because the sensor nodes’ communication
range is larger. Our approach and the one of [84] cannot work that long due to
relatively short communication ranges. Although it is possible to raise the operation
rounds by increasing the communication range, it is not necessary since the network
has already lost full coverage of the sensing field.
2Connectivity requirement: The sensory data packet at each alive sensor node can be transmit-
ted MS. In other words, every alive sensor node should have at least one neighbour node.
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Figure 5.12: Network lifetime over network sizes. (a) Uniform node distribution;
(b) Nonuniform node distribution.
Accordingly, the average energy consumptions by the alive nodes in these two
scenarios are displayed in Figure 5.11. The values on Round 0 represents the average
energy consumption in the initial phase while those after are in the collection phase.
The energy consumption at the beginning of each cycle, i.e., for clustering, is added
to the first round. In the initial phase, the proposed approach consumes more energy
than the alternatives, since it requires three rounds of control message exchange.
In the collection phase, the average energy consumption increases when some nodes
run out of energy. The fundamental reason is that the average transmission distance
increases when some nodes die. Comparing Figure 5.11a and 5.11b, we can see that
the propose approach consumes less energy than those of [84, 87] in the case of
nonuniform distribution.
We further consider four other networks with 200 and 300 nodes uniformly and
nonuniformly deployed respectively. We also apply the proposed approach and the
compared ones on these networks. As shown in Figure 5.13, the network lifetimes
with our proposed protocol are the longest.
Moreover, we provide a simulation based on the real trace of the shuttle in
Wollongong, Australia. The shuttle route is shown in Figure 5.13a and the timetable
can be found on the website of Transport of NSW. 100 sensor nodes are nonuniformly
deployed in this 3× 5 km area (the right part area is with higher density than the
left part area). We apply the proposed approach as well as the two alternatives. For
this practical case, the buffer overflow may occur since the shuttle does not operate
at night. Here we do not consider the buffer overflow issue and only consider the
network lifetime. The simulation results are shown in Figure 5.13b. We can see that
the proposed approach achieves the longest network lifetime.
5.6 Summary
We propose a cluster-based routing protocol to support data collection in WSNs
with nonuniformly node distribution using a path fixed MS. It involves an energy-
aware and unequal clustering algorithm and an energy-aware routing algorithm.
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Figure 5.13: (a) The sensing area covered by the route of a shuttle and a set of
sensor nodes; (b) Number of alive nodes.
The clustering algorithm constructs clusters with unequal ranges based on the local
node density and hop distance to MS’s trajectory. The resulting clusters have the
features: 1) at the same hop distance, the clusters in dense (sparse) area have small
(large) cover ranges; 2) with the same density, the clusters close to (far away from)
MS’s trajectory have small (large) cover ranges. Such formation helps balance the
energy consumption among clusters. In the routing algorithm, each CH selects a
CH with lower hop distance to MS’ trajectory and highest residual energy/CM size
as the relay CH. By using the above techniques, our protocol works well for WSNs
with nonuniformly node distribution and prolongs the network lifetime significantly
comparing to existing work. Moreover, since Euclidean distance measure is not
required, the system cost is low, which makes the proposed protocol have good
scalability. The proposed approach is for a single MS. When more MSs are available,
the cooperation between them may help to increase the performance further, which
is our future consideration.
In this chapter, we study the cluster-based routing protocol assisting by a sin-
gle ME. Local aggregation is assumed at CHs. Obviously this method loses some
information in the original data. In Chapter 6, we will further consider a recent
technique, i.e., Compressive Sensing, to deal with the original data, which is able to
recover the original data from a few measurements.
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6.1. MOTIVATION
This chapter still focuses on constrained mobility. Beyond Chapter 5, we apply
a recent technique to deal with the original data.
6.1 Motivation
According to field experiments, data communication contributes majority of energy
expenditure in WSNs [234]. It is well known that the energy consumed for data
transfer by sensor nodes relates to the packet size and the distance the packet travels.
When the sensor nodes are static, the distances between them are fixed. However,
it is possible to reduce the size of data, benefiting from the compressive sensing
(CS) theory [25, 26]. In many situations the sensor nodes are densely deployed,
thus the sensory readings are highly spacial/temporal correlated. The CS theory
states that such spacial/temporal correlated data can be recovered from only a small
number of measurements with high enough accuracy by using l1-norm minimization.
Many researches have already applied CS to the data collection problem in WSNs
[24, 31, 32], due to its effectiveness in reducing the traffic load. To the best of our
knowledge, these works mainly focus on the scenario of static sink. However, due
to the requirements of certain applications, the WSNs may consist of several sensor
islands and there may be no connectivity between them. In this case, the static
sink cannot collect data from all the sensors. Therefore, designing a data collection
system using CS and MS has the following advantages of reducing the number of
transmissions, which in turn prolongs the network lifetime and being suitable to the
large scale, especially disconnected WSNs.
This chapter presents a complete CS based data collection strategy for delay-
tolerant WSNs with constrained MS. Particularly, we consider a system consisting
of a set of static sensor nodes and a MS. The constrained MS moves on a fixed path
periodically. Some sensor nodes are located in proximity to MS’s trajectory, which
enables the communication between MS and sensor nodes. Instead of transmitting
data in a real time manner, (i.e., each individual packet, involving a single reading,
is sent out immediately after generation), the transmitted packets involve a set of
readings. For transmitting packets, we use the hybrid CS rather than the pure CS,
since the former requires less transmitted packets. We try to reduce the number
of transmissions across the network by dividing the network into clusters. Cluster
members (CMs) send their raw readings to their cluster heads (CHs), and CHs
transmit the CS measurements. One significant problem in our scheme is the cluster
radius, which impacts on the energy consumption of the entire network. As discussed
in Section 8.5, larger cluster radius leads to higher intracluster energy consumption
and lower intercluster energy consumption. Thus, there should be an optimal point
such that the entire energy consumption is minimized. We provide an analytical
model to describe the energy consumption of the network and determine the optimal
cluster radius.
The main contributions are as follows. A complete scheme for data collection
in WSNs using MS and hybrid CS is presented. We propose an analytical model
to describe the energy consumption by all sensor nodes in the network, based on
which the optimal cluster radius is figured out. Moreover, two implementations are
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discussed to achieve clustering the network with the optimal cluster radius. The
implementations are fully distributed and do not require location information. The
message complexities at each node are both O(1). We further conduct extensive
simulations. The results show that the proposed approach achieves around 1.2 and
2 times more network lifetime than two compared schemes.
The rest of this chapter is organized as follows. The proposed scheme is discussed
in Section 6.2. Section 8.5 presents an analytical model to figure out the optimal
cluster radius. How to implement such scheme is shown in Section 6.4 and the
evaluation of the scheme is demonstrated in Section 6.5. Finally, Section 6.6 briefly
summarizes the chapter and discusses some possible future work.
6.2 Data Collection Approach
6.2.1 Network Model
Consider a WSN consisting of N uniformly deployed sensor nodes (with unique IDs)
and a MS. MS passes the periphery of the sensor field (length of L and width of W )
periodically on its fixed path. It takes T units of time to finish one tour.
Let X be the raw reading matrix by all nodes during the tour of MS. Thus, X is
a N × T matrix. xnt, an element of X, is the raw reading by the nth (n = 1, ..., N)
node at the tth (t = 1, ..., T ) unit of time. Xn, a row of X, denotes the raw readings
by the nth sensor nodes during the tour of MS and Xt, a column of X, denotes
the raw readings by all nodes at the tth unit of time. Let Y be the matrix of CS
measurements, whose size is M×T . Yt, a column of Y , denotes the CS measurements
for the tth unit of time. Φ is the measurement matrix and Ψ is the transform matrix.
The fundamental objective is to recover X from Y .
We make the following assumptions for. The sensor nodes have the similar
capabilities, i.e., sensing, computing, storage, communication, but the equipped
energy resource is not necessarily identical. All sensor nodes are able to adjust
transmit power based on distances [200]. The adjustment only occurs in the phase
of clustering; while in data transmission, a node only transmits its data packet to
its neighbour nodes within 1 hop range. Other activities such as sensing, receiving
packets and computing also consume energy. Compared to transmitting, the energy
consumed by those activities can be omitted.
The frequently used notations in this chapter are summarized in TABLE 6.1.
6.2.2 Approach Overview
The cluster based hybrid CS method is used together with MS. An illustrative
example of our scheme is shown in Fig. 6.1. The data collection process follows the
following steps.
• The sensor nodes are divided into a number of clusters.
• Within clusters, CMs send raw readings to CH. CHs send CS measurements
to another CH which is closer to MS’s trajectory than itself.
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Table 6.1: Notations
Notation Description
T Time for MS to finish one tour
N Number of sensor nodes
X Raw reading matrix
Y CS measurements
M Number of CS measurements
L Length of the sensor field
W Width of the sensor field
R Cluster radius
C Number of clusters
Φ Measurement matrix
Ψ Transform matrix
R0 Communication range of single hop
P Transmission power for single hop
p The probability a sensor becomes CH
• The CHs, which have uploading nodes (referred to the nodes which are within
the one hop range of MS), transmit CS measurements to the uploading nodes
and the latter upload them when MS approaches.
• MS recovers the raw readings via the CS measurements once it finishes the
tour.
Several issues should be solved before realizing the above data collection process.
• How to execute clustering: 1) without the knowledge of sensor nodes’ locations;
and 2) how many clusters?
• How to recover the raw readings from the CS measurements when clustering
and MS are used?
In the rest, we will tackle these problems.
6.2.3 Clustering
Transmitting CS measurements among CHs will not lead to the energy hole issue,
benefiting from CS theory. Hence, unlike [87, 88], the clusters in our work can have
equal radius. Let R be the cluster radius. If the CHs are uniformly distributed,
approximately, we have:
CpiR2 = LW (6.1)
where C is the number of clusters.
As shown below, R relates to the specific intracluster and intercluster transmis-
sion strategy and R influences the entire network energy consumption. In Section
6.2.4, we present the communication strategies; and in Section 8.5, we discuss how
to determine R.
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Figure 6.1: An example of the proposed scheme, where MS is installed on a bus.
6.2.4 Intracluster and Intercluster Transmission
In CS based data collection approaches, every node transmits M packets for a unit
of time. The authors of [31] claim that such approach increases the traffic load
at the nodes close to the leaf nodes. With this regard, the hybrid CS method is
proposed. Further, the authors of [32] use the hybrid CS method with clusters. In
this subsection, we follow the basic idea of [32]. However, we focus on the scenario
with MS rather than the static sink case in [32].
A CM needs to transmit a vector of raw readings Xn to its CH. As denoted
in Section 8.2, Xn is of size T . Once a CH collects all the packets from its CMs,
it compresses the raw readings. Consider the cth (c = 1, ..., C) cluster and let
Hc represent this subset of nodes. The CS measurements from this cluster can be
calculated as follows:
YHc = ΦHcXHc (6.2)
where ΦHc is a submatrix of the measurement matrix Φ and the size is M × |Hc|;
XHc is a submatrix of the raw reading matrix X and the size is |Hc| × T ; and YHc
is the measurements of this cluster with size M × T . Here |Hc| gives the number of
nodes in cluster Hc.
Following the popular method used in the previous work, instead of transmitting
ΦHc , each sensor node uses a pseudorandom number generator seeded with a ID to
generate the corresponding measurement coefficients [235]. In our work, CHs execute
such function while CMs only provide their IDs in the transmitted packets.
Once the intercluster packet is ready, a CH transmits it to another CH, which is
closer to MS’s trajectory. Again, hop distance is used for selecting such relay CH. As
will be discussed in Section 6.4, through exchanging control messages, every sensor
node knows a set of nodes which have the smaller hop distance to MS’s trajectory
than itself. By the same way, every CH is able to construct a set of CHs, whose hop
counts are smaller than its own. In the rest, we call these CHs the closer neighbours.
The CH randomly chooses one of its closer neighbours and transmits the intercluster
packet to it.
The CH, which receives intercluster packets, compresses its own packet and the
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received into one intercluster packet. The new CS measurements are the summation
of its own CS measurements and those received. According to (6.2), the sizes of the
CS measurements in all the intercluster packets are the same, i.e., M × T . This
enables the direct compression of the CS measurements, although the number of
nodes vary in different clusters.
6.2.5 Communication with MS
The CHs which are the closest to MS’s trajectory, transmit the CS measurements to
the uploading nodes. The communication between MS and the uploading nodes is a
call and send mode. When MS moves on its trajectory, it broadcasts a call message
to announce its presence. The uploading nodes send the CS measurements to MS.
Since the uploading nodes may be close to each other, to avoid collision between
them, each CH sends data packet to only one of its uploading nodes. Here, we
simply assume a uploading node is able to upload all the stored CS measurements
during the communication period with MS. Once MS finishes its tour, all the CS
measurements have been collected. Then, the final CS measurement at MS is:
Y =
C∑
c=1
YHc (6.3)
(6.3) only considers the relationship between the original CS measurements gen-
erated by each CH and the final CS measurements generated by MS. Actually, a
specific YHc may not be known by MS, because additional compression may be done
by relay CHs in the process of opportunistic routing. Although MS has no knowledge
about where a set of CS measurements come from, it does not impact on recovery.
Note, as will be mentioned in Section 8.5, all the sensor nodes transfer data with
each other using single hop communication. In particular, a CM transfers its raw
readings to its CH through multihops. Intercluster transmission as well as CH-MS
transfer are also executed in multihop fashion since shorter wireless link leads to low
delivery delay.
6.2.6 Recovery
Once MS gets Y , it solves the following problem:
min
s∈RN
‖s‖l1
s.t.Yt = ΦXt, Xt = Ψs
(6.4)
For one tour, there are totally T problems of (6.4) to be solved. After obtaining
the estimated ŝ, the raw readings are reconstructed by”Xt = Ψŝ (6.5)
To solve (6.4), MS needs to know the matrices of Φ and Ψ. Ψ is only used in
the data recovery process, thus, it can be generated independently at MS. Φ is used
in the process of compressing raw readings. Thus, it should be identical across the
network. As mentioned in Section 6.2.4, it is not necessary to make Φ on the fly,
instead, MS can use the IDs in the received packets to generate such matrix.
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Figure 6.2: The layer model for a cluster. The CM in the outer layer can only send
its data packet to another CM in the inner layer in an opportunisitc manner; and
the CMs in the certer layer send packets directly to the CH.
6.3 Analysis on Cluster Radius
There is a large body of work about determination of the optimal number of clusters
in the literature, such as [236]. Before discussing our analysis, it is worth mention-
ing the differences and similarities between our work and the existing approaches.
First, in the previous work such as [236], it is assumed that the CMs transmit data
packets to their CHs directly. However, as pointed out below, in our approach CMs
communicate with their CHs through multihop communication, i.e., every node uses
the first power level to communicate with the neighbour nodes. Second, the previ-
ous approaches use static sink to collect data from the sensor nodes; while we use
MS which passes the edge of the sensor field. Further, instead of transmitting raw
readings in the existing work, we adopt CS technique. So, although we both follow
the framework: formulating the network energy consumption as a function of the
considered variable (in our work it is the cluster radius; while in the previous it is
the number of clusters), the formulation discussed here distinguish from the existing
ones. In this section, we provide the analytical model to determine the radius of
clusters, i.e., R.
Now we consider the energy consumption for intracluster transmission for one MS
tour. Each CM needs to transmits a packet of size T . As assumed in Section 6.2.3,
a CH is at the centre of a cluster with the radius of R. With the above transmission
strategy, the CMs within a cluster follow the multihop fashion to transmit packet
to their CH. The cluster area is divided into d R
R0
e rings, as shown in Fig. 6.2. The
CMs within the first ring can communicate with the CH in one hop; those in the
second need two hops to communicate with the CH; and CMs within the final can
communicate with the CH in d R
R0
e hops. Let h = d R
R0
e be the largest hop distance
between a CH and its furthest CM (see Fig. 6.2) and ρ = N
LW
be the density of
the sensor nodes. In the first layer, the number of CMs is piR20ρ − 1. Note, the 1
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here refers to the CH. The number of CMs in the second layer is pi22R20ρ − piR20ρ.
Following this pattern, the number in the final layer is pih2R20ρ−pi(h−1)2R20ρ. Thus,
the energy consumption by CMs in one cluster for one MS tour is:
TP ((piR20ρ− 1) · 1 + (pi22R20ρ− pi12R20ρ) · 2+
· · ·+ (pih2R20ρ− pi(h− 1)2R20ρ) · h)
=TP
Ç
piR20ρ
Ç
h(h+ 1)(4h− 1)
6
å
− 1
å (6.6)
Since the total number of clusters is C = LW
piR2
, the total energy consumption by all
CMs is:
Eintra = TP
Ç
piR20ρ
Ç
h(h+ 1)(4h− 1)
6
å
− 1
å
LW
piR2
(6.7)
Approximately, substituting h = R
R0
, we obtain:
Eintra =
2NTP
3R0
R− NTPR0
6
1
R
− LWTP
pi
1
R2
+
NTP
2
(6.8)
As seen from (6.8), the energy consumption for intracluster transmission in-
creases with R. When R is large enough to cover all the sensor nodes in the field,
there is only one cluster. This equals to the case of the conventional strategy, i.e.,
every sensor node sends its raw reading to a static sink in the center, which is energy
inefficient.
Next, we consider the energy consumption for intercluster transmission. Ben-
efiting from CS theory, all the CHs transmit the same size of CS measurements,
i.e., MT , no matter where they locate. Averagely, two CHs are 2R apart from
each other. Thus, the packet of CS measurements may travel d2R
R0
e hops in average
between two CHs. Approximately, the CS measurements from the CHs (which are
near the periphery of the field) to MS need to travel d R
R0
e hops. There are C = LW
piR2
clusters in the network. We use 2RL
LW
C 1 to estimate the number of CHs which trans-
mit data to MS. Then, the energy consumption by the CHs can be approximated
by
Einter =MTP
ÇÇ
C − 2RL
LW
C
å
2R
R0
+
2RL
LW
C
R
R0
å
=
2LWMTP
piR0
1
R
− 2L
piR0
(6.9)
With (6.8) and (6.9), we have the total energy consumption by all the sensor
nodes:
E = a1R + a2
1
R
+ a3
1
R2
+ a4 (6.10)
where a1 =
2NTP
3R0
, a2 =
2LWMTP
piR0
− NTPR0
6
, a3 = −LWTPpi and a4 = NTP2 − 2LpiR0 .
Since there is at least one cluster in the network, we have the maximum of R,
i.e., Rmax =
»
LW
pi
. Then, we can figure out the optimal R (no larger than Rmax) to
minimize (6.10).
1Since the CHs are assumed to be uniformly distributed and C CHs occupy the area of LW ,
then the number of CHs occupying the area of 2RL is 2RLLW C.
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The above analysis model has limitations in practice. First, for the intracluster
communication, since the CH may not be exact the center, the corresponding energy
consumption may not follow the layer pattern strictly, i.e., (6.8) is not a precise
model. Second, the hop count between any two CHs may not always be 2R
R0
, thus
(6.9) also provides approximate result.
6.4 Implementation
Let the optimal cluster radius be R∗, which is the solution of (6.10) and the cor-
responding energy consumption for data transmission be E∗. As stated in Section
8.5, to achieve E∗, the network should be evenly divided into a number of clusters
with the radius of R∗. Further, the CHs should be at the centres of the clusters.
According to (6.1), we can calculate the optimal cluster number, C∗. Then, the
clustering problem can be transferred to k-median problem [237], which is to figure
out C∗ positions for CHs such that the total hop distance from CMs to their CHs
is minimized. It has been shown that k-median problem is NP-hard [237]. In this
section, we provide two distributed implementations for clustering.
6.4.1 Implementation 1 (I1)
I1 consists of: MS broadcast, CH election, CM-CH attachment, CH-CH association
and uploading.
MS broadcast
In the first tour, MS broadcasts three values: h∗ = dR∗R0 e, p∗ = C∗N and a hop count
(initially equals to 0), within the range of R0 when it moves on the predefined path.
The nodes that receive such information increase the hop count by 1 and forward
it to the nodes nearby. When MS finishes the tour, all the sensor nodes know h∗,
p∗ and their hop counts. If more than one message is received, a node sets its hop
count as the smallest one. To avoid confusion with the below description, such hop
count is referred to as intercluster hop count and it will be used to assist intercluster
transmission.
CH election
The next step is to select C∗ CHs. Although we assume the CHs are uniformly
distributed and located in the centres of the clusters in the analytical model, we
point out it is not necessary to make them at centres in practice. First, selecting such
CHs is a difficult task especially when the geographical information is unavailable.
Second, in practice the role of CH will rotate within cluster. Although the CH at
the centre leads to the minimum intracluster energy consumption, such situation
will not last for long. With these observations, we present a simple method to select
approximate C∗ CHs. Every sensor node generates a number 1 with the probability
p∗ or 0 with the probability 1− p∗. The sensor nodes which generate the number 1
become CHs no matter whether they will be the centres of the clusters.
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CM-CH attachment
Then, the CHs invite non-CHs into their cluster by broadcasting an Invitation mes-
sage within range of R∗. The sensor nodes within range can hear the message and
reply a Confirmation message to join the cluster. Note, it is possible that one node
receives more than one Invitation. In this case, it selects the one with the strongest
signal strength. It is also possible that some nodes are outside R∗ range from all the
CHs, which are called isolated nodes. In this case, after the invitation process, i.e.,
timer Tinvite expires, the isolated nodes actively sends Joining request within range
of aR∗, where a = 2, . . . , am and am = d
√
(L2+W 2)
R∗ e. The selection of am guarantees
that no node is finally isolated.
CH-CH association
Next, every CH needs to build up the closer neighbour set. As discussed in Section
6.2.3, a CH v in the closer neighbours of CH u has smaller intercluster hop count
than u. The process of building up the closer neighbour set is as follows. Each CH
broadcasts an Association message within range of bR∗, b = 1, . . . , am. b starts from
1 and increases by 1 until the CH hears a Confirmation message from another CH.
Note, a CH only replies the Confirmation message to the CHs with larger intercluster
hop count. Further, some CHs will not receive any Confirmation message because
there are no other CHs with smaller intercluster hop count. After timer Tassociation
expires, these CHs figure out the uploading nodes (with intercluster hop count as
1) within the clusters.
Uploading
From the second tour, CMs transmit raw readings to CHs; CHs transmit CS mea-
surements to the uploading nodes; and the uploading nodes upload data to MS.
To achieve longer network lifetime, the role of CH is rotated within clusters
every a certain number of tours. Further, clusters will reform every a larger number
of tours. The CH rotation and reclustering strategies help to balance the energy
consumption among sensor nodes. The CH role can be shifted to the CM which has
the largest residual energy. Reclustering can be achieved by another round of the
above procedure.
Discussion
The advantage of I1 is the simpleness. It does not require location and distance
information; while only uses hop information. The disadvantage is that the uniform
CH distribution is not guaranteed, since CHs are randomly generated. Reselecting
CHs after clustering can push CHs to the centres and then decrease intracluster
energy consumption. But, this requires further overhead and only improves the
energy efficiency for a short period.
Now we consider the message complexity. For a CH, at first it broadcasts an
Invitation message to invite non-CHs to join its cluster and then waits for Confir-
mation. If there are isolated nodes, suppose the number of which is NI (NI  N),
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in the worst case, a CH replies at most NI Confirmation messages. To build up
the closer neighbour set, a CH may broadcast at most am Association messages and
reply at most C∗ Confirmation messages. Therefore, the total number of messages a
CH transmits is at most: 1+NI +am+C∗. Since am is upper bounded and C∗  N
(see Section 6.5), the message complexity in the worst case of a CH is O(1). Next,
we consider the case for a CM. If it is within R∗ range of any CHs, it replies one
confirmation message to join cluster; otherwise, it may broadcast at most am − 1
Joining request. Therefore, the message complexity is O(1).
6.4.2 Implementation 2 (I2)
I1 cannot guarantee the evenness of CH distribution. The reason is that due to
the randomness of generating CHs, two nodes which locate in close proximity are
possible to both become CHs. I2 is inspired by the observation that if the CHs are
evenly distributed, they keep away from each other. So, we introduce a competing
mechanism to ensure that every CH is at least a certain distance away from any
other CHs.
CH election
Every node becomes a CH candidate at the beginning of a new cluster formation
phase. The competing rules are as follows. A CH candidate broadcasts a Competing
message involving its ID and residual energy within the range of 2R∗. Then, it
listens for Competing messages from other CH candidates. If it receives Competing
messages, it compares the contained energy recording with its own (denoted by e).
Rule 1 : if the latter is larger, it broadcasts a Win message and becomes a CH
directly; otherwise, it cannot decide to be CH or not and need to check Rule 2
and Rule 3. Rule 2 : if a CH candidate receives a Win message, it broadcasts a
Quit message. This is because receiving a Win message means its residual energy
is not largest within the 2R∗ range and it cannot become CH. A CH candidate
which has not received win messages, listens for Quit message. Rule 3 : if a CH
candidate receives a Quit message, it removes the corresponding CH candidate from
the comparing list and checks whether its residual energy is the largest among the
rest. This process lasts until Telection expires. The pseudocode of the competing
scheme is shown in Algorithm 9.
The other steps for the cluster formation and data uploading are the same as I1.
Discussion
We claim that with the competing mechanism, every CH is out of the 2R∗ ranges
(or 2h∗ hops) of all the other CHs. Further, in I2, the nodes with large residual
energy are likely to become CHs.
I2 differs from I1 by the competing mechanism, which results in more overheads.
We discuss the message complexity for the competing mechanism. First, a CH
candidate needs to broadcast one Competing message. After that, it will broadcast
either a Win message to announce its status as CH or a Quit message. Each node
transmits two more messages than I1. Therefore, message complexity at a node in
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Algorithm 8 CH election by a node
1: Broadcast Competing message within 2R∗.
2: Listen for Competing messages and organize the energy recordings into a list
Eresidual.
3: while timer Telection has not expired do
4: if e > max(Eresidual) then
5: Broadcast Win message within 2R∗; exit
6: end if
7: Listen for Win message
8: if Win message is received then
9: Broadcast Quit message within 2R∗; exit
10: end if
11: Listen for Quit message
12: if Quit message is received then
13: Remove the energy recording of the Quit message from Eresidual.
14: end if
15: end while
I2 for clustering is still O(1). The benefits of such two more message transmissions
will be demonstrated in the next section through simulation experiments.
6.5 Evaluation
We conduct simulation experiments to evaluate the performance of the proposed
approach and compare these finding against some related methods.
6.5.1 Settings
We simulate a set of WSNs, where the sensor nodes are assumed to be distributed
independently and uniformly in a field of 20 unit × 10 unit. A MS moves along the
long edge and T=20 unit. The number of sensor nodes (N) ranges from 200 to 800.
The number of CS measurements M is set to be 40. The single hop transmission
range R0 is 1 unit and the corresponding power P is 1 unit. All the simulations are
conducted by Matlab.
6.5.2 Compared algorithms
Since the performance of reconstruction accuracy by CS for data collection in WSNs
have already been investigated widely in previous work, here we pay attention to the
energy efficiency of the proposed CS and MS combination approach and compare
it with other related work. In particular, we consider the below two approaches for
comparison, both of which use MS and are location unaware.
MASP [84]: formulates the data collection using MS as a Maximum Amount
Shortest Path (MASP) problem. It targets on assigning sensor nodes properly to
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Figure 6.3: Comparison of I1 and I2. (a) CH numbers. (b) AHD.
subsinks such that the overall throughput is maximized and each sensor node uses
the shortest path to transmit the sensory data to its subsink.
MobiCluster [87]: uses clusters for data collection. The clusters are with unequal
sizes depending on the distance to MS’ trajectory. The sensor nodes have three roles:
rendezvous node (RN), CH and CM. RNs are the nodes within the communication
range of MS when it moves. CMs send raw readings to CHs. CHs execute an
aggregation algorithm to downsize the data packet and transmit it to the CHs closer
to MS’s trajectory or RNs. Finally, RNs upload data to MS.
6.5.3 Results
We first demonstrate the performance of I1 and I2. We consider the metrics of CH
number and the evenness of CH distribution, which is described by the average hop
distance (AHD) from CMs to CHs. When the CH numbers are the same, lower
AHD means CHs are more evenly distributed.
Fig. 6.3a and Fig. 6.3b compare the CH numbers and AHDs by I1, I2 and the
analytical model. Both display the statistic results for 30 independent topological
networks under each network size (N). As seen in Fig 6.3a, the average CH numbers
by I1 and I2 are close to the analytical results (C∗), especially I2 when N is small.
The CH numbers by I1 and I2 can be either smaller or larger than C∗. The reason for
I1 is the random CH selection. For I2, the reason for the upper side is the ”margin
effect”. If a node near the margin of the field is with large residual energy, it is likely
to become a CH. Then, the competition scheme may lead to more than C∗ CHs. The
reason for lower side is that two CHs may be more than 2R∗ away from each other.
See Fig. 6.4 for an example. This occurs when a CH candidate u at the edge of
2R∗ range of CH candidate v is covered by CH candidate w, whose residual energy
is larger than u. Thus, v and w, which are more 2R∗ apart, become CHs. We also
find that the range of CH numbers by I2 is more narrow than I1, which indicates
that I2 is able to obtain the number of CHs more close to C∗. Correspondingly, the
AHDs by I2 are generally smaller than I1, which indicates that I2 achieves better
CH distribution than I1.
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Figure 6.4: An example of two CHs are more than 2R∗ apart.
Now we compare with MASP and MobiCluster. For MobiCluster, we set several
parameters including the cover ranges for the clusters and the aggregation ratio. As
we do not focus on the influence of these parameters on MobiCluster, we only select
typical values which are suitable to our settings. Here, we set two cluster radii as
2 and 3 units and the aggregation ratio as 30%. For simplicity, the aggregation is
only adopted within clusters rather than interclusters. The probability of a node
becoming a CH candidate is 0.2 [88]. For each network size, we randomly select
one of the 30 simulated networks, and apply I1, I2, MASP and MobiCluster to
investigate the performance in energy efficiency. We focus on two metrics: average
node energy consumption and network lifetime. See Fig. 6.5a and 6.5b.
Fig. 6.5a demonstrates the average energy consumption of a node per MS trip.
With the increase of N , the energy consumption by a node in I1 and I2 decrease,
which follow the trend of the analytical model. This is because that when N be-
comes larger, the number of clusters increases (see Fig. 6.3a); while AHD becomes
smaller (see Fig. 6.3b). Since the multihop communication is adopted, smaller AHD
leads to lower energy consumption for intracluster transmission. Further, the inter-
cluster energy consumption is unrelated to N , see Eq. (6.9). Thus, the total energy
consumption decreases with N . In Fig. 6.5a, a node in I2 consumes less energy than
that in I1 averagely, but both of them consume more than the analytical results.
The reason is the same as discussed previously, i.e., the CH distributions in I1 and
I2 are difficult to be precisely uniform. The energy consumption by Mobicluster
has the similar trend. But the dropping rate is smaller than I1 and I2. The reason
lies in the CS technique, the benefit of which is more obvious in the cases of large
N . The average node energy consumption in MASP is not influenced much by N
and MASP performs the worst, which indicates that the flat infrastructure is less
efficient than cluster infrastructure.
Fig. 6.5a demonstrates that the proposed approach is more energy efficient than
the compared ones. But, it only provides the performance for a single MS trip. To
have an insight of the performance of proposed approach, we further investigate the
network lifetime2. The initial energy equipped by the nodes are around 5000 units
and they are not necessarily identical. In the following simulations, we only consider
the energy consumption for data transmission. Further, for I1, I2 and MobiCluster,
reclustering is triggered before each MS trip. But for MASP, the transmission routes
remain the same for the whole lifetime, because it is not energy aware. Fig. 6.5b
shows the network lifetimes by I1, I2, MASP and MobiCluster for the considered
2The network lifetime refers to the time duration from network deployment to the first node
runs out of battery.
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Figure 6.5: Comparison of I1, I2, MASP, MobiCluster and the analytical model. (a)
Energy consumption. (b) Network lifetime.
networks. The network lifetime by MASP is not influenced much by the node density.
Its result is the lowest among the four approaches. This is because of the energy hole
issue, i.e., the nodes which can communicate with MS relay large number of data
packets for other nodes. The network lifetime by MobiCluster increase slightly with
the network size and it performs better than MASP due to aggregation strategy.
The network lifetimes by I1 and I2 increase more quickly than MobiCluster, which
benefits from the utility of the hybrid CS technique. The hybrid CS technique
reduces the number of the transmitted packets, thus the energy consumption by
the sensor nodes is also reduced, which in turn improves the network lifetime. I2
improves the network lifetime by around 1.2 and 2 times respectively compared to
MobiCluster and MASP.
6.6 Summary
This chapter considers the problem of data collection in delay-tolerant WSNs with
constrained MS where the hybrid CS technique is used. We have presented a com-
plete data collection strategy which accounts the characteristics of both MS and CS
technique: the network is divided into clusters. We provided an analytical model for
the energy consumption by the proposed data collection strategy, through which the
analytical cluster radius is obtained. We further discussed two fully distributed im-
plementations, which do not require the location information of sensor nodes. The
message complexities are both O(1). Extensive simulations were conducted and the
comparisons with two related approaches, which do not use CS technique, were pro-
vided. The simulation results display that the proposed approach, especially I2, is
more efficient than the alternatives and improves the network lifetime by about 1.2
and 2 times compared to MobiCluster and MASP. The results are also presented in
[238].
In this chapter, we did not consider the issues associated with practical imple-
mentation, such as the packet loss and node failure. These issues influence the
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performance of the proposed approach, which are left for future work. Another de-
fect is that, also similar to Chapter 5, only a single MS is considered. In Chapter 7,
multiple MSs are used.
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Both Chapter 5 and 6 consider using a single MS to collect data from WSNs. As
mentioned in Chapter 2, single MS is associated with many practical issues, such as
long data collection latency. In this Chapter, we focus on using multiple mobility
constrained MSs to collect data from WSNs where the collection latency is intensive.
7.1 Motivation
Guaranteeing data delivery delay is critical for achieving acceptable quality of service
in delay-intolerant applications, such as earthquake or volcanic eruption warning
system. The detection of any unusual phenomenon needs to be transmitted to the
users as soon as possible, then the users can take further actions. In this chapter,
we use the term UM to represent the message containing the detected unusual
phenomenon. Researchers have proposed various solutions to the delivery delay
problem in WSNs. One class of approaches uses controllable M node [223, 239,
240, 241, 242, 188]. The basic idea is to find an optimal path for M node such
that a certain metric is optimized. These approaches are able to reduce the energy
consumption by S nodes significantly, but they also pose several other challenges.
Since the searching space for M node’s possible position is infinite in the sensing
field, it is hard to solve the path optimization problem. Besides, due to the low
physical speed of M node, the room of delivery delay improvement is limited.
In this chapter, the Improved-Unusual Message Delivery Path Construction (I-
UMDPC) is proposed for WSNs, which exploits predictable mobility, i.e., M nodes
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are attached to buses. This mobility avoids the control of M nodes’ complex move-
ments, which is suitable to the applications in urban areas. Moreover, instead of
sending M nodes to visit S nodes, I-UMDPC adopts the concept of multihop com-
munication for delivering UM, which can decrease delivery latency greatly.
One difficulty of transmitting UM to M nodes is the management of routes.
Since M nodes are moving, for a S node which has a UM to send (henceforce called
source node), the routes to M nodes vary with time. To achieve successful UM
delivery, S nodes need to keep track of the latest locations of M nodes. An ideal way
is to flood the network once M nodes move away, such as [243, 244]. However, it
results in a huge network overhead. Thus, frequent propagation of the sink location
updates should be avoided if the S nodes are not able to harvest energy from the
environment. An alternative approach is based on clusters [245, 246, 229] or virtual
grids [247, 248, 249], where only cluster heads (CHs) or grid heads need to update the
positions of M nodes, which significantly reduces the energy expenditure. I-UMDPC
uses the cluster structure. The S nodes are divided into a number of clusters, each
of which consists of one CH and several cluster members (CMs). Further, a special
node is placed at each bus stop (henceforce called B node). The B nodes store
the timetable of bus operations, and together with CHs, assist the source node
to deliver UM. With these components, the overall procedure of I-UMDPC is as
follows. Upon detecting the unusual phenomenon, the source node sends UM to its
local CH (source CH). The source CH communicates with B nodes through other
CHs to gather the arrival times of the coming buses. Based on these arrival times,
the source CH determines a subset of B nodes as delivery targets, such that UM can
be picked up within the allowed delay. When the buses come, B nodes upload UM
to the on-board M nodes.
Another difficulty of I-UMDPC lies in the uncertainty in the bus operation.
Considering the traffic on road, a bus may arrival at a bus stop on time, early or
late. This feature makes the timetable stored at B nodes unreliable. The stop
duration at a stop is also uncertain, which depends on the passengers to get on or
off. Both types of the above uncertainties impact on whether UM can be delivered
in time. In this paper, we propose an optimization problem which aims at using the
minimum energy to transmit UM and in the meanwhile maintaining the successful
delivery probability to a high level.
The main contribution of this chapter is I-UMDPC, which takes into account
the actual features of bus operation, i.e., the uncertainties in the arrival times as
well as the stop durations. The data collection system uses buses, which already
exist in the environment, to carry M nodes. We conduct extensive simulations as
well as practical experiments on our testbed to demonstrate the advantages of the
proposed approach against the alternatives. We find that I-UMDPC is able to route
UM to M nodes more reliably and efficiently than the alternatives.
The rest of this chapter is organized as follows. Section 7.2 presents the pro-
posed routing protocol in details. The optimization for selecting target B nodes is
formulated. Section 7.3 demonstrates extensive simulations inclusive the influence
from various factors. Section 7.4 shows the experimental results. Finally, Section
7.5 gives a brief summary of this chapter. The publications related to this chapter
include [250], [251].
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Table 7.1: Notations
Notation Description
R Candidate target B node set
T Target B node set
c The cost to transmit data packet to a B node
X The instance a bus to arrive at a stop
Y The duration a bus stops at a stop
∆ The maximum allowed delivery latency
t The time required to transmit a data packet to a B node
h The hop distance from a CH to a B node
d Distance between to node
Et Energy consumption for transmission
α The minimum probability of successfully received the data packet within ∆
β The time required for single hop transmission
PSD The probability of successfully delivered
RSD Ratio of successful delivery
RPU Ratio of pick-up
7.2 Data Dissemination Protocol
The main objective of this work is to develop a routing method that delivers UM
from source node to M nodes in an energy efficient way such that M nodes receive
UM within the allowed latency. In this section, we first present the basic assumptions
of the system and then describe our approach. The main notations in this chapter
are summarized in TABLE 7.1.
7.2.1 Assumptions
We assume the following network characteristics:
• S nodes are randomly deployed and remain static.
• S nodes are equipped with limited initial energy while B nodes and M nodes
do not have any energy constraints.
• M nodes move on their predefined paths, along which static B nodes are placed.
• M nodes’ movements follow the timetable, but they may arrive at bus stops
early, on time or late.
• M nodes stop at bus stops for a while and the durations are also uncertain.
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Figure 7.1: An illustrative example of I-UMDPC operation.
7.2.2 Improved-Unusual Message Delivery Path Construc-
tion
The overall procedure of I-UMDPC is summarized as follows.
1. Announcement. The source node announces the source CH that it has data
for delivery and transmits the data to the source CH.
2. Quote. The source CH sends Quote to the nearby CHs and B nodes. The
nearby CHs forward the Quote until it reaches a B node.
3. Reply. The B node transmits a Reply message to the source CH. The Reply
message contains the arrival time of the coming bus.
4. Target selection. Source CH selects target B nodes.
5. Delivery. Source CH transmits UM to the targets.
6. Upload. The target B nodes upload the data to the on board M nodes when
the buses arrive.
Below we provide more details for I-UMDPC. I-UMDPC is based on a two layer
structure where the higher layer consists of B nodes and CHs and the lower layer
consists of CMs. Since this chapter mainly focuses on the delivery of UM, not the
cluster formation, any existing approaches can be used. In this chapter, we adopt
Max-Min D-Cluster Formation Algorithm [252]. This algorithm provides a load-
balanced clustering solution by constructing D-hop clusters, i.e., any CM is at most
D hops away from its CH. An illustration is shown in Fig. 7.1 where D equals to 2.
Any S node can be the source node, no matter if it acts as CH or CM. If a CH is
the source node, Announcement is skipped; otherwise, CM announces its CH about
the detection of interested event. Based on the cluster structure, every CH is able
to learn the shortest path to each B node. Then, the source CH sends Quote to B
nodes across the higher layer. As shown in Fig. 7.1, CH a is the source CH of source
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node s and it sends Quote to CH b, c and d rather than e, since a is aware of the
cluster structure. In Quote message, the hop count of being relayed is recorded. In
the Quote released by source CH, hop count is 0, which is increased by 1 per relay.
Once a B node receives a Quote message, in Step 3 it transmits a Reply message
to the source CH through the reverse path. Such Reply message contains the B
node ID (denoted by i), the arrival time of the coming bus (which is obtained from
the store timetable), hop count hi and the energy cost ci. The included information
will be used in Target Selection in Step 4.
Source CH may receive more than one Reply message. In Step 4, it executes
Target Selection procedure, i.e., from the set of candidate targets (denoted by R)
select final targets to deliver UM. We provide an optimization based target selection
approach, which is formulated as a binary linear program. The output of this
optimization is the set of the target B nodes, denoted by T ⊆ R. To set up our
binary linear program, we define an indicator function I(i), indicating whether B
node i belongs to T , i.e.,
I(i) =
1, i ∈ T0, otherwise (7.1)
Based (7.1), our objective is to minimize the total cost on delivering UM:
min J =
∑
i∈T
ciI(i). (7.2)
where ci is the cost to transmit data to B node i.
Now, we consider the model of successful delivery at B node i. Let Xi be the
arrival instant of a bus at i and Yi be the stop duration at i, with density functions
fXi(xi) and fYi(yi) respectively. Denote Zi as the instant when the bus departs from
i. Then, Zi = Xi+Yi. Suppose that Xi and Yi are independent, the density function
of Zi is the convolution of fXi(xi) and fYi(yi), i.e.,
fZi(zi) =
∫ +∞
−∞
fXi(xi)fYi(zi − xi)dxi. (7.3)
Let t0 be the time instant when source node detects an interested event. Let
ti be the time cost to transmit a message from source CH to B node i. Then, the
instant at which UM arrives at B node i can be approximated by to + 3ti. Here, the
3 considers the time for transmitting Quote, Reply and UM. Note, this formulation
neglects the time cost from source node to source CH. Let ∆ be the allowed latency.
For simplicity, we subtract t0 from the arrival time of bus, depart time of bus, arrival
time of sensory data at B node i. Without introducing new notations, from now on,
both Xi and Zi are t0 free.
One fundamental requirement of successful delivery at B node i is that UM
should arrive at i before the deadline ∆:
3ti ≤ ∆. (7.4)
Otherwise, transmitting data to i is in vain. Two specific situations of successful
delivery are shown in Fig. 7.2. Fig. 7.2a demonstrates Situation 1 where the bus
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Figure 7.2: Demonstrations of successful delivery. (a) Bus arrives early. (b) Data
arrives early.
arrives early and UM should arrive before the bus leaves. In this case, the condition
is formulated as follows:
Xi ≤ 3ti ≤ Zi. (7.5)
Fig. 7.2b demonstrates Situation 2 where UM arrives early. Then, it requires that
the bus arrives before ∆. In this case, the condition is formulated as follows:
3ti ≤ Xi ≤ ∆. (7.6)
Let FXi(xi) and FZi(zi) be the cumulative distribution functions of Xi and Zi
respectively. The probability that Situation 1 occurs can be calculated by
P1(i) = FXi(3ti)(1− FZi(3ti)). (7.7)
The probability that Situation 2 occurs can be calculated by
P2(i) = FXi(∆)(1− FXi(3ti)). (7.8)
Since Situation 1 and 2 are mutually exclusive, the probability of successful delivery
at B node i is
P (i) = P1(i) + P2(i). (7.9)
We are in the position to introduce the delivery delay requirement. Let α be the
threshold for the probability of successful delivery of sensory data to any M nodes.
The delivery delay requirement is formulated as follows:
1−∏
i∈T
(1− P (i))I(i) ≥ α. (7.10)
Requirement (7.10) is also called α constraint and it can be transformed into a
linear version as follows: ∑
i∈T
ln(1− P (i))I(i) ≤ ln(1− α). (7.11)
Considering the basic requirement (7.4), we introduce a β constraint as follow:
3βhiI(i) ≤ ∆, i ∈ R. (7.12)
where βhi = ti and β is the time cost for one hop transmission.
With these definitions, our optimization problem looks for a set S which mini-
mizes the objective function (7.2) subject to the α constraint (7.11) and β constraint
(7.12). Note, the approach which does not consider the stop time uncertainty is
named as UMDPC.
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The general idea of our simulations is to simulate an interested event at certain time
and place, and check if the delivery approaches can successfully transmit UM to any
M nodes within ∆. We define that UM is successfully delivered if it is picked up
by any M nodes from any target B nodes within ∆. In (7.10), we require that the
probability of successfully delivered (PSD) should be no smaller than α.
We consider two metrics related to successful delivery:
• Ratio of successful delivery (RSD): the ratio of the number of UM successfully
delivered to the total number of events occurred.
• Ratio of pick-up (RPU): the ratio of the number of UMs picked up within ∆
to the number of target B nodes which received UM.
RSD describes the reliability of the delivery approach. The larger the RSD, the
more reliable the scheme is. RPU describes the efficiency of the delivery scheme.
The higher RPU, the more efficient.
Since the B nodes are equipped with limited energy resource, w consider energy
consumption on packet transmission as another metric. The energy dissipation
model used in previous work, e.g., [88], is adopted:
Et(l, d) =
l × (Eelec + Efs × d2), if d ≤ d0l × (Eelec + Emp × d4), if d > d0 (7.13)
where Et(l, d) is the total energy dissipated to deliver a single l-bit packet from a
transmitter to its receiver over a single link of distance d. The Eelec depends on
electronic factors such as digital coding, modulation, filtering, and spreading of the
signal. The amplifier energy in free space Efs or in multipath environment Emp
depends on the distance from the transmitter to the receiver. The threshold is d0.
The parameters in (7.13) are consistent with those in [88].
7.3.1 Environment set up
We test our approach in a simulated network, consisting of 400 S nodes randomly
deployed in the eastern suburb of Sydney. There are several bus lines operating in
this field and we select five of them (418, 395, 303, M50 and 353). We select 37
bus stops and each is associated with a B node. The B nodes store the timetable
for the corresponding bus operations. They can also learn the distribution of actual
arrival over long time observation. These five bus lines are with frequencies 10, 6,
13, 8 and 15 minutes respectively. We assume the arrival time and stop duration are
independent and both follow Gaussian distribution. Thus, the departing time also
follow Gaussian distribution, whose mean and standard deviation can be obtained
from those of arrival time and stop duration.
We simulate an interested event: Event A and apply I-UMDPC, UMPDC and
Stash [253] to deliver UM. We conduct extensive simulations on Event A under
different parameter sets. We display the illustrative results by the considered ap-
proaches in Fig. 7.3, where ∆ = 1.5 minutes, α = 0.997 (three-sigma rule), and
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Figure 7.3: UM delivery routes by I-UMDPC, UMDPC, and Stash for Event A
(∆ = 1.5 minutes, α = 0.997, and β = 1 second).
β = 1 second. As seen in Fig. 7.3, the three approaches select 6, 9 and 15 target B
nodes respectively.
In the following parts, we further investigate the impacts of ∆, α and β on
the performance of the considered approaches. Note, the number of B nodes also
influences the performance of I-UMDPC, which has been reported in [251].
7.3.2 The influence of ∆
We investigate the influence of ∆, which is an application dependent parameter.
Here, α = 0.997 and β = 1 second.
As seen from Fig. 7.4a, with the increase of ∆, the energy consumed by I-
UMDPC on delivery decreases. For UMDPC, when ∆ is between 0.4 and 1.2 min-
utes, the energy consumption remains the same; while it decreases when ∆ is between
1.3 and 1.7 minutes. This is because when ∆ is smaller than 1.2 minutes, UMDPC
is unable to find feasible solution of the optimization problem. Thus, all 37 B nodes
are selected as targets (see Fig. 7.4b). I-UMDPC and UMDPC consume the same
energy on route construction. I-UMDPC consumes less on delivery than UMDPC.
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Figure 7.4: Comparison of I-UMDPC, UMDPC and Stash under different ∆. (a)
Energy consumption. (b) Number of target B nodes. (c) RSD. (d) RPU.
Stash spends more energy than I-UMDPC and UMDPC in both route construction
and delivery. These results are consistent with the numbers of target B nodes as
shown in Fig. 7.4b.
As shown in Fig. 7.4c, the RSDs of them increase with ∆. When ∆ is between
0.4 and 1.2, the RSD of UMDPC is higher than that of I-UMDPC. The reason is
that all the B nodes are selected as targets by UMDPC. When ∆ is larger than 1.2,
I-UMDPC and UMDPC achieve similar RSD. We also notice that I-UMDPC and
UMDPC perform better than Stash. The influence of ∆ on RPU is demonstrated
in Fig. 7.4d. The trend of RPU is similar to RSD. When ∆ ≤ 1.2, the RPU of
UMDPC is lower than Stash; while when ∆ ≥ 1.3, the RPU of UMDPC is larger
than Stash. The reason is that Stash prefers the B nodes which are cheap to deliver
to, while UMDPC focuses more on the reliability of delivery. I-UMDPC outperforms
UMDPC and Stash for all the considered ∆.
From the above analysis, we conclude that the larger (smaller) ∆, the easier
(more difficult) to deliver UM successfully, leading to lower (higher) energy con-
sumption and number of target B nodes, and higher (lower) RSD and RPU.
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Figure 7.5: Comparison of I-UMDPC, UMDPC and Stash under different α. (a)
Energy consumption. (b) Number of target B nodes. (c) RSD. (d) RPU.
7.3.3 The influence of α
This section considers the impact of α. Here, ∆ = 1.5 minutes and β = 1 sec-
ond. Since I-UMDPC and UMDPC consume the same amount of energy on route
construction and Stash is non-sensitive to the investigated parameters in terms of
energy consumption, we only display the total amounts here and in the next section.
Here, α takes 0.970, 0.980, 0.990, 0.997 and 0.999. With the increasing of α,
the energy consumptions and the numbers of target B nodes by I-UMDPC and
UMDPC increase as shown in Fig. 7.5a and Fig. 7.5b, respectively. The reason
lies in α constraint (7.10). For the fixed ∆ and β, α constraint impacts on the
target B nodes. Generally, the more strict (7.10), i.e., the larger α, the more target
B nodes are required, which further influences the energy consumption by target
B nodes. Fig. 7.5c shows that the I-UMDPC and UMDPC become more reliable
with higher α. However, the efficiencies of them decrease with α, see Fig. 7.5d.
Similar to the simulations in Section 7.3.2, Stash is non-sensitive to α, thus the
energy consumption and B node number remain constant with varying α. RSD and
RPU change slightly due to the random simulation of bus operation.
From these simulations we can observe that I-UMDPC achieves similar reliability
with UMDPC and outperforms UMDPC as well as Stash in terms of efficiency.
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Figure 7.6: Comparison of I-UMDPC, UMDPC and Stash under different β. (a)
Energy consumption. (b) Number of target B nodes. (c) RSD. (d) RPU.
7.3.4 The influence of β
This section investigates the influence of β. β is a parameter determining the time
cost to delivery message to a B node, i.e., ti = βhi, for B node i. Moreover, it
impacts on the probability of collecting a UM from a B node, see Eq. (7.7), (7.8)
and (7.9). For small β, the probability of Situation 2 (i.e., the probability that
UM arrives early (7.8), see Fig. 7.2b) is dominant in (7.9). In this case, with the
increase of β, the probability P decreases. In contrast, for large β, the probability
of Situation 1 (i.e., the probability that M node arrives early (7.7), see Fig. 7.2a)
is the dominant in (7.9). Through simulations we find that with the increase of β,
P decreases. From the above analysis we can obtain that, the larger β, the smaller
P . This is also the reason that the energy consumptions as well as the numbers
of target B nodes by I-UMDPC and UMDPC raise with the increase of β, see Fig.
7.6a and 7.6b. Another interesting phenomenon in Fig. 7.6a and 7.6b is that when
β is larger than 2.25 seconds, target B node number by UMDPC is bounded by
the number of available B nodes. This is because that there is no solution to the
optimization problem in UMDPC. In the meanwhile, the energy consumption also
increases and is bounded.
In terms of RSD, I-UMDPC achieves the similar performance as UMDPC when
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Figure 7.7: Node deployment for I-UMDPC experiments. (a) Node deployment.
(b) Visualization with M nodes’ paths. Black circles are S nodes; Blue square are B
nodes and the red curves are M nodes’ paths. (c) RSSI against distance.
β is smaller than 2.25 seconds. When β takes larger values, all the B nodes are
selected as targets, then RSD of UMDPC definitely achieves the best, see Fig. 7.6c.
However, the situation of RPU is different. With the increase of β, the RPUs of
all the three approaches decrease. Among them, I-UMDPC performs at least 20%
better than UMDPC and around 2 times better than Stash. Therefore, I-UMDPC
performs similarly to UMDPC in reliability but better than UMDPC in efficiency.
7.4 Experimental Results
We carried out implementations of the proposed approach on our testbed, which
consists of 42 ESP8266 module based S nodes, see Fig. 7.7a. Each node has a
DHT11 module to monitor the ambient temperature and an event is detected if the
reading is over the threshold. 16 ESP8266 modules serve as B nodes. We design 4
paths (see Fig. 7.7b) for M nodes and 8 volunteers carrying ESP8266 modules act
as buses on the paths. Each of the M nodes has a specific timetable and the B nodes
along its path know it.
Since the testbed does not have enough nodes as the simulations above and
clustering is not the focus of this chapter, clustering is not implemented in the
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experiments. We assume the topology of the network is known to the nodes. These
nodes communicate with each via WiFi. To make a node communicate with only its
neighbour nodes, we set a threshold for the S and B nodes, i.e., -40dB, corresponding
to 1 meter, according to the tested Received Signal Strength Indicator (RSSI) in Fig.
7.7c. To make B nodes communicate with M nodes only when the latter arrives, we
set another threshold for B nodes, i.e., -20dB, corresponding to about 0.2 meters. In
the simulations, we use βhi to estimate the time to transmit packet between source
node and B node i. However, since β is unknown in practice, that estimation is
not precise. Besides, different nodes may have varying β. Thus, in the experiments,
such time requirement is measured by the source node, which takes into account the
time of processing and transmitting.
We selected each S node as the source node once by making a fire near it and
we totally did 42 experiments for each of the considered approaches. We set α as
0.997, ∆ as 1 minute. We summarise the experiment results in Fig. 7.8. Fig. 7.8a
shows that Stash always select 8 target B nodes since there are 8 M nodes. This
number by I-UMDPC is always no larger than UMDPC since the former considers
the stop time. Fig. 7.8b shows the RPU of Stash is usually the smallest. In other
words, the selection strategy is inefficient. But there are cases where its RPU is
larger than I-UMDPC and UMDPC, for example when the source node is 24 and
25. I-UMDPC achieves the best performance in RPU among the three approaches
in most experiments, while there are also cases where UMDPC is performs the best.
For example, when the source node is 19, I-UMDPC chose 2 target B nodes while
UMDPC chose a third one. One of the 2 B nodes failed to upload UM while the
third one uploaded. Thus, the RPU of I-UMDPC is 50% while that of UMDPC is
67%. In summary, I-UMDPC performed the best in 93% cases, which showed its
effectiveness.
7.5 Summary
This chapter considers the applications of wireless sensor networks where the users
require fresh report of an event. We define that the report message is fresh if it is
delivered to M nodes within the given latency. We present an Improved-Unusual
Message Delivery Path Construction approach (I-UMDPC) for UM delivery. I-
UMDPC combines cluster-based routing, M nodes which are attached to buses and
an optimization based target B nodes selection procedure. The features of bus
operation, i.e., the uncertain arrival time and stop duration at a bus, are formulated
by random variables and accounted in the optimization problem. Through extensive
simulations as well as experiments on our testbed, we show that I-UMDPC is able
to deal with the uncertainties and deliver UM to M nodes with higher reliability
and efficiency than the alternatives.
Although the models used here are quite practical, some aspects still need to be
investigated, such as the failure in transmission, which is a key factor impacting on
the collection latency.
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Figure 7.8: Comparison of I-UMDPC, UMDPC and Stash in real experiments. (a)
Target B node number. (b) RPU.
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Chapter 8
Optimized Deployment of
Autonomous Drones to Improve
User Experience in Cellular
Networks
Distinguishing from Chapters 4, 5, 6 and 7, this chapter considers the cellular net-
works. Similar to Chapters 5, 6 and 7, we aim at using mobility constrained drones
to improve user experience.
8.1 Motivation
Explosive demands for mobile data are driving mobile operators to respond to the
challenging requirements of higher capacity and improved quality of user experience
(QoE) [123]. Deploying more Base Stations (BSs) is able to meet the increasing traf-
fic demand. This solution, however, may not only result in more cost for equipments
and site rental, but also bring with other issues, such as a high percentage of BSs
having low utility in non-peak hours. In this context, the utilization of autonomous
drones, which work as flying BSs, could be a more efficient solution than network
densification.
Recently, the US government has approved a resolution to increase commercial
use of drones1. Arguably, drones will play a more significantly important role in
our daily life in the future. In this chapter, we focus on one of the key issues of
content delivery using drones: drone deployment. Generally, the drone deployment
problem has been studied to find out the optimal 3D positions for drones to serve
user equipments (UEs) on a 2D plane. The altitudes of drones are restricted by
local regulations. For example, in the US, the maximum allowable altitude is 120
meters above the ground [254]. In Australia, the drones should be more than 30
meters away from people [255]. Here, we consider a scenario where drones are flying
at a fixed altitude within the allowed range. The drone deployment problem is a
1https://www.voanews.com/a/trump-ok-test-program-expand-domestic-drone-
flights/4085752.html
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bit similar to the problem of optimal sensor placement in control [256, 257]. The
difference is that in control the optimal sensor placement is done in the time domain,
while the drone deployment considered in this chapter is in the spatial domain.
Different from most existing work where UEs are assumed to be randomly dis-
tributed or following a predefined distribution in a 2D environment [258], here we
consider a more realistic scenario. We focus on urban environment, and only con-
sider outdoor UEs. We propose a street graph and the UEs to be served by drones
are near streets. This assumption is reasonable in urban environment as when users
enter buildings, they can switch to Wi-Fi to access the network. Furthermore, in-
stead of focusing on modelling the movements of UEs, we propose a UE density
function model. Such model reflects the traffic demand at a certain position on the
street graph during a certain time period. In this chapter, we build up the UE den-
sity functions based on a realistic dataset collected from a social discovery mobile
App: Momo2. We assume that the drones are wirelessly connected to the existing
BSs [259] via high frequency radios, which do not interfere with the low frequency
radios used by drones and UEs.
Commercial drones often rely on batteries to power their rotors and the on-board
electronic modules, such as sensors and radios [260]. Hence, the flying time allowed
by the battery is limited. In this chapter, we introduce the idea that the drones
can recharge their battery from the existing powerlines3. For safety, we assume that
the drones can stop on the utility poles (instead of on powerlines) and recharge
themselves. Then, the routine of a drone is serving UEs, flying to a utility pole,
recharging on the utility pole, and then flying back to its serving position. According
to the field experiments using Phantom drones [261], the power for flying is over 140
watts; while the typical power for transmitting information through radios is usually
around 250 milliwatts [262], which is three orders of magnitude less than the former
case. Compared to flying, the energy consumption caused by wireless transmission
is neglected. To guarantee a certain time for serving UEs, the positions of drones
should be well managed such that they are able to get recharged before running out
of battery, since such positions impact the time spent on flying.
From the literature review in Section 2 we can see that, most existing approaches
are proactive, which are based on some assumed UE distribution [150, 151, 152].
However, the real situation cannot be fully reflected by such distribution model, due
to the high dynamics of realistic UEs. In contrast, the reactive approach is based
on what is happening concurrently. The technique of on-line crowdsensing [263]
has been available to collect the dynamic information of UEs. Thus, the reactive
approach may be more effective in real applications to to provide better service to
the dynamic UEs. Before moving forward to the reactive approach, what we do
in this chapter falls into the proactive group. But different from those assuming a
specific distribution of UEs, we make use of a collected dataset called Momo, which
can better reflect the real UE distribution.
In this chapter, we study four problems about drone deployment from simple to
difficult:
• Single Drone Deployment (SDD): where to place a single drone in the area of
2http://www.immomo.com
3http://www.sbs.com.au/news/article/2017/08/23/powerlines-charge-drones-vic-students
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interest to maximize the effectively served UE number;
• k Drones Deployment (kDD): given k available drones, where to deploy them
such that the effectively served UE number is maximized;
• Energy aware k Drones Deployment (EkDD): given k available drones, the
energy consumption and recharging models, where to deploy them such that
the effectively served UE number is maximized;
• Minimum Drones Deployment (MinDD): what is the minimum number of
drones and where to deploy them such that a preferred UE coverage level
can be achieved, subject to the inner drone distance constraint.
Clearly, the kDD problem is the general case of SDD by extending the number
of drones to k from 1, and the EkDD problem is the general case of kDD by taking
into account the flying time of drones, which has not been considered in the context
of using drones to serve UEs so far in the existing work. The minimum number of
drones to achieve a certain user coverage level is a problem in which the Internet
Service Providers (ISPs) are interested, which helps ISPs to consider the trade-off
between the investment and benefit. Since we assume there a sufficient number of
drones available, when drones are nearly out of battery, battery fresh drones would
be deployed to replace them. Thus, the flying time constraint is not considered in
MinDD.
We address SDD by finding the maximum coverage street point over the street
graph, which is relatively easy. For kDD and EkDD, we prove that they can be re-
duced to the well known max k-cover problem, which is NP-hard [264]. For MinDD,
we prove that it can be reduced to the set cover problem, which is also NP-hard
[264]. Thus, we develop three greedy algorithms to solve kDD, EkDD and MinDD
respectively.
To the best of our knowledge, this is the first work to study drone deployment
constrained to street graph and with the consideration of battery lifetime constraint.
We summarize our contributions as follows:
• We propose a street graph model describing the urban area of interest; and
a UE density function reflecting the traffic demand at a certain position on
street graph during a certain period of time.
• We formulate a series of drone deployment problems and prove that they are
NP-hard.
• We design greedy algorithms to solve the proposed problems and provide the-
oretical analysis on the approximation factors.
• Extensive simulations are conducted to verify the effectiveness of the proposed
approaches.
The rest content is organized as follows. In Section 8.2, we present the system
model, and in Section 8.3, we formally formulate the problems. Section 8.4 presents
the proposed solutions, which is followed by our theoretical analysis in Section 8.5.
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A B
C
Figure 8.1: A street graph. The squares are street points. The length of the path
represented by the red line segments is the graph distance between A and B; and
that between A and C is the blue line.
In Section 8.6, we conduct extensive simulations to evaluate the proposed approaches
based on the realistic network dataset of Momo. Finally, Section 8.7 concludes this
chapter and discusses future work.
8.2 System Model
We consider an urban area with UEs that cannot be served by the existing BSs
due to capacity limitation or some malfunction of the infrastructure. We deploy
drones to serve these UEs. The drones are assumed to be wirelessly connected to
existing BSs via high frequency radios and there is a central station which manages
the drones.
In this section, we present the system model including a proposed street graph
associated with the UE density function, and the wireless communication model.
We first introduce the street graph model. Let G(V,E, ρ) be the street graph of
the considered area, where V and E are the sets of street points and edges between
two neighbour street points respectively. Each street point is associated with a UE
density function ρv,t, v ∈ V , describing the number of UEs at v during the tth
(t ∈ [1, T ]) time slot (the total time window we consider is T time slots). Since
ρ is a function of time, the street graph G also varies with time. To simplify the
statement, we omit the symbol t in the below descriptions.
Definition 8.2.1. The graph distance between two street points v and w on the
graph, i.e., g(v, w), is defined as the length of the shortest path between v and w.
In the example shown in Fig. 8.1, g(A,B) is the length of the path represented
by the red line segments; while g(A,C) is the length of the path represented by the
blue line segment.
Remark 8.2.1. The physical ground distance between two street points on the street
graph is always no larger than the corresponding graph distance, according to the
triangle inequality theorem, which states that the sum of the lengths of two sides of
a triangle must always be greater than the length of the third side.
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Definition 8.2.2. Let h be the altitude of the drone. The spatial graph distance
between the drone at (v, h) and a point w on the graph, i.e., d(v, h, w), is defined as:
d(v, h, w) =
»
g(v, w)2 + h2 (8.1)
Remark 8.2.2. According to Remark 8.2.1, d(v, h, w) is always no smaller than the
corresponding physical spatial distance.
In this chapter, we do not focus on optimizing the altitude of the drones4. For
simplicity, we fix h in this chapter and then the h in the spatial graph distance can
be omitted without confusion. To avoid hitting tall buildings, we assume the drones
can only fly and hover head over the streets.
Now, we consider the wireless communication model between drones and UEs,
i.e., the drones-to-UEs links rather than the BSs-to-drones wireless backhaul links.
The drones may have LoS or NLoS with UEs depending on the terrain. Consider a
drone hovering over street point v and a UE at street point w. Adopting the realistic
3GPP propagation model [262], we have the path loss of signal from the drone to
the UE:
PLλ(d(v, w)) = Aλ +Bλ log(d(v, w)) (8.2)
where λ ∈ {LoS,NLoS}.
The received power by the UE is computed by:
S(v, w) =
Ptx
PLλ(d(v, w))
(8.3)
where Ptx is the transmit power of the drone.
Then, the signal to noise ratio (SNR) is:
SNR(v, w) =
S(v, w)
N0
(8.4)
where N0 is the power of noise.
To meet the Quality of Service (QoS) requirement, we require that the SNR at
any UEs should not be lower than a given threshold α:
SNR(v, w) ≥ α (8.5)
otherwise, the received signal cannot be demodulated by the normal UEs.
From (8.2), (8.3) and (8.4), we find that whether (8.5) can be satisfied depends
on d(v, w) (g(v, w), as h is fixed in this chapter). Moreover, we find that the graph
distance is upper bounded, beyond which (8.5) will never be met. Let gmax denote
such upper bound.
Remark 8.2.3. As will be shown later, we use the NLoS situation to compute gmax,
which is the worst case. Then, according to Remark 8.2.2, if a drone is placed at v,
the UEs within graph distance gmax on the street graph always satisfy (8.5), i.e., can
be served by the drone.
4This may involve dealing with specific regulations and policies.
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When multiple drones are used, the signal to interference and noise ratio (SINR)
at a UE is computed by:
SINR(v, w) =
S(v, w)
I +N0
(8.6)
where I is the total interference from all the other drones.
8.3 Problem Statement
In this section, we formulate four drone deployment problems.
8.3.1 Single Drone Deployment (SDD)
We start from the simplest problem: Single Drone Deployment (SDD) i.e., where
to deploy a single drone in the area of interest such that the effectively served UE
number by the drone is maximized.
Before formulating the problem, we introduce the below definitions.
Definition 8.3.1. The covered street point set is defined as the set of street
points, which are covered by the drone. If the drone is deployed at v, the covered
street point set can be computed by: S(v) = {w|g(w, v) ≤ gmax}. Correspondingly,
we define the covered UE set as the set of UEs which can be served by the drone
if it is placed at v, i.e., U(v).
Remark 8.3.1. Let U denote the set of all UEs on the street graph, then we have
U = ⋃v∈V U(v).
Definition 8.3.2. The benefit achieved by placing a drone at v is defined as the
number of UEs it can serve, i.e., B(v) =
∑
w∈S(v) ρw.
Remark 8.3.2. From Definition 8.3.1, 8.3.2, we have |U(v)| = B(v), ∀ v ∈ V .
We introduce a binary variable z(v) indicating whether the drone is deployed at
v:
z(v) =
{
1, if the drone is deployed at v
0, otherwise
(8.7)
With Definition 8.3.1, 8.3.2 and (8.7), Single Drone Deployment (SDD) can be
formulated as follows:
max
z(v)
Ñ ∑
w∈S(v)
ρw
é
z(v) (8.8)
subject to
S(v) = {w|g(w, v) ≤ gmax} (8.9)
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8.3.2 k Drones Deployment (kDD)
Now we consider the second problem: k Drones Deployment (kDD), i.e., where to
deploy k drones such that the effectively served UE number is maximized subject to
the minimum distance between any to drones. Another constraint, i.e., the battery
constraint, will be considered in Section 8.3.3.
In the scenario with multiple drones, a UE may hear signals from more than one
of them, which causes interference. In this chapter, we require that the minimum
distance between any two drones is β. Note that, the system parameter β controls
the intensity of interference and a lower β may lead to higher interference.
We formulate the k Drones Deployment (kDD) problem as follows:
max
z(v)
∑
v∈V
Ñ ∑
w∈S(v)
ρw
é
z(v) (8.10)
subject to
S(v) = {w|g(w, v) ≤ gmax} (8.11)∑
v∈V
z(v) = k (8.12)
g(v, w) > β, ∀ z(v) = 1, z(w) = 1, v 6= w (8.13)
As seen in the objective function (8.10), we want to maximize the benefits of
drone deployment. In comparison to the SDD problem, here (8.13) constrains the
inner distance between any pair of drones.
8.3.3 Energy aware k Drones Deployment (EkDD)
The third problem is named as Energy aware k Drones Deployment (EkDD), which
aims at deploying k drones such that the effectively served UE number is maxi-
mized, subject to the inner drone distance constraint and the drone battery lifetime
constraint.
The off-the-shelf drones often rely on the preloaded battery to power their rotors
and the on-board electronics models. Considering the battery lifetime constraint, we
require an efficient duty management scheme for the available drones to guarantee
their service.
Typically, there are three states of a drone: Serve (S), Fly (F) and Recharge (R).
Denote λS, λF , and λR as the percentages of a time slot during which a drone is in S,
F, and R respectively. It is apparent that, λS +λF +λR = 100%. Among these three
states, we assume that only S contributes to network performance, because when a
drone is in F or R, the wireless backhaul links may be unstable or unavailable.
We assume that there are a few street points on the graph, which allow the
drones to recharge. In practice, such positions can be placed on the utility poles.
Let VR ⊂ V be the set of recharging positions.
Let s be the speed of the drones. Given λS, λF , and λR, we can compute a
maximum graph distance gR from the recharging positions, beyond which a drone
cannot guarantee its serving time, i.e., λS percent of the full cycle of time slots (S
→ F → R → F). For simplicity, we assume that to reach a recharging position vR
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from its current serving position v, a drone first flies over the street to the position
whose projection is vR, it then lands on the utility pole (whose altitude is hR) to
recharge. When the recharging process finishes, it ascends to h and then flies to the
serving position v following streets. Consequently, we have
2(g(v, w) + h− hR) ≤ sλF · 1, (8.14)
from which we can obtain
gR =
1
2
sλF + hR − h. (8.15)
Now, we are ready to formulate the problem with the constraint of recharging
positions, which is shown below.
max
z(v)
λS
∑
v∈V
Ñ ∑
w∈S(v)
ρw
é
z(v) (8.16)
subject to
S(v) = {w|g(w, v) ≤ gmax} (8.17)∑
v∈V
z(v) = k (8.18)
g(v, w) > β, ∀ z(v) = 1, z(w) = 1, v 6= w (8.19)
g(v, vR) ≤ gR, ∀ z(v) = 1, ∃ vR ∈ VR (8.20)
Here, we still aim at finding the optimal positions for k drones such that the
total number of served UEs can be maximized and in the meanwhile any two drones
are at least β apart from each other and any drone must be within gR from the
nearest recharging position.
8.3.4 Minimum Drones Deployment (MinDD)
The above three problems all consider the scenario when drones are limited. The
final problem is to seek the minimum number of drones and their deployments such
that an ISP preferred level of coverage of the UEs can be served (say 98%), which
is called Minimum Drones Deployment (MinDD). Since we assume that we have
a sufficient number of drones, the battery constraint can be ignored but the inner
drone distance constrained is still considered.
MinDD can be formulated as follows:
min
z(v)
∑
v∈V
z(v) (8.21)
subject to
| ⋃
{v|z(v)=1}
U(v)| ≥ γ|U| (8.22)
g(v, w) > β, ∀ z(v) = 1, z(w) = 1, v 6= w (8.23)
where γ in (8.22) is the ISP preferred level of coverage, i.e., the effectively served
UE ratio should not be less than γ.
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8.4 Proposed solutions
In this section, we present the solutions to the four considered problems.
8.4.1 Solution to SDD
It is relatively easy to solve SDD using the maximum coverage street point over the
street graph.
To find the solution, we can search the set of V . For each v ∈ V , find S(v) and
compute B(v). Then, the v having the largest B(v) is the optimal place. Note, the
solution to the problem may not be unique due to the discrete nature of the UE
number.
8.4.2 Solution to kDD and EkDD
First, we characterize the kDD and EkDD problems as NP-hard ones in Theorem
8.4.1.
Theorem 8.4.1. The problems of kDD and EkDD are NP-hard.
Proof. If we ignore constraint (8.13) in kDD, and constraint (8.19) and (8.20) in
EkDD, the two problems are reduced to an instance of max k-cover problem, i.e.,
given a universe U and sets U(v) ∈ U (v ∈ V ), we are looking for a set V consisting
of k elements of v, such that the union of U(v) has maximum cardinality. As shown
in [264], the max k-cover problem is NP-hard. So, both of kDD and EkDD are also
NP-hard.
We propose greedy algorithms to solve kDD and EkDD respectively as shown in
Algorithms 9 and 10. The basic idea of Algorithm 9 follows that in [265], i.e, in each
iteration, we pick a street point which 1) adds a maximum benefit to the current
benefit. Since we consider the inner drone distance constraint, we have to further
check 2) whether the street point is β away from all the already picked street points.
Clearly, the set V = {v|z(v) = 1}, i.e., the set of street points to deploy drones,
is with a cardinality of |V| = k. Let C be the set of UEs which have already been
served by drones. Initially, both V and C are empty sets. In each iteration, we first
compute the optimal street point v in V . Second, we check whether (8.13) in kDD
is satisfied. If yes, we add the served UEs by v to the set of C and add v to the set
of V . Otherwise, we remove v from V .
The intuition of Algorithm 10 is similar to Algorithm 9. For EkDD, with regards
to β constraint, we have another condition to check, i.e., 3) whether the selected
street point is within gR from the nearest recharging position, see Line 7 of Algorithm
10.
One interesting point worth mentioning is that not all of these k drones can serve
simultaneously if the battery constraint is considered, instead, they need to fly to
the recharging positions alternately. Let n be the number of drones which must
recharge to make the drones work sustainablely. Then, we have that the amount of
consumed energy should be no larger than the recharged energy, i.e.,
p(k − n) ≤ qn (8.24)
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Algorithm 9 The greedy algorithm for kDD
Input: V , U , β and k
Output: V
1: C = ∅.
2: V = ∅.
3: i = 1.
4: while i ≤ k do
5: maxv∈{v|v∈V,v /∈V} |C ⋃U(v)|.
6: if g(v, w) > β, ∀ w ∈ V then
7: C = C
⋃
U(v).
8: V = V ⋃{v}.
9: end if
10: V = V \ v.
11: i = i+ 1.
12: end while
where p is the energy consumption per time slot and q is the recharging energy per
time slot. Here, we only consider the dominant part of the power usage for resisting
the gravity and omit that for other marginal parts of energy consumption such as
wind. As a result, flying and hovering of drones consume the same power.
From (8.24), we can obtain:
n ≥ q
q + p
k (8.25)
Then, the drones can be divided into b q+p
q
c groups to recharge by turns.
8.4.3 Solution to MinDD
We characterize the MinDD problem as a NP-hard one in Theorem 8.4.2.
Theorem 8.4.2. The problem of MinDP is NP-hard.
Proof. If we ignore constraint (8.23) and set γ = 100% in MinDD, the problem
is reduced to an instance of set cover problem, i.e., given a universe U and sets
U(v) ∈ U (v ∈ V ), we are looking for a collection V of the minimum number of
sets from U , whose union is the entire universe U . Formally, V is a set cover if⋃
v∈V U(v) = U . We try to minimize |V|. As shown in [264], the set cover problem
is NP-hard, then the generalized and constrained version of set cover problem, i.e.,
MinDD, is also NP-hard.
We design a greedy algorithm for MinDD, which is shown in Algorithm 11. The
basic idea of Algorithm 11 is similar to Algorithm 9, i.e., in each iteration, it picks
the street point which leads to the maximum coverage of UEs and at the same time
satisfying the inner drone distance constraint. Algorithm 11 will terminate when γ
percent of all the UEs in U have been covered by the drones. The output V gives
the projections of drones and the number of drones is |V|.
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Algorithm 10 The greedy algorithm for EkDD
Input: V , U , β, k, VR and gR
Output: V
1: C = ∅.
2: V = ∅.
3: i = 1.
4: while i ≤ k do
5: maxv∈{v|v∈V,v /∈V} |C ⋃U(v)|.
6: if g(v, w) > β, ∀ w ∈ V then
7: if g(v, vR) ≤ gR, ∃ vR ∈ VR then
8: C = C
⋃
U(v).
9: V = V ⋃{v}.
10: end if
11: end if
12: V = V \ v.
13: i = i+ 1.
14: end while
Algorithm 11 The greedy algorithm for MinDD
Input: V , U , U and β
Output: V
1: C = ∅.
2: V = ∅.
3: while |C| < γ|U| do
4: maxv∈{v|v∈V,v /∈V} |C ⋃U(v)|.
5: if g(v, w) > β, ∀ w ∈ V then
6: C = C
⋃
U(v).
7: V = V ⋃{v}.
8: end if
9: V = V \ v.
10: end while
8.5 Analysis of the proposed algorithms
This section analyses the proposed greedy algorithms.
We first consider Algorithms 9 and 10. Let OPT be the number of served UEs
by an optimal solution. Let ci be the number of served UEs by the i
th (i ≤ k) picked
street point, and xi be the number of served UEs by i already picked street points,
i.e., xi =
∑i
j=1 cj. Then, the remaining unserved UE number can be computed by
yi = OPT − xi. Further, x0 = 0, then y0 = OPT .
Since the optimal solution uses k sets to serve OPT UEs, we find that: in the
(i + 1)th step, some street point must be able to serve at least 1
k
of the remaining
uncovered UEs from OPT , i.e.,
xi+1 ≥ yi
k
(8.26)
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In particular, when i = 0, we have:
x1 ≥ OPT
k
, (8.27)
since y0 = OPT .
Claim 8.5.1. yi+1 ≤ (1− 1k )i+1OPT .
Proof. We use the method of Mathematical Induction to prove the claim.
When i = 0, from (8.27) we have
x1 ≥ OPT
k
⇒OPT − x1 ≤ OPT − OPT
k
⇒y1 ≤ (1− 1
k
)OPT
(8.28)
i.e., the claim is true when i takes 0.
Further, we assume yi ≤ (1− 1k )iOPT and then we derive yi+1 ≤ (1− 1k )i+1OPT
below:
xi+1 ≤ yi − yi+1
⇒yi+1 ≤ yi − xi+1
⇒yi+1 ≤ yi − yi
k
(using (8.26))
⇒yi+1 ≤ (1− 1
k
)i+1OPT.
(8.29)
Therefore, (8.28) and (8.29) prove Claim 8.5.1.
Now we are in the position to present the main results.
Theorem 8.5.1. Algorithm 9 (Algorithm 10) is a (1 − 1
e
) approximation of kDD
(EkDD).
Proof. From Claim 8.5.1, we have
yk ≤ (1− 1
k
)kOPT
≤ 1
e
OPT
(8.30)
Hence, we have
xk = OPT − yk ≥ (1− 1
e
)OPT (8.31)
i.e., the number of served UEs by the k street points picked by Algorithm 9 (Algo-
rithm 10) is at least (1− 1
e
) fraction of the optimal solution OPT .
The above results can also be used in the analysis of Algorithm 11. Let k∗ denote
the optimal solution to MinDD, i.e., k∗ is the minimum number of required drones
to serve at least γ of all the UEs. Let m = γ|U|. Clearly, if we set k = k∗ in kDD
or EkDD, OPT = m.
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Theorem 8.5.2. Algorithm 11 is a (ln(m) + 1) approximation of MinDD.
Proof. From Claim 8.5.1, we have yi ≤ (1 − 1k∗ )im. After picking k∗ ln(mk∗ ) street
points, the remaining unserved UE number is:
yi ≤ (1− 1
k∗
)k
∗ ln( m
k∗ )m
≤ 1
e
ln( n
k∗ )
m
= k∗
(8.32)
The worst case of serving those remaining unserved UEs (at most k∗) is to use at
most k∗ drones, i.e., each drone serves one UE. Then, we have the minimum number
of drones obtained by Algorithm 11 is
k∗ ln(
m
k∗
) + k∗ ≤ k∗(ln(m
k∗
) + 1)
≤ k∗(ln(m) + 1)
(8.33)
Therefore, the minimum number of drones to serve at least γ of all the UEs
obtained by Algorithm 11 is a (ln(m)+1) approximation of the optimal solution.
This section analyses the approximation factors for the proposed greedy algo-
rithms. In the next section, we will evaluation these algorithms through extensive
simulations.
8.6 Evaluation
In this section, we evaluate our proposed drone deployment strategies based on a
collected dataset from a mobile App (Momo). We first introduce the parameters used
in the simulation (Section 8.6.1). Then, we provide details on the realistic dataset
in use (Section 8.6.2). Next, we show the metrics for evaluation (Section 8.6.3),
followed by the compared approaches (Section 8.6.4). We present the extensive
simulation results are shown (Section 8.6.5). We end this section by discussing the
advantages and disadvantages of the proposed approaches (Section 8.6.6).
8.6.1 Simulation Setup
Table 8.1 provides a quick reference for the used parameters in the simulation.
According to the QoS constraint, we can determine gmax from (8.1), (8.2), (8.3),
(8.4) and (8.5). We vary α from 10 to 20 dB and calculate the corresponding gmax for
both LoS and NLoS cases, as shown in Fig. 8.2a. We can find that under the same
α, the LoS case has a larger gmax than of NLoS case. To determine the value of gmax,
we further show the probability of LoS under varying distance between transmitter
and receiver in Fig. 8.2b, using the model obtained by realistic experiments in
[262]. From Fig. 8.2b, we can see that when the distance between the transmitter
and receiver is greater than 100 meters, the probability of LoS is less than 20%.
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Table 8.1: Parameter configuration
Notation Value Description
ALoS 103.8
LoS path loss parameters
BLoS 20.9
ANLoS 145.4
NLoS path loss parameters
BNLoS 37.5
Ptx 20 dBm Drone transmission power
N0 -104 dBm Noise power
h 50 m Drone altitude
α 15 dB SNR threshold
β 0 - 3gmax Inner drone distance
γ 90% - 98% Level of UE coverage
s 4 - 8m/s Flying speed of drones
W 100 MHz Bandwidth
Wmax 2 MHz Upper bound of bandwidth at a UE
hR 10 m Height of utility pole
λS 45% Percentage of one time slot for serving
λF 5% Percentage of one time slot for flying
λR 50% Percentage of one time slot for recharging
Thereby, we use the NLoS case to compute gmax. We select α = 15 dB and the
corresponding gmax becomes 95 m.
Now we discuss how accurate of using graph distance to calculate path loss,
instead of the physical distance. Consider two street segments a and b and they
are perpendicular. The graph distance between the two end points is a + b while
the physical distance is
√
a2 + b2. Let gmax = a + b and we compute the path loss
corresponding to the physical distance. Fig. 8.2c shows the path loss of both LoS
and NLoS when a is between 1 and gmax/2 meters. The physical distance varies
with a, while the graph distance is fixed to gmax. Obviously, the largest gap occurs
when a = gmax/2, and the corresponding path loss of LoS is only about 3 dB lower,
and that of NLoS is only about 6 dB lower than the value calculated by the graph
distance gmax, both of which incur small errors in practice. In short, approximating
the physical distance by the graph distance has a small impact on the calculation
of path loss.
8.6.2 Dataset
To get the UE density function, we make use of the dataset of Momo. When a Momo
user has an update, the information of his ID, timestamp, latitude and longitude
is sent to the server. The Momo dataset contains approximately 150 million such
updates in a period of 38 days, from 21/5/2012 to 27/6/2012 [266]. We extract a
subset of this dataset, based on which we build up the UE density function.
The Momo dataset consists of the updates of world-wide users. To make the
selected dataset suitable to our problem, we only focus on the updates by the users
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Figure 8.2: (a) gmax vs α. (b) Probability of LoS vs distance. (c) Path loss.
in a small residential community in Beijing, China. The latitude of this area is from
39.9176N to 39.9242N and the longitude is from 116.4406E to 116.4501E, which
is about 1059 × 721 m2, as shown in Fig. 8.3a. Further, we build up a discrete
street graph according to the area map as shown in Fig. 8.3b. Each street is
represented by a number of discrete points. From the whole dataset, we select the
updates whose locations fall into the considered latitude and longitude range. Based
on our observation, these updates belong to indoor and outdoor UEs. We remove
the indoor updates by selecting those falling into the neighbourhoods of the street
points. Then, the selected dataset only consists of the updates belonging to the UEs
near the streets. We demonstrate the distribution of such UEs on 21/5/2012 in Fig.
8.3b.
The selected subset of data covers more than five weeks including three types of
UE pattens on weekdays, weekends, and public holidays. Since there are only three
days belonging to category of public holidays, in this chapter we only consider the
UE pattens on weekdays and weekends. We respectively take the average numbers
of UEs for weekdays and weekends and show them in Fig. 8.4, where the duration of
a time slot is one hour. It can be seen that on weekdays the average UE number is
mostly larger than weekends. The average total UE number on weekdays is 1003 per
day while that on weekends is 727. On weekdays, the UE number increases steadily
from 8:00 and arrives at the peak (about 70 UEs) at 16:00, after which it decreases.
The UE variation for weekends is different: it increases slowly from 8:00 to 16:00,
and from 16:00 to 23:00 the UE number remains at around 40. After 23:00, much
later than weekdays, it drops down. If we set 40 as a UE number threshold to decide
the usage of drones: on weekdays we need to send drones to serve UEs from 10:00 to
22:59, i.e., 13 hours; while on weekends the drones should work for 8 hours between
15:00 and 22:59. We need to mention that the number of UEs provided by Fig. 8.4
shows only the UEs using Momo. The actual number of UEs should also include
those not using Momo. Although the dataset we have cannot provide us the true
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Figure 8.3: (a) The considered residential community in Beijing. (b) UE distribution
on the street graph on 21/5/2012.
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Figure 8.4: Average UE numbers using Momo on weekdays and weekends in the
considered area.
total number of UEs, it presents the realistic traffic pattens and UE distributions,
which is much more closer to reality than random distribution. To make the results
more sensible, we introduce a scalar to scale up the UE number according to [267],
which is set as 5 in the simulations.
8.6.3 Metrics
In the evaluations, we consider the performance metrics:
• Served UE ratio: The served UE ratio is defined as |⋃v∈V U(v)|/|U| × 100%.
• Spectral efficiency (SE): a measure of how efficiently a limited frequency
spectrum is utilized by PHY layer protocol. The spectral efficiency at a UE is
computed by SE = log2(1 + SINR), where SINR is defined in (8.6). In this
chapter, we consider the average spectral efficiency:
ASE =
1
M
M∑
i=1
log2(1 + SINRi) (8.34)
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• Number of drones: the number of drones required to serve at least γ percent
of UEs.
• Served UE per drone: the average number of UEs served by one drone.
• Network capacity (NC): the number of bits that can be generated in an unit
area of 1 km2, given the bandwidth W . The network capacity is a metric
measuring the overall performance in both PHY and MAC layers, whose unit
is Mbps/km2. For simplicity, we assume that the bandwidth of a drone is
evenly allocated to its served UEs and there is a limit on the bandwidth that
each UE can get, i.e., Wmax. As a result, Wi = min(
W
Mj
,Wmax), where Mj is
the number of UEs served by drone j. Suppose there are k drones in 1 km2,
then the network capacity can be computed by:
NC =
k∑
j=1
Mj∑
i=1
SEi ·Wi (8.35)
8.6.4 Comparing Approaches
As mentioned in Sections 8.1, there are several related work on the topic of drone
deployment problem. For the scenario of placing a single drone, the most relevant
work is [145]. Aiming at serving the maximum UEs, the authors formulate a mixed
integer non-linear problem to find the optimal position of the drone. Further, the
authors formulate a second order cone problem to shorten the cover range of the
drone to save transmission energy. For a fair comparison, we only compare our work
with the results of the mixed integer non-linear problem (MINLP), since shortening
a bit transmission range does not contribute much to the total energy consumption
by the drone. We acknowledge that the energy consumed for drone movement is the
dominant factor.
There are also some related work about placing multiple drones, such as [146]
and [148]. However, both of them divide the area of interest into a set of zones or
subareas, which are quite different from our basic model, i.e., the street graph. So we
demonstrate the comparison of our approach with [145] for the case of single drone
deployment; and the comparison with max k-cover (without inner drone distance
constraint) for the case of multiple drone deployment.
8.6.5 Simulation results
We present simulation results to evaluate the performance of the proposed solutions
respectively in this part.
Evaluation of SDD
We first show the performance of single drone deployment method. As discussed
in Section 8.6.2, on weekdays we deploy a drone from 10:00 to 22:59 for 13 hours;
while on weekends the drone work for 8 hours between 15:00 and 22:59. Except
[145] (named as Approach 1), we also compare with a random deployment (named
as Random).
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Figure 8.5: (a) Average served UE ratio on weekdays. (b) Average served UE ratio
on weekends.
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Figure 8.6: Illustrative example of 2D projections by the proposed approach and
Approach 1.
We respectively display the served UE ratios on weekdays and weekends in Fig.
8.5a and 8.5b. We can see that our proposed method achieves similar performance
compared with [145] in terms of served UE ratio. In theory, the 2D projection of
a drone is constrained on street in our approach; while there is no such limitation
in [145]. So the optimum solution by [145] achieves no worse performance in served
UE ratio than ours. However, [145] uses MOSEK solver to address the MINLP
and some solutions are local optimums, which are not competitive to our solutions.
Further, both of them outperform the random deployment.
It is worthy of mentioning that, as there is no limitation on the 2D projection of
the drone, over 70% of the solutions by [145] locate off the streets (see the illustrative
example shown in Fig. 8.6, although the deployment by [145] serves more UEs, the
projection is off street), which have high probability of hitting tall buildings if applied
in urban environment directly. In contract, our solutions are on streets and can be
applied directly to realistic networks, thanks to the street graph model.
Evaluation of kDD
We demonstrate simulation results for deploying multiple drones. When multiple
drones are used, as mentioned before, the interference should be taken into account
to assess the user experience. Two main factors influence the interference intensity:
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Figure 8.7: (a) Average served UE ratio on weekdays by multiple drones. The
average number of UEs during the peak hour on weekdays is 350. (b) Average
spectral efficiency on weekdays by multiple drones.
the number of drones k, and the distance threshold between two drones β. Here, we
vary k from 2 to 8 and β from 0 to 3gmax. Note that, when β is 0, we are solving
the max k-cover problem, i.e., without the consideration of inner drone distance
constraint, because constraint (8.19) is always satisfied.
To have an insight of the impacts of these two factors, we focus on the perfor-
mance on the peak hour, i.e., from 15:00 to 15:59, on weekdays. We present the
served UE ratio and spectral efficiency in Fig. 8.7a and 8.7b for the peak hour.
Note, the results shown here are the average values of 27 weekdays. From these
results we can see that:
• With the increase of k, the served UE ratio increases; while the average spec-
tral efficiency decreases. Because more UEs are covered by drones when k is
increased, and in the same time, the interference is also raised.
• With the increase of β, the served UE ratio slightly decreases; while the average
spectral efficiency increases. This is because increasing β means increasing
the minimum distance between any two drones, which reduces the coverage
performance; but in the meanwhile, it also reduces the strength of interference
at a UE from other drones, which leads to larger spectral efficiency.
• An interesting finding is that the results when β takes gmax are very similar
to those when β = 0 in terms of both served UE ratio and average spectral
efficiency. In other words, the standard greedy algorithm for max k-cover
problem inherently avoids placing two drones closely to each other.
The results for the same peak hour on the weekends are shown in Fig. 8.8a
and 8.8b. The performance trends are similar to those of weekdays. Comparing
the results of weekdays and weekends, we can find that under the same β and k,
the served UE ratio on weekdays is similar to weekends (see Fig. 8.7a and 8.8a).
But the number of served UEs on weekdays is much larger than weekends due to
the dense distribution of UEs on weekdays. The spectral efficiency on weekdays is
about 10% lower than that on weekends in average (see Fig. 8.7b and 8.8b). The
reason behind this phenomenon is that the distribution of UEs on weekends is more
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Figure 8.8: (a) Average served UE ratio on weekends by multiple drones. The
average number of UEs during the peak hour on weekends is 210. (b) Average
spectral efficiency on weekends by multiple drones.
sparse than weekdays. Under the same β and k, the deployments of drones is also
more sparse, which leads to lower interference, then higher spectral efficiency.
Evaluation of EkDD
In this part, we demonstrate the performance of the solution to the problem of
EkDD.
We assume that the operation power and the energy recharging rate are the
same, i.e., p = q. From (8.25) we have n ≥ 1
2
k, i.e., the drones should be divided
into 2 groups. Consider the time slot of 1 hour in this chapter and the state-of-the-
art commercial drones, such as DJI5, whose the flying time are around 30 minutes.
So in this chapter, we set λS, λF , and λR to 45%, 5% and 50% respectively. We
consider that there are four utility poles located at the corners of graph, see Fig.
8.9b for an example. Here, we fix β as gmax.
As discussed in Section 8.3.3, the flying speed is the main factor impacting on the
drone deployment. Here, we consider various practical flying speeds 4, 5, 6, 7, 8m/s,
and present the corresponding performance in served UE ratio for the considered
peak hour in Fig. 8.9a. The results of kDP are also displayed for comparison,
indicated by ’Inf’. For a fair comparison, in EkDD, k = 8; while in kDD, k = 4.
Then, in both the cases, 4 drones can serve UEs simultaneously. From Fig. 8.9a
we can see that with the increase of s, the served UE ratio increases first and then
remain at a steady level. Because a larger s means wider operation radius for drones,
and thus a weaker constraint on the positions of drones. When s is larger than 6m/s,
the recharging constraint becomes invalid. Fig. 8.9b shows the drone projections for
four cases of s = 4m/s, s = 5m/s, s = 6m/s and ’Inf’, from which we can find that
the constraint (8.20) pulls the drones’ positions closer to the recharging positions
compared to the non-constraint case of ’Inf’. When s takes 7 or 8m/s, the positions
of drones are the same with the cases of 6m/s and ’Inf’. So we do not display them
in Fig. 8.9b.
In short, taking into account the energy issue, the performance reflects a more
practical scenario. The drones with higher flying speed can achieve better perfor-
5https://www.dji.com
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Figure 8.9: (a) Served UE ratio against flying speed. The total numbers of UEs are
350 and 210 for the peak hour on weekdays and weekends respectively. (b) Drone
projections in the cases of 4m/s, 5m/s, 6m/s, and ’Inf’ for the peak hour on a
weekday.
mance due to the relaxed constraint on its position to recharge its battery.
Evaluation of MinDD
In this part, we show how many drones are needed to serve at least γ percent of
UEs. Here, we fix β as gmax and show the relationship between γ and the minimum
number of required drones, number of UEs served per drone, and network capacity.
We vary γ from 90% to 98%. The results are shown in Fig. 8.10.
• Fig. 8.10a displays the required drone numbers with various γ on weekdays
and weekends for the considered peak hour. We can see that the minimum
number of drones increases with γ. Since the number of UEs on weekends are
much smaller than weekdays, fewer drones are needed on weekends than on
weekdays to achieve the same level of UE coverage.
• Fig. 8.10b shows that, with the increase of γ, the average number of UEs
served per drone decreases. In other words, the increase of served UE number
is slow than the increase of drone number. We can also see that on weekdays
the number of UEs served per drone is much higher than weekends, because
UEs are sparsely distributed on weekends.
• Fig. 8.10c presents the network capacity against γ. We can see that the
network capacities on weekdays and weekends both increase with γ. Since
the total number of UEs on weekends is much smaller than that on weekdays,
hence the resource at drones is not fully used. So the network capacity on
weekdays is larger than that on weekends.
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Figure 8.10: (a) Average minimum number of drones to serve γ percent of UEs. (b)
Average number of served UEs per drone against γ. (c) Network capacity against
γ.
8.6.6 Discussion
Advantages
From the above simulation results we can find that to serve more UEs, more drones
are required and the network capacity can be improved. However, the efficiency of
drone usage, i.e., the average number of served UEs per drone, decreases. Therefore,
from the view of ISPs, there is a trade-off between the investment, i.e., the number
of drones, and performance the gain, i.e., the network capacity.
Limitations
By use of practical models and reasonable network assumptions, the proposed solu-
tions to the drone deployment problems provide useful guideline for practical drone
deployment. In particular, all the drones are deployed over head streets, which
can avoid collision with tall buildings. Thus, it is straightforward to apply our ap-
proaches to realistic applications. Moreover, we consider the energy constraint of
drones in the optimization problems, which in our best knowledge has not been
addressed by the existing work.
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8.7 Summary
In this chapter, we adopt a UE density model based on the collected dataset Momo.
However, the modern wireless traffic demand is quite dynamic. Thus, more effec-
tive models to predict the time-variant UE density are for further study. Besides,
we have not touched the performance impact of drone altitude, which is another
significant factor in practical drone deployment. Although it is a regulation issue,
finding the optimal altitude within the allowed range may improve the number of
served UEs. Further, the objective function of EkDD is a rough estimation of the
served UE number, because some drones can fly back to the serving positions using
less time than λF of a time slot. The precise formulation requires to consider the
serving positions in the objective function, which makes the problem more complex.
Moreover, in terms of radio resource management (RRM), we simply allocate the
available bandwidth evenly to UEs. Optimal allocation of radio resource is worth
investigating to achieve a larger network capacity [268, 269].
From simple to complex, in this chapter we discussed how to deploy a given
number of drones to maximize the effectively served UE number; and how to de-
termine the minimum number of drones to achieve a certain level of UE coverage.
Different from existing work, the drone deployment is formulated based on a street
graph model in this chapter. The street graph, associated with UE density function
(obtained from a realistic dataset Momo), is close to reality. Further, we proved
that the problems are NP-hard, and then greedy algorithms were proposed to solve
the problems. The effectiveness of our approaches was verified by extensive simula-
tions on the Momo dataset. Since both the street graph model and the UE density
function are quite realistic, the results provided in this chapter provide valuable
guidelines for realistic applications. The main content is presented in [270].
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Chapter 9
Conclusion and Future Work
9.1 Contribution
This report has addressed several challenges of introducing mobility into mobile
networks, including how to track the mobile sinks and how to make use of them
to improve the system performance. We conclude the report by highlighting the
contributions and providing some possible future work.
• Viable Path Planning for Data Collection Robots in a Sensing Field
with Obstacles: The proposal of a path planning approach resolves several
practical issues not having been sufficiently addressed so far when mobile sinks
are used to collect data. We propose SVPP and k-SVPP and show that they
are effective to design viable paths for unicycle mobile sinks with bounded
angular velocity and can save much energy for the nodes through various
simulations.
• An Energy Efficient Approach for Data Collection in Wireless Sensor
Networks with Nonuniform Node Distribution Using Public Trans-
portation Vehicles: is an approach using a single mobile sink with fixed
path for data collection. It aims at balancing the energy consumption to make
the network operate as long as possible with all nodes alive. An energy-aware
unequal clustering algorithm and an energy-aware routing algorithm are de-
signed. Theoretical analysis is also provided.
• A Cluster based Compressive Data Collection for Wireless Sensor
Networks with Mobile Sinks: Similarly, this also considers the scenario
of using a single mobile sink with fixed path. The difference lies in that we
combine the technique of compressive sensing (CS) and clustering: within
clusters, raw reading is transmitted; while CS measurement is transmitted
between clusters and MS. We present an analytical model to describe the
energy consumed by the nodes, based on which we figure out the optimal
cluster radius. Two distributed implementations are presented and simulations
are conducted.
• Unusual Message Delivery Path Construction for Wireless Sensor
Networks With Mobile Sinks: The proposal of an algorithm targets on
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delivery unusual message to the mobile sinks within the allowed latency. Upon
detecting any unusual message, the source node transmits the information to
a set of selected target bus stop nodes. When buses pass by, the information
is uploaded. We formulate the bus stop nodes selection as an integer pro-
gramming problem. Some realistic features such as the uncertainties in arrival
time and stopping duration are accounted. By simulations and experiments,
we show the proposed approach can deliver the unusual message to mobile
sinks within the allowed latency with higher reliability and efficiency than the
alternatives.
• Optimized Deployment of Autonomous Drones to Improve User Ex-
perience in Cellular Networks: We formulate the constrained drone place-
ment problems based on a novel street graph model associated with the UE
density function (built up based on the real dataset). We prove that the prob-
lems are NP-hard and provide greedy solutions. Theoretical analysis on the
approximation factors of the greedy algorithms is provided. Simulations on
the real dataset are conducted. Since the models used here are quite realistic,
the results can serve suitable guidelines in practice.
9.2 Future work
The research questions addressed in this report have created new opportunities for
further research. We highlight some of them in this section.
In Chapter 4, we use controllable mobile sinks to collect data from sensor nodes.
We assume both the sensor nodes and obstacles are static. However, in practice,
the obstacles can also be mobile. Thus, the development of algorithms which can
tackle the mobile obstacles for data collection is one future direction.
In Chapter 5 and 6, we only consider the scenario of using single mobile sink
which follows a predefined trajectory to collect data from sensor nodes. The exten-
sion to multiple mobile sinks with fixed trajectories is worth studying, since it is
promising in large scale networks.
In Chapter 7, we assume the wireless transmission between two nodes is reliable.
However, in practice, the failure in transmission occurs frequently. Thus, accounting
such feature is one possible means to improve our current approach.
In Chapter 8, we present a primary study of using autonomous drones to serve
mobile users in cellular networks. There are various direction we can consider. First,
we have not touched the impact of drone altitude, which is believed to be another
important factor influencing QoS. Second, the radio resource is assumed to be evenly
allocated to the mobile users, which is a naive scheme. Designing a comprehensive
strategy can improve the overall network capacity. Third, what we have studied
is the problem of proactive deployment of autonomous drones based on a collected
dataset Momo. However, in reality, the actual UE distribution may not exactly the
same with Momo. Therefore, it is necessary to develop reactive strategies which can
deal with the dynamic UE distribution.
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Construction of tangents
We first describe the algorithm to construct tangents between a convex set and a
outside point (Point-Conv) and then between two convex sets (Conv-Conv).
Let Q be a convex set with a boundary approximated by N points and p be a
point outside Q. The line connecting p and one point on Q is called a tangent can-
didate. Point-Conv calculates the angle (α ∈ [−pi, pi]) between X-axis direction and
the each tangent candidate. The tangent candidate whose α value is the maximum
(minimum) is a tangent between p and Q, e.g., Figure A.1a. As there are N tangent
candidate to be checked, the time complexity of Point-Conv is O(N).
p
Q
Min
Max
(a)
W
Q
p
Maximin
Maximax
Minimax
Minimin
(b)
Figure A.1: (a) Two tangents are between a point and a convex set shown as the
two solid lines marked by Max and Min; (b) Four tangents are between two convex
sets, marked by Maximax, Maximin, Minimax, and Minimin.
Let W be a convex set with a boundary approximated by M points. Following
Assumption 4.2.2, W and Q do not overlap. Conv-Conv works as follows. For each
point p on the boundary of W , it uses Point-Conv to determine a tangent with
maximum α for p and Q, e.g., see Figure A.1b. Among these maxima α values,
Point-Conv finds the maximum and minimum values, which correspond to two
tangents between W and Q (see the tangents marked by Maximax and Maximin
in Figure A.1b). At the same time, for each point on the boundary of W , Conv-Conv
can also determine a tangent with minimum α value. Among these minima values,
it can find the maximum and minimum values, which correspond to the other two
tangents. Since Conv-Conv calls Point-Conv M times to get all the α values, the
time complexity of Conv-Conv is O(MN). In reality, if a point on one convex set
cannot ’see’ the other convex set, none of the tangent candidates from this point will
be a tangent, such as point p shown in Figure A.1b. This fact reduces the number
of tangent candidates.
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Critical Points under
Non-identical Threat Functions
Consider two agents Pi and Pj with radius Ri and Rj (see Fig. B.1). Let P∗ (x∗, y∗)
be the type 2 critical point, and D and d be respectively the distance between Pi
and Pj, and P∗ and Pi.
),( *** yxP
),( iii yxP
),( jjj yxP
Dd
iR
jR
Figure B.1: Calculating critical point of type 2 under non-identical threat radii.
According to Definition 4.7.4 and model (4.20), we have
1− d
Ri
= 1− D − d
Rj
. (B.1)
According to the properties of similar triangles, we have
x∗ − xi
xj − xi =
y∗ − yi
yj − yi =
d
D
. (B.2)
Thus, the location of type 2 critical point can be obtained from Eq. (B.1) and (B.2):
x∗ =
Ri
Ri +Rj
(xj − xi) + xi, y∗ = Ri
Ri +Rj
(yj − yi) + yi (B.3)
Having these critical points, the corresponding threat levels can be calculated
based on the threat function fi, where the input is the distance between a critical
point and the agent.
156
Appendix C
Tangent Lines
Since any tangent line is determined by two tangent points, here we only provide
the equation for tangent points.
There are two common tangent lines between a circle and a point outside. This
covers the scenario of finding the tangent lines between F and agents. Let A =
(xA, yA) be the point and (xt1, yt1) and (xt2, yt2) be the tangent points, see, e.g., Fig.
C.1. Since (xt1, yt1) is on the circle centred at Pi, we have
(xt1 − xi)2 + (yt1 − yi)2 = R2i . (C.1)
Since the line connecting A and (xt1, yt1) is perpendicular to the line connecting
Pi and (xt1, yt1), and further suppose both of the lines have slopes, we know their
slopes are opposite reciprocals:
yt1 − yA
xt1 − xA ·
yt1 − yi
xt1 − xi = −1 (C.2)
Solving Eq. (C.1) and (C.2), we obtain
xt1,t2 =
R2i (xA − xi)±Ri(yA − yi)
»
D2 −R2i
D2
+ xi
yt1,t2 =
R2i (yA − yi)∓Ri(xA − xi)
»
D2 −R2i
D2
+ yi
(C.3)
where D =
»
(xA − xi)2 + (yA − yi)2.
There are four common tangent lines between two non-overlapped circles. This
covers the scenario of finding the tangent lines between any two of initial circles
and circles centred at agents. The formulation can be derived from the above case.
Consider another agent Pj(xj, yj) and let (xtk, ytk), k = 1, · · · , 8 be the tangent
points. To calculate the tangent points for the outer common tangent lines, we first
find a point A on the line passing both Pi and Pj, see Fig. C.1.
Since A, Pi and Pj are on the same line, we have
yA − yi
xA − xi =
yA − yj
xA − xj . (C.4)
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Figure C.1: Tangent lines between 1) a circle and a point outside and 2) two circles.
Based on the characteristics of similar triangles, we have |APi||APj | =
Ri
Rj
, i.e.,»
(xA − xi)2 + (yA − yi)2»
(xA − xj)2 + (yA − yj)2
=
Ri
Rj
(C.5)
By solving Eq. (C.4) and (C.5), we obtain the coordinates of A:
xA =
xiRj − xjRi
Rj −Ri , yA =
yiRj − yjRi
Rj −Ri (C.6)
With A, the tangent points on Pi for the outer tangent lines can be calculated
by Eq. (C.3) directly. Further to find the tangent points on Pj for the outer tangent
lines, we can simply modify (C.3) by replacing (xi, yi) and Ri with (xj, yj) and Rj.
For the tangent points of the inner common tangent lines, we need to find another
outside point B = (xB, yB), i.e., the intersecting point of two inner common tangent
lines, see Fig. 7. Using the same idea of finding A, the coordinates of B are
xB =
xiRj + xjRi
Rj +Ri
, yB =
yiRj + yjRi
Rj +Ri
(C.7)
Having B, the tangent points for inner common tangent lines can be calculated
by replacing A with B in the formulations for tangent points of the outer common
tangent lines.
With these tangent points, the tangent lines can be constructed. Then G(Θ(k))
can be built up by taking all the tangent points, p(0) and F as vertices and the
tangent lines and arcs as edges, following Definition III.7.
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