In 1969, Riesel proposed a primality test for natural numbers of the form h · 2 n − 1, which includes the case h = n, the Woodall numbers Wn = n · 2 n − 1. In this paper, we utilize Riesel's primality test for Woodall numbers, and propose a primality testing algorithm for Woodall numbers. The implementations of the algorithm and its optimization are discussed.
Introduction
In 1917, Woodall and Cunningham defined the Woodall numbers as W n = n · 2 n − 1 [1] . Until now, only 33 prime Woodall numbers ("Woodall primes") have been discovered, the largest of which is W n for n = 3, 752, 948 [2] . However, it is conjectured that there are an infinite number of Woodall primes.
In 1969, Riesel considered a primality test for natural numbers of the form h · 2 n − 1 [3] . Riesel's proposed criteria for the primality of those numbers in [3] is based on the Fermat's little theorem of real quadratic fields. In that paper, no algorithms based on the Riesel's criteria are explicitly shown.
In this paper, we propose a primality testing algorithm for Woodall numbers based on Riesel's criteria, and consider its speeding-up. We also give a characterization for the discriminants of real quadratic fields which are effective for the proposed algorithm.
In Section 2, we review the Lucasian criteria for the primality of natural numbers h · 2 n − 1 [3] , and their primality testing. In Section 3, using the Chinese Remainder Theorem (CRT), we introduce our specialized version of Riesel's primality test, and explain its use in the case of the Woodall numbers. In Section 4, we explain our proposed algorithm for primality testing of Woodall numbers, and discuss a speeding-up of the algorithm. Our conclusions are presented in Section 4.3.
Lucasian criteria for the primality of
In this section, we briefly review the Lucasian criteria for N := h · 2 n − 1, where h, n ∈ N such that n ≥ 2, h is odd, and h < 2
n . In what follows, let D ∈ N such that D > 1 and D is square-free, let a, b be rational integers, and define r := |a
In [3] , Riesel gave the following theorem: 
, and:
Primality testing of the Woodall numbers
In this section, we apply the above Lucasian criteria to the Woodall numbers, so h = n in the above, which naturally leads us to apply the CRT to the list of possible (h, n) outputted by Theorem 1. These then give conditions on n, for which primality testing is applicable.
In the prior example, this would lead to: For this n and
n , we can then conduct primality testing of W n = n·2 n −1, as follows:
, which means that v n = u 0 . As we saw above, when D = 5, we can do primality testing for 8 out of 20 possible values of n (mod 20). If we redo the calculation for D = 13, we can find 72 out of 156 possible values of n (mod 156). To get some control on this range of possible values for n, we shall consider the following special cases of D:
The reason for considering good D, as in Def. 3, is explained by the following two theorems:
Theorem 4 If D is good (in the sense of Def. 2), and
We then prove the theorem by cases:
, and thus, to find conditions on (h, n), we only need to consider (h, n) such that:
Moreover, it is also clear that:
As such, the number of (h,
so the number of n is the same as in 1).
Corollary 5 Let D be good (in the sense of Def. 2) , and
Proof Apply the CRT to (h, n) in Theorem 4.
Theorem 6 Let D ∈ P or 2P,
Proof
(QED)
Remark 7
The converse of Theorem 6 is not true; see Table 2 for some counterexamples. Here, Table 2 
see [4] for details.
Accordingly, to get conditions on n for D, we shall consider D ∈ P or 2P of the form k 2 + 1 or k 2 + 4, and calculate n satisfying [D/(n·2 n −1)] = −1. Table 1 shows all values of a, b, r for good D = k 2 + 1, k 2 + 4 < 10000. Since Corollary 5 tells us that, for each D, the number of n (mod p(p − 1)) for which primality testing can be applied is (p−1)
2 /2, we may speak of the "probability"of n being applicable to primality testing, by the ratio:
Thus, for all D listed in Table 1 , the probability of n is:
) ∼ 0.999 999 90.
Algorithm
Let us recall two compositeness criteria for Woodall numbers.
Theorem 8 ([6]) Let h p be the smallest positive integer h such that 2
h ≡ 1 (mod p), and define:
Theorem 9 ([6]) Let p ∈ P.
•
In short, we can find out if W n is composite without using a primality test, for certain n.
Algorithm
Our algorithm for the primality of Woodall numbers for D = 5 is as follows:
Algorithm Primality testing of the Woodall numbers Input: Natural number n Output: "PRIME"or "COMPOSITE"or "FAILURE"
{Step 1} if n ≡ 2, 3, 4, 6, 8, 9, 11, 17 (mod 20) then go to Step 2 else
OUTPUT "PRIME" else OUTPUT "COMPOSITE" end if
As an example, we show the case D = 5. However, before implementing the algorithm, we should make a table of conditions on n with respect to D using the argument seen in the proof of Theorem 4 (Table 3) . Additionally, we should sieve composite Woodall numbers using Theorems 8, 9.
In Step 1, we evaluate conditions for n. Table 1 . We may also add more values to Table 1 easily, so we can increase the "probability"easily.
Remark 10 If Output is "FAILURE", the thing to do is to try different values of D in

Speeding-up
In Step 3, trivial implementation takes a lot of time, so we describe a speeding-up of Step 3. Here, we must compute the sequence u i+1 = u 2 i − 2 (mod W n ) repeatedly, and the complexity of one round of computation is 2(⌊lg n⌋ + n) 2 . Our speeding-up is as follows:
Thus, all that remains is to compute 
, the conditions on n from D are same as that from D ′ . Consequently, the complexity of one round of computation becomes 2⌊lg n⌋ 2 + 3n⌊lg n⌋ + n 2 , which results in a theoretical speeding-up of 2 times.
Implementation
Here, we explain the implementation of the primality testing of Woodall numbers. Table 4 shows the average running time of the algorithm for 50 randomly chosen Woodall numbers W n = n · 2 n − 1, for bit lengths of n is from 11 to 18.
In this implementation, the improved version is faster than the trivial version, and for larger n, the speedingup ratio is observed to increase. This is due to the fact that the NTL library, which has rapid multiplication, is employed as the implementation environment.
Conclusion
In this paper, we proposed a primality testing algorithm for the Woodall numbers based on Riesel's primality test for natural numbers of the form N = h · 2 n − 1. In Section 3, we characterized the discriminants and considered a specific approach of getting conditions on (h, n) in Riesel's primality test, and found that almost all N = h · 2 n − 1 are applicable (Theorem 4) -in particular, W n = n · 2 n − 1 are applicable. In Section 4, we considered an optimization of our algorithm, and found that the theoretical speeding-up is 3 times faster than the trivial implementation. Future work on this problem includes studying the distribution of the (h, n) for which primality testing can be applied, and further optimizations of our algorithm. Actually, there is a special algorithm to perform modulo N arithmetic for numbers of the form N = k · 2 q + c provided c is small [7] . This would improve running time of the implementation. This is also our future work.
