Exploiting the great expressive power of Deep Neural Network architectures, relies on the ability to train them. While current theoretical work provides, mostly, results showing the hardness of this task, empirical evidence usually differs from this line, with success stories in abundance. A strong position among empirically successful architectures is captured by networks where extensive weight sharing is used, either by Convolutional or Recurrent layers. Additionally, characterizing specific aspects of different tasks, making them "harder" or "easier", is an interesting direction explored both theoretically and empirically. We consider a family of ConvNet architectures, and prove that weight sharing can be crucial, from an optimization point of view. We explore different notions of the frequency, of the target function, proving necessity of the target function having some low frequency components. This necessity is not sufficient -only with weight sharing can it be exploited, thus theoretically separating architectures using it, from others which do not. Our theoretical results are aligned with empirical experiments in an even more general setting, suggesting viability of examination of the role played by interleaving those aspects in broader families of tasks.
Introduction
There are many directions from which one can examine Deep Learning (DL). Very popular is the direction of empirical success, where extensive research effort had resulted in state-of-the-art, overwhelming breakthroughs, in a wide range of tasks. One may need to read between the lines to gain insights regarding the difficulties which faced the practitioners on their way to success. This is true, in particular, when regarding the optimization process. While sample complexity issues are usually straightforward to deal with ("add more data"), and expressive power of the used networks is generally more than sufficient, successful optimization, and in particular, success of Gradient Descent (GD), is left as a mystery. What aspects of a task cause the general gradient-based DL approach to succeed or fail?
In this paper, we study this question for a simple, yet powerful, ConvNet architecture: one convolutional layer, mapping k image patches, each of dimension d, into k scalars, followed by a non linear activation, a fully connected (FC) layer with ReLU activation, and a final FC layer with one output neuron. Most if not all DL practitioners would have known this "recipe" by heart. We think of k as relatively smaller than d: for example, d = 75 and k = 10, corresponding to a 5 × 5 × 3 convolution kernel over a small color image. This family of architectures, as trivial and simplistic as it is, can provide us with very fertile ground on which to examine interesting empirical phenomena. We assume that the target function which we are trying to learn is generated by a network of the exact same architecture, and learning is performed with a very large training set. Therefore, there are neither expressiveness nor overfitting issues, which enables us to focus solely on the success of GD.
Any target function generated by the above architecture, can be thought of as a composition of two functions: the convolutional first layer (with its non linearity), denoted h * : R dk → R k , subsequently fed into
Related Work
Recently, several works have attempted to study the optimization performance of gradient-based methods for neural networks. To mention just a few pertinent examples, [16, 5, 20, 8, 9] consider the optimization landscape for various networks, showing it has favorable properties under various assumptions, but does not consider the behavior of a specific algorithm. Other works, such as [13, 2, 10, 23], show how certain neural networks can be learned under (generally strong) assumptions, but not with standard gradient-based methods. More closer to our work, [1, 4, 7] provide positive learning results using gradient-based algorithms, but do not show the benefit of a convolutional architecture for optimization performance, compared to a fully-connected architecture. The hardness of learning in the case of Boolean functions, using the degree of the target function, was discussed in the statistical queries literature, for instance in [6] . In terms of techniques, our construction is inspired by target functions proposed in [18, 19] , and based on ideas from the statistical queries literature (e.g. [3] ), to study the difficulty of learning with gradient-based methods.
Empirical Demonstration
The target function we wish to learn is of the form g * (h * (x)), where x = (x 1 , . . . , x k ), with x i ∈ R d for every i. The function h * is parameterized by a vector u 0 ∈ R d and is defined as h * (x) = (σ(u ⊤ 0 , x 1 ), . . . , σ(u ⊤ 0 x k )), where we chose σ to be the tanh function, as a smooth approximation of the sign function. We can therefore think of the input to g * as approximately being from {±1} k . In our experiment we vary four parameters:
• The value of g * is set to be either g * low (z) := z 1 , or g * high (z) = 5 i=1 z i , or g * both (z) = g * low (z) + g * high (z).
• Weight Sharing (WS) vs. Fully Connected (FC): we also learn a compositional function g(h(x)), and the function h(x) can be either with weight sharing, h(x) = (σ(w
, where we learn the vector w 0 ∈ R d , or with fully connected architecture, namely, h(x) = (σ(w
, where we learn the vector w = (w 1 , . . . , w k ).
• Known vs. Unknown g * : for the function g we either use g = g * or learn g as well by using the following architecture: FC layer with 50 outputs, ReLU, and FC layer with a single output.
• Input Distribution: we either sample x from a Gaussian distribution, or use real image patches of size 10 × 10 from the MNIST data set, normalized to have zero mean.
We train all of our networks with SGD, with η = 0.5, batch size 128, and the Squared Loss, for 3000 iterations. The vectors x i were generated by sampling from a normal distribution. The results of these experiments are depicted on the 6 graphs of Figure 1 .
The graphs reveals several interesting observations. The first is the clear failure, of both WS and FC architectures, for both real and Gaussian data, and for both known and unknown g * , when the target function is g * high , and the contrasting success when it is g * low . To explain this difference, let us characterize the g * s using tools from Fourier analysis of real functions over the boolean cube. The representation of such functions in the Fourier basis can be used to define many different meaningful characterizations. Perhaps one of the most natural ones is the degree, or frequency of the function. Specifically, in our case, g * low is a basis function of degree 1, while g * high is a basis function of degree 5. Our theoretical analysis shows that the number of GD iterations required to learn h * when g * is a basis function grows as d degree . In our experiment d = 75, or 100 for the MNIST patches, and we observe a clear separation already between degree 1 and degree 5.
Next, since real-world functions will likely contain several frequencies, it is natural to study functions that combine many basis elements. As a first step, we turn to observe the performance for g * both . Here, we suddenly see a strong separation between the WS and FC architectures: the optimization converges very quickly for the WS architecture while for the FC one, the high frequency component has not been learnt. Our theoretical analysis proves that, indeed, the number of GD iterations required by the FC architecture still grows as d high-degree , while for the WS architecture, the required number of iterations is only polynomial in the high degree.
1 Intuitively, the low frequency term directs the single, shared, weight vector towards the optimum. Once h converged to h * , even if g * is unknown, the GD process succeeds in learning it, because k is small. In contrast, without weight sharing, the components of w that appear only in the high degree term are not being learnt, as was the case for g * high .
Finally, while our analysis proves the positive and negative results for the case of known g * where x is normally distributed, the graphs show that even in the more general case, when g * is also being learnt, and even if the data is natural, the picture remains roughly the same. 2 
Sum of Low and High Degree Waves
In this section we provide our first separation result between the WS and FC architectures.
Let x = (x 1 , . . . , x k ) ∈ R dk , w = (w 1 , . . . , w k ) ∈ R dk denote input elements, and weight vectors, respectively. Define:
where c k is any parameter ≥ 3 √ k. As in the introduction, we define a sub-family of functions, parameterized 1 We emphasize that this exponential gap between WS and FC is due to computational reasons and not due to overfitting. The difference in sample complexity between the two architectures is only a factor of k, and in both cases the training set size is sufficiently large. 2 The only difference across this aspect, when learning a degree 1 parity with a convolutional architecture, between known and unknown g * , for Gaussian data, is perhaps due to smaller Signal to Noise Ratio in the case of learning g * , as suggested in [18] . architectures. Columns correspond to frequencies of g * and rows correspond to whether g * is known or also being learnt. Our theory proves the bottom row. As can be seen, the top row behaves similarly.
by u 0 , and defined as:
For simplicity of notation, when using the 0 subscript for the weight vector, we refer to an element of the WS sub-family. Additionally, we useū 0 to denote the vector composed of k duplicates of u 0 , namely (u 0 , u 0 , . . . , u 0 ). Consider the objective
where x is standard Gaussian. We consider the gap between optimizing a FC architecture, namely, one parameterized by w, and a WS one, parameterized by a single weight vector w 0 . We note that our choice of c k is merely to simplify the proofs -convergence guarantees can be proven for other choices of c k (including c k = 1), but the proof requires more effort.
3.1 Hardness Result for Optimizing F using GD -FC Architecture 
Moreover, for any w such that (w 2 , . . . ,
The proof is given in Appendix B.1. To understand the implication of the theorem, consider a gradientbased method, starting at some initial point
· u 0 (a reasonable assumption). In that case, the theorem implies that the algorithm will need to cross the ring
. . , w k ), to get to a solution which ensures sub-constant error. However, in that ring, the gradients are essentially exponentially small in k u 0 2 . This implies that performing gradient steps with any bounded step size, one would need exponentially many iterations (in k u 0 2 ) to achieve sub-constant error.
Positive Result for Optimizing F using GD -WS Architecture
We show that when using a WS architecture, the objective is transformed to be strongly convex, making for simple proof techniques being applicable. The proof is given in Appendix B.2.
Theorem 2 Using the WS architecture, F is strongly convex, minimized at u 0 , and satisfies 
Sum of Low and High Degree Parities
This section formalizes our main result, namely, a separation between WS and FC architectures for learning a target function, g * • h * , when g * = g * both is comprised of both high and low frequencies. The negative result for the FC architecture is given in Theorem 3 and the positive result for the WS architecture is given in Theorem 4.
Definitions, Notation
Let x denote a k-tuple (x 1 , . . . , x k ) of input instances, and assume that each
be some smooth approximation of the sign function. To simplify the analysis, we use the erf function:
We believe that our analysis holds for additional functions, such as the popular tanh function. Define, for k ∈ N, a family of functions H (k) F C , parameterized by w ∈ (R d ) k , and defined by:
Let us define a subclass, parameterized by w 0 ∈ R d and denoted H (k) W S , by:
W S are satisfying the condition that for all l, w l = w 0 for some w 0 ∈ R d . For ease of notation, we will refer to elements in H
w , respectively. An extension of these families, denoted H
respectively, as the sum of the two corresponding functions of the H (1) , H (k) classes. Namely, for the FC class,
with the definition for the WS class following as a special case.
Let the objective
u0 be the expected squared loss,
with a similar definition for F (1,k) (w), namely
The following definition and lemma, due to [22], will be useful in our analysis.
Lemma 1 ([22]) Let σ be the erf function. Then, For every pair of vectors
where N (0, I) is the standard Gaussian distribution.
Non degeneracy depending on u 0 2
Note that as |σ| < 1, for large values of k, and small values of u ⊤ 0 x l , we have that p u0 (x) is vanishing exponentially. We show that in the case of large enough u 0 2 , depending on k, the target function's expected norm is lower bounded, hence overcoming this possible degeneracy.
The proof is given in Appendix C.1. 
Exact Gradient Expressions
In order to analyze the dynamics of the Gradient Descent (GD) optimization process, we examine the exact gradient expressions. The proofs to the lemmas are given at Appendix C.2 Recall the definition of F (1,k) from (1). We first show that F (1,k) equals the sum of F (1) and F (k) , due to independence of these two terms.
Lemma 3 For both architectures,
Based on Lemma 3, we have that
, hence it suffices to find an explicit expression for ∇F (k) (w), for every k. We have,
where g
w (x) is the gradient of the predictor w.r.t. the weight vector w. We first show the following symmetric property.
Lemma 4 For all k, w, w
′ , and x,
w ′ (−x). We can now proceed to compute that exact gradients.
Lemma 5 Let g (k)
l (x) be the gradient of the predictor w.r.t. w l , the weights corresponding to the lth input element. Then
where 0 < c 1 (w l ) < 1, is independent of k, and:
Corollary 1 For the WS architecture, we have that:
where 0 < c 1 (w 0 ) < 1, is independent of k, and:
The corollary follows immediately from the fact that the gradient w.r.t. w 0 , is the sum of gradients of each "duplicate" of w 0 , when considering p w0 as a member of H (k) F C . Note that, when u ⊤ 0 w 0 > 0 (which happens w.p. 1/2 over symmetric initialization, and as we later show, this property is preserved during a run of GD), V σ (u 0 , w 0 ) > 0. Hence in such case, the coefficient ofb is positive.
Hardness Result for Optimizing F
(1,k) using GD -FC Architecture
Equipped with the results of previous sections, we obtain a computational hardness result for learning a target function p
using GD with the FC architecture, showing that the progress after any polynomial number of iterations, is exponentially small. Proofs are given in Appendix C.3. 
The main idea of the proof is to show that progress in direction which improves the angle between w j and u 0 is exponentially small -unless w j gets close to the origin. In that case, it is "stuck" there with no ability to progress. The proof relies on the following lemmas. The first one shows that a "bad" initialization, namely, one for which the initialized vectors are almost orthogonal to u 0 , happens with overwhelming probability.
Lemma 6 Assume each w l is chosen by sampling uniformly from {±c} d for some c. Then w.p.
Next, we directly upper bound the value of |V erf (w j , u 0 )|, s.t. for cases when w j , u 0 are almost orthogonal, or, when w j is very small, |V erf (w j , u 0 )| is small too.
Finally, we use the fact that the target function is non trivial, from Lemma 2, in order to show that in the case when not all of the weight vectors have converged, we suffer high loss.
Lemma 8 Assume that for some j, it holds that either
| wj wj , u0 u0 | < sin π 32 , or w j ≤ 1 √ 2 sin π 32 . Then F (1,k) (w) > 1 8 .
Positive Result for Optimizing F (1,k) using GD -WS Architecture
We now turn to state our positive result for the WS architecture. The outline of the proof is given in the subsections below, and additional proofs of intermediate results are given at Appendix C.4.
Theorem 4 Running (projected) GD, with respect to the objective F
(1,k) with the WS architecture, and with a constant learning rate for T = poly(k, 1/ǫ) iterations, yields w
To prove the theorem, we analyze the optimization process by separating it into two phases. During the first, the w 0 converges to the direction of u 0 . Then, in a second phase, its norm converges to that of u 0 . The combination of the theorems proven in the next sections directly imply Theorem 4.
Phase 1 -Angle Convergence
Assume that u 0 2 = 12 π 2 k 2 , large enough for non degeneracy of the target function, as shown in Section 4.2.
Moreover, we can assume w.l.o.g., that u 0 = 12 π 2 k e 2 , where e 2 = (0, 1, 0, . . . , 0). We can further assume w.l.o.g. that span{u 0 , w 0 } = span{e 1 , e 2 }. By the random initialization, it holds that w ⊤ 0 u 0 > 0 with probability 1/2. We will assume that this is indeed the case. In addition, we will assume, w.l.o.g., that the first two coordinates of w 0 are non-negative. Finally, assume that w (t) 0 ≤ u 0 for every t (if this is not the case, it is standard to add a projection onto this ball).
Theorem 5 Let α
(t) be the angle between u 0 , w
Phase 2
We use the same assumptions as in Section 4.6. We start off with a theorem showing that the gradient of F (1) directs the weights towards the optimum, u 0 . The proof uses monotonicity of σ, with similar techniques as found in [12, 11, 14] .
Theorem 6 For some L 2 (s) = Θ(1),
After establishing the above result, we next show that when the angle α between w 0 and u 0 is small (which we've shown is the case in polynomial time, after the first phase of optimization, in Section 4.6), the gradient of F (1,k) has the same property as the gradient of F (1) , namely, it too points in a good direction. The intuition is that when w 0 is close, in terms of angle, to u 0 , the gradient of F (k) becomes more similar to the gradient of F (1) , making it helpful too.
Theorem
, as in Theorem 6.
We now use the above lower bound over the inner product between the gradient and the optimal optimization step, to show that for any ǫ > 0, after a polynomial number of iterations of GD, we converge to a solution w 0 for which w 0 − u 0 < ǫ. we have that if m > 2 k /ǫ then, in expectation over the choice of the sample, the probability mass of vectors in {±1} k that does not belong to my sample is at most ǫ. Therefore, finding a function g that agrees with all the points in the sample is sufficient to guarantee that g agrees with g * on all but an ǫ-fraction of the vectors in {±1} k . Next, consider the problem of fitting a sample (x 1 , g * (x 1 )), . . . , (x m , g * (x m )) using a one-hidden-layer network. Several papers have shown (e.g. [13, 16, 5, 20] ) that if the number of neurons in the hidden layer is at least m than the optimization surface is "nice" (in particular, no spurious local minima). Furthermore, by a simple random embedding argument, it can be shown that if we randomly pick the weight of the first layer and then freeze them, then with high probability, there are weights for the second layer for which the error is 0 on all the training examples. Learning only the second layer is a convex optimization problem.
Combining all the above we obtain that there is a procedure that runs in time poly(2 k , 1/ǫ) that learns g * to accuracy ǫ. Note that since k is small (in our experiment, we used k = 5), the term 2 k is very reasonable. This stands in contrast to the term d k , appearing in our lower bound for learning h * . Taking d = 75, k = 5 (as in our experiment), the value of d k is huge.
B Proofs of Section 3
B.1 Proofs of Section 3.1
Proof of Theorem 1:
Firstly, we note that by definition, F (w) equals
where we used the facts that (x 1 , . . . , x k ) are symmetrically distributed (hence take any value as well as its negative with equal probability) and that cosine is an even function. We get that
where z is a standard Gaussian vector in R kd . We prove the following useful lemma:
Lemma 9 Given some b > 0, and assuming z has a standard Gaussian distribution in R d , the gradient of
Proof A straightforward calculation reveals that the gradient equals
We now argue that for any vector a,
from which the lemma follows. To see this, let z a = a ⊤ z a 2 · a be the component of z in the direction of a, and let z ⊥a = z − z a be the orthogonal component. Then we have
The first term equals
, where y has a standard Gaussian distribution. As to the second term, we have that z a and z ⊥a are statistically independent (since z has a standard Gaussian distribution), so the term equals E[sin(a ⊤ z a )]E[z ⊥a ] = 0. Overall, we get that the expression above equals
Using integration by parts and the fact that y cos(by) exp(−ay
from which (3) follows. Now, let us consider the partial derivative of this function w.r.t.ŵ := (w 2 , . . . , w k ). Using Lemma 9, and lettingû 0 = (u 0 , . . . , u 0 ) to be concatenation of (k − 1) copies of u 0 , we get that this partial derivative equals
with norm at most
, as implied by the assumption stated in the theorem, it is easily verified that ŵ −û 0 2 as well as ŵ −û 0 2 are at least û 0 2 /3, whereas ŵ −û 0 , ŵ +û 0 are at most 2 û 0 . Moreover,
, 1 .Thus, the displayed equation above can be upper bounded by c 1 √ k u 0 exp(−c 2 k u 0 2 ) for some numerical constants c 1 , c 2 . To prove the second part of the theorem, we rely on the following lemma:
Lemma 10
Proof Expanding the square and using standard trigonometric identities, we have that the left hand side equals
Since for any vector z, E[cos(z ⊤ x)] = E y [cos( z y)] where y has a standard normal distribution on R, and this in turn equals
.73]), the above equals
from which the result follows.
Using this lemma, and definition of F (w) in (2), we have
Moreover, assuming that ŵ ≤
(as implied by the assumption stated in the theorem), we have that ŵ−û 0 2 as well as ŵ−û 0 2 are at least û 0 2 /4, which in turn equals (k−1) u 0 2 /4 ≥ k u 0 2 /8. Plugging to the above, the result follows.
B.2 Proofs of Section 3.2
Proof of Theorem 2: The fact that u 0 minimizes F (·) is immediate from the definition. Also, given that F (·) is strongly convex and satisfies the eigenvalue condition stated in the theorem, the convergence bound for gradient descent follows from standard results (see [15] ). Thus, it remains to prove the strong convexity and eigenvalue bounds.
To get these bounds, we use the same calculations as in the beginning of the proof of Theorem 1, to rewrite F (w) as
where z has a standard Gaussian distribution in R d , and using the fact E[x i x ⊤ i ] = I is the identity matrix, and k i=1 x i is distributed as a Gaussian with mean 0 and variance kI. The following lemma will be useful in computing the Hessian of F :
Lemma 11 Given some b > 0, and assuming z has a standard Gaussian distribution in R d , the Hessian of
w has a spectral norm upper bounded by 2b 2 + b.
Proof Differentiating the gradient as defined in Lemma 9, and noting that
for any c k , we get that the Hessian equals
Therefore, its spectral norm is at most
Using the easily-verified fact that max z≥0 exp(−z)z = exp(−1), we get that the above is at most
We are now in place to prove our theorem. Applying Lemma 11 and using the definition of the objective function F (w) at (4), we get that ∇ 2 F (w) has eigenvalues in the range [c
√ k, we get that every eigenvalue of the Hessian is lower bounded by Since k ≥ 1, this implies that the Hessian is positive definite everywhere (with minimal eigenvalue at least 3/2), hence F is strongly convex. Moreover,
as required.
C Proofs of Section 4
C.1 Proofs of Section 4.2
Proof of Lemma 2: It suffices to show that
k , for in that case, by the independence of x 1 , . . . , x k we have
Denote by f (a) the value for which
1+f (a) = 1 − a. By standard algebraic manipulations we have that
Using Taylor's theorem we have that there exists ξ ∈ [
It follows that
where in the last inequality we assume that a ∈ [0, 1/2]. Taking a = 1/k and noting that V σ (u 0 , u 0 ) monotonically increases with u 0 we conclude our proof.
C.2 Proofs of Section 4.3
Proof of Lemma 3: We start by expanding F (1,k) (w):
u0 (x)) = 0. Since σ is anti-symmetric and x k is normal, we have that for every vector w ′ , E x k σ(w ′⊤ x k ) = 0. By the independence of the x i 's,
The same argument holds for the other terms, and the result follows.
Proof of Lemma 4
We start with the FC setting. Since σ is antisymmetric we clearly have that
Next, for every l, let g (k)
w ′ l be the derivative w.r.t. the weights corresponding to the l'th input instance, then
where we used the fact that σ ′ is symmetric. The claim follows because (−1) 2k = 1. Finally, for the WS setting, we can think of w ′ as being k copies of w ′ 0 and then, by standard derivative rules, g (k)
, from which the claim follows.
Proof of Lemma 5:. For the first term:
In the above, (0) is from Lemma 4, (1) uses symmetry of the probability of x, and (2), (3) follow from the fact all x l are i.i.d.. To see why (4) is true, and why c 1 (w l ) ≥ 0, note that we can assume w.l.o.g. that w l = ( w l , 0, . . . , 0) (because x l is Gaussian), and in this case it is clear that the first coordinate of
x l is positive while the rest of the coordinates are zero. For the second part of the lemma, similar arguments give:
where (0) is a similar transition to that done for a l , using Lemma 4. Using again the normality of x, it is easy to see
C.3 Proofs of Section 4.4
Proof of Lemma 6: The random variable,
is an average of d random variables, each of which distributed uniformly over {±cu 0,i }, and its expected value is zero. Hence, by Hoeffding's inequality,
. Applying a union bound over the k weight vectors, we conclude our proof.
Proof of Lemma 7: By the symmetry of V erf we can assume w.l.o.g. that u ⊤ 0 w j > 0, and then V erf (w j , u 0 ) > 0. We can rewrite . From Lemma 3, we have that
. Thus,
Proof of Theorem 3 To simplify the notation throughout this proof, whenever we write w l we mean for l ≥ 2. Recall that the gradient w.r.t. w l is equal to:
Figure 2: An illustration of the defined vectors and events used in Theorem 5.
Let A 1 be the event that θ ∈ [0, π − 2α]. By the above properties,
Moreover, note that for all x ∈ A c 1 , the expression in the expectation is non negative. Hence we obtain that b 1 , w ⊥ ≥ 0 for allb 1 , and indeed, α (t+1) ≤ α (t) . We shall now show a positive lower bound. Let A 2 be the event that θ ∈ [π − 
Firstly, let us lower bound Pr(A 2 ). In the angular aspect, it is clear that Pr θ ∈ [π − 
. Therefore, we continue:
It is easy to see where each of the minimas is obtained, and hence we have:
where (0) is from w 0 ≤ u 0 (the projection step we might have added does not change the angle) and (1) from symmetry of σ ′ . Observe that the erf's derivative at 0 is 1. Combined with the fact that the sine function behaves the same at the neighbourhood of 0, we obtain that σ sin α 2 = Θ( α 2 ), when α → 0. We obtain that f (α, u 0 ) = Ω( α 2 u0 2 ). Now, we use this in order to examine the angular improvement. Since w 0 ≤ u 0 , we obtain:
For reasonably large k, the argument of the arctan is smaller than 1, and on the interval [0, 1] the value of arctan is larger than half its argument. This implies that δ
This proves that after O((k/ǫ) 3 ) iterations the value of α must be smaller than ǫ. 
≥ E x1 σ(w
≥ L 2 (s) · E x1 w 0 − u 0 , x 1 2 1 As where (1) is from non negativity of the inner expression, (2) from the lower bound over the derivative of σ, applicable from the occurence of A s , (3) from the Mean Value Theorem, again applicable for the event A s . x 1 is standard Gaussian, so E x1 w 0 − u 0 , x 1 2 = w 0 − u 0 2 2 . We continue to develop the lower bound:
≥ L 2 (s) · w 0 − u 0 2 − E x1 w 0 − u 0 , x 1 4 Pr(A where (1) is from the fact x 1 is standard Gaussian, (2) is from Cauchy-Schwartz, (3) is from direct computation using the fourth moment of a Gaussian. Lets be sufficiently large, such that (3 Pr(A 
On the other hand, it is easy to see that ∇F (1,k) (w 0 ) ≤ O(k 2 ). Let w (t) 0 be the weight vector after the tth iteration of GD, η the learning rate. Assume that for all t ′ < t, we did not converge yet, namely, 
0 − u 0 + η 2 ∇F (w
we obtain that as long as w 
