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Abstract
Electron transport through small systems in semiconductor devices plays an es-
sential role for many applications in micro-electronics. One focus of current re-
search lies on establishing conceptually new devices based on ballistic transport
in high mobility AlGaAs/AlGa samples. In the ballistic regime, the transport
characteristics are determined by coherent interference effects. In order to guide
experimentalists to an improved device design, the characterization and under-
standing of intrinsic device properties is crucial. We develop a time-dependent
approach that allows us to simulate experimentally fabricated, complex device-
geometries with an extension of up to a few micrometers. Particularly, we explore
the physical origin of unexpected effects that have been detected in recent exper-
iments on transport through Aharonov-Bohm waveguide-interferometers. Such
interferometers can be configured as detectors for transfer properties of embed-
ded quantum systems. We demonstrate that a four-terminal waveguide-ring is a
suitable setup for measuring the transmission phase of a harmonic quantum dot.
Quantum effects are not restricted exclusively to artificial devices but have
been found in biological systems as well. Pioneering experiments reveal quan-
tum effects in light-harvesting complexes, the building blocks of photosynthesis.
We discuss the Fenna-Matthews-Olson complex, which is a network of coupled
bacteriochlorophylls. It acts as an energy wire in the photosynthetic apparatus of
green sulfur bacteria. Recent experimental findings suggest that energy transfer
takes place in the form of coherent wave-like motion, rather than through classical
hopping from one bacteriochlorophyll to the next. However, the question of why
and how coherent transfer emerges in light-harvesting complexes is still open.
The challenge is to merge seemingly contradictory features that are observed in
experiments on two-dimensional spectroscopy into a consistent theory. Here, we
provide such a theory based on a realistic model for the Fenna-Matthews-Olsen
complex. Up to now, realistic simulations of the two-dimensional spectra for
large biomolecules have been out of computational reach. We overcome this lim-
itation and establish an efficient algorithm using the new technology of graphics
processing unit computation.
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Introduction
We investigate quantum transport through complex networks for different trans-
port regimes. Depending on the physical realization as well as the tempera-
ture, transport regimes range from a purely coherent dynamics up to a strongly
dissipative one. Part one of the present thesis deals with dissipative systems
in quantum mechanics, which go back to the pioneering work of Caldeira and
Leggett in Ref. [1], who incorporate dissipation by coupling the system to a large
reservoir with an infinite number of degrees of freedom. The interplay of co-
herent transport, as discussed in the second part of the thesis, and dissipation
is a widely discussed topic in electron transport [2, 3, 4, 5, 6, 7] and quantum
information [8, 9, 10, 11]. The latter exploits quantum effects to establish new
computational devices. Since fragile quantum effects are sensitive to any source
of noise, the challenge in the field of quantum information is to develop scal-
able experimental setups that minimize noise, and ensure long-lasting coherence.
The requirements on experimental setups for possible applications in quantum
information are summarized in the famous DiVincenzo criteria [12].
Quantum effects are present not only in artificial devices, but they are ex-
ploited in biological systems as well [13]. The sense of smell, for example, is based
on phonon-assisted tunneling [14, 15], a pure quantum effect without classical
counterpart. Furthermore, two-dimensional (2d) spectroscopy reveals long-lived
quantum coherence in the process of photosynthesis [16, 17, 18, 19, 20]. Photo-
synthesis is one of the most important processes in nature, and has been studied
intensely during the last decades [21, 22]. Today the structure of the involved
proteins, the light-harvesting complexes (LHCs), is well-known [22], and available
in the protein data-base [23]. Up to recently, energy transfer has been described
by classical incoherent Förster theory [24]. The prospect that nature might ac-
tively use quantum mechanics in the process of photosynthesis has revised the
picture of energy transfer in LHCs. Greg Scholes, who contributed to one of the
first pioneering experiments [19], speaks enthusiastically of green quantum com-
puters [25]. The evidence of long-lived coherence in photosynthetic systems may
inspire future applications ranging from blueprints for artificial light harvesting
devices [26] to the fabrication of new generations of solar cells. Yet the exact
role of coherence in the process of photosynthesis remains to be understood.
We discuss the Fenna-Matthews-Olson (FMO) complex [27, 28], which is fre-
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quently studied as a prototype for LHCs. The FMO complex is part of the
photosynthetic apparatus of green sulfur bacteria [29, 30, 31]. It acts as en-
ergy wire, and connects a huge light harvesting antenna with the reaction center
where the final steps of energy conversion into chemical energy take place. The
energy dynamics of the FMO complex is described by a Frenkel exciton model
[32]. Experimentally, the information about the energy transfer process is ob-
tained by 2d-spectroscopy [33, 34, 35, 36, 37]. This experiment illuminates an
ensemble of FMO complexes by four laser pulses. The first two pulses create
initial electronic excitations in the FMO complex, while a third pulse probes the
system after a certain delay time. The fourth pulse is used as a reference for the
outgoing signal, which facilitates to detect the phase-information of the signal
[35, 38]. Repeated measurements for different delay times give information about
the dynamics in the exciton system. The 2d-spectra provide a two-dimensional
map of exciton populations in the energy domain, where the transfer process
manifests itself in a landscape of diagonal- and cross-peaks. The line-shapes of
the peaks reflect the nature of the coupling of the excitons to the vibrational en-
vironment of the protein mask. The dynamics of the peaks with advancing delay
time yields information about the energy transfer. A coherent energy transfer
shows unambiguous signatures in the cross-peaks in form of oscillations whose
frequencies are given by the location of the peak in the energy map of the 2d-
spectra. Experiments by Engel et al. in Ref. [20] reveal such an oscillatory signal
in the cross-peaks which lasts up to delay times of 1.8 ps at temperature of 77 K,
and even at a physiological temperature of 277 K oscillations up to 0.3 ps are
detected. Those oscillations are interpreted as experimental evidence for long-
lasting electronic coherence. Similar experiments show long-lasting coherence for
a wide class of LHCs [16, 17, 18, 19].
At ambient temperatures long-lasting coherence cannot be expected in large
biomolecules. For instance, for the parameter regime of light-harvesting com-
plexes, perturbative methods based on rate equations do predict only very short-
lived coherence lasting at most up to 50 fs [39, 40]. This mismatch between the
experimental observations and the theoretical predictions asks for new concepts
and mechanisms that are able to explain the measured long-lived electronic co-
herence. One of the outstanding questions is how quantum coherence can prevail
in large biomolecules embedded in noisy environments. In fact, the experimen-
tal observations seem to contradict each other. The long lasting coherence does
neither go along with the broad peak-shapes of the spectra [41] nor with the
observed fast energy relaxation that occurs on the picosecond time-scale [42].
Theoretical simulations of the experimental setup of the 2d-spectra are numer-
ically demanding. To reduce computational costs many works [43, 44, 40, 45]
study the population dynamics, which keeps track of the probability to find the
electronic energy at a certain position within the FMO complex. However, the
population dynamics is not directly accessible in experiments, and comparison
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with measured 2d-spectra requires to simulate the highly sophisticated four-wave
mixing setup of the 2d-dimensional spectroscopy. In this context Ishizaki and
Fleming [43] predict long lived quantum beatings provided that the finite time
scale of temporal correlated vibrations is included in the model. The present
thesis extends the ideas of Ishizaki and Fleming, and develops efficient numeri-
cal schemes that allow us to simulate the full experimental spectroscopic setup,
and to compute 2d-spectra for the FMO complex for the same parameter as in
Ref. [43]. In fact, the finite time scale in the vibrational environment turns out
to influence the experimentally detected signal in a non-trivial way. The model
proposed by Ishizaki and Fleming, however, does not reproduce the experimen-
tally reported long lived electronic coherence, as is shown independently by Hein,
Kreisbeck et al. in Ref. [46] and Chen et al. in Ref. [47]. Another drawback of
the model in Ref. [43] is that for numerical convenience the authors employ a
Drude-Lorentz spectral density describing the phonon-mode dependent coupling
of the exciton system to the continuum of vibrational modes of the FMO com-
plex. As we elaborate in this thesis, a Drude-Lorentz spectral density is too
simplified to cover the structured spectral density of the FMO complex [48]. In
particular, the Drude-Lorentz spectral density shows significant deviations re-
garding the coupling of the exciton system to the low energy vibrational modes
[48, 49]. We show that a realistic spectral density for the FMO complex carries
along different physical mechanisms in the energy transfer dynamics.
Since the experimental results are difficult to explain within the framework of
electronic coherence, Christensson et al. [50] propose that the oscillatory signal
in the experimental 2d-spectra is attributed to few strongly coupled vibrational
modes. Within this interpretation the 2d-spectra would be explained in terms of
molecular vibrations rather than long lived electronic coherent dynamics. Similar
arguments are put forward by Plenio et al. in Ref. [45]. Thus, quantum effects
might be less relevant than hypothesized. However, the picture of few strongly
coupled modes relies on the assumption that the vibrations are tuned to very
specific frequencies, which contradicts experiments carried out in the group of
Engel [51]. In experiments with mutants, the authors of Ref. [51] alter the
vibrational frequencies of the FMO complex, but do not obtain a significant
change in the detected signal.
Energy transfer in LHCs comprises several aspects, such as fast energy relax-
ation, protection of electronic coherence, and robustness against variations in
the vibrational structure. In order to explain experiments they all need to be
assembled into a big picture. All previously proposed models have in common
that they are able to reproduce some aspects, but none of them gives a complete
explanation of the relevant physics. In this thesis we establish a mechanism that
predicts long lasting electronic coherence in LHCs. Our results prove that for
realistic conditions of energy transfer in LCHs, long lasting electronic coherence
prevails despite a strong dissipative coupling to a vibrational environment. The
3
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mechanism we develop is based on the superohmic nature [48, 49] of the cou-
pling to the vibrational environment of the FMO complex. We show that the
suppressed pure dephasing rate supports prolonged electronic coherence, while
coupling to a continuum of higher phonon modes ensures fast energy relaxation.
Moreover, our model reproduces the experimentally observed peak-shapes in
reasonable agreement. We predict that the experimental broad peak-shapes are
dominated by inhomogeneous broadening, which is caused by averaging over an
ensemble of many individual molecules that slightly vary in their structure [34].
Additionally, we demonstrate that specific strongly coupled modes do not yield
a significant influence on the 2d spectra, which is in line with the experimental
observation of Ref. [51]. In summary, we introduce a physical mechanism which
protects electronic coherence in the exciton dynamics despite strong coupling
to a dissipative environment. So, as mentioned above, our mechanism brings
together different experimentally observed aspects of the energy transfer in the
FMO complex.
The natural question arising from the experimental signatures that long last-
ing coherence emerges in biological systems is the following: In what ways is
coherence useful for energy transfer in the process of photosynthesis? Consid-
ering the history of biological selection and evolution in nature it appears to
be unlikely that quantum coherence is there just by chance, but might be ac-
tively exploited. The functional role of quantum coherence in LHCs is an active
field, and many theoretical investigation have been developed in recent years
[52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62]. One idea is that coherence might
be used for a quantum search [57], like the Grover algorithm [63] developed in
quantum information, to achieve a quantum speed-up of the energy transfer.
However, in Ref. [61], Hoyer et al. show that such a quantum speed-up is only
attained during the first 50 to 70 fs, while a longer lasting coherent dynamics
does not yield any further improvement concerning the quantum search. Thus,
the investigations of how LHCs benefits from long-long lived electronic coher-
ence continue. One proposal is that coherent energy transfer is advantageous in
overcoming energy barriers present in the energy pathways in LHCs [64]. Other
works suggest that coherence is used to achieve robustness of fast energy transfer
[58, 60] with respect to changes in the local environment of LHCs. In Ref. [62]
the authors vaguely formulate the idea that coherence might be exploited for
the regulation of the energy transfer process. However how exactly long lived
coherence helps to optimize the transfer is not yet completely understood.
Aspuru-Guzik et al. [57, 52] and Plenio et al. [54, 55] independently show that
the interplay of coherence and dephasing assists fast energy transfer in the FMO
complex. The studies are based on simple rate equations, and do not include
the finite time-scale of the vibrational environment, which is known to influence
the transfer dynamics [65, 43]. In order to include the temporal correlations
in the vibrations we perform realistic simulations going beyond rate equations
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[52, 53, 54, 55, 56, 57, 58, 62]. So far it has not been clear how to simulate the en-
ergy transfer to the reaction center while accounting for higher phonon processes
and temporal correlations in the vibrational environment. We develop a hybrid
approach where temporal correlations in the vibrations are incorporated but we
assume that the irreversible trapping process in the reaction center, which is the
final step of the transfer process, is based on the simpler to calculate master-
equation formalism [3, 4]. The involved approximations for the trapping are
appropriate, since details in the trapping process are not known, and trapping is
commonly incorporated phenomenologically [52, 54, 56, 62]. We investigate the
optimal transport conditions of the FMO complex, which helps to learn how arti-
ficial light harvesting systems need to be designed to optimize their performance.
In fact, the optimal transport is an elaborate balance of resonant coherent energy
transfer, dephasing, and thermal relaxation. Additionally, we separate different
aspects of noise assisted transport by analyzing the temperature dependence of
the transfer efficiency.
From the technical point of view the difficulty is to perform accurate numeri-
cal simulations of the large biomolecules with the presently available numerical
resources. Simulations based on an atomistic level including all atoms are far
from the computational scope. Thus, effective Hamiltonians such as the Frenkel
exciton model have been developed [32]. The parameters of the Hamiltonian
are extracted from fits to experiments [66, 67, 68] in combination with atomistic
structure based calculations [49, 69, 70]. The spectral density, describing the
nature of the coupling of the exciton system to the vibrational environment, is
known by fluorescence line narrowing experiments [48]. Microscopic molecular
dynamics simulations in combination with electronic structure calculations by
Kleinekathöfer et al. in Ref. [71] and Aspuru-Guzik et al. in Ref. [72] yield first
theoretical simulations of the spectral density, but are in their early stages, and
have not yet reached convergence. In the recent years different elaborate ap-
proaches, such as the small polaron transform by Olaya-Castro et al. Ref. [73],
the stochastic Schrödinger equation (SSE) by Eisfeld et al. Ref. [74, 75], the
quasi adiabatic path integral (QUAPI) approach by Thorwart et al. Ref. [44]
or the time-dependent renormalization group (t-DMRG) approach by Plenio et
al. Ref. [76, 45] have been employed to simulate the energy transfer dynam-
ics in LHCs within the Frenkel exciton model. While the simpler to compute
population dynamics is accessible with these approaches, the simulation of the
experimental four-wave mixing setup for the 2d-spectra has been off the present
computational capability.
In this thesis we use the hierarchical equations of motion (HEOM) technique
developed by Tanimura and Kubo in Ref. [77]. HEOM incorporates higher
phonon processes as well as the finite time scale of the dynamics in the vibra-
tional environment of LHCs [43]. The optimal performance of HEOM is obtained
for high temperatures where the leading term of the temporal bath correlation
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is given by a single function with exponential decay. The rate of the decay of
this function describes the time scale of correlated vibrational dynamics. For the
energy transfer in LHCs the high temperature approximation is valid for the ex-
perimentally relevant temperatures between 77 K and 277 K, see Kreisbeck et al.
in Ref. [78] and Ishizaki and Fleming in Ref. [43]. Typical physiological temper-
atures of energy transfer in LHCs range between 268 K and 313 K [79]. HEOM
is applied by Schulten et al. in Refs. [80, 81] to understand the energy transfer
in large LHCs such as light harvesting complex II or to study inter-complex ex-
citation transfer in purple photosynthetic bacteria. Such numerical simulations
of the energy transfer dynamics in large LHCs with the HEOM formalism are
extremely challenging, and require sophisticated parallelization schemes imple-
mented on multiprocessor CPUs of large super computers [81]. However, the
CPU implementation suffers from bandwidth limitations, and the large commu-
nication overhead for the HEOM approach sets strong limitations on the number
of CPU-cores where parallelization remains efficient [81].
In this work we overcome the hardware restriction of CPUs by using the new
technology of GPU (graphics processing unit) computing. We develop an elab-
orate algorithm utilizing the 448 streaming processors provided by the NVIDIA
C2070 graphics board. GPU-HEOM scales linearly with the number of available
streaming processors resulting in a 448-fold reduction of computation time. We
obtain an enormous gain in performance. Studies of the transfer efficiency for the
FMO complex for a wide range of parameters, for example, are done within hours
of GPU computation time, while the same calculations would require several
weeks on a single core CPU, Kreisbeck et al. Ref. [78]. Our GPU-HEOM algo-
rithm opens a wide field for new opportunities to perform numerical simulations.
Besides, investigations of the transfer efficiency within different regimes help to
gain new insight into the underlying functional mechanisms. The GPU-HEOM
provides an efficient implementation of the simulation of the experimentally mea-
sured 2d-spectra, see Hein, Kreisbeck et al. Ref. [46]. In particular, we extend
the previous formulation of HEOM, which has been limited to a Drude-Lorentz
spectral density, to more general structured spectral densities by employing the
Meier-Tannor decomposition [82]. This allows us to investigate the role of specific
strongly coupled vibrational modes to the transfer dynamics, see Kreisbeck and
Kramer in Ref. [83]. To our knowledge, up to date, the GPU-HEOM is the only
algorithm able to perform numerical simulations of 2d-spectra of experimental
four-wave mixing signals of the FMO complex for a structured spectral density,
while fully including higher order phonon processes and temporal correlations in
the vibrations. This provides an efficient tool to study 2d-spectra, and to ana-
lyze the relevance of the continuous shape of the spectral density for prolonged
coherence in LHCs.
The second part of this work is devoted to the investigation of electron trans-
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port through AlGaAs/GaAs semiconductor heterostructures, which is governed
by a transport regime different from the one underlying the energy transfer in
LHCs discussed above. The process of photosynthesis is carried out at physiolog-
ical temperatures so that the energy transfer is dominated by a strongly dissipa-
tive dynamics whereas in nano-electronics experiments are typically performed in
dilution refrigerators at very low temperatures down to few milli-Kelvin. Another
difference compared to biological systems is that experiments in semiconductor
nano-electronics typically use rather pure samples. Sophisticated experimental
techniques enable the fabrication of AlGaAs/GaAs based high mobility samples
with large mean-free path up to 50 µm [84, 85, 86, 87, 88]. The mean-free path
corresponds to the length scale where the electrons undergo a coherent motion
without inelastic scattering. The mean-free path is typically larger than the
extension of the device. As a consequence one observes ballistic electron trans-
fer. In the ballistic regime, transport is dominated by coherent electron motion
and elastic scattering at the device geometry. The transport characteristics are
determined by sensitive interference effects. Thus, the theoretical simulation
of ballistic electron transport requires an accurate modeling of the nanodevice
geometry. In orthogonal micro-junctions, for example, such interference effects
significantly influence the magneto transport leading to a negative Hall resistance
[89] or the quenching of the Hall resistance for small magnetic fields [90, 91].
In AlGaAs/GaAs heterostructure the electron system is confined at the in-
terface of the different layers along the direction perpendicular to the interface,
and forms a two-dimensional electron gas (2DEG). A further confinement of the
electron system to even lower dimensions is achieved in the device fabrication
process by etching techniques or additional gate voltages [92, 93, 94]. This fa-
cilitates for instance the fabrication of quantum waveguides, quantum dots or
quantum point contacts [92, 93, 94]. In fact, AlGaAs/GaAs based nano-devices
show a rich variety of quantum effects. Some of the most prominent effects are
the quantum Hall effect [95], conductance quantization in low-dimensional sys-
tems [96], magnetic focusing [97], and resonant tunneling [98, 99]. The idea of
nano-electronics is to exploit quantum effects in semiconductor heterostructures,
and to develop new devices such as single electron transistors [100] based on
resonant tunneling. Ballistic transport offers the prospect of developing fast and
low power consuming devices [101, 102, 103]. Possible applications range from
side gated three terminal Y-junctions, which are used as switching devices [101],
to quantum interference transistors [102]. Further magneto-ballistic effects are
employed to design ballistic rectifiers [104].
Theoretical descriptions of ballistic transport are commonly based on the
Landauer-Büttiker formalism [105, 106], where currents and voltages are ex-
pressed in terms of transmission amplitudes. The latter reflect the coherent
scattering at the geometry of the device. A standard method to compute the
transmission amplitudes is the recursive Green's function approach [107, 98].
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These computations are numerically challenging. In recent years sophisticated
implementations of the recursive Green's function algorithm [108, 109, 110, 111]
have been developed, all of which speed up the algorithm. Nevertheless the re-
cursive Green's function approach suffers from the problem that the transmission
amplitude is attained for a single Fermi energy only, which makes it inefficient for
experiments where the device characteristic is probed for a wide range of Fermi
energies.
In this work we introduce a time-dependent approach based on wave-packet
propagation. A related approach in mesoscopic transport is addressed in a recent
article by Kramer, Heller and Parrott Ref. [112], who propagate a wave- packet
pulse to describe experiments on magnetic focusing [97]. We extend concepts
of quantum chemistry [113, 114, 115, 116, 117, 118] to ballistic transport, and
show that the wave-packet propagation carries the information of the transmis-
sion amplitudes that are extracted by cross-correlation functions with suitable
receiver wave-packets. The wave-packet approach yields several advantages for
the simulation of ballistic electron transport in mesoscopic physics: (i) it gives
efficient simulations of the transmission amplitudes for large and complicated
multi-terminal devices geometries. For example in Kreisbeck et al. Ref. [119]
we use the wave-packet approach to simulate the transmission amplitudes in
four-terminal ring-structures with device sizes up to 3 µm×2 µm. (ii) a sin-
gle wave-packet propagation gives the energy-resolved transmission amplitudes
for a large range of Fermi energies. (iii) the choreography of the propagated
wave-packet reveals information about intrinsic scattering properties. (iv) the
time-dependent approach is well-suited for GPU implementations. We develop
an efficient GPU algorithm resulting in a 35-fold speed-up compared to a single-
core CPU implementation. Recently, Krückl and Richter in Ref. [120] extended
the time-dependent approach introduced here to describe transport in topological
insulators.
We use the wave-packet approach to study ballistic transport in an Aharonov-
Bohm (AB) interferometer. The AB effect is a pure quantum effect observed
in double-slit like two-path interference devices [121]. The resulting interference
pattern shows an oscillatory behavior. The period of these oscillations depends
on the enclosed magnetic flux. The AB effect shows oscillations in the con-
ductance measurements of waveguide-based ring-structures [122, 123, 124]. The
pioneering work of Yacoby et al. in Ref. [125] has brought AB ring interferome-
ters back into focus in mesoscopic physics. The authors of Ref. [125] propose that
the AB interferometer can be configured as a detector of the transmission phase
of a quantum dot that is embedded in one of the arms of the ring. While the
transmission amplitude through quantum systems is accessible by means of con-
ductance measurements, the AB interferometer offers the advantage of extracting
additional phase information. Indeed, successive experiments by Schuster et al.
in Ref. [126] and Avinun-Kalish et al. in Ref. [127] measure the transmission
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phase of embedded quantum dots, which contributes to the phase of the AB
oscillations. Following simple models such as the Friedel sum rule or the one-
dimensional (1d) double barrier-well potintial [128, 129], there is a continuous
shift in the phase of the AB oscillations by pi if the Fermi energy is scanned
through a resonance of the quantum dot. Besides this continuous phase drift,
the experiments [126, 127] show phase lapses of pi between certain consecutive
resonances, which have not been expected in the simple models mentioned above.
For large occupation numbers of the quantum dot the phase lapses of pi become
universal, and appear between any consecutive resonance of the quantum dot.
Those unexpected phase lapses have created a lot of interest. By now there are
several theoretical investigations trying to understand the origin of the universal
phase behavior [130, 131, 132, 133].
The first step toward a theoretical understanding of the complicated effects un-
derlying the AB-setup with an embedded quantum dot is a characterization of the
empty interferometer (without quantum dot). Not all quantum-ring setups are
equally well-suited for measuring the transmission phase of quantum dots. For
example, in two-terminal devices time reversal symmetry enforces phase rigid-
ity, and the phase of the AB oscillations is restricted to 0 or pi [122, 123, 124].
In this situation there is no continuous phase drift, while phase changes always
appear in form of abrupt pi phase-jumps. To overcome phase rigidity the experi-
ments open the ring to additional terminals. In fact, for a suitable arrangement
of current and voltage probes (non-local setup), four-terminal measurements in
quantum waveguide rings by Kobayashi et al. in Ref. [134] show a continuous
phase drift in the AB oscillations as function of the Fermi energy. However,
for a different arrangement of current and voltage probes (local setup) there is
no continuous phase drift, and the results resemble two-terminal measurements.
The empty four-terminal interferometer shows complicated features in the phase
of the AB oscillations, such as pi phase-jumps that emerge both in the non-local
and the local setup. The experimentally observed effects are universal, and de-
tected in several experiments [135, 119, 103, 134]. The origin of these effects is
not yet understood, and a profound microscopic understanding of four-terminal
waveguide AB interferometers is inevitable. This may serve as a guideline for
experimentalist to design improved setups.
In this thesis we provide accurate numerical simulations of the four-terminal
waveguide rings. We use our wave-packet approach, which allows us to incor-
porate the 2d-potential landscape defining the device geometry. This way we
manage to go beyond 1d-models [136, 137, 138, 139, 140, 141]. It turns out that
the wave-packet approach is particularly well-suited for the problem at hand,
since it simulates efficiently the scan through the Fermi energy. Our numerical
simulations facilitate the comparison with recent experiments by Buchholz et
al. in Refs. [142, 135, 119]. The idea of this experimental setup is to design an
improved device that allows for a clear continuous phase drift in the AB oscil-
9
Introduction
lations. Compared to previous experiments by Kobayashi et al. in Ref. [134]
the device designed by Buchholz et al. in Refs. [142, 135, 119] is advantageous
in several aspects [119]: (i) the ring is fabricated as a semi-circle, which breaks
the symmetry in the path length of the two arms of the ring. This enables a
continuous phase drift by changing the Fermi energy. (ii) the contacts feeding
the leads are placed far away from the ring, and do not disturb the measurement
setup. (iii) the electrons are injected into the ring via well-defined orthogonal
cross-junctions to minimize reflections at the leads. Nevertheless, the improved
design does not yield any improvement concerning the aim of avoiding abrupt pi
phase-jumps. Our numerical simulations reveal that the phase jumps are intrin-
sic features of the interference at the geometry of the four-terminal waveguide-
ring. Multiple Fabry-Perot [143] like reflections in the arms of the ring result
in resonances. Those resonances lead to a drastic change of the microscopic
scattering properties of the cross-junction, which gives the experimentally de-
tected abrupt pi phase-jumps in the AB oscillations at certain Fermi energies.
The back-coupling between resonances in the arms and the scattering of electron
flow in the cross-junction is not captured in previous studies using 1d-models
[136, 137, 138, 139, 140, 141].
Even though the empty AB waveguide rings show non-trivial interference ef-
fects, we demonstrate that devices like the one fabricated by Buchholz et al. in
Refs. [142, 135, 119] are suited as transmission phase detectors, provided that
there is a careful preparation of the setup. Indeed, we configure the AB inter-
ferometer as transmission phase detector, and place a harmonic quantum dot
in one of the arms of the ring. To avoid disturbing multi-mode scattering we
consider a transport regime where only two transversal modes of the waveguides
contribute. The quantum dot couples to the ring via resonant tunneling. There
is transport through both arms of the ring only if the Fermi energy hits a res-
onance of the embedded quantum dot. In the other cases one does not observe
an AB interference pattern in the measured signal. The theoretical calculation
is relevant to the experiments by Schuster et al. in Ref. [126] and Avinun-Kalish
et al. in Ref. [127]. These experiments use a strongly confined quantum dot
such that the magnetic flux does not penetrate the quantum dot. In this work
we consider a different regime, and embed a less strongly confined harmonic
quantum dot into the interferometer. This leads to a significant splitting of the
energy levels of the quantum dot with increasing magnetic field. According to
the Darwin-Fock spectrum [98] the individual resonances of the harmonic quan-
tum dot at zero magnetic field split into several resonances corresponding to the
angular momentum states for a finite magnetic field. In the resonant tunneling
regime [107, 98, 99], the transmission phase undergoes a continuous pi drift while
scanning the Fermi energy through the resonances corresponding to the angu-
lar momentum states. Since the angular momentum states for the same main
quantum number have the same parity, the transmission phase shows a phase
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lapse of pi between consecutive angular momentum states. The observed trans-
mission phase behavior of the Darwin-Fock states is to some extent similar to
the universal phase-behavior observed in Refs. [126, 127]. We perform numerical
simulations for the AB interferometer with the embedded harmonic quantum
dot. Our results demonstrate that the transmission phase of the Darwin-Fock
spectra creates unambiguous features in the AB interference fringes as function
of the Fermi energy. Precisely, the Darwin-Fock spectrum shows cat's whisker
like interference pattern.
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1 Photosynthesis in green sulfur
bacteria
Photosynthesis converts sunlight into chemical energy and is one of the most
important processes on earth. Worldwide, more than 100 billion tons of biomass
[144] are produced each year and photosynthesis is the driving force in nature.
Besides higher plants like trees and flowers 50 percent of the total photosynthesis
is carried out by algae and Bacteria [145]. Cyanobacteria, purple bacteria, and
green sulfur bacteria are among many others, the most prominent representatives
of light-active bacteria [21]. The light absorbing pigments of photosynthetic
bacteria are various bacteriochlorophylls (BChls) and carotenoids, which give the
bacteria distinct colors, ranging from green and brownish-green to red and purple
[21]. There are several types of BChls that have slightly different structures
leading to variations in their absorption spectra. BChl a, for example, absorbs
light in the infrared spectrum around 800 nm [146], whereas the absorption
spectrum of BChl c [147] is similar to that of Chlorophylls. Chlorophylls are
the light-active pigments of plants and show peaks in the absorption spectra for
wavelength between 400 nm-500 nm (blue) and 600 nm-700 nm (red). This gives
plants their unambiguous green color [148].
In the following, we are interested in the photosynthesis process of green sulfur
bacteria. Green sulfur bacteria live under low light conditions and have evolved
highly efficient strategies for catching available photons and storing the absorbed
energy via chemical reactions in the form of chemical energy. Green sulfur bacte-
ria are found in microbial mats around Octopus Springs in Yellowstone National
Park [149, 150]. Recently, a brown-colored species of green sulfur bacteria was
discovered in the Black Sea between 90 m and 120 m below the surface [151].
With their highly efficient photosynthesis system, green sulfur bacteria are per-
fectly adapted to a life under low light conditions where, on average, each BChl
absorbs just a single photon in a period of approximately six hours [30]. Fig-
ure 1.1 shows a schematic sketch of the photosynthetic apparatus of green sulfur
bacteria. The main functional building blocks [29, 30, 31] are the chlorosome
antenna, where photons are absorbed and the reaction center (RC), where the
energy is stored by chemical reactions. The reaction center protein is located
in the membrane. Typically, there are about 50 reaction centers per chlorosome
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baseplate
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Figure 1.1: Sketch of the photosynthetic apparatus of green sulfur bacteria
[29, 30, 31]. Light is absorbed in the huge chlorosome antenna which
contains up to 250 000 BChl molecules. The absorbed energy cre-
ates electronic excitations in the BChls and accumulates in the base-
plate. The latter is connected to the reaction center (RC) via the
Fenna-Matthews-Olson (FMO) complex. The FMO complex acts as
an energy wire and transfers the excitation energy with near-unity
efficiency to the reaction center. In the reaction center, excitation
energy is trapped by photochemical reactions and is stored in the
form of chemical energy.
and, on average, 5,000 light absorbing BChls provide the energy for a single reac-
tion center [31]. Plants only have 40 Chlorophylls per reaction center [152], which
illustrates that green sulfur bacteria require an immense light harvesting antenna
to collect photons under the extremely low light intensities. The BChls in the
chlorosome antenna are organized by self-assembly and form cylindrical rods [31].
The cylindrical rods couple with each other and the electronic excitation is trans-
ferred within ∼10 ps to the baseplate of the photosynthetic apparatus [31]. The
baseplate is a dimer sandwich of CsmA-proteins containing BChl a molecules
that form a two-dimensional crystalline structure [31, 29]. The baseplate is in
contact with the Fenna-Matthews-Olson (FMO) complex, which finally transfers
the energy to the reaction center. It is proposed [31] that the concept of coupling
the reaction center to the baseplate via the FMO complex enhances the number
of BChls that are linked to the reaction center. This yields a stronger connection
between the antenna and the reaction center. Energy transfer through the FMO
complex occurs with near unity efficiency [22] and almost the complete amount
of excitation energy, accumulated in the baseplate, is transferred to the reaction
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center.
In the reaction center, the photon energy induces a charge separation, forming
an electrostatic potential ∆Ψ across the membrane. Predicted timescales for
the process of charge separation in the reaction center range from 3 ps [152]
to 25 ps [153]. Secondary electron donors and acceptors act as a proton pump
and keep a proton gradient of ∆pH across the membrane, feeding an ATP circle
[154], where energy is finally stored in the high-energy phosphate bonds of ATP
[152, 153, 155].
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2 The Fenna-Matthews-Olson
(FMO) complex
2.1 Structure of the FMO complex
The FMO complex was discovered in 1962 by John M. Olson [27]. Roger Fenna
and Brian W. Matthews resolved the structure of the FMO complex using X-ray
crystallography with a 2.8 Å resolution [28]. A detailed analysis of the FMO
complex was available in 1979 [156]. The structure of the FMO complex is listed
in the protein data base [23]. For a review of the research history of the FMO
complex, we refer the reader to Ref. [157].
The FMO complex is a trimer, composed of three identical subunits arranged
around a three-fold symmetry axis. Since the different subunits only interact
weakly with each other we restrict our studies to a single subunit. Each subunit
contains seven coupled BChls, that are embedded in a protein mask formed
by a polypeptide backbone. Fig. 2.1 illustrates the arrangement of the seven
BChls within a single subunit [69]. Not much is known about the microscopic
mechanisms of the linking of the FMO complex to the antenna and the reaction
center, and the question of exactly which BChls are involved is still an open
issue. Theoretical studies [69, 49] predict BChl 3 and BChl 4 to be the BChls
with the lowest excitation energies. Therefore the BChl 3 side of the FMO
complex is expected to be located close to the reaction center to enable energy
funneling. Experimental evidence for the orientation of the FMO complex is
given in 2009 by Wen et al. in Ref. [158], in which the authors confirm that the
BChl 3 side of the protein interacts with the reaction center, while the BChl 1 side
is in contact with the baseplate of the chlorosome antenna. Previous theoretical
works [52, 59, 62] assume a strong interaction of BChl 3 with the reaction center
and link BChl 1 and BChl 6 to the antenna. The energy to excite the electronic
configuration of the BChls of the FMO complex is around the wavelength of
800 nm and is therefore in the infrared range. Under physiological conditions,
the energy to create an initial excitation within the FMO complex is provided
by the baseplate. The BChls are coupled via dipole-dipole interactions and the
electronic excitation moves through the FMO complex [32]. Finally, energy is
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Figure 2.1: Arrangement of the seven core BChls of a single subunit of the
FMO trimer. Initial excitations enter the FMO complex from the
antenna either at BChl 1 or BChl 6. The BChls are coupled to
each other and energy is transferred through the FMO complex to
BChl 3 and BChl 4. These BChls are close to the reaction center
where the excitation energy induces a charge separation. Recently,
an eighth BChl has been discovered [159, 160] that is located close
to the baseplate. It is suggested that this additional BChl enhances
the coupling of the seven core BChls to the baseplate [159, 160, 40].
transferred to BChls 3 and 4. These are in contact with the reaction center where
the energy is trapped.
The BChls are embedded in a protein environment and depending on the local
structure of the protein mask, the electronic configuration varies from BChl
to BChl. Quantum chemistry computations, based on time-dependent density
functional theory in combination with classical electrostatics, yield theoretical
predictions for the site energies and the coupling strengths between the BChls
[69]. Peptide α-helices are responsible for BChl 3 having the lowest excitation
energy [69]. The protein environment modulates the electronic properties of
the BChls, which are tuned to yield fast energy transfer to the reaction center.
To what extent the FMO complex has developed optimal transfer conditions is
discussed in detail in chapter 4.
Novel structural analysis based on X-ray diffraction reveals an eighth BChl
in the FMO complex. The eighth BChl is located in a cleft on the surface of
the FMO complex and closes the gap between the baseplate and the seven core
20
2.2 The Frenkel exciton Hamiltonian
BChls [159, 160]. The excitation energy of the eighth BChl has been extracted by
theoretical simulations, taking into account the crystal structure on an atomistic
level [40]. The excitation energy of the eighth BChl is reported to be the highest
one. Since the eighth BChl is located close to the baseplate, it is suggested that
the presence of the additional BChl enhances the interaction with the chloro-
some antenna. We only include the eighth BChl on an elementary level. We
assume that the additional eighth BChl acts as a linker between the baseplate
and the seven core BChls, and distributes the initial excitation energy from the
baseplate to BChl 1 or 6. For spectroscopic studies, the FMO complex is isolated
from the chlorosome antenna and the reaction center. During this preparation
procedure the loosely bound BChl 8 gets detached in most cases, and the BChl 8
is only present in 35% of the FMO complexes in the sample [40]. Hence, it is
sufficient to consider the seven core BChls of the FMO complex for simulations
of experimental spectra, the subject of chapters 5, 6 and 7.
2.2 The Frenkel exciton Hamiltonian
Theoretically, an atomistic model and an ab initio treatment of the energy trans-
fer in LHCs describing the dynamics in full detail is computationally much too
expensive. We use an effective description of the exciton dynamics within a
Frenkel exciton Hamiltonian [32, 161, 162, 163]
H = Hex +Hphon +Hex−phon +Hreorg. (2.1)
The basic concepts of the microscopic picture behind the Frenkel Hamiltonian
is given in Appendix A.1. The total Hamiltonian is composed of the exci-
ton system Hex, the motion of the nuclei is modeled by harmonic vibrations
Hphon =
∑
m,ξ ~ωξ,mb
†
ξ,mbξ,m and coupling terms between the exciton and vibra-
tional degrees of freedom are expressed by the last two parts. We assume low
light conditions where there is at most a single electronic excitation present in
the coupled BChls. For a system with N BChls, the exciton Hamiltonian reads
Hex =
N∑
m=1
ε0ma
†
mam +
∑
m>n
Jmn
(
a†man + a
†
nam
)
, (2.2)
where a†m (am) is defined as the creation (annihilation) operator of electronic
excitations at BChl m. The state |m〉 = a†m|0〉 corresponds to an electronic ex-
citation at BChlm while the electronic configuration of all other BChls remains
in the ground state. The state |0〉 is defined as the ground state without any
electronic excitations (all BChls are in the electronic ground state). The en-
ergy required to create an electronic excitation is denoted by ε0m. Electronic
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excitations also induce molecular vibrations leading to the reorganization energy
Hreorg =
N∑
m=1
λma
†
mam. (2.3)
The reorganization energy is the energy that is dissipated in the protein environ-
ment to relax the vibrational coordinates to their new equilibrium configuration
[32]. More details are given in Appendix A.1.3. We denote an electronic ex-
citation at BChl m as a population of site m with corresponding site energy
εm = ε
0
m + λm. Dipole-dipole couplings between different BChls yield the inter-
site couplings Jmn giving rise to delocalization of the excitation energy over all
BChls. Information about the site energies and inter-site couplings can be ex-
tracted from fits to measured linear absorption spectra [164, 49, 68, 67].
We assume a linear coupling of the exciton system to the vibrational environ-
ment
Hex−phon =
N∑
m=1
VmBm, (2.4)
with
Vm = a
†
mam and Bm =
∑
ξ
~ωξ,mdξ,m(b†ξ,m + bξ,m). (2.5)
The exciton-phonon coupling term originates from a vertical Franck-Condon
transition between the potential energy surface of the electronic ground and the
electronic excited state of the BChls. A detailed microscopic derivation and phys-
ical interpretation of the Frenkel exciton Hamiltonian is given in Refs. [32, 163].
The basic concepts are also summarized in Appendix A.1.
The parameters of the Frenkel exciton model for the FMO complex are ex-
tracted from fits to experimental data [66, 67, 68] in combination with crystal
structure-based calculations [49, 69, 70]. The FMO complex is a part of the
photosynthetic apparatus of green sulfur bacteria. During evolution, different
species of green sulfur bacteria have emerged [21, 165]. The most prominent
representatives of green sulfur bacteria are C. tepidum and P. aestuarii. The
structure of the FMO complex of both bacteria is slightly different [49]. In the
following, we use the parameter for C.tepidum given in Ref. [49] (table 4 (trimer
column) and table 1 (column 4)) listed in Table 2.1. The extracted parameters
for the Frenkel Hamiltonian depend on the theoretical model used. In the liter-
ature there are several numerical simulations resulting in slightly different site
energies and inter-site couplings [68]. The parameters of the FMO complex are
special in the sense that all parameters are of the same order of magnitude. For
example, the difference in site energies εm − εn and the inter-site couplings Jmn
are in the same range as the reorganization energy λ ≈ 40 cm−1 [49, 43]. Even
the thermal activation energy kBT = 200 cm−1 for T = 300 K is of the same
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BChl1 BChl2 BChl3 BChl4 BChl5 BChl6 BChl7
BChl1 12410 -87.7 5.5 -5.9 6.7 -13.7 -9.9
BChl2 -87.7 12530 30.8 8.2 0.7 11.8 4.3
BChl3 5.5 30.8 12210 -53.5 -2.2 -9.6 6.0
BChl4 -5.9 8.2 -53.5 12320 -70.7 -17.0 -63.3
BChl5 6.7 0.7 -2.2 -70.7 12480 81.1 -1.3
BChl6 -13.7 11.8 -9.6 -17.0 81.1 12630 39.7
BChl7 -9.9 4.3 6.0 -63.3 -1.3 39.7 12440
Table 2.1: The exciton Hamiltonian in the site basis in units of cm−1. Bold font
denotes the dominant inter-site couplings and site energies. Values are
taken from [49]. The entries at line BChlm and row BChlm′ correspond
to matrix elements 〈m|Hex|m′〉. The extracted site energies and inter-
site couplings depend on the theoretical model used. There are several
numerical simulations for the FMO complex which all predict slightly
different site energies and inter-site couplings [68].
order of magnitude. That is, there is no small parameter that can be treated
as a perturbation. Thus, numerical simulations of the transfer dynamics in the
FMO complex require a non-perturbative approach [166]. More details about
the energy transfer dynamics and the comparison with approximative theories
based on second-order perturbation theory are given in chapter 3.
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3 Energy transfer dynamics in the
FMO complex
3.1 Introduction
The exciton system Hex is not isolated and couples to a vibrational environ-
ment. This gives rise to an energy exchange between excitonic and vibrational
degrees of freedom and induces dephasing, dissipation and energy relaxation in
the transfer dynamics [32]. In quantum mechanics dissipation is studied theoret-
ically within a reduced density operator formalism [32, 3]. The reduced density
operator describes the state of the exciton system and is obtained after averaging
out the vibrational degrees of freedom. In site basis B = {|m〉} the reduced den-
sity operator is represented by localized electronic excitations at BChl m. The
population dynamics, that is the time evolution of the diagonal entries of the
reduced density matrix in the site basis, highlights the energy flow among the
coupled BChls within light-harvesting complexes (LHCs) while the off-diagonal
elements stand for the amount of coherence and delocalization within the exciton
system [32]. An alternative basis set for the reduced density operator is given in
terms of exciton eigenstates Bex = {|EM〉} with Hex|EM〉 = EM |EM〉.
The aim of this chapter is to provide theoretical techniques to explore the en-
ergy transfer in the FMO complex. A standard approach is given by the master-
equation formalism [32, 3, 4], which is based on second-order perturbation theory
with respect to the exciton-phonon coupling. Additionally, the master-equation
formalism relies on the Markov approximation. The Markov approximation fol-
lows the assumption that the reorganization process is fast and that the vibra-
tional coordinates relax instantaneously to thermal equilibrium [32, 166]. In this
case, the temporal correlations in the vibrations are given by a Dirac delta func-
tion and the time evolution of the reduced density operator is expressed in terms
of rate equations commonly referred to as Redfield equations [32]. A further sim-
plification entails the secular approximation in which the rate equations attain
Lindblad form [32, 3]. The advantage of the Redfield and the related Lindblad
equations is that they are simple to handle, numerically easy to implement, and
computationally efficient. This makes these approaches popular and they are
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widely applied to energy transfer in LHCs [54, 57, 62, 167, 168, 169, 56].
However for the energy transfer process in LHCs, the parameters of the exciton-
phonon coupling leave the range of validity of the Redfield equations [166]. For
the FMO complex, phonon relaxation times are reported to be in the range
between 35 fs [43] and 166 fs [39], which is of the same timescale as the exci-
ton dynamics. Therefore, temporal correlations in the vibrations influence the
energy transfer process [43, 170]. Moreover, the coupling strength between exci-
tons and vibrations, quantified by the reorganization energy λ = 35 cm−1 [39],
is large, and theoretical simulations have to go beyond second order perturba-
tion theory. In section 3.3 we introduce the hierarchical equation of motion
(HEOM) technique established by Tanimura and Kubo [77] and developed fur-
ther in Refs. [171, 172, 173, 174, 175, 176, 177]. HEOM is a non-perturbative
approach that properly incorporates higher-order phonon processes and tempo-
ral correlations in the phonon environment. The HEOM approach works best
at physiological temperatures relevant for studying the functional role of LHCs.
HEOM relies on a second-order cumulant expansion that is exact for a harmonic
bath. In its original version, HEOM is limited to a Drude-Lorentz spectral
density, defining the phonon-mode dependent exciton-phonon coupling strength.
Furthermore HEOM is numerically extremely demanding, restricting the analy-
sis of energy transfer in LHCs either to small systems [178, 179] or the discussion
of very limited parameter sets [43, 47, 80].
We overcome this limitation by developing a graphics processing unit (GPU)
implementation of the hierarchical equations of motion approach (GPU-HEOM).
The idea behind the GPU-HEOM is to use up to 448 streaming processors pro-
vided by the NVIDA C2070 graphics board in parallel. Our algorithm employs
optimal work distribution, minimizes numerically expensive memory transfer and
uses fast memory access via shared and constant memory provided by the GPU
hardware architecture. These optimization strategies result in a 448-fold reduc-
tion of computation time as, illustrated in detail in Kreisbeck et al. Ref. [78].
Our GPU-HEOM cuts down the computation time drastically and sets the basis
for the generalization of HEOM to more general spectral densities. We carry out
this in chapter 7.3.
In section 3.2 we introduce the basic concepts of the reduced density operator
description. In section 3.3 we follow the line of arguments of Ref. [174], and de-
rive the HEOM approach, which rewrites the time-nonlocal equation of motion
for the reduced density operator into hierarchically coupled equations of motions
for a set of suitable defined auxiliary matrices. In section 3.4, we recapitulate the
basic ideas of the energy transfer dynamics in the FMO complex [32]. We illus-
trate the electronic structure of the FMO complex and state the main pathways
of energy flow. We further compare the HEOM results with approximative Red-
field equations and investigate how the process of energy transfer is influenced by
higher-order phonon processes and finite phonon relaxation timescales. Finally,
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in section 3.5, we investigate limiting cases where HEOM goes into a Marko-
vian weak coupling limit. In the weak coupling regime, the exciton dynamics is
accurately described by the Redfield equations.
3.2 Theoretical description of the energy
transfer
In the following, we introduce basic concepts of the reduced density matrix ap-
proach [32, 3, 4]. The time evolution of the total density operator R(t), which
characterizes the degrees of freedom of the exciton system as well as the de-
grees of freedom of the phonons, is governed by the Liouville equation. In the
interaction picture, the Liouville equation is given by
d
dt
R˜(t) = − i
~
[H˜ex−phon(t), R˜(t)] = − i~L˜(t)R˜(t), (3.1)
where we denote interaction picture operators by
O˜(t) = exp( it
~
H0)O exp(− it~H0), (3.2)
with H0 = Hex + Hphon + Hreorg. We assume that the total density operator
factorizes at initial time t0 = 0 in system and vibrational degrees of freedom
R(t0) = ρ(t0)⊗ ρphon(t0). (3.3)
The protein is embedded in a thermal environment with temperature T . We
treat the vibrations as a bosonic bath and the vibrational degrees of freedom are
represented by the thermal state
ρphon(t) = exp (−βHphon/kBT ) /Tr{exp (−βHphon)}, (3.4)
with β = 1/kBT . We express the coupling strength between excitons and
phonons at BChl m by the spectral density
Jm(ω) = pi
∑
ξ
~2ω2ξ,md2ξ,mδ(ω − ωξ,m). (3.5)
A microscopic theory of the Frenkel exciton Hamiltonian reveals that the coupling
strengths to the vibrations and the reorganization energy are in relation to each
other, see Appendix A.1, eqs. (A.26) and (A.27). Thus, the spectral density is
related to the reorganization energy by∫ ∞
0
dω
Jm(ω)
pi~ω
= λm. (3.6)
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The goal is to derive equations of motion for the reduced density operator
which is obtained after tracing out the vibrational degrees of freedom
ρ(t) = Trphon{R(t)}. (3.7)
By employing second-order perturbation theory in the exciton-phonon coupling,
the time evolution of the reduced density operator is given in terms of simple rate
equations for the entries of the reduced density matrix, see Appendix A.2. With-
out these approximations, the time evolution of the reduced density operator is,
in general more involved and numerically demanding to handle.
3.3 Hierarchical equation of motion
(HEOM) approach
In the following, we introduce the hierarchical equation of motion (HEOM) ap-
proach [77]. HEOM is neither based on perturbation theory nor does it rely
on the Markov approximation. Within a Frenkel exciton model, HEOM gives
an exact solution for the energy transfer in LHCs, even for a strong exciton-
phonon coupling and slow phonon relaxation. As we discuss in section 2.2, for
the FMO complex all parameters are of the same order of magnitude and one
needs to go beyond second-order perturbation theory with respect to the exciton-
phonon coupling. Furthermore, as Ishizaki and Fleming demonstrate [43], the
slow phonon relaxation significantly influence the energy transfer dynamics. Both
effects, higher order phonon processes and the finite timescale of the reorganiza-
tion process of the phonon bath are accurately captured by the HEOM approach
[174].
To derive HEOM, we start from the Liouville equation (3.1) and follow the
arguments given by Ishizaki and Fleming in Ref. [174]. We assume that the
exciton and vibrational degrees of freedom of the total density operator initially
factorize. The total density operator at t = t0 is given according to eq. (3.3).
The factorization condition only holds for the initial time, while at later times
the exciton and phonon dynamics become entangled [180]. Formal integration
of the Liouville equation (3.1) and tracing out the phonon degrees of freedom
yields
ρ˜(t) = U˜(t)ρ˜(0) (3.8)
with
U˜(t) = 〈T+ exp
(
− i
~
∫ t
0
ds L˜(s)
)
〉. (3.9)
Here 〈...〉 = Trphon{ ... ρphon} stands for the bath expectation value and T+
denotes the chronological time-ordering operator. We make use of the Gaussian
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nature of the harmonic vibrations and reduce bath expectation values to products
of two-time correlation functions
Cm(τ) = 〈B˜m(τ)B˜m(0)〉. (3.10)
The operators Bm are defined in eq. (2.5). We assume that vibrations at different
pigments are uncorrelated. The time evolution operator is then given by
U˜(t) = T+
∏
m
exp
(∫ t
0
dsW˜m(s)
)
, (3.11)
with
W˜m(t) = − 1~2
∫ t
0
ds V˜m(t)
×[Sm(t− s)V˜m(s)× − i~
2
χm(t− s)V˜m(s)◦]. (3.12)
The influence of the environment is characterized by the symmetrized correlation
Sm(t) = Re{Cm(t)} (3.13)
and response function
χm(t) = −2~ Im{Cm(t)}. (3.14)
For a Drude-Lorentz spectral density
J(ω) = 2λ
ων
ω2 + ν2
, with ν−1 = τc (3.15)
the response function attains an exponential form
χ(t) =
2
~
λγe−t/τc , (3.16)
where we introduced the phonon relaxation timescale τc = ν−1. Here, we assume
that all BChls couple with the same parameters to the vibrations, and we omit
the subscript m from the notation. Using the Matsubara expansion for C(t),
see Appendix A.2.1, eq. (A.51), we expand the symmetrized correlation function
into a series of exponential functions
S(t) = λν cot
(β~ν
2
)
e−νt +
2λ
β~
∞∑
k=1
2ν
γ2k − ν2
γke
−γkt. (3.17)
Here, we introduce the Matsubara frequencies γk = 2pik/β~. Assuming high
temperatures ~ν/kBT < 1, the symmetrized correlation function simplifies to
S(t) ' 2λ
β~
e−t/τc . (3.18)
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For the FMO complex, phonon-relaxation times are reported to be in the range
between τc = 35 fs [43] and τc = 166 fs [39]. For these parameters ~ν/kBT ranges
between 0.15 (τc = 166 fs) and 0.75 (τc = 35 fs) at physiological temperature
T = 300 K. Hence, the high temperature approximation is justified in this regime.
Both the symmetrized correlation function Sm(t) and response function χm(t)
decay exponentially on the phonon-relaxation timescale τc. The exponential form
is crucial to express the time-nonlocal eq. (3.8) as a hierarchy of coupled time-
local equations of motion. This requirement ties HEOM to a Drude-Lorentz-
shaped spectral density. In the following, we introduce the relaxation operator
θ˜m(t) = i
( 2λ
kBT~
V˜ ×m (t)− iλνV˜ ◦m(t)
)
(3.19)
with V ×m • = [Vm, •] and V ◦m • = {Vm, •} and define auxiliary operators
σ˜(n1,...,nN )(t) = T+
N∏
m
(∫ t
0
ds e−ν(t−s)θ˜m(s)
)nm
exp
(∫ t
0
ds W˜m(s)
)
. (3.20)
The reduced density operator is expressed in terms of ρ˜(t) = σ˜(0,...,0)(t), which
follows immediately from the definition of the auxiliary operators. The time
evolution of the auxiliary operators yields hierarchically coupled equations of
motion. The equation of motion for the reduced density operator in the Schrö-
dinger picture is given by
d
dt
ρ(t) = − i
~
Lexρ(t) +
∑
m
i
~
V ×m σ
(0,...,nm=1,...,0)(t) (3.21)
with
d
dt
σ(n1,...,nN )(t) =
(− i
~
Lex −
∑
m
nmν
)
σ(n1,...,nN )(t)
+
∑
m
i
~
V ×m σ
(n1,...,nm+1,...,nN )(t)
+
∑
m
nmθmσ
(n1,...,nm−1,...,nN )(t). (3.22)
The HEOM approach rewrites the time-nonlocal effects into hierarchically cou-
pled equations of motion eqs. (3.21) and (3.22). Instead of propagating a single
density operator ρ(t), a complete set of auxiliary operators has to be advanced in
time. The set of auxiliary operators σ(n1,...,nN )(t) describe the state of the bath.
Due to the structure of the hierarchically coupled equations of motion, informa-
tion is exchanged between the exciton system and the bath [170]. Thus, entan-
glement between excitonic and vibrational degrees of freedom emerges [180]. We
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assume that there are no correlations between excitons and vibrations at t0 = 0,
and we initially set all entries of the σ-matrices to zero.
For sufficiently large Nmax =
∑
m nm, the diagonal coupling terms in the time
evolution of auxiliary matrices become dominant and we truncate the hierar-
chy. This truncation sets the number of required auxiliary matrices #σ =
(N + Nmax)!/Nmax!N ! which scales exponentially with both system size (num-
ber of coupled BChls N) and truncation Nmax. For the energy transfer in the
FMO complex, typical truncations are of the order of Nmax = 4 to Nmax = 12
[78, 43, 46] which involves up to 50 388 auxiliary matrices in the hierarchy. There-
fore, the computational effort increases tremendously for the HEOM approach
when compared to the Redfield approach, in which only the density operator
needs to be advanced in time. Reasonable computation times require efficient
implementations like GPU-HEOM, Kreisbeck et al. Ref. [78].
The derivation of the hierarchy eqs. (3.21) and (3.22) relies on a high temper-
ature approximation that is valid at T = 300 K. However, many experimental
studies of LHCs are carried out at a temperature of T = 77 K [42, 16, 20]. For
a comparison of numerical simulations with experimental results, further low
temperature correction terms need to be employed. One possible route is to
include more Matsubara frequencies in the correlation function. However, in-
cluding more Matsubara frequencies increases the number of entries within the
index tuple (n1, ..., nN) [175, 176, 80, 177]. Hence, the number of auxiliary ma-
trices σ(n1,...,nN )(t) increases tremendously, and with this, the numerical effort as
well. We follow Ref. [43] and circumvent this increase in numerical costs by ex-
ploiting the fast relaxation timescale of the Matsubara frequencies, γ1 ≈ 15 fs at
T = 77 K. Thus, we approximate γke−γkt ∼ δ(t) by the Dirac delta distribution.
Equation (3.17) then reduces to
Sm(t) =
2λ
β~
e−νt − 2λ
β~
∞∑
k=1
2ν
γ2k − ν2
(νe−νt − δ(t)), (3.23)
where we further make use of the relation
2λ
β~
∞∑
k=1
2ν
γ2k − ν2
=
2λ
~βν
− λ cot
(~βν
2
)
. (3.24)
In the following, we consider only the first Matusbara frequency
Sm(t) ' 2λ
β~
(
1− 2ν
γ21 − ν2
ν
)
e−νt +
2λ
β~
2ν
γ21 − ν2
δ(t). (3.25)
Within this low temperature correction, there is no need to extend the index
tuple of the auxiliary matrices. The hierarchically coupled equations of motion
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eqs. (3.21) and (3.22) are only slightly modified by replacing [43]
Lex → Lex −
N∑
m=1
2λ
β~2
2ν
γ21 − ν2
V ×m V
×
m
Θm → Θm − 2λ
β~
2ν2
γ21 − ν2
V ×m . (3.26)
A further improvement of the low temperature correction can be attained by
including the second γ2 or higher Matsubara frequencies. Also, a Padé spectrum
decomposition has been proposed [181, 182] that shows faster convergence than
the Matsubara decomposition. The low temperature correction becomes par-
ticularly relevant for the simulation of electron transfer through nanostructures
where many experiments are performed at temperatures below 1 K. HEOM in
combination with a Padé spectrum decomposition was recently applied to study
higher-order tunneling processes for transport through an interacting quantum
dot system at a very low temperature of 0.3 K [182]. For energy transfer in
LHC's, however, low temperature correction is only a minor issue, since in vivo
conditions are around 300 K and experimentally relevant temperatures are above
77 K. Hence, correction terms of eq. (3.26) already give good results for the sim-
ulation of energy transfer in the FMO complex [78].
3.4 Energy funneling in the FMO complex
A sketch of the energetic structure of the FMO complex of C. tepidum (Ta-
ble 2.1) is depicted in Fig. 3.1. The thick lines indicate the site energies of the
seven BChls, whereas the arrows stand for the dominant inter-site couplings Jmn.
Dipole-Dipole interaction between neighboring BChls leads to strongly coupled
dimer pairs and forms the main pathways of possible energy transfer. BChl 7
couples to both BChl 4 and BChl 6. Initial excitation energy is provided by the
antenna. We do not take into account the transfer process from the baseplate
of the antenna to the FMO complex explicitly, but rather assume that initial
excitations are created either at BChl 1 or BChl 6.
There are two possible pathways of energy transfer. For the first pathway
(highlighted in red in Fig. 3.1), electronic excitations enter the FMO at BChl 1
and energy is transferred via BChl 2 to the target BChls 3 and 4. The second
pathway (highlighted in blue in Fig. 3.1), starts at BChl 6 and involves BChls 5
and 7 as intermediate steps to pass energy to the target states. The energetic
structure of the site energies forms an energy gradient toward the reaction center.
Because of the coupling to the vibrational modes, there is an energy exchange
between electronic excitations and vibrations, and energy is dissipated during
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Figure 3.1: Sketch of the exciton energies of the FMO complex (Table 2.1). Each
site, designated by a number, represents a BChl of the FMO complex.
The arrows indicate the dominant inter-site couplings. Electronic
excitation enters the FMO complex either at BChl 1 or BChl 6. This
gives rise to two pathways of energy flow toward the reaction center.
The coupling of BChl 3 and BChl 4 to the reaction center of BChl 3
and BChl 4 is indicated by the arrow pointing toward the site RC that
represents the reaction center. For the first pathway (red), energy is
transferred from BChls 1 via BChl 2 to BChl 3, which couples to the
reaction center. The second pathway (blue) involves BChls 1, 4, 5,
6, and 7. The structure of the site energies form an energy funnel
toward the reaction center.
the reorganization process. Thus, the exciton system thermalizes and energy is
funneled to the low exciton states.
The excitation energy transfer process is best followed in terms of the popu-
lation dynamics ρmm(t) = 〈m|ρ(t)|m〉. ρmm(t) are the diagonal entries of the
reduced density matrix in the site basis representation and correspond to the
probabilities of finding an electronic excitation at BChl m. Fig. 3.2 shows the
population dynamics for the FMO complex for the initial population at BChl 1
(ρ1 1(t0 = 0) = 1) at temperatures of T = 77 K and T = 300 K. The time
evolution of the reduced density matrix is numerically implemented within the
non-perturbative and non-Markovian HEOM approach, introduced in section 3.3.
We describe the coupling of electronic excitations and vibrations at BChl m with
a Drude-Lorentz spectral density with reorganization energy λm = 35 cm−1 and
phonon relaxation timescale τc = 100 fs. For the given parameters we truncate
the hierarchy, eqs. (3.21) and (3.22), at Nmax = 12. In order to check the conver-
gence of the hierarchy level we compare the results of the population dynamics for
truncation level Nmax = 12 with truncation Nmax = 13. Increasing the truncation
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Figure 3.2: Excitation energy transfer (EET) in the FMO complex expressed by
the population dynamics ρmm(t) = 〈m|ρ(t)|m〉. The density operator
is numerically propagated with the HEOM technique introduced in
section 3.3 with truncation Nmax = 12. Initial population is located
at BChl1. The exciton phonon-coupling is described by a Drude-
Lorentz spectral density with λ = 35 cm−1 and τc = 100 fs. We
depict the population dynamics at (a) T = 77 K and (b) T = 300 K.
leads only to minor changes |ρm,m(t, Nmax = 13)−ρm,m(t, Nmax = 12)| ≤ 7×10−6
(≤ 1.5× 10−6) at T = 77 K (T = 300 K).
Immediately after creating an initial excitation at BChl 1, there is energy
transfer among the pigments toward the target BChl 3, and the population ρ3 3
steadily increases. The energy transfer process is accompanied by long-lasting
oscillatory energy trade between populations ρ1 1 and ρ2 2, that is, energy flows
back and forth between the strongly coupled dimer pair BChl 1 and BChl 2.
At a temperature of 77 K these beatings last up to 0.7 ps, and at a physiological
temperature of 300 K, beatings preserve up to 0.4 fs. These findings go back to
Ishizaki and Fleming [43], who interpret these beatings as signatures of long-
lasting electronic coherence [43, 183]. However, in chapter 6 we show that this
interpretation is not correct. The careful and detailed analysis carried out in
chapter 6 proves that the origin of the long-lasting beatings in the population
dynamics originates from the complicated and non-trivial exchange of energy
between the exciton system and the phonon bath.
Energy relaxation guides the populations from the high energy levels to the
low energy states. In the long time limit, the exciton system thermalizes and
approaches a stationary state where the populations are distributed according to
the thermal state. For weak exciton-phonon couplings the thermal state of the
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Figure 3.3: Time evolution of population ρ11 for different levels of approxi-
mations. Dashed line: full-Redfield equations (A.37), dashdotted
line: secular time-convolutionless (TCL) master equation (A.63) and
dotted line: secular Born-Markov approximation (Appendix A.2.2).
None of the approximative approaches matches the exact HEOM re-
sult (solid line). Parameters used: λ = 35 cm−1, τc = 100 fs and
T = 300 K.
single exciton manifold is given by the Boltzmann statistics
ρthermal =
exp(−βHex)
Tr{exp(−βHex)} . (3.27)
For stronger coupling to the phonon bath the stationary state deviates from the
Boltzmann statistics [184]. A further analysis of the thermal population in the
FMO complex for HEOM simulations is given by Kreisbeck et al. in Ref. [78].
For the temperature T = 77 K, the stationary state is approached after ap-
proximately 10 ps where nearly the complete energy accumulates at the target
states, ρ33 + ρ44 = 0.95. For the higher temperature T = 300 K thermalization
occurs on a faster timescale and the stationary state is attained after 6 ps. At
T = 300 K, the thermal activation yields an enhanced probability for populat-
ing higher states, but the energetically lowest states BChl3 or BChl4 are still
preferred, ρ33 + ρ44 = 0.54.
In the following we study the influence of non-Markovian effects and higher
order phonon processes on the exciton dynamics. Fig. 3.3 shows the popula-
tion dynamics within different levels of approximation. We use the parameters
λ = 35 cm−1 and τc = 100 fs. The initial population is located at pigment BChl 1.
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Figure 3.4: Real part of the Redfield rates for phonon relaxation timescales τc =
100 fs and τc = 10 fs. The vertical lines indicate the energy difference
EM −EN between the two eigenstates of the exciton Hamiltonian of
the FMO complex, as stated in Table 2.1. Parameters used: λ =
35 cm−1 and T = 300 K.
We compare the exact HEOM results at a temperature of T = 300 K with the
full Redfield equations (A.37), the secular time-convolutionless (TCL) master
equation (A.63), and the secular Born-Markov approximation (Appendix A.2.2).
The latter is obtained from the secular TCL master equation by employing the
Markov approximation. All of these approximations are based on second-order
perturbation theory in the exciton-phonon coupling. See Appendix A.2. None
of the approximative approaches agree sufficiently with the exact HEOM re-
sult. Markovian descriptions such as the full Redfield equation and the secular
Born-Markov approximation do not capture the finite timescale of phonon relax-
ation and fail to reproduce long-lived beatings in the population dynamics [166].
Only the TCL secular Born approximation, which captures non-Markovian ef-
fects up to second-order perturbation theory, gives rise to long-lived beatings in
the population dynamics [185]. The beatings are, however, reduced in amplitude
compared to HEOM. None of the approximative approaches predict the correct
thermal relaxation timescale. While the full Redfield equation predicts thermal-
ization that is too slow, the secular approximation strongly overestimates the
process of thermalization.
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Figure 3.5: Comparison of the population dynamics ρ11 at T = 300 K evaluated
in HEOM and with the full Redfield equation. The reorganization
energy is given by λ = 35 cm−1. The results for the fast phonon re-
laxation timescale τc = 10 fs are shown, where the exciton dynamics
is accurately described by Markovian-second order perturbation the-
ory. The results of HEOM (solid line) and the full Redfield equation
(dashed line) are almost on top of each other.
3.5 Weak coupling limit
According to the findings of section 3.4, the approximative full Redfield equations
cannot reproduce the exact exciton dynamics for the parameter regime of the
FMO complex. Nevertheless, there are certain weak coupling regimes in which
the HEOM results are accurately described by Markovian second-order pertur-
bation theory. The coupling strength between excitons and phonons is encoded
in the spectral density. In particular, the reorganization energy λ is a global mea-
sure for the strength of the coupling to the phonon bath. For small reorganization
energies, non-Markovian effects are of minor importance. Second-order pertur-
bation theory is appropriate [174]. Here, we consider a different limit and discuss
the case of fast phonon relaxation τc . 10 fs, where the coupling with vibrations
becomes more and more Markovian. We show that a fast phonon relaxation not
only diminishes non-Markovian effects, but also effectively reduces the coupling
strength to the vibrational modes for a Drude-Lorentz spectral density. Hence,
the population dynamics obtained by HEOM is accurately reproduced by the
full Redfield equations.
In the Redfield approach, the time evolution of the density operator is de-
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scribed by rate equations. According to eq. (A.40), the rates Γ ((EN − EM)/~)
are evaluated at fixed energies Em − En, corresponding to the energy difference
between the two eigenstates of the exciton system. Since we use the same pa-
rameters for the exciton-phonon coupling for each sites, we omit the subscript m
of the Redfield rates Γ. The Redfield rates are evaluated according to eq. (A.52),
and depend on the phonon occupation and the spectral density. Since τc = ν−1
explicitly enters the spectral density, changing the time scale of bath correla-
tions also affects the rates Γm. Fig. (3.4) depicts the real part of Γm(ω) (see
eq. (A.53)) for τc = 100 fs and τc = 10 fs. The reorganization energy is set to
λ = 35 cm−1, and we set the temperature to T = 300 K. The zero frequency com-
ponent Re{Γ(ω → 0)} corresponds to the dephasing rate Γ∗ = 4λkBTτc which
increases linearly with the temperature and the phonon relaxation timescale.
The lines mark the energies EM −EN where the rates are evaluated in the Red-
field equations. For τc = 100 fs, Re{Γ(ω)} decays monotonically with energy ~ω.
There is a large dephasing rate Γ∗ ≈ 275 cm−1. Most of the energy differences
Em −En are below 150 cm−1, and we get a strong coupling with the vibrations.
The situation is different for fast phonon relaxation τc = 10 fs. The dephasing
rate is reduced by a factor of ten compared to the situation with slow phonon
relaxation τc = 100 fs. Furthermore, Re{Γ(ω)} is broadened and always remains
in the weak coupling regime.
Fig. (3.5) shows the corresponding population dynamics. For τc=10 fs, the full
Redfield results almost appear on top of those for the HEOM. In the regime of
fast phonon relaxation, the exciton-phonon coupling is weak, and second order
perturbation theory yields accurate results. The weak coupling limit, is not
approached for the larger phonon relaxation time τc = 100 fs, where we obtain a
significant deviation of the approximative Redfield results from the exact HEOM
approach, see Fig. 3.3.
3.6 Conclusion
In this chapter we describe the dissipative dynamics in the exciton system with
a reduced density operator approach. We introduce the HEOM technique [77]
which properly includes the reorganization processes and yields an adequate de-
scription of energy transfer in LHCs [174]. We present the basic concepts of
the energy transfer in the FMO complex. The exciton dynamics is analyzed by
the site basis population dynamics ρmm(t), keeping track of the probability of
finding an electronic excitation at BChl m. Energy transfer is driven by thermal
relaxation from high energy states close to the antenna to the low energy states.
In the steady state the populations are in agreement with the thermal Boltzmann
distribution.
Approximative methods based on second-order perturbation theory with re-
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spect to the exciton-phonon coupling Hex−phon are not valid for the parameter
regime of energy transfer in LHCs [166]. It is only in the weak coupling limit that
the transfer dynamics is adequately reproduced by the full Redfield equations.
The weak coupling limit is approached for small reorganization energies [174].
Here, we show that, for the special case of a Drude-Lorentz spectral density, a
fast phonon relaxation timescale also drives the exciton-phonon interaction into
a weak coupling limit. This is because the phonon relaxation timescale strongly
affects the shape of the spectral density. The latter determines the relaxation
and dephasing behavior of the dissipative exciton dynamics.
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4 Energy transfer efficiency
Parts of this chapter have been published in Kreisbeck et al. Ref. [78].
4.1 Introduction
Experimental measurements of two-dimensional spectroscopy of the FMO com-
plex show coherent beatings [16, 20] that last up to 400 fs at physiological tem-
peratures. Hence, coherence lasts up to timescales where the excitation energy
in the FMO complex is transferred from the antenna to the reaction center. This
provokes the idea that coherence is not just a by-product but rather improves the
functionality of light-harvesting complexes [186, 25]. Mohseni et al. [57] propose
that the high transfer efficiency of the FMO complex is based on quantum walks,
resulting in a quantum speed-up of energy transfer analogous to quantum-search
algorithms [63, 187]. However, a closer analysis reveals that, for the FMO com-
plex,a quantum speed-up is only attained during the first 70 fs [61] of the transfer
process. This finding suggests that long-lived coherence might improve the ro-
bustness [61] of the efficient energy transfer, or might be used for the regulation
of light-harvesting functions [62] rather than supporting a quantum speed-up in
the transfer process.
Fast energy transfer is ascribed to the coupling between the exciton system and
the vibrational environment which assists the energy transfer in LHCs [52, 54, 55].
There are various mechanisms of environment-assisted transport, ranging from
energy relaxation to the dephasing induced opening of indirect trasport path-
ways between weakly connected parts of the FMO complex. In this chapter, we
analyze ways in which coherence and environment-assisted transfer go along to-
gether. We show that both mechanisms are well balanced in the optimal transfer
regime. Neither the extreme regime of strong coupling to the environment nor
the extreme regime of purely coherent dynamics provide suitable conditions for
efficient energy transfer. This determines the optimal parameter set for the reor-
ganization energy, the phonon relaxation timescale and the exciton Hamiltonian
of the FMO complex.
In section 4.2, we extend the exciton Hamiltonian introduced in chapter 2 and
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include the reaction center and energy trapping. In section 4.3, we discuss ba-
sic concepts of environment assisted transfer within the Born-Markov approach
for the exciton-phonon coupling. Studying the transfer efficiency of the energy
transfer under the influence of a non-Markovian environment calls for the inclu-
sion of exciton trapping and exciton recombination in the HEOM formalism. In
section 4.4, we develop ME-HEOM that incorporates parts of the system like
exciton trapping with a masterequation (ME) [4, 3] approach, while employing
the exact HEOM approach for the exciton-phonon coupling. ME-HEOM allows
us to study how non-Markovian effects influence transfer efficiency. A compari-
son with approximative approaches highlights the relevance of the sophisticated
ME-HEOM approach. In section 4.5, we discuss the optimality of the electronic
structure of the FMO complex. We propose a strategy of variing the site energies
of the FMO complex to achieve optimal energy transfer to the reaction center.
Such optimization strategies are relevant for the design of future artificial light-
harvesting devices [26]. Furthermore we use variations in the structure of the
FMO complex to highlight different transport regimes. In particular, the tem-
perature dependency of the transfer efficiency reveals the interplay of different
mechanisms of environment-assisted transfer. In section 4.6, we finally investi-
gate the functional role of long-lived electronic coherence for the highly efficient
energy transfer. We show that a certain amount of coherence is required to over-
come exciton localization that hinders energy flow to the reaction center. We
further illustrate that the coupling to the environment changes the distribution
of coherence. A uniformly spread coherence is generated through the coupling
to the phonon bath in the optimal transfer regime.
4.2 Transfer and loss channel
In section 3.4, we illustrate energy transfer within the isolated FMO complex
that is detached from the reaction center. The coupling to the baseplate of the
antenna is simulated by assuming that an initial population enters the complex
either at BChl 1 or at BChl 6 bearing two pathways of energy flow. To investigate
the functional role of the FMO complex as a highly efficient energy wire, and to
educe the underlying mechanisms of fast energy transfer, we need to incorporate
the process of population trapping in the reaction center (RC). We follow previous
works [52, 57, 61, 162, 56, 188], and introduce the reaction center as an energy
trapping state Htrap = ERC |RC〉〈RC|. The process of energy trapping is then
introduced by the leakage of populations from the FMO complex to the reaction
center. The simple model of introducing an irreversible energy sink is sufficient
for our studies since we focus on the timescales of energy transfer rather than on
studying the microscopic details of the process of trapping in the reaction center.
During this section, we proceed along the ideas presented in Kreisbeck et al.
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[78]. The coupling between the FMO complex and the reaction center is described
by
Hex−RC = −
4∑
m=3
∑
ξRC
(bξRC + b
†
ξRC
)× µm,ξRC (|RC〉〈m|+ |m〉〈RC|), (4.1)
where we introduce artificial photon modes HRCphot =
∑
ξRC
~ωξRCb
†
ξRC
bξRC of the
reaction center, representing a dissipative environment that ensures irreversible
population trapping. We assume that BChl 3 and BChl 4 are the linker BChls
between the FMO complex and the reaction center. The coupling strength is
given by the coefficients µm,ξRC , and can be embraced by the spectral density
Jm,RC(ω) =
∑
ξRC
|µm,ξRC |2δ(~ω − ~ωξRC ). (4.2)
Apart from transfer to the reaction center, there is also a loss channel. Light-
matter interaction induces exciton recombination that is the radiative decay of
the electronic excitations of the BChls to the ground state. Excitation energy is
released by emitting photons and the transported energy in the FMO complex is
thus lost. The interaction with the radiation field reads in dipole approximation
[189]
Hex−phot = −
N∑
m=1
∑
hν
(ahν + a
†
hν)× µm,hν(|0〉〈m|+ |m〉〈0|), (4.3)
where we introduce the zero exciton state H0 = E0|0〉〈0|. The photon modes
are given by Hphot =
∑
hν hν a
†
hνahν . µm,hν are the dipole couplings between
the external field and the electronic excitation at BChl m. The exciton-photon
coupling strength is expressed by the spectral density
Jm,phot(ω) =
∑
hν
|µm,hν |2δ(~ω − hν). (4.4)
We extend the Frenkel exciton Hamiltonian eq. (2.1) and include trappingHex−RC+
HRCphot and energy losses Hex−phot + Hphot. Furthermore, we explicitly take into
account the zero-exciton state H0 and the population trapping reaction center
Htrap. The reduced density matrix ρ, introduced in section 3.2, is then enlarged
to a 9×9 matrix in which ρRC,RC = 〈RC|ρ|RC〉 keeps track of the number of
the population trapped in the reaction center, and in which ρ0,0 = 〈0|ρ|0〉 corre-
sponds to the amount of energy that is lost during the transfer process.
In the following, we treat trapping and radiative losses within a secular Born-
Markov approach. We introduce the operators
Am,RC(ω) =
∑
M
cm(EM) δ(~ω − EM) |RC〉〈EM | δ(~ω − EM) (4.5)
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and
Am,phot(ω) =
∑
M
cm(EM) δ(~ω − EM) |0〉〈EM | δ(~ω − EM), (4.6)
where |EM〉 denote the eigenstates of the single exciton manifold of the FMO
complex. The cm(EM) correspond to the unitary transformation coefficients that
switch between the site- and the eigenbasis representation
|m〉 =
∑
M
c∗m(EM)|EM〉. (4.7)
Proceeding along the steps of Appendix A.2.2, we obtain the following contri-
butions for the population trapping and for the loss channel to the Liouville
equation for the reduced density operator
LRC =
4∑
m=3
∑
EM
γm→RC(EM)D[Am,RC(EM)] +
N∑
m=1
∑
EM
γRC→m(EM)D[A†m,RC(EM)]
(4.8)
and
Lphot =
N∑
m=1
∑
EM
γm→0(EM)D[Am,phot(EM)] +
N∑
m=1
∑
EM
γ0→m(EM)D[A†m,phot(EM)].
(4.9)
The Lindblad operators D[A] are defined as
D[V ]ρ = V ρV † − 1
2
V †V ρ− 1
2
ρV †V. (4.10)
The transition rates γm→RC(EM) = 2piJm,RC(EM)(nRC(EM) + 1) describe the
transfer of population from the FMO complex to the reaction center. nRC de-
fines the occupation of the artificial photon modes of the reaction center. In
the following, we assume that energy trapping is irreversible and, therefore,
that there is no energy transfer from the reaction center to the exciton sys-
tem. Hence, we set the corresponding rates to zero γRC→m(EM) = 0. En-
ergy losses due to radiative decay are expressed in terms of transition rates
γm→0(EM) = 2piJphot(EM)(nphot(EM) + 1), where nphot defines the photon occu-
pation. Since we assume that the initial excitation energy is only provided by the
antenna we set γ0→m(EM) = 0. We further assume energy-independent trapping
γm→RC(ω) = ΓRC and loss rates γm→0(ω) = Γloss. The process of trapping and
radiative decay is then expressed by
Lex−RC =
4∑
m=3
ΓRCD[|RC〉〈m|], (4.11)
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and
Lex−phot =
N∑
m=1
ΓlossD[|0〉〈m|]. (4.12)
Equations (4.11) and (4.12) are equivalent to introducing anti-Hermitian parts
to the exciton Hamiltonian [52, 57, 190].
The transfer efficiency is defined as the total amount of the population that
gets trapped in the reaction center
η = ρRC RC(t→∞). (4.13)
Maximal efficiency η = 1 describes the situation in which the whole population
is transferred to the reaction center. Zero efficiency η = 0 corresponds to the
situation in which the exciton population radiatively decays before any of the
population enters the reaction center. The timescale of the energy transfer is
quantified by the average trapping time
〈t〉 =
∫ ∞
0
dt′ t′
( d
dt
ρRC,RC(t)
)
t=t′ . (4.14)
According to equations (4.13) and (4.14), we have to propagate until t → ∞.
However, in our numerical implementation we stop the propagation at tmax, a
point at which the population in the system (excluding the reaction center and
the electronic ground state) has dropped from 1 to below 10−5.
4.3 Environment-assisted energy transfer
The transfer efficiency results as a combination of three different timescales:
(i) the timescale of the loss channel Γloss, (ii) the timescale of trapping Γ−1RC, and
(iii) the time scale of energy transfer within the FMO complex from an initial
BChl 1 or BChl 6 to the target BChls 3 and 4. The exciton life time, expressed
by Γloss, is of the order of 1 ns. The trapping rate Γ−1RC is in the range of a few
picoseconds [52, 61, 59]. Hence, high transfer efficiency requires fast (picosecond
timescale) transfer from the acceptors BChls 1 and 6 to the targets BChl 3 and
BChl 4.
As is discussed in detail in section 3.4, energy dissipation drives the exciton
system within a few picoseconds toward the thermal equilibrium with the protein
environment. Fast thermalization and energy relaxation is a major mechanism
for achieving high transfer efficiency, as is discussed in section 4.5 (see also Kreis-
beck et al. Ref. [78]). That the coupling to a noisy environment aids transport
in LCHs is developed independently by Aspuru-Guzik [52, 57] et al. and Plenio
et al. [54, 55] using secular Born-Markov and even simpler Markovian models
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Figure 4.1: Energy transfer in the FMO complex evaluated in the secular Born-
Markov approximation under the presence of trapping Γ−1RC = 2.5 ps
and radiative losses Γ−1loss = 0.25 ns. (a) population dynamics and
(b) energy flux d
dt
ρRC,RC(t) from the FMO complex to the reaction
center. Parameters used: λ = 35 cm−1, τc = 166 fs and T = 300 K.
such as Haken-Strobl or Lindblad equations. The aim of this section is to il-
lustrate the very basic concepts of transfer efficiency, average trapping time and
environment-assisted transfer. Throughout this section, we describe the exciton
dynamics within the approximative, secular Redfield approach. A more realistic
and more complex study of the transfer efficiency including higher-order phonon
processes and non-Markovian effects in the phonon bath is carried out in full
detail in section 4.4.
We describe the exciton-phonon coupling within a secular Born-Markov ap-
proach. The time evolution of the reduced density operator is given by
d
dt
ρ(t) = − i
~
[HS, ρ(t)] + Lex−phonρ(t) + Lex−photρ(t) + Lex−RCρ(t), (4.15)
where operators Lex−phot and Lex−RC are defined according to eqs. (4.11) and
(4.12). The Liouville operator for the exciton-phonon coupling (Appendix A.2.2)
is defined as
Lex−phon =
∑
m,ω
γm(ω)D[Vm(ω)]. (4.16)
The coherent dynamics is expressed by the system Hamiltonian
HS = Hex +H0 +Htrap, (4.17)
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Figure 4.2: Transfer efficiency η, eq. (4.13), as a function of the reorganization
energy for the two pathways of energy flow in the FMO complex,
evaluated in the secular Born-Markov approximation. Solid line: ini-
tial population at BChl 1. Dashed line: initial population at BChl 6.
Parameters used: τc = 166 fs, Γ−1RC = 2.5 ps, Γ
−1
loss = 0.25 ns and
T = 300 K.
including the exciton Hamiltonian Hex, the energy trap Htrap, and the zero ex-
citon state H0.
Fig. 4.1(a) illustrates the population dynamics of the system under the pres-
ence of trapping and radiative decay. Initial population is located at BChl 1.
We set the trapping and loss rate to ΓRC = (2.5 ps)−1 and Γloss = (0.25 ns)−1.
During the time evolution energy is dissipated and the population is transferred
to BChl 3. Afterwards, trapping to the reaction center is the dominant process
and the population in the reaction center ρRC,RC steadily increases. Almost the
whole population reaches the reaction center and only a small part of the elec-
tronic excitations gets lost due to exciton recombination. The population of the
ground state ρ00, counting energy losses, remains below 0.02. The population
flux toward the reaction center is quantified by d
dt
〈RC|ρ(t)|RC〉, and is depicted
in Fig. 4.1(b). The population flux to the reaction center increases rapidly for
short times and reaches its maximum after approximately 1 ps, corresponding to
the timescale of the thermal relaxation. d
dt
〈RC|ρ(t)|RC〉 is related to the aver-
age trapping time eq. (4.14). The average trapping time to the reaction center
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〈t〉=5.07 ps obtained is much faster than the exciton lifetime, leading to the high
transfer efficiency of 0.98.
High transfer efficiency is only attained in the presence of coupling to noise. For
example a purely coherent dynamics yields a slow energy transfer 〈t〉=92.9 ps and
efficiency drops to η = 0.61. The reason is that the coherent exciton dynamics
within the FMO complex takes place in nearly disjunct subspaces of the exciton
system. For example, the subspace of the strongly coupled dimer pair BChl 1
and BChl 2 is nearly decoupled from the subspace of the targets BChl 3 and
BChl 4. Coupling to noise opens an indirect transfer channel via energy exchange
with the phonon bath and bridges these subspaces [52, 55, 56]. We illustrate
environment-assisted transfer in Fig. 4.2, where we plot the transfer efficiency η,
eq. (4.13) against reorganization energy λ. The coherent dynamics is represented
by λ = 0 cm−1. Both energy pathways (initial population at BChl 1 or BChl 6)
show a higher transfer efficiency with increasing coupling to the environment. A
small coupling λ = 2 cm−1 is already enough to bridge the disjunct subspaces.
This leads to a high transfer efficiency above 0.95.
4.4 Trapping under the influence of
non-Markovian noise
Parts of this section have been published in Kreisbeck et al. [78].
Previous transfer efficiency studies of the FMO complex either rely on second
order perturbation theory, such as the secular Born-Markov approximation [57,
62], or are based on an even more rudimentary level, such as the Haken-Strobl
model [52, 60, 54, 55]. As we show in section 3.4, memory effects in the bath
correlations, as well as the higher-order phonon processes, yield non-negligible
contributions to the exciton dynamics. An accurate description of the exciton-
phonon coupling is provided by HEOM. However, studying the transfer efficiency
requires the incorporation of trapping and radiative decay, neither of which are
captured in the original version of HEOM (section 3.3). In Appendix A.3, we
derive a combined masterequation (ME)-HEOM approach that treats parts of
the system, such as trapping and radiative decay, within a Markovian second
order perturbation theory, while temporal correlations and higher-order phonon
processes in the coupling to the phonon bath are incorporated within the HEOM
technique. ME-HEOM gives accurate results for energy trapping in LCHs for
a wide range of reorganization energies, ranging from the weak to the strong
coupling regime.
We use ME-HEOM to investigate the influence of non-Markovian effects on the
transfer efficiency. We show that, in the intermediate and strong coupling regimes
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approximative methods such as the full Redfield equations and the secular Born-
Markov approximation introduced in Appendix A.2 fail to predict correct results.
We further explore the optimal transport condition with respect to the exciton-
phonon coupling strength. The ME-HEOM yields qualitatively different results
than previous studies of transport optimality in the FMO complex that employ
the approximative generalized Bloch-Redfield (GBR) approach [59].
Within the ME-HEOM formalism, the hierarchically coupled equations of mo-
tion for the reduced density operator are given by
d
dt
ρ(t) =− i
~
[HS, ρ(t)] +
(
Lex−phot + Lex−RC
)
ρ(t)
+
7∑
m=1
iV ×m,phonσ
(0,...,nm=1,...,0)(t) (4.18)
with
d
dt
σ(n1,...,n7)(t) =− i
~
[HS, σ(n1,...,n7)(t)]
+
(Lex−phot + Lex−RC − 7∑
m=1
nmγm
)
σ(n1,...,n7)(t)
+
7∑
m=1
iV ×m,phonσ
(n1,...,nm+1,...,n7)(t)
+
7∑
m=1
nmθmσ
(n1,...,nm−1,...,n7)(t). (4.19)
The ME-HEOM hierarchy basically corresponds to the one derived for the iso-
lated FMO complex (detached from the reaction center, no trapping, no energy
losses) eqs. (3.21) and (3.22). The influence of the loss and of the trapping chan-
nel leads to a slight modification of the hierarchy. The operators Lex−RC and
Lex−phot (eqs. (4.11) and (4.12)) have to be applied in addition to the density
operator ρ(t). The same holds for the equation of motion of the auxiliary ma-
trices that define the complete hierarchy. More details about the concepts of
ME-HEOM are given in Appendix A.3 and Kreisbeck et al. Ref. [78].
Fig. 4.3 shows the average trapping time as a function of the reorganization
energy. Initial population is located at BChl 1. Since increasing the coupling
strength to the environment requires higher truncation levels in the hierarchy,
we adapt the truncation Nmax = N in such a way that the difference in trapping
time between Nmax = N and Nmax = N + 1 is below 0.02 ps. Depending on
the reorganization energy, the numerical effort is very demanding. For a large
reorganization energy λ = 300 cm−1 we need a truncation level Nmax = 16. The
corresponding HEOM calculation would take more than one month on a single
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Figure 4.3: Average trapping time as a function of reorganization energy λ for
the initial population at BChl 1. Comparison of ME-HEOM with the
full Redfield equations and the secular Born-Markov approximation.
Parameters used: τc = 166 fs, ΓRC = 2.5 ps, Γloss = 0.25 ns and
T = 300 K.
CPU, which illustrates the numerical complexity of the results shown in Fig. 4.3.
Such calculations are only accessible due to our efficient GPU implementation
of the ME-HEOM approach that leads to a 450-fold reduction in computation
time, see Kreisbeck et al. Ref. [78].
In Fig. 4.3 we plot the average trapping time as a function of the reorganization
energy λ that adjusts the coupling strength to the phonon bath. Coupling to the
phonon bath aids transport, and the transfer to the reaction center becomes faster
with increasing reorganization energy. There is an optimal reorganization energy
λopt ≈ 55 cm−1 that corresponds to minimal trapping time 〈t〉opt = 6.0 ps leading
to a high transfer efficiency of η = 0.976. Only in the strong coupling regime
does trapping time increase, and leaves the optimality condition. The optimality
is robust against variations in reorganization energy. Between λ = 20 cm−1 and
λ = 150 cm−1, for example, the average trapping time is below 6.4 ps and thus
close to the minimal trapping time. Robustness of the efficient energy transfer is
an important criterion since organisms like green sulfur bacteria live in diverse en-
vironments. Small changes in the environment must not result in dramatic effects
in the functional role of the FMO complex. Neither the secular Born-Markov ap-
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proximation nor the full Redfield equations yield the minimum average trapping
time. In both cases, the average trapping time decreases monotonically with the
reorganization energy. The secular Born-Markov approximation overestimates
the timescale of thermalization, see section 3.4, which guides the population to-
ward the low energy states of BChl 3 and 4. Hence, the secular Born-Markov
approximation predicts transfer to the reaction center that is too fast compared
to the exact ME-HEOM results. In is only in the weak coupling limit, that is
for small reorganization energies below λ = 10 cm−1, that we find a good level
of agreement between the full Redfield equations and ME-HEOM. Comparing
our exact results with those obtained within the GBR approximation Ref. [59],
Fig. 2(a), we find qualitative differences. Although GBR is able to reproduce
the optimality of the average trapping time as a function of the reorganization
energy, GBR fails to predict the strong increase in average trapping time for
large reorganization energies.
4.5 Optimal design of energy funneling in
the FMO complex
Parts of this section have been published in Kreisbeck et al. [78].
Evolution and natural selection force biological organisms to optimize their
vitally important functions. For green sulfur bacteria, efficient light harvesting
is essential to survive under extremely low light intensities. This suggests that the
FMO complex is not just a random arrangement of BChls, but that the structure
has evolved to optimize fast energy transfer. Here, we propose an optimization
strategy based on a well-balanced detuning of the site energies. A large detuning
is required to get a sufficiently large energy gradient. In this regime, the low
energy states become highly populated in the thermal state, yielding efficient
energy funneling. But on the other hand detuning must be kept as small as
possible, because large detuning effectively decouples the BChls from each other,
hindering efficient coherent energy flow. Coherent energy flow is most efficient
if the site energies are in resonance; that is if all site energies are equal. This
regime does not fulfill the criteria of energy funneling. In conclusion, transport
optimality requires a compromise between resonant coherent energy transfer and
environment-assisted energy funneling.
In order to investigate the interplay of coherent energy flow and environment-
assisted energy funneling, we shift the site energies of BChl 3 and 4 by ∆E
either to higher (∆E > 0) or lower energies (∆E < 0), ε3/4 → ε3/4 + ∆E.
The upper panel of Figure 4.4 depicts the transfer efficiency as a function of the
temperature and energy shift ∆E. The lower panel of Fig. 4.4 illustrates both
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Figure 4.4: Upper panel: Transfer efficiency η as a function of the shifts ∆E in
the site energies of BChl 3 and 4, ε3/4 → ε3/4 +∆E and temperature.
Parameters used: λ = 35 cm−1, τc = 166 fs, ΓRC = 2.5 ps and
Γloss = 0.25 ns. Lower panel: energetic structures of the original
FMO complex and of the energy shifts ∆E = ±550 cm−1.
the energetic structure of the original FMO complex (listed in Table 2.1) and
the structure for large shifts ∆E = ±550 cm−1. The energy transfer process
is numerically simulated with ME-HEOM. There are three different transport
regimes. In regime (i), the site energies ε3/4 are shifted to very low energies
(∆E = −550 cm−1). This gives rise to a large energy gradient, and the thermal
state almost exclusively populates the target states BChl 3 and 4. However, since
the target states are strongly detuned from the remaining BChls, the thermal
state is approached slowly. Overall, the transfer efficiency is reduced compared
to the original structure of the FMO complex (∆E = 0 cm−1). Regime (ii)
corresponds to the intermediate configuration ∆E = +250 cm−1 in which all
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Figure 4.5: Efficiency η as a function of the temperature for different energy shifts
∆E. We use the same parameters as in Fig. 4.4. Depending on shifts
to higher (∆E = 280 cm−1) or lower energies (∆E = −280 cm−1), ei-
ther the thermal population of the target states BChls 3 and 4 or the
temperature induced dephasing dominates. For the original struc-
ture of the FMO complex (∆E = 0 cm−1), the positive effect of the
increasing dephasing rate with temperature, and the negative effect
of the population of higher energy states due to thermal activation,
compensate for each other and the transfer efficiency remains almost
constant with temperature.
site energies are in the same range. In regime (ii), there is a dominant resonant
coherent energy transfer, but the FMO complex loses its structure as an energy
funnel. In regime (iii) (∆E = +550 cm−1), the site energies ε3/4 are the highest
and are detuned from the others. Thus, there is neither efficient energy funneling
nor efficient resonant coherent energy transfer.
In conclusion, we find that the original structure of the FMO complex, which
is a compromise between energy funneling (regime (i)) and resonant coherent
energy flow (regime (ii)), matches the condition for optimal energy transfer to the
reaction center. The optimality in the exciton structure of the FMO complex is
robust against variations ∆E±200 cm−1. This is essential for the FMO complex,
since slow fluctuations in the protein environment give rise to static disorder in
the site energies. For the FMO complex, static disorder is estimated to be in the
range between 60 cm−1 and 140 cm−1 [39, 41, 47].
We further explore the mechanisms of environment-assisted energy transfer.
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Environment-assisted transfer involves two physical processes, (i) thermal relax-
ation to the low energy states, Kreisbeck et al. [78], and (ii) dephasing, which
bridges disjunct subspaces of the FMO complex [52, 54]. The interplay of these
mechanisms manifests itself in the temperature dependency of the transfer effi-
ciency. In particular, the shifts in site energies ε3/4 highlight the interplay of the
two different mechanisms. In Fig. 4.5, we study the transfer efficiency as a func-
tion of temperature for positive and negative energy shifts ∆E = ±280 cm−1,
and for the original structure of the FMO complex ∆E = 0 cm−1. For shifts
to higher energies ∆E = +280 cm−1, the targets BChl 3 and 4 are no longer
the BChls with the lowest site energies. Hence, thermal activation is required to
populate these states. Thus efficiency improves with higher temperature. Here,
the population of the thermal state dominates the temperature dependency of
the efficiency. For shifts to lower energies ∆E = −280 cm−1, on the other hand,
dephasing dominates the transfer process. The site energies ε3/4 are strongly
detuned from the others, and the subspace of the dimer pair BChl 3 and 4 is
nearly decoupled from the other BChls. Hence, strong dephasing is required to
bridge the nearly disjunct subspaces of the FMO complex. Since the dephas-
ing rate increases linearly with temperature [59], the transfer efficiency increases
with temperature as well, although thermal activation reduces the preference of
the low energy states BChl 3 and 4. Depending on shifts to higher or lower
energies, different mechanisms dominate. The original structure of the FMO
complex (∆E = 0 cm−1) almost keeps the influence of dephasing and thermal-
ization balanced. The negative influence of the thermally enhanced population of
higher energy levels slightly outperforms the positive effect of stronger dephasing
leading to a small decrease in efficiency with higher temperatures.
Summarizing this section, we have demonstrated that energy transfer in the
FMO complex relies on an elaborate balance between coherent delocalized energy
flow and environment-assisted transport channels. The latter is a combination
of thermal relaxation and dephasing, for which the interplay of both processes
determines the temperature dependency of the transfer efficiency. The alignment
of the site energies in the FMO complex is optimized to match the conditions
for efficient unidirectional energy flow. This involves coherent energy transfer,
thermal relaxation and indirect transfer channels between disjunct subspaces via
coupling to the phonon bath.
4.6 Coherence and transfer efficiency
4.6.1 Introduction
There are several qualitative and quantitative studies about the functional role of
coherence [55, 61, 64, 62, 53] for fast energy transfer. Those works rely on Redfield
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equations, the secular Born-Markov approximation or rudimentary Haken-Strobl
models that describe the reorganization process inadequately. Moreover, within
such approximative methods no long lasting coherent beatings are present in the
exciton population dynamics. This is illustrated in chapter 3, Fig. 3.3. However,
a proper incorporation of the sluggish phonon bath gives rise to long-lasting
quantum beatings in the population dynamics [43]. The timescale of beatings
in the population dynamics depends on the phonon relaxation timescale τc [43].
We use the ME-HEOM approach to study the transfer efficiency as a function of
τc. This yields information about the relationship between fast energy transfer
to the reaction center and long-lasting beatings in the population dynamics.
Furthermore we follow the ideas of section 4.5 and carry out investigations about
the interplay between noise and coherence. We show that noise is not just a
source of decoherence, but also affects the distribution of coherence in the FMO
complex in a subtle way. This influences the energy transfer process. We propose
that the coupling to the environment induces a redistribution of coherence that
enhances the transfer efficiency.
In section 4.6.2, we introduce measures to quantify coherence in the exciton
system. We follow Fassioli and Olaya-Castro [62] and introduce the entangle-
ment yield. The entanglement yield quantifies the amount of coherence within
the exciton system during the process of energy transfer to the reaction center.
In Ref. [62], Fassioli and Olaya-Castro use the entanglement yield to quantify
the distribution of coherence in the FMO complex for the very weak coupling
regime (close to the purely coherent dynamics) between the exciton system and
the vibrational environment. In this section, we use the entanglement yield to
characterize the influence of coherence for the energy transfer process within the
FMO complex for the relevant intermediate and strong coupling regimes. In
section 4.6.3, we use the timescale of temporal correlations as control parameter
for generating long-lasting quantum beatings and for drawing conclusions about
the ways in which the transfer is affected. We show that long-lasting quantum
beatings in the population dynamics are not necessarily related to large amount
of coherence in the exciton system. This is in contrast to previous interpreta-
tions of the long-lived quantum beatings in the population dynamics [43, 183].
Finally, in section 4.6.4, we use the entanglement yield to quantify the relevance
of coherence in the transfer process. In particular, we study the entanglement
yield as a function of the reorganization energy and demonstrate that coupling
to noise rearranges the coherence within the BChls of the FMO complex. An
equally distributed entanglement involving all BChls yields the optimal condi-
tion for efficient transport. We close this chapter with a short conclusion in
section 4.6.5.
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4.6.2 Coherence measures and entanglement yield
In this section we follow the ideas of Fassioli and Olaya-Castro [62]. We quantify
coherence by bipartite concurrence [191]
Cmn(t) = 2|ρmn(t)|. (4.20)
The sum of all bipartite tangles τmn(t) = (Cmn(t))2 is then a measure for the
total amount of coherence
ET (t) = 4
∑
n>m
τmn(t) = 4
∑
n>m
|ρmn(t)|2. (4.21)
In order to measure the average coherence during the complete process of energy
transfer to the reaction center, we define the entanglement yield introduced by
Fassioli and Olaya-Castro [62]
ΦT =
1
η
∫ ∞
0
dt′ET (t′)
( d
dt
ρRC,RC(t)
)
t=t′ . (4.22)
The notation for the entanglement yield is historical and does not account for
recent theoretical investigations that point out that coherence and entanglement
are non-equivalent measures [192] in the single exciton dynamics of LHCs. Nev-
ertheless we retain the nomenclature of the original work by Fassioli and Olaya-
Castro. The entanglement yield describes the average amount of coherence for
times at which trapping is most likely to occur and hence at which coherence
significantly influences the transfer process. Analogous to eq. (4.22), we define
the bipartite entanglement yield
Φnm =
1
η
∫ ∞
0
dt′ τmn(t′)
( d
dt
ρRC,RC(t)
)
t=t′ . (4.23)
This describes the amount of coherence shared between BChl n and BChl m
during the energy transfer to the reaction center. Throughout this chapter, we
use the Hamiltonian of table 2.1, and assume that BChl 3 is linked to the reaction
center [52, 59, 62]. For the trapping and the recombination, we set the rates to
Γ−1loss = 1 ns and Γ
−1
RC = 1 ps [52, 61, 59, 62].
4.6.3 Population beatings, coherence and transfer
efficiency
From the theoretical side, it is a hard task to extract relationships between co-
herence and transfer efficiency. Indirect measures, like the entanglement yield
[62], have been invented. The best case scenario would be if there were system
parameters that allowed the direct control of the amount of coherence in the
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Figure 4.6: (a) average trapping time as a function of the phonon relaxation
timescale τc. Solid line: initial population at BChl 1. Dashed line:
initial population at BChl 6. (b) population dynamics of the iso-
lated (no radiative decay, no trapping) FMO complex with the ini-
tial population at BChl 1 for different phonon relaxation timescales.
Parameter used: λ = 35 cm−1, Γ−1RC = 1 ps and Γ
−1
phot = 1 ns.
exciton system. The phonon relaxation timescale τc might be such a parame-
ter. Ishizaki and Fleming point out that long-lived beatings in the population
dynamics originate from a coherent interplay between the excitonic system and
the sluggish vibrational environment [43, 174]. The slower the phonon relaxation
becomes the longer the observed beatings in the population dynamics [43] are.
The lifetime of those beatings in the population dynamics is interpreted as the
life-time of the coherence in the exciton system [43, 183].
Our idea is to adjust the appearance of beatings in the population dynamics
via the phonon relaxation timescale τc. We expect that, if coherence supports
efficient energy transfer, the longer the beatings last, the better the efficiency
will become. Fig. 4.6(a) depicts the average trapping time as a function of τc.
Both pathways yield an optimal phonon relaxation timescale τ optc corresponding
to the minimal trapping time and, therefore, to the maximal transfer efficiency.
For the initial population at BChl 1, we obtain τ optc ≈ 40 fs and minimal trapping
time 〈t〉min = 4.48 ps. The pathway with an initial excitation at BChl 6 yields
faster population trapping 〈t〉min = 3.85 ps. In addition, optimal transfer is
obtained for shorter correlation times τ optc ≈ 25 fs. Comparing the optimal
transfer conditions for the initial population at BChl 1 with the corresponding
population dynamics, shown in Fig. 4.6(b), we find that optimal energy transfer
is related to the situation in which beatings in the population dynamics decay the
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Figure 4.7: Measure for coherence ET , eq. (4.21) during the energy transfer pro-
cess within the isolated FMO complex for different phonon relaxation
timescales τc. Parameters used: T = 300 K and λ = 35 cm−1 (a)
initial population at BChl 1 and (b) initial population at BChl 6.
fastest. It seems that coherence should be avoided to obtain maximal efficiency.
However, this conclusion is drawn too quickly. Considering the coherence
measure ET (t), eq. (4.21), we obtain a monotonic decrease in coherence with
an increasing phonon relaxation timescale τc (see Fig. 4.7). For example in
Fig. 4.7(a), the coherence measure ET (t) for τc = 40 fs is, for all times, larger
than the one for τc = 180 fs, although the latter shows beatings twice as long in
the population dynamics. Hence, the conclusion that beatings in the population
dynamics imply a strong coherence in the exciton system is misleading. Although
stated otherwise [43, 183], long-lived beatings in the population dynamics do not
necessarily imply long-lasting coherence in the exciton system.
For a slow phonon-relaxation timescale τc = 180 fs the population beatings
are due to an interplay between two physical processes. On the one hand, the
parameter τc affects the spectral density and, in particular the dephasing rate
Γ∗ = 4λkBTτc. The larger τc gets, the larger the dephasing rate becomes, en-
forcing a fast decoherence in the exciton dynamics. On the other hand, there
is a flow of information between the exciton and the phonons [170]. Coherent
information is stored in the bath memory. This information is played back to
the exciton system at later times. The coherent energy trade between bath and
system affects the exciton dynamics in a complex way, as is discussed in detail
in chapter 6. In total, a slow phonon relaxation timescale τc results in a reduced
coherence, superposed by long-lasting beatings in the populations dynamics.
In conclusion, we find that there is no one-to-one correspondence between co-
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herence and population beatings. Therefore, our idea of controlling coherence
with the phonon relaxation timescale does not work. Nevertheless, we can ex-
tract information from our analysis of the transfer efficiency as a function of
τc in relation to the functional role of coherence to fast energy transfer. Fast
phonon relaxation (τc=10 fs) effectively reduces the coupling to the vibrations
and a weak coupling regime is approached (see section 3.5). In this regime,
noise-assisted transfer [57, 52, 54, 56] is inefficient, and energy funneling to the
reaction center is slow. This explains the higher average trapping time for small
τc obtained in Fig. 4.7(a). On the other hand, slow phonon relaxation (τc=180 fs)
induces strong decoherence. For the energy pathway starting from BChl 6, for
instance, the populations become localized for a time interval between 0.5 ps
and 1 ps, see Fig. 4.7(b), where the coherence measure ET almost vanishes for
t ∈ [0.5, 1] ps. This localization hinders energy transfer through the BChls. This
explains the fast increase in average trapping time for large τc. Optimal transfer
is obtained for the intermediate regime ∼ τc = 25−40 fs. This corresponds to the
situation in which the coherent exciton dynamics overcomes localization but cou-
pling the environment is strong enough to allow for efficient environment-assisted
transport.
4.6.4 Environmentally-induced redistribution of coherence
In section 4.6.3, optimal energy transfer results as an interplay between thermal-
ization, generating unidirectional energy funneling toward the reaction center
and coherent transfer to overcome energy localization. Hover, the nature of co-
herence is not necessarily helpful. For example, strong coherence between the
initial excitation at BChl 1 and 2 gives rise to long-lasting Rabi oscillations be-
tween these BChls. In this case, there is hardly any transfer to the reaction
center. Employing coherence for fast energy transfer requires a mechanism that
destroys such Rabi oscillations. Instead a uniformly spread coherence involving
all BChls needs to be generated. This would allow for a continuous energy flow
through the BChls to the reaction center. Our idea is that the coupling to the
vibrational environment arranges the coherence within the BChls of the FMO
complex in a useful way. This idea is motivated by the fact that thermalization
redistributes populations according to the thermal state. During this process,
the coherences is also affected and distributed more uniformly within the com-
plex. We quantify the influence of coherence on the transfer processes by the
entanglement yield Φ, eq. (4.22). Comparing the changes in the entanglement
yield with changes in the trapping time as a function of reorganization energy,
depicted in Fig. 4.8(a), allows us to deduce conclusions about the influence of
coherence on the functionality of fast energy transfer.
In the following, we focus on the idea that the coupling to the environment
redistributes coherence in such a way that a fast and continuous energy flow to-
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Figure 4.8: (a) trapping time as a function the of reorganization energy λ. Solid
line: initial population at BChl 6. Dashed line: initial population
at BChl 1. (b) bipartite entanglement yield Φ56, Φ45 and Φ34 as a
function of the reorganization energy λ for the initial population at
BChl 6. Parameters used: T = 300 K and τc = 50 fs, Γ−1RC = 1 ps,
Γ−1phot = 1 ns.
ward the reaction center emerges. For the initial excitation at BChl 6 the main
energy pathway goes via BChls 5, 4 and 3. Fig. 4.8(b) depicts the correspond-
ing bipartite entanglement yield (eq. (4.23)) Φ56, Φ45 and Φ34 as a function of
reorganization energy. Increasing the coupling to the vibrational environment
induces decoherence, and the entanglement yield Φ56 drops. Energy dissipation
reshues the populations according to the thermal state. Since this process is
not completely incoherent, distribution of coherence among the BChls is rear-
ranged as well. With increasing the reorganization energy λ, the initially strong
coherence of the donor dimer pair BChl 6 and BChl 5 is reduced, whereas the
entanglement yield for the mediator dimer pair BChl 5 and 4, as well as for the
acceptor dimer pair BChl 3 and 4 is simultaneously enhanced. In the optimal
transfer regime, the reorganization energy λ is in the range between 40 cm−1
and 100 cm−1 (Fig. 4.8(a)). In this regime, the entanglement yield Φ34 shows a
maximum. Furthermore Φ56, Φ45, and Φ34 are of the same order of magnitude
and coherence is thus evenly distributed among BChls 6, 5 4 and 3. Spatially
distributed coherence allows for a continuous energy flow from the antenna to the
reaction center. The same mechanism holds for the initial population at BChl 1.
Strong coherence between the donor dimer pair BChl 1 and 2 is destroyed, and
coherence at the acceptor dimer pair BChl 3 and BChl 4 is generated.
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4.6.5 Summary
For a Drude-Lorentz spectral density, beatings in the population dynamics are
not related to purely electronic coherence, and arise from an entangled motion of
the exciton system and the phonon bath. Hence, the optimality condition with
respect to the phonon-relaxation time-scale τc is not related to the appearance
of beatings in the population dynamics. Instead, the condition for an optimized
energy transfer arises from mechanisms of environment-assisted transport. For
the Drude-Lorentz spectral density, the phonon relaxation timescale adjusts the
dephasing rate Γ∗ = 4λkBTτc. In the optimal transport regime, a sufficiently
large dephasing rate bridges disjunct subspaces of the FMO complex. At the
same time the dephasing rate is kept small enough, to avoid localization effects
in the energy transfer.
We further analyze the entanglement yield as a function of the reorganization
energy. The entanglement yield quantifies the relevance of coherence for the
transfer process. In particular, we consider the bipartite entanglement yield
that quantifies the coherence which is shared among neighboring BChls. We
show that the coupling of the exciton system with the environment rearranges
the distribution of coherence in the FMO complex. In the optimal transport
regime, coherence is uniformly spread over all BChls of the FMO complex. This
suggests that the unidirectional energy funneling is supported by a coherent
delocalized energy transfer. This transfer is fast compared to a classical hopping.
In particular, the presence of a strong coherence between BChls 3 and 4 illustrates
the advantage of a coherent energy transfer. Energy funneling guides the excitons
to the low energy levels BChl 3 and 4. However, only BChl 3 couples to the
reaction center and a fast connection between BChl 4 and 3 is required. Within
a classical picture, the excitons would be localized and the final step from BChl 4
to BChl 3 would be slow.
4.7 Conclusion and outlook
In this chapter, we incorporate trapping and exciton recombination and explore
the efficiency of the energy transfer to the reaction center. We develop the ME-
HEOM, a method that provides the advantage of including trapping and exciton
recombination within the numerically efficient Born-Markov approach while fully
capturing the non-Markovian and non-perturbative nature of the exciton-phonon
coupling. Thus, the investigation of the energy transfer for the intermediate and
strong coupling regimes, as well as for a slow phonon relaxation, becomes feasible.
Transfer optimality is found for parameter regimes in which the reorganiza-
tion energy, the phonon relaxation timescale τc and the inter-site couplings Jmn
are of the same order of magnitude. In summary, we find that the structure
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of the exciton Hamiltonian of the FMO complex yields optimal energy trans-
fer. The FMO complex balances the complementary coherent energy flow and
environment-assisted transfer. Environment-assisted transfer is comprised of
three mechanisms. Dephasing provides an indirect transport channel to bridge
disjunct subspaces of the FMO complex [52, 54], and energy dissipation drives
the exciton system to the low energy target states. Furthermore, coupling to the
environment rearranges the distribution of coherence in the FMO complex. In
the optimal transport regime, coherence is uniformly spread over all BChls of
the FMO complex. All mechanisms together provide an unidirectional energy
flow assisted by coherent transfer.
We demonstrate that coherent energy transfer supports a high transfer effi-
ciency, and we explain underlying mechanisms. However, we cannot give quan-
titative statements about the relevance of coherence for the energy transfer.
Hence, it remains unclear whether coherence is of vital importance for the en-
ergy transfer, or if coherence only leads to minor contributions. Rebentrost et al.
in Ref. [53] estimate a contribution of coherence to the transfer efficiency of about
10 %. However, the investigations in Ref. [53] are based on the Born-Markov
approach that underestimates the life-time of coherence but overestimates the
influence of energy dissipation in the phonon bath. This suggests that coherence
might even be more important. Quantifying the relevance of the coherence of
the exciton dynamics to the transfer efficiency under realistic conditions is still
an outstanding topic in the field.
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5.1 Introduction
Mechanisms of the energy transfer in LHCs are experimentally studied by spec-
troscopic techniques. Linear spectroscopy provides information about the ener-
getic structure of the coupled BChls, while the more advanced two-dimensional
echo (2d-echo) spectroscopy is used to monitor the time-resolved exciton dynam-
ics in LHCs. 2d-echo spectroscopy elucidates the process of thermal relaxation
and, in particular, the nature of the coupling to a noisy environment manifests
itself in the peak shapes of the spectra [42, 46, 34]. Furthermore, by varying the
parameters of the applied laser pulses in a clever way, the full density matrix of
the single exciton manifold can be reconstructed [193].
In section 5.2, we briefly discuss the concepts of the experimental setup and
provide the theoretical framework for the simulation of 2d-echo spectra. The
nonlinear response function formalism employed goes back to Mukamel and Lor-
ing [194]. In section 5.3, we recapitulate the basic features of 2d-echo spectra
and illustrate how to read 2d-echo spectra. In particular, we highlight the effects
of electronic coherence, dephasing, and energy relaxation. Those processes are
the basic ingredients for the efficient energy transfer established in chapter 4.
5.2 Two-dimensional spectroscopy and its
theoretical modeling
5.2.1 Experimental setup
Experimentally, 2-d spectra are obtained from third-order nonlinear spectroscopy,
also called four-wave mixing. A schematic sketch of the setup is shown in Fig. 5.1.
The system to be studied is probed by three incident laser pulses that hit the
sample at times τ1 = 0, τ2 = t1 and τ3 = t1+Tdelay. The first two pulses are pump
pulses that prepare the exciton system in a populating state. The third pulse
probes the system and is separated from the second pump pulse by the delay
time Tdelay. Scanning through Tdelay yields a time-resolved picture of the system
63
5 Two-dimensional spectroscopy
pulse 1
pulse 2
pulse 3
LO=pulse 4
sample
LO
signal
detector
t
Tdelayt1 t3
τ1 τ2 τ3 signalLO
(a)
(b)
Figure 5.1: (a) sketch of the experimental setup of heterodyne third-order non-
linear spectroscopy (four-wave mixing). Three incident laser pulses
probe the sample. A fourth pulse, the local oscillator (LO), is used as
a reference field for the outgoing signal. (b) sequence of the applied
laser pulses in chronological order. The 2d-spectra are obtained by
transforming the signal with respect to time t1 and t3 into the fre-
quency domain. Scanning through delay time Tdelay yields the time
resolved exciton dynamics of the probed system.
dynamics. Heterodyne detection uses a fourth pulse, the local oscillator, as a
reference field for the outgoing signal that is detected at time t = t1 +Tdelay + t3.
Heterodyne detection offers the advantage that the electric field carrying the
complete phase information is measured [35, 38]. The sequence of laser pulses is
illustrated in Fig. 5.1(b). The time intervals between the pulses have a physical
meaning and can be interpreted as follows [35]: The first pulse creates a coherent
superposition between the electronic ground state and the single exciton man-
ifold. The time interval t1 is called coherence time. The second pulse creates
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a population in the exciton system and the corresponding dynamics is recorded
by the delay time Tdelay, also called population time. The third pulse initiates
an outgoing signal and t3 stands for the signal time. Further details about the
experimental setup are given in [35, 36, 37].
Phase matching leads to two distinct directions of the outgoing signal and the
total spectrum is divided into rephasing and non-rephasing parts [38]. Phase
matching results from the much larger sample size in comparison to the optical
wavelength. The sample consists of an ensemble of many molecules. The signals
of the individual molecules superpose each other with random phases, giving rise
to destructive interference in all directions that do not meet the phase matching
condition [38]. Finally, the detected signal is Fourier transformed with respect to
times t1 and t3 resulting in a two-dimensional map of the population of exciton
states in the energy domain.
5.2.2 Theoretical description
The theoretical framework for the interpretation of 2d spectroscopy was devel-
oped in 1985 by Mukamel and Loring [194] who introduced a nonlinear response
function formalism to simulate four-wave mixing signals. In the following, we
briefly summarize the basic ideas behind this approach. For further reading, we
refer the reader to a textbook by Mukamel [33], or to a more condensed outline
of the fundamental concepts by Hamm [195].
The response of the probed system to an incident electric field is given by the
macroscopic polarization. The polarization is given in dipole approximation by
the expectation value of the dipole operator µ
P (t) = Tr{µρ(t)}. (5.1)
The density operator ρ(t) describes the intrinsic dynamics of the probed system.
We expand the polarization in powers of the electric field E(t)
P (t) =
∑
i=1
χ(i)E(t)i. (5.2)
While in linear optics the polarization is characterized by the linear susceptibility
χ(1), in nonlinear optics higher orders in the electric field are relevant. In order to
describe four-wave mixing signals, the polarization has to be expanded up to the
third-order in the electric field. In dipole approximation, the interaction between
the external electric field and the sample is given in dipole approximation by [189]
Hfield = µE(t). (5.3)
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We treatHfield as a perturbation and expand the dynamics of the density operator
in powers of the electric field strength
ρ˜(t) = ρ˜0 +
∑
n=1
(
− i
~
)n ∫ t
t0
dτn
∫ τn
t0
dτn−1...
∫ τ2
t0
dτ1E(τn)E(τn−1) ... E(τ1)×
[µ˜(τn), [µ˜(τn−1), ... [µ˜(τ1), ρ0] ... ]]. (5.4)
Operators in the interaction picture with respect to the unperturbed system
dynamic are denoted with a tilde. We set the initial preparation time t0 → −∞,
and substitute t1 = τ2 − τ1, t2 = τ3 − τ2 and t3 = t− τ3. We insert eq. (5.4) into
eq. (5.1) and collect all terms that are of third order in the electric field E. The
third-order polarization is then given by
P (3)(t) =
∫ ∞
0
dt3
∫ ∞
0
dt2
∫ ∞
0
dt1 E(t− t3)E(t− t3 − t2)E(t− t3 − t2 − t1)
× S(3)(t3, t2, t1), (5.5)
where we define the third-order response function as
S(3)(t3, t2, t1) = −
(
i
~
)3
Tr
{
µ˜(t3 + t2 + t1)
[
µ˜(t2 + t1),
[
µ˜(t1), [µ˜(t0), ρ(t0)]
]]}
.
(5.6)
The evaluation of the third-order response function requires that dipole operators
be applied at four different times. The first three dipole operators (within the
commutators) reflect the action of the three incident laser pulses on the system
dynamics. The forth dipole operator has to be applied at time t = t3+t2+t1, and
appears in combination with the trace operation. This last operation describes
the macroscopic response of the system according to eq. (5.1).
We assume that the laser pulses are separated in the time domain and, there-
fore, that time ordering is well defined. In this case, we can use the impulsive
limit of delta-shaped envelopes for the three incident laser pulses
Ei(t) = Eiδ(t− τi)e±iωite∓kir. (5.7)
The detected signal is then proportional to the third-order response function
S(3)(t3, Tdelay, t1), where t1, Tdelay and t3 correspond to the time intervals that
define the sequence of the laser pulses (see Fig. 5.1). Since the sample size is much
larger than the wavelength of the pulses, random phases interfere destructively
and the outgoing signal is highly directed. In 2d spectroscopy, phase matching
in combination with the rotating wave approximation, in which fast oscillatory
terms are neglected, yields distinct outgoing signals kS = ±k1 ± k2 ± k3.
Experimental setups commonly detect the rephasing (RP) component with a
signal along the wave vector kS = −k1 + k2 + k3, and detect the non-rephasing
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(NR) signal with kS = k1 − k2 + k3. The signal S(3)(t3, Tdelay, t1) is Fourier
transformed with respect to time intervals t1 and t3. This gives the rephasing
IRP =
∫ ∞
0
∫ ∞
0
dt1dt3eiω3t3−iω1t1SRP (t3, Tdelay, t1) (5.8)
and non-rephasing part
INR =
∫ ∞
0
∫ ∞
0
dt1dt3eiω3t3+iω1t1SNR(t3, Tdelay, t1) (5.9)
of the 2d-echo spectra [34, 33, 195]. The delay time Tdelay between pump and
probe pulses is used as a free parameter and probes the system dynamics.
The specific nature of the system comes into play via the response function
S(3)(t3, Tdelay, t1). The response function is obtained as a sequence of the time-
evolution of the system that is interrupted by the application of dipole-operators
at times when the laser pulses hit the sample. The incident pulses can either
excite (µ+) or deexcite (µ−) the probed system, and we split the dipole operator
accordingly, µ = µ+ + µ−. The Liouville pathways, that is to say the system
dynamics and the sequence of dipole operators, are encoded in the nested com-
mutators in eq. (5.6) leading to 16 terms and 64 terms respectively, if we split the
dipole operators into µ+ and µ−. Within the impulsive limit, only selected terms
contribute to the response function. The rephasing and non-rephasing signals
reduce then to six Liouville pathways. The Liouville pathways can be cast into
double-sided Feynman diagrams, giving a clear scheme of how to interpret and
evaluate the individual terms. The Feynman diagrams for the rephasing and
non-rephasing signals are shown in Fig. 5.2. The rules of how to read the Feyn-
man diagrams are given as follows [34, 33, 195]: The vertical lines correspond to
the time line of the ket (left line) and bra (right line) of the density matrix, while
the arrows display the action of the dipole operators. Arrows attached to the
ket-line (bra-line) stand for the multiplication of the dipole operators from the
left (right) to the density matrix. That dipole operators have to be applied from
different sides to the density operator can easily be seen by explicitly expanding
the commutators of eq. (5.6). Furthermore, the arrows pointing to the right (left)
carry an electric field e−iωt+ikr (e+iωt−ikr). If the arrows point to the right (left),
the dipole operator µ+ (µ−) has to be applied. The application of µ+ (µ−) on
the ket-line is associated with the physical process of excitation (deexcitation)
of the exciton system. Since µ†+ = µ−, the physical interpretation of µ+ and µ−
interchanges while applying the dipole operators on the bra-line. After the last
multiplication, which is always a deexcitation of the ket-line, one has to take
the trace operation. Therefore, only such Feynman diagrams contribute to the
signal, ending in a populating state. Each Feynman-diagram gets a sign (−1)n,
where n is the number of arrows attached to the bra-line.
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Figure 5.2: Feynman diagrams for the rephasing (RP) and non-rephasing (NR)
Liouville pathways. The Liouville pathways are given by excited
state absorption (ESA), stimulated emission (SE), and ground state
bleach (GB). The sequence of the dipole operators that must be ap-
plied to the density operator is indicated by arrows. Arrows attached
to the right (left) line of the double-sided Feynman diagrams require
the multiplication of the dipole operators from the right (left) to the
density operator. Arrows pointing to the right (left) require multipli-
cation with dipole operator µ+ (µ−). Each diagram contributes with
sign (−1)n, where n is the number of arrows attached to the right
line. ESA contributes to the signal with a negative sign, while SE
and GB contribute with a positive sign.
Initially, the system is in the electronic ground state ρ0 = |0〉〈0|. Hence, the
first pulse has to be associated with an excitation. In addition, for all three RP
(NR) pathways, the first laser pulse acts with µ− (µ+) on the bra-line (ket-line).
The three diagrams reflect different information about the system dynamics dur-
ing the delay time Tdelay and are accordingly named ground state bleach (GB),
stimulated emission (SE), and excited state absorption (ESA). For the GB path-
way, the exciton system is in the ground state during the delay time Tdelay. For
the SE pathway, the first two pump pulses prepare the system into a populating
state. Therefore, scanning through the delay time Tdelay explicitly probes the
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dynamics within the single exciton manifold. For the ESA pathway, all photons
get absorbed by the system. This induces a coherent superposition between the
single and the double exciton manifold after the third incident laser pulse. In the
total 2d spectrum, the ESA pathway contributes to the signal with a negative
sign, while SE and GB contribute with positive signs.
For an explicit evaluation of the pathways, the Feynman diagrams need to
be translated back to Liouville pathways. For example, the SE-RP pathway is
obtained by
S
(3)
GB−NR(t3, Tdelay, t1) = Tr
{
µ−U(t3)
(
µ+U(Tdelay)
(
µ−U(t1)(µ+ρ0)
))}
, (5.10)
where U(t) defines the system's time evolution operator.
5.2.3 Two-exciton manifold
Apart from single excitations, the three incident laser pulses of the 2d-echo setup
also create two excitons that are caused by two electronic excitations at two
separate BChls. We do not take into account double excited electronic states at
the same pigment. The inclusion of the two-exciton manifold is relevant for the
ESA pathways and enhances the dimension of the Hamiltonian for N coupled
BChls by N(N − 1)/2. We define two-exciton states as
|m,n〉 = a†mama†nan|0〉, (5.11)
where a†m and am are the creation and annihilation operators of electronic exci-
tations at BChl m. The zero exciton state |0〉 defines the situation in which all
BChls are in the electronic ground state. The commutation relations between
creation and annihilation operators are given by [a†m, an]+ = δmn+(1−δmn)2a†man
and [a†m, a
†
n]+ = (1− δmn)2a†ma†n [32].
The Hamiltonian of the two-exciton manifold [32, 34, 196]
H2ex =
∑
n>m
[
(εm+εn)a
†
mama
†
nan+
∑
k 6=n
Jkna
†
mama
†
kan+
∑
k 6=m
Jkma
†
kama
†
nan
]
(5.12)
is constructed from the single-exciton manifold introduced in section 2.2. Site
energies and dipole couplings Jkm are given according to the single-exciton Hamil-
tonian, eq. (2.2). The physical interpretation of eq. (5.12) is that one of the two
excitons moves from one BChl to another, while the second exciton remains in its
position. Higher coupling terms Jmn,kla†mana
†
kal and exciton-exciton interactions
are neglected. We define the two-exciton eigenstates as
H2ex|χ〉 = Eχ|χ〉. (5.13)
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We assume that the nature of the protein vibrations and of their coupling
to the exciton system does not change in the presence of a second electronic
excitation. The exciton-phonon coupling of the two-exciton manifold is then
given by [39, 34]
H2ex−phon =
∑
m
V2ex−mBm, (5.14)
where Bm =
∑
ξ ~ωξ,mdξ,m(b
†
ξ,m + bξ,m) describes the coupling to the phonon
modes at BChl m, defined in eq. (2.5). The operator V2ex−m =
∑
n a
†
mama
†
nan
takes into account two-exciton states. Equation (5.14) has a similar structure
as the exciton-phonon coupling of the single exciton manifold eq. (2.4). There-
fore, extending the hierarchical equations of motions introduced in section 3.3 is
straight-forward. We just have to replace Vm by V2ex−m in eqs. (3.19) to (3.22).
The same holds for the low temperature correction term eq. (3.26). Although
there are only minor changes in the equations, the inclusion of the double-exciton
manifold has huge implications for the numerical effort. This is due to the en-
larged matrix dimension of the double-exciton manifold. For example, for the
FMO complex, the matrix dimension of the reduced density operator and the
auxiliary matrices (eqs. (3.21) and (3.22)) enhance from 7×7 to 29×29. Due to
the increase in numerical cost, some theoretical works do not include the ESA
pathway in the simulation of 2d-echo spectra [41, 50]. However, the two-exciton
dynamics changes the character of the 2d-echo spectra and needs to be taken
into account in realistic simulations.
5.2.4 Rotational average over random orientations
The light-matter interaction in LHCs is given by the dipole vectors ~dm of the
BChls. In the FMO complex, the dipole vectors are orientated along the nitrogen
atoms NB−ND [70] of the BChls. The positions of the nitrogen atoms are listed
in the protein data-base [23]. While the orientations of dipole vectors depend on
the orientation of the BChl's, we assume that the strengths of the dipoles are
identical for each BChl, |~dm| = d. The dipole orientations for the FMO complex
are stated in Table 5.1.
The experiments simultaneously illuminate a large ensemble of randomly ori-
entated proteins, and the detected signal represents a rotational average. The
interaction between a probed protein and the laser pulses is given by the dipole
moments µm(φ, θ) = ~dm · ~l(φ, θ), where ~l(φ, θ) = (sin θ cos(φ), sin θ cosφ, cos θ)
corresponds to the polarization vector of the laser pulses. The dipole operator
defined in eq. (5.3) for the single-exciton manifold reads
µ1ex =
(
0 µ−1ex
µ+1ex 0
)
(5.15)
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BChl 1 BChl 2 BChl 3 BChl 4 BChl 5 BChl 6 BChl 7
dx -0.7410 -0.8571 -0.1971 -0.7992 -0.7369 -0.1350 -0.4951
dy -0.5606 0.5038 0.9574 -0.5336 0.6558 -0.8792 -0.7083
dz -0.3696 -0.1073 -0.2110 -0.2766 0.1641 0.4569 -0.5031
Table 5.1: The normalized dipole orientations of the FMO complex (C. tepidum)
are listed. The dipole moment of BChl m points along the nitrogen
atoms NB−ND. The positions of the nitrogen atoms are listed in the
protein data base [23].
with
µ+1ex =
∑
m
µm(φ, θ)|m〉〈0| and µ−1ex = (µ+1ex)†. (5.16)
In the simulation of 2d-echo spectroscopy the dipole moments appear in the
fourth order (see eq. (5.6)) and one needs to perform rotational averages of the
form[39]
〈µ2mµ2n〉rot =
∫ 2pi
0
∫ pi
0
dθ dφµ2m(φ, θ)µ
2
n(φ, θ) sin θ. (5.17)
In simple Redfield theories, the rotational average can be initialized [39, 196, 41]
and explicitly incorporated in the equation of motion for the reduced density
operator while propagating along the Liouville pathways. However, for the more
sophisticated HEOM approach, this is no longer possible. Instead, Monte Carlo
simulations are required for which many realizations corresponding to random
orientations need to be calculated. Using such random shots requires that the
order of hundreds 2d-echo spectra be simulated [46, 47]. In order to circum-
vent these numerically demanding procedure, we use a set of specific laser direc-
tions. The rotational average eq. (5.17) can be reproduced by sampling ten laser
polarization-vectors [46]
〈µ2mµ2n〉rot =
10∑
k=1
( ~dm ·~lk)2 ( ~dn ·~lk)2. (5.18)
The directions ~lk = 1√3(xk, yk, zk) are listed in table 5.2. For the evaluation of
the ESA pathways we extend the dipole operator eq. (5.15) to the two-exciton
manifold [34]
µ =
 0 µ−1ex 0µ+1ex 0 µ−2ex
0 µ+2ex 0
 (5.19)
with
〈m,n|µ+2ex|k〉 = δm,k〈n|µ+1ex|0〉+ δn,k〈m|µ+1ex|0〉 and µ−2ex = (µ+2ex)†. (5.20)
71
5 Two-dimensional spectroscopy
~l1 ~l2 ~l3 ~l4 ~l5 ~l6 ~l7 ~l8 ~l9 ~l10
xk 1 1 -1 -1 0 0 ϕ−1 −ϕ−1 ϕ -ϕ
yk 1 -1 1 -1 ϕ−1 -ϕ−1 ϕ ϕ 0 0
zk 1 1 1 1 ϕ ϕ 0 0 ϕ−1 ϕ−1
Table 5.2: Laser polarization vectors for the 10-shot rotational average [46], ϕ =
1
2
(1 +
√
5). The polarization vectors correspond to the normal vectors
of a dodecahedron approximation of the sphere.
5.3 Interpretation of 2d-echo spectra
In this section, we recapitulate how the basic features of the energy transfer in
LHCs show up in the dynamics of 2d-echo spectra, while scanning through the
delay time. The 2d-echo spectra reflect a two dimensional map of the exciton
population in LHCs. The coherent exciton dynamics leads to oscillations in cross-
peaks, the frequency of which depends on the corresponding exciton energies.
Coupling to the vibrational modes induces dephasing, giving rise to broadening
of peaks in the spectra. Energy relaxation leads to an increasing amplitude
of peaks that correspond to lower exciton states, while the amplitude at peaks
associated with higher exciton states decreases. For further reading, we refer the
reader to Ref. [34]. In addition, we set the duration of the electronic coherence
in the single exciton manifold in relation to the damping of oscillations in cross-
peaks of the 2d-echo spectra.
5.3.1 Coherent dynamics
We illustrate the effects of a purely coherent dynamics in the 2d-echo spectra of
a general system of N coupled BChls. In the following, we discuss the rephasing
SE pathway. The other pathways are evaluated in the same manner and show
a similar behavior. For the SE pathway, the exciton system remains within the
single exciton manifold and we expand the dipole operators in the single-exciton
eigenbasis. Inserting eq. (4.7) into eq. (5.16) yields
µ+1ex =
∑
M
µM |M〉〈0| with µM =
∑
m
µmc
∗
m(EM). (5.21)
We evaluate the rephasing SE pathway according to the Feynman diagram in
Fig. 5.2. Initially, the system is in the electronic ground state ρ(0) = |0〉〈0|. The
first pulse creates an excitation of the bra state and prepares the system in a
coherent superposition between the zero and the single exciton manifold
ρ(0)µ−1ex =
∑
M
µ∗M |0〉〈M |. (5.22)
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After the second pulse hits the sample, the system is in the state
µ+1exρ(t1) =
∑
M,N
µNµ
∗
M |N〉〈M |e
i
~EM t1 , (5.23)
where the phase e
i
~EM t1 reflects the coherent dynamics during the time interval
t1 between the first and the second laser pulse. The first two laser pulses prepare
the system in a populating state. Scanning through the delay time Tdelay then
probes the single exciton dynamics. The coherent dynamics
ρ(t1 + Tdelay) =
∑
M,N
µNµ
∗
M |N〉〈M |e
i
~EM t1e−
i
~ (EN−EM )Tdelay , (5.24)
gives rise to an oscillatory signal, the frequency of which is determined by the
difference of the eigenenergies EN −EM . We proceed with the evaluation of the
remaining parts of the Liouville pathway. Performing the trace after applying
the last dipole operator in the Feynman diagram yields
S3SE−RP (t3, Tdelay, t1) =
∑
M,N
|µN |2|µM |2e− i~EN t3e i~EM t1e− i~ (EN−EM )Tdelay . (5.25)
Finally, the rephasing SE spectrum is obtained after performing the Fourier
transform, eq. (5.8), with respect to t1 and t3
I3SE−RP (ω1, Tdelay, ω3) =
∑
M,N
|µN |2|µM |2e− i~ (EN−EM )Tdelayδ(ω1 − EM)δ(ω3 − EN).
(5.26)
The spectrum shows peaks located at the position of the eigenenergies of the
exciton system. The intensity of the peaks is given by the dipole moments. For
a purely coherent dynamics, diagonal peaks DP(N ,N) (ω1 = ω3 = EN) do not
evolve with the delay time while cross-peaks CP(N ,M) (ω1 = EM and ω3 = EN)
oscillate with a frequency of
ωN,M = (EN − EM)/~. (5.27)
The ESA pathways involve two-exciton states in the time evolution during
the time interval t3. This changes the peak positions along ω3 axis. Peaks
are located at energy differences between single-exciton and two-exciton states,
ω3 = Eχ − EM . Since the energies for the two-exciton manifold, eq. (5.12), are
close to the sum of two single-exciton energies, the ESA peaks in the spectrum are
almost on top of the peaks of the single-exciton pathways SE and GB. Because
of the Feynman rules, the ESA pathway gets a global negative sign, and the
coherent oscillations e−
i
~ (EN−EM )Tdelay of the ESA and SE pathways are phase-
shifted by pi. In the total signal of the 2d-echo spectra (sum of ESA, SE, and
GB pathways) the SE and ESA pathways interfere destructively diminishing the
visibility of the coherent oscillatory signal in the cross-peaks.
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5.3.2 Dissipative dynamics
In light harvesting complexes, the exciton system does not evolve in a purely
coherent fashion, but couples to a dissipative phonon bath. For the FMO com-
plex, such a coupling to an environment is crucial for the fast energy transfer to
the reaction center, see chapter 4. In this section we discuss the signatures of
the dissipative dynamics in the 2d-echo spectra. Decoherence yields a damping
of the cross-peak oscillations in the 2d-echo spectra. We relate the life-time of
cross-peak oscillations to the coherence life-times in the single-exciton manifold.
Finally, we illustrate the process of thermal relaxation. This process shows up
in the form of an increasing spectral weight at the lower exciton states in the 2d
spectra with advancing delay time Tdelay [42].
We consider a model trimer that consists of three coupled BChls. A trimer
is the smallest system in which (i) the coherent dynamics involves multiple fre-
quencies and (ii) where the double excitons are delocalized. The spectrum of
a trimer is less convoluted than that of the seven-site FMO complex. There-
fore, the trimer allows us to study basic mechanisms in a clearer way. Realistic
simulations of 2d-echo spectra for the full FMO complex are discussed later in
chapter 7. We consider the three coupled BChls 1, 2, and 3 of the FMO complex.
The Hamiltonian of the single exciton manifold for the trimer is given in units
of cm−1 by
Hex,tri =
 280 −106 8−106 420 28
8 28 0
 , (5.28)
where the site energies and inter-site couplings are taken from Ref. [39]. The
double exciton manifold is constructed according to eq. (5.12). We set the ori-
entations of the dipole moments for the three BChls of the trimer to the values
of BChl 1, BChl 2 and BChl 3 listed in Table 5.1. Averaging over random orien-
tations is included by the ten-shot rotational average, eq. (5.18). Compared to
a realistic reorganization energy of λ = 35 cm−1, we reduce the coupling to the
vibronic modes and set λ = 10 cm−1. We use a Drude-Lorentz spectral density
eq. (3.15) with a phonon relaxation timescale τc = 50 fs. Due to the reduced
reorganization energy, the exciton system and the phonon bath are less entangled
[170, 180]. The situation is more complex for larger reorganization energies, as
is discussed below in chapter 6.
Figure 5.3(a) depicts the real part of the rotationally averaged spectrum of
the trimer for Tdelay = 560 fs, including all six rephasing and non-rephasing
Feynman diagrams at temperature T = 150 K. The coupling to the phonon bath
induces dissipation in the exciton dynamics, resulting in broadened peaks in the
2d-spectra. This kind of broadening of the peaks is referred to as homogeneous
broadening. In order to extract information about the coherence life-times in the
single exciton manifold, we track the peak amplitudes of cross-peaks CP(1,2) and
74
5.3 Interpretation of 2d-echo spectra
 12100
 12300
 12500
 12700
 12100  12300  12500  12700
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
ω1 [cm
−1]
ω
3
[c
m
−1
]
CP(1,2)
CP(2,3)
Tdelay =560 fs T = 150 K
CP(2, )
−0.5
0
0.5
1
1.5
2
p
ea
k
si
gn
al
[a
rb
.
u
n
it
]
0 200 400 600
Tdelay [fs]
CP(2,3)
3×CP(1,2)
−1
−0.5
0
0.5
1
C
P
(1
,2
)
[a
rb
.
u
n
it
]
0 200 400 600
Tdelay [fs]
SE
ESA+GB
−1
−0.5
0
0.5
1
co
h
er
en
ce
0 200 400 600
t [fs]
ρE1,E2
y(t) = exp(−t/τ12)
2d
-s
ig
n
al
[a
rb
.
u
n
it
s]
(a) (b)
(c) (d)
Figure 5.3: (a) the real part of the rephasing and non-rephasing 2d-echo spec-
trum for delay time Tdelay = 560 fs. ω1 corresponds to the pump,
and ω3 corresponds to the probe frequency of the four-wave mix-
ing setup. The signal is color-coded and given in arbitrary units.
The arrows mark the cross-peaks CP(1,2) and CP(2,3). (b) cross-
peak dynamics CP(1,2) and CP(2,3). The amplitude is normalized
to CP(2,3). (c) phase shift of pi between SE and ESA pathways.
Circles depict the rephasing and non-rephasing SE pathways, while
the squares correspond to the rephasing and non-rephasing ESA and
GB pathways. (d) coherence ρE1,E2(t) = 〈E1|ρ(t)|E2〉 with fit of the
exponential decay, ρE1,E2(t) ∼ exp(−t/τ12), yielding the coherence
life-time τ12 = 194 fs. Parameters used: λ = 10 cm−1, τc = 50 fs and
T = 150 K.
CP(2,3) as a function of the delay time Tdelay, depicted in Fig. 5.3(b). The signal
amplitude is normalized to the initial value of CP(2,3). Both peaks undergo
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Figure 5.4: Illustration of the thermalization process in the 2d-echo spectrum.
The real part of the rephasing and non-rephasing pathways for delay
times Tdelay = 0 ps and Tdelay = 4 ps is shown. Peaks corresponding
to higher exciton states fall down along the ω3 axis. In the thermal
state, approached for Tdelay = 4 ps, spectral weight is located in the
lower-right plane of the spectrum. Parameters used: λ = 35 cm−1,
τc = 50 fs and T = 150 K.
oscillations, the periods t1,2 = 145 fs and t2,3 = 130 fs which, for cross-peaks
CP(1,2) and CP(2,3), matches the expected period of 147 fs and 132 fs of the
coherent dynamics given by eq. (5.27). The periods are extracted from fits of the
SE pathways. Furthermore the SE and ESA pathways are phase shifted by pi,
as illustrated in Fig. 5.3(c) for CP(1,2). This phase shift of pi is characteristic of
an coherent electronic dynamics [39]. In Fig. 5.3(c) we add the GB to the ESA
pathway which inducing a constant shift in amplitude. This brings the ESA
amplitude into the range of the SE one, and allows for a better comparison.
The dynamics of the cross-peak CP(N ,M) is related to the time evolution of
the off-diagonal entries in the single exciton manifold of the reduced density oper-
ator in the eigenbasis representation, ρEN ,EM (t) = 〈EN |ρ(t)|EM〉. These elements
are referred to as coherences [197]. Decoherence in the exciton dynamics induces
an exponential decay (∼ exp(−t/τNM)) of the coherence ρEN ,EM . For example,
coherence ρE1,E2 decays with coherence life-time τ12 = 194 fs, as illustrated in
Fig. 5.3(d). The duration of the beatings in the dynamics of CP(N ,M) in the
2d-echo spectra is related to the coherence life-time τNM . For the SE pathway of
CP(1,2) the life-time of the oscillatory signal given by τCP(1,2) = 197 fs is in an
excellent level of agreement with the associated coherence life time τ12 = 194 fs.
Besides decoherence, coupling to a thermal environment also gives rise to the
thermalization of the exciton system. Energy relaxation drives the system from
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its initial state to the lower energy states. The initial state at Tdelay = 0 ps is
determined by the interaction with the first two laser pulses, and depends on the
dipole moments of the BChls. With an increasing delay time, the amplitude in
the 2d-echo spectra relaxes to lower energy states. Since information about the
dynamics during the delay time is only available in the signal time t3, energy
relaxation only affects the signal frequency ω3. Hence with increasing delay
time, peaks fall down along the ω3 axis and thermalization drives the amplitude
in the spectra to the cross-peaks in the lower-right half-plane of the 2d-echo
spectra [39, 198]. Fig. 5.4 illustrates the thermalization process for the trimer,
eq. (5.28) for reorganization energy λ = 35 cm−1 at temperature T = 150 K. We
show the 2d-echo spectrum for delay times Tdelay = 0 ps and Tdelay = 4 ps. The
thermalization drives the amplitude in the 2d-spectra to the lower exciton states.
In the thermal state, which is approached after approximately 4 ps, there is a
significant increase in the amplitude of the lower cross-peaks in the 2d-spectrum.
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6 Entangled excitonic and
vibrational dynamics
6.1 Introduction
Simple Redfield approaches do not explain the rich experimental features found
in the 2d-echo spectra of LCHs [16, 19, 20, 197]. Thus, suggestions have emerged
that a strong coupling to the vibrational environment influences the exciton dy-
namics in a non-trivial way [174]. Strong coupling in combination with a slow
timescale of phonon relaxation prolongs quantum beatings in the site basis pop-
ulation dynamics [43] and entangles the excitonic with the phonon degrees of
freedom [180]. The latter gives rise to an information flow between the environ-
ment and the exciton system [170]. The experimental evidence for a reversible
energy flow between the exciton system and the vibrational environment in the
FMO complex is pointed out by a detailed analysis in Ref. [197].
The highly efficient GPU-HEOM implementation facilitates studies for both
large exciton phonon coupling and slow phonon relaxation, which are the key in-
gredients for achieving a strong entanglement between excitonic and vibrational
degrees of freedom. This enables us to give a quantitative analysis of the re-
versible energy flow that manifests itself in unique features in the peak dynamics
of the 2d-echo spectra of LHCs.
In section 6.2, we investigate the origin of the sitebasis population dynamics
of Ref. [43]. Those beatings are not purely coherent, but are induced by the non-
Markovian interaction with the phonon environment. This is a specific feature
of the employed Drude-Lorentz spectral density. The prolonged beatings in the
site basis population dynamics for a sluggish phonon bath obtained by Ishizaki
and Fleming [43] do not prove the existence of long-lived electronic coherence in
the exciton dynamics of LHCs, but rather highlight the reversible energy flow
between the exciton system and the phonon bath. In section 6.3, we show that
the interaction of the exciton system with the phonon-bath couples exciton popu-
lations with exciton coherences. This yields a bath mediated quantum transport
from diagonal-peaks to cross-peaks of the 2d-echo spectra. The signatures of
the bath mediated quantum transport show up in the 2d-echo spectra as an
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unambiguous phase-relation between cross- and diagonal peak- oscillations, and
is experimentally observed in the FMO complex by Panitchayangkoon et al. in
Ref. [197]. We estimate the expected order of magnitude of the bath-mediated
quantum transport from the dynamics of the single exciton manifold.
6.2 Which oscillations are coherent and
which are not
In the following, we set the site basis population dynamics discussed in chap-
ter 3.4 in relation to the exciton populations, coherences and oscillatory signals
in the 2d-echo spectra. Simulations using a Drude-Lorentz spectral density
J(ω) = 2λ
ων
ω2 + ν2
, ν−1 = τc, (6.1)
and including the finite phonon relaxation timescale τc, reveal long lived beatings
in the site basis population-dynamics. These are interpreted as the signature
of electronic coherence in LHCs [174, 43]. Here, we demonstrate that these
beatings are not purely of a coherent origin, but are induced by non-Markovian
bath effects. The slower the phonon relaxation gets, the more pronounced the
memory effects in the phonon bath are. This explains why the amplitude and
duration of the obtained site basis population-beatings increase with phonon
relaxation timescale τc.
We use a Drude-Lorentz spectral density eq. (3.15) with parameters τc = 166 fs
and λ = 35 cm−1, and discuss the dynamics of the trimer defined in eq. (5.28).
Throughout this section, we set the temperature to 150 K. The trimer is com-
prised of BChl 1, BChl 2, and BChl 3 of the FMO complex, and hence defines
one of the two pathways of energy transfer to the reaction center. For the initial
population at BChl 1, the sitebasis population dynamics shows beatings that last
up to 0.8 ps. We prove that these oscillations are not related to purely electronic
coherence. For this, we study the energy transfer in the exciton eigenbasis. This
is also the suitable basis for the interpretation of 2d-echo spectra (see section 5.3).
We analyze exciton coherences ρEN ,EM yielding the life-time of electronic coher-
ence and exciton populations ρEM ,EM that are affected by the reversible energy
exchange with the phonon bath. The reversible interplay of the phonon bath
and the exciton dynamics leads to significant beatings in exciton populations
ρE2,E2 and ρE3,E3 , see Fig. 6.1(a). Within Markovian Redfield approaches, the
exciton populations decay toward the thermal state but do not show oscillations.
The oscillations in the exciton populations translate into a oscillatory signal in
diagonal peaks of the rephasing 2d-echo spectra. The duration and amplitude
of the oscillations in the diagonal peaks, depicted in Fig. 6.1(b), are in a good
level of agreement with the dynamics of the corresponding exciton populations,
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Figure 6.1: (a) non-Markovian effects lead to oscillations in the exciton popula-
tions ρE2,E2 and ρE3,E3 (b) exciton populations are related to diagonal
peaks in the 2d-echo spectra. DP(2,2) and DP(3,3) of the rephasing
and non-rephasing 2d-echo spectra (real part) show long-lasting os-
cillations. (c) dynamics of the coherences ρE1,E2 and ρE2,E3 . For
the Durde-Lorentz spectra density, only the coherence ρE2,E3 is long-
lived, while coherence ρE1,E2 only lasts for about 200 fs. (d) SE and
ESA pathways of CP(2,3) (rephasing and non-rephasing, real part).
Both oscillate in phase. This is opposed to what is expected from a
purely electronic coherent dynamics. Parameters used: λ = 35 cm−1,
τc = 166 fs and T = 150 K.
Fig. 6.1(a). The life times of the exciton coherences are depicted in Fig. 6.1(c).
Prolonged electronic coherence exists only for ρE2,E3 in which beatings last up
to 0.8 ps. The remaining coherences ρE1,E2 and ρE1,E3 are short-lived and last
only up to on quarter of the duration of the obtained beatings in the site basis
81
6 Entangled excitonic and vibrational dynamics
population dynamics.
From the single exciton dynamics alone one cannot distinguish whether the
physical origin of the long-lived oscillations in the coherence ρE2,E3 is due to
purely electronic coherence, or if the coupling to the phonon bath plays a crucial
role for the prolonged oscillations. Here, studying the 2d-echo spectra, which pro-
vide precise criteria for electronic coherence, yields further information. Purely
electronic coherence shows up as an oscillatory signal in the cross-peaks. The
oscillation frequency is determined by the location of the peaks in the exciton
energy grid. But, more importantly for a coherent dynamics, the SE and ESA
pathways oscillate with an opposite phase (see the discussion in section 5.3).
However, this is not the case for cross-peak CP(2,3), as depicted in Fig. 6.1(d).
The SE and ESA pathways show long-lasting beatings as are expected from the
dynamics of ρE2,E3 , but both pathways oscillate in phase. Thus, these beat-
ings do not reflect purely electronic coherence. The long-lasting coherence ρE2,E3
involves interaction with the phonon bath.
6.3 Bath-mediated quantum transport
The total rephasing and non-rephasing cross-peak signal CP(1,2) (all SE, GB,
and ESA pathways included), depicted in Fig. 6.2(a), shows long lasting oscilla-
tions (up to 600 fs) on top of a non-oscillatory background. Long-lasting beat-
ings are not expected from the analysis of the corresponding coherence ρE1,E2 ,
Fig. 6.1(c). Hence, electronic coherence does not explain the observed oscillatory
signal in CP(1,2). In the following, we prove that these beatings are caused by
the bath mediated quantum transport of beatings in the exciton populations to
exciton coherences. In the 2d-echo spectra bath mediated quantum transport
transfers the oscillations in the diagonal peak DP(2,2) to cross-peak CP(1,2).
We start with a simple Redfield argument that is also used to interpret the
experimentally obtained quantum transport in the exciton dynamics of the FMO
complex [197]. Within the full Redfield equation (Appendix eq. (A.37)), the
interaction with the vibrational environment couples exciton populations ρEi,Ei
with coherences ρEi,Ei . Formally, the full Redfield equation can be written in
terms of rate equations for the entries of the reduced density operator. We keep
the notation of Ref. [197] eq.(3)
d
dt
ρEi,Ej(t) = −
i
~
(Ei−Ej)ρEi,Ej(t)−
∑
k 6=l
κij,klρEk,El(t)−
∑
k
κij,kkρEk,Ek(t). (6.2)
The rates κij,kl depend on the exciton system, temperature, and exciton-phonon
coupling described by the spectral density. The explicit form of the rates is
obtained by expanding eq. (A.37) into the exciton eigenbasis. The last term
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describes the coupling between exciton populations ρEk,Ek(t) and coherences
ρEi,Ej(t). Assuming an oscillatory dynamics of the exciton populations ρEk,Ek(t) ∼
cos(ωt), integration of eq. (6.2) yields an oscillatory contribution to the coher-
ence ρEi,Ej(t) ∼ sin(ωt). Therefore, the bath mediated transfer from exciton
populations to coherences yields a phase shift in the oscillations of pi/2.
In Fig. 6.2(c), we extract the oscillatory components of DP(2,2), which are
related to beatings in the exciton population ρE2,E2 and CP(1,2), which are
related to the coherence ρE1,E2 . DP(2,2) and CP(1,2) show oscillations with
the same frequency, the same life-time and the expected phase shift of pi/2.
This analysis confirms the interpretation of the long-lived cross-peak oscillations
in CP(1,2) in terms of bath mediated quantum transport. In contrast to the
interpretation of the experimental results Ref. [197], which proposes that diagonal
peaks inherit their beatings from cross-peaks, we obtain quantum transport in the
opposite direction. Cross-peak CP(1,2) inherits its beatings from the diagonal
peak DP(2,2).
The amplitude of the long lasting beatings in CP(1,2) is about ten times
smaller than the one for DP(2,2). Hence, we expect that quantum transport
works with about 10% efficiency. To prove this, we show that exciton populations
couple with exciton coherences and we also provide a quantitative estimate for
the relevance of bath-mediated quantum transport. We prepare the system in the
exciton populating state ρE2,E2, and keep track of the dynamics of the coherence
ρE1,E2, as depicted in Fig. 6.2(b). There is a small amount of amplitude (note
the scaling factor of 20 in Fig. 6.2(b)) that is transfered through the coupling to
the phonon-bath from the population ρE2,E2 to the coherence ρE1,E2.
For a purely coherent dynamics, no such transfer would occur and the co-
herence ρE1,E2(t) would remain at zero. For our analysis, we are interested
in the oscillatory components of ρE1,E2(t) and ρE2,E2(t), which are depicted in
Fig. 6.2(d). The oscillatory components of ρE1,E2(t) appear with two different
timescales. There is a short-lived oscillatory signal up to 200 fs, and there are
long lived oscillations with a much smaller amplitude. The small, long-lasting
oscillations coincide with the oscillatory components of the exciton population-
dynamics ρE2,E2(t) in frequency and life-time. Furthermore, the oscillations are
phase-shifted by approximately pi/2. Thus, we identify the small, long lasting os-
cillations as a bath-mediated quantum transport from exciton population ρE2,E2
to exciton coherence ρE1,E2. Oscillations in ρE1,E2 are about 30 times smaller than
the corresponding oscillations in ρE2,E2, indicating that bath-mediated quantum
transport works with about 3% efficiency. Up to a factor of three in the effi-
ciency of the estimated bath-mediated quantum transport, we obtain reasonable
agreement with the correlated oscillations observed in DP(2,2) and CP(1,2) in
the 2d-echo spectra (Fig. 6.2(b)).
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Figure 6.2: Illustration of bath-mediated quantum transport. (a) dynamics
of cross-peak CP(1,2) and diagonal peak DP(2,2) (real part of the
rephasing and non-rephasing signal). The oscillatory components
are depicted in (c). (b) population dynamics of coherences ρE1,E2
and ρE2,E2 . The oscillatory components are depicted in (d). Param-
eters used: λ = 35 cm−1, τc = 166 fs and T = 150 K.
6.4 Conclusion
We investigate the influence of the finite phonon relaxation timescale, giving
rise to an entangled motion between the exciton system and the vibrational
environment. We find that the long-lived site basis population beatings obtained
by Ishizaki and Fleming [43, 174] are mainly related to oscillations in the exciton
populations (diagonal entries ρEi,Ei) that are induced by a reversible energy trade
between the phonon bath and the exciton system. In the 2d-echo spectra, such
effects show up as oscillations in the diagonal peaks in the rephasing signal. Thus,
the previous interpretation of the site basis population beatings in terms of purely
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electronic coherence [43, 183] has several failings: The beatings in the site basis
population dynamics are mainly due to oscillations in the exciton populations.
These are not expected to oscillate in a purely electronic coherent dynamics.
Most exciton coherences are short-lived, while only very specific coherences are
prolonged by the entangled dynamics with the environment. The relevance of
the phonon bath in prolonging specific coherences leaves its signature in the
corresponding cross-peak dynamics of the 2d-echo spectra in which SE and ESA
pathways oscillate in phase. This is in contrast to a purely coherent dynamics
in which SE and ESA pathways oscillate in opposite phase.
Furthermore, our simulation demonstrates that bath-mediated quantum trans-
port in the exciton dynamics of LCHs. This bath-mediated quantum transport
is experimentally obtained in the FMO complex [197]. However, in contrast to
the experimental interpretation in which cross-peak oscillations are transfered
to diagonal-peak oscillations, our theoretical study shows exactly the reversed
situation. Diagonal-peak oscillations are transferred to cross peak oscillations.
We show that the energy exchange between the bath and the exciton motion in-
duces oscillations in the exciton populations. In the 2d-echo spectra the exciton-
population beatings show up as an oscillatory signal in the diagonal peaks. The
coupling to the vibrational environment couples exciton populations with exci-
ton coherences. Beatings in the diagonal peaks are transferred to beatings in the
cross peaks.
In conclusion, our analysis provides exact numerical simulations within a
Drude-Lorentz spectral density and proves the existence of a reversible energy
exchange between the exciton system and the protein vibrations for a realis-
tic parameter regime of energy transfer in LHCs. Our findings highlight that
non-Markovian quantum processes show up as unambiguous signatures in the
2d-spectra of LHCs. Information of coherence is exchanged between the phonon
bath and the exciton system, inducing beatings in diagonal peaks of the 2d-
spectra. Those beatings are also experimentally detected in 2d-spectra of the
FMO complex [197].
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7 Long-lived electronic coherence
in the FMO complex
Parts of this chapter have been published in Kreisbeck et al. arxiv:1203.1485.
7.1 Introduction
The experimentally observed long-lasting coherence in the 2d-echo spectra of
LHCs [16, 17, 18, 19] revises the picture of energy transfer in photosynthesis.
For the FMO complex, a coherence life-time of up to 1.8 ps at a temperature
of 77 K is reported [20]. Instead of classical hopping from one BChl to the
next, quantum coherence prevails for long enough to influence the energy transfer
process [26]. So far, the microscopic origin of, as well as the physical mechanisms
supporting, long-lasting coherence are still unclear. Microscopic theories based
on molecular dynamics simulations have not yet led to unambiguous conclusions
[72, 199, 71]. Understanding the nature of the interaction of the exciton system
with the vibrational environment and its consequences for coherence remains one
of the outstanding questions in the field [26].
The difficulty of reproducing the experiments lies in the nature of two seem-
ingly contradictory observations. The experiments predict long-lived electronic
coherence, but at the same time, fast thermalization occurs, indicating a strong
coupling to a noisy environment. In this regime, fast decoherence is expected.
Brixner et al in Ref. [42] show that thermal relaxation takes place in the FMO
complex within a few picoseconds at 77 K. Thermalization leads to an increas-
ing population of lower exciton peaks in the 2d-echo spectra, see section 5.3.2.
Coupling to noise is an important ingredient for the functioning of the FMO
complex as an efficient energy wire, since thermalization drives the exciton pop-
ulation along the energy gradient toward the reaction center. Thermal noise aids
transport [52, 54, 78] as we discuss in chapter 4. The parameters of approxi-
mative Redfield approaches can be adjusted to reproduce the timescale of the
thermalization process and the line shapes of the peaks in the 2d-echo spectra.
But then, long-lived coherent oscillations are absent in the peak dynamics of
the 2d-echo spectra [39, 42, 198]. In 2009, Ishizaki and Fleming propose that
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Figure 7.1: Spectral density of the FMO complex. JWendling corresponds to
the experimentally measured spectral density of the FMO complex
[48]. J11peaks (J3peaks) approximates JWendling by eleven (three) shifted
Drude-Lorentz peaks, eq. (7.6). JDL depicts the Drude-Lorentz spec-
tral density for λ = 35 cm−1 and τc = 50 fs. The marks on the
frequency axis indicate the energy difference between two exciton
eigenstates of the FMO complex, where the spectral density is eval-
uated within Redfield approaches. Inset: comparison of the slope
of the different spectral densities around zero-frequency, defining the
pure dephasing rate γd, eq. (7.4). γd = 0 for the super-Ohmic spec-
tral density JWendling. For J11peaks (J3peaks), the pure dephasing rate
is suppressed by a factor of 12 (5.5) compared to JDL.
the finite time scale of phonon relaxation prolongs electronic coherence in LHCs
[43, 174]. As we discuss in section 6, a sluggish phonon bath yields a reversible
energy exchange between the bath and the exciton system, but does not produce
long-lived, purely electronic coherence. Simulated 2d-echo spectra for the FMO
by Hein and Kreisbeck et al. in Ref. [46] predict for the same parameters used in
Ref. [43] coherence life-times of the lower exciton peaks that are approximately
six times shorter than observed in experiments at a temperature of 150 K. For
a larger phonon relaxation timescale τc = 100 fs, Chen et al. do not observe
signatures of coherence even at a low temperature of 77 K [47].
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Although the work of Ishizaki and Fleming does not yield the answer for
long-lasting coherence, their findings show that the finite timescale of the re-
organization process influences the population dynamics of LHCs and requires
the inclusion of non-perturbative and non-Markovian effects in numerical simu-
lations. This highlights the importance of a careful and realistic modeling of the
exciton-phonon coupling. The nature of the exciton-phonon coupling is charac-
terized by the spectral density. The most realistic spectral density for the energy
transfer in LHCs is given by Wendling et al. in Ref. [48], who extract the spec-
tral density for the FMO complex from fluorescence line-narrowing experiments
at a temperature of 4 K. The Wendling spectral density JWendling is shown in
Fig. 7.1. There are specific, strongly coupled modes, visible as peaks in JWendling,
for example around 180 cm−1. It has been proposed that the cross-peak oscilla-
tions are induced by the strongly coupled discrete modes [50, 45], rather than by
purely electronic coherence. This interpretation implies that the discrete vibronic
modes are specifically tuned to reproduce cross-peak oscillations, whose frequen-
cies match the exciton-energy differences. The interpretation of Refs. [50, 45]
relies on the hypothesis that evolution in nature has tuned discrete vibrational
modes and exciton frequencies into a balanced condition. But experiments al-
tering the vibronic structure of the FMO complex by partial deuteration, by 13C
substitution and by creating native mutants do not yield major differences in the
peak dynamics of the 2d-echo spectra [51], and does not confirm the hypothesis
of specifically tuned vibronic modes.
In this chapter, we demonstrate an alternative mechanism that supports long-
lived, purely electronic coherence in the FMO complex. The mechanism depends
on the continuous part of the spectral density. We also show that strongly cou-
pled, discrete phonon modes do have a minor influence in the exciton dynamics.
We use the realistic Wendling spectral density JWendling. The continuum part
of JWendling has been parameterized by Adolphs and Renger [49]. Apart from
the strongly coupled discrete modes, the major difference of JWendling compared
to the frequently used Drude-Lorentz spectral density [78, 43, 178, 47, 80, 46]
is that JWendling is super-Ohmic. As we demonstrate below, the super-Ohmic
behavior is crucial to obtain long-lived, purely electronic coherence. We further
show that the coupling to the continuum of higher phonon modes ensures the
fast thermalization required for efficient energy transfer. Indeed, the Wendling
spectral density yields an even faster transfer to the reaction center than the
Drude-Lorentz one.
In section 7.2, we introduce the basic concepts of a super-Ohmic spectral den-
sity, and discuss its implications for the dephasing mechanism in the exciton dy-
namics. Approximative Redfield approaches do not capture the relevant physics
in LHCs, which requires an exact technique to solve the exciton dynamics. In the
literature, there exist various non-Markovian approaches that can treat general
spectral densities [200, 75, 45]. However, so far, none of them is able to perform
89
7 Long-lived electronic coherence in the FMO complex
the extremely numerically challenging 2d-echo spectra for the FMO complex. We
develop the numerically efficient GPU-HEOM, see also Kreisbeck et al. Ref. [78],
which makes non-Markovian simulations of the 2d-echo spectra for the FMO com-
plex possible, as shown by Hein, Kreisbeck et al. Ref. [46]. HEOM in its original
version is limited to a Drude-Lorentz spectral density [77, 175]. In section 7.3, we
overcome this restriction and generalize GPU-HEOM to more complex shaped
spectral densities like JWendling by using a superposition of shifted Drude-Lorentz
peaks [82]. Numerical simulations of 2d-echo spectra become more demanding
than for a single Drude-Lorentz spectral density, but remain computationally
feasible due to the high performance GPU implementation. In section 7.4, we
investigate coherence life-times of the FMO complex and analyze the oscilla-
tion duration in the corresponding peak dynamics in the 2d-echo spectra. A
super-Ohmic spectral density yields a prolonged electronic coherence that is ac-
companied by sharp lineshapes in the 2d-echo spectra. In section 7.5, we include
the static disorder in order to achieve a better agreement with the experimen-
tally observed lineshapes. Finally, in section 7.6, we discuss the consequences of
a super-Ohmic spectral density and its impact on the transfer efficiency of the
FMO complex. We summarize the results of this chapter in section 7.7.
7.2 Pure dephasing vs. relaxation rate
Within the Redfield approach (Appendix A.2), the time evolution of the entries of
the reduced density matrix is given in the form of rate equations. The Redfield
rates defined in Appendix A.2, eq. (A.52) determine thermal relaxation and
decoherence. These rates depend on the spectral density. The rates needs to be
evaluated at energies that correspond to the difference of exciton energies. In
Fig. 7.1, we mark the energies where the spectral density is probed by the Redfield
rates along the frequency axis. We use the exciton Hamiltonian Table 2.1 for the
FMO complex.
In the following, we recapitulate textbook concepts [201] (chapter 21.4.2) for
the decoherence rate
γ = γr/2 + γd. (7.1)
The decoherence rate γ determines the life-time of the coherence in the exciton
system, and consists of the relaxation rate γr and the pure dephasing rate γd.
Both γr and γd depend on the exciton system, the spectral density, and the
temperature. Let us consider a Spin-Boson model for a coupled two-site system
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that couples to a common harmonic bath
HSpin−Boson =ε/2(c†1c1 − c†2c2) + d/2(c†1c2 + c†2c1) +
∑
ξ
~ωξb†ξbξ
+
1
2
(c†1c1 − c†2c†2)
∑
ξ
~ωξdξ(b†ξ + bξ). (7.2)
Here, c†m creates a population at site m, with site energies ±ε/2. We use a inter-
site coupling of d/2. b†ξ creates a vibronic mode with a frequency of ωξ in the har-
monic bath and dξ corresponds to the strength of the exciton phonon-coupling.
The latter is characterized by the spectral density J(ω) = pi
∑
ξ ~2ω2ξd2ξδ(ω−ωξ).
The relaxation rates γr and γd are then given by [201] (chapter 21.4.2)
γr ≈ d2S(b)/(2b2) and γd = ε2S(0)/(2b2). (7.3)
Here, we define b2 = ε2 + d2 and S(ω) = J(ω) coth(~ω/2kbT ). We evaluate the
zero frequency limit S(ω → 0) by using l'Hospital's rule and show that the pure
dephasing rate is related to the slope of the spectral density at zero frequency
and goes linearly in temperature
γd = ε
2/(2b2)
d
dω
J(ω)|ω=0 kbT. (7.4)
In the high temperature limit kbT > b, the relaxation rate grows linearly with
temperature
γr ≈ d2/(b3)J(b) kbT. (7.5)
Next we illustrate the different contributions of the pure dephasing and the
relaxation rate for the decoherence rate. In particular, we compare the situation
of the Drude-Lorentz spectral density with the one of the measured super-Ohmic
spectral density for the FMO complex JWendling. For the Drude-Lorenz spectral
density we use a reorganization energy λ = 35 cm−1 and a phonon relaxation
timescale τc = 50 fs. We consider the dimer pair BCHls 1 and 2 of the FMO
complex with ε = 120 cm−1 and d = −175.4 cm−1 (BChl1 and BChl2 of Ta-
ble 2.1). The pure dephasing rate γd/T = 0.15 cm−1K−1 dominates the deco-
herence rate γ for the Drude-Lorentz spectral density, while the relaxation rate
γr/(2T ) = 0.032 cm−1K−1 (high temperature approximation eq. (7.3)) is one or-
der of magnitude smaller than the pure dephasing rate. For the Wendling spectral
density JWendling, we obtain a different picture. Since the Wendling spectral den-
sity is super-Ohmic S(0) = 0 [49], the pure dephasing rate vanishes γd = 0 cm−1.
Decoherence is solely driven by the small relaxation rate γr/T = 0.06 cm−1K−1.
We propose that the absence of the pure dephasing rate γd leads to a prolonged
electronic coherence in the exciton dynamics of LHCs.
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The analysis of the Spin-Boson model provides an estimate and gives an intu-
itive physical picture for decoherence in the exciton dynamics. In the following,
we carry out non-Markovian simulations of the exciton dynamics and calculate
2d-echo spectra for the FMO complex. We demonstrate that the super-Ohmic
Wendling spectral density indeed supports long-lived electronic coherence in the
FMO complex. In addition, we show that although pure dephasing is suppressed,
the coupling to the vibrational environment is strong, and the fast energy dissi-
pation is retained.
7.3 Implementing the HEOM approach
on graphics-processing units
Exact numerical simulations of 2d-echo spectra for the FMO complex for struc-
tured spectral densities, such as JWendling, are very challenging. In recent years,
several approaches have been developed and refined to perform non-perturbative
and non-Markovian simulations for the exciton dynamics of LHCs [200, 76, 75,
73]. However, all methods struggle with various difficulties. Either they rely
on additional approximations [75, 73] that need further validation or only yield
reliable results for temperatures around T = 0 K [76, 200], which are irrelevant
for biological systems. State-of-the-art techniques [45, 44] are able to perform
simulations of the population dynamics of the FMO complex at a temperature of
T = 77 K by using the continuous part of the Wendling spectral density and tak-
ing into account one strongly coupled vibronic mode at 180 cm−1. However, more
accurate simulations that either incorporate all of the strongly coupled vibronic
modes of JWendling or the simulations of 2d-spectra relevant for the comparison
with experiments, have been beyond the numerical capability of the approaches
developed in Refs. [200, 76, 75, 73, 45, 44].
To our knowledge, HEOM is the only method in which non-perturbative and
non-Markovian simulations of 2d-echo spectra for the seven-site FMO complex
are accessible [46, 47]. Since HEOM relies on a Drude-Lorentz spectral density
(see section 3.3), only simulations for this specifically shaped spectral density
have been performed before. In this chapter, we overcome this limitation and
we extend the HEOM approach to general spectral densities. We employ the
Meier-Tannor decomposition [82] and represent general spectral densities as su-
perpositions of shifted Drude-Lorentz peaks. Together with the highly efficient
GPU-HEOM implementation, see Kreisbeck et al. [78]), we develop a powerful
tool for simulating the energy transfer in LHCs for structured spectral densities.
According to Meier and Tannor [82], general spectral densities are constructed
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J3peaks
λk in cm−1 10, 15, 13
ν−1k in fs 250, 120, 65
Ωk in cm−1 85, 170, 300
J11peaks
λk in cm−1 1.2, 6.4, 7.4, 15.6, 3.4, 1.8, 4.0, 2.0, 1.8, 1.9, 2.0
ν−1k in fs 1600, 550, 400, 370, 750, 800, 750, 600, 750, 750, 500
Ωk in cm−1 53, 73, 117, 185, 235, 260, 285, 327, 363, 380, 480
Table 7.1: Parameter set for the spectral densities J3peaks and J11peaks. The
reorganization energies λk, relaxation timescales ν−1k , and the energy
shift Ωk of the contributing shifted Drude-Lorenz peaks to the total
spectral density eq. (7.6) are shown.
by
J(ω) =
M∑
k=1
νkλkω
ν2k + (ω ± Ωk)2
. (7.6)
We approximate the spectral density of the FMO complex JWendling by a sum of
eleven shifted Drude-Lorentz peaks J11peaks. This reproduces the super-Ohmic
onset and takes into account all the strongly coupled vibronic modes. The con-
tinuous part of JWendling is represented by three Drude-Lorentz peaks J3peaks.
J11peaks and J3peaks are depicted in Fig. 7.1, and the corresponding parameters
are listed in Table 7.1. The HEOM technique (see chapter 3.3) relies on the
exponential form of the symmetrized correlation S(t), and the response function
χ(t), eqs. (3.16) and (3.18). The exponential form remains intact for a shifted
Drude-Lorentz peak. For the spectral density eq. (7.6), we obtain within the
high temperature approximation (~νkβ < 1)
S(t) '
M∑
k=1
λk
~β
e−νkt e±iΩkt︸ ︷︷ ︸
oscil. comp.
(7.7)
and
χ(t) =
M∑
k=1
2λk/~ ( νk ± iΩ︸ ︷︷ ︸
imag. frequ.
) e−νkt e±iΩkt. (7.8)
Compared to the original version of the bath correlation functions for a single,
non-shifted Drude-Lorentz spectral density eqs. (3.16) and (3.18), the shifted
position of the Drude-Lorentz peaks gives rise to an oscillatory component with
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a frequency of Ωk. We proceed along similar arguments as in chapter 3.3, and
introduce ˜θm,k,s=±(t). ˜θm,k,s=±(t) is defined as being analogous to eq. (3.19),
but we replace ν → νk ± iΩk. The hierarchy eqs. (3.21) and(3.22) the changes
accordingly
d
dt
ρ(t) = − i
~
Lexρ(t) +
N∑
m
i
~
V ×m
M∑
k=1,s=±
σ(0,...,nm,k,s=1,...,0)(t) (7.9)
with
d
dt
σ(n1,1,s,...,n1,M,s,...,nN,1,s,...,nN,M,s)(t) =
=
(− i
~
Lex −
N,M∑
m,k=1,s=±
nm,k(νk + s iΩk)
)
σ(n1,1,s,...,n1,M,s,...,nN,1,s,...,nN,M,s)(t)
+
N,M∑
m,k=1,s=±
i
~
V ×m σ
(n1,k,s,...,nm,k,s+1,...,nN,M,s)(t)
+
N,M∑
m,k=1,s=±
nm,k,sθm,k,s σ
(n1,k,s,...,nm,k,s−1,...,nN,M,s)(t). (7.10)
The main difference compared to the original version of the hierarchy intro-
duced in chapter 3.3 is that the superposition of M shifted Drude-Lorentz peaks
enlarges the index tuple ~n = (n1,1,s, ..., n1,M,s, ..., nN,1,s, ..., nN,M,s) of the auxil-
iary matrices. The previously single index for each site increases to M indexes.
Furthermore, there is an additional factor of two in the number of indexes, tak-
ing into account the sign s in the shifts ±Ω of the Drude-Lorentz peaks. The
seven original indexes ~n = (n1, ..., n7) for the FMO complex for a single non-
shifted Drude-Lorenz spectral density blow up to 42 (154) indexes for the spec-
tral density J3peaks (J11peaks). This increases the number of auxiliary matrices
considerably. For example, the truncation Nmax = 4 requires that 330 auxiliary
matrices need to be propagated for a single non-shifted Drude-Lorentz spectral
density. However, J3peaks already requires that 163 185 auxiliary matrices need to
be propagated for the same truncation level. There is a huge increase in the com-
putational costs for each additional shifted Drude-Lorentz peak of eq. (7.6) that
is added. Thus, HEOM simulations for structured spectral densities like J3peaks,
or the even more involved J11peaks for the FMO complex, are computationally
very expensive.
The break-through for overcoming the computational limitations is provided
by GPU-HEOM, our highly efficient graphics processing unit (GPU) implemen-
tation of the hierarchical equations of motion. Our idea is to parallelize the
HEOM propagation scheme and to use the 448 streaming processors (1.15 GHz)
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provided by the NVIDIA C2050 graphics board in parallel. The HEOM ap-
proach is well-suited to a GPU implementation since many computational tasks
can be evaluated in parallel resulting in efficient latency hiding [202]. Hiding long
latency operations by processing many small tasks is one of the fundamental con-
cepts of GPU computing. To overcome bandwidth limitations, we minimize the
memory transfer between GPU memory and CPU memory. The auxiliary matri-
ces are only available on the GPU memory. For the final storage of the data the
files, only the 49 entries of the reduced density matrix of the FMO complex need
to be transferred from GPU memory to CPU memory. We overcome bandwidth
limitations with the suitable work distribution of small tasks to the 448 stream-
ing processors. In addition, we establish concepts to make use of the shared
and constant memory of the GPU hardware. This allows fast L1 cache memory
access. With these optimization strategies, the communication overhead of the
HOEM, which renders CPU based parallelization schemes inefficient [80, 81], is
not an issue for the GPU implementation. The performance increase obtained
with the GPU-HEOM scales linearly with the number of streaming processors,
resulting in a 450-fold reduction in computation time when compared to a single
core CPU implementation, see Kreisbeck et al. Ref. [78].
In Table 7.2, we provide a comparison between the computation times of the
CPU (Intel 2.40 GHz) and the GPU-HEOM implementation. We use a fourth-
order Runge-Kutta propagation scheme. The computation times for the pop-
ulation dynamics of the FMO complex for a single non-shifted Drude-Lorentz
spectral density are shown. We propagate the system of auxiliary matrices over
1000 time steps. The GPU computation is done in single precision, providing
sufficient accuracy for a single non-shifted Drude-Lorentz spectral density. More
complex spectral densities, such as J3peaks and J11peaks, require double precision.
Switching from single to double precision approximately gives a factor of two
in the computation times. With the increasing depth of the hierarchy Nmax,
more and more auxiliary matrices need to be propagated, and the GPU-HEOM
becomes more and more efficient. For the truncation Nmax = 12, GPU-HEOM
achieves a 458-fold speed-up when compared to the single-core CPU implemen-
tation.
Our efficient GPU-HEOM enables us to perform simulations of the exciton
population dynamics for the FMO complex for the accurate representation of the
Wendling spectral density J11peaks. For J3peaks we can even perform numerically
demanding 2d-echo spectra. This requires that the system of auxiliary matrices is
propagated for about 1000 times more time steps than for the exciton population
dynamics. Simulations of 2d-echo spectra for the spectral density J11peaks are,
however, still beyond present capabilities. We verify the convergence of the
hierarchy by increasing the truncation depth and by the inclusion of the low-
temperature correction terms. The latter are derived for the extended hierarchy
eqs. (7.9) and (7.10) in the same way as in chapter 3.3. The population dynamics
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Nmax #σ-matr. CPU GPU speed up GPU utilization
8 6 435 2 636 s 7 s ×376 82%
10 19 448 8 275 s 19 s ×435 93%
12 50 388 21 972 s 48 s ×458 97%
Table 7.2: Comparison of the computation times between the CPU and GPU-
HEOM implementation. The computation times for a fourth-order
Runge-Kutta propagation of the population dynamics of the FMO
complex over 1000 time steps are shown. We use a single, non-shifted
Drude-Lorentz spectral density. The GPU-HEOM calculation is done
on a NVIDA C2050 graphics board (448 streaming processors) within
single precision. Using double precision increases the GPU computa-
tion time by a factor of two.
for the spectral density J3peaks and the initial population at BChl 1 (ρ11(t0 =
0) = 1) converges for truncation level Nmax = 3, |ρNmax=311 (t)− ρNmax=411 (t)| < 10−3
(T = 150 K).
7.4 Two-dimensional echo-spectra for the
FMO complex
In this section, we show that a super-Ohmic spectral density supports long lived
electronic coherence. We also demonstrate that coherence is robust against ther-
mal noise. We analyze the cross-peak dynamics of 2d-echo spectra for the FMO
complex (parameters are given in Table 2.1) for the spectral density J3peaks. We
include the rotational average by sampling four laser directions ~l1 = (1, 1, 1),
~l2 = (−1, 1, 1), ~l3 = (−1,−1, 1) and ~l4 = (1,−1, 1). Figure 7.2 shows a typi-
cal 2d-echo spectra, including all six rephasing and non-rephasing pathways for
delay time Tdelay = 100 fs at a temperature of 277 K.
In order to study coherence life-times, we consider cross-peak CP(1,5) (marked
by the arrow in Fig. 7.2). Figure 7.3 depicts the normalized amplitude of CP(1,5)
for the spectral density J3peaks as a function of the delay time Tdelay for tempera-
tures of 150 K and 277 K. We also provide a comparison with the results for the
Drude-Lorentz spectral density with the parameters λ = 35 cm−1 and τc = 50 fs.
The left panel of Fig. 7.3 shows the total signal, including all six rephasing and
non-rephasing pathways, while the right panel depicts the cross-peak dynamics
for the rephasing and non-rephasing SE pathways only. The total signal shows
a small oscillatory component on top of a larger background. The oscillatory
signal originates from the SE and ESA pathways. Both pathways show coherent
96
7.4 Two-dimensional echo-spectra for the FMO complex
 12100
 12300
 12500
 12700
 12100  12300  12500  12700
1
2
3
  45
6
7
1 2 3 4 5 6 7
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
ω1 [cm
−1]
ω
3
[c
m
−
1
]
Tdelay = 100 fs
CP(1,5)
2
d
-s
ig
n
a
l
[a
rb
.
u
n
it
s]
Figure 7.2: GPU-HEOM calculations of the 2d-echo spectrum for the FMO com-
plex for the spectral density J3peaks at temperature T = 277 K. The
real part of the signal is shown, including all six rephasing and non-
rephasing pathways for delay time Tdelay = 100 fs. The eigenenergies
of the exciton system are marked by the labels 1-7. The arrow points
to the cross-peak CP(1,5).
oscillations, the frequency of which matches the difference in the correspond-
ing exciton energies ω1,5 = (E1 − E5)/~. Oscillations in the ESA and the SE
pathways are phase-shifted by pi as expected from a coherent dynamics (see sec-
tion 5.3.2). Since destructive interference diminishes the oscillatory components
in the total spectrum, the life-time of the coherence is best analyzed if the SE
pathways are considered separately. The rephasing and non-rephasing SE path-
ways, depicted in Fig. 7.3(b), yield long-lived electronic coherence up to 0.6 ps
(0.3 ps) at T = 150 K (T = 277 K), which is in the range of the experimen-
tally reported coherence life-times for the FMO complex [20]. Compared to the
spectral density J3peaks, the coherence life-time for the Drude-Lorentz spectral
density (red circles in Fig. 7.3) is two times shorter. At a higher temperature
of T = 277 K, the Drude-Lorentz spectral density does not yield signatures of
long lived coherence. This is in agreement with previous simulations of 2d-echo
spectra for a Drude-Lorentz spectral density, Hein and Kreisbeck et al. Ref. [46].
We isolate the relevance of discrete, strongly coupled vibronic modes by com-
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Figure 7.3: Normalized cross-peak oscillations of CP(1,5) of the FMO complex
for temperatures of T = 150 K (upper panels) and T = 277 K (lower
panels). The triangles correspond to the spectral density J3peaks. The
circles depict the results of the Drude-Lorentz spectral density with
λ = 35 cm−1 and τc = 50 fs. (a) real part of the total rephasing and
non-rephasing signal including GB, SE, and ESA pathways. (b) real
part of the rephasing and non-rephasing SE pathways.
paring the exciton dynamics for the spectral density J11peaks with J3peaks. Since
2d-echo spectra are not accessible for J11peaks we study the coherences ρEi,Ej ,
which are related to the peak dynamics in 2d-echo spectra (see section 5.3.2).
Fig. 7.4 depicts the coherence ρE1,E5(t). The presence of strongly coupled discrete
modes in J11peaks does not change the coherence life-times. We conclude that the
super-Ohmic Wendling spectral density JWendling supports long lasting coherence
in the FMO complex. Specific, strongly coupled vibronic modes, such as the one
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Figure 7.4: Dynamics of the coherence ρ1,5 = 〈E1|ρ(t)|E5〉 for spectral densities
J11peaks (solid lines) and J3peaks (dashed lines). Strongly coupled vi-
bronic modes in J11peaks do not change the coherence life-time. Inset:
vibronic mode induced oscillations for J11peaks with a small amplitude.
around 180 cm−1 show up in the spectral density as peaks and give rise to small
oscillations in the coherence ρE1,E5 . The amplitude of vibronic mode-induced os-
cillations remains below ≤ 0.01. The oscillation period depends on the frequency
of the discrete, strongly coupled modes and, therefore on the peak positions in
the spectral density. The width of the peaks in the spectral density determines
the life time of the vibronic mode-induced oscillations in ρE1,E5 .
7.5 Static disorder
The super-Ohmic Wendling spectral density reproduces the experimentally ob-
served long-lived electronic coherence. However, the long-lasting coherence is
accompanied by sharper peaks in the 2d-echo spectra. These do not agree with
the broad spectra of the FMO complex that have been measured in Ref. [20],
Fig. 1. In LCHs, there are two mechanisms that lead to broadened peaks in the
2d-echo spectra. These are homogeneous broadening (due to the coupling to a
thermal environment), and inhomogeneous broadening. Inhomogeneous broad-
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Figure 7.5: Real part of the rephasing SE 2d-echo spectra for delay time Tdelay =
200 fs at a temperature of T = 150 K for different static disorder
values. The Monte-Carlo simulations comprise 200 realizations. The
exciton energies are marked by the labels 1-7. (a) no static disorder,
(b) FWHM= 47 cm−1, and (c) FWHM= 94 cm−1. (d) normalized
dynamics of CP(1,5) (real part, rephasing SE) for different static
disorder values. The Monte-Carlo simulations comprise 100 (200)
realizations for FWHM= 47 cm−1 (FWHM= 94 cm−1).
ening has its origin in slow protein vibrations that induce static disorder in the
site energies [34]. In the 2d-echo spectra, this static disorder elongates diagonal
peaks along the diagonal axis. The ratio of the diagonal to the off-diagonal width
100
7.5 Static disorder
of the diagonal peaks in the 2d-echo spectra gives an estimate for the relevance
of the static disorder compared to that of homogeneous broadening [41].
We model static disorder as Gaussian fluctuations of the site energies εj →
εj + ∆εj. The probability density for disorder value ∆εj is given by
p(∆εj) =
1
σ
√
2pi
exp
(− ∆ε2j
2σ2
)
. (7.11)
The disorder strength is characterized by the full width at half maximum (FWHM),
which is related to the standard deviation σ, FWHM=2
√
2 ln 2σ. While static
disorder can be analytically incorporated for approximative Redfield approaches
[195], this is not possible for HEOM, which requires that that Monte-Carlo simu-
lations need to be carried out for many individual realizations of the FMO com-
plex. For each realization, we throw a coin to get a random set of site energies.
We include the rotational average by taking samples over four laser directions
introduced in section 7.4. The inclusion of the static disorder in the 2d-echo
spectra is numerically demanding and each delay time requires the simulation of
up to 200 realizations of the FMO complex.
Since the effects of static disorder, such as elongation of the diagonal peaks
and changes in the cross-peak dynamics, are already present in the SE pathway,
we consider the rephasing SE pathway only. Fig. 7.5 shows 2d-echo spectra (real
part, rephasing SE) for the different disorder values FWHM=0 cm−1, 47 cm−1,
and 94 cm−1 for the delay time Tdelay = 200 fs and a temperature of T = 150 K.
For better comparison with the experiments [20], Fig. 1., we use an arcsinh scale.
This scale is used for the experimental data to emphasize structures in 2d-echo
spectra with small amplitudes. Without static disorder (FWHM=0 cm−1), the
peaks in the 2d-echo spectra are individually resolved. This is not observed in
the experimental data where the 2d-echo spectra is strongly convoluted. With in-
creasing static disorder, diagonal peaks get elongated, and for FWHM=94 cm−1,
we reproduce basic features of the the experimental data. Diagonal peaks coa-
lesce and there is a large diagonal peak marked by region A in Fig. 7.5(c). Fur-
thermore, the finer structures present for FWHM=0 cm−1 and FWHM=47 cm−1
smear out, and the individual peaks are no longer resolved, resulting in an out-
spread amplitude in regions B and C. Disorder FWHM=94 cm−1 turns out to
be a realistic parameter for reproducing the experimental line shapes in 2d-echo
spectra. This observation is in agreement with previous estimates of static dis-
order FWHM=80 cm−1 from linear absorption spectra [203].
In order to study the effects of static disorder for the cross-peak oscillations, we
consider the dynamics of CP(1,5) (real part, rephasing SE) at a temperature of
T = 150 K. Fig. 7.5(d) shows the normalized amplitude of CP(1,5) as a function
of the delay time for different static disorder values. Static disorder leads to an
additional damping of the oscillatory signal in CP(1,5). Coherent beatings are
robust against static disorder and remain largely intact for FWHM=47 cm−1.
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Figure 7.6: Population dynamics for the initial population at BChl 6 at a tem-
perature of T = 277 K for different spectral densities.
For a larger disorder FWHM=94 cm−1 oscillations are present but suppressed to
a greater extend.
7.6 Transfer efficiency
The functional role of the FMO complex is to enable fast energy transfer toward
the reaction center. Energy transfer is noise assisted and relies on fast ther-
malization. This drives the population along the energy gradient to the target
BChl 3, which couples to the reaction center (see chapter 4).
Here, we demonstrate that the suppressed dephasing rate yields long-lived
electronic coherence, but does not drive the system toward a weak coupling
limit, of which transfer to the reaction center is inefficient. Indeed, the spectral
densities J11peaks and J3peaks support the conditions for fast energy transfer. We
exemplify the transfer efficiency for the energy pathway with an initial population
at BChl 6 of the FMO complex at a physiological temperature of T = 277 K.
Fig. 7.6 depicts the corresponding population dynamics. For comparison, the
dynamics for the Drude-Lorentz spectral density (λ = 35 cm−1, τc = 50 fs) is
shown. For J11peaks, the initial population at BChl 6 drops very quickly, and after
2 ps the exciton system reaches the thermal state with a preferred occupation
of the target BChl 3. Compared to the Drude-Lorentz spectral density, we find
that J11peaks yields even faster transfer to the target BChl 3. For intermediate
time ∼ 0.7 ps, the population at BChl 3 overshoots and ρ33 is larger than its
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thermal population. Similar observations are obtained for the spectral density
J3peaks, the thermal relaxation rate of which is almost the same as for J11peaks.
We include trapping to the reaction center and exciton recombination in the
same way as introduced in chapter 4. We use a trapping rate to the reaction
center of Γ−1RC = 1 ps and a loss rate of Γ
−1
loss = 1 ps. For the spectral density
J3peaks and for the initial population at BChl 6, we obtain an average trapping
time (eq. (4.14)) of 3.4 ps. Hence, energy transfer is about 10% faster than for
the Drude-Lorentz spectral density, yielding an average transfer time of 3.8 ps.
7.7 Conclusion and outlook
We extend the HEOM approach to general spectral densities, where we use
the Meier and Tannor decomposition of the spectral density in terms of shifted
Drude-Lorentz peaks. In combination with the GPU (graphics processing unit)
implementation for HEOM (GPU-HEOM), we develop a numerically efficient
tool for exact simulations of the exciton dynamics in LHCs. This offers the
opportunity of performing simulations for an accurate representation of the ex-
perimentally measured spectral density of the FMO complex. To our knowledge,
this is the most realistic model of energy transfer in the FMO complex.
In order to reproduce the experimental observations for the FMO complex
obtained from 2d-echo spectroscopy, the reproduction of three aspects is required:
(i) long-lasting coherence, (ii) fast thermalization, and (iii) broad line shapes in
the spectra. The parameters of the Redfield approaches can be fitted to fulfill
the last two conditions, but then no long-lasting electronic coherence remains.
Condition (i) is achieved in a trivial way by reducing the coupling strength to the
phonon-bath. But then, both conditions (ii) and (iii) are violated. This indicates
the difficulty of bringing together the three contradictory experimental findings.
Here, we demonstrate a mechanism for matching all three requirements. The
super-Ohmic spectral density of the FMO complex ensures long-lasting coher-
ence, while the strong coupling to a continuum of higher phonon modes ensures
fast thermalization. By including static disorder, we reproduce the basic features
in the experimentally obtained line shapes in the 2d-echo spectra. Our simula-
tions imply that the measured broad line shapes in the 2d-echo spectra of the
FMO complex are dominated by the static disorder. Concerning the proposal
that strongly coupled vibronic modes might be responsible for the experimentally
obtained cross-peak dynamics in 2d-spectra, we demonstrate that those strongly
coupled modes do not have a significant influence on the cross-peak dynamics of
the 2d-spectra.
Finally, we show that the super-Ohmic spectral density supports fast energy
transfer to the reaction center. Energy transfer is even faster than for the Drude-
Lorentz spectral density. To what extent long-lived electronic coherence is re-
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sponsible for the enhanced efficiency remains an interesting question for future
works.
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II. Ballistic transport through
AlGaAs/GaAs semiconductor
devices
105

1 Basic concepts of mesoscopic
transport
In the energy transfer in LHCs discussed in Part I, the coherent dynamics in the
exciton system is simple. The coupling to the vibrational environment, however,
induces rather complex effects in the exciton dynamics. The situation in electron
transport through semiconductor devices is different. There is a large mean-free
path and electrons undergo a coherent motion up to 50 µm in high mobility
samples [84, 85, 86, 87, 88]. Typically, the mean free-path is larger than the
extension of the device. Therefore non-trivial coherent interference effects due
to elastic scattering at the device geometry are responsible for the transport
characteristics of semiconductor devices.
In the following, we recapitulate the basic ideas behind ballistic electron trans-
port through semiconductor devices that are presented in many textbooks [92, 93,
94, 107, 98, 204]. Semiconductor devices consist of macroscopic contacts acting
as electron reservoirs, that feed currents to a mesoscopic system such as quantum
dots or quantum waveguide structures. In general, the system can be seen as a
scattering region, whose length scale ranges from the nanometer scale up to a
few microns. The mesoscopic system and the macroscopic contacts are connected
via leads. Ballistic transport phenomena in mesoscopic systems are commonly
described within the Landauer-Büttiker formalism [105, 106]. This approach
relates experimental observables, such as current and voltages, to transmission
amplitudes. This is discussed in more details below.
Despite the complexity of semiconductor heterostructures, many applications
of electron transport can be reduced to an effectively non-interacting, particle
picture. The electron-electron interaction and the positive background charges
of the donors of the bulk material reduce to an effective potential. Transport is
then described in terms of wave scattering and driven by the coherent motion
of the electrons. The Bloch theorem for the electronic wave function in periodic
potentials results in the formation of band structures for the density of states
in the lattice. The band structure comprises of band gaps and depends on the
bulk material. The population of the available states of the bands is determined
by the number of electrons and the thermal occupation according to the Fermi-
Dirac distribution. For the electron transport, only a small region around the
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scattering
island
lead 1 lead i
lead j
contact 1 contact i
contact j
Ti,j
Figure 1.1: Schematic sketch of a multi-terminal device. Macroscopic contacts
feed electrons into the leads. The leads are connected by a scatter-
ing island. Interference effects due to elastic scattering determine
the transmission probabilities Ti,j. Ti,j stands for the probability of
injected electrons in lead j being transferred to lead i, where the
electrons are then absorbed in contact i.
Fermi energy is relevant. In this case the electron motion can be described by
free carriers with effective mass m∗. Within the effective mass approximation,
the electronic wavefunction is given by the solution of an effective single-particle
Hamiltonian
H = p
2
2m∗
+ V (r) (1.1)
where p is the momentum operator. The scattering potential V (r) takes into
account the device geometry.
In the following, we consider the transport through AlGaAs/GaAs heterostruc-
tures. At the interface of the AlGaAs and GaAs layers, the electron motion is
confined along the direction perpendicular to the interface and the electrons
form a quasi two-dimensional electron-gas (2DEG) along the remaining direc-
tions. A further confinement into, for example, quantum waveguides or quan-
tum dots, is achieved with etching techniques or the alignment of gate voltages.
We describe the transport through the AlGaAs/GaAs-based nano-devices within
the Landauer-Büttiker formalism. The total system is composed of three parts.
There are macroscopic contacts, asymptotic leads, and a scattering island that
connects the leads. Each lead in combination with a macroscopic contact is com-
monly referred to as terminal. A schematic sketch of a multi-terminal device is
shown in Fig. 1.1. The physics of ballistic transport in multi-terminal devices
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is determined by coherent elastic scattering at the geometry of the scattering
island. The transport is described by the scattering matrix whose entries corre-
spond to the transmission amplitudes ti,j for an incoming electron in lead j to be
scattered to an outgoing electron in lead i. The corresponding transmission prob-
ability is given by Ti,j = |ti,j|2. The transmission probabilities Ti,j are the key
ingredients and determine the transfer characteristics of the device. In general,
Ti,j(E) depends on the energy E of the electrons. In Chapter 2, we discuss in
detail numerical methods for calculating the transmission probabilities Ti,j(E).
The microscopic current in each lead is given by the Landauer formula
Ii =
e
h
∫
dE
∑
j
Ti,j(E)(fi(E)− fj(E)), (1.2)
which relates the current to the transmission probabilities Ti,j(E). The Fermi
functions fi(E) = (e(E−µi)/kBT + 1)−1, with chemical potentials µi, characterize
the electron occupation of the macroscopic contacts.
Depending on the experimental setup, the macroscopic contacts act either
as voltage or current probes. This enfores different boundary conditions for
the currents Ii. When contact i is used as a current probe, the macroscopic
contact feeds lead i with a continuous current flow Ii = I. If contact i acts
as voltage probe, the situation is different. All incoming electrons in lead i are
then absorbed by contact i. At the same time, however, the absorbed electron
is replaced by an outgoing electron injected by the contact i. Thus, there is no
net current in the voltage probes and the system enforces the condition Ii = 0.
In general, the boundary conditions yield non-linear equations that determine
the chemical potentials µi and hence the state of the macroscopic contacts. This
allows one finally to calculate the experimentally observed currents and voltages.
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2 A time-dependent approach for
mesoscopic transport
2.1 Introduction
Ballistic transport in semiconductor devices is described within the Landau-
er-Büttiker formalism [107, 98, 105]. The device is divided into semi-infinite
leads connected by a scattering island. The microscopic currents in the leads
are expressed in terms of the transmission amplitudes which correspond to the
entries of the scattering matrix.
Standard methods in mesoscopic transport are based on the Keldysh Green's
function formalism [107, 98, 205, 206, 207]. The scattering matrix is related to
the Green's function via the Fisher-Lee relation [208]. The Green's function for
a non-interacting system is often numerically implemented using a recursive al-
gorithm [98]. The underlying Hamiltonian is approximated by a tight-binding
ansatz with nearest-neighbor hopping. The Green's function is defined on dis-
crete lattice points. The semi-infinite leads are expressed in the form of self-
energies, which reduces the open system to the finite sized scattering region.
The lattice is then divided into slices and the Green's function is calculated re-
cursively. Recently, various groups have invented elaborate tricks to speed up
the naive algorithm. For example in Refs. [108, 109], the total system is classified
into certain modules. The Green's function is then evaluated for each module
separately. Besides the modular approach which is optimized for special geome-
tries, more general methods have also been developed. Instead of dividing the
lattice into slices, the so called knitting algorithm adds the grid points one by one,
like knitting a sweater [110]. Another method of optimization uses a clever way
of ordering the grid points, giving rise to an optimal block-tridiagonal form of
the corresponding tight-binding Hamiltonian [111]. All of these different meth-
ods improve the numerical performance, but nevertheless the scattering matrix,
is only evaluated for a single energy. That is, whenever transport properties are
studied for large devices and for a wide range of Fermi energies, the recursive
Green's function approach becomes computationally inefficient.
In this chapter, we go another way and develop a time-dependent approach
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based on wave-packet propagation to compute the stationary transmission ampli-
tudes. For many applications, it is more convenient to solve the time-dependent
Schrödinger equation than its time-independent pendant [209, 210]. Several nu-
merical methods are available for solving the time-dependent Schrödinger equa-
tion, such as the split-operator method [211, 212] or the polynomial expansion
approaches [213, 214, 215]. The wave-packet methods have been established in
theoretical chemistry to simulate coherent reactive scattering [113, 114, 115, 116,
117, 118]. Nevertheless, so far time-dependent descriptions have been used only
rarely in condensed matter physics. The situation has changed in recent years,
when wave packet methods have started to become employed in mesoscopic trans-
port as well [216, 217, 218, 219]. For example, wave-packet propagation is used to
simulate experiments of the magnetic focusing of electron waves [97, 112]. Wave
packet-propagation methods are not restricted to semiconductor heterostructures
but are also applied to new materials like graphene [220, 221].
The previous wave-packet applications for mesoscopic physics have in common
that merely a pulse is propagated. However, in order to simulate real devices,
the wave packets have to be associated with physical meanings. This is achieved,
for example, in applications where the electrons are subjected to strong potential
gradients and enter the device as localized states at certain injection points, the
so-called hot spots [221]. The electrons are also represented by localized wave
packets in situations where electrons are injected via a scanning tunneling mi-
croscope (STM) tip [222] that acts as a point-like electron source. In mesoscopic
transport, electrons can be represented by thermal wave packets that in turn
represent the average behavior of a certain thermal energy distribution [216].
However for low temperatures, the energy distribution of the electrons becomes
narrow and thermal wave packets are strongly extended in the position domain
leading, to numerical limitations.
The key point of this chapter is to overcome previous limitations and to in-
troduce an approach that fully reconstructs the scattering matrix. Having the
transmission amplitudes at hand allows us to perform simulations of current
and voltage measurements of arbitrarily shaped multi-terminal devices. In this
chapter, we introduce a time-dependent approach based on the Fourier analy-
sis of cross-correlation functions, defined as the overlap between suitable sender
and receiver wave packets. This approach allows us to describe electron trans-
port in mesoscopic systems. The basic ideas for the application of the wave
packet approach in mesoscopic physics are given by Kramer, Kreisbeck, and
Krueckl in Ref. [223]. The time-dependent approach has several advantages.
Firstly, the quantum choreography of the propagated pulse (sender) gives an
intuitive physical picture of the scattering mechanisms involved in the transfer
process. Secondly, the wave packet propagation efficiently computes the energy-
resolved transmission amplitudes for a large range of energies. Thirdly, our
time-dependent approach allows us to simulate general multi-terminal devices
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with complicated geometries and topologies. Finally, the time-dependent ap-
proach is suited for high performance graphics processing unit (GPU) computa-
tion, yielding a 35 fold speed-up (double precision) compared to the CPU (central
processing unit) implementation. The GPU algorithm is explained in detail in
section 2.4.
In section 2.2, we formulate the scattering problem and define the scattering
matrix. We illustrate how information about the scattering matrix is incorpo-
rated within the wave-packet propagation and revealed by suitable correlations
with stationary receiver wave-packets. This yields the energy-resolved transmis-
sion amplitudes. In section 2.3, we follow the ideas of Heller et al. [216] who
represents the thermal average behavior of electrons in terms of thermal wave
packets. The thermal average of electrons is represented by a suitable choice of
the shape of the wave packets used. We carry out a flux analysis and relate the
observed currents in a two-terminal device to the quantum mechanical flux of the
propagated wave packet. In section 2.4 we introduce numerical techniques for ef-
ficient wave packet propagation and establish our efficient GPU implementation.
We close with a summary in section 2.5.
2.2 Wave-packet propagation and
transmission amplitudes
The total system is composed of a microscopic scattering island that is coupled
to macroscopic contacts via semi-infinite leads. That is the total Hamiltonian
H =
∑
i
Hasymi +Hscat (2.1)
splits into asymptotic parts Hasymi , describing the leads and a scattering part
Hscat. A sketch is given in Fig. 2.1. The leads are semi-infinite quasi one-
dimensional objects that are quantized in transversal direction. In this section,
we introduce a time-dependent approach based on wave packet propagation to
compute the transmission amplitude tini,jnj , which corresponds to the probability
amplitude of scattering from lead j populating transversal mode nj to lead i
populating transversal mode ni. Within the Landauer-Büttiker formalism, the
microscopic current in each lead i eq. (1.2) is then related to the transmission
probability Ti,j =
∑
ni,nj
|tini,jnj |2.
We adapt time-dependent approaches established in theoretical chemistry to
describe reactive scattering [210, 113, 114, 115, 116, 117, 118] to mesoscopic trans-
port. We extend the concepts of Tannor et al. [210, 113, 116] and incorporate a
homogeneous external magnetic field perpendicular to the plane of the scatter-
ing potential, see Fig. 2.1. In mesoscopic transport homogeneous magnetic fields
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Figure 2.1: Sketch of a multi-terminal device. The scattering region described by
Hscat is attached to semi-infinite leads Hasymi . The waves illustrate
the scattering eigenstate ψ+3,n(E) in the asymptotic regions, where
ψ+3,n(E) can be expressed in terms of asymptotic lead eigenstates
ψi,ni,±(E), eq. (2.4). ψ
+
3,n(E) is related to an incoming wave in lead 3
populating transversal mode χ3,n with longitudinal momentum k3,n.
This wave is either reflected or transmitted to outgoing waves in all
other leads, which may also populate different modes as a conse-
quence of inter-mode scattering. The homogeneous magnetic field B
is perpendicular to the plane of the scattering region.
play an important role. Prominent examples are Aharonov-Bohm interference
devices [119, 126, 124, 134] or four-terminal Hall-junctions [105, 223, 91, 104].
For clarity, we show the B-field dependency explicitly in our notation when new
physics is involved, but suppress it otherwise.
We identify the scattering eigenstates of the full Hamiltonian with the corre-
sponding eigenstates of the asymptotic leads. The leads are transversally con-
fined and hence quantized in transversal direction. The lead eigenstates are
defined as follows
Hasymi ψi,ni,±(E) = E ψi,ni,±(E) (2.2)
with
E =
~2k2i
2m∗
+ Ei,ni,±ki (2.3)
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and
ψi,ni,±(E) =
(
∂E
∂ki
)− 1
2
χi,ni,±ki e
±i kixi . (2.4)
Here, χi,ni,±ki is the ni-th transversal mode of lead i with transversal energy
Ei,ni,±ki . The remaining energy goes into the longitudinal kinetic energy part
Ekin = ~2k2i /2m∗. The longitudinal orientation of the leads points along coor-
dinate xˆi. Positive longitudinal wave vectors ki correspond to incoming waves.
That is, its momentum points toward the scattering region, whereas negative
wave vectors correspond to outgoing waves leaving the scattering region. In the
presence of a magnetic field, the transversal modes also depend on the longitu-
dinal momentum (see appendix B). The factor (∂E/∂ki)
− 1
2 ensures the normal-
ization condition
〈ψi,n,±(E)|ψi,n′,±(E ′)〉 = δnn′,±±δ(E − E ′). (2.5)
The asymptotic eigenfunctions form a complete orthonormal set in lead i.
Scattering eigenstates of the total Hamiltonian are solutions of the Schröding-
er equation that is restricted to the asymptotic regions. Thus, we categorize
scattering eigenstates in terms of their behavior in the asymptotic leads. We
define
Hψ±i,ni(E) =
(
~2k2i
2m∗
+ Ei,ni,±ki
)
ψ±i,ni(E) = E ψ
±
i,ni
(E), (2.6)
where ψ±i,ni(E) is related to the asymptotic eigenstates ψi,ni,±(E) of lead i. In
the corresponding time picture, ψ+i,n starts with an incoming wave in lead i with
fixed momentum ki populating transversal mode ni. After the wave hits the
scattering region it gets either reflected in lead i or transmitted to outgoing
waves in other asymptotic leads j 6= i. Due to inter-mode scattering, the reflected
and transmitted parts are superpositions of different transversal modes. Fig. 2.1
exemplifies the situation for ψ+3,n3 . The scattering eigenstates ψ
−
i,ni
correspond to
the time-reversed situation
ψ−i,ni(B) =
(
ψ+i,ni(−B)
)∗
. (2.7)
All scattered parts unify in a single outgoing wave with wave vector ki and
transversal mode ni. ψ+i,n describes the history, whereas ψ
−
i,n describes the destiny
of the states. This gives an intuitive picture of the definition of the scattering
matrix
tini,jnj(E)δ(E − E ′) = 〈ψ−i,ni(E)|ψ+j,nj(E ′)〉, (2.8)
which can be interpreted as the projection of the destiny on the history. The
elements tini,jnj(E) of the scattering matrix define the transmission amplitudes
115
2 A time-dependent approach for mesoscopic transport
entering the Landauer formula eq. (1.2). Each ψ+i,ni(E) and ψ
−
i,ni
(E) form a
complete orthonormal set of scattering eigenstates
〈ψ+i,ni(E)|ψ+j,nj(E)〉 = δi,j δni,nj δ(E − E ′) (2.9)
〈ψ−i,ni(E)|ψ−j,nj(E)〉 = δi,j δni,nj δ(E − E ′). (2.10)
A detailed proof of these orthonormalization relations is given in Ref. [210],
appendix C.
So far, we have recapitulated the definition of the scattering matrix. We have
defined the setup and introduced the notation. In the following, we establish
the concepts behind the wave-packet approach. Let us now define an incoming
sender wave packet that fulfills the following criteria: The wave packet is located
in one of the asymptotic leads where it populates a specific transversal mode.
Moreover, it is composed of purely incoming longitudinal momenta. Such a
sender wave-packet is represented in terms of scattering eigenstates ψ+j,n(E),
φsendj,nj =
∫
dE µsendj,nj (E)ψ
+
j,nj
(E). (2.11)
In an analogous manner, we define a receiver wave-packet that is located in lead i
where it populates transversal mode ni. The receiver wave-packet is composed
of purely outgoing longitudinal momenta. Thus, the receiver is constructed as a
superposition of scattering eigenstates ψ−i,ni(E),
φreci,ni =
∫
dE µreci,ni(E)ψ
−
i,ni
(E). (2.12)
The receiver represents the destiny of the scattered wave and can be interpreted
as a detector. The scattering eigenstates are recovered by
ψ±i,ni(E) =
(2pi~)−1
µ
send/rec
i,ni
(E)
∫ ∞
−∞
dt φsend/reci,ni (t) e
iEt/~, (2.13)
where
φ
send/rec
i,n (t) = e
−iHt/~ φsend/reci,n (t0 = 0) (2.14)
corresponds to the time evolution of the wave packets. During the propaga-
tion of the wave packet, it successively traverses the potential landscape and
its time-correlation function recovers the stationary solutions of the underlying
Hamiltonian. We insert eq. (2.13) into the definition of the scattering matrix
eq. (2.8) and express the transmission amplitudes
tini,jnj(E) =
(2pi~)−1
(µreci,ni(E))
∗ µsendj,nj (E)
∫ ∞
−∞
dt Cini,jnj(t)e
iEt/~ (2.15)
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φsend(t)
φrec
φsend(t)
φrec
φsend(t)
φrec
t = 0 ps t = 1.2 ps t = 2.6 ps
(a) (b) (c)
B B B
150 nm 150 nm 150 nm
Figure 2.2: Illustration of the basic steps for computing the transmission ampli-
tudes. As an example, we consider the scattering from the lower lead
(populating the transversal ground state) to the left lead (populating
the first exited transversal mode) of a non-centrosymmetric junction
in the presence of a perpendicular magnetic field with B = 0.4 T.
The red wave packet illustrates the receiver wave-packet, whereas
the blue wave packet corresponds to the sender wave-packet. During
the time evolution of the sender wave-packet, depicted for (a) the
initial situation t=0, (b) t=1.2 ps and (c) t=2.6 ps, we record the
cross-correlation function. Transforming the cross correlation to the
energy domain then gives the corresponding transmission amplitudes.
in terms of the cross-correlation function
Cini,jnj(t) = 〈φreci,ni |eiHt/~|φsendj,nj 〉 = 〈φreci,ni |φsendj,nj (t)〉. (2.16)
The cross-correlation function is given as the projection of the receiver wave-
packet on the propagated sender wave-packet. Equation (2.15) relates the mode-
resolved transmission amplitudes to the time evolution of the sender wave-packets
and is the central result of this section. The factors µsend/reci,n in eq. (2.15) are
correction terms. These depend on the wave packets used and describe with
which weights the individual scattering eigenstates contribute to the wave packets
used. They are defined in eq. (2.11) and eq. (2.12) respectively, and are given by
projecting the scattering eigenstates on the wave packets
µ
send/rec
i,ni
(E) = 〈ψ+/−i,ni (E)|φ
send/rec
i,ni
〉. (2.17)
Since the wave packets φsend/reci,ni are located in the asymptotic channels, the scat-
tering eigenstates are associated with lead eigenstates defined in eq. (2.4). Thus
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eq. (2.17) reduces to
µ
send/rec
i,ni
(E) =
(
∂E
∂ki
)− 1
2
〈χi,ni,±ki e±i kixi |φsend/reci,ni 〉. (2.18)
The basic steps for computing the transfer matrix are illustrated in Fig. 2.2
for a non-centrosymmetric junction. We consider the process of scattering from
the lower lead populating the transversal ground state to the left lead populating
the first excited transversal mode. We define an outgoing receiver state corre-
sponding to the destination that is located in the left lead (indicated by the red
wave packet) and an incoming sender wave-packet (indicated by the blue wave
packet). The sender wave-packet describes the history and is initially (t = 0 ps)
located in the lower lead. During the time evolution, the sender scatters into
the different arms and we detect all parts reaching the destination by computing
the overlap between sender and receiver. The corresponding scattering matrix
element is then given according to eq. (2.15) by the energy representation of the
cross-correlation function. An explicit example of the application of the wave-
packet approach and the typical shape of the cross-correlation function is given
in Chapter 3 for ballistic transport through a four-terminal quantum-waveguide
ring.
2.3 Gaussian wave-packets and thermal
electrons
2.3.1 Introduction
In section 2.2, we introduce sender and receiver wave-packets for computing the
transmission amplitudes. The explicit form of the receiver and sender wave-
packets has not yet been specified, and there is a certain degree of freedom
in the choice of the wave packets. The wave packets have to satisfy just three
restrictions. Firstly, the wave packets need to be located in one of the asymptotic
leads. For the sender, this condition has to be fulfilled only at initial time t = 0.
Secondly, the transversal shape of the wave packets needs to represent a lead
mode. Thirdly, the wave packets are composed of either purely incoming (sender)
or purely outgoing (receiver) longitudinal momenta.
The longitudinal momentum distribution of the wave packets is related to the
factors µsend/reci,ni (E) which correspond to the energy representation of the wave
packets, eqs. (2.11) and (2.12). This facilitates the design of optimized wave
packets for the requirements of the specific physical situation. For example,
the wave packets can be designed to represent the thermal average behavior of
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transport in semiconductor devices. This is the idea behind thermal wave pack-
ets [216]. The wave packet then gains a physical meaning and its time evolution
is interpreted as a thermal electron that is transported through the device. Ther-
mal wave packets are used, for example, to study temperature dependencies of
interference phenomena [216, 112] in mesoscopic devices.
In section 2.3.2, we relate the energy distribution µsend/reci,ni (E) of the wave pack-
ets to their longitudinal momentum distribution. This yields a well-defined way
of controlling the energy distribution by adjusting the longitudinal shape of the
wave packets as we show for Gaussian wave-packets. In section 2.3.3, we then
consider a two-terminal device and describe transport in terms of thermal wave
packets. We show that thermal averages are represented in a good approximation
by Gaussian wave-packets. Thus, for suitable parameter choices the choreogra-
phy of a Gaussian pulse visualizes the transport through the device [216, 112].
2.3.2 Relation between energy and momentum
representation
The energy representation of the sender and receiver wave-packets µsend/reci,ni (E)
appears as correction terms in the formula for the transmission amplitudes eq. (2.15).
The transmission amplitudes are obtained for energies which are well-represented
by the wave packets and, hence, µsend/reci,ni (E) determines the energy range covered
by the wave packets where the transmission amplitudes are accessible within a
single wave-packet run. In the following, we relate the covered energy range to
the longitudinal momentum distribution of the sender and receiver wave-packets.
We show that the parameters of Gaussian wave-packets can be adjusted to cover
any energy range. However, in practice, numerical limitations induce additional
constraints on the wave-packet parameters. Both grid discretization and wave-
packet dispersion set numerical limits to the spatial extension of the wave packets.
Position and momentum representation are related by Heisenberg's uncertainty
principle. Since the energy range, which is covered by the wave packet, depends
on the momentum representation, the grid size limitations set restrictions for the
treatable energy range of a single wave-packet run. For the transport problems
discussed in this thesis, the energy representation of the wave packets typically
covers 5 meV to 15 meV. We start with the characterization of the asymptotic
lead eigenfunctions. We assume that the asymptotic leads are represented by
harmonic waveguides. Lead i points along the xi-direction, and the transversal
confinement goes along the yi-direction. The magnetic field is incorporated in
Landau gauge
A(xi, yi) = (−Byi, 0, 0). (2.19)
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The solution for the transversal mode ni in lead i is given analytically by [98]
χi,ni,k(yi) =
exp
(
− (yi−yc)2
2l2
)
√
2ni ni!
√
pi l
Hni
(
yi − yc
l
)
, (2.20)
where Hni are the Hermite Polynomials. We further define
l =
√
~
m∗Ω
and yc =
~ωck
m∗Ω2
, (2.21)
where ω is the frequency of the harmonic confinement, ωc = eB/m∗ denotes
the cyclotron frequency and Ω =
√
ω2 + ω2c . According to eq. (2.4), the lead
eigenstates read
ψi,n,± =
√
m∗Ω2
~2k ω2
e±ik xi χi,n,k(yi). (2.22)
The total energy of the lead eigenstates
E = ~Ω
(
n+
1
2
)
+
~2k2
2m∗
ω2
Ω2
≡ En + Ekin (2.23)
splits into the transversal energy required to populate a transversal mode of
the harmonic confinement and into longitudinal kinetic energy. The transversal
shape of the wave packet is fixed, but there is freedom in the choice of the longi-
tudinal component. Since the transversal lead modes depend on the longitudinal
momentum, it is convenient to express the longitudinal part in the momentum
representation φ(k). The sender and receiver wave-packets are then expressed
by
φ
send/rec
i,ni
(xi, yi) =
1√
2pi
∫ ∞
0
dk φ(k)χi,ni,k(yi) e
±ik xi . (2.24)
The integration goes only over positive values of k which ensure purely outgoing
(incoming) sender (receiver) wave-packets, depending on the sign in the expo-
nential function of the integrand. The spectral weights µsend/reci,ni (E) are evaluated
according to eq. (2.18) and read
µ
send/rec
i,ni
(E) =
(
m∗Ω2
2 ~2 ω2 (E − Eni)
) 1
4
φ(kE), (2.25)
Here, Eni is the transversal energy for populating the transversal mode ni and
kE =
Ω
ω
√
2m∗ (E − Eni)
~2
(2.26)
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Figure 2.3: Energy density ρ(E), eq. (2.27) for kicked Gaussian wave-packets
at B = 0. The transversal harmonic confinement is set to ~ω = 6
meV. Since the shape of the energy distribution does not depend
on the transversal mode, the results shown are evaluated for the
transversal ground state with transversal energy E0 = 3 meV. The
energy density ρn(E) for transversal mode n is obtained by a constant
energy shift ρn(E) = ρ(E − n~ω). (a) evaluates the energy density
ρ(E) for the different Gaussian width a. The initial kick is set to
~2k20/2m∗ = 3 meV, (b) depicts ρ(E) for the different initial kinetic
energies E0kin = ~2k20/2m∗. The Gaussian width is set to a = 90 nm.
corresponds to the longitudinal momentum carrying the kinetic energy Ekin =
E − Eni . The energy density of the wave packet, that is the probability of
populating the scattering eigenstate ψ±i,n(E), is given by
ρ(E) = |µsend/reci,ni |2. (2.27)
Thus, ρ(E) is related to the momentum distribution of the wave packets.
In the following, we choose Gaussian wave-packets
φ(k) =
√
a√
pi
exp
(
−a
2(k − k0)2
2
− ik x0
)
, (2.28)
which minimize the momentum-position uncertainty relation. The wave packet
is kicked with initial momentum k0 and centered around x0. Although Gaussian
wave-packets are extended to the whole position domain, most parts are centered
with a Gaussian width a around x0. Hence, we choose the center x0 of the wave
packet, such that the parts extended into the scattering region can be neglected.
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The same argument holds for the momentum representation. If the initial kick
k0 is large enough, Gaussian wave-packets represent, in good approximation,
purely outgoing (k0 > 0) respectively purely incoming (k0 < 0) wave packets, as
required.
We adjust the energy representation with a suitable choice of the wave-packet
parameters. For Gaussian wave-packets, there are two free parameters, the Gaus-
sian width a and the initial momentum k0. The more localized the wave packet
is in position space, the more extended it becomes in the momentum representa-
tion and also in the energy domain. Localized wave packets with Gaussian width
a = 30 nm cover an energy range between 4 meV and 18 meV, as depicted in
Fig. 2.3(a). The energy distribution with initial momentum ~2k20/2m∗ = 3 meV
is shown for the first transversal mode for a harmonic transversal confinement
with ~ω = 6 meV. The initial kick k0 adjusts the position of the peak in the
energy density along the energy axis, as is shown in Fig. 2.3(b). Fig. 2.3(b)
depicts the energy distribution for Gaussian wave packets with Gaussian width
a = 90 nm for different initial kinetic energies E0kin = ~2k20/2m∗. The kinetic
energy E0kin sets the position of the maximum of the energy distribution. In
conclusion, by adjusting the parameter of the wave packets, we are able to cover
any energy range which is relevant for the transport regime under consideration.
2.3.3 Thermal wave packet representation of electron
transport
In the following, we introduce the concepts of thermal wave packets [216]. Ther-
mal wave packets are designed in such a way that their energy representation
corresponds to the transport window around the Fermi energy of the 2DEG. For
simplicity, we consider a two-terminal device. A sketch is given in Fig. (2.4).
We further restrict our discussion to a single open transversal mode χn. The
generalization of the subsequent ideas to multi-terminal devices and inter-mode
scattering does not involve any new ideas.
Within the limit of small bias voltages the current in lead 2 reduces to
I2 =
e2
h
Vbias
∫ ∞
−∞
dE
−∂fT(E)
∂E
∣∣∣∣
E=EF
T21(E) (2.29)
where fT(E) is the Fermi function at temperature T and T12 = |t2n,1n(E)|2 is
the transmission probability of scattering from lead 1 to lead 2. According to
eq. (2.15), the transmission amplitude t2n,1n(E) is given by the Fourier trans-
form of the cross correlation function between suitable sender and receiver wave-
packets. In addition the correction factor µsend/rec appears, which is related to
the longitudinal momentum distribution of the used wave packets, see eq. (2.25).
The idea is to adjust the wave packets in such a way that the thermal averaging
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jin jout
fluxline
lead 2
lead 1
Figure 2.4: Sketch of a two-terminal device where the transmission probability
T21 from lead 1 and 2 is described in terms of incoming (jin) and
outgoing (jout) flux, eq. (2.30). The incoming flux jin is determined
by the flux of the sender wave-packet within asymptotic lead 1, while
the outgoing flux jout is detected during the scattering process by the
fluxline in lead 2.
−∂fT(E)/∂E is already embedded in the spectral components µsend/rec of the
wave packets. The current flow is then given by the wave packet propagation
without further correction, and the sender wave-packet is interpreted as thermal
electron moving through the device. This picture is further emphasized if we
express the transmission probability
T21(E) =
jout(E)
jin(E)
(2.30)
in terms of incoming flux jin in lead 1 and outgoing flux jout in lead 2. In the
following lines of argument, we put forward explicit expressions for jout and jin.
Both incoming and outgoing fluxes are detected in the asymptotic leads. The
electron flux in lead i goes along the longitudinal direction xi and is given for
electronic state ψ by
ji =
~
m
Im(ψ∗
∂
∂xi
ψ). (2.31)
In section 2.2, we set the history of the scattering process in relation to the
scattering eigenstates ψ+i,n(E) defined in eq. (2.6). Scattering eigenstate ψ
+
1,n(E)
is associated to the lead eigenstate ψ1,n,+(E), eq. (2.4). Hence, ψ+1,n(E) initially
populates transversal mode n in lead 1 and corresponds to a plane wave that
impinges on the scattering region with flux
jin(y1, E) =
Ω2
ω2
1
~
χ1,n(y1)
∗χ1,n(y1). (2.32)
The total incoming flux in lead 1 is obtained by integrating jin(y1, E) along the
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transversal direction y1
jin(E) =
Ω2
ω2
1
2pi~
, (2.33)
where we used the normalization condition 〈χ1,n|χ1,n〉 = 1/2pi. In order to detect
the total outgoing flux, we place a fluxline across lead 2 at position x0. The
fluxline is indicated by the dashed line in Fig. (2.4). The total outgoing flux is
then obtained by integrating the flux along the fluxline
jout(x0, E) =
∫
dy2 j(x0, y2, E), (2.34)
with
j(x, y, E) =
~
m∗
Im(ψ+1,n(x, y, E)
∗ ∂
∂x
ψ+1,n(x, y, E)). (2.35)
In analogy to the cross-correlation approach introduced in section 2.2, we
construct an incoming sender wave packet φsend1,n , which populates the transversal
mode n in lead 1. According to eq. (2.11), this wave packet is composed of
scattering eigenstates ψ+1,n(E). During the time evolution of the sender wave-
packet we detect the flux crossing the fluxline. By using the spectral composition
of the sender wave-packet eq. (2.11), the definition of jout, eq. (2.34) and eq. (2.30)
we obtain
jsendout (x0, E) = 2pi~
Ω2
ω2
|µsend1,n (E)|2 T21(E) (2.36)
which relates the flux through the fluxline jsendout (x0, E) to the transmission proba-
bility T21(E). By engineering a thermal wave packet whose energy representation
fits the thermal distribution
|µsend1,n (E)|2 = |µth(E)|2 =
1
2pi~
ω2
Ω2
−∂fT (E)
∂E
∣∣∣∣
E=EF
, (2.37)
the measured current in the device is associated with the detected flux along the
fluxline in lead 2 by
I2 =
e2
h
Vbias
∫ ∞
−∞
dE jsendout (x0, E). (2.38)
The time evolution of the sender wave-packet is then interpreted as a thermal
electron moving through the device.
According to eq. (2.25), the spectral components of the wave packets are re-
lated to the longitudinal momentum distribution. By inverting eq. (2.25)
|φth(k)|2 = ~
2|k|ω2
m∗Ω2
ρth
(
En +
~2k2ω2
2m∗Ω2
)
, (2.39)
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Figure 2.5: The thermal width ath is shown as a function of temperature for
different energy difference between the Fermi energy EF and the
transversal energy En. We describe thermal electrons in an AlGaAs/-
GaAs heterostructure with an effective mass m∗ = 0.067me. The
magnetic field is set to zero, B = 0.
we obtain an expression for the longitudinal momentum representation for ther-
mal wave packets corresponding to the energy distribution ρth(E) = |µth(E)|2.
The solution of eq. (2.39) is not unique, and can be realized with incoming as
well as outgoing wave packets. For an incoming wave packet we find
φth(k) = e
iθ(k)
√
~2|k|ω2
m∗Ω2
ρth
(
En +
~2k2ω2
2m∗Ω2
)
with k ≥ 0. (2.40)
There is an additional degree of freedom in the choice of the phase θ(k). Of
practical interest is θ(k) = kx0, which allows us to shift the position of the
wave packet by x0 along the longitudinal direction. We approximate the thermal
distribution, defined in eq. (2.37),
ρth(E) ≈ 1
2pi~
ω2
Ω2
1
4kBT
exp
(
−(E − EF )
2pi
(4kBT )2
)
, (2.41)
with a Gaussian shape. This results in a fourth-order Gaussian for the corre-
sponding thermal momentum representation
φth(k) =
√
~|k|ω4
2pim∗Ω4 4kBT
exp
[
− (
~2k2ω2
2m∗Ω2 − (EF − En))2pi
2 (4kBT )2
]
. (2.42)
In order to estimate the spatial extension of the thermal wave packet, we expand
the exponent in second order of k around k0 = Ω
√
2m∗(EF − En)/~ω. This
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gives a Gaussian fit of φth(k) with thermal width
ath =
√
(EF − En) pi
2m∗
~ω
2kBT Ω
. (2.43)
Fig. 2.5 shows ath for different longitudinal energies, which are in AlGaAs/GaAs-
based semiconductor devices typically of the order of few meV. The plots are
evaluated for an effective mass m∗ = 0.067me, where me stands for the electron
mass. The thermal width ath increases with increasing longitudinal kinetic energy
Ekin = EF−En. For low temperatures, the transport window, opened by −∂fT (E)∂E ,
narrows and the thermal wave packets become localized in momentum space.
The Heisenberg position-momentum uncertainty principle then leads to spatially
extended thermal wave packets and the thermal width ath, which scales with 1/T ,
rises to 500 nm for T = 1.5 K. Since we have to ensure that the thermal sender
wave-packet is initially located in the asymptotic lead, the propagation routine
requires long leads and hence demands numerically large grid sizes. This causes
numerical limitations for thermal wave packets at very low temperatures. But
for a wide range of experimentally relevant temperatures T & 2.5 K, the thermal
width is below 300 nm and remains numerically treatable.
2.4 Numerical propagation Schemes
2.4.1 Introduction
The generic steps of the wave-packet approach are comprised of the time evo-
lution of a suitable chosen sender wave-packet and the evaluation of the cross-
correlation function, defined as the overlap between the propagated sender wave-
packet and the receiver states. Finally, the cross-correlation function is trans-
formed to the energy domain. According to section 2.2 eq. (2.15), the scattering
matrix elements are then obtained after applying correction terms, taking into
account the specific shape of the used wave packets.
In section 2.4.2, we introduce schemes to solve the time-dependent Schrödinger
equation. For our numerical algorithm, we use the split-operator method [211,
212], which has recently been successfully implemented using the new technology
of graphics processing unit (GPU) computation[224]. In Ref [224], the authors
report a 40-fold (single precision) speed-up of their NVIDIA GeForce GTX 480
GPU implementation, compared to an Intel i7 CPU version. In section 2.4.3, we
set up an efficient numerical scheme for the wave-packet approach introduced in
section 2.2 which we implemented on a NVIDIA GPU hardware platform. Be-
sides the propagation of the sender wave-packet, the main numerical effort lies
in the computation of cross-correlation functions. This effectively corresponds
to the computation of inner products. This is a bandwidth limited problem and
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therefore, our main focus is on developing efficient memory strategies using co-
alesced memory access and shared memory. GPU computation requires some
elaborate techniques to squeeze out the best performance that is provided by the
computational capabilities of the GPU hardware. An important lesson learned
is that developing an efficient GPU algorithm requires more that just transfer-
ring an existing CPU code to the GPU hardware, as we demonstrate in this
section. We close this section with a performance analysis of the implemented
GPU algorithm. We gain a 35-fold speed-up within double precision compared
to a single core CPU implementation. Our GPU implementation is based on
CUDA, a programming language for GPU-computing delivered by NVIDA.
2.4.2 Split-operator method
The key ingredient of time-dependent approaches is the propagation of wave
packets, and we need to solve the time-dependent Schrödinger equation
i~
d
dt
ψ(t) = Hψ(t). (2.44)
The formal solution for initial state ψ(t0) in terms of the time-evolution operator
is given by
ψ(t) = U(t, t0)ψ(t0) = e
−iH(t−t0)/~ ψ(t0), (2.45)
where we assume a time-independent Hamiltonian. We divide the complete
propagation into N small time steps ∆t = (t− t0)/N
ψ(t0 +N∆t) =
(
e−iH∆t/~
)N
ψ(t0). (2.46)
The simplest possible propagation scheme relies on a Taylor expansion of the
exponential function up to the first order in the Hamiltonian H
e−iH∆t/~ ≈ 1− iH∆t (2.47)
resulting in the Euler method
ψ(t+ ∆t) = ψ(t)− i
~
∆tHψ(t). (2.48)
The Euler method is of first order, that is the global error scales with O(∆t).
Thus, the Euler method exhibits slow convergence and requires small time steps
to ensure accurate results. To overcome this limitation we use the split-operator
method [211, 212]. The total Hamiltonian H = T + V is divided into the ki-
netic energy and the scattering potential. Using the Baker-Campbell-Hausdorff
formula, we split the time-evolution operator into
e−i(V/2+T +V/2)∆t/~ = e−i∆tV/2~ e−i∆t T /~ e−i∆tV/2~ eO(∆t
3). (2.49)
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Due to the symmetrized application of the potential energy, terms of the order
of eO(∆t
2) do not contribute, resulting in higher accuracy eO(∆t
3). The explicit
application of the kinetic and potential energy depends on the choice of the
basis set in which the quantum state is represented. In position space, the
application of the potential energy is just a multiplication, whereas the kinetic
energy is more demanding and involves second-order derivatives with respect to
the spatial coordinates. For the evaluation of the kinetic energy, the momentum
representation is more convenient. The kinetic energy part then also reduces to
multiplications. The idea is to transform the wave packet back and forth between
position and momentum space, which is numerically efficiently done by the Fast
Fourier Transform (FFT).
In the following, we restrict our studies to a two-dimensional system with an
additional homogeneous magnetic field perpendicular to the plane of the potential
landscape. The magnetic field is included by minimal coupling. The Hamiltonian
now gets a more complex structure and in particular, the momentum and position
coordinates get coupled. In symmetric gauge A(x, y) = (−B/2y,B/2x, 0) we
obtain
H = Tpx,y + Tpy ,x +
1
2
ω2L(x
2 + y2) + V (x, y), (2.50)
where we follow Kramer et al. [112] and divide the kinetic energy into
Tpx,y =
p2x
2m∗
− ωLpxy and Tpy ,x =
p2y
2m∗
+ ωLpyx (2.51)
with ωL = eB/2m. The last two terms of eq. (2.50) are incorporated in the
effective potential
Veff(x, y) =
1
2
ω2L(x
2 + y2) + V (x, y). (2.52)
Since both operators, px and y, commute [px, y] = 0, we can go to a mixed
representation in which the momentum representation is used for the extension
of the wave packet in x-direction, whereas we remain in position space for the
y-coordinate. Although position and momentum operators couple to each other,
the application of Tpx,y still simplifies to a multiplication for the mixed representa-
tion. The same arguments hold for the application of Tpy ,x. The only difference is
that now the y-direction is transformed to momentum space and the x-direction
is expressed in position space. The split-operator scheme to advance the wave
packet one time step ∆t is then given by
ψ(t+∆t) = e−
i∆t
2~ VeffF−1x e−
i∆t
2~ Tpx,yFxF−1y e−
i∆t
~ Tpy,xFyF−1x e−
i∆t
2~ Tpx,yFxe− i∆t2~ Veffψ(t).
(2.53)
Compared to the propagation scheme stated by Kramer et al. in Ref. [112], we
achieve higher accuracy by symmetrizing the kinetic energy part with respect
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to x- and y-direction. Equation (2.53) is the central result of this section and
corresponds to the propagation method implemented in our numerical algorithm.
The Fourier transform from position to momentum space is defined as
Fx = 1√
2pi~
∫
dx e−ipxx, Fy = 1√
2pi~
∫
dy e−ipyy (2.54)
The inverse transformation from momentum to position space is given by
F−1x =
1√
2pi~
∫
dpx eipxx, F−1y =
1√
2pi~
∫
dpy eipyy. (2.55)
In order to simulate open boundary conditions which ensure purely outgoing
wave packets in the semi-infinite leads, we introduce a complex absorbing po-
tential (CAP) [225, 226, 227]. The CAP has to be properly chosen to minimize
reflections at the absorbing potential. Moreover, the CAP has to be localized
along the edges of the simulated device such that the relevant region of the scat-
tering potential is not affected by the absorber. We use the following CAP, which
has proven to be a suitable choice [112]
Vabs(x, y) = iV0
(
cosh−2
(
(x− xedge)2
d2
)
+ cosh−2
(
(y − yedge)2
d2
))
. (2.56)
V0 sets the strength of the absorber and d the spatial extension. Typical values
used for applications in mesoscopic transport are V0 = 50 meV and d = 50 nm.
Note that the propagation scheme of eq. (2.53) remains unchanged and we in-
corporate the absorbing potential Vabs in the effective potential Veff which then
gets complex-valued.
2.4.3 Graphics processing unit (GPU) implementation
The idea of our GPU implementation of the wave-packet approach is to do the
initialization of wave packets, the final data manipulation and the data storage on
the CPU, whereas the numerically demanding time propagation and computation
of cross-correlation functions is done massively parallelized by the GPU. In the
following, we introduce an elaborate scheme for evaluating the cross-correlation
function eq. (2.16). We distribute the workload into 128 blocks, each containing
64 threads that execute individual tasks in parallel. The reason for our more
complicated implementation lies in the GPU architecture that can schedule tasks
and hides latencies much more efficiently when the computational work is divided
into many small tasks [202]. In our GPU implementation, we launch 8,192 partial
summations which are distributed to 448 streaming processors provided by the
NVIDA C2070 graphics board.
Figure 2.6 shows a schematic sketch of the program flow of the implemented
algorithm. At first, the relevant region of the simulated device is discretized into
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set rectangular Grid (xi, yj)
set momentum Grid (kx,i, ky,j)
initialize sender wave packet t = t0
psi sendGrid[i,j]=ψsend(xi, yj)
initialize receiver wave packet
psi recGrid[i,j]=ψrec(xi, yj)
initialize propagation
expVeffGrid[i,j]=e−
i∆t
2~ Veff(xi,yj)
expTpxGrid[i,j]=e−
i∆t
2~ Tpx,y(~kx,i,yj)
expTpyGrid[i,j]=e−
i∆t
~ Tpy,x(xi,~ky,j)
copy from CPU to GPU memory
Split operator method
ψsend(ti) → ψsend(ti +∆t)
Cross correlation function
C(ti +∆t) = 〈ψsend(ti +∆t)|ψrec〉
copy C(t) from GPU to CPU memory
FFT C(t) → C(E)
correction terms µsend/rec → T (E)
time-loop
ti = ti−1 +∆t
GPU
Figure 2.6: Program flow of the GPU implementation of the wave packet ap-
proach introduced in section 2.2. Initialization of the potential and
the wave packets on a discrete finite grid as well as the final output
is done on the CPU. The numerically time-consuming propagation
according to the split-operator method eq. (2.53) and the evaluation
of the cross-correlation function is implemented on the GPU. Slow
communication between CPU and GPU is required only within the
initialization procedure and after the end of the propagation loop.
a finite mesh of grid points (xi, yj). Note that a discrete grid in position space
implies a discrete grid in momentum space (kx,i, ky,j) as well. We denote the
number of grid points in x-direction and y-direction by Nx and Ny, respectively.
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In order to get the best performance out of the Fast Fourier Transform, Nx
and Ny are set to 2nx and 2ny . For the discussed applications for transport
in mesoscopic devices, spatial extensions are typically in the micrometer scale.
Thus, 256 up to 2048 grid points are required for each spatial direction. The
required resolution of the grid discretization varies with the device size and the
strength of the applied magnetic field. The discretized version of sender and
receiver wave-packets can be interpreted as Nx × Ny matrices psi_sendGrid[i,
j]=ψsend(xi, yj) and psi_recGrid[i, j]=ψrec(xi, yj). In the same way, the operator
valued exponential functions appearing in eq. (2.53) are replaced by matrices
expVeffGrid[i, j], expTpxGrid[i, j] and expTpyGrid[i, j]. After initializing the
required objects on the CPU, the memory is transferred from CPU to GPU.
Memory transfer between host and device is slow, but once the copy is done
the time consuming propagation is carried out on the GPU without further
communication between GPU and CPU. Only the final results are copied back
to CPU and the numerical cost of the memory transactions is insignificant.
To advance the wave packet one time step, we use the split-operator method
defined in eq. (2.53) which basically contains two building blocks: (i) the applica-
tion of exponential functions and (ii) the fast Fourier transform. The application
of the exponential functions essentially corresponds to complex-valued element
wise matrix multiplication. To perform the FFTs, we use CUFFT provided by
NVIDIAs CUDA library [228]. The split-operator method has recently been
implemented on GPUs to solve both the time-dependent Schrödinger and the
time-dependent Dirac equation [224].
Finally, we have to compute cross-correlation functions between sender and
receiver states. This corresponds to performing an inner product between two
complex-valued functions defined on a discrete grid. We evaluate the cross-
correlation at intermediate propagation times ti
C(ti) =
(Nx,Ny∑
k,l=1
psi_recGrid[k, l]∗ psi_sendGrid[k, l]
)
∆x∆y. (2.57)
Note that the Nx ×Ny entries of psi_sendGid and psi_recGid are stored in lin-
ear address space of global memory. Wave packets are complex-valued, and we
emulate complex numbers by double2 variables, which are intrinsic data types
provided by CUDA for optimized memory access for objects with two entries.
∆x and ∆y correspond to the grid discretization. Equation (2.57) demands two
memory calls, whereas there are only two floating point operations, one summa-
tion and one multiplication. Thus, memory bandwidth limits the performance.
An efficient scheme for parallel reduction  parallel execution of large summa-
tions  has been developed by Harris (NVIDIA Developer Technology) [229] who
introduces schemes to optimize coalesced memory transfer and reduces the num-
ber of global memory calls by using shared memory. The idea is to split the
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Psi sendGrid
Psi recGrid
Intermediate Storage in Bin
Reduction
C(ti)
Figure 2.7: Schematic sketch of work distribution and memory layout for paral-
lelized evaluation of cross-correlation function. The Nx×Ny complex-
valued data points of the discretized sender and receiver wave-packets
are aligned in linear memory space. The linear memory is divided
into consecutive segments of 128 × 64 data points. The workload is
organized in 128 blocks, each containing 64 threads. Each thread
evaluates a partial summation. For example the first thread in the
second block, labeled thr. 0, multiplies the entries of the sender and
receiver for all data points highlighted in dark gray and labeled by
∗0, and performs the partial summation eq (2.58). Afterwards, we
use a final reduction in shared memory [229] and store the results in
global memory d_Bin. Finally, summation of the entries in d_Bin
gives the result for the cross-correlation function.
complete summation into smaller partial sums that are evaluated in parallel.
The final reduction of the individual sums is then done by pair-wise summation.
During this final reduction, more and more processors are idle. In the last step
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just one processor is actually active. However, for the discussed applications,
the relevant grid sizes are large enough such that the advantage of the parallel
execution of partial sums is larger than the problem that some processors are
idle in the last steps of the summation process.
A schematic sketch of the layout of our implementation to perform cross-
correlation functions is given in Fig. 2.7. We organize the workload along a one-
dimensional grid containing 128 blocks, where each block is built up of 64 threads.
We assign to each thread on partial summation. Thus, in total, we divide the
complete summation into 128× 64 = 8, 192 smaller sums. The wave packets are
discretized according to the position grid, and the Nx ×Ny entries are stored in
linear global memory space. We divide this linear address space into segments
containing 128×64 data points. In total, we get Nseg = Nx ∗Ny/(128 ∗ 64) such
segments. Each of the 128 blocks of the grid with its 64 threads accesses the
memory in packages of 64 data points. The complete grid then calls the entries of
a complete 128×64 memory segment where the discretized wave packet is stored.
Adding up the partial sums goes sequentially through the linear address space
of the wave packets until all Nseg memory segments have been serviced. That
is, in the end, each thread has completed a partial summation over Nseg data
points contributing to the cross-correlation function. For example, as illustrated
in Fig. 2.7, the first thread of the second block performs the partial summation
over all grid points of the wave packets stored in the memory position assigned
with '∗0'. That is this specific thread evaluates the partial summation∑
∗0
psi_recGrid[∗0]∗ psi_sendGrid[∗0]. (2.58)
The second thread performs the summation fo the memory position ∗1. The
remaining threads proceed in the same way. Since all threads of a block access
memory within a consecutive memory section containing 64 data points, this
kind of memory access ensures optimal coalesced memory transfer. We store the
results of the partial sums obtained by the threads in shared memory. Shared
memory is L1 cache and provides fast memory access to all threads within the
same block. This yields fast memory access for the final reduction of the partial
sums as we show below. Note that we need to wait until all threads have finished
their work. That is, after the evaluation of the partial sums, we need to synchro-
nize the threads. The final reduction, that is the summation of the partial results
obtained from the 64 threads in the block, will now be done in shared memory.
Therefore, the final reduction does not require any time-consuming global mem-
ory access. After final reduction, the results of each block are stored in d_Bin.
Since threads of different blocks cannot access the same shared memory, d_Bin
is defined in global memory. The last step is to perform the sum over all 128
entries stored in d_Bin.
For the applications of the wave-packet approach introduced in section 2.2,
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Figure 2.8: Performance analysis of the GPU implementation of the wave-packet
approach. The speed-up of the GPU (NVIDIA C2070) implementa-
tion when compared to a single core CPU (Intel 2.40 GHz) imple-
mentation is shown as a function of the grid size Nx ×Ny. The cal-
culations are done in double precision, and comprise the wave-packet
propagation of the sender wave-packet, as well as the evaluation of
the cross-correlation function for 12 receiver states. This is the typ-
ical number of required cross-correlation functions for four-terminal
measurements with 3 open transversal modes. Typical propagation
times for the wave-packet approach requires that 60 000 time steps
need to be propagated. For a grid size of 1024× 1024, the GPU cal-
culation takes 15 minutes, while the same calculation takes 8 hours
on the single core CPU.
there is not only a single receiver wave-packet but there are typically 12 to 40 re-
ceiver states, depending on the number of terminals and open transversal modes.
The evaluation of multiple correlation functions, corresponding to different re-
ceiver wave-packets, can be also done in parallel on the GPU. In our numerical
implementation, we enlarge the grid of thread blocks by a further dimension,
labeling the corresponding receiver wave-packets. Otherwise, for each receive we
proceed along the presented steps above.
In Fig. 2.8 we depict the achieved speed-up when compared to a single core
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CPU (Intel 2.40 GHz) implementation as a function of the grid size. The calcu-
lations are done in double precision on a NVIDA C2070 graphics board. Due to
the concept of latency hiding, the GPU algorithm requires some numerical work-
load to reveal its best performance. Thus, the larger the grid size becomes, the
higher is the obtained speed-up compared to the CPU implementation. In con-
trast to our GPU-HEOM algorithm, which we establish in Part I of this thesis,
the wave-packet approach is bandwidth limited and our algorithm does not fully
reveal the computational capability provided by the 448 streaming processors of
the NVIDA C2070 graphics board. Nevertheless, using the GPU algorithm for
the wave-packet approach, we obtain a 30- to 35-fold reduction in computation
time, simply by using the new hardware technology provided by GPUs. For the
transport problems in semiconductor nanostructures discussed in Chapter 3, the
typical grid sizes are between 512 × 512 and 1024 × 1024 grid points. Typical
computation times for the wave-packet approach are reduced from 8 hours to 15
minutes (propagation over 60 000 time steps, grid size 1024× 1024).
2.5 Conclusion
In this section, we introduced a time-dependent approach to transport in meso-
scopic physics. The idea of the introduced method is to compute the energy-
dependent transmission amplitudes tini,jnj based on a wave-packet propagation.
The transfer characteristics of ballistic electron transfer in mesoscopic systems
fabricated in semi-conductor heterostructures is then obtained by the Landauer-
Büttiker approach. This approach relates the transmission amplitudes to cur-
rents and voltages.
Compared to the recursive Green's function approach, one of the standard
approaches in mesoscopic transport [107, 98], our wave-packet approach is ad-
vantageous in several aspects. Firstly, the time evolution of a wave packet gives a
physical intuitive picture of scattering mechanisms involved in the ballistic trans-
port through the device. As we show in section 2.3, under certain conditions,
wave-packet propagation is associated with the motion of thermal electrons. In
this regime, the time evolution of the wave packets acquires a physical meaning.
Secondly, the wave packet holds the information of a whole set of scattering eigen-
states for a large range of energies. For mesoscopic systems in AlGaAs/GaAs
heterostructures, a single wave packet run yields the transmission amplitudes for
energy ranges that are typically extended over 5 meV to 15 meV. This is of par-
ticular interest when the experimental setup scans the transport characteristic
of a wide range of Fermi energies. And thirdly, the time-dependent approach
is well suited for the new GPU hardware technology which is still gaining in
computational power. Within our GPU implementation of the wave packet ap-
proach which we establish in section 2.4, we obtain an up to 35-fold reduction in
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computation time when compared to the CPU version. Our efficient wave-packet
approach allows us to perform simulations for large devices sizes. For example in
Chapter 3, we simulate large four-terminal quantum waveguide rings that require
typical grid extensions of 3µm×2µm.
136
3 Four-terminal waveguide
Aharonov-Bohm interferometer
3.1 Introduction
One of the most fundamental interference effects in quantum mechanics is given
by the Aharonov-Bohm (AB) effect [121]. The AB effect is a quantum mechanical
phenomenon and does not have a corresponding counterpart in classical physics.
In their original work, Aharonov and Bohm propose a double-slit experiment
where the two incident electron beams enclose a magnetic flux. The magnetic
field is confined to a region that cannot be approached by the electron beam.
Even though the magnetic field does not reach the trajectories, the detected
amplitude of the two interfering beams shows an oscillatory interference pattern
that depends on the enclosed magnetic flux Φ.
The focus of this chapter is to apply the AB effect to control observables like
currents and voltages by small variations in the magnetic flux. Early experi-
ments by Ford et al. [103] pioneered the usage of the AB interference fringes
for electronic devices. Possible applications could include fast switches with low
energy consumption [103]. Recently, AB rings have also been used as measure-
ment devices for detecting the transmission phase of embedded nanostructures
like quantum dots [126, 127, 230]. In this applications the external homogeneous
magnetic field is extended over the complete device. This is different compared
to the original setup of the AB effect [121] in which the magnetic field B is lo-
calized to a region which is not approached by the electron beams. A sketch of
the setup is given in Fig. 3.1. The different path lengths s1 and s2 allow one to
vary the phase of the AB oscillations continuously by adjusting the Fermi wave
vector kF of the incident electrons
|ψ1 + ψ2|2 ∼ cos
(
2pi
Φ
Φ0
+ kF (s1 − s2)
)
, with EF = ~/2mk2F . (3.1)
Φ denotes the magnetic flux and Φ0 = h/e stands for the magnetic flux quan-
tum. In quantum rings fabricated in semiconductor heterostructures [103, 122,
123, 124, 134, 142, 135], the Fermi wave vector kF is controlled via gate voltages
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ψ1 ∼ exp(−iks1)
ψ2 ∼ exp(−iks2)
s1
s2
B
Φ
Figure 3.1: Sketch of the double-slit Aharonov-Bohm setup. Two electron beams
with different path length s1 and s2 enclose a magnetic flux Φ. The
homogeneous magnetic field B is perpendicular to the plane of the
electron beams. Opposed to the original setup of Aharonov and
Bohm [121], we assume that the magnetic field is extended over the
complete device. The two-path interference results in an oscillatory
interference pattern whose frequency depends on the enclosed mag-
netic flux Φ .
that adjust the Fermi energy EF within the 2DEG. In real devices, the picture is
not as simple as drawn in eq. (3.1), as we investigate in detail in this chapter. For
example, in fabricated ring structures, electrons travel around the ring several
times. This yields higher frequencies in the AB oscillations [124, 231]. Further-
more, time-reversal symmetry imprints symmetry relations into the transmission
probability T12(Φ) = T21(−Φ) [232]. Therefore, in two-terminal measurement se-
tups like the one sketched in Fig. 3.1, the phase of the AB oscillations is locked
to 0 or pi [122, 123, 124], and the expected linear phase drift with the Fermi
wave vector kF is not observed. In order to break the phase rigidity, experi-
mental setups attach additional leads to perform multi-terminal measurements
[103, 134, 142, 135].
Four-terminal measurements only show a continuous phase drift with Fermi
wave vector kF for a specific arrangement of the current and voltage probes
[134, 142, 135]. The Fermi energy EF and, hence, the Fermi wave vector kF are
adjusted by an external gate voltage. At certain gate voltages, the continuous
phase drift is interrupted by abrupt phase jumps of pi. Such phase jumps are
a source of noise in the application of AB interferometers as transmission-phase
detectors or low power consuming switching devices. Thus, understanding the
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microscopic origin of the phase jumps is crucial and may guide an improved device
design. In this chapter, we show that higher frequencies in the AB oscillations
and abrupt phase jumps by sweeping through the Fermi energy EF are intrinsic
properties determined by the device geometry. Multiple Fabry-Perot like interfer-
ence in the arms of the ring changes the scattering behavior on a fast energy scale
of the Fermi energy EF . Commonly, one-dimensional (1d) models are used to de-
scribe transport through multi-terminal ring structures [136, 137, 138, 139, 140].
However, 1d-models can only phenomenologically include the scattering prop-
erties at the cross-junctions connecting the arms of the rings to the leads. The
injection of electrons from the leads to the ring is modeled by energy-independent
transmission amplitudes. This phenomenological description does not resolve the
back-coupling between resonances in the arms (due to multiple reflections at the
junction) and the transmission properties of the cross-junctions. Indeed, it turns
out that exactly this back-coupling of resonant scattering in the arms of the ring
and the character of the transmission at the cross junctions, is responsible for
the characteristics of the detected signal in four-terminal quantum waveguide
AB interferometers. This also explains the rich features in the AB interference
pattern, as we point out in section 3.2.
The experiments fabricate the ring structures in a 2d potential landscape
within the 2DEG of the AlGaAs/GaAs heterostructure [103, 126, 127, 230, 122,
123, 124, 134, 142, 135]. We use the time-dependent approach introduced in
chapter 2. With our time-dependent approach, we are able to go beyond 1d-
models and to compute the energy-dependent transmission amplitudes for the
2d-device setup. Furthermore the experimental scan over the Fermi energy EF
is done by a single wave-packet run. In combination with our high-performance
GPU implementation developed in chapter 2, the time-dependent approach is
numerically very efficient. Thus, our algorithm is well suited to simulate the
large experimental ring-structures that have ring radii ranging from 0.5− 1 µm
[126, 127, 134, 142]. Previous calculations for quantum rings based on the re-
cursive Green's function, for example, manage to simulate only very small ring
structures with a radius of 54.5 nm [233].
In section 3.2, we simulate transport measurements in a four-terminal AB ring
fabricated in a AlGaAs/GaAs heterostructure. We provide a detailed compar-
ison of theoretical outcome and the experimental results. Parts of this section
have been published in Kreisbeck et al. Ref. [119]. The experiments are done
by Buchholz and Fischer et al. in Refs. [119, 135]. Finally, in section 3.3, we
configure the AB ring as transmission phase detector of a quantum dot embed-
ded in one arm of the ring. The simulations for this configuration are motivated
by experiments by Schuster et al. Ref. [126] and Avinun-Kalish et al. Ref. [127]
who demonstrate that such a setup yields information about resonances and the
transmission-phase of the embedded quantum dot. We discuss the transmission
phase of a harmonic quantum dot in the presence of a magnetic field and il-
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lustrate how the Darwin-Fock spectrum [107] emerges within the interference
fringes of a four-terminal AB interferometer.
3.2 Continuous phase drift and pi
phase-jumps in four-terminal rings
Parts of this section have been published in Kreisbeck, Buchholz (experimental
part) et al. [119].
3.2.1 Introduction
The development of new devices based on the AB effect for applications such
as the measurement of the transmission phase of embedded quantum systems,
requires clean systems. Therefore in such devices, the mean-free path `e ∼ 8-
− 15 µm [126, 127, 134, 142] is larger than the size of the device geometry. Four
terminal AB-interference experiments use typically waveguide ring-structures
with radii of 0.5 − 1 µm [126, 127, 134, 142]. This ensures coherent electron
transport along the ring and minimizes scattering at impurities and inelastic
scattering. Changing the Fermi energy EF of the electrons in the 2DEG of the
device is then expected to yield a continuous phase drift of the AB oscillations
eq. (3.1). However, in four-terminal measurements done by Kobayashi et al.
[134], the AB interference fringes show more complicated features. In particular,
phase jumps of pi interrupt the continuous phase drift. The detected behav-
ior of the AB oscillations is universal and present in various measurements in
four-terminal quantum rings [135, 119, 103, 134].
In this section, we perform realistic simulations based on the wave-packet
approach established in chapter 2. We incorporate the 2d potential landscape as
well as details in the measurement setup such as the integrated signal of the lock-
in amplifier. We relate the experimentally observed features in the phase behavior
of the AB oscillations to non-trivial interference effects at the device geometry.
While the specific character of the phase behavior of the AB oscillations depends
on the explicit geometry, fundamental features like pi phase-jumps are intrinsic
universal features of waveguide ring structures.
In section 3.2.2, we introduce the experimental setup discussed in Kreisbeck,
Buchholz et al. Ref. [119], and summarize the basic findings of the experimental
measurements. In particular, we introduce the local and non-local measurement
setup commonly used in four-terminal measurements in nanostructure quantum
rings [119, 134, 142, 135]. Both setups differ in the arrangement of voltage and
current probes. In section 3.2.3, we establish the numerical model for simulating
the experimental setup. We use the effective mass approximation and describe
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the electron transport in terms of a single particle picture. We compute the
transmission amplitudes according to the wave-packet approach of chapter 2.
Basic features of the scattering process at the device geometry are already vis-
ible in the transmission probabilities |tini,jnj |2 . We identify fundamental scat-
tering properties by analyzing snap-shots during the wave packet propagation.
In section 3.2.4, we evaluate the experimentally observed current and voltages
within the Landauer-Büttiker formalism. We show results for the linear trans-
port regime, within which analytical results for the experimental observables are
available [107, 98, 105]. We explain the qualitatively different observations for
the local and non-local setup. We relate the appearance of pi phase-jumps to
the back-action of Fabry-Perot like resonant scattering in the arms of the ring to
the scattering properties of the cross-junctions linking the ring to the asymptotic
leads. Finally, in section 3.2.5, we refine our numerical simulations, include the
lock-in amplifier, and evaluate the currents and voltages within the non-linear
regime. The Landauer-Büttiker formalism then leads to a system of non-linear
equations which we solve with the Newton-Raphson method. We reproduce the
experimental results to a highly detailed level. Thus, we conclude that the de-
tected phase behavior of the AB oscillations as a function of Fermi energy reflects
complicated interference effects due to scattering at the device geometry.
3.2.2 Experimental setup
In the following, we discuss the experimental setup of Buchholz et al. [142, 135,
119] which provides a better-defined device architecture than the previous exper-
iments by Kobayashi et al. in Ref. [134]. The four-terminal ring-structure with a
radius of 1 µm is etched into a high mobility sample, based on a AlGaAs/GaAs
heterostructure, with free-mean path length `e = 9.5 µm. A scanning electron
micrograph of the sample is given in Buchholz et al. [142], and a schematic sketch
is depicted in Fig. 3.2. The contacts which feed the 2DEG with electrons are
placed far from the ring structure so that the electrons are guided by asymptotic
leads toward orthogonal cross-junctions which connect the leads to the ring. This
provides a well-defined injection of electrons into the ring of the AB interferome-
ter that is not achieved in the experimental setup of Kobayashi et al. Ref. [134].
The geometry is designed to give a maximal difference in the path length of the
upper arm s1 and the lower arm s2. This breaks the symmetry between the upper
and lower arms, facilitating a continuous phase shift in the AB oscillations with
Fermi energy EF , see eq. (3.1). The Fermi energy is controlled by a top-gate
electrode. The idea is that the improved setup reduces the abrupt phase jumps
in the AB oscillations obtained by Kobayashi et al. Ref. [134].
The device is measured in a dilution refrigerator at a base temperature of
Tbase < 30 mK. Temperature-dependent AB experiments [135] and thermal noise
measurements [234] for a similar setup estimate the electron temperature to
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Figure 3.2: Sketch of the experimental four-terminal measurement setup. De-
pending on the arrangement of voltage and current probes, we dis-
tinguish between non-local and local measurement setup. In the non-
local setup, current flows between leads 3 and 4 and the voltage drop
is detected across leads 2 and 1. In the local setup, current flows be-
tween leads 1 and 4, while the voltage is probed across leads 2 and 3.
The dash-dotted line shows the axis of symmetry of the local setup.
The experimental setup consists of well-defined clean waveguides, and
electrons are injected into the ring via orthogonal cross-junctions. A
scanning micrograph of the experimental ring structure is given in
Buchholz et al. Ref. [142, 135].
be 0.1 − 0.2 K. Typically, 3 − 12 transversal modes are populated in the leads
[119, 135]. There are two experimental measurement setups, the local and non-
local setup. Both setups differ in the arrangement of the voltage and current
probes. In the non-local, setup the current I43 flows between lead 3 and lead 4,
while the voltage drop V12 is detected at lead 2 and lead 3. In the non-local setup,
the current and voltage probes are spatially separated. We define the non-local
resistance
R43,12 =
V1 − V2
I43
=
V12
I43
. (3.2)
In the local setup current I41 is injected at leads 1 and 4, and the voltage drop
V32 is detected at leads 2 and 3. The local resistance is given by
R41,32 =
V3 − V2
I41
=
V32
I41
. (3.3)
The experiment is performed by lock-in measurements with an ac current of
12 nA (root mean square (rms)) at 73.3 Hz. The voltage drop is probed by the
lock-in amplifier as an integrated (rms) signal
V rmskl =
ω√
2 pi
∫ 2pi/ω
0
Vkl(Iij(t)) cosωt dt. (3.4)
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The detected local and non-local resistance is then given by
Rrmsij,kl = V
rms
kl /I
rms
ij . (3.5)
The radius of the fabricated ring is 1 µm, and the enclosed flux yields a h/e-
period of the AB oscillations of ∆B = 2.28 mT. In the experiment, the h/e
AB oscillations are detected with approximately 10 percent visibility. That is,
both local and non-local resistance show an oscillatory component with a small
amplitude on top of a larger, non-oscillatory background [142, 135]. Scanning
through the Fermi energy of the electrons in the 2DEG is done by sweeping
through the top-gate voltage. The experimental results are shown in Kreisbeck,
Buchholz et al. [119], Fig. 1. In the non-local setup, changing the Fermi energy
results in a continuous phase drift of the AB oscillations in the lock-in integrated
non-local Rrms43,12 resistance. Despite the improved device design, the continuous
phase drift is interrupted by abrupt phase jumps of pi, and there is no qualitative
difference compared to the measurements of Kobayashi et al. Ref.[134]. At the
Fermi energies where the phase jumps take place, the amplitude of the h/e
frequency is suppressed, and the higher frequency h/2e dominates the oscillatory
component of Rrms43,12. In the local setup, the local resistance R
rms
41,32 shows many
phase jumps of pi occurring on a fast energy scale, but there is no preferred
phase drift. The results for the local setup resemble two-terminal devices that are
governed by phase-rigidity [122, 123, 124], where the phase of the AB oscillations
is locked to 0 or pi. The results obtained for the local setup are in agreement
with previous results of local four-terminal measurements [103, 134].
3.2.3 Numerical simulations
Several questions arise from the experimental results. What causes the quali-
tatively different findings for the local and non-local setup, and what restricts
the phase of the AB oscillations in the local setup from a continuous drift? The
most pressing question is what causes the phase jumps present in both the local
and the non-local setup. In the following, we perform numerical simulations of
the experimental setup. We describe the electron transport within the ballistic
regime and interpret the experimental outcome in terms of elastic scattering.
We use the effective mass approximation introduced in chapter 1 in which
transport is described by the single particle Hamiltonian eq. (1.1). The effective
mass tor the AlGaAs/GaAs heterostructure is given by m∗ = 0.067me, where me
stands for the electron mass. We include the magnetic field by minimal coupling
and we replace p→ −i~∇+ eA(x, y) in eq. (1.1). The experiments apply small
magnetic fields of the order of few milli-Tesla. Therefore, we neglect the Zeeman
splitting which is of the order of ∆EZeeman ∼ µB B ∼ 10−3 meV. We do not
include spin effects and the current in the leads is given by the Landauer formula
eq. (1.2). In the ballistic transport, regime the observed currents and voltages
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Figure 3.3: (a) schematic sketch of the simulated device geometry. We include
depletion effects and assume a harmonic confinement for the leads
and arms of the ring s1 and s2. The confining frequency is set to
~ω = 5 meV. Furthermore we use rounded cross-junctions with radii
of Rright = Rleft = 70 nm. The radius of the complete ring is given by
R = 0.5 µm. (b) zoom into the confining potential of the orthogonal
cross-junctions. (c) energy spacing of the modes of the transversal
confining potential V .
are determined by scattering at the device geometry. We model the asymptotic
leads of the experiments as harmonic waveguides with a confining frequency
~ω = 5 meV. We include depletion effects in the device and accurately model
the rounded orthogonal cross-junctions. Rounded junctions induce collimation
effects that significantly change the scattering behavior [91]. Fig. 3.3(a) shows
the geometry of the ring. We set the radius of the ring to R = 0.5 µm. The
arms of the ring s1 and s2 are connected to the asymptotic leads by orthogonal
rounded cross-junctions with radius Rleft = Rright = 70 nm. Fig. 3.3(b) depicts
a zoom into the potential of the right cross-junction. Fig. 3.3(c) illustrates the
transversal confining potential with subband spacing ∆E = ~ω = 5 meV of the
quantum waveguides defining the arms s1 and s2 and the asymptotic leads.
We use the time-dependent approach introduced in chapter 2 to numerically
compute the energy-dependent transmission amplitudes. The time-dependent
approach is based on wave-packet propagation. While the transversal shape
of the wave packets is governed by the transversal confinement of the leads,
we are free to choose the longitudinal component. In the following, we use
Gaussian wave packets which can be designed to cover a certain energy range,
as is demonstrated in section 2.3. For the numerical propagation, we use our
efficient GPU implementation described in detail in section 2.4.
Numerical limitations like grid size and grid discretization set numerical con-
straints on the longitudinal shape of the wave packets. Typically the extension
of the two-dimensional grid is 3 µm×2 µm. Adjusting the parameters of the
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Figure 3.4: Illustration of the steps involved in the wave-packet approach to
get the transmission probability |t10,21|2, which describes inter-mode
scattering from lead 2 with transversal mode 1 to lead 1 in transversal
mode 0. (a) time correlation function evaluated defined in eq. (2.16).
(b) visualizes the extension of the receiver wave-packet (red) located
in lead 1, and the sender wave-packet (blue) which is located in lead 2
for initial time t = 0 ps. (c) real part of the energy representation
of the cross-correlation function after Fourier transform in arbitrary
units. The dashed lines correspond to the energy density of the re-
ceiver |µrec|2 (red) and sender |µsend|2 (blue) wave packet. (d) trans-
mission probability |t10,21|2 is obtained from the energy representation
of the cross-correlation function after employing the correction terms
|µrec|2 and |µsend|2 (see eq. (2.15)).
sender wave-packet results in a compromise between covering a large energy
range and keeping the dispersion of the wave packet small enough to ensure that
the sender wave-packet enters the scattering region as a localized wave packet.
Since the receiver wave-packet remains stationary, dispersion is not an issue and
the receiver wave-packet covers a larger energy range than the sender wave-
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Figure 3.5: Snap-shots of the wave packet propagation for different times. The
time evolution of the sender wave-packet is illustrated by the blue
wave. The darkness encodes the amplitude of the wave packet. Dur-
ing the time evolution, the wave undergoes multiple scattering events.
The arrows indicate the motion of the scattered parts.
packet. The dashed lines in Fig. 3.4(c) show the energy density, eq. (2.27), of the
used sender and receiver wave-packets ρsend/rec(E). The sender covers an energy
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range between 9 meV and 17.5 meV, while the receiver is extended in the en-
ergy domain over 5 meV to 25 meV. The shown results correspond to the lowest
transversal mode of the receiver and the first transversal mode for the sender
wave-packet. Higher transversal modes shift the energy density by the subband
spacing ~ω = 5 meV to higher energies. Measurements of the AB interference
pattern in quantum wave-guide ring structures in Refs. [135, 119] use a top-gate
voltage to probe a typical energy range of 1.6 meV. Hence, a single wave-packet
run for each lead and open transversal mode is sufficient to cover the complete
scan through the gate voltage.
Fig. 3.4 illustrates inter-mode scattering from lead 2 in transversal mode 1 to
lead 1 in transversal mode 0. That is, we compute the transmission amplitude
t10,21(E). The corresponding receiver wave-packet is illustrated by the red wave
packet in Fig. 3.4(b). The spatial extension in position space of the wave packet
is color-coded. The darker the color, the higher the probability of the wave
packet to be located at the specific position is. The receiver is located in lead 1,
populates the transversal mode 0, and is composed of purely outgoing momenta
indicated by the arrow. The sender at time t = 0.0 ps is illustrated by the blue
wave packet. The sender is located in lead 2 and populates the first excited
transversal mode. During the propagation of the sender wave-packet, we keep
track of the cross-correlation function C10,21(t) evaluated according to eq. (2.16).
The cross-correlation function C10,21(t) is depicted in Fig. 3.4(c). C10,21(t)
shows a rich structure with revivals in the amplitude. In the following, we il-
lustrate the scattering process of the wave packet that leads to the structure in
the cross-correlation function. Fig. 3.5 shows snap-shots of the time evolution
of the sender wave-packet. The arrows indicate the motion of the wave packet
components. Initially (t = 0.0 ps), the sender is located within the asymptotic
lead 2 and propagates toward the left cross-junction. At t = 1.2 ps, the sender
approaches the center of the junction and scatters in different directions. The
wave packet splits into four parts as is illustrated in the snap-shot at t = 2.8 ps.
Some parts get reflected into an outgoing wave in lead 2. Other parts scatter to
lead 1 and are detected by the receiver state. This leads to the large amplitude in
C10,21(t) for the time interval between 1 ps and 5 ps. The remaining parts scatter
either to the upper arm s1 or to the lower arm s2 of the ring. These parts travel
along the ring toward the right cross-junction. The path s2 is shorter than the
path s1. Hence, the wave components traveling in the lower arm approach the
right junction earlier than the components traveling along path s1. At t = 7.0 ps,
the wave packet in the lower arm enters the right junction where parts leave the
ring into lead 4. However, an amount of the wave packet gets transferred into
the upper arm which then travel multiple times around the ring. This process
induces higher frequencies in the AB oscillations. Apart from transport through
the right cross-junctions, parts of the wave packet also get reflected and prop-
agates along arm s2 back to the left cross-junction, as depicted in snap-shot
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Figure 3.6: (a) transmission probability |t11,20|(EF ) for inter-mode scattering
from lead 2 in the transversal ground state to lead 1 in the first excited
transversal mode as function of Fermi energy EF . Multiple reflections
in the arms of the ring induces Fabry-Perot like resonances, result-
ing in fast fluctuations in the transmission probability. The larger
the radius R of the ring, the faster these fluctuations become. The
fluctuations occur on a smaller energy scale than the typical trans-
port window of the experimental measurements. The experiments
are performed for an electron temperature of 150 mK and apply typ-
ical bias voltages of eVbias = 0.1 meV. The slope of the Fermi energy
dependency of |t11,20|(EF ) reflects the transmission property of the
cross-junctions. (b) amplitude of the scattering eigenstate ψ+2,1(E),
eq. (2.13), for energy E = 9.84 meV and B = 4.5 mT. Multiple reflec-
tions induce longitudinal nodes of the scattering eigenstates within
the arms of the ring.
t = 14.4 ps. The wave then hits the left cross-junction at t = 16.0 ps for the
second time, and the receiver again detects the outgoing waves in lead 1. We
obtain a revival in the amplitude of the cross-correlation function C10,21(t).
In conclusion, we find that the sender wave-packet undergoes multiple reflec-
tions at the cross-junctions. This leads to an oscillatory pattern in the slope
of the cross-correlation function. With advanced time, more and more parts
of the sender wave-packet enter one of the asymptotic leads where they get
absorbed by the macroscopic contacts simulated by the complex absorbing po-
tential eq. (2.56). After a propagation time of 480 ps, the amplitude of the
cross-correlation function drops below 0.5 × 10−3 and we stop the propagation.
A discrete Fourier transform then yields the energy representation of the cross-
correlation function C10,21(E) depicted in Fig. 3.4(c). The amplitude of C10,21(E)
covers the energy range which is represented by the sender wave-packet. We
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follow eq. (2.15) and employ the correction terms. This then results in the
transmission probability |t10,21(E)|2 which is plotted in Fig. 3.4(d). The total
propagation time determines the resolution of the transmission amplitudes in
the energy domain. The propagation time of 480 ps yields an energy resolution
of ∆E = 0.004 meV for the transmission probabilities |t10,21(E)|2. Fig. 3.4(d)
includes 1 974 transmission amplitudes which are provided by the single wave-
packet run.
The energy dependency of the transmission amplitude |t10,21(E)|2 contains
two energy scales. There is a slow varying slope that reflects the scattering
behavior of the orthogonal cross-junctions. The fast energy fluctuations are
due to multiple reflections at the cross-junctions which induces Fabry-Perot like
interference patterns in the arms of the ring. The resonance condition in a Fabry-
Perot interferometer depends on the arm length si. Maximal transmission in an
Fabry-Perot interferometer is given for energies matching the condition [143]
E − En = ~
2
2m∗
( pi
si
)2
k2, k ∈ N, (3.6)
where En stands for the energy of transversal mode n. The larger the radius
of the ring, the faster the energy scale of the Fabry-Perot resonances becomes.
A comparison of the transmission probability |t10,21(E)|2 for radius R = 0.5 µm
and R = 1.0 µm is provided in Fig. 3.6(a). While the larger arm length for
the larger ring R = 1.0 µm induces faster fluctuations in |t10,21(E)|2, the over-
all slope, which is determined by the scattering behavior of the cross-junctions,
remains unchanged. Multiple reflections also leave their trace in the scattering
eigenstate ψ±i,ni(E), which is extracted from the wave-packet propagation accord-
ing to eq. (2.13). Fig. 3.6(b) depicts the scattering eigenstate ψ+2,1(E) for energy
E = 9.84 meV and magnetic field B = 4.5 mT. Multiple reflections of the
wave packet induces resonances which are visible in the longitudinal nodes of the
scattering eigenstate in the arms of the ring.
3.2.4 Results for the linear transport regime
So far, we have computed the transmission amplitudes. In the following we
employ the Landauer formula eq. (1.2) and we model the experimental setup
within the linear regime. That is, we assume very small applied voltages and
low temperatures. The transport window opened by the difference of the Fermi
functions in eq. (1.2) is then smaller than the energy scale of the changes in the
transmission amplitudes. Within the linear regime, the currents in the leads are
expressed by the transmission amplitude at the Fermi energy EF [107, 98, 105]
Ii =
e
h
(
(1− Tii(EF ))µi −
∑
j 6=i
Tij(EF )µj
)
, (3.7)
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where µi corresponds to the chemical potentials of the macroscopic contact con-
nected to lead i, and Tij(E) =
∑
ninj
|tini,jnj(E)|2 defines the probability for
electrons to get transferred from lead j to lead i. The local and non-local resis-
tances are evaluated analytically. We follow Büttiker Ref. [105], and obtain an
analytical expression for the resistance Rij,kl = Vkl/Iij
Rij,kl(EF ) =
h
e2
Tki(EF )Tlj(EF )− Tkj(EF )Tli(EF )
D(EF )
(3.8)
with
D(E) =
h2
e4
(α11(E)α22(E)− α12(E)α21(E))S(E)
α11(E) =
e2
h
((
1− T11(E)
)
S(E)− (T14(E) + T12(E))(T41(E) + T21(E)))/S(E)
α22(E) =
e2
h
((
1− T22(E)
)
S(E)− (T21(E) + T23(E))(T32(E) + T12(E)))/S(E)
α12(E) =
e2
h
(
T12(E)T34(E)− T14(E)T32(E)
)
/S(E)
α21(E) =
e2
h
(
T21(E)T43(E)− T23(E)T41(E)
)
/S(E)
S(E) = T12(E) + T14(E) + T32(E) + T34(E). (3.9)
Fig. 3.7(a) shows the non-local resistance R43,12(B), eq (3.2), evaluated for the
linear regime at Fermi energy EF = 9.47 meV. The non-local resistance shows an
oscillatory signal as a function of the magnetic field. Those oscillations are due to
the AB effect. The AB oscillations show an amplitude of approximately 4.8 kΩ
on top of a constant background of 7.1 kΩ. The constant background originates
from the scattering process in the cross-junctions where the electron wave is
transferred directly to the asymptotic leads without traveling through the ring.
The Lorentz force changes the scattering at the orthogonal cross-junctions and we
obtain an asymmetry in the amplitude of the AB oscillations with respect to the
sign of the magnetic field. The asymmetry between the positive and negative
magnetic fields gets stronger with the increasing magnetic field strength. We
extract the frequency of the AB oscillations by performing the Fourier transform
of the non-local resistance R43,12(B). To get a clear signal in the frequency
domain, we fold R43,12(B) by a Gaussian, leading to broadened peaks in the
Fourier transform F(R43,12). Fig. 3.7(b) shows the absolute value of F(R43,12).
The peaks correspond to the different frequencies in the AB oscillations. The
constant background of the AB oscillations is represented by the peak around
ωAB = 0 mT−1. The enclosed area of the ring results in an h/e-frequency of
the AB oscillations with a period ∆B = 8.75 mT, resulting in a frequency of
ωAB = 2pi/∆B = 0.72 mT−1. Apart from the dominant h/e frequency, higher
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Figure 3.7: Results for the non-local setup in the linear regime for Fermi en-
ergy EF = 9.47 meV. (a) AB oscillations of the non-local resistance
R43,12(B). Due to the Lorentz force, the amplitude of the AB oscilla-
tions depends slightly on the magnetic field B. (b) Fourier analysis of
the AB oscillations of R43,12(B). The absolute value is shown in arbi-
trary units. We use a Gaussian damping, and the peaks in the Fourier
spectrum are broadened. Apart from the constant background, the
AB oscillations are composed of multiple frequencies. The dominant
frequency is given by the h/e frequency. The corresponding period,
for the system under consideration, is given by ωAB = 0.72 mT−1.
Higher frequencies h/2e and h/3e emerge since parts of the electron
wave travel several times around the ring.
frequencies, such as the h/2e (ωAB = 2 × 0.72 mT−1) and h/3e (ωAB = 3 ×
0.72 mT−1) frequencies, also appear. Higher frequencies emerge when parts of
the electron wave circle multiple times around the ring [231].
In the following, we consider the phase dependency of the AB oscillations
with respect to changes in the Fermi energy. The transmission amplitudes, see
Fig. 3.6, show fast fluctuations due to Fabry-Perot like interference in the arms
of the ring. Those fast fluctuations are also present in the amplitude and in the
phase behavior of the AB oscillations. We plot the non-local and local resistance
as a function of the Fermi energy and the magnetic field. Fig. 3.8 shows a gray-
scale plot of the oscillatory component (without constant background). The
amplitude is color encoded. Dark regions correspond to maxima, and the white
regions correspond to minima in the AB oscillations. We consider a range of
Fermi energies of EF ∈ [8.5, 10.1] meV, within which two transversal lead modes
contribute to the transport. The two measurement setups show qualitatively
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Figure 3.8: Gray-scale plots of the AB oscillations as a function of Fermi energy
EF for the non-local R43,12 and local R41,32 resistance evaluated in the
linear regime. The non-local setup shows a continuous phase drift in
the range EF ∈ [8.5, 9.5] meV. Around EF ≈ 9.8 meV, the continuous
drift is interrupted by a sequence of pi phase-jumps. The symmetric
arrangement of the current and voltage probes induces phase-rigidity
in the local resistance. Here, the phase is locked at either 0 or pi.
The local setup is governed by many phase jumps which appear on
the energy scale of the Fabry-Perot like resonances.
different behavior. While the phase of the AB oscillations exhibits a continuous
phase drift by changing the Fermi energy in the non-local setup (the maxima
shift to the left with increasing Fermi energy), the phase of the AB oscillations
is locked to zero or pi in the local setup. The local setup shows a chess-board
pattern with many phase jumps of pi in the phase of the AB oscillations while
scanning through the Fermi energy. The reason for the phase-rigidity of the local
setup lies in the symmetry of the setup. Current and voltage probes are placed
in such a manner that the mirror symmetry of the device prevails (Fig. 3.2).
This enforces the local resistance to be an even function in the magnetic field,
R41,32(B) = R41,32(−B). The mirror symmetry of the measurement setup is
broken in the non-local setup, allowing for a continuous phase drift in the AB
oscillations. Nevertheless, the continuous phase drift is interrupted at certain
Fermi energies by abrupt phase jumps of pi. For example, there is a sequence of
phase jumps around EF ≈ 9.8 meV in the non-local setup.
The phase jumps are related to the resonances in the arms of the ring, influenc-
ing the scattering behavior of the cross-junctions in a drastic way. The resonances
in the arms appear because of the Fabry-Perot like multiple reflections at the
cross-junctions. They occur on a fast energy scale. This explains the fast energy
scale of the abrupt phase jumps in the local setup as well as the sequence of
phase-jumps in the non-local setup around EF ≈ 9.8 meV. In order to get a
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Figure 3.9: Microscopic scattering property at the left cross-junction of the quan-
tum ring. The figure shows the probability density of scattering the
eigenstate ψ+4,1(EF ) for Fermi energies EF = 9.55 meV and EF = 9.84
enclosing a pi-phase jump in the non-local resistance, see Fig. 3.8. The
small arrows indicate the flux density eq. 3.10. The thick black arrows
correspond to the normalized, integrated flux along the transversal
direction of the waveguides. The opening and blocking of transport
to lead 2 at the left cross-junction is detailed for the magnetic fields
B = 0 mT and B = −4.4 mT. The magnitude of the latter approxi-
mately corresponds to half of the h/e period ∆B = 8.75 mT.
microscopic picture of the scattering behavior at the cross-junctions, we consider
the scattering eigenstate ψ+4,1(EF ), which corresponds in a time-dependent pic-
ture to an incoming electron in lead 4, populating the first transversal mode. The
electron scatters at the right cross-junction and the wave splits into components
that travel along the upper arm s1 and the lower arm s2 of the ring. At the left
junction, both parts interfere, and the AB interference pattern is probed in the
non-local setup by the voltage probes at lead 1 and lead 2. Fig. 3.9 depicts the
probability density of ψ+4,1(EF ) in the vicinity of the left junction. We consider
the Fermi energies EF = 9.55 meV and EF = 9.84 meV which enclose a phase
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jump of pi in the non-local setup at EF = 9.75 meV. We further illustrate the
scattering behavior for two different magnetic fields, B = 0 mT and B = 4.4 mT.
The latter corresponds approximately to half of the h/e period ∆B = 8.75 mT.
The thin (red) arrows indicate the flux density
~j(r) =
~
m∗
Im
(
ψ+4,1(r, EF )
∗~∇ψ+4,1(r, EF )
)
, (3.10)
and the thick (black) arrows correspond to the normalized, integrated flux along
the transversal direction of the waveguides. At first, we discuss the situation for
EF = 9.55 meV. For B = 0 mT, the left junction distributes the electron flux
evenly to lead 1 and lead 2. For B = 4.4 mT, the AB interference changes in
such a way that there is a dominant electron transfer to lead 1, while transport
to lead 2 is blocked. For Fermi energy EF = 9.75 meV, the magnetic field
dependency of the scattering is exactly reversed. For B = 0 mT, transport to
lead 1 dominates, and scattering to lead 2 is suppressed. For B = 4.4 mT,
however, the left cross-junction distributes the incoming flux more evenly to
both leads 1 and 2. Compared to EF = 9.55 meV, we obtain a phase shift of
pi in the magnetic field dependency of the scattering process. The opening and
blocking of the flux with magnetic field B is less prominent for EF = 9.75 meV,
reducing the amplitude of the AB oscillations when compared to the situation
EF = 9.55 meV.
3.2.5 The non-linear regime and comparison with
experiments
In the following, we compare the numerical simulations with the experimental
results. The confining potential of the 1d-waveguides of the leads and arms
of the ring influences the scattering property of the cross-junction which yields
significant effects on the AB oscillations, especially in the case of single-mode
scattering. In the experiments, 3-12 modes are typically populated. Single-mode
effects superpose each other and the experiments detect an averaged signal, see
Kreisbeck, Buchholz et al. Ref. [119] and Buchholz et al. Ref. [135]. Our sim-
ulation takes into account 3 open transversal modes. In order to reduce the
numerical effort, we reduce the radius of the ring to R = 0.5 µm, compared to
the experimental device size with a radius of R = 1 µm. The smaller radius
reduces the enclosed area of the flux, and the period of the h/e AB oscillations
of ∆B = 8.75 mT is about four times larger than the experimental one with
∆B = 2.28 mT. Furthermore, in sections 3.2.3 and 3.2.4, we illustrate that the
Fabry-Perot like resonances in the arms of the ring change the distribution of the
electron flux within the cross-junctions to the leads. Blocking and opening with
the magnetic field depends on the Fermi energy, and the transport changes dras-
tically even for small changes in the Fermi energy, see Fig. 3.9. The energy scale
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of the fluctuations in the transmission probabilities is faster in the experimental
geometry with a radius of R = 1 µm than for our numerically simulated device
geometry with R = 0.5 µm, as illustrated in Fig 3.6. The basic features such as
the overall phase drift and the occurrence of pi phase-jumps are not affected by
the reduced size of the ring, though.
The experiments detect the integrated signal of the lock-in amplifier, eqs. (3.4)
and (3.5). The experiments inject a current of 12 nA, which leads to bias voltages
between Vbias = 0.03 and Vbias = 0.1 mV. The electron temperature is estimated
to be 150 mK with a thermal broadening of 4kBT ≈ 0.05 meV. The corresponding
transport window, defined by the difference of the Fermi functions of the contacts,
is indicted in Fig. 3.6 by the gray area (Vbias = 0.1 meV, T = 150 mK). Since the
transport window is larger than the fluctuations in the transmission amplitude,
the linear regime of the Landauer-Büttiker formalism employed in section 3.2.4
is not applicable for the parameter regime of the experimental setup. We need
to evaluate the Landauer formula within its non-linear formulation. To evaluate
the resistance Rij,kl, we proceed as follows: The experimental setup feeds lead i
with the ac-current
Ii(t) = I
max cosωt, Imax =
√
2Irms. (3.11)
Current conservation enforces Ij(t) = −Ii(t), and the contacts k and l act as
perfect voltage probes (Ik/l = 0). The chemical potentials of the contacts are
then obtained as the solution for the system of non-linear equations
Ii =
e
h
∫
dE
∑
`
Ti,`(E)(fi(µi, E)− f`(µ`, E)) = Ii(t)
Ik =
e
h
∫
dE
∑
`
Tk,`(E)(fk(µi, E)− f`(µ`, E)) = 0
Il =
e
h
∫
dE
∑
`
Tl,`(E)(fl(µi, E)− f`(µ`, E)) = 0. (3.12)
The chemical potential of the contact j, where the current is injected, is fixed
to the Fermi energy µj = EF . All other chemical potentials are extracted by
solving the non-linear system eq. (3.12) which is carried out numerically within
the Newton-Raphson method. This then yields the voltage drop
Vkl(t) =
1
e
(µk(t)− µl(t)). (3.13)
Integration according to eq. (3.4) and inserting in eq (3.5) then gives the exper-
imentally detected resistance Rrmsij,kl.
In the experiments, the phase rigidity of the local setup is not as distinct as that
obtained in our simulations in the linear regime, shown in Fig 3.8. Although the
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finite current and the evaluation of the local resistance in the non-linear regime
eq. (3.12) slightly lifts the strict phase locking to 0 or pi, the experimentally
detected small energy domains with a continuous phase drift in the local setup are
not explained by finite-current effects, see Kreisbeck, Buchholz et al. Ref. [119].
Phase rigidity is a consequence of the perfect mirror symmetry of the simulated
device geometry. However, the fabrication of a perfect symmetric device is not
possible. There are deficiencies in the device fabrication and, in particular, the
orthogonal cross-junctions are not identical in every little detail. In the following,
we break the mirror symmetry of the device and assume that the rounding of
the two cross-junctions is different. We set the radii of the cross-junctions to
Rleft = 75 nm and Rright = 65 nm.
Fig. 3.10 shows the numerical results for the non-local and local resistance. The
gray-scale plots of the oscillatory component (without constant background) of
the AB oscillations as a function of the Fermi energy EF are depicted. The
AB oscillations are visible in the alternating black and white-regions that corre-
spond to maxima and minima in the resistances R43,12 and R41,32 while sweeping
through the magnetic field B. With increasing Fermi energy, there are areas of
reduced resolution and areas with a pronounced amplitude in the AB oscillations.
Those structures in the gray-scale plots reflect the energy-dependent scattering
properties of the orthogonal cross-junctions. There is also a fast varying struc-
ture with changes in the Fermi energy. This is especially visible in the local
setup in which the interference pattern is interrupted by several pi phase-jumps.
The energy scale of those fluctuations is given by the Fabry-Perot like resonances
that are due to multiple reflections at the junctions. These reflections are already
observed in section 3.2.4 in the linear regime. Compared to the linear regime,
finer structures in the energy dependency of the AB oscillations are smeared out
because of the finite current and the finite temperature.
The non-local setup shows a continuous phase drift with the Fermi energy
and, for example, the phase shifts continuously from 0 to pi for Fermi energies
between EF = 14.31 meV and EF = 14.64 meV, as illustrated in the upper panel
of Fig. 3.10(a). Beside the continuous phase drift, there are also energies like
EF ≈ 13.9 meV, marked by the arrow, with an abrupt phase-jump of pi. The
broken device symmetry allows for a continuous phase drift in the local setup for
certain energy ranges, see Fig. 3.10(b). However, pi-phase jumps still occur and,
in particular, there is no preferred direction of the phase drift. The upper panel
of Fig. 3.10(b) shows the AB oscillations at Fermi energies EF = 15.60 meV,
and EF = 15.93 meV enclosing a phase jump of pi at EF = 15.75 meV. For the
Fermi energy in which the phase jump occurs, the amplitude of the h/e period
is suppressed and the h/2e period dominates the AB oscillations. Our numerical
simulations accurately reproduce the experimentally observed phase behavior of
the AB oscillations. The experimental results are given in Kreisbeck, Buchholz
et al. Ref. [119] Fig. 1.
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Figure 3.10: Oscillatory component of the (a) non-local (∆R43,12) and the (b)
local(∆R41,32) setup. We incorporate asymmetries due to the de-
vice fabrication process and use different radii Rleft = 75 nm and
Rright = 65 nm for the orthogonal cross-junctions. To allow for a
comparison with the experimental results of Kreisbeck, Buchholz et
al. in Ref. [119], Fig. [1], we evaluate currents and voltages within
the non-linear regime and include the ac lock-in amplifier (peak
current of 6 nA, T = 150 K). Both setups show pi phase-jumps as
marked by the arrows. (a) The non-local setup yields a continuous
phase-drift of pi within the energy range EF ∈ [14.31, 14.64] meV.
The corresponding oscillatory component of the non-local AB oscil-
lations for Fermi energies EF = 14.31 meV and EF = 14.64 meV,
marked by the dashed and solid lines, are depicted in the upper
panel. (b) The asymmetric device geometry slightly lifts the phase
rigidity of the local setup, but there is no overall phase drift. At the
Fermi energy where phase jumps occur, the h/e frequency is sup-
pressed and the h/2e dominates, as illustrated in the upper panel.
The Fermi-energies considered are marked in the lower panel by the
dashed, dash-dotted, and solid lines.
While we reproduce the phase behavior of the AB oscillations, there are de-
viations between our simulations and the experiments in the amplitude of the
AB oscillations. Compared to our simulations in Fig. 3.10, the experimental
AB oscillations exhibit a much lower amplitude on top of a larger constant back-
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ground. We ascribe the reduced amplitude in the experiments to electron-phonon
interactions that induce dissipation and decoherence. Incoherent electrons are
not subjected to the AB interference and contribute to the constant background.
This process is not incorporated in the numerical simulations since we are mainly
interested in the phase behavior of the AB oscillations which is not affected by
incoherent electrons.
3.2.6 Conclusion
In summary, our simulations accurately reproduce the experimentally observed
pi phase-jumps in both the non-local and the local setup. Phase-jumps and fast
fluctuations in the phase dependency of the AB oscillations with Fermi energy
originate from Fabry-Perot like resonances in the arms of the ring, drastically
redirecting the electron flow at the orthogonal cross-junctions. Thus, the ap-
pearance of pi-phase jumps is an intrinsic property of the device geometry and a
universal feature of the experimental setup. The energy scale of the pi-jumps is
given by the size of the ring.
Furthermore we explain the qualitatively different results of the non-local and
the local setup by the different placement of voltage and current probes. The local
setup supports the symmetry of the device, and the phase behavior resembles
the results of two-terminal measurements which are governed by phase rigidity.
Asymmetries in the device fabrication gives rise to certain energy regions within
which the phase of the AB oscillations changes continuously with the Fermi
energy. There is no overall phase tendency in the local setup.
3.3 Transmission phase of a quantum dot
embedded in an AB-ring
In this section, we configure the AB ring as a transmission phase detector. Re-
cent experiments [126, 127, 230, 235] use AB interference devices to characterize
embedded quantum systems, such as quantum dots, that are placed in one of
the arms of the ring. Compared to conductance measurements which yield infor-
mation about the transmission amplitude of quantum systems, the setup of the
AB interferometer yields additional information about the transmission phase
of the embedded system. Theoretical simulations of such a setup are based
on a very fundamental level and are described by phenomenological 1d-models
[139, 140, 141]. Our wave-packet approach goes beyond such simple models and
we perform realistic simulations which take into account the two-dimensional
character of the device geometry. As we have demonstrated in section 3.2, this
yields realistic simulations of the experimental setup which accurately reproduce
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the experimental measurement setup.
In contrast to previous experiments which have fabricated small quantum dots
embedded in much larger rings to ensure that the magnetic flux does not pene-
trate the quantum dot, we investigate a larger quantum dot, where the magnetic
field induces a significant splitting of the energy levels. We demonstrate that the
non-local setup of the AB interferometer, characterized in detail in section 3.2,
is appropriate for a transmission phase detector for the embedded quantum dot.
We consider a harmonic quantum dot and show how the Darwin-Fock spectrum
[98] emerges as a unique pattern in the interference fringes of the AB oscillations.
Since the empty device already shows complicated effects like phase-jumps,
a suitable and careful preparation of the setup is required. To avoid disturb-
ing multi-mode effects, we configure the interferometer into a transport regime
where only two open modes contribute to the transport. A mode-filtered elec-
tron injection allows experimentalists to perform even single-mode transport in
a multi-mode waveguide structure [236]. Furthermore, we carefully adjust the
range of the Fermi energy under consideration. Visualization of the transmission
phase of the embedded quantum dot requires a continuous phase drift of the
AB oscillations while scanning through the Fermi energy [127]. It is crucial to
break phase rigidity because if the phase is locked to 0 or pi, then the informa-
tion of the transmission phase gets lost. This is also the reason why 2-terminal
measurements, which exhibit phase rigidity [122, 123, 124], are not suitable as
transmission phase detectors. A continuous phase drift of the AB oscillations is
provided by the non-local four-terminal setup discussed in detail in section 3.2.
For example, for Fermi energies in the range between 8.5 meV and 9.5 meV, the
non-local setup shows a well-defined continuous phase drift without disturbing
phase jumps of pi, see section 3.2.4, Fig. 3.8.
We place the harmonic quantum dot in the lower arm s2 of the ring. The
quantum dot is coupled by resonant tunneling [107, 98, 99] to the waveguide s2.
Within this configuration, transmission only takes place through the quantum
dot when the Fermi energy hits a resonance (that is an eigenstates) of the quan-
tum dot. Thus, we adjust the energy of the studied resonance of the quantum
dot so that it is in the considered energy range EF ∈ [8.5, 9.5] meV. In the ex-
perimental setup, variations in the the energy levels of the embedded quantum
dot are achieved by local gate voltages [126, 127]. A plot of the potential land-
scape of the setup is shown in Fig. 3.11. The strength of the confining potential
is color-coded. The solid lines correspond to equipotential lines with an energy
spacing of 5 meV. A zoom to the arm s2 with the embedded quantum dot is
shown in Fig. 3.11(b). The waveguide s2, which defines the lower arm of the
ring, is closed by two rounded, harmonically confined caps in the proximity of
the quantum dot. The closed waveguide configures the transport in the lower
arm into the resonant tunneling regime. The distance between the center of the
quantum dot and the harmonically confined caps of arm s2 is set to 110 nm. This
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Figure 3.11: (a) Potential landscape of the AB interferometer configured as a
transmission phase detector of an embedded quantum dot. We use
an isotropic harmonic quantum dot with a frequency of ~ωdot =
3 meV which potential is shifted by V0 = −6 meV. The ring is
basically constructed in the same way as shown in Fig. 3.3. We use
a harmonic transversal confinement of the leads with ~ω = 5 meV.
We set the radius of the ring to R = 0.5 µm and use rounded cross-
junctions with Rright = Rleft = 70 nm. (b) shows a zoom to the lower
arm of the ring. We configure the quantum dot into the resonant
tunneling regime and close the waveguide s2 in the proximity of the
quantum dot with rounded caps. The distance between the caps
and the center of the quantum dot adjusts the tunneling coupling.
We use a distance of 110 nm.
parameter controls the potential barrier between the quantum dot and the closed
waveguides which define the lower arm of the ring s2. The closer the waveguides
are attached to the quantum dot, the larger the tunneling coupling becomes.
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The potential of the harmonic quantum dot is given by
Vdot =
1
2
m∗ω2dot(x
2 + y2) + V0, (3.14)
where we set the frequency to ~ωdot = 3 meV and V0 = −6 meV shifts the energy
of the quantum dot with respect to the zero energy of the transversal confinement
of the leads 1-4 and the arms of the ring s1 and s2. The shift is chosen in such a
way that the eigenstate corresponding to the quantum number n = 4 is located
at the Fermi energy of EF = 9 meV, which fits into the considered range of
Fermi energies EF ∈ [8.5, 9.5] meV. The quantum number of the 2d harmonic
oscillator n = nx +ny is composed of the Cartesian quantum numbers nx and ny
of the Cartesian coordinates x and y. In the presence of a homogeneous magnetic
field perpendicular to the plane of the 2d harmonic quantum dot, the angular
momentum states for a given quantum number n are no longer degenerate and
split according to the Darwin-Fock spectrum. The Darwin-Fock spectrum is
given by [98]
En,m = (n+ 1)~Ω +
1
2
~ωcm+ V0, with Ω =
√
ω2 +
ω2c
4
, (3.15)
where we do not include the Zeeman spin splitting and V0 takes into account the
zero energy shift of the harmonic quantum dot. We define ωc = eB/m∗ as the
cyclotron frequency, n = nx +ny corresponds to the main quantum number, and
m denotes the n+1 angular momentum states with m = −n, −n+2, ..., n. The
eigenstates are given in polar coordinates x = r cosφ and y = r sinφ as follows
[98]
Φnr,m(r) =
1√
2pi
eimφ
1
l0
√
nr!
(nr + |m|)! e
−r2/4l20
( r√
2l0
)|m|
L|m|nr
(
r2/2l20
)
. (3.16)
Here, nr is the radial quantum number with nr = (n−|m|)/2. We further define
l0 =
√
~/m∗Ω, and L|m|nr denotes the generalized Laguerre polynomials.
The Darwin-Fock spectrum is imprinted in the transmission through the quan-
tum dot. To see this, we consider a two-terminal setup which only comprises of
the lower arm s2 with the embedded quantum dot. The zoom into the arm s2,
Fig. 3.11(b), reflects such a setup in principle. In Fig. 3.12, we depict the trans-
mission probability TQD=|tQDeiϕQD|2 and the transmission phase ϕQD as functions
of the Fermi energy EF . Without the magnetic field, B = 0 mT (Fig. 3.12(a)),
the angular momentum states m of the harmonic oscillator are degenerate. The
transmission probability TQD for transport through the quantum dot shows a
Lorentz-shaped resonance around Fermi energy EF = 9 meV, corresponding to
the oscillator state with quantum number n = 4. The resonance is not exactly
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Figure 3.12: Transmission amplitude TQD=|tQDeiϕQD|2 through the harmonic
quantum dot as a function of the Fermi energy in a two-terminal
resonant tunneling setup. The dashed line corresponds to the trans-
mission phase ϕQD in units of pi. The resonance for quantum number
n = 4 of the harmonic quantum dot is shown. (a) For B = 0 mT,
the angular momentum states m are degenerate and there is only a
single resonance. (b) For B = 3 mT, the degeneracy is lifted and
the momentum states split according to the Darwin-Fock spectrum
eq. 3.15 into n+ 1 resonances. The transmission phase evolves con-
tinuously while scanning through a resonance, but is interrupted by
a pi phase-jump between two consecutive resonances.
at EF = 9 meV, and there is a slight shift of the resonance to lower energies.
This is ascribed to the influence of the tunneling junctions. The transmission
phase tQD changes continuously by approximately pi, while scanning the Fermi
energy EF through the resonance. The width of the Lorentz-shaped resonance
depends on the strength of the tunneling coupling. The continuous shift of the
transmission phase by pi is a typical characteristic of resonant tunneling [129].
The situation is different for a finite magnetic field. Here, the degeneracy of the
angular momentum m is lifted, and the single resonance, which was present for
zero magnetic field B = 0 mT at the corresponding energy for the quantum num-
ber n, splits into n+1 angular states. In Fig. 3.12(b), we illustrate the splitting of
the resonance of the quantum number n = 4 into 5 individual peaks. Each peak
in the transmission probability TQD corresponds to a different angular momen-
tum state m. For the applied magnetic field B = 0.03 mT, the energy splitting
between two angular momentum states is given by ~ωc = 0.052 meV. Since the
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Figure 3.13: AB interferometer configured as phase transmission phase detec-
tor. Gray-scale plot of the oscillatory component of the resistance
R12,34 as a function of the magnetic field and the Fermi energy. AB
oscillations only emerge when the Fermi energy EF hits a resonance
of the embedded quantum dot. The range of Fermi energies of the
quantum state n = 4 of the harmonic quantum dot is depicted. The
Darwin-Fock spectrum induces a splitting of the angular momentum
states with an increasing magnetic field and induces cat's whisker
like interference fringes. For small magnetic fields |B| ≤ 5 mT,
the resonances of the angular momentum states overlap, and form
a single resonance at which the phase shows the expected continu-
ous phase drift of pi of the AB oscillations while scanning the Fermi
energy through the resonance.
Darwin-Fock eigenstates have the same parity, see eq. (3.16), the transmission
probability TQD drops to zero between each resonance of the angular momentum
states m. The continuous phase drift of pi at each resonance is interrupted by an
abrupt pi phase-jump. Similar pi-phase jumps between resonant states exhibiting
the same parity are theoretically predicted in Ref. [131].
While the transmission amplitude is, in principle, already experimentally de-
tectable by conductance measurements, the transmission phase is more com-
plicated to attain. This is the idea behind embedding the quantum dot in a
AB ring [126, 127] where the phase information is encoded in the interference
fringes of the AB oscillations. We place the quantum dot in arm s2 and run
a simulation for the potential landscape depicted in Fig. 3.11(b). We evaluate
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the non-local resistance R21,34 within the linear regime, eq. (3.8). Current flows
between leads 1 and 2, and leads 3 and 4 are configured as voltage probes. The
oscillatory component of the non-local resistance as function of the magnetic
field and the Fermi energy EF is depicted in Fig. 3.13. Only when the Fermi en-
ergy hits the resonance of the embedded quantum dot does transport take place
through both arms of the ring, resulting in AB oscillations in the non-local resis-
tance R21,34. Otherwise, the quantum dot blocks the transport through the lower
arm s2. The only transfer path is then given by the upper arm s1 and no AB
interference emerges. In Fig. 3.13, we plot the oscillatory component of R12,34(B)
as a function of the magnetic field and the Fermi energy. We consider a energy
range between 8.9 meV and 9.1 meV which contains the resonance n = 4 of the
harmonic quantum dot (see Fig. 3.12). The splitting of the angular momentum
states m, with and increasing magnetic field B, is nicely visible in the oscillatory
component of R12,34(B) as a function of the Fermi energy. In the AB interference
fringes there emerge five lines reflecting the angular momentum states. The ze-
ros in the transmission amplitude and the accompanied phase jumps of pi create
the unique cat's whisker like pattern in the non-local resistance R12,34. For small
magnetic fields |B| ≈ 5 mT, the resonances of the angular momentum overlap
with each other to form a single broad resonance that shows a continuous phase
drift of pi.
3.4 Summary
We investigated ballistic transport through four-terminal waveguide AB interfer-
ometers. The transport characteristics of such devices is based on quantum inter-
ference and might serve in future applications as low-power consuming switches.
Furthermore, AB interferometers are used to detect the transmission phase of
embedded quantum dots. All the applications require a continuous phase drift
of the AB oscillations while scanning through the Fermi energy.
Recent four-terminal AB measurements for quantum rings show a continuous
phase drift for the non-local arrangement of current and voltage probes. But,
at certain energies, the continuous phase evolution is interrupted by abrupt pi
phase-jumps. Since the empty interferometer (without an embedded quantum
dot) already shows complicated effects for the phase of the AB oscillations that
are similar to the expected features of an embedded quantum dot, a detailed
characterization of the experimental setup becomes necessary. Such character-
ization is provided by our accurate numerical simulations. We show that the
pi phase-jumps result from non-trivial scattering events at the geometry of the
interferometer. In particular, multiple reflections between the junctions that
connect the quantum waveguide ring to the asymptotic leads induce resonances
in the arms of the ring. Those resonances cause a sensitive dependency of the
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electron injection at the junctions on the Fermi energy. At certain Fermi ener-
gies, the resonances lead to drastic changes in the transmission properties of the
junction and pi phase-jumps emerge.
After the detailed characterization of the four-terminal AB-interferometer, we
configure the four terminal quantum ring as a transmission phase detector. We
embed a harmonic quantum via a tunneling junction in the lower arm of the
ring. We carefully adjust the non-local setup to a suitable region of Fermi energies
where the AB oscillations of the empty interferometer undergo a continuous phase
drift. This ensures that the detected interference fringes in the AB oscillations
are solely attributed to the influence of the transmission though the embedded
quantum dot. We demonstrate that the transmission phase of the quantum dot is
detectable in the interference pattern of the AB oscillations of the interferometer.
We show that the Darwin-Fock spectrum of the harmonic quantum dot emerges
as cat's whisker like interference fringes.
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Summary and outlook
In this work, we provide new aspects on transport through complex networks.
Here, we start with a brief summary of the first part of this thesis on photo-
synthesis, and point out possible future projects related to this topic. Recent
experiments on 2d spectroscopy show evidence of long-lived electronic coherence
in LHCs. The transfer process manifests itself in the dynamics of the diagonal-
and cross-peak signals of the 2d spectra. In particular, a coherent dynamics
shows unique oscillations in the cross-peaks. For the FMO complex, experi-
ments reveal coherent oscillations lasting up to 0.3 ps at a temperature of 300
K, and even up to 1.2 ps at 150 K [20]. We address the challenging problem of
reconciling three seemingly contradictory features within one consistent theoret-
ical framework: (i) long-lasting electronic coherence, (ii) fast energy relaxation,
and (iii) broad line-shapes in the optical spectra.
In Ref. [43], Ishizaki and Fleming propose that the finite time-scale of the re-
laxation of the protein vibrations prolongs coherence in the FMO complex. The
inclusion of the finite phonon relaxation results in beatings in the site-basis pop-
ulation dynamics. Ishizaki and Fleming interpret these beatings as a signature
for long-lasting electronic coherence. As we point out in this thesis, this interpre-
tation is incorrect. In fact, the site-basis population-beatings do reflect reversible
energy trade with the phonon bath rather than electronic coherence. In the ex-
perimentally accessible 2d-spectra the reversible energy trade is distinguishable
from electronic coherence. While long-lived electronic coherence prolongs beat-
ings in cross peaks, the reversible energy trade manifests itself as beatings in the
diagonal peaks.
The Drude-Lorentz spectral density, which provides an insufficient approxima-
tion to the experimentally obtained spectral density for the FMO complex [48], is
employed in Ref. [43]. The Drude-Lorentz spectral density does not adequately
capture the coupling to the low-frequency modes. Precisely, it shows an Ohmic
behavior for low frequencies, whereas the measured spectral density is initially
super-Ohmic. Indeed, we demonstrate that the super-Ohmic character results
in a prolonged coherent dynamics, while the strong coupling to higher frequency
modes ensures a fast energy relaxation. We reproduce the experimentally ob-
served broad peak-shapes in the 2d-spectra by the inclusion of static disorder.
We find reasonable agreement of the numerical 2d-spectra with the experimen-
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tal ones for static disorder of 94 cm−1. Similar disorder values are estimated
in Ref. [203]. In conclusion, our mechanism reproduces major features of the
measured 2d spectra of the FMO complex including the long-lasting electronic
coherence, the fast thermalization, and the peak-shapes in the spectra.
The physical mechanism causing the prolonged electronic coherence is based on
the super-Ohmic nature of the spectral density. As we demonstrate the strongly
coupled vibrational modes have only a minor influence. Our findings show that
the explicit shape of the spectral density does not significantly affect the coher-
ence life-times, provided that its initially super-Ohmic character is maintained.
Thus, the mechanism might explain the obtained long-lived coherence of a wide
class of LHCs. At this point measurements of the spectral density for other
LHCs than the FMO complex might help to gain further insight into the ques-
tion of whether or not the super-Ohmic property is a generic one of LHCs. We
reproduce coherence life-times up to 0.3 ps at a temperature of 300 K. For the
lower temperature of 150 K we predict electronic coherence up to 0.6 ps, which is
two times shorter than in the experiment. Fidler et al in Ref. [237] provide sim-
ple estimates which suggest that spatially correlated vibration between different
BChls results in a broadening of peak-shapes in the spectra, whereas coherence
life-times increase. Hence, we expect that an even better agreement between our
simulations and the experiments could be achieved by including spatial correla-
tions in the vibrations. This could possibly give further strong evidence that the
experiments indeed monitor long-lived electronic coherences, which would settle
an outstanding question in the field.
Concerning the efficiency of the transport from the antenna to the reaction cen-
ter, we show that noise-assisted transport [52, 55] embraces three mechanisms:
(i) dephasing, which connects otherwise block-diagonal energy-subspaces, and al-
lows for indirect transfer channels via energy exchange with the vibrational envi-
ronment [52, 55], (ii) energy relaxation toward the energetically low-lying BChls,
and (iii) bath-induced rearrangement of the distribution of coherence among the
BChls to assist a directed coherent energy flow. We investigate the optimal
transport condition with respect to changes in the electronic structure of the
FMO complex, and demonstrate that high transfer efficiency is a consequence of
an optimized balance between resonantly-coherent and environmentally-assisted
energy transfer. Our analysis of environmentally-assisted transport is carried
out for the Drude-Lorentz spectral density. However, we find that a realistic
super-Ohmic spectral density shows an up to 10% faster transfer to the reaction
center. Whether the faster transfer is due to the prolonged electronic coherence
for the super-Ohmic spectral density remains an interesting question for a future
analysis. This might yield promising insights into the role of long-lived electronic
coherence for fast energy transfer in the FMO complex.
For the transport regime in LCHs, the energy scales of all parameters, such
as the inter-site coupling, the exciton energies, and the coupling strengths to
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the vibrations, are of the same order. Hence, there are no small parameters
involved, and theoretical descriptions need to go beyond perturbation theory. In
this thesis, the numerical simulations are carried out with the non-perturbative
and non-Markovian hierarchical equations of motion (HEOM) technique [77].
Since simulations within HEOM are numerically expensive, we devised GPU-
HEOM, which results in a 448-fold reduction in computation time compared to
an analogous CPU implementation. Further, we extend the original version of
HEOM, which is limited to a Drude-Lorentz spectral density, to more general
spectral densities. We use the Meier-Tannor decomposition [82], and expand
structured spectral densities in terms of a sum over shifted Drude-Lorentz peaks.
Our GPU-HEOM provides an efficient infrastructure, and creates the technical
basis for revealing the physical mechanisms of energy transfer in LHCs discussed
and developed in this thesis.
Now we move on to the second part of this work, which is devoted to ballistic
transport through semiconductor heterostructures. As a reminder, we recall some
of the main concepts and techniques before giving an outlook on work in progress
and interesting problems to address in the future. Electron transport in the
ballistic regime is dominated by coherent scattering. According to the Landauer-
Büttiker formalism the measured currents and voltages are given in terms of
transmission amplitudes. Here we establish a time-dependent approach that
allows one to compute the transmission amplitudes by wave-packet propagation.
Employing GPU hardware we develop an efficient algorithm that speeds up the
CPU implementation by a factor of 35. Propagation of a wave-packet pulse yields
an intuitive picture of the intrinsic scattering processes. Under certain conditions
the time evolution of the wave-packet is associated with the thermally averaged
behavior of electrons moving through the device. The main advantage of the
wave-packet approach is that the transmission amplitudes are computed for a
large energy range withing a single wave-packet propagation. This makes it
numerically very efficient. Moreover, with the wave-packet approach it is easy
to include complicated device geometries.
In Part II, Chapter 3 we discuss electron transfer through four-terminal AB
interferometers. The idea of those devices is to use the interference pattern to
measure the transmission phase of an embedded quantum system [125]. At first,
we characterize the empty interferometer, and relate the experimentally obtained
pi jumps in the phase of the AB oscillations at certain Fermi energy energies to
complicated scattering at the device geometry. These phase jumps are intrinsic
features of the interferometers. Thus, to configure the AB ring-structure as meter
for the transmission phase requires a careful adjustment of the device. In the
next step we embed a harmonic quantum dot in one of the arms in the resonant
tunneling regime. The Darwin-Fock spectrum visible in the interference pattern
has the form of cat's whisker.
The Darwin-Fock spectrum leads to an energy splitting of the angular momen-
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tum states of the harmonic quantum dot, which becomes larger as the magnetic
field increases. As a result one obtains a sequence of energy states of the same
parity. Consequently the transmission phase, as a function of the Fermi energy,
shows a continuous phase drift of pi which is followed by abrupt pi phase-lapses.
For large occupation numbers of the quantum dot, the features in the trans-
mission phase resemble the universal phase behavior reported in Refs. [126, 127].
Motivated by the observations for the Darwin-Fock states we put forward the idea
that an energy splitting of the main quantum number into angular momentum
states might lead to the observed universal phase behavior. In the Darwin-Fock
spectrum this splitting is induced by the external magnetic field. The lifting of
the degeneracy of the angular momentum states can alternatively be achieved by
using different confinements of the quantum dot. For example, a stronger cosh-
confinement, which comes closer to the experimental situation than the harmonic
one, shows such an energy splitting. This is work in progress, and might lead to a
better understanding of the observed universal phase behavior in Refs. [126, 127].
The advantages of the time-dependent approach might be exploited in future
projects as well. One example is the investigation of transport measurements
for four-terminal asymmetric cross-junctions. Recent experiments [104] mea-
sure a current-polarity-dependent Hall voltage, and obtain a break-down of the
Onsager symmetry in the non-linear transport regime. The measured transport
characteristics have not yet been confirmed by theoretical simulations. Numerical
challenges arise due to the complicated geometry such as different confinements
in the leads. Moreover, simulations of non-linear transport measurements require
transmission amplitudes for a wide range of energies and for a large number of
open lead modes. The wave-packet approach provides a very efficient algorithm
for the problem at hand. Such studies might help to solve the open problem of
whether the break-down of the Onsager symmetry is already incorporated in the
non-linear evaluation of the Landauer-Büttiker formalism or if rather electron-
electron interaction and non-trivial charging effects play a crucial role in the
non-linear transport of asymmetric junctions.
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A Energy transfer in
light-harvesting complexes
A.1 Microscopic picture of the Frenkel
exciton Hamiltonian
We derive the Frenkel Hamiltonian by describing the exciton system in light-
harvesting complexes (LHCs) from a microscopic picture. We highlight the un-
derlying assumptions and simplifications that finally yield the effective Hamil-
tonian Part I chapter 2, eq. (2.1). The concepts presented in this section follow
chapters two and eight of May and Kühn [32].
A.1.1 The Born-Oppenheimer approximation
The molecular Hamiltonian, which takes all degrees of freedom of the nuclei and
the electrons of the protein into account, is given by
Hmol = Tel + Vel−el + Tnuc + Vnuc−nuc + Vel−nuc. (A.1)
Tel and Tnuc denote the kinetic energy of the electrons and the nuclei. Vel−el and
Vnuc−nuc describe electron-electron and inter-nuclei interactions. The Coulomb
interaction between the electrons and the nuclei Vel−nuc gives rise to an entangled
motion of electrons and nuclei. Hence, the corresponding eigenfunctions ψλ(r,R)
with
Hmolψλ(r,R) = Eλψλ(r,R) (A.2)
do not factorize into electronic and nuclear components. We introduce r =
(r1x, r
1
y, r
1
z , ... , r
Ne
x , r
Ne
y , r
Ne
z ) for the coordinates of the Ne electrons, and R =
(R1x, R
1
y, R
1
z, ... , R
Nn
x , R
Nn
y , R
Nn
z ) for the coordinates of the Nn nuclei. The elec-
tron mass is much smaller than the mass of the nuclei, and the electron dynamics
is fast when compared to the motions of the atoms. We assume that the electrons
instantaneously follow the nuclei motion, and that the electron configuration is
in the stationary state of the arrangement of the nuclei at any time. In this
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regime, the nuclei coordinates enter the equation of motion for the electrons as
parameters, and we obtain for the Hamiltonian of the electrons,
Hel(R) = Tel + Vel−el + Vel−nuc(R). (A.3)
The electronic eigenstates are given by
Hel(R)φα(r,R) = Eα(R)φα(r,R). (A.4)
The electronic states can be used as a basis for the wave functions of the total
system
ψ(r,R) =
∑
α
χα(R)φα(r,R). (A.5)
Here, χα characterizes the arrangement of the nuclei if the electronic configu-
ration is in state φα. Inserting this ansatz in the molecular Schrödinger equa-
tion (A.2), we find
Hmolψ(r,R) =
∑
α
(Eα(R) + Vnuc−nuc)χα(R)φα(r,R) +
∑
α
Tnucχα(R)φα(r,R)
= E
∑
α
χα(R)φα(r,R). (A.6)
Multiplying eq. (A.6) with φ∗β from the left and integrating over the electron
degrees of freedom yields
(Tnuc + Eα(R) + Vnuc−nuc + θαα(R)− E)χα(R) = −
∑
β 6=α
θαβ(R)χβ(R), (A.7)
which determines the state of the nuclei. Here, we define
θαβ(R) =
∫
drφ∗α(r,R)Tnucφβ(r,R) +
∑
n
1
Mn
[∫
drφ∗α(r,R)Pˆnφ
∗
β(r,R)
]
Pˆn,
(A.8)
where Pˆn is the momentum operator of the nth atom with mass Mn. The right
hand-side of eq. (A.7) stands for a nonadiabatic electron-nuclei coupling that
induces transitions between different electronic states. In the following, we em-
ploy the adiabatic Born-Oppenheimer approximation in which such transitions
are neglected and the electrons remain in the same quantum state. The wave
function that describes electrons and nuclei is then expressed by
ψλ,α = χλ,α(R)φα(r,R), (A.9)
with quantum number α for the electronic state, and quantum number λ for the
nuclei configuration. The latter is obtained from
(Tnuc + Eα(R) + Vnuc−nuc + θαα(R))χλ,α(R) = Eλ,αχλ,α(R), (A.10)
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which is deduced from eq. (A.7) by neglecting the nonadiabatic terms. The
electronic energy, the nuclei-nuclei interaction, and θαα can be regarded as an
effective potential
Uα(R) = Eα(R) + θαα(R) + Vnuc−nuc (A.11)
which forms the potential energy surface (PES) of the nuclei motion.
A.1.2 Exciton model for coupled BChls
In the previous section, we started from a molecular Hamiltonian and derived
separate equations for the electronic and nuclei motion within the adiabatic Born-
Oppenheimer approximation. Here, we will discuss the electronic components,
and in particular, introduce further approximations that finally result in the
exciton Hamiltonian stated in Part I chapter 2, eq. (2.2). For further reading,
we refer the reader to Ref. [163] chapter 2.
LHCs contain light-active BChls, the electronic configuration of which can
be excited by the absorption of photons. Due to the Coulomb interaction, the
electronic configurations between different BChls are coupled. The inter-BChl
coupling induces energy transfer, but no electron exchange. The latter is a
consequence of the spatial separation of the BChls. The Hamiltonian for the
electronic structure is then given by
Hel =
∑
i
Hiel +
∑
i<j
Vij (A.12)
where the sum goes over all BChls, and
Vij =
1
4piε
∫
d3r
∫
d3r′
ρi(~r)ρj(~r′)
|~r − ~r′| (A.13)
corresponds to the Coulomb interaction between charge densities ρi(r) and ρj(r)
at different BChls. Note that the charge density at a certain BChl implicitly
depends on the arrangement of the nuclei of the protein. Since the distance
between the BChls is large, we assume that the charge distribution is centered
around the position ri of the ith BChl. In this case, the Coulomb interaction
can be approximated by dipole-dipole interaction, and eq. (A.13) reduces to
Vij ≈ 1
4piε
(~µi~µj
r3ij
− 3(~µi~rij)(~µj~rij)
r5ij
)
, (A.14)
where we additionally assume that the BChls are uncharged. Here, rij = |~rj−~ri|
is the distance between two BChls, and the dipole moments are evaluated by
~µi =
∫
d3r ρi(~r)(~r − ~ri). (A.15)
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In the following, we introduce a suitable basis for the electronic structure of
the coupled BChls. Since the BChls are spatially separated, there is a strong
interaction with the protein environment in the vicinity of the individual BChls,
whereas the inter-BChl coupling Vij is weak and can be seen as a perturbation.
As a consequence, the electronic configuration at a certain BChl is only weakly
affected by neighboring BChls, and the electronic states of the isolated BChls
Hielφei = εeiφei , Hielφgi = εgiφgi (A.16)
can be used to define a basis for the electronic configuration of the coupled sys-
tem. Hiel stands for the electronic Hamiltonian of the individual BChls, and φgi
(φei ) denotes the electronic ground (excited) state of the isolated ith BChl with
energy εgi (ε
e
i ). For energy transfer dynamics in LHCs, electronic excitations are
created from the highest occupied molecular orbital (HOMO) to the lowest unoc-
cupied molecular orbital (LUMO), and each BChl can be modeled by a two-level
system. We expand the Hamiltonian eq. (A.12) of the coupled system in terms of
basis functions that are built from eigenstates of the isolated BChls, eq. (A.16).
Because of the weak inter-BChl coupling, we assume that the electronic wave
function of the coupled BChls factorizes in components that describe the state
of the individual BChls
ψ =
∏
i
φai (A.17)
where a ∈ {e, g}. We further assume that there is at most one excitation within
the coupled BChls. In this case, the basis functions are given by
|i〉 = φg1...φei ...φgN , (A.18)
which describes the state in which the electronic configuration at BChl i is ex-
cited, while all other BChls remain in the electronic ground state. We further
introduce the ground state |0〉 = ∏φgi of the coupled system. The physical in-
terpretation of this choice of basis functions is that the electronic states at the
BChls are only weakly affected by the the Coulomb coupling. Thus, eigenfunc-
tions of isolated BChls, to some extent, still provide a good description of the
electronic structure of the coupled BChls. We expand the Hamiltonian of the
electronic structure of the coupled BChls into the basis functions |i〉
Hel =
∑
m,i,j
〈i|Hmel |j〉|i〉〈j|+
∑
m>n,i,j
〈i|Vmn|j〉|i〉〈j|, (A.19)
with dipole-dipole matrix elements
〈i| 1
4piε
(~µm~µn
r3mn
− 3(~µm~rmn)(~µn~rmn)
r5mn
)
|j〉 = Jmnδimδjn. (A.20)
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The dipole-dipole couplings Jmn describe transitions from an electronic excitation
at BChl m to an electronic excitation at BChl n. This mechanism allows a
delocalized energy transfer among the coupled BChls. There is no exchange of
electrons between the BChls, and the coupling between the BChls induces pure
energy transfer. We assume real-valued dipole couplings and hence Jmn = Jnm
is symmetric. Equation (A.19) then reduces to the Frenkel exciton model Part I
chapter 2, eq. (2.2)
Hex =
∑
m
εem|m〉〈m|+
∑
m>n
Jmn(|m〉〈n|+ |n〉〈m|). (A.21)
A.1.3 Coupling to the vibrational environment
So far, we have discussed the electronic structure of LHCs. Now, we focus on
the dynamics of the nuclei, basically given as vibrations around the equilibrium
positions of the nuclei. In the following, we derive the coupling term between
the electronic degrees of freedom and vibrational coordinates. We follow the
concepts of Ref. [32].
The molecular vibrations can be divided into intra-BChl, in which only the
atoms of a certain BChl are in motion, and inter-BChl components. The latter
are correlated vibrations between all atoms of the protein. Since the BChls
are well separated and weakly coupled to each other, the intra-BChl vibrations
are the dominant part. Nevertheless, the BChls are embedded in a protein
mask, which can induce collective vibrations involving all BChls. This effect can
be included by introducing spatial correlations between intra-BChl vibrations.
The vibrations of the nuclear coordinates also lead to fluctuations in the charge
distribution of the protein. Hence the dipole-dipole couplings Jmn fluctuate as
well. For simplicity, we do not take this effect into account, and assume that
changes in Jmn are small and, hence, negligible.
To characterize the intra-BChl vibrations, we consider the molecular Hamil-
tonian of a single BChl. This has the structure given in eq. (A.1). Within
the adiabatic Born-Oppenheimer approximation, the dynamics of the nuclei are
determined by the potential energy surface, eq. (A.10), which depends on the
electronic configuration of the BChl. We approximate the PES of the electronic
ground as well as the PES of the electronic excited state with a harmonic po-
tential around the equilibrium position of the nuclear coordinates. The nuclei
motion is then expressed in terms of vibrational normal modes. The poten-
tial energy surfaces for a specific vibrational normal mode qξ are illustrated in
Fig. A.1. We assume that both, the ground state and the excited-state PESs
are represented by the same coordinate qξ. In general, this assumption is not
valid, since the geometry of the protein might be strongly influenced by changing
the electronic configurations. However, in the case of LHCs, the PES does not
change drastically, and the excited-state PES is still described by the normal
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qξ
qξ
Eλξ
qeξ,0
Ee − Eg|g〉
|e〉
Figure A.1: Schematic sketch of the vertical Franck-Condon transition between
the electronic ground-state PES of the vibrational coordinate qξ and
the excited-state PES. After electronic excitation, the nuclei of the
protein are tuned out of equilibrium, and the vibrational coordinates
qξ are excited with the energy Eλξ . Since the molecule couples with
a thermal environment, the vibrations relax to the new equilibrium
position qeξ,0. During this reorganization process the reorganization
energy Eλξ is dissipated [32].
mode qξ [32]. However, the equilibrium position is shifted and the frequency of
the vibrations may also change. Commonly, electronic excitations reduce the
chemical bonding, and the excited-state PES is shifted to the right [32].
The timescale for creating an electronic excitation is much faster than the
nuclei dynamics. The atoms remain in the same state during the excitation pro-
cess. We describe excitations with a vertical Franck-Condon transition between
the potential energy surfaces of the ground and the excited state. In Fig. A.1,
this process is marked by the vertical arrow. Since the two PESs are shifted, elec-
tronic excitations tune the normal modes of the nuclei motion out of equilibrium
and the BChls start to vibrate. To create electronic excitations, not only is the
electronic excitation energy Ee−Eg required but the nuclei also gain the reorga-
nization energy Eλξ . The protein is embedded in a thermal environment. Thus,
energy is dissipated and the arrangement of the molecules approaches thermal
equilibrium around the new equilibrium position qeξ,0 of the excited-state PES.
This is called reorganization process [32].
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In the following, we demonstrate that a shift in the equilibrium position be-
tween the ground and exited-state PES results in a coupling between the exciton
system and the molecular vibrations. The Hamiltonian for the vibrations in the
electronic ground state is given by
Hphon =
∑
ξ
(
p2ξ
2mξ
+
1
2
mξω
2
ξq
2
ξ ) =
∑
ξ
~ωξ(b†ξbξ +
1
2
), (A.22)
where b†ξ creates a phonon with energy ~ωξ for the normal mode qξ. In the
following, we assume that the frequency of the vibrations remains the same for
the excited-state PES, but that equilibrium configuration is shifted by q0,ξ,
Hexcitedphon =
∑
ξ
(
p2ξ
2mξ
+
1
2
mξω
2
ξ (qξ − q0,ξ)2)
=
∑
ξ
(
p2ξ
2mξ
+
1
2
mξω
2
ξq
2
ξ +
1
2
mξω
2
ξq
2
0,ξ −mξω2ξq0,ξ qξ)
=Hphon +
∑
ξ
(
1
2
mξω
2
ξq
2
0,ξ −mξω2ξq0,ξ qξ). (A.23)
We use qξ =
√
~
2mξωξ
(b†ξ + bξ) and introduce the scaled displacements dξ =
−
√
mξωξ
2~ q0,ξ. The vibrational part of the Hamiltonian for the excited state is
then given by
Hexcitedphon = Hphon +
∑
ξ
~ωξd2ξ +
∑
ξ
~ωξdξ(b†ξ + bξ). (A.24)
The last two terms are only present if there is an electronic excitation at the BChl.
Hence, the electronic state |φe〉 couples with the vibrations that are expressed
by
Hex−phon =
∑
ξ
~ωξd2ξ |φe〉〈φe|+
∑
ξ
~ωξdξ(b†ξ + bξ)|φe〉〈φe|. (A.25)
The first term of the coupling describes the reorganization energy that is dissi-
pated in the vibrations while the vibrational coordinates rearrange to the new
equilibrium configuration. Generalization to a system of N electronically coupled
BChls results in the exciton-phonon coupling term Part I, chapter 2, eqs. (2.4)
and (2.5),
Hex−phon =
N∑
m=1
∑
ξ
~ωξ,mdξ,m(b†ξ,m + bξ,m)|m〉〈m|. (A.26)
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The index m denotes vibrations at the mth BChl, and the reorganization energy
is given by Part I, chapter 2, eq (2.3),
Hreorg =
N∑
m=1
∑
ξ
~ωξ,md2ξ,m|m〉〈m| =
N∑
m=1
λm|m〉〈m|. (A.27)
Inter-BChl vibrations, which are delocalized over the BChls, induce correlations
between the vibrations at different BChls. For the microscopic derivation of
the exciton phonon interaction eq. (A.26), we only take into account shifts in the
equilibrium position. We neglect changes in the frequencies of the vibrations that
would lead to a quadratic coupling of the excitons with the intra-BChl vibrational
modes. We further assume harmonic potential energy surfaces. Anharmonic
effects in the molecular vibrations are neglected.
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A.2 Masterequation approach
In this section we introduce the Masterequation approach [32, 3, 4], which as-
sumes a weak coupling between the system and a dissipative environment. Fur-
thermore, temporal correlations in the bath are neglected, and the Markov ap-
proximation is employed. The time-nonlocal integro-differential equation for the
time evolution of the reduced density operator then condensates to simple rate
equations, the Redfield equations. In section A.2.1, we derive the full Redfield
equations that are obtained without any further approximations.
Often, the secular approximation is applied that neglects fast-fluctuating terms
and brings the rate equations into a Lindblad form [32, 3]. The corresponding
derivation is given in section A.2.2. Within the secular approximation, we also
state a time-convolutionless (TCL) version of the Masterequation [238] that in-
cludes non-Markovian effects up to second-order perturbation theory.
A.2.1 Full Redfield equations
The time evolution of the total density operator in the interaction picture R˜(t)
is given by the Liouville equation
d
dt
R˜(t) = − i
~
[H˜ex−phon(t), R˜(t)] = − i~L˜(t)R˜(t) (A.28)
We expand the Liouville equation up to second-order in the exciton-phonon cou-
pling term
d
dt
R˜(t) = − i
~
[H˜ex−phon, R˜0]− 1~2
∫ t
0
dt′ [H˜ex−phon(t), [H˜ex−phon(t′), R˜(t′)]].
(A.29)
Tracing out the bath degrees of freedom, and assuming that excitonic and vi-
brational degrees of freedom initially factorize R(t0) = ρ(t0)⊗ ρphon results in a
time-nonlocal integro-differential equation
d
dt
ρ˜(t) = − 1
~2
∫ t
0
dt′ Tr
{
[H˜ex−phon(t), [H˜ex−phon(t′), ρ˜(t′)⊗ ρphon]]
}
(A.30)
for the reduced density operator in the interaction picture ρ˜(t). We assume that
the timescale of the phonon relaxation is fast compared to the exciton dynamics.
We apply the Markov approximation, replace ρ(t′) by ρ(t), and set the upper
limit of the integration to t → ∞. By transforming back to the Schrödinger
picture and substituting the integration variable t′ → τ + t, we finally obtain the
Born-Markov equation
d
dt
ρ(t) = − i
~
Lexρ(t)− 1~2
∫ ∞
0
dτ Tr
{
[Hex−phon, [H˜ex−phon(−τ), ρ(t)⊗ ρphon]]
}
,
(A.31)
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a time-local equation of motion for the reduced density operator. Here, −i/~Lexρ(t) =
−i/~[Hex, ρ(t)] corresponds to the coherent exciton dynamics, whereas the second
term takes into account the influence of the dissipative environment.
For the explicit evaluation of the Masterequation, we have to evaluate the
exciton-phonon coupling in the interaction picture
H˜ex−phon(−τ) =
∑
m
V˜m(−τ)B˜m(−τ). (A.32)
The operators Vm and Bm are defined according to Part I chapter 2 eqs. (2.4)
and (2.5). We use the exciton eigenbasis {|EM〉} with Hex|EM〉 = EM |EM〉, and
express localized electronic excitations at BChl m by
|m〉 =
∑
M
c∗m(EM)|EM〉. (A.33)
This then yields
V˜m(−τ) =
∑
N,M
〈EM |Vm|N〉e−i/~(EM−EN )τ |EM〉〈EN | (A.34)
for the system part of the exciton-phonon coupling with 〈EM |Vm|N〉 = c∗m(EM)cm(EN).
For the bath component we obtain
B˜m(−τ) =
∑
ξ
~ωξ,mdξ,m(b†ξ,m e
−iωξ,mτ + bξ,m eiωξ,mτ ), (A.35)
where we use b˜ξ,m(t) = e−iωξ,mt. In the following, we introduce bath correlation
functions
Cm(τ) = 〈B˜m(τ)B˜m(0)〉. (A.36)
The brackets denote expectation values over the vibrational degrees of freedom.
We neglect correlations between vibrations at different BChls 〈B˜m(τ)B˜m′(0)〉 = 0
form 6= m′ and, furthermore, use the properties 〈B˜m(τ)B˜m(0)〉 = 〈B˜m(0)B˜m(−τ)〉,
〈B˜m(τ)B˜m(0)〉 = 〈B˜m(0)B˜m(τ)〉∗ and V˜m(−τ)†=V˜m(−τ), which allow us to cast
the Born-Markov equation (A.31) into a compact form [32, 174]
d
dt
ρ(t) = − i
~
Lexρ(t)−
∑
m
V ×m [Λmρ(t)− ρ(t)Λ†m], (A.37)
with V ×m • = [Vm, •] and operator
Λm =
1
~2
∫ ∞
0
dτCm(τ)V˜m(−τ). (A.38)
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We introduce the Redfield rates
Γm(ω) =
∫ ∞
0
dτCm(τ)eiωτ (A.39)
and expand eq. (A.38) in the eigenbasis. The matrix elements of Λm are then
expressed by
〈EM |Λm|EN〉 = 1~2 〈EM |Vm|EN〉Γm((EN − EM)/~). (A.40)
Inserting eq. (A.40) into the Born-Markov equation (A.37) yields rate equations
for the matrix elements of the reduced density operator. These rate equations
are referred to as Redfield equations.
In the following, we evaluate the Redfield rates Γm(ω) explicitly. The rates
are expressed in terms of bath correlation functions
Cm(τ) =
∑
ξ
~2ω2ξ,md2ξ,m
(
eiωξ,mτ 〈b†ξ,mbξ,m〉+ e−iωξ,mτ 〈bξ,mb†ξ,m〉
)
. (A.41)
The vibrational degrees of freedom are characterized by its thermal state. Hence,
the bath expectation values appearing in eq. (A.41) can be written in terms of the
Bose-Einstein distribution n(ω) = (exp(β~ω)−1). The phonon mode-dependent
exciton-phonon interaction is taken into account by the frequency dependent
spectral density J(ω)
Jm(ω) = pi
∑
ξ
~2ω2ξ,md2ξ,mδ(ω − ωξ,m). (A.42)
We obtain
Cm(τ) =
1
pi
∫ ∞
0
dωJm(ω)
(
eiωτn(ω) + e−iωτ (n(ω) + 1)
)
. (A.43)
We extend the spectral density to negative frequencies and define J(−ω) =
−J(ω). Equation (A.43) can be then written as
Cm(τ) =
1
pi
∫ ∞
−∞
dωJm(ω)n(ω)eiωτ . (A.44)
To evaluate the integration over ω, we extend the integrand in eq. (A.44) to the
complex plane and use Cauchy's residue theorem. The poles of the Bose-Einstein
distribution n(ω) are on the imaginary axis and correspond to the Matsubara
frequencies
γk =
2pi
β~
k with k ∈ Z. (A.45)
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Figure A.2: Sketch of the integration contour for evaluating eq. (A.44). The
crosses mark poles according to the Matsubara frequencies γk = 2piβ~k,
and the small circles stand for the poles of the Drude-Lorentz spectral
density.
The corresponding residues are given by
Res(iγk) = J(iγk)
1
~β
e−γkτ . (A.46)
The remaining poles, and in particular the behavior of the integrand for ω =
γ0 = 0, depends on the explicit form of the spectral density. In the following, we
use a Drude-Lorentz spectral density
Jm(ω) = 2λ
ων
ω2 + ν2
, (A.47)
with poles at ω = ±iν and residues
Res(±iν) = νλe∓ντ . (A.48)
The zero-frequency component of the integrand is determined by the behavior of
n(ω) and J(ω) for ω → 0. The Bose-Einstein distribution has a pole at ω = 0,
whereas the Drude-Lorentz spectral density goes to zero, J(0) = 0. We use
l'Hopital's rule and obtain a finite value of the integrand as ω approaches zero
lim
ω→0
Jm(ω)n(ω) =
2λ
~kBT
. (A.49)
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According to eq. (A.39), the bath correlation function C(τ) has to be evaluated
at positive times τ ≥ 0, and we close the integration contour along a semicircle
within the upper complex plain. The semicircle is parameterized by z = |ω|eiφ
with φ ∈ [0, pi]. The used contour and the corresponding poles of the integrand
are illustrated in Fig. A.2. Since τ ≥ 0, the upper circle does not contribute to
the integration for |ω| → ∞, and we get
Cm(τ) =
1
pi
∫ ∞
−∞
dωJm(ω)n(ω)eiωτ =
1
pi
∮
C
dzJm(z)n(z)eizτ . (A.50)
The integration is then easily done, and the result is given as a sum over the
residues of all poles enclosed by the integration contour multiplied by 2pii. The
bath correlation is then expressed by [65]
Cm(τ) = 2iλν n(iν) e−ντ +
∞∑
k=1
2i
β~
J(iγk) e−γkτ . (A.51)
The time integration in eq. (A.39) can be performed analytically, and the Redfield
rates read
Γ(ω) =
2iλν
~
n(iν)
1
ν − iω +
∞∑
k=1
2i
β~2
J(iγk)
1
γk − iω . (A.52)
The summation can be evaluated explicitly, and the Redfield rates can be ex-
pressed in terms of the Digamma function ψ(z). The real and imaginary part of
the rates are then obtained by [65]
Re{Γ(ω)} = 1
~
J(ω) (n(ω) + 1) (A.53)
and
Im{Γ(ω)} = − 1
~pi
J(ω)
(piν
2ω
+
pi
β~ν
+ ψ
(β~ν
2pi
)− Reψ(iβ~ω
2pi
))
. (A.54)
A.2.2 Secular approximation
In the previous section, we evaluated the Born-Markov equation in the Schrö-
dinger picture, yielding the Redfield equations that can be formally written in a
compact form eq. (A.37). Within the secular approximation, several terms of the
full Redfield equations are neglected. In order to show which terms are omitted,
and to point out the physical interpretation of the secular approximation, we
will expand the Masterequation explicitly. In contrast to the derivation of the
full Redfield equations, we remain in the interaction picture. We further deduce
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the secular approximation from the more general TCL version of the quantum
Masterequation approach. The TCL Masterequation
d
dt
ρ˜(t) = − 1
~2
∫ t
0
dt′ Tr
{
[H˜ex−phon(t), [H˜ex−phon(t′), ρ(t)⊗ ρphon
}
]] (A.55)
captures non-Markovian effects up to second-order perturbation theory with re-
spect to the exciton-phonon coupling strength. Equation (A.55) is obtained from
the Nakajima-Zwanzig approach in combination with the time-convolutionless
projection operator technique [238].
In this section, we basically follow Ref. [185]. Analogous to the derivation of
full Redfield equations, the evaluation of the TCL Masterequation requires an
explicit form of the exciton-phonon coupling term in interaction picture. We
introduce the operators
Vm(ω) =
∑
M,N
〈EM |Vm|EN〉 δ
(
~ω − (EM − EN)
) |EM〉〈EN |, (A.56)
which yields
H˜ex−phon(t) =
∑
m
∑
ω
Vm(ω) e
iωtB˜m(t). (A.57)
This definition is equivalent to eq. (A.34). The bath operators B˜m(t) are given ac-
cording to eq. (A.35). Inserting eq. (A.57) in the TCL Masterequation eq. (A.55)
leads to
d
dt
ρ˜(t) = − 1
~2
∑
m
∑
ω,ω′
∫ t
0
ds
(
Vm(ω)Vm(ω
′)ρ˜(t)Cm(s) ei(ω+ω
′)t e−iω
′s
+ ρ˜(t)Vm(ω
′)Vm(ω)C∗m(s) e
i(ω+ω′)t e−iω
′s
− Vm(ω)ρ˜(t)Vm(ω′)C∗m(s) ei(ω+ω
′)t e−iω
′s
− Vm(ω′)ρ˜(t)Vm(ω)Cm(s) ei(ω+ω′)t e−iω′s
)
, (A.58)
where the bath correlation functions Cm(t) are defined in eq. (A.36). The fast os-
cillatory terms∼ ei(ω+ω′)t lead to mixing between exciton populations and exciton
coherences. Within the secular approximation, these terms are neglected. This
corresponds effectively to an averaging out of the fast oscillations. In eq. (A.58),
the summation goes over the frequencies ω and ω′. In secular approximation,
we replace
∑
ω′ by δ(ω + ω
′). We use Vm(−ω) = V †m(ω) and obtain the TCL
Masterequation in the secular approximation
d
dt
ρ˜(t) =
∑
m,ω
(
iLm(t, ω)[V †m(ω)Vm(ω), ρ˜(t)] + γm(t, ω)
(
Vm(ω)ρ˜(t)V
†
m(ω)
−1
2
V †m(ω)Vm(ω)ρ˜(t)− ρ˜(t)
1
2
V †m(ω)Vm(ω)
))
, (A.59)
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where we introduce the time-dependent Lamb shift
Lm(t, ω) =
1
~2
Im
∫ t
0
dsCm(s)e−iωs (A.60)
and time-dependent rates
γm(t, ω) =
2
~2
Re
∫ t
0
dsCm(s)e−iωs. (A.61)
The Markov limit is obtained by t → ∞, and both the Lamb-shift Lm and the
rates γm become time-independent and are related to the Redfield rates defined
in eq. (A.39),
Lm(ω) =
1
~2
Im{Γm(−ω)} and γm(ω) = 2~2Re{Γm(−ω)}. (A.62)
We neglect the Lamb-shift. The secular TCL Masterequation within the Born
approximation is then given in the Schrödinger picture by
d
dt
ρ(t) = − i
~
[Hex, ρ(t)] +
∑
m,ω
γm(t, ω)D[Vm(ω)]ρ(t), (A.63)
where we introduce the Lindblad operator
D[V ]ρ = V ρV † − 1
2
V †V ρ− 1
2
ρV †V. (A.64)
The corresponding secular Born-Markov equations are obtained by replacing
γm(t, ω) with its stationary value γm(ω) = γm(t→∞, ω).
187
A Energy transfer in light-harvesting complexes
A.3 Combined Masterequation  HEOM
approach (ME-HEOM)
Parts of this chapter have been published in Kreisbeck et al. Ref. [78].
To study the transfer effieciency within a non-Markovian and non-perturbative
treatment of the exction-phonon coupling, we modify the HEOM approach intro-
duced in Part I section 3.3. This allows us to incorporate trapping and radiative
decay.
In section A.3.1, we introduce a combined Masterequation (ME)-HEOM ap-
proach, in which trapping and the loss channel are described within the secu-
lar Born-Markov approximation, but which includes temporal correlations and
higher-order phonon processes for the coupling to the molecular vibrations. In
section A.3.2, we validate the ME-HEOM at hand of a simple example, in which
we consider a dimer composed of two coupled BChls. One of the BChls interacts
strongly and the other interacts weakly with vibrational modes of the BChls,
fitting the setting of ME-HEOM.
A.3.1 ME-HEOM formalism
We consider a system HS coupling to two independent Bosonic environments
HB1 =
∑
ξ1
~ωξ1b
†
ξ1
bξ1 and HB2 =
∑
ξ2
~ωξ2b
†
ξ2
bξ2 . (A.65)
The structure of the coupling terms between the system and the environment is
assumed to be of the form
HS−Bk = Vk
∑
ξk
dξk(b
†
ξk
+ bξk) ≡ Vk uk (A.66)
where Vk is an operator acting only on the system degrees of freedom, and where
dξk describes the coupling strength between the bath and the system. In the
following, we treat HS−B1 as exact, whereas we use second-order perturbation
theory and the Markov approximation for HS−B2 .
Analogous to the derivation of the HEOM approach in Part I section 3.3, we
start with the Liouville equation for the total density operator in the interaction
picture
d
dt
R˜(t) = − i
~
[H˜S−B1 + H˜S−B2 , R˜(t)]. (A.67)
Operators in the interaction picture are given by
O˜(t) = exp( it
~
HS)O exp(− it~HS). (A.68)
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We assume that the degrees of freedom of the system and the two individual
baths factorize for the initial preparation time t0 = 0
R(t0) = ρ(t0)⊗ ρB1 ⊗ ρB2 . (A.69)
Following the steps of Part I section 3.3, the time evolution of the reduced density
operator describing the system's degrees of freedom is then formally given by
ρ˜(t) = U˜(t) = T+ exp
(∫ t
0
dsW˜1(s)
)
exp
(∫ t
0
dsW˜2(s)
)
ρ(t0). (A.70)
Analogous to Part I section 3.3, eq. (3.12) we define
W˜k = − 1~2
∫ t
0
ds V˜k(t)
×[Sk(t− s)V˜k(s)× − i~
2
χkV˜k(s)
◦] (A.71)
with V ×• = [V, •] and V ◦• = [V, •]+. The symmetrized correlation function
Sk(t) and response function χk(t) are defined in the same way as Part I sec-
tion 3.3, eqs. (3.13) and (3.14) with Ck(t) = 〈uk(t)uk(0)〉. The brackets denote
expectation values with respect to the bath's degrees of freedom. The equation
of motion for the reduced density matrix is time-nonlocal and reads
d
dt
ρ˜(t) = T+W˜1(t)ρ˜(t) + T+W˜2(t)ρ˜(t). (A.72)
So far, we have just followed the steps of the derivation for the hierarchical
equations of motion. Now, we are at the key point for the ME-HEOM, where we
apply the Markov approximation in combination with second-order perturbation
theory for the coupling to the bath B2. With this approximation, eq. (A.72)
simplifies to
d
dt
ρ˜(t) = T+W˜1(t)ρ˜(t) + L˜S−B2 ρ˜(t), (A.73)
where the application L˜S−B2 is time-local. In the Schrödinger picture we get
LS−B2ρ(t) = −V ×2 [Λ2ρ(t)− ρ(t)Λ†2], (A.74)
where the operator Λ2 is defined analogously to eq. (A.38). For the time-nonlocal
part of eq. (A.73) we use the HEOM approach requiring a Drude-Lorentz shaped
spectral density
J1(ω) = pi
∑
ξ1
|dξ1|2δ(ω − ωξ1) = 2λ1
ν1ω
ω2 + ν21
, (A.75)
where the response function χ(t) and the symmetrized correlation function S(t)
decay exponentially in time, see Part I section 3.3, eqs. (3.16) and (3.17). For
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the time-local part, LS−B2 we do not need to restrict the spectral density used
to a Drude-Lorentz form.
In order to rewrite the time-nonlocal effects for the coupling to the bath B1
into a hierarchy of coupled equations, we define the auxiliary matrices
σ˜(n)(t) = T+
[∫ t
0
ds e−γ1(t−s)θ˜1(s)
]n
exp
[∫ t
0
ds W˜1(s)
]
exp
[∫ t
0
ds W˜2(s)
]
.
(A.76)
The relaxation operator θ˜1(s) is of the same form as Part I section 3.3, eq. (3.19).
Note that, compared to the definition of the auxiliary matrices Part I section 3.3,
eq. (3.20), there is only a single index n, since only the coupling to bath B1 is
incorporated in a time-nonlocal manner. This also manifests itself in the fact
that only the parameters for the coupling to bath B1 appear in front of the two
exponential functions. Analogous to Part I section 3.3, the time evolution of the
auxiliary matrices results in a hierarchy of equations of motion. However, the
difference from the original version of the hierarchy is that now the application
of T+W˜2(t) is replaced by its Markov limit L˜S−B2 . This results in a modified
hierarchy of coupled equations. In Schrödinger picture, we obtain
d
dt
ρ(t) = − i
~
[HS, ρ(t)] + LS−B2ρ(t) + iV ×1 σ(t)(1) (A.77)
with
d
dt
σ(t)(n) =− i
~
[HS, σ(t)(n)] + LS−B2σ(t)(n)
− nν1σ(t)(n) + nθ1σ(t)(n−1) + iV ×1 σ(t)(n+1). (A.78)
A.3.2 Application of ME-HEOM to a dimer
In order to illustrate the ME-HEOM approach, we consider a dimer comprising
two coupled BChls. The Hamiltonian is given by
H =
2∑
m=1
(εm + λm)|m〉〈m|+ J12(|1〉〈2|+ |2〉〈1|)
+
2∑
m=1,ξ
|m〉〈m|dξ,m(b†ξ,m + bξ,m) +
2∑
m=1,ξ
~ωm,ξb†ξ,mbξ,m (A.79)
The first part corresponds to the exciton system of the two coupled BChls. The
second part takes into account the exciton-phonon coupling. The last term
describes the phonon bath. One of the BChls (BChl 1,for example) interacts
strongly with the molecular vibrations, whereas there is only a weak coupling to
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Figure A.3: Population dynamics for the dimer with an initial population at
BChl 1, ρ(t0) = |1〉〈1|, for different levels of approximation. HEOM
(solid line) and ME-HEOM (dashed line) are almost on top of each
other. (a) population at BChl 1 ρ1,1(t) = 〈1|ρ(t)|1〉, and (b) popu-
lation at BChl 2 ρ2,2(t) = 〈2|ρ(t)|2〉. Parameters used: τc = 100 fs,
λ1 = 50 cm−1, λ2 = 2 cm−1 and T = 300 K.
the vibrations for the other BChl. This situation fulfills the requirements of the
ME-HEOM approach.
We set the site energies to ε1 = 100 cm−1 and ε2 = 0 cm−1 and use an inter-site
coupling J12 = 100 cm−1. For the interaction with the vibrations, we use a Drude-
Lorentz spectral density with the same phonon-relaxation timescale τc = 100 fs
but different reorganization energies λ1 = 50 cm−1 and λ2 = 2 cm−1 for both
BChls. In the following, we explore the system dynamics under three different
levels of approximation. Firstly, we use HEOM, which gives an exact solution
for the exciton dynamics. Secondly, we use ME-HEOM, in which we treat the
weaker coupling λ2 within second-order perturbation theory. Finally we use the
full Redfield approach, treating both system-bath interactions within the Born-
Markov approximation. The corresponding results are shown in Fig. A.3. For
ME-HEOM, we obtain excellent agreement with the exact HEOM results. In
contrast to ME-HEOM, the full Redfield equations fail to reproduce the exact
HEOM results.
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192
B Lead eigenstates in the presence
of a magnetic field
In the following we derive a formal expression for the asymptotic eigenstates.
The leads are characterized by a confining potential in transversal direction and
a free motion in the longitudinal direction. We set the coordinate system such
that the confined direction points along the y-axis. The asymptotic Hamiltonian
then reads
H = 1
2m
(−i~∇+ eA(x, y))2 + V (y), (B.1)
where we introduced the vector potential A which takes into account the ho-
mogeneous magnetic field perpendicular to the xy-plane. In Landau-gauche
A = (−By, 0, 0), eq. (B.1) is given by
H = − ~
2
2m
(∂2x + ∂
2
y) +
e2
2m
B2y2 +
ie~
2m
By∂x +
ie~
2m
∂xBy + V (y). (B.2)
The longitudinal part of the eigenfunctions is given by plane waves
ψkx,n(x, y) =
1√
2pi
eikxxχkx,n(y). (B.3)
We insert this ansatz in eq. (B.2) and get following equation for the transversal
mode(
− ~
2
2m
k2x −
~2
2m
∂2y +
e2
2m
B2y2 − e~
m
Bykx + V (y)
)
χkx,n(y) = Ekx,n χkx,n(y).
(B.4)
Defining the cyclotron frequency ωc =
eB
m
, eq. (B.4) reduces to
(
p2y
2m
+ Veff(y, kx)
)
χkx,n(y) = Ekx,n χkx,n(y), (B.5)
193
B Lead eigenstates in the presence of a magnetic field
where we introduce the effective potential
Veff(y, kx) =
mω2c
2
(
y − ~kx
eB
)2
+ V (y). (B.6)
That is the transversal confinement is influenced by the longitudinal momentum
and hence the transversal modes χkx,n(y) depend on kx. In the limiting case
B → 0 the effective confinement reduces to the original confining potential V (y)
and χn gets independent of the longitudinal motion. The lead eigenstates for
reversed magnetic fields B → −B are given by ψ∗kx,n(x, y) = e−ikxxχ−kx,n(y).
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