Abstract-Epilepsy is a serious neurological disorder characterized by recurrent unprovoked seizures due to abnormal or excessive neuronal activity in the brain. An estimated 50 million people around the world suffer from this condition, and it is classified as the second most serious neurological disease known to humanity, after stroke. With early and accurate detection of seizures, doctors can gain valuable time to administer medications and other such anti-seizure countermeasures to help reduce the damaging effects of this crippling disorder.
I. INTRODUCTION
For all the pharmacological advances in the treatment of epilepsy, there is still a good portion of individuals who are drug-resistant. The most common treatments for this disorder are Anti-Epileptic Drugs, or AEDs for short, which account for about 65% of the individuals being treated for epilepsy. For about 10%, a surgery that involves resection of the epileptogenic focus is an option. This surgery, however, is extremely dangerous and is usually only considered when AEDs are ineffective. For the remaining 25%, there is no treatment that is effective enough to control the symptoms of epilepsy [7] .
Epilepsy is a serious neurological disorder that is characterized by recurrent unprovoked seizures caused by an imbalance in the central nervous system [1] . At least 2 million Americans, or approximately 50 million people worldwide (1% of the world's population), suffer from epilepsy. It is the second most common brain disorder after stroke [7] . One of the most debilitating aspects of epilepsy is the lack of warning before a seizure occurs. As a result, common day to day tasks such as driving or using a knife become hazardous activities. These limitations can have a debilitating affect on quality of life and dramatically increases the risk of serious injury. The ability to predict seizures could lead the way to novel diagnostic and therapeutic methods for the treatment of patients with epilepsy. If it were possible to predict seizures before they occur, it might also be possible to administer seizure preventive interventions early enough to attenuate a seizure attack or even terminate the convulsions [2] .
With the advent of nonlinear analysis techniques it is now possible to create new and powerful algorithms to analyze irregularities in brain activity. In this paper, we propose a new approach using both linear and nonlinear methods for predicting the onset of seizure activity in epileptic patients. Intracranial EEG data of 20 patients with pharmacoresistant focal epilepsy are used in this study. A framework is developed which provides a closed-loop method to detect the transitions between ictal states with sensitivity control. The proposed methods in this paper show promise in the ability to detect the precursors of seizure activity.
II. METHODOLOGY
The methodology in this research is composed of the steps shown in Figure 1 . The goal of this system is to detect precursors of epileptic seizure activity in real time. It should be able to maximize the warning interval while minimizing the occurrence of false predictions. If seizure activity does not terminate within a certain period of time, this algorithm makes it possible to automatically alert authorities for medical attention, and also to automatically administer seizure interventions.
Early prediction of seizure activity provides the possibility for more advanced treatments of epilepsy. Some of the treatments that are being worked on include a mini-AED delivery system to deliver medications directly to the brain through a drug-reservoir [7] , A "brain pacemaker" which appropriately stimulates the vagus nerve, and direct electrical stimulation of the epileptogenic focus [6] .
A. EEG Data
The Freiburg Seizure Prediction Project in Freiburg, Germany provided approximately 70 recordings of invasive EEG from 20 patients suffering from intractable focal epilepsy [8, 5] . In eleven patients, the epileptic focus was located in neocortical brain structures, in eight patients, the epileptic focus was in the hippocampus, and in the last one in both. 12 Patients were female and 8 patients were male, the ages ranged from 13 to 50 years of age, and each patient provided 2-5 cases of EEG seizure activity. The EEG data was originally recorded with 128 channels using a 256 Hz or 512 Hz sampling rate, and with a 16-bit A/D converter. The exact sections of EEG signal that represent both the ictal and interictal states were defined by the certified epileptologists present during the data recording session. A 50 Hz notch-filter was used to eliminate possible line noise.
For each data set, six contacts of all implanted grid, strip, and depth electrodes were selected by visual inspection of the raw data by a certified epileptologist. Three of the contacts were chosen from the epileptogenic focus, and the remaining three were selected as not involved or involved latest during the seizure for a total of 6 EEG channels in each data set.
B. Windowing
Due to the sudden nature of seizure activity, the smallest window that is capable of detecting seizure states with the least variability is desired. We experimented with different window sizes ranging from 0.5 seconds to 5 seconds and found that a 3 second (768 points) window was able to capture the essence of seizure activity. A sliding window was implemented such that at every second, the most recent 3 second segment would be passed to the system. In this way, the samples collected show a more gradual transition from one seizure state to the next.
C. Processing
The system uses a series of linear and nonlinear signal processing techniques and mathematical transforms in order to gather information about the signal. These features are what help distinguish the difference between each of the epileptic states. The mathematical transforms shown in Table I were used to gather information from the incoming EEG data stream.
D. Classification
Four classifiers were used in the system, each with their own specific strengths and weaknesses. Linear Discriminant Analysis and K-Nearest Neighbor can distinguish between several classes at once. Support Vector Machines are a binary classifier, and Cross-Validation by Elimination essentially takes a non-binary classifier and makes it binary by a comparison of the correlation, as determined by the classifier's accuracy,
Hilbert Transform Statistics between each of the combination of classes and removing the least correlated classes one by one. Additionally, PCA was applied to both the testing and training data. The training data used was always taken from the same patient as the testing data, but from a different seizure incident.
E. Fusion: Decision Tree
The use of multiple classifiers requires a method to combine the predictions in order to make the final classification. Each sample taken is given to four classifiers: LDA, KNN, SVM, and CVE. The method used here involves an initial voting system followed by a decision tree to come up with a prediction of the current state. The decision tree is composed of a set of rules that are optimized using all other seizure data from the same patient. Since there are four classifiers, a majority vote may not require all of the classifiers for a decision to be made. For the system proposed in this paper, the classification module begins by first using the LDA and KNN algorithms, since they are the least computationally expensive. If LDA and KNN both present predictions that are different from the current state or the next most probable state, then CVE is used to give an additional prediction in hopes of obtaining a majority vote. If there is still no majority, SVM is used to determine if the current state or the state that has the majority vote (from the other classifiers used) is most probable. A voting matrix tabulates the votes of each of the classifiers used for each of the unique states and an initial prediction is made based on the state with the majority vote.
A decision tree is then used to alter the initial prediction such that it represents the most probable state based on both the current state and the initial prediction. For this seizure prediction emulator, it was necessary to define that the progression of the states must happen in a sequential and increasing manner. Given this condition, the only other requirements are to define a way to reset the system if: 1) the seizure doesn't occur, or 2) the seizure occurs and the system transitions into the postictal state. Given that states can only transition in a sequentially increasing manner, if State 4 (postictal) has two or more votes while the signal is in State 2 (preictal), the initial prediction passed on is State 3 (ictal, or seizure). This alters the probability of classifying the preictal state so that a transition to the ictal state is more probable, making a transition to postictal possible sooner. In this way, a set of rules maintained that the progression of state transitions occurred in sensible manner. Figures 3 and 4 show the statistics of the prediction accuracy for each of the different brain waves [4] with and without the decision tree. To show the efficacy of the decision tree, the EEG signals are reduced down to the four main types of brain waves: alpha, beta, delta, and theta. As seen in Figure 3 , the addition of the decision tree increased the overall accuracy of predicting the preseizure and seizure states (or states 3 and 4). With the knowledge of the current epileptic state, the most improbable states will require more votes to be validated as a prediction.
F. Determining the Existence of a Preictal State
The preictal state is a phenomenon that is impossible to see by basic means. An experiment that was performed during this study tries to determine a feasible duration of the preictal state for which there is sufficient difference between the ictal and the interictal states. The optimal duration of the preictal state should be long enough that it has its own signal characteristics that are closer in relation to the ictal state, but are not enough to actually be classified as the ictal state [3] . 
G. Dynamic Classification Over Time
In order for predictions to happen in a real-time scenario, a closed-loop framework was developed which could monitor the strength of all classes at each time point. Based on the relative strengths of each of the four classes, the framework finds an optimal threshold for which each state transition can be made. In this framework, each state is represented as a population of weighted neurons which contain the most recent past predictions. Since similar states tend to misclassify often, until a particular ratio of state classifications (threshold) is met, no state transitions can occur. Certain ictal states may always appear at some rate, but that rate may change depending on its similarity to the current state. Due to this fact, the rulebase, comprised of the set of state threshold ratios, is put in place to minimize the false prediction rate [8] . The rulebase is optimized using all other seizure incidences from the same patient, or the same type of epilepsy. Also, the number of neurons in each state population is a parameter that needs to be optimized since it controls the number of past predictions to consider and has an effect on the overall precision of the system.
Generating the Rulebase: The optimization of the rulebase involves finding the optimal threshold at which a state classified, based on the most recent previous states, is considered the correct state. Each possible state transition is represented as a ratio w ij , where i is the current state and j is the state of which a transition is being considered. Calculating these thresholds involves a two-step optimization problem defined by equations (1) and (2) .
(1)
where y i [n] and y j [n] are defined as y s [n] (known as state curves) for state s, c is the number of neurons, and n represents the time points of the EEG signal where samples have been extracted. Equation 3 is used to determine the state curves y s [n] . The function δ s [n] is 1 when state s is selected at time point n, and 0 elsewhere. is a user defined threshold to adjust the sensitivity of any state transition. It is useful to set parameter to some value in order to control the true and false prediction rates. Figure 6 , the output of an experimental run of the emulator, shows that there are predictions of State 4 in the 70 seconds prior to the ictal state. The original state definitions given by Freiburg are color-coded in the background apart from the preictal state, which is just empirically defined as 65 seconds to show where the optimal transition should occur. This shows that there are hints in the EEG of an upcoming ictal state which can be classified as the preictal state. It also shows that the transition between the interictal and preictal states is gradual, not immediate, like the other state transitions. Additionally, the system was able to predict the end of the seizure approximately 10 seconds before the end of the ictal state. This is an assertion of the brain's natural homeostatic mechanisms that draw the brain waves back to the normal interictal state.
IV. CONCLUSIONS
The results of testing the seizure prediction algorithm show that the system has the potential to predict an oncoming seizure approximately 65 seconds prior to the ictal state. The mean accuracy of the system is 84.17%, minimum is 56.86%, maximum is 97.63%, and the standard deviation is 9.43. The average onset prediction time is 65.8551 seconds prior to the ictal state. Using a stepwise feature optimization algorithm, it was determined that the techniques that most improved the prediction accuracy in all the experiments performed were the Phase Shift Correlation features, the Hilbert Transform Statistics, and the Lyapunov Exponents. Overall, the algorithm was successful at predicting seizures a minute prior to ictus. ACKNOWLEDGMENT A special thanks to Dr. Taufik Valiante and Dr. Richard Wennberg of Toronto Western General Hospital as well as the Freiburg Institute of Advanced Studies in Germany for their collaboration in this study.
