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COHOMOLOGY MOD 3 OF THE CLASSIFYING SPACE OF THE
EXCEPTIONAL LIE GROUP E6, I : STRUCTURE OF COTOR
MAMORU MIMURA, YURIKO SAMBE, AND MICHISHIGE TEZUKA
Abstract. We study the structure of the E2-term of the Rothenberg-Steenrod spectral
sequence converging to the classifying space of the compact, connected, simply connected,
exceptional Lie group of rank 6.
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1. Introduction
Let E6 be the compact, connected, simply connected, exceptional Lie group of rank 6
and BE6 its classifying space. Then we have the Rothenberg-Steenrod spectral sequence
{Er, dr} ([RS]) such that
E2 = CotorH∗(E6;Z3)(Z3,Z3) and E∞ = grH
∗(BE6;Z3).
The E2-term was calculated by Mimura and Sambe [MS], where some details of the
calculations are somewhat omitted. This is one of the reasons why we give here a detailed
account of them. After the calculations of the E2-term, the collapsing of the spectral
sequence was proved by Kono and Mimura [KM]; thus one can obtain the module struc-
ture of H∗(BE6;Z3). (See also Toda [T], in which the collapsing is shown by a different
method.) Further in order to determine the ring structure of H∗(BE6;Z3), we will need
more information (see [MST1]), that is, we need to add supplement to the results of [MS].
This is the main reason for the present work.
The paper is organized as follows. In Section 2 we state our results. In Section 3 we
prove Theorem 2.1 and in Section 4 we prove Theorems 2.3.A and 2.3.B. In Section 5, we
compare our calculation to the May spectral sequence.
Thus the present work is essentially a supplement, and hence a more detailed version, of
[KM] and [MS]. The results of the present work are announced in [MST2].
In the series of our work, we will determine H∗(BE6;Z3). Continuation follows.
Throughout the paper, the coefficient field is always Z3, which is hereafter omitted.
Partially supported by the Grant-in-Aid for Scientific Research (C) 21540104, Japan Society for the
Promotion of Science.
1
2 M.MIMURA, Y.SAMBE, AND M.TEZUKA
2. Results
Let us start with
Notation For a commutative ring R, we denote by R{x1, . . . , xn} a free R-module
generated by elements x1, . . . , xn. For a graded algebra S, we denote by S
+ the ideal
generated by the elements with positive degrees. We also denote by T (x1, . . . , xn) a tensor
algebra generated by elements x1, . . . , xn, and by ∆(x) an algebra additively isomorphic
to Z3 ⊕ Z3{x}.
The following is essentially the restatement of Theorem 5.20 of [MS].
Theorem 2.1. CotorH∗(E6)(Z3,Z3) is additively isomorphic to the following module:
(C ⊕D)⊗ Z3[x36, x48, x54],
where C = Z3[a4, a8, a10]{1, y20, y
2
20, y22, y
2
22, y20y22, y58, y60, y76}
⊕ Z3[a8, a10]{y26, y
2
26, y20y26, y22y26, y64}
and D = Z3[x26]
+{1, a4, a8, a10, y20, y22, a10y20, y26}
⊕ Z3[x26]{a9, y21, y25, y27, y21a8, y21a10, y25a10, y21y26}.
By an easy calculation one obtains
Corollary 2.2. The Poincare´ polynomials PS of them are given respectively by
PS(C ⊗ Z3[x36, x48, x54]) =
g(t)
(1− t4)(1− t8)(1− t10)
·
1
(1− t36)(1− t48)(1− t54)
,
PS(D ⊗ Z3[x36, x48, x54]) =
h(t)
1− t26
·
1
(1− t36)(1− t48)(1− t54)
,
where g(t) = 1 + t20 + t22 + t26 − t30 + t40 + t42 + t44 + t46 + t48 − t50 − t56 + t58
+ t60 + t64 − t68 + t76
and h(t) = t9 + t21 + t25 + t26 + t27 + t29 + t30 + t31 + t34 + t35 + t36 + t46 + t47
+ t48 + t52 + t56.
The following two theorems will play an important role when determining the ring struc-
ture of H∗(BE6) (see [MST1]).
Theorem 2.3.A The extension
0→ D ⊗ Z3[x36, x48, x54]→ CotorH∗(E6)(Z3,Z3)→ C ⊗ Z3[x36, x48, x54]→ 0
is split as algebras.
Theorem 2.3.B We have an algebra isomorphism
CotorH∗(E6)(Z3,Z3)
∼= Z3[a9, x26, y21, y25, y27, a4, a8, a10, x36,
x48, x54, y20, y22, y26, y58, y60, y64, y76]/I,
where I is the ideal generated by the following
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i) a4y26 = − a8y22 + a10y20,
a4y64 = − a8y60 − a
3
8y
2
22 − a10y58,
y322 = − a
3
4x54 − a
2
4a
2
8a
2
10y22 + a4a8a10y
2
22 + a4a
2
10y20y22 + a
3
10x36,
y220y22 = − a4y58 + a
2
8a10x36,
y20y
2
22 = − a4y60 + a8a
2
10x36,
y58y22 = − a4y76 − a4a
2
8y60 + a
3
8a
2
10x36 + a8a10x36y26,
y60y22 = a
2
4x54y20 + a4a
2
8a
2
10y20y22 + a4a8a10y60 + a4a
2
10y58
+ a28a
3
10x36 − a
2
10x36y26,
y76y22 = − a4x54y
2
20 − a
2
4a
2
8x54y20 + a
2
4a
2
10x48y22 + a4a
4
8a
2
10y20y22
+ a4a
2
8a
2
10y58 + a4a8a10y76 − a
4
8a
3
10x36 + a10x36y
2
26,
y22y
2
26 = − a4a
2
8x54 − a
4
8a
2
10y22 + a
2
8a10y22y26 + a10y64,
y20y22y26 = a8y60 − a10y58,
y222y26 = a
2
4a8x54 + a4a
3
8a
2
10y22 − a
2
8a10y
2
22 − a8a
2
10y20y22 − a10y60,
y64y22 = a
2
4a
3
8x54 − a4a8x54y20 + a4a
5
8a
2
10y22 − a
4
8a10y
2
22 + a
3
8a
2
10y20y22
− a8a
2
10y58 + a10y76,
y320 = a
3
4x48 − a
2
4a
4
8y20 − a4a
2
8y
2
20 + a
3
8x36,
y220y22 = − a4y58 + a
2
8a10x36,
y58y20 = − a
2
4x48y22 − a4a
2
8y58 + a4a
4
8y20y22 + a
2
8x36y26 + a
4
8a10x36,
y60y20 = − a4y76 − a4a
2
8y60 + a
3
8a
2
10x36 − a8a10x36y26,
y76y20 = a4x48y
2
22 + a4a
4
8y60 + a8x36y
2
26 − a
5
8a
2
10x36,
y20y
2
26 = a4a
2
10x48 + a8y64 − a
3
8y22y26 − a
4
8a
2
10y20 − a
2
8a10y20y26,
y220y26 = a
2
4a10x48 − a4a
4
8a10y20 + a8y58 − a
2
8a10y
2
20,
y64y20 = a4a10x48y22 + a8y76 − a
3
8y60 − a
4
8a10y20y22 + a
2
8a10y58,
y258 = − a
2
4x48y60 − a
2
4a
2
8x48y
2
22 − a
2
4a
6
8y60 + a4a
7
8a
2
10x36 + a4a8a
2
10x36x48 + a
2
8x36y64,
y58y60 = − a
4
4x48x54 + a
3
4a
4
8x54y20 + a
3
4a
2
8a
2
10x48y22 + a
2
4a
2
8x54y
2
20 − a
2
4a
6
8a
2
10y20y22
− a24a
4
8a
2
10y58 − a
2
4a
3
8a10y76 + a
2
4a8a10x48y
2
22 + a
2
4a
2
10x48y20y22 − a4a
3
8x36x54
+ a4a
6
8a
3
10x36 + a4a
3
10x36x48 − a
5
8a
2
10x36y22 − a
2
8a
2
10x36y20y26 − a8a10x36y64,
y58y76 = a
3
4x48x54y20 + a
3
4a
4
8a
2
10x48y22 − a
2
4a
4
8x54y
2
20 − a
2
4a
8
8a
2
10y20y22 + a
2
4a
7
8a10y60
− a24a
6
8a
2
10y58 + a
2
4a
5
8a10y76 + a
2
4a
2
8a
2
10x48y20y22 + a
2
4a8a10x48y60
+ a24a
2
10x48y58 + a4a
2
8a
3
10x36x48 + a
3
8x36x54y20 − a
6
8a
3
10x36y20
+ a48a
2
10x36y20y26 − a8a
2
10x36x48y22 − a
3
10x36x48y20,
y58y26 = − a4a10x48y22 + a8y76 + a
3
8y60 + a
4
8a10y20y22 − a
2
8a10y58,
y58y64 = a
3
4a8x48x54 − a
2
4a
5
8x54y20 + a4a
3
8x54y
2
20 − a4a
6
8a10y60 − a4a
4
8a10y76
− a4a8a
2
10x48y20y22 + a4a10x48y60 + a
4
8x36x54 + a
7
8a
3
10x36 − a
5
8a
2
10x36y26
− a38a10x36y
2
26 + a8a
3
10x36x48,
y260 = a
2
4x54y58 + a
3
4a8a
3
10x48y22 − a
2
4a
5
8a
3
10y20y22 − a
2
4a
3
8a
3
10y58 − a
2
4a
2
8a
2
10y76
− a24a8a10x54y
2
20 + a
2
4a
2
10x48y
2
22 + a4a
5
8a
4
10x36 − a4a
2
8a10x36x54 − a
4
8a
3
10x36y22
+ a38a
4
10x36y20 + a
2
8a
2
10x36y22y26 + a8a
3
10x36y20y26 + a
2
10x36y64,
y60y76 = a
3
4x48x54y22 + a
4
4a8a10x48x54 − a
3
4a
5
8a10x54y20 + a
3
4a
3
8a
3
10x48y22 − a
2
4a
4
8x54y20y22
− a24a
7
8a
3
10y20y22 + a
2
4a
6
8a
2
10y60 − a
2
4a
5
8a
3
10y58 + a
2
4a
4
8a
2
10y76 − a
2
4a8a
3
10x48y20y22
+ a24a
2
10x48y60 + a4a
4
8a10x36x54 + a4a8a
4
10x36x48 + a
3
8x36x54y22
+ a48a
2
10x36y22y26 + a
2
8a10x36x54y20 − a
2
8a
2
10x36y64 − a
3
10x36x48y22,
y60y26 = − a4a8x54y20 − a
3
8a
2
10y20y22 + a
2
8a10y60 − a8a
2
10y58 − a10y76,
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y60y64 = a
4
4a10x48x54 + a
3
4a
4
8a10x54y20 + a
3
4a
2
8a
3
10x48y22 − a
2
4a8x54y58
− a24a
3
8x54y20y22 + a
2
4a
6
8a
3
10y20y22 + a
2
4a
5
8a
2
10y60 + a
2
4a
4
8a
3
10y58 + a
2
4a8a
2
10x48y
2
22
− a24a
3
10x48y20y22 + a4a
6
8a
4
10x36 − a4a
3
8a10x36x54
− a4a
4
10x36x48 + a
5
8a
3
10x36y22 − a
4
8a
4
10x36y20,
y326 = a
3
8x54 − a
4
8a
2
10y26 − a
2
8a10y
2
26 + a
3
10x48,
y64y26 = − a4a
4
8x54 + a
2
8x54y20 − a
6
8a
2
10y22 + a
4
8a10y22y26 + a
2
8a10y64 + a
2
10x48y22,
y264 = − a
2
4a
7
8a10x54 + a
2
4a8a10x48x54 − a4a
6
8x54y22 − a4a
9
8a
3
10y22 + a4a
5
8a10x54y20
+ a4a
3
8a
3
10x48y22 + a
2
8x54y58 − a
4
8x54y20y22 − a
7
8a
3
10y20y22 + a
5
8a
3
10y58
− a48a
2
10y76 − a
2
8a
2
10x48y
2
22 − a8a
3
10x48y20y22 − a
2
10x48y60,
y276 = − a
2
4x48x54y20y22 − a
4
4a
3
8a10x48x54 − a
3
4a
2
8x48x54y22 + a
3
4a
7
8a10x54y20
+ a34a
5
8a
3
10x48y22 − a
3
4a8a10x48x54y20 − a
2
4a
4
8x54y58 + a
2
4a
6
8x54y20y22
− a24a
9
8a
3
10y20y22 − a
2
4a
8
8a
2
10y60 − a
2
4a
7
8a
3
10y58 + a
2
4a
5
8a10x54y
2
20
− a24a
4
8a
2
10x48y
2
22 − a
2
4a8a
3
10x48y58 + a
2
4a
2
10x48y76 − a4a
9
8a
4
10x36
− a4a
3
8a
4
10x36x48 + a
2
8x36x54y20y26 − a
5
8x36x54y22 + a
8
8a
3
10x36y22
− a78a
4
10x36y20 − a
5
8a
3
10x36y20y26 + a
4
8a
2
10x36y64 − a
2
8a
3
10x36x48y22
+ a210x36x48y22y26,
y76y26 = a4a
3
8x54y20 − a4a8a
2
10x48y22 + a8x54y
2
20 − a
5
8a
2
10y20y22
+ a48a10y60 − a
3
8a
2
10y58 − a
2
8a10y76 + a10x48y
2
22,
y64y76 = − a
3
4a
2
8a10x48x54 − a
2
4a8x48x54y22 − a
2
4a
6
8a10x54y20 − a
2
4a10x48x54y20
− a4a
3
8x54y58 − a4a
5
8x54y20y22 + a4a
8
8a
3
10y20y22 + a4a
7
8a
2
10y60
+ a4a
6
8a
3
10y58 − a4a
5
8a
2
10y76 − a4a
4
8a10x54y
2
20 − a4a
3
8a
2
10x48y
2
22
+ a4a8a
2
10x48y60 − a4a
3
10x48y58 + a
3
8x36x54y26 + a
8
8a
4
10x36
− a68a
3
10x36y26 + a
5
8a10x36x54 + a
5
8a
2
10y58y22 + a
4
8a
2
10x36y
2
26
+ a28a
4
10x36x48 + a
3
10x36x48y26.
ii) a29, y
2
21, y
2
25, y
2
27,
a9y21 + x26a4, a9y25 + x26a8, a9y27 + x26a10,
y21y25 + x26y20, y21y27 − x26y22, y25y27 − x26y26,
iii) a9∂
2Q, y21∂
2Q, y25∂
2Q, y27∂
2Q, x26∂
2Q,
a9a4, a9a8, a9a10,
y21a4, y25a8, y27a10,
y21a8 + a9y20 = y25a4 − a9y20,
y21a10 − a9y22 = y27a4 + a9y22,
y25a10 − a9y26 = y27a8 + a9y26,
y21y20, y25y20, y21y22, y27y22, y25y26, y27y26,
y27y20 − y25y22 = y25y22 + y21y26 = −y27y20 − y21y26.
Here the definition of ∂ is given in (3.3), and the table of ∂2-image is given in Lemma
4.2.
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3. Proof of Theorem 2.1
First let us recall some results from [MS]. We consider the differential algebra (V , d)
defined as follows:
V = T (a4, a8, a10, b12, b16, b18, a9, c17)/J,
where J is the ideal generated by
a9bj − bja9 + c17aj−8 for j = 12, 16, 18
and
αβ − (−1)|β||α|βα for all the pairs (α, β) of the generators
except (a9, bj) with j = 12, 16, 18 and (a9, c17);
the differential d is given over generators by
(3.1) dai = 0 for i = 4, 8, 9, 10, dc17 = a
2
9, dbj = −a9aj−8 for j = 12, 16, 18.
Then the differential algebra (V , d) is seen to be a resolution of Z3 over H
∗(E6). (For a
proof, see Theorem 5.7 and Corollary 5.8 in [MS].) So by the definition of Cotor we have
Theorem ([MS]) H∗(V , d) = CotorH∗(E6)(Z3,Z3).
We will use a spectral sequence to calculate H∗(V , d). To that end we need to introduce
a filtration in V . To begin with, we fix an additive basis of V . The following lemma is
straightforward from the definition of the ideal J .
Lemma 3.1. We have an additive isomorphism
V ∼= T (a9, c17)⊗ Z3[a4, a8, a10, b12, b16, b18].
Hence as a basis of V we can choose the following monomials:
(3.2) aℓ19 c
m1
17 . . . a
ℓp
9 c
mp
17 a
i1
4 a
i2
8 a
i3
10b
j1
12b
j2
16b
j3
18.
We define a weight by
w(ai) = 2 for i = 4, 8, 10;
w(bj) = 0 for j = 12, 16, 18;
w(a9) = 1, w(c17) = 2, w(0) =∞.
For a monomial of the form (3.2), we define the weight by
w(α1 . . . αn) = w(α1) + · · ·+ w(αn).
For an element x =
∑
λixi, where xi is a monomial given in (3.2) and λi ∈ Z3, we define
that w(x) = inf
i
w(xi). Then we introduce a filtration in V by setting
F pV = {x ∈ V | w(x) ≥ p} for p ∈ N.
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It is easily seen that {F pV } is a family of differential graded algebras giving a decreasing
filtration. Hence from this filtration we can construct a spectral sequence {Er, dr} such
that E0 = V and E∞ = H
∗(V , d), namely, converging to CotorH∗(E6)(Z3,Z3).
It is convenient for later use to introduce here an auxiliary derivation ∂ on a subalgebra
Z3[a4, a8, a10, b12, b16, b18] of V defined as in (5.9) of [MS]:
(3.3) ∂ai = 0 for i = 4, 8, 10; ∂bj = −aj−8 for j = 12, 16, 18.
Since the only non trivial differential on the generators of E0 is d0(c17) = a
2
9 by (3.1), we
have that
E1 = Z3[x26]⊗ Z3[a4, a8, a10]⊗ Λ(a9)⊗ Z3[b12, b16, b18],
where x26 = a9c17 − c17a9. Since d1 = d2 = 0 for degree reasons, we have
E1 = E2 = E3.
We remark here that E3 = E1 is a commutative algebra in the graded sense and also
that d3 is a derivative differential, i.e.,
d3(xy) = d3(x)y ± xd3(y), x, y ∈ E3
such that
d3(b12) = −a4a9, d3(b16) = −a8a9, d3(b18) = −a10a9,
which are obtained by the differential formula (3.1).
In the next steps, we will use the following
Convention Let (M, d) be a differential module such that M = M1⊕M2 ⊕N1 and
that d(M1) ⊂ N1 and d|M2⊕N1 = 0. Then we denote Ker d∩M1 by Ker d and N1/d(M1)
by Coker d.
Under our convention, we have that
H(M) = Ker d⊕ Coker d⊕M2.
Moreover, for simplicity we will describe the differential d only on M1. If not specifically
denoted, we understand that d(a) = 0 for a ∈M2 ⊕N1.
To calculate the E4-term, we introduce another spectral sequence starting with the E3-
term. That is, we define a weight w˜ by
(3.4) w˜(bi) = 0 for i = 12, 16, 18, w˜(x26) = w˜(a9) = w˜(a4) = 0, w˜(a8) = 1, w˜(a10) = 3.
By similarly introducing a filtration using the weight w˜ as before, we obtain a new spectral
sequence {E˜r, d˜r} such that E˜0 = E3 and E˜∞ = E4.
At the E˜0-term we see that the relation d3(b12) = −a4a9 gives d˜0(b12) = −a4a9, from
which we obtain that
E˜1 =
(
Z3[a4, a8, a10, x26]{1, a9b
2
12} ⊕ Z3[a8, a10, x26]{a9, a9b12}
)
⊗ Z3[b16, b18]⊗ Z3[b
3
12].
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Since the relation d3(b16) = −a8a9 gives d˜1(b16) = −a9a8, we have that
E˜2 =
(
Z3[a4, a8, a10, x26]⊕ Z3[a4, a8, a10, x26]{a4b16, a4b
2
16}
⊕ Z3[a10, x26]{a9, a9b16} ⊕ Z3[a8, a10, x26]{a9b
2
16}
⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b16, a9b
2
12b
2
16}
⊕ Z3[a8, a10, x26]{a9b12, a9b12b16, a9b12b
2
16}
)
⊗ Z3[b18]⊗ Z3[b
3
12, b
3
16].
It follows from the relation d(a4b
2
16 + a8b12b16) = −a
2
8a9b12 + a4a
2
8c17 giving d3(a4b
2
16 +
a8b12b16) = −a
2
8a9b12 in E3 that d˜2(a4b
2
16) = −a
2
8a9b12, which implies that
E˜3 =
(
Z3[a4, a8, a10, x26]{1, a4b16, a
2
4b
2
16} ⊕ Z3[a10, x26]{a9, a9b16}
⊕ Z3[a8, a10, x26]{a9b
2
16} ⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b16, a9b
2
12b
2
16}
⊕ Z3[a10, x26]⊗∆(a8){a9b12} ⊕ Z3[a8, a10, x26]{a9b12b16, a9b12b
2
16}
)
⊗ Z3[b
3
12, b
3
16]⊗ Z3[b18].
Using the expression Z3[b18] = Z3{1, b18, b
2
18} ⊗Z3[b
3
18], the E˜3-term may be rewritten as
E˜3 =
(
Z3[a4, a8, a10, x26]{1, b18, b
2
18, a4b16, a4b16b18, a4b16b
2
18, a
2
4b
2
16, a
2
4b
2
16b18, a
2
4b
2
16b
2
18}
⊕ Z3[a10, x26]{a9, a9b18, a9b
2
18, a9b16, a9b16b18, a9b16b
2
18}
⊕ Z3[a8, a10, x26]{a9b
2
16, a9b
2
16b18, a9b
2
16b
2
18} (4)
⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b18, a9b
2
12b
2
18, a9b
2
12b16, a9b
2
12b16b18, a9b
2
12b16b
2
18,
a9b
2
12b
2
16, a9b
2
12b
2
16b18, a9b
2
12b
2
16b
2
18} (5)
⊕ Z3[a10, x26]⊗∆(a8){a9b12, a9b12b18, a9b12b
2
18}
⊕ Z3[a8, a10, x26]{a9b12b16, a9b12b16b18, a9b12b16b
2
18,
a9b12b
2
16, a9b12b
2
16b18, a9b12b
2
16b
2
18}
)
(7)
⊗ Z3[b
3
12, b
3
16, b
3
18],
where (4), (5) and (7) will appear in Lemma 3.6. The only non trivial differential
d˜3 : Z3[a4, a8, a10, x26]{b18, b
2
18} −→ Z3[a10, x26]{a9, a9b18}
is given by d˜3(b18) = −a9a10 which is obtained from d(b18) = −a9a10, and hence d˜3(b
2
18) =
a9a10b18. It is immediate to see that
Ker d˜3 = Z3[a4, a8, a10, x26]{a4b18, a4b
2
18} ⊕ Z3[a8, a10, x26]{a8b18, a8b
2
18}, 1¯
′
Coker d˜3 = Z3[x26]{a9, a9b18}. 2
¯
′
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Thus we have that
E˜4 =
(
Z3[a4, a8, a10, x26]{a4b18, a4b
2
18} ⊕ Z3[a8, a10, x26]{a8b18, a8b
2
18}
⊕ Z3[a4, a8, a10, x26]{1, a4b16, a4b16b18, a4b16b
2
18, a
2
4b
2
16, a
2
4b
2
16b18, a
2
4b
2
16b
2
18}
⊕ Z3[x26]{a9, a9b18}
⊕ Z3[a10, x26]{a9b
2
18, a9b16, a9b16b18, a9b16b
2
18}
⊕ Z3[a8, a10, x26]{a9b
2
16, a9b
2
16b18, a9b
2
16b
2
18}
⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b18, a9b
2
12b
2
18, a9b
2
12b16, a9b
2
12b16b18, a9b
2
12b16b
2
18,
a9b
2
12b
2
16, a9b
2
12b
2
16b18, a9b
2
12b
2
16b
2
18}
⊕ Z3[a10, x26]⊗∆(a8){a9b12, a9b12b18, a9b12b
2
18}
⊕ Z3[a8, a10, x26]{a9b12b16, a9b12b16b18, a9b12b16b
2
18,
a9b12b
2
16, a9b12b
2
16b18, a9b12b
2
16b
2
18}
)
⊗ Z3[b
3
12, b
3
16, b
3
18].
The relation d3(a4b16b18−a8b12b18−a10b12b16) = −a8a9a10b12 in E3 implies that the only
non trivial differential
d˜4 : Z3[a4, a8, a10, x26]{a4b16b18, a4b16b
2
18} → Z3[a10, x26]⊗∆(a8){a9b12, a9b12b18}
is given by d˜4(a4b16b18) = −a8a9a10b12, and hence d˜4(a4b16b
2
18) = a8a9a10b12b18. So we have
that
Ker d˜4 = Z3[a4, a8, a10, x26]{a
2
4b16b18, a
2
4b16b
2
18}
⊕ Z3[a8, a10, x26]{a4a8b16b18, a4a8b16b
2
18},
3
¯
′
Coker d˜4 = Z3[a10, x26]{a9b12, a9b12b18} ⊕ Z3[x26]{a9a8b12, a9a8b12b18}. 4
¯
′
Thus we have that
E˜5 =
(
Z3[a4, a8, a10, x26]{a4b18, a4b
2
18} ⊕ Z3[a8, a10, x26]{a8b18, a8b
2
18}
⊕ Z3[a4, a8, a10, x26]{1, a4b16, a
2
4b
2
16, a
2
4b
2
16b18, a
2
4b
2
16b
2
18}
⊕ Z3[a4, a8, a10, x26]{a
2
4b16b18, a
2
4b16b
2
18} ⊕ Z3[a8, a10, x26]{a4a8b16b18, a4a8b16b
2
18}
⊕ Z3[x26]{a9, a9b18} ⊕ Z3[a10, x26]{a9b
2
18, a9b16, a9b16b18, a9b16b
2
18}
⊕ Z3[a8, a10, x26]{a9b
2
16, a9b
2
16b18, a9b
2
16b
2
18}
⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b18, a9b
2
12b
2
18, a9b
2
12b16, a9b
2
12b16b18, a9b
2
12b16b
2
18,
a9b
2
12b
2
16, a9b
2
12b
2
16b18, a9b
2
12b
2
16b
2
18}
⊕ Z3[a10, x26]{a9b12, a9b12b18} ⊕ Z3[x26]{a9a8b12, a9a8b12b18}
⊕ Z3[a10, x26]⊗∆(a8){a9b12b
2
18}
⊕ Z3[a8, a10, x26]{a9b12b16, a9b12b16b18, a9b12b16b
2
18,
a9b12b
2
16, a9b12b
2
16b18, a9b12b
2
16b
2
18}
)
⊗ Z3[b
3
12, b
3
16, b
3
18].
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The relation d3(a8b
2
18 + a10b16b18) = −a
2
10a9b16 in E3 implies that the only non trivial
differential
d˜5 : Z3[a8, a10, x26]{a8b
2
18} → Z3[a10, x26]{a9b16}
is given by d˜5(a8b
2
18) = −a
2
10a9b16. Hence we obtain that
Ker d˜5 = Z3[a8, a10, x26]{a
2
8b
2
18}, 5¯
′
Coker d˜5 = ∆(a10)⊗ Z3[x26]{a9b16}. 6
¯
′
Thus we have that
E˜6 =
(
Z3[a4, a8, a10, x26]{a4b18, a4b
2
18} ⊕ Z3[a8, a10, x26]{a8b18, a
2
8b
2
18}
⊕ Z3[a4, a8, a10, x26]{1, a4b16, a
2
4b
2
16, a
2
4b
2
16b18, a
2
4b
2
16b
2
18, a
2
4b16b18, a
2
4b16b
2
18}
⊕ Z3[a8, a10, x26]{a4a8b16b18, a4a8b16b
2
18}
⊕ Z3[x26]{a9, a9b18, a9a8b12, a9a8b12b18}
⊕ Z3[a10, x26]{a9b
2
18, a9b16b18, a9b16b
2
18, a9b12, a9b12b18}
⊕ Z3[x26]⊗∆(a10){a9b16}
⊕ Z3[a8, a10, x26]{a9b
2
16, a9b
2
16b18, a9b
2
16b
2
18}
⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b18, a9b
2
12b
2
18, a9b
2
12b16, a9b
2
12b16b18, a9b
2
12b16b
2
18,
a9b
2
12b
2
16, a9b
2
12b
2
16b18, a9b
2
12b
2
16b
2
18}
⊕ Z3[a10, x26]⊗∆(a8){a9b12b
2
18}
⊕ Z3[a8, a10, x26]{a9b12b16, a9b12b16b18, a9b12b16b
2
18,
a9b12b
2
16, a9b12b
2
16b18, a9b12b
2
16b
2
18}
)
⊗ Z3[b
3
12, b
3
16, b
3
18].
Similarly the relation d3(a4b
2
18) = a9a
2
10b12 in E3 implies that the only non trivial differ-
ential
d˜6 : Z3[a4, a8, a10, x26]{a4b
2
18} → Z3[a10, x26]{a9b12}
is given by d˜6(a4b
2
18) = a9a
2
10b12, from which we have that
Ker d˜6 = Z3[a4, a8, a10, x26]{a
2
4b
2
18} ⊕ Z3[a8, a10, x26]{a4a8b
2
18}, 7¯
′
Coker d˜6 = Z3[x26]⊗∆(a10){a9b12}. 8
¯
′
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Thus we have that
E˜7 =
(
Z3[a4, a8, a10, x26]{a4b18, a
2
4b
2
18} ⊕ Z3[a8, a10, x26]{a8b18, a8b
2
18, a4a8b
2
18}
⊕ Z3[a4, a8, a10, x26]{1, a4b16, a
2
4b
2
16, a
2
4b
2
16b18, a
2
4b
2
16b
2
18, a
2
4b16b18, a
2
4b16b
2
18}
⊕ Z3[a8, a10, x26]{a4a8b16b18, a4a8b16b
2
18}
⊕ Z3[x26]{a9, a9b18, a9a8b12, a9a8b12b18}
⊕ Z3[a10, x26]{a9b
2
18, a9b16b18, a9b16b
2
18, a9b12b18}
⊕ Z3[x26]⊗∆(a10){a9b12, a9b16}
⊕ Z3[a8, a10, x26]{a9b
2
16, a9b
2
16b18, a9b
2
16b
2
18}
⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b18, a9b
2
12b
2
18, a9b
2
12b16, a9b
2
12b16b18, a9b
2
12b16b
2
18,
a9b
2
12b
2
16, a9b
2
12b
2
16b18, a9b
2
12b
2
16b
2
18}
⊕ Z3[a10, x26]⊗∆(a8){a9b12b
2
18}
⊕ Z3[a8, a10, x26]{a9b12b16, a9b12b16b18, a9b12b16b
2
18,
a9b12b
2
16, a9b12b
2
16b18, a9b12b
2
16b
2
18}
)
⊗ Z3[b
3
12, b
3
16, b
3
18].
Then for degree reasons we see that d˜r = 0 for r ≥ 7 so that E˜7 = E˜∞, which gives the
E4-term of the original spectral sequence.
Now we can summarize our calculations from (4) to (7) and from 1
¯
′ to 8
¯
′ as follows;
for the kernel parts, we have
Z3[a4, a8, a10, x26]{1, a4b16, a
2
4b
2
16, a4b18, a
2
4b
2
18, a
2
4b16b18, a
2
4b
2
16b18, a
2
4b16b
2
18, a
2
4b
2
16b
2
18}
⊕ Z3[a8, a10, x26]{a8b16, a
2
8b
2
16, a4a8b16b18, a4a8b
2
18, a4a8b16b
2
18}; (1)
for the cokernel parts, we have
Z3[x26]{a9, a9b12, a9b16, a9b18, a9a8b12, a9a10b12, a9a10b16, a9a8b12b18} (2)
⊕ Z3[a10, x26]{a9b12b18}.
Hence we can write
(3.5) E˜7 = E˜∞ = (1)⊕ (2)⊕ Z3[a10, x26]{a9b12b18} ⊕ Z3[a10, x26]{a9b16b18, a9b16b
2
18, a9b
2
18}
⊕ (4)⊕ (5)⊕ Z3[a10, x26]⊗∆(a8){a9b12b
2
18} ⊕ (7).
Then one can verify that the following elements are chosen to be generators of the filtered
algebra E0:
y20 = −a4b16, y22 = a4b18, y26 = a8b18,
y58 = −a
2
4b
2
16b18, y60 = −a
2
4b16b
2
18, y64 = −a
2
8b12b
2
18, y76 = −a
2
4b
2
16b
2
18,
y21 = a9b12, y25 = a9b16, y27 = a9b18.
Numbering the term Z3[a10, x26]{a9b12b18, a9b16b18, a9b16b
2
18, a9b
2
18} by (3) and the term
Z3[a10, x26]⊗∆(a8){a9b12b
2
18} by (6), we have proved the following
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Lemma 3.2. We have that
E4 =
(
Z3[a4, a8, a10, x26]{1, y20, y
2
20, y22, y
2
22, y20y22, y58, y60, y76}
⊕ Z3[a8, a10, x26]{y26, y
2
26, y20y26, y22y26, y64} (1)
⊕ Z3[x26]{a9, y21, y25, y27, y21a8, y21a10, y25a10, y21y26} (2)
⊕ Z3[a10, x26]{a9b16b18, a9b16b
2
18, a9b12b18, a9b
2
18} (3)
⊕ Z3[a8, a10, x26]{a9b
2
16, a9b
2
16b18, a9b
2
16b
2
18} (4)
⊕ Z3[a4, a8, a10, x26]{a9b
2
12, a9b
2
12b18, a9b
2
12b
2
18, a9b
2
12b16, a9b
2
12b16b18,
a9b
2
12b16b
2
18, a9b
2
12b
2
16, a9b
2
12b
2
16b18, a9b
2
12b
2
16b
2
18} (5)
⊕ Z3[a10, x26]⊗∆(a8){a9b12b
2
18} (6)
⊕ Z3[a8, a10, x26]{a9b12b16, a9b12b16b18, a9b12b16b
2
18,
a9b12b
2
16, a9b12b
2
16b18, a9b12b
2
16b
2
18}
)
(7)
⊗ Z3[x36, x48, x54],
where the cocycles yi and xi are defined as follows:
y20 = a8b12 − a4b16, y22 = a4b18 − a10b12, y26 = a8b18 − a10b16,
y58 = ∂
2(b212b
2
16b18), y60 = ∂
2(b212b16b
2
18), y64 = ∂
2(b12b
2
16b
2
18), y76 = ∂
2(b212b
2
16b
2
18),
y21 = a9b12 − c17a4, y25 = a9b16 − c17a8, y27 = a9b18 − c17a10,
x36 = b
3
12, x48 = b
3
16, x54 = b
3
18.
As for the auxiliary derivation ∂ defined in (3.3) we have the following formula:
Lemma 3.3. Let Q be an element of Z3[a4, a8, a10, b12, b16, b18]. Then we have
(3.6) x26∂
2(−Q) = d(a9Q+ c17∂Q).
Proof. Using a formula bni a9 = a9b
n
i +nc17ai−8b
n−2
i , one can show by a tedious computation
that
d(a9Q) = −a
2
9∂Q− a9c17∂
2Q and d(c17∂Q) = a
2
9∂Q + c17a9∂
2Q,
from which the lemma follows. 
Looking at the expression of Lemma 3.2, we see that all the possible non permanent
cocycles appear in the terms from (3) to (7). Consider an element
−x26∂
2Q = d(a9Q + c17∂Q)
in (3.6), where Q = f(a4, a8, a10)b
i
12b
j
16b
k
18 ∈ Z3[a4, a8, a10, b12, b16, b18]. Then we have
w(a9Q) = w(a9) + w(Q) = 1 + w(f).
We also have
w(∂Q) ≥ 2 + w(f) and w(∂2Q) ≥ 4 + w(f),
since ∂Q and ∂2Q are of the form∑
aµf(a4, a8, a10)b
k
12b
ℓ
16b
m
18 and
∑
aµaνf(a4, a8, a10)b
p
12b
q
16b
r
18
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respectively. Thus we have
w(a9Q + c17∂Q) = 1 + w(f);
w(−x26∂
2Q) = w(x26) + w(∂
2Q) ≥ 3 + 4 + w(f) = 6 + w(a9Q + c17∂Q).
So we have
w(−x26∂
2Q)− w(a9Q+ c17∂Q) ≥ 6.
Therefore by the formula (3.6) we see that the differential d increases the filtration degree
defined in the paragraph below (3.2) by more than 5. This means that d4 = 0 and d5 = 0,
whence E4 = E5 = E6.
Now it follows from Lemma 3.3 that
d6(a9Q) = −x26∂
2Q.
To calculate the E7-term, it is more convenient to regard the E˜7-term (or equivalently
the E4 = E6-term) expressed in Lemma 3.2 as being equipped with the differential d6.
Then the filtration of E6 defined similarly by (3.4)
(3.4)′ w˜′(bi) = 0 for i = 12, 16, 18,
w˜′(x26) = w˜
′(a9) = w˜
′(a4) = 0, w˜
′(a8) = 1, w˜
′(a10) = 3
induces a spectral sequence {E˜ ′r, d˜
′
r} such that E˜
′
0 = E6 and E˜
′
∞ = E7. Then we see that
the differential d˜′0 is non trivial only on (5) which is mapped to (1), where we have by the
above formula and (3.3) that
d˜′0(a9b
2
12) = −x26a
2
4, d˜
′
0(a9b
2
12b18) = −x26a4y22, d˜
′
0(a9b
2
12b
2
18) = −x26y
2
22,
d˜′0(a9b
2
12b16) = −x26a4y20, d˜
′
0(a9b
2
12b16b18) = −x26y20y22, d˜
′
0(a9b
2
12b16b
2
18) = −x26y60,
d˜′0(a9b
2
12b
2
16) = −x26y
2
20, d˜
′
0(a9b
2
12b
2
16b18) = −x26y58, d˜
′
0(a9b
2
12b
2
16b
2
18) = −x26y76.
It follows from these relations that
Ker d˜′0 = 0,
Coker d˜′0 = Z3[a4, a8, a10, x26]/(x26a
2
4)⊕
(
Z3[a4, a8, a10, x26]/(x26a4)
)
{y20, y22}
⊕ Z3[a4, a8, a10]{y
2
20, y
2
22, y20y22, y58, y60, y76}.
Thus we obtain that
E˜ ′1 = Coker d˜
′
0 ⊕ Z3[a8, a10, x26]{y26, y
2
26, y20y26, y22y26, y64} ⊕ (2)⊕ (3)⊕ (4)⊕ (6)⊕ (7).
Now the differential d˜′1 is non trivial only on (7) which is mapped to the following
Coker d˜′0 ⊕ Z3[a8, a10, x26]{y26, y
2
26, y20y26, y22y26, y64}.
Here to determine d˜′1(a9b12b16b18), we use the formula
a4y26 + a8y22 = −a8y22 + a10y20 = −a10y20 − a4y26 = ∂
2(b12b16b18),
from which we see that −a8y22 + a10y20 = −a8y22 on E˜
′
1, since −a8y22 and a10y20 are of
filtrations 1 and 2 respectively, and hence we have d˜′1(a9b12b16b18) = a8x26y22. For the other
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elements of (7), the calculation of d˜′1 is straightforward from (3.6), and the results are as
follows:
d˜′1(a9b12b16) = −x26a4a8, d˜
′
1(a9b12b16b
2
18) = −x26y22y26,
d˜′1(a9b12b
2
16) = −x26a8y20, d˜
′
1(a9b12b
2
16b18) = −x26y20y26, d˜
′
2(a9b12b
2
16b
2
18) = −x26y64.
Hence we have that
Ker d˜′1 = 0,
Coker d˜′1 = Z3[a4, a8, a10, x26]/(x26a
2
4, x26a4a8)
⊕
(
Z3[a4, a8, a10, x26]/(x26a4, x26a8)
)
{y20, y22}
⊕ Z3[a4, a8, a10]{y
2
20, y
2
22, y20y22, y58, y60, y76} 1¯
′′
⊕ Z3[a8, a10, x26]{y26, y
2
26, y64} ⊕ Z3[a8, a10]{y20y26, y22y26}.
Thus we obtain that
E˜ ′2 = Coker d˜
′
1 ⊕ (2)⊕ (3)⊕ (4)⊕ (6).
For degree reasons we see that the elements a9b16b18, a9b16b
2
18, a9b
2
18 in (3) are d˜
′
2-cycles and
so they survive to E˜ ′3.
Observe that the differential d˜′2 is non trivial only on (4). The differential d˜
′
2 maps (4)
to the following summands
Z3[a4, a8, a10, x26]/(x26a
2
4, x26a4a8)⊕ Z3[a8, a10, x26]{y26, y
2
26}.
It follows from (3.6) that
d˜′2(a9b
2
16) = −x26a
2
8, d˜
′
2(a9b
2
16b18) = −x26a8y26, d˜
′
2(a9b
2
16b
2
18) = −x26y
2
26,
d˜′2(a9b12b
2
16b
2
18) = −x26y64.
First we calculate the differential
d˜′2 : Z3[a8, a10, x26]{a9b
2
16} → Z3[a4, a8, a10, x26]/(x26a
2
4, x26a4a8),
where we have that
Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8)
∼= Z3[a4, a8, a10]⊕ Z3[a4, a8]/(a
2
4, a4a8)⊗ Z3[a10]⊗Z3[x26]
+.
We see that
Ker d˜′2 | Z3[a8, a10, x26]{a9b
2
16} = 0,
Coker d˜′2
∼= Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a
2
8)
(3.7) ∼= Z3[a4, a8, a10]⊕ Z3[a4, a8]/(a
2
4, a4a8, a
2
8)⊗ Z3[a10]⊗ Z3[x26]
+.
Also we easily see that
Ker d˜′2 | Z3[a8, a10, x26]{a9b
2
16b18, a9b12b
2
16b
2
18} ⊕ Z3[a10, x26]{a9b
2
16b
2
18} = 0,
Coker d˜′2 =
(
Z3[a8, a10, x26]/x26a8
)
{y26} ⊕ Z3[a8, a10]{y
2
26, y64}.
When we set
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F =
(
Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a
2
8)
⊕
(
Z3[a4, a8, a10, x26]/(x26a4, x26a8)
)
{y20, y22}
⊕ Z3[a4, a8, a10]{y
2
20, y
2
22, y20y22, y58, y60, y76}
⊕
(
Z3[a8, a10, x26]/x26a8
)
{y26}
⊕ Z3[a8, a10]{y20y26, y22y26, y
2
26, y64}
)
⊗ Z3[x36, x48, x54],
we obtain
E˜ ′3 = F ⊕ (2)⊕ (3)⊕ (6).
We observe that the differential d˜′3 is non trivial only on the summand
Z3[a10, x26]{a9b12b18} ⊕ Z3[a10, x26]⊗∆(a8){a9b12b
2
18}.
It follows from (3.6) that
d˜′3(a9b12b18) = −x26a4a10, d˜
′
3(a9b12b
2
18) = −x26a10y22.
First we calculate
d˜′3 : Z3[a10, x26]{a9b12b18} → Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a
2
8).
Using (3.7), we obtain that
Ker d˜′3 | Z3[a10, x26]{a9b12b18} = 0,
Coker d˜′3
∼= Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a4a10, a
2
8)
(3.8) ∼= Z3[a4, a8, a10]⊕ Z3[a4, a8, a10]/(a
2
4, a4a8, a4a10, a
2
8)⊗ Z3[x26]
+.
By a similar way, we see that
Ker d˜′3 | Z3[a10, x26]⊗∆(a8){a9b12b
2
18} = Z3[a10, x26]{a9a8b12b
2
18},
Coker d˜′3 | Z3[a10, x26]⊗∆(a8){a9b12b
2
18} = Z3[a4, a8, a10]{y22} ⊕ Z3[x26]
+{y22}.
Thus we obtain that
E˜ ′4 =
(
Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a4a10, a
2
8)
⊕
(
Z3[a8, a10, x26]/(x26a8)
)
{y26} ⊕ Z3[a8, a10]{y
2
26}
⊕
(
Z3[a4, a8, a10, x26]/x26(a4, a8)
)
{y20}
⊕ Z3[a4, a8, a10]{y22} ⊕ Z3[x26]
+{y22}
⊕ Z3[a4, a8, a10]{y
2
20, y
2
22, y20y22, y58, y60, y76}
⊕ Z3[a8, a10]{y20y26, y22y26, y64}
⊕ Z3[x26]{a9, y21, y25, y27, y21a8, y21a10, y25a10, y21y26}
⊕ Z3[a10, x26]{a9b16b18, a9b16b
2
18, a9b
2
18}
⊕ Z3[a10, x26]{a9a8b12b
2
18}
)
⊗ Z3[x36, x48, x54].
COHOMOLOGY MOD 3 OF THE CLASSIFYING SPACE OF E6 15
The following are the only non trivial differentials on E˜ ′4:
d˜′4 : Z3[a10, x26]{a9b16b18} → Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a4a10, a
2
8),
d˜′4 : Z3[a10, x26]{a9b16b
2
18} →
(
Z3[a8, a10, x26]/x26a8
)
{y26},
which are given by
d˜′4(a9b16b18) = −x26a8a10, d˜
′
4(a9b16b
2
18) = −x26a10y26
respectively. Hence we have respectively that
Ker d˜′4 | Z3[a10, x26]{a9b16b18} = 0,
Coker d˜′4 | Z3[a10, x26]{a9b16b18}
= Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a4a10, a
2
8, a8a10)
= Z3[a4, a8, a10]⊕ Z3[a4, a8, a10]/(a
2
4, a4a8, a4a10, a
2
8, a8a10)⊗ Z3[x26]
+
(3.9) = Z3[a4, a8, a10]⊕ Z3{a4, a8} ⊗ Z3[x26]
+ ⊕ Z3[a10]⊗ Z3[x26]
+;
Ker d˜′4 | Z3[a10, x26]{a9b16b
2
18} = 0,
Coker d˜′4 | Z3[a10, x26]{a9b16b
2
18} =
(
Z3[a8, a10, x26]/x26(a8, a10)
)
{y26}
= (Z3[a8, a10]⊕ Z3[x26]
+){y26}.
If we set a submodule
(3.10)
L = Z3[a8, a10]{y26} ⊕ Z3[x26]
+{y26}
⊕ Z3[a4, a8, a10]{y22} ⊕ Z3[x26]
+{y22}
⊕ Z3[a4, a8, a10]{y
2
20, y
2
22, y20y22, y58, y60, y76}
⊕ Z3[a8, a10]{y20y26, y22y26, y64}
⊕ Z3[x26]{a9, y21, y25, y27, y21a8, y21a10, y25a10, y21y26},
we obtain that
E˜ ′5 =
(
L ⊕ Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a4a10, a
2
8, a8a10)
⊕ Z3[a4, a8, a10, x26]/x26(a4, a8){y20}
⊕ Z3[a10, x26]{a9a8b12b
2
18} ⊕ Z3[a10, x26]{a9b
2
18}
)
⊗ Z3[x36, x48, x54].
To determine E˜ ′6, we need the following
Lemma 3.4. d˜′5(a9a8b12b
2
18) = −x26a
2
10y20.
Proof. It follows from (3.6) that
d
(
a8(a9b12b
2
18 − c17∂(b12b
2
18))
)
= −x26a8a10y22.
Using the relation −a8y22 + a10y20 = ∂(b12b16b18) and the formula (3.6), we have that
d
(
a10(a9b12b16b18 − c17∂(b12b16b18))
)
= −a10x26(−a8y22 + a10y20).
16 M.MIMURA, Y.SAMBE, AND M.TEZUKA
Hence we obtain that
d
(
a9a8b12b
2
18 − c17a8∂(b12b
2
18) + a9a10b12b16b18 + c17a10∂(b12b16b18)
)
= −x26a
2
10y20,
which implies the lemma. 
Therefore the only non trivial differential
d˜′5 : Z3[a10, x26]{a9a8b12b
2
18} →
(
Z3[a4, a8, a10, x26]/x26(a4, a8)
)
{y20}
is given by d˜′5(a9a8b12b
2
18) = −x26a
2
10y20.
Hence we have
Ker d˜′5 | Z3[a10, x26]{a9a8b12b
2
18} = 0,
Coker d˜′5 | Z3[a10, x26]{a9a8b12b
2
18} =
(
Z3[a4, a8, a10, x26]/x26(a4, a8, a
2
10)
)
{y20}
= Z3[a4, a8, a10]{y20} ⊕ Z3[x26]
+{y20, a10y20}.
Thus we obtain that
E˜ ′6 =
(
L ⊕ Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a4a10, a
2
8, a8a10)
⊕ Z3[a4, a8, a10]{y20} ⊕ Z3[x26]
+{y20, a10y20}
⊕ Z3[a10, x26]{a9b
2
18}
)
⊗ Z3[x36, x48, x54],
where we recall that L is defined at (3.10).
Finally we observe that the following is the only non trivial differential
d˜′6 : Z3[a10, x26]{a9b
2
18} → Z3[a4, a8, a10, x26]/x26(a
2
4, a4a8, a4a10, a
2
8, a8a10)
given by d˜′6(a9b
2
18) = −x26a
2
10. Using (3.9), we have the presentation
Ker d˜′6 | Z3[a10, x26]{a9b
2
18} = 0,
Coker d˜′6 | Z3[a10, x26]{a9b
2
18} = Z3[a4, a8, a10]⊕ Z3[x26]
+{1, a4, a8, a10}.
Thus we obtain that
E˜ ′7 =
(
Z3[a4, a8, a10]{1, y20, y
2
20, y22, y
2
22, y20y22, y58, y60, y76}
⊕ Z3[a8, a10]{y26, y
2
26, y20y26, y22y26, y64}
⊕ Z3[x26]
+{1, a4, a8, a10, y20, a10y20, y22, y26}
⊕ Z3[x26]{a9, y21, y25, y27, y21a8, y21a10, y25a10, y21y26}
)
⊗ Z3[x36, x48, x54].
Since all the generators ai, xj , yk chosen in Lemma 3.2 can be seen to be cocycles by
direct calculation in the differential algebra (V , d), we see that E˜ ′7 = E˜
′
∞ = E7 and
E7 = E∞. Thus we have proved Theorem 2.1.
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4. Proof of Theorem 2.3
Using the presentation of Theorem 2.1, we can list up all the relations, which are calcu-
lated in the complex (V , d) defined in Section 3. The calculation is usually straightforward,
although it becomes more systematic when using the auxiliary derivation ∂ defined in (3.3).
First we need two lemmas.
Lemma 4.1. We have that
a9∂
2Q = y21∂
2Q = y25∂
2Q = y27∂
2Q = x26∂
2Q = 0,
where Q is an element of Z3[a4, a8, a10, b12, b16, b18].
Proof. a9∂
2Q = d(∂Q), y21∂
2Q = d(a4Q+ b12∂Q),
y25∂
2Q = d(a8Q + b16∂Q), y27∂
2Q = d(a10Q+ b18∂Q).
The last equation was proved in Lemma 3.3. 
Lemma 4.2. The ∂2-image is generated over Z3[a4, a8, a10, x36, x48, x54] by the elements
in the table (4.0) in the next page.
Proof of Theorem 2.3.B One can show the relations in i) by expressing the
elements in terms of ai and bj and those in ii) by case by case checking as follows:
a29 = d(c17), y
2
21 = d(c17b
2
12), y
2
25 = d(c17b
2
16), y
2
27 = d(c17b
2
18),
a9y21 + x26a4 = d(c17b12), a9y25 + x26a8 = d(c17b16), a9y27 + x26a10 = d(c17b18),
y21y25 + x26y20 = d(c17b12b16), y21y27 − x26y22 = d(c17b12b18), y25y27 − x26y26 = d(c17b16b18).
The first five relations in iii) are immediate from Lemmas 4.1 and 3.3. One can show the
remaining relations by appealing to the relation d(Q) = a9∂Q+ c17∂
2Q for Q ∈ Z3[ai, bj ]
and the table in Lemma 4.2:
a9a4 = d(b12), a9a8 = d(b16), a9a10 = d(b18),
y21a4 = d(b
2
12), y25a8 = d(b
2
16), y27a10 = d(b
2
18),
y21a8 + a9y20 = y25a4 − a9y20 = d(b12b16),
y21a10 − a9y22 = y27a4 + a9y22 = d(b12b18),
y25a10 − a9y26 = y27a8 + a9y26 = d(b16b18),
y21y20 = d(−b
2
12b16), y25y20 = d(−b12b
2
16),
y21y22 = d(−b
2
12b18), y27y22 = d(−b12b
2
18),
y25y26 = d(−b
2
16b18), y27y26 = d(−b16b
2
18),
y27y20 − y25y22 = y25y22 + y21y26 = −y27y20 − y21y26 = d(−b12b16b18).
Proof of Theorem 2.3.A First we have to show that D⊗Z3[x36, x48, x54] is an ideal
of CotorH∗(E6)(Z3,Z3). We denote by S a subalgebra
Z3[a4, a8, a10, b12, b16, b18]
of V defined in Section 3. By Lemma 3.1 we obtain a module isomorphism
V ∼= T (a9, c17)⊗ S = T (a9, c17)
+ ⊗ S ⊕ S.
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Table (4.0).
Q ∂Q ∂2Q
b12 −a4 0
b16 −a8 0
b18 −a10 0
b2
12
a4b12 −a
2
4
b2
16
a8b16 −a
2
8
b218 a10b18 −a
2
10
b12b16 −a4b16−a8b12 −a4a8
b12b18 −a4b18−a10b12 −a4a10
b16b18 −a8b18−a10b16 −a8a10
b2
12
b16 a4b12b16−a8b
2
12
−a4y20 =−a
2
4
b16+a4a8b12
b12b
2
16
−a4b
2
16
+a8b12b16 a8y20 = a4a8b16−a
2
8
b12
b212b18 a4b12b18−a10b
2
12 −a4y22 =−a
2
4b18+a4a10b12
b12b
2
18
−a4b
2
18
+a10b12b18 a10y22= a4a10b18−a
2
10
b12
b2
16
b18 a8b16b18−a10b
2
16
−a8y26 =−a
2
8
b18+a8a10b16
b16b
2
18 −a8b
2
18+a10b16b18 a10y26= a8a10b18−a
2
10b16
b12b16b18 −a4b16b18−a8b12b18−a10b12b16 −a4y26+a10y20 = −a8y22−a10y20 = a4y26+a8y22
=−a4a8b18−a4a10b16−a8a10b12
b212b
2
16 a4b12b
2
16+a8b
2
12b16 −y
2
20 =−a
2
4b
2
16−a4a8b12b16−a
2
8b
2
12
b212b
2
18 a4b12b
2
18+a10b
2
12b18 −y
2
22 =−a
2
4b
2
18−a4a10b12b18−a
2
10b
2
12
b2
16
b2
18
a8b16b
2
18
+a10b
2
16
b18 −y
2
26
=−a2
8
b2
18
−a8a10b16b18−a
2
10
b2
16
b212b16b18 a4b12b16b18−a8b
2
12b18−a10b
2
12b16 −y20y22=−a
2
4b16b18+a4a8b12b18+a4a10b12b16−a8a10b
2
12
b12b
2
16b18 −a4b
2
16b18+a8b12b16b18−a10b12b
2
16 y20y26= a4a8b16b18−a4a10b
2
16−a
2
8b12b18+a8a10b12b16
b12b16b
2
18
−a4b16b
2
18
−a8b12b
2
18
+a10b12b16b18 −y22y26=−a4a8b
2
18
+a4a10b16b18+a8a10b12b18−a
2
10
b12b16
b212b
2
16b18 a4b12b
2
16b18+a8b
2
12b16b18−a10b
2
12b
2
16 y58 =−a
2
4b
2
16b18−a4a8b12b16b18+a4a10b12b
2
16
−a28b
2
12b18+a8a10b
2
12b16
b2
12
b16b
2
18
a4b12b16b
2
18
−a8b
2
12
b2
18
+a10b
2
12
b16b18 y60 =−a
2
4
b16b
2
18
+a4a8b12b
2
18
−a4a10b12b16b18
+a8a10b
2
12
b18−a
2
10
b2
12
b16
b12b
2
16b
2
18 −a4b
2
16b
2
18+a8b12b16b
2
18+a10b12b
2
16b18 y64 = a4a8b16b
2
18+a4a10b
2
16b18−a
2
8b12b
2
18
−a8a10b12b16b18−a
2
10
b12b
2
16
b2
12
b2
16
b2
18
a4b12b
2
16
b2
18
+a8b
2
12
b16b
2
18
+a10b
2
12
b2
16
b18 y76 =−a
2
4
b2
16
b2
18
−a4a8b12b16b
2
18
−a4a10b12b
2
16
b18
−a28b
2
12b
2
18−a8a10b
2
12b16b18−a
2
10b
2
12b
2
16
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Now we will show that T (a9, c17)
+ ⊗ S is a two sided ideal of V . Recall the relations in
V :
bja9 = a9bj + c17aj−8 for j = 12, 16, 18;
aja9 = a9aj for j = 4, 8, 10;
Qc17 = c17Q for Q ∈ S,
and also observe that
QT (a9, c17)
+ ⊗ S ⊂ T (a9, c17)
+ for Q ∈ S
which is obtained by the repeated use of the above relations. Thus T (a9, c17)
+ ⊗ S is a
two sided ideal of V . Let Z(V ) and B(V ) be the sub-groups consisting of cocycles and
coboundaries in V respectively. Thus we have
Z(V ) =
(
(T (a9, c17)
+ ⊗ S) ∩ Z(V )
)
⊕ S ∩ Z(V ),
B(V ) =
(
(T (a9, c17)
+ ⊗ S) ∩ B(V )
)
⊕ S ∩B(V ).
Using the fact that T (a9, c17)
+ ⊗ S is a two sided ideal of V , we can show that
(T (a9, c17)
+ ⊗ S) ∩ Z(V ) and (T (a9, c17)
+ ⊗ S) ∩ Z(V )
are both two sided ideals of Z(V ). Hence
(T (a9, c17)
+ ⊗ S) ∩ Z(V )
(T (a9, c17)+ ⊗ S) ∩ B(V )
is an ideal of H∗(V ) = CotorH∗(E6)(Z3,Z3).
Here we have
(4.1) D ⊗ Z3[x36, x48, x54] =
(T (a9, c17)
+ ⊗ S) ∩ Z(V )
(T (a9, c17)+ ⊗ S) ∩ B(V )
(4.2) C ⊗ Z3[x36, x48, x54] =
S ∩ Z(V )
S ∩B(V )
In particular, it follows from (4.1) thatD⊗Z3[x36, x48, x54] is an ideal of CotorH∗(E6)(Z3,Z3).
The remaining part is to check the splitness. By the definition, it means that a relation
in C ⊗Z3[x36, x48, x54] is also that of CotorH∗(E6)(Z3,Z3). This fact is a direct consequence
of checking the relations stated in Theorem 2.3.B.
5. The May spectral sequence
In this section, we review our calculations from the view point of the May spectral
sequence [May1, 2]. For the sake of convenience, we recall the construction so that it fits
to our situation. Let us recall from [KM] the following
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Theorem 5.1. As an algebra, we have
H∗(E6) ∼= Z3[x8]/(x
3
8)⊗ Λ(x3, x7, x9, x11, x15, x17),
where the reduced diagonal map induced from the multiplication ϕ˜ : H˜∗(E6) → H˜
∗(E6) ⊗
H˜∗(E6) is given by
ϕ˜(xj) = x8 ⊗ xj−8 for j = 11, 15, 17,
ϕ˜(xj) = 0 otherwise.
Let A = H∗(E6) and I the augmented ideal generated by the elements x3, x7, x9, x11, x15,
x17. Let C
∗
A(Z3,Z3) be the cobar complex [May1, 2] and [x1| · · · |xn] denote an element of
C iA(Z3,Z3) = I
⊗i and C0A(Z3,Z3) = [ ]
∼= Z3. Then we can define a weight v of [x1| · · · |xn]
by
min{n1 + · · ·+ ni | xj ∈ I
nj , j = 1, · · · , i} ;
let F pC∗A(Z3,Z3) be the ideal generated by the elements [x1| · · · |xn] where 1 ≤ i such that
v([x1| · · · |xn]) ≥ p.
The construction of an injective resolution (see [SI] and [MS]) induces a surjection p
from C∗A(Z3,Z3) to V defined in Section 3; more concretely it is described as p([x3]) = a4,
p([x7]) = a8, p([x8]) = a9, p([x
2
8]) = c17, p([x11]) = b12, p([x15]) = b16, p([x17]) = b18. We see
that w([x28]) = 2 and w([xi]) = 1 for the other elements. Since w(a9bj) = w(bja9−c17aj−8) =
2 for j = 12, 16, 18, we can introduce the filtration F pV in V by p(F pC∗A(Z3,Z3)). We also
use the same letter w for the weight of an element of V . Then we have w(c17) = 2 and
w(ai) = w(bi) = 1. We denote by {Ep(V ), dp} the spectral sequence of V induced from the
above filtration.
Lemma 5.2. (i) We have
E1(V ) = Z3[x26]⊗ Z3[a4, a8, a10]⊗ Λ(a9)⊗ Z3[b12, b16, b18],
where w(a4) = w(a8) = w(a10) = w(a9) = w(b12) = w(b16) = w(b18) = 1 and w(x26) = 3.
(ii) After the Ep(V )-term for p ≥ 1, the spectral sequence coincides with the May
spectral sequence which converges to CotorH∗(E6)(Z3,Z3).
Proof. Since the only non trivial differential is given by d0(c17) = a
2
9, the argument to
obtain E1(V ) is the same as Section 3. The rest of the lemma follows from the definitions
of the May spectral sequence and the filtration. 
The next lemma follows from the proof of Lemma 3.2.
Lemma 5.3. E2(V ) is obtained from the differential
d1(b12) = −a4a9, d1(b16) = −a8a9, d1(b18) = −a10a9.
Hence E2(V ) is given in the formula of Lemma 3.2
At this point, the meaning of Lemma 3.7 given by [MS] becomes very clear.
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Proposition 5.4. E3(V ) is obtained from the differential
d2(a9Q) = −x26∂
2(Q) for Q ∈ Z3[a4, a8, a10, b12, b16, b18].
Furthermore, the May spectral sequence collapses at E3(V ).
Proof. By Lemma 3.3, we have
x26∂
2(−Q) = d(a9Q+ c17∂Q).
For the elements indicated from (3) to (7) at Lemma 3.2, it is easily shown that
w(a9Q + c17∂Q) = min{w(a9Q), w(c17∂Q)} = 1 + w(Q),
w(x26∂
2(−Q)) = w(x26) + w(∂
2(−Q)) = 3 + w(Q).
So we obtain the assertion since a9Q + c17∂Q is represented by a9Q at E2(V ). The other
statement follows from the calculation of E7 in Section 3. 
Remark 5.5 The argument in this section is hinted by the second work of Evens and
Siegel [ES]. They have given an example of an ungraded Hopf algebra with the type P
such that the May spectral sequence does not collapse at the E2-term. Corresponding to
their example is ours in a graded sense. The calculation of [MS] for other exceptional Lie
groups for odd prime seems probably to imply that the May spectral sequence converging
to CotorH∗(G)(Zp,Zp) collapses at the E3-level but does not at the E2-level possibly except
the case (E8, 3).
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