In this work, we study Hamiltonian systems in coadjoint orbits, and propose a new approach for Gelfand-Tsetlin integrable systems via Lax pair (L, P ). In order to obtain this new approach, we provide a formulation of Thimm's trick [18] by means of Lax equations. This last formulation allows us to recover the collective Hamiltonians [11] which compose the Gelfand-Tsetlin integrable system as spectral invariants of L.
Introduction
In this work we study Hamiltonian systems in coadjoint orbits of compact semi-simple Lie groups. Our main motivation is to understand how the integrability condition of a certain class of Hamiltonian systems, in the presence of symmetries, can be formulated in terms of Lax equations.
In [14] , Guillemin and Sternberg showed how to employ the Thimm's trick [18] in order to obtain quantities in involution defined by collective Hamiltonians in coadjoint orbits of compact semi-simple Lie groups. They also showed that for coadjoint orbits of the compact unitary Lie group U(n) the set of Poisson commuting functions provided by the Thimm's trick defines a completely integrable system. Guillemin and Sternberg called this class of integrable systems by Gelfand-Tsetlin integrable systems.
A remarkable feature of the Gelfand-Tsetlin integrable systems is their connection with representation theory of Lie groups and Lie algebras, and geometric quantization, see for instance [10] , and [11] . Since Gelfand-Tsetlin integrable systems were introduced, many other results concerned with Hamiltonian systems defined by collective Hamiltonians have been established. For instance, Guillemin and Sternberg in [11] studied in a general setting the constraints to get integrability for Hamiltonian systems composed by collective Hamiltonians. They showed that the necessary condition for integrability of collective Hamiltonians systems is that the space of invariant smooth functions needs to be an abelian algebra with respect to the Poisson bracket induced by the symplectic form. Furthermore, they concluded that this last context turns out to be the case for coadjoint orbits of U(n) and SO(n).
In this paper we deal with issues related to the construction of the Gelfand-Tsetlin integrable systems in coadjoint orbits of classical compact Lie groups and their formulation in terms of Lax pair.
A Lax pair (L, P ) consist of two matrix-valued functions on the phase space (M, ω) of the system, such that the Hamiltonian evolution equation of motion associated to a Hamiltonian H ∈ C ∞ (M ) can be written as a zero curvature equation dL dt + L, P = 0.
The notion of Lax pair is a new emergent language used in the studies of integrable systems, and one of the most important feature of this concept is the relation with the classical r-matrix, see [2] . The classical r-matrix was introduced in late 1970's by Sklyanin [22] , as a part of a vast research program launched by L. D. Faddeev, which culminated in the discovery of the Quantum Inverse Scattering Method and of Quantum Groups, see [4] . Motivated by the work [15] , and its relation with quantum groups, we propose a new approach for GelfandTsetlin integrable systems by means of the following result:
Theorem A. Let (O(Λ), ω O(Λ) , G, Φ) be a Hamiltonian G-space defined by an adjoint orbit of G = U(N ) or SO(N ). Then the Gelfand-Tsetlin integrable system is completely determined by a zero curvature equation
where L, P : O(Λ) → gl(r, R) is a pair of matrix-valued smooth functions.
Although the integrability condition ensures the existence of a Lax pair for integrable systems, it is not clear what would be a suitable choice for a such pair, since we do not have uniqueness for such a choice. Hence, the result above provides a canonical and concrete way to assign a Lax pair to Gelfand-Tsetlin integrable systems for adjoint orbits of U(N ) and SO(N ). The ideas involved in our construction are quite natural owing to the underlying matrix-nature which we have in the context of coadjoint orbits of classical compact Lie groups. Furthermore, all information about the Gelfand-Tsetlin pattern are encoded in the set of spectral invariants of the matrix L.
Besides the different approach which we provide in this work for Gelfand-Tsetlin integrable systems, we hope that the content which we have developed may help to establish new connections between Gelfand-Tsetlin integrable systems and associated topics like quantum groups, Yang-Baxter equation [9, p. 13-16] , and geometric quantization.
Collective Hamiltonians and Gelfand-Tsetlin integrable systems
In this section we provide an overview about the general features of Hamiltonian systems defined by collective Hamiltonians. The main purpose is covering the basic material in this topic, and explain Thimm's trick [18] .
We are interested in the study of certain class of Hamiltonian systems in coadjoint orbits, namely, the orbit O(λ) of the coadjoint representation Ad * : G → g * , of a semi-simple Lie group G through an element λ ∈ g * . If we consider a simple Lie group G, then we have the identification g ≃ g * , and then we can identify the coadjoint orbit O(λ) with the adjoint orbit O(Λ) through an element Λ ∈ g.
Remark.
The coadjoint orbits of a semi-simple Lie group G also appear in the literature as generalized flag manifolds. Such manifolds have a very rich geometry from the viewpoint of algebraic geometry, symplectic geometric and complex geometry, see [1] for further details.
It will be useful to consider some basic facts about the Lie-Poisson structure of the dual space g * of the Lie algebra associated to compact and connected Lie groups (see also [6] , [8, ex. 1.1.3] , or [9, p. 522-525] for further details): let M be a smooth manifold and let C ∞ (M ) denote the algebra of real-valued smooth functions on M . Consider a given bracket operation denoted by
The pair (M, {·, ·} M ) is called Poisson manifold if the R-vector space C ∞ (M ) with the bracket {·, ·} M defines a Lie algebra and
Remark. Given a symplectic manifold (M, ω), by solving the equation df + ι X f ω = 0, such that f ∈ C ∞ (M ), we can define a bracket {·, ·} M on M by setting
It is straightforward to see that (M, {·, ·} M ) defines a Poisson manifold.
Let g be a Lie algebra of a compact and connected Lie group G 1 . We have a Poisson bracket {·, ·} g * on the manifold g * defined as follows. Given F 1 , F 2 ∈ C ∞ (g * ) and ξ ∈ g * , we set
here we used the identification T * ξ g * ∼ = g, and from this (dF 1 ) ξ , (dF 2 ) ξ ∈ g. Also, it will be convenient to denote by ∇F (ξ) the element of g which satisfies the pairing
for every F ∈ C ∞ (g * ), ξ ∈ g * , and η ∈ T ξ g * . From this, we can rewrite the previous expression of {·, ·} g * as follows
1 Here it is worthwhile to point out that given a vector space V there exists a correspondence between Lie algebra structures on V and linear Poisson structures on V * , see [21, p. 367] for more details about this correspondence.
With the bracket above, the pair (g, {·, ·} g * ) is a Poisson manifold.
A Hamiltonian system (M, ω, H) defines a dynamic system which can be described in the following way. Since associated to any symplectic manifold (M, ω) we have a natural Poisson structure ·, · M induced by the symplectic structure, given F ∈ C ∞ (M ), the evolution equation of motion is given by
where ϕ t is the Hamiltonian flow of X H ∈ Γ(T M ), and H, F M = ω(X H , X F ). By means of the underlying Poisson structure of (M, ω), the equations which locally define the Hamiltonian system can be rewritten as
where (p, q) are local coordinates in (M, ω). We are interested in the following concept of integrability.
Definition. (Liouville integrability) Let (M, ω, H) be a Hamiltonian system, we say that such a system is integrable if there exists
From the first item of the integrability condition described above, in order to study integrable systems, it will be useful to consider the following concept.
Example 2.1. Consider the Poisson manifold (g * , {·, ·} g * ), described previously. Suppose that
for all ξ ∈ g * , a straightforward computation shows that
for all ξ ∈ g * . From this, we have
notice that ad * (X)ξ = −ξ • ad(X), ∀ξ ∈ g * , and ∀X ∈ g.
Since g = Lie(G) and G is connected, it follows that the Casimir functions of (g, {·, ·} g * ) are Ad * -invariant functions. Notice that the last equation above is also true if we take
for some F ∈ C ∞ (g * ), and C ∈ C ∞ (g * ) Ad * -invariant function.
It follows that the Casimir functions of (g, {·, ·} g * ) are exactly the Ad * -invariant functions.
For a more general discussion about Casimir functions with respect to the Lie-Poisson bracket see [7, p. 463 ].
We are interested in studying Hamiltonian systems defined by the following special class of functions.
Definition. Let (M, ω, G, Φ) be a Hamiltonian G-space. Given a smooth function F ∈ C ∞ (g * ), a collective Hamiltonian is defined by the pullback H = Φ * (F ) ∈ C ∞ (M ). Now, we will provide an expression for the Hamiltonian vector field X H ∈ Γ(T M ), associated to a collective Hamiltonian H = Φ * (F ) ∈ C ∞ (M ), for more details see [6, p. 241] .
At first, note that by fixing a basis {X i } for g, and denoting by {X * i } its dual, we have
where each component function Φ i = Φ, X i satisfies the equation
Recall that δτ denotes the infinitesimal action associated to the Hamiltonian action τ :
From the previous equations for the components of Φ, it follows that
Therefore we obtain
The description avove yields the following proposition:
Proof. The proof follows from the expression above for X H .
Remark. We notice that the expression above ϕ t (p) = τ (exp(t∇F (Φ(p))))p denotes a curve which satisfies
The curve above is not necessarily the flow of X Φ * (F ) . It is in fact the Hamiltonian flow of the vector field δτ (∇F (Φ(p))) ∈ Γ(T M ) through the point p ∈ M . As we will see below, the curve obtained in Proposition 2.1 will be the Hamiltonian flow of Φ * (F ) when F ∈ C ∞ (g * ) Ad * , i.e., when F is Ad * -invariant.
Let us briefly describe how we can find the Hamiltonian flow associated to a collective Hamiltonian Φ * (F ) ∈ C ∞ (M ). At first we take a trivialization of the tangent bundle T G of G by right invariant vector fields. From this, we consider the following vector field v ∈ Γ(T G), for a fixed point p ∈ M , given by
where R g : G → G denotes the right translation. Now, we consider the following smooth map induced by the action τ : G → Diff(M )
A straightforward computation shows that
Therefore, if we take the solution of the initial value problem
we can define a curve ϕ t (p) = τ (g(t))p which satisfies
The expression above can be rewritten as
that is, we have a solution for the initial value problem
Now we observe the following fact: if F ∈ C ∞ (g * ) Ad * , then
for every ξ ∈ g * and g ∈ G. Thus, we obtain
where
becomes exactly the equation of left invariant vector fields through the identity element.
In this last case, we have g(t) = exp(t∇F (Φ(p))) and the Hamiltonian flow associated to the collective Hamiltonian Φ * (F ) is exactly the curve described in Proposition 2. 
, from the last proposition above we have
Since Φ in this case is just the inclusion map, we have the following expression for the trajectory of X H through the point ξ ∈ O(λ)
It follows that the dynamic defined by H = Φ * (F ) ∈ C ∞ (O(λ)) can be understood through the equation which defines the left invariant vector field associated to ∇F (ξ) ∈ g.
Thimm's trick and Gelfand-Tsetlin integrable systems
Now we will describe how to obtain quantities in involution when we consider Hamiltonian systems defined by collective Hamiltonians. Now, back to the setting of Hamiltonian G-spaces, as we have seen previously, the Hamiltonian vector field associated to a collective Hamiltonian Φ * (F ) ∈ C ∞ (M ) is given by
If we consider other collective Hamiltonian Φ * (I) ∈ C ∞ (M ) for some I ∈ C ∞ (g * ), we have
Proof. See for instance [21, p. 497] .
From Proposition 2.2, and the previous comments, we obtain 2
for every p ∈ M and F, I ∈ C ∞ (g * ). Now we are in position to describe Thimm's trick [18] . Let (M, ω, G, Φ) be a Hamiltonian G-space as before. If we consider a closed and connected subgroup K ⊂ G, we have a natural Hamiltonian action of K on (M, ω) induced by restriction, it follows that we have a Hamiltonian K-space (M, ω, K, Φ K ), where the moment map
where π K : g * → k * is the projection induced by the inclusion k ֒→ g.
If we take two collective Hamiltonians
From the last equality we have the following proposition:
be a Hamiltonian G-space, and let K ⊂ G be a closed and connected subgroup. If we consider the Hamiltonian system (M, ω, Φ * K (I)), then all collective Hamiltonians obtained from the Casimir functions of (g * , {·, ·} g * ) and (k * , {·, ·} k * ) are quantities in involution for the system (M, ω, Φ * K (I)).
Proof. This result is a consequence of the ideas developed in [18] , [6] see also [14, prop. 3.1] . In fact, from the above comments, for
2 Given a map between Poisson manifolds Φ : (M, {·, ·}M ) → (N, {·, ·}N ), we say that Φ is a Poisson map if
The result of the last proposition is an application of the so called Thimm's trick, see [18] for more details. Notice that we can use the previous proposition iteratively on a chain of closed and connected subgroups
By denoting Φ j : (M, ω) → k * j the moment map associated to each Hamiltonian K j -space, with j = 0, . . . , s, and by considering the Hamiltonian system
, we obtain from Thimm's trick a set of functions in involution composed by collective Hamiltonians defined by Casimir functions of each Poisson manifold
. When M is a coadjoint orbit of some compact Lie group, and the integrability condition holds for the set of quantities in involution described above, the integrable system is called Gelfand-Tsetlin system [14] .
Generalities on Lax pairs and integrability
In this section we will introduce some basic ideas about the concept of Lax pair, and describe its relation with the study of integrability in the context of Hamiltonian systems. More details about this topic can be found, for instance, in [9] , [21, p. 578].
Lax pair and Hamiltonian systems
Let (M, ω) be a symplectic manifold. A Lax pair is given by a pair of matrix-valued smooth functions
such that L = L(γ(t)), P = P (γ(t)), for some smooth curve γ : I → (M, ω). It will be convenient to denote End(R r ) = gl(r, R), namely, we will consider the underlying natural Lie algebra structure induced by the commutator on End(R r ). Thus, the bracket in the last equation stands for the commutator in End(R r ). In the setting above the matrix-valued function L is called Lax matrix, and the matrixvalued function P is called auxiliary matrix. We say that a Hamiltonian system (M, ω, H) admits a Lax pair if the equation of motion associated to H ∈ C ∞ (M ) is equivalent to the equation
Notice that the derivative above is taken when we consider the composition of L with the Hamiltonian flow of X H ∈ Γ(T M ). The equation described above can be easily solved. Actually, if we consider the initial
where g : (−ǫ, ǫ) → GL(r, R) is determined by the initial value problem
, with g(0) = 1.
In fact, we have the following
Now, we can rewrite the second expression in the right side above as follows
From this, we can use
Hence, we obtain
where P (t) = dg dt g(t) −1 , with g(0) = 1. The computation above shows us that if we have a Lax pair for a Hamiltonian system, one can always solve the initial value problemL = [P, L], by solving P (t) = dg dt g(t) −1 , and the solution has the form L(t) = g(t)L 0 g(t) −1 . The key point which makes the existence of a Lax pair an important tool in the study of Hamiltonian systems is the following: suppose we have a Lax pair (L, P ) for Hamiltonian system (M, ω, H), if we consider a smooth function F : gl(r, R) → R which is invariant by the adjoint action, i.e.
, for all g ∈ GL(r, R), and X ∈ gl(r, R), and considering the composition I = F • L ∈ C ∞ (M ). Then, we obtain a function which is constant over the Hamiltonian flow of X H ∈ Γ(T M ). In fact, we have
Therefore,
Since we can get quantities in involution from the procedure described above, it follows that a Lax pair is an useful tool in the study of integrability. Lax pairs are not unique in general. In fact, besides of changes in the size of the matrixvalued functions, we can consider the natural action of the gauge group 3 G (M × R r ) on such a pair (L, P ) defined by
where g : (M, ω) → GL(r, R) is a smooth function. From the action above, by denoting
Since
Remark. In the last expression of P above we used the following notation
where R g(x) −1 is the right translation. Thus, we have dg dt (x)g(x) −1 ∈ gl(r, R). Let us illustrate how the ideas described so far can be applied in concrete cases.
Example 3.1. (Harmonic Oscillator) A basic example to illustrate the previous discussion is provided by the Harmonic Oscillator. Consider the Hamiltonian system (R 2 , dp ∧ dq, H), where the Hamiltonian function is given by
From this, we obtain the following equations of motion dq dt = p, and dp dt = −C 2 q.
We have a Lax pair L, P : (R 2 , dp ∧ dq) → gl(2, R) for the Hamiltonian system (R 2 , dp ∧ dq, H) defined by
In fact, by a direct computation we have
Here it is important to observe that
Furthermore, we have L 2 = 2H(q, p)1 and one can check that
Since the algebra of invariant functions by the adjoint action is generated by
the previous comments yield a complete description of the quantities in involution provided by the Lax pair, i.e., smooth functions of the form
Once integrability is a trivial issue in this case, the computations above provide a simple illustration of interesting properties of the Lax matrices in the study of Hamiltonian systems, further discussions and nontrivial examples can be found in [9] .
To find a Lax pair for a Hamiltonian system is not a simple task, and the existence of such a pair does not necessarily ensure integrability. On the other hand, as we will see below, the integrability condition ensures the existence of a Lax pair.
Actually, if we have an integrable system (M, ω, H), we can consider the equation of motion after a canonical transformation (q i , p i ) → (ψ i , F i ) as follows:
Now, we define the Lie algebra generated by {A i , B i | i = 1, . . . , n}, with the following bracket relations
It follows from Ado's theorem that this Lie algebra can be realized as a matrix Lie algebra. From this, we can define the Lax pair by setting
A straightforward computation shows us that
Hence, we obtain the equivalence between the equation of motion associated to X H ∈ Γ(T M ) and the Lax equation.
Now, suppose that for a Hamiltonian system (M, ω, H) we have a Lax pair L, P : (M, ω) → gl(r, R), such that L can be diagonalized, namely,
where Λ = diag(λ 1 , . . . , λ r ). One can check that the functions defined by λ k are conserved quantities, i.e., H, λ k M = 0, ∀k = 1, . . . , r. Now, let {E ij } be the canonical basis for gl(r, R). With respect to this basis we can write
Since the components L ij of L are functions defined on (M, ω), we can evaluate the Poisson bracket L ij , L kl M and gather the result in the following way. We set
From the last comments, for an integrable system (M, ω, H) we have the following result [9, p. 14]
Proposition 3.1. The involution property of the eigenvalues of L is equivalent to the existence of a matrix-valued function r 12 on the phase space (M, ω) such that:
where the matrix-valued functions r 12 and r 21 are, respectively, defined by
r ij,kl E ij ⊗ E kl , and r 21 = ij,kl r ij,kl E kl ⊗ E ij , the matrix r = (r ij,kl ) is called r-matrix.
In the context of the Proposition 3.1, the Jacobi identity of the Poisson bracket provides the following constraint on the matrix r:
When r is anti-symmetric, r 12 = −r 21 , the equation avove r, r = 0 is called the classical Yang-Baxter equation (CYBE). The CYBE first appeared explicitly in the literature in integrable Hamiltonian systems, but it is a special case of the Schouten bracket in differential geometry, introduced in 1940's, see [2, p. 50 ] for more details. It is worth pointing out that, besides of the approach via integrable systems, solutions of the CYBE are also interesting for the study of quantum groups and related topics, see for instamn [2] .
4 A Lax pair formalism for Gelfand-Tsetlin instegrable systems
Lax equation and collective Hamiltonians
Let us start by describing the relation between collective Hamiltonians and the Lax equation.
As we have seen in the Subsection 2.2, the functions which compose Gelfand-Tsetlin systems are given by collective Hamiltonians, i.e., if we consider a Hamiltonian G-space (M, ω, G, Φ), we can take F ∈ C ∞ (g * ) and consider the smooth function given by
the Hamiltonian vector field associated to a function defined as above has the following expression
for every p ∈ M , see for instance Equation 2.1. Here, as before, δτ denotes the infinitesimal action of G and ∇F (Φ(p)) ∈ g is obtained by the pairing (dF ) Φ(p) = · , ∇F (Φ(p)) . Now, if we consider the Hamiltonian G-space (O(λ), ω O(λ) , G, Φ) and take a collective Hamiltonian Φ * (F ) ∈ C ∞ (O(λ)), we have
By means of the Ad-invariant isomorphism g * ∼ = g, and the identification of coadjoint and adjoint orbits O(λ) ∼ = O(Λ), we obtain from the ordinary differential equation associated to X Φ * (F ) the following expression
for every initial condition Z ∈ O(Λ). Since the moment map Φ : O(Λ) → g is just the inclusion map, we have the following equation for every
notice that if we denote X = ∇F (Φ(ϕ t (Z)) and Y = ϕ t (Z), we have
From this, we have the following proposition:
, then the dynamic associated to any collective Hamiltonian is completely determined by a zero curvature equation
where L, P : O(Λ) → g.
Proof. Let Φ * (F ) ∈ C ∞ (O(Λ)) be a collective Hamiltonian associated to F ∈ C ∞ (O(Λ)). From the Hamiltonian flow of X Φ * (F ) ∈ Γ(T O(Λ)) we have the following ordinary differential equation (ODE)
for every Z ∈ O(Λ). We define the following pair of Lie algebra valued functions
From the previous comments, we obtain
Hence, from our definition of L and P the last expression is exactly
for every Z ∈ O(Λ). Now, we notice that, since the adjoint action of G on its Lie algebra is a proper action, we have that O(Λ) ⊂ g is an compact embedded submanifold of g. It follows that C ∞ (O(Λ)) = Φ * (C ∞ (g)), see for instance [23, p. 29] , [21, p. 181-283] . Thus, given ψ ∈ C ∞ (O(Λ)), we have I ∈ C ∞ (g), such that ψ = Φ * (I). Therefore, the equation of motion
can be rewritten as follows 
2) it follows that the dynamic of the Hamiltonian system (O(Λ), ω O(Λ) , Φ * (F )) is completely determined by the zero curvature equation (Lax equation)
, where L = Φ and P = ∇F (Φ).
Once we have described the dynamic associated to any collective Hamiltonian in terms of such a kind of zero curvature equation, our next task will be understanding how we can use the zero curvature equation described above in order to recover the quantities in involution obtained by means of Thimm's trick.
Thimm's trick and spectral invariants
In what follows, we establish a relation between Thimm's trick and the zero curvature equation described in the previous section. Let (O(Λ), ω O(Λ) , G, Φ) be a Hamiltonian G-space as before, and let K ⊂ G be a closed connected subgroup of G. By restriction we can consider the Hamiltonian K-space (O(Λ), ω O(Λ) , K, Φ K ), where
Here we denote by π K : g → k the projection map. Now, by taking F ∈ C ∞ (k), we consider the collective Hamiltonian Φ * K (F ) ∈ C ∞ (O(Λ)). Note that
From this, we denote F = F •π K and consider Φ * K (F ) = Φ * ( F ) also as a collective Hamiltonian associated to the Hamiltonian G-space (O(Λ), ω O(Λ) , G, Φ). From the last section, we have the dynamic associated to Φ * ( F ) completely determined by the Lax equation
, where L = Φ and P = ∇ F (Φ).
for every Z ∈ g.
Proof. We first choose a basis {X i } for g. By definition of the ∇ F , we have
we choose a basis obtained from a completion of a basis for
From the result above, we see that for the Lax pair L = Φ and P = ∇ F (Φ) associated to F = F • π K , we have
and
Furthermore, we have the following equation
where ϕ t (Z) is the Hamiltonian flow of X Φ * ( F ) . In fact, if we denote W = ϕ t (Z) ∈ O(Λ) and
Note that the equality in the right side of Equation 4.1 follows from the fact that Φ K is equivariant and Y = ∇F (Φ K (ϕ t (Z)) ∈ k. Now, if we take I ∈ C ∞ (k) and consider the collective Hamiltonian ψ = Φ *
from the equation of motion associated to the Hamiltonian system (O(Λ),
which can be rewritten as follows
However, the left side on Equation 4.3 can be written as
From this, one can see that the equation of motion
is completely determined by the zero curvature equation
By taking L K = Φ K and P k = ∇F (Φ K ), we obtain the following proposition:
be a Hamiltonian G-space, and let K ⊂ G be a closed and connected Lie subgroup. Given F ∈ C ∞ (k), the equation of motion of the
where L = Φ and P = ∇F (Φ K ). Particularly, if ψ ∈ Φ * K (C ∞ (k)), we have the equation
Proof. The first equation follows directly from Proposition 4.1 and from the Lemma 4.1. The second statement follows from the fact that, if ψ ∈ Φ * K (C ∞ (k)), we have ψ = Φ * K (I) for some I ∈ C ∞ (k). Therefore,
In what follows we will illustrate how one can use the results developed so far to recover some familiar facts which are used in the construction of the Gelfand-Tsetlin integrable systems [14] . 
where U ∈ GL(3, C). By restriction we have a Hamiltonian U(3)-space (O(Λ), ω O(Λ) , U(3), Φ U (3) ).
For the sake of simplicity, in what follows we will denote Φ U(3) = Φ 3 . If we consider the Hamiltonian system (O(Λ), ω O(Λ) , Φ * 3 (F )), for some F ∈ C ∞ (u(3)), the previous proposition provides an alternative way to study the dynamic of the Hamiltonian vector field X Φ * 3 (F ) in terms of the equation
for L = Φ and P = ∇F (Φ 3 ). As we have seen, we can take
for all Z ∈ O(Λ). Now, we consider the collective Hamiltonian ψ = Φ * 3 (I) ∈ C ∞ (O(Λ)), where I ∈ C ∞ (u (3)) is given by I(X) = det(X), for every X ∈ u(3).
Here we used the identification u(3) ∼ = iu(3) in order to get a real-valued function. Let us denote ψ = det(Φ 3 ). By looking at the equation of motion
where L 3 = Φ 3 and P 3 = ∇F (Φ 3 ), we observe that in this case we have
It follows from the previous comments that
From Jacobi's formula we have
for every matrix-curve A(t). Hence, we have
From this, we can use the equation Remark. The conclusion of the Example 4.1 is actually a more general fact. Under the hypothesis of the Proposition 4.2, for ψ ∈ Φ * K (C ∞ (k)) we can associate the following equations:
If we denote ψ = Φ * K (I), we have that the equations above are related by
i.e., ψ is a constant of motion of the Hamiltonian system (O(Λ), ω O(Λ) , Φ * K (F )). In fact, the ideas above can be seen as an alternative way to recover Thimm's trick, see Proposition 2.3.
Now, let us denote by
the subspace of functions which commute with Φ * K (F ) ∈ C ∞ (O(Λ)). The next result provides a characterization for this subspace.
) be a Hamiltonian system as before, then the subspace
is given by the pullback by the moment map Φ : O(Λ) → g of the following subspace
Proof. The proof goes as follows: if we take ψ = Φ * (I) ∈ I Φ * K (F ) , we obtain
Hence, we have I Φ * K (F ) = Φ * (I (L,P ) ). As we have seen so far, all about the study of quantities in involution obtained through of Thimm's trick and collective Hamiltonians can be recovered by means of the Lax pair. Actually, Proposition 4.3 shows that, for I ∈ C ∞ (k) Ad , we have
From the last results and comments we have the following Theorem:
if we denote by Φ l the moment map associated to the Hamiltonian action by restriction of each subgroup K l , then for every F ∈ C ∞ (k s ), we can associate to the Hamiltonian system
Proof. The result follows from the fact that
Now we notice that
However, the last expression above is exactly
for every Z ∈ O(Λ) and for every k = 0, 1, . . . , s.
Now we observe the following fact: Under the hypothesis of the last Theorem 4.1, given
We obtain the following result:
Corollary 4.1. Under the hypothesis of Theorem 4.1, if we suppose that rank(
Proof. It follows from the following fact: if we fix r k generators for C ∞ (k k ) Ad , from the previous ideas we have
We notice that, from Corollary 4.1, if we take
It follows that ψ 1 ψ 2 ∈ I Φ * s (F ) . Furthermore, we can suppose k ≥ l, and obtain
notice that I 1 is a Casimir function. It allows us to define the following Poisson subalgebra of (C ∞ (O(Λ)), {·, ·} O(Λ) ).
Definition. Under the hypothesis of the Theorem 4.1, we define the Gelfand-Tsetlin commu-
where S(k k ) Ad denotes the subalgebra of Ad-invariant polynomial functions. Particularly, we have Γ Φ * s (F ) ⊂ I Φ * s (F ) . Our motivation for the definition above of Gelfand-Tsetlin Poisson subalgebra is the concept of the Gelfand-Tsetlin subalgebras of the universal enveloping algebras, which are examples of Harish-Chandra subalgebras [3, p. 87 ], see also [5] .
In order to illustrate the content of the last theorem, we consider the following example:
, and take the following chain of closed connected subgroups
given by the group of matrices of the form
where U ∈ GL(k, C), k = 1, 2, 3. Associated to this chain we can consider the Hamiltonian (1)) and consider the Hamiltonian system (O(Λ), ω O(Λ) , Φ * 1 (F )), from Theorem 4.1 we have
. From this, we look at the generators of S(u(k)) Ad in order to understand Γ Φ * (F ) .
For S(u(3)) Ad we have the following generators:
• I
1 : X → Tr(X), for every X ∈ u(3),
3 : X → det(X), for every X ∈ u(3).
For S(u(2)) Ad we have the following generators:
1 : X → Tr(X), for every X ∈ u(2),
2 : X → det(X), for every X ∈ u(2).
For S(u(1)) Ad , since u(1) = iR, we observe that
Thus, we have the function I
1 : X → iX, for every X ∈ u(1). As expected, the functions
provide a complete integrable system in O(Λ) ⊂ u(4). It is in fact the Gelfand-Tsetlin system, see [14] . The important fact to notice here is that the above set of functions generates Γ Φ * (F ) .
As we have seen in Theorem 4.1, associated to the Hamiltonian system (O(Λ), ω O(Λ) , Φ * 1 (F )) we have the following set of equations:
we obtain from this a pair of matrix-valued functions L, P : O(Λ) → u (6) . The interest point is that a straightforward computation shows us that
for every Z ∈ O(Λ). Furthermore, we can recover the Gelfand-Tsetlin system in just one equation
In fact, we have:
From this, we obtain:
2 )
2 )t + Φ * 3 (I
3 ).
Hence, the Equation 4.8 defined by L encodes all the quantities in involution which define the Gelfand-Tsetlin integrable system.
The last comments in the example above are more general. In fact, if we consider a Hamiltonian system (M, ω, H) which admits a Lax pair L, P : M → gl(r, R), then the coefficients of the characteristic polynomial of L, namely,
provide a set of quantities in involution for the Hamiltonian system (M, ω, H). Actually, if we take
On the other hand, since f l : gl(r, R) → R is Ad-invariant, we have
It is worth pointing out that the coefficients of the characteristic polynomial of L can be expressed in terms of functions of the form Tr(L k ), k = 0, 1, 2 . . .. From this, if L = U ΛU −1 , with Λ ∈ gl(r, R) being a diagonal matrix of the form
it follows that the functions defined by the eigenvalues of L are quantities in involution for the Hamiltonian system (M, ω, H). The constants of motion obtained from the characteristic polynomial of L are called spectral invariants. We will denote the set of spectral invariants associated to a Lax pair by σ(L) ⊂ C ∞ (M ).
As we have seen, once we have a Lax pair (L, P ) for a Hamiltonian system (M, ω, H), we can take the solution for the zero curvature equation 
, we have a natural chain of closed connected subgroups to consider, namely,
given by block diagonal matrices. Applying the previous results we have the following Proposition:
If we take a chain of closed connected subgroups given by diagonal blocks
where rank(K l ) = r l for each K l . Then, for F ∈ C ∞ (k s ), the Hamiltonian system (O(Λ), ω O(Λ) , Φ * s (F )) admits a pair of matrix valued functions L, P : O(Λ) → gl(r, R) which satisfies the zero curvature equation
for all Z ∈ O(Λ), where ϕ t (Z) denotes the Hamiltonian flow of Φ * s (F ).
Proof. At first, we consider the set of Lax equations associated to the chain of closed connected subgroups (Theorem 4.1)
. , s , and P = diag P k k = 1, . . . , s .
From this, we have L, P : O(Λ) → gl(r, R), such that r ≥ r 1 + . . . + r s . Notice that k k is a matrix Lie algebra for each k = 1, . . . , s. A straightforward computation shows us that
. From these, we have the desired result.
Remark. In the proof of the Proposition 4.4 we can also denote the block diagonal matrices L and P by
Furthermore we can choose r ∈ N, such that
We have the following direct consequences from the previous result: By means of the content which we have established so far we have the following Theorem:
such that the spectral invariants σ(L) of L define an integrable system in O(Λ). Furthermore, this integrable system coincides with the Gelfand-Tsetlin integrable system.
Proof. The proof follows from the following facts. We first take the chain of closed connected subgroups given by block diagonal matrices
Then, we apply the Proposition 4.4. Given Z ∈ O(Λ), since L k (Z) = Φ k (Z) belongs to u(k) or so(k), with 1 ≤ k < N in the first case, and 2 ≤ k < N in the second case, we can diagonalize the matrix L, which is defined by diagonal blocks L k . From this, the spectral invariants of L defines the Gelfand-Tsetlin integrable system, i.e., all the information about the Gelfand-Tsetlin integrable system are codified in σ(L).
The definition of the Gelfand-Tsetlin spectrum σ(L) which we set in this work gather together all the information about the Gelfand-Tsetlin integrable system and Gelfand-Tsetlin basis in a single object. In fact, the functions which define the spectrum of L satisfy the Gelfand-Tsetlin pattern, which in turn parameterizes the Gelfand-Tsetlin basis. Thus, besides recovering all the well known results our approach, also incorporate new elements on the study of the Gelfand-Tsetlin integrable system.
Liouville's Theorem and Lax formalism for Gelfand-Tsetlin integrable systems
In this section we will perform some computations using the content developed in the previous section. The idea is to describe by means of concrete examples the Darboux's coordinates provided by the Gelfand-Tsetlin integrable systems. Although in the context of integrability we can apply the Liouville-Arnold Theorem, for our exposition we will just deal with Liouville's theorem. Actually, the study of the Lagrangian fibrations which we have associated to integrable systems goes beyond our purpose for this work, thus we will not approach Arnold's theorem. Let us start recalling very quickly the statement of Liouville's Theorem. Let (M, ω, H) be an integrable system. By definition of the Liouville integrability condition, there exists
We usually take H = H 1 . In the setting above we can set
where x i • H = H i , for every i = 1, . . . , n, here we denote by x i : R n → R, the standard coordinate system of R n . ( q, p) = ( q 1 , . . . , q i + t, q i+1 , . . . , q n , p 1 , . . . , p n ).
In order to study the relations between Liouville's theorem with our Lax pair formulation for Gelfand-Tsetlin integrable systems, from now we consider the classical case provided by the compact Lie group G = U(N ). By fixing an element Λ = diag(iλ 1 , . . . , iλ N ), with 
From this we have
These two last equations provide a big set of quantities in involution defined by the functions
hence we have a Lagrangian foliation defined in open dense subset of O(Λ) which is generated by the vector fields
for further details about the properties of collective Hamiltonians and their Hamiltonian vector fields see [6] . As we can see, the quantities in involution above are exactly the functions which defines the well-known Gelfand-Tsetlin integrable system introduced in [14] . We notice that, since
, and
it follows that Equation 4.1 becomes
Thus, we have det L − 1 N(N−1)
and if we denote λ 
for every X ∈ O(Λ), 1 ≤ k ≤ N − 1. These inequalities are essentially the Gelfand-Tsetlin pattern, cf. [14] . Now, we take a look at the content of Corollary 4.3. In this concrete case of G = U(N ) we have the Gelfand-Tsetlin spectrum σ(L) given by ( q, p) = q 1 , . . . , q i + t, q i+1 , . . . , q n , p 1 , . . . , p n . Now, let us perform some concrete computations by following the ideas above on the basic example which we have examined on the previous sections. As we have seen, by taking F ∈ C ∞ (u(1)) we obtain a Hamiltonian system (O(Λ), ω O(Λ) , Φ * 1 (F )) and an associated set of Lax equations
where L k = Φ k , and P k = ∇(F • π k 1 )(Φ k ), for k = 1, 2, 3. These equations allow us to define a Lax pair L, P : O(Λ) → u(6) defined by L = diag L k k = 1, 2, 3 , and P = diag P k k = 1, 2, 3 .
Thus, we have an associated zero curvature equation d dt L + [L, P ] = 0 which encodes all about the well known Gelfand-Tsetlin integrable system. In fact, as we have described in this section, we can recover the Gelfand-Tsetlin integrable system by means of the characteristic
Notice that Equation 4.4 provides the following description for the quantities in involution involved in the construction of the Gelfand-Tsetlin integrable system:
Hence, the relation between the eigenvalues of L and the quantities in involution given by the coefficients of the characteristic polynomial can be described from the following expressions:
• Tr(L 2
