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SUMMARY
Extreme heat events are responsible for more annual fatalities in the United States than
any other form of extreme weather. Urban centers are particularly vulnerable to the threats
of excessive heat as most cities are home to large populations of lower income individuals
who often lack access to air conditioning or adequate healthcare facilities. Urban popula-
tions are also more likely to be exposed to extreme heat due to the urban heat island (UHI)
phenomenon. As the global population continues to urbanize, the number of vulnerable
individuals will continue to increase making urban heat island mitigation strategies all the
more important. This research explores urban agriculture as an urban heat island mitigation
strategy. Though previous work has examined the role of vegetation in mitigating the UHI
effect, the potential of urban agriculture as a mitigation strategy has yet to be investigated. I
focus my investigation in the city of Atlanta, GA, as Atlanta has one of the fastest growing
urban heat islands, and has exhibited significant increasing trends in heat waves.
In this dissertation, I conduct a land cover analysis to investigate the climate effect of
urban agriculture on local temperatures. I use satellite temperature data, land cover data,
and urban form metrics to estimate how the percent change in urban agriculture impacts
local temperatures. My research shows that urban agriculture decreases high nighttime
temperatures during summer months, which is an important public health finding as night-
time temperatures are a better metric for capturing negative health effects from extreme
heat than daytime temperatures. At the local level, an increase of 10-acres per km2 in agri-
cultural land cover can reduce nighttime temperatures by approximately 0.65◦F accounting
for approximately 10% of Atlanta’s UHI effect. Agricultural lands outperformed forested
land cover as a nighttime cooling mechanism across the Atlanta MSA. Though agricultural
lands can act as a successful heat mitigation strategy by lowering nighttime temperatures,
during heat waves the magnitude of the cooling effect is diminished. As such, I argue for an
active management strategy to ensure that urban agriculture maintains its cooling potential
xvi
during extreme heat conditions.
To investigate whether the urban form of a neighborhood plays an important role in how
well vegetative strategies perform in reducing temperatures, I create urban form typologies
based on Atlanta’s urban morphology. The urban form typologies are based on character-
istics that have been used to define “local climate zones”. Specifically, I investigate how
urban form at the neighborhood scale impacts the relationship between urban agriculture
and local climate and uncover an interaction effect between urban agriculture and urban
form when a heat wave is present. Agricultural implementations in dense urban neighbor-
hoods decrease temperatures more than in the residential areas. Additionally, I found that a
minimum of seven acres of agricultural lands must be implemented per km2 before cooling
effects will occur. As such, I argue that urban agriculture should not only be placed in cities
but that the morphology of the built environment should be taken into consideration when
selecting locations for urban agriculture.
My research builds on work examining the potential of urban agriculture to effectively
revitalize neighborhoods with vacant properties and reclaim brownfield sites in urban ar-
eas. When designing heat mitigation strategies, it is important for planners and policy
makers to quantify the difference between vegetative approaches in order to understand the
tradeoffs they are making climatically, environmentally, and socially. As such the results
of my research can help guide planners when selecting between vegetative UHI mitigation




Today, extreme heat events are responsible for more annual fatalities in the United States
than any other form of extreme weather [1, 2]. This is seen most directly when extreme
temperatures result in a high number of heat-related illnesses, such as heat exhaustion,
heat cramps, and heat stroke, which can lead to death. Temperature extremes are known
to exacerbate health conditions already compromised by cardiovascular and respiratory
illness, leading to an increase in heat-related mortality [3, 4].
On average, yearly estimates of heat-related deaths in the United States range from 170-
690 per year [1, 2, 3]. This range is large because heat related deaths are often difficult to
classify and therefore frequently go unnoticed especially during heat waves that fall below
the threshold of public awareness. Differing state standards on heat-related mortality clas-
sification as well as the large number of symptoms that can result in heat-related mortality
further complicates accurate diagnosis [5]. In the United States, the Midwest heat waves
of 1995 and 1999 claimed more than 1,000 and 300 lives, respectively. More recently, heat
waves of unprecedented intensity and duration in Europe have resulted in much greater
loss of life, with more than 70,000 fatalities estimated from a 2003 European heat wave
and more than 50,000 from a 2010 heat wave in Russia [6, 7, 8]. These recent heat waves
rank amongst the most deadly weather-related disasters on record in the last century.
Cities are particularly vulnerable to heat waves because of the urban heat island effect
and because of the high number of socially vulnerable residents in cities. In its most basic
form, the urban heat island effect is seen when temperatures in cities are higher than tem-
peratures in their surrounding rural areas. This amplification in local urban temperatures
is due to the creation of the urban environment where natural landscapes are displaced for
impervious surfaces such as roads, buildings and parking lots, and where the overall albe-
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dos of the urban environment are lowered due to asphalt roads and black rooftops among
many other construction materials [9].
The built up environments of urban areas create urban canyons that further trap radiant
heat and excess waste heat is generated through the continuous use of machines like air
conditioners and vehicles. Due to urban heat islands, cities are not only warmer than their
rural counterparts but they are warming at a faster rate, a rate that is twice as fast as the
planet as a whole [10]. Cities are outpacing global temperatures changes due to climate
change. This increased rate in temperature change makes cities particularly susceptible to
extreme heat events and heat waves. Heat wave characteristics, such as frequency, timing,
duration and intensity, have been found to be increasing for large US cities [11]. The
increasing amplification of temperatures due to the urban heat island effect and increases in
the number of heat waves over time place city residents in a very vulnerable position. Urban
centers are particularly vulnerable to the threats of excessive heat as most cities are home to
large populations of lower income individuals who often lack access to air conditioning or
adequate healthcare facilities. As the global population continues to urbanize, the number
of vulnerable individuals will continue to increase making urban heat island mitigation
strategies all the more important [12].
Mitigation of a city’s urban heat island is an important focus for all major cities. Ex-
treme heat is a serious public health concern and by lessening the effect of urban heat is-
lands cities can create cooler climates. Cities can effectively mitigate the urban heat island
effect through numerous interventions by targeting albedo and waste heat, and employing
vegetative strategies. Cities can use albedo enhancements through cool roofing and paving
strategies to increase the albedo of urban surfaces and in turn lower the amount of solar
radiation that is absorbed in urban environments [13, 14]. In places with sufficient rainfall,
vegetation strategies have been shown to be the most effective strategy for lowering urban
temperatures, with as much as a 50% reduction in the urban heat island [15, 16].
Cities like Chicago have implemented aggressive green roof policies to combat the ur-
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ban heat island effect, and Los Angeles has committed to planting 1 million trees through-
out the city in the near future [17, 18, 19]. Urban heat island research has extensively
investigated the role of vegetation in cooling urban environments because of its efficacy.
In essence, vegetative approaches are an attempt to revert the urban landscape back to its
natural land cover in order to capture natural cooling mechanism embedded in vegetation.
Of all the vegetative strategies explored for cooling strategies, urban agriculture remains
largely unexplored. Cities across the country are making a move toward reintroducing
agriculture inside city limits [20]. Though there are many social benefits resulting from
urban agriculture a connection between urban agriculture and urban heat islands has yet to
be made.
In my dissertation research I explore how urban agriculture affects the local (neigh-
borhood scale) climate investigating the potential for urban agriculture to cool the local
climate by lowering temperatures in urban areas. I will compare urban agriculture to other
vegetative strategies, examine urban agriculture typologies and the urban form of neighbor-
hoods to understand how form and context drive cooling effects, and will explore how well
urban agriculture maintains its cooling strength during extreme heat conditions. Finally I
will investigate the strategy of converting vacant parcels to urban agriculture in an effort to
assess the opportunities that many cities presently have to quickly implement change. To
address these research questions, I situate my investigation in the city of Atlanta, GA.
1.1 Research Question and Objectives
My research bridges two built environment and health research areas: urban heat islands
(UHI) and urban agriculture. I am specifically interested in investigating the potential for
urban agriculture to act as an urban heat island mitigation strategy at the neighborhood
scale. I have five research objectives:
1. to examine the potential for urban agriculture to cool the local climate by lowering
temperatures in urban areas;
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2. to compare the performance of urban agriculture to the UHI mitigation strategy of
urban forestation;
3. to quantify the amount of land that needs to be converted to urban agriculture in order
to receive a measurable local climate benefit;
4. to investigate how different patterns of urbanization mediate the influence of urban
agriculture on local climate;
5. to investigate whether urban agriculture as a heat mitigation strategy is as effective
during extreme heat conditions.
Before addressing these research objectives, I first perform a comprehensive literature
review to motivate my work and identify relevant gaps in the research literature. I then
discuss my research approach and begin by giving a brief overview of my research meth-
ods revisiting my research questions with a table that synthesizes my research questions,
research objectives, hypotheses, and methods, and discuss the rationale for choosing At-
lanta, GA as the study site. Next I discuss the two methodical approaches that I will use to
answer my research questions. My research design utilizes satellite temperature,land cover
data and urban form metrics in multivariant regression models to evaluate the climate ben-
efit of urban agriculture. I discuss the data, methods, and results for each research question
in detail in the following chapters. The dissertation ends with policy recommendations that




The literature review begins by discussing climate change and the role that land cover
change plays in climate change at the regional and local level. Next I present a review
of the literature investigating why cities are vulnerable to extreme heat by demonstrating
the increasing temperature trends in cities. I then explore various UHI mitigation strate-
gies illustrating the potential for urban agriculture to be included amongst these strategies,
specifically analyzing the physiological difference between urban afforestation and urban
agriculture. Because urban agriculture has myriad benefits beyond the climate benefit, I
investigate the current state of urban agriculture, exploring how and why urban agriculture
is being implemented across the country. I conclude the literature review with a discussion
of why a local analysis of UHI mitigation strategies is an important contribution to the
research field as well as for communities.
2.1 Climate Change
Land cover change (LCC) is one of the main planetary modifications caused by human
actions, yet it is almost completely ignored by climate change institutions as an area of
focus for strategies addressing climate change mitigation. Climate change policy institu-
tions usually consider atmospheric concentrations of greenhouse gasses as the main driver
of climate change and therefore set mitigation policies designed to curb greenhouse gas
emissions. These strategies overlook the impact of land cover change on global warming
as well as the role that land cover change plays in the global, regional and local climate
system.
The Intergovernmental Panel on Climate Change’s (IPCC) Fifth Assessment claims that
the Earth is warming and that this “warming of the climate system is unequivocal”(IPCC
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Figure 2.1: Global temperature anomalies illustrated with a 60 month and 132 month run-
ning average [21].
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2014). Historical analyses have illustrated that since the 1970s, the global climate has in-
creased by 0.2◦C per decade (see Figure 2.1) [21]. The IPCC states that this warming trend
is linked with anthropogenic forces and is due to the unprecedented levels of CO2 in the
atmosphere. Current climate change policy institutions, such as the IPCC and the US EPA,
have set mitigation policies primarily focused on addressing atmospheric concentrations of
greenhouse gas emissions. But are these mitigation policies going to be truly effective if
they only target concentrations of greenhouse gases?
2.2 Greenhouse Gases
To understand the basic science behind greenhouse effect, it is important to first understand
the three principal factors that influence the temperature of the Earth’s surface:
1. The amount of incoming solar radiation entering Earth’s atmosphere.
2. The albedo (reflectivity) of Earth’s surface.
3. The presence of black bodies in the atmosphere [22].
Solar radiation is emitted from the sun as shortwave radiation. The frequency of radi-
ation is directly related to the warmth of the emitted body- the higher the frequency, the
higher the temperature. Therefore, the high temperature of the sun results in the emis-
sion of high frequency (shortwave) radiation. On the other hand, when solar radiation is
absorbed by the Earth’s surface it is reemitted as long wave radiation. The frequency de-
creases because the surface of the planet is much cooler than the temperature of the sun.
For all intents and purposes we can consider the amount of incoming solar radiation to be
fixed, though the level of incoming radiation changes marginally over time. Therefore the
temperature of the planet is primarily affected by changes in its albedo and the amount of
black bodies in the atmosphere.
The albedo of a surface refers to the amount of solar radiation that the surface mate-
rial reflects instead of absorbing. Changes in land cover can have a dramatic affect on the
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albedo of the Earth. For example, ice has a high albedo and therefore reflects more incom-
ing solar radiation than other land cover classes. This reflected energy does not increase
Earth’s temperature because it leaves Earth’s system. Black bodies are concentrations of
greenhouse gases (GHGs) that reabsorb and emit long wave infrared radiation from the
Earth’s surface.
The major constituent gases present in the atmosphere do not absorb shortwave radia-
tion. Instead the majority of solar radiation passes through the atmosphere. The radiation
that is not reflected by Earth’s surface is absorbed and warms the Earth. When the Earth
absorbs incoming radiation that is not reflected back by albedo, it reemits this energy as
long wave infrared radiation. The greenhouse gases in the atmosphere are not transparent
to long wave radiation and therefore some if not all of the heat energy is absorbed and
reemitted back to the ground level. This process is known as the greenhouse effect.
Water vapor is a very large contributor to the greenhouse gas effect. Water vapor in
the atmosphere frequently condenses to form clouds. Clouds both reflect incoming solar
radiation and absorb Earth’s infrared radiation. The thickness of a cloudbank determines
whether it cools or warms the environment. Clouds have a systematic feedback loop that
can be positive or negative depending on the thickness of the cloud. Whether clouds act
as a cooling mechanism depends on whether they cool or warm more, which is directly
associated with the thickness of the cloud. The effects of clouds bring in a lot of uncertainty
into climate models that are used for future temperature predictions.
Carbon dioxide is also a greenhouse gas and the presence of CO2 in the atmosphere is
tied to both natural and anthropogenic causes. One area of uncertainty in climate change
science pertains to a lack of understanding of how much to attribute change to natural
variability or to anthropogenic causes. From the use of proxy data, such as ice core samples,
scientists have been able to determine that the amount of CO2 in the atmosphere is at
unprecedented levels which they link to the beginning of the industrial revolution and the
burning of fossil fuels. Anthropocentric CO2 emissions have drastically increased since the
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Figure 2.2: GlobalChanges in anthropogenic CO2 emissions from 1850 -2010 [23].
pre-industrial era with 50% of anthropocentric CO2 emissions occurring after 1970 (2.2)
[23].“Pre-industrial levels concentrations of CO2 were 280 parts per million. Today’s levels
are about 380 parts per million and many estimates suggest levels of 450 parts per million
or higher by 2050” [24].
Carbon dioxide has a sophisticated and intricate life cycle within Earth’s climate system
that has a time span that ranges from diurnal cycles to cycles that take millions of years
to complete. For example, the natural release of CO2 through volcanoes is one of the
main reasons why Earth’s climate has never experienced a snow ball effect (plunged into
an irretrievable ice age). However the volcanic release of CO2 in the atmosphere is a
process that takes thousands to millions of years to cycle through. By burning fossil fuels
at our current rate, we are short-circuiting the planet’s natural carbon cycle. This quick
and intense change in the amount of CO2 concentration may happen too rapidly for Earth’s
system to naturally respond. This uncertainty around how Earth’s system will respond to
the levels of CO2 is one of the main driving forces behind the discussion of both the science
of climate change [25], as well as how policies should be enacted in order to mitigate the
problem of climate change.
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2.3 Land Cover Change
Anthropogenic increases of greenhouse gases are not the only drivers of climate change,
nor do they represent the complete spectrum of natural environmental alterations caused
by human activity. Land cover change (LCC) resulting from urbanization and agricultural
purposes is a very important driver of climate change. More than 30% of Earth’s land
surface has been modified by human activity [26]. Agricultural and pastureland make up
more than 40% of the planetary surface representing one of the largest terrestrial biomes
(see Figure 2.3). Since the 1970’s irrigated agricultural lands have increased by more than
70% [27] but the IPCC has historically focused primarily on anthropogenic greenhouse
gases and sets mitigation policies targeted at reducing their atmospheric concentrations.
These strategies often overlook the impact of land cover change on global warming as well
as the role that land cover change plays in the global, regional and local climate system.
A growing number of climate scientists argue that the discipline needs a new metric for
climate change that will incorporate the effects of land cover change into these policy dis-
cussions [28, 29]. Because the regional effects of land use play a significant role in climate
change, regional (as opposed to global) metrics are needed to best capture these effects.
The current climate change metric, the global warming potential (GWP), does not address
either the non-radiative forces of LCC or the importance of climate change at the regional
and local scales. In understanding climate change, policy makers must understand the im-
portant role that land cover change has on the climate as well as understand that the scale
at which we analyze the climate is also critical. Most of the policy debate and discussion
of climate change focuses on the global level change and not the change happening at the
regional and local levels. Pielke et al. argue that a new climate change metric is needed that
takes into account regional changes as well as the forces from the hydrological and atmo-
spheric cycle that will also heighten the awareness of the importance of land cover changes
to our climate system. “Global averaged climate change may . . . bear no well-defined rela-
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Figure 2.3: The top map illustrates the potential of natural vegetation without human in-
fluence and the bottom two maps illustrate the amount of croplands and pasturelands dis-
tributed across the globe in the 1990’s [26].
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tion to the real changes experienced in any region and these regional changes, which can be
of any sign, are what impact people and will stimulate mitigation strategies to be applied”
[29].
Regional and local climate change metrics address the climatic challenges that specific
urban areas will face over the years to come and how climate changes will impact the places
where people live. More people live in cities today than in rural areas and this percentage is
expected to rise as high as 66% by 2050 1 . The world’s population is predicted to increase
from its current level of 7.2 billion to 9.2 billion by 2050 2. The majority of this population
increase will take place in developing countries. With a continuous migration to cities, we
can expect the majority of these new world citizens to live in cities. As populations con-
tinue to increase, the demand on the food supply will also increase, resulting in a larger
conversion of natural land cover to cropland and pastures. How we build, design and inher-
ently change the local land cover will affect the regional and local climate. As such, it is
imperative that we strive to understand the impacts that these changes have on the climate.
2.3.1 Regional Land Cover Change
The analysis of land cover change on temperature is a complicated and not always straight-
forward process. The combining of warming effects from land cover change is not a sim-
ple additive process to the global greenhouse effect. Land cover change creates nonlinear
feedbacks, which are geographically dependent. Often the averaging of land cover change
globally results in little to no effect on global temperatures. This offsetting problem makes
land cover change as a climate forcing effect less straightforward than atmospheric green-
house gases but not less important. The climate signal that results from coupling land cover
change and the greenhouse gas effect will vary depending on if an analysis is being con-
ducted at a regional scale or global scale. It also depends on the geographic location of the
land cover change.
1The 2014 revision of the World Urbanization Prospects by UN DESA’s Population Division
2World Population Prospects: The 2012 Revision by the United Nations.
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The climate-forcing effect of anthropogenic land cover change primarily is a result of
deforestation for the purpose of creating agricultural land and urban settlements. Areas
that experience a decrease in forestation are prone to an increase in fluctuations of surface
temperatures as well as a decrease in precipitation [30, 31]. Climate forcing effects from
vegetational change result in land cover interactions with both atmospheric and oceanic
systems.
Land cover change effects can be divided into two categories: biogeochemical and
biogeophysical [32]. Biogeochemical processes are changes in the atmospheric chemical
composition, such as carbon dioxide concentrations. For example deforestation affects
the atmospheric carbon levels due to the decrease in the carbon cycle time for grasslands
compared to the carbon cycle time for forests. Carbon emission due to land cover change,
such as deforestation, accounted for more CO2 emissions than the burning of fossil fuels
until around 1960 [33]. Emissions of Atmospheric CO2 between the years 1860-1980 are
estimated to have be approximately 180 Gigatonne [33]. On the other hand, biogeophysical
processes deal directly with effects from vegetation parameters.
Some vegetation parameters include surface albedo, surface roughness length, soil
moisture and leaf area index. Surface albedo is a measure of the amount of reflectivity
given off by a surface that is reflecting incoming solar radiation. Surface roughness length
deals with the distribution of the surface with regard to height. Surface roughness length
affects surface wind speeds as well as the wind gradients that create unstable environments
for atmospheric mixing. Soil moisture represents the amount of available water at the sur-
face that is available for evaporation. Leaf area index is a proxy for vegetation density and
is described in more detail below. Changes in these parameters affect the climate in two
main ways: first by changing the radiative forces of the land, which primarily results from
the surface albedo change and second, by partitioning surface energy between sensible and
latent heat through the altering of available water for evapotranspiration [30, 29, 34].
Leaf area index (LAI) is a descriptive measure of the planetary surface. LAI is “defined
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as the ratio of leaf area to land surface area in a vertical column ... LAI is a representation
of the density of vegetation at the surface” [30]. This ratio of leaf area to land surface
can determine the amount of potential leaf canopy transpiration with greater LAI creating
greater transpiration as well as the amount of stomatal conductance (how fast water tran-
spires from the pores of a plant). LAI also affects the surface water balance by partitioning
latent and sensible heat fluxes. The quantity of the LAI affects the role that soil moisture
has in partitioning surface heat flux since dense vegetation cover decreases the impact of
surface moisture on surface heat flux. LAI also describes how much sunlight hits both the
soil and the individual leaves which directly affects the soil temperature and evaporation
rate of soil moisture as well as affects a plants’ stomatal conductance.
Many researchers have conducted historical land cover change simulations to investi-
gate the climate-forcing effects from land cover change and to test the sensitivity of climate
models [30, 34, 35]. Their goal was to illustrate that land cover is an integral climate factor,
which is necessary for reproducing historic temperature trends. Their research illustrates
the importance of anthropogenic land cover change as a climate-forcing factor.
Chase et al. examined the sensitivity of a climate model to changes in global leaf area
index (LAI) in two scenarios over a ten year period. The researchers used the potential
maximum LAI of a site for one scenario and the observed LAI from satellites as their
second and control scenario in order to ascertain the sensitivity of the model to changes in
LAI [30]. Zhao et al. conducted a similar study. Zhao et al. ran their model for a longer
time period (17 years) and used a more conservative land cover pattern. In addition, they
used an updated climate model that was coupled with a mixed layer ocean model instead
of the model used by Chase et al. that used fixed sea surface temperatures [34]. Brovkin
et al. conducted an analysis of historical human-induced LCC (specifically examining
the result of deforestation to agriculture) over the last millennium. They examined how
historical land cover change affects historical climate trends by specifically focusing on the
biophysical effects [35].
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All three studies arrived at similar conclusions and illustrated that the climate-forcing
effects of land cover change are non-linear, depend on geographic location, and can be
indirectly non-spatial. Changes in the regional climate that result from land cover change
are dependent on the geographic condition. For example, deforestation in Boreal high
latitude regions has a cooling effect, deforestation in the tropics has a warming effect and
the climatic effects of temperate forests in the mid latitudes are mixed. As such, regional
temperatures may increase or decrease depending on the latitude of the LCC and even
areas that did not receive much LCC, specifically in the mid and high latitudes, could still
be affected by spatially separate LCC.
The removal of boreal forests (high latitude LCC) has a large effect on the climate due
to changes in radiative forces caused by surface albedo. The change in albedo from boreal
deforestation provides a cooling of surface air temperatures that causes colder summer and
winter temperatures [30, 35]. Bonan et al. [36] and Synder et al. [37] specifically examined
the regional climate change due to deforestation at high latitudes. Bonan et al, [38] replaced
the boreal forest with bare ground or tundra vegetation and found that the boreal forest both
warms the winter and summer air temperatures. In the winter the boreal forest reduces the
albedo of snow, (which is very high) and produces warmer winters. Therefore deforestation
of the boreal forest would result in colder winters. The summers were also cooler because
of a cooling lag effect from the winter. Because there was more snow and ice from a
cooler winter as well as cooler ocean temperatures, the summer temperatures were lowered.
Snyder et al. [37] analyzed the influence of six different vegetation biomes on the climate
system. Their study compared the effects of removing all vegetation from a biome to the
undisturbed biome. Snyder et al. findings are consistent with the findings from Bonan et
al. [38] in that the removal of the boreal forest decreased temperatures due to enhanced
albedo from snow-covered ground, with the snow persisting longer into spring.
At low latitudes, the transition of tropical forest to grasslands or agriculture result in
changes of albedo and surface roughness as well as decreases in precipitation locally. In
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snow free areas, the albedo change is not as important as the more dominate hydrological
cycle. Deforestation affects the latent heat flux, which is due to the decrease in water
transpiration from grasslands as compared to forest. This decrease in latent heat flux leads
to higher surface air temperatures. Regional effects of deforestation from the conversion of
forest to pastureland, agricultural or grass lands, were found to warm the region between
1.4◦C - 2.5◦C on an annual average [39, 40]. Coupling deforestation with a doubling of CO2
resulted in warming as great as 3.5◦C. The opposite is also true with regional afforestation
over the tropics having a significant cooling over the region [41].
In addition to a decrease in local precipitation at the regional scale at the tropics, there
also exists a decrease in precipitation that occurs at mid and high latitudes. This spatially
decoupled effect is caused through teleconnections, related climate changes occurring over
long distances, that illustrate the complexities of land cover change as a climate-forcing
effect. The teleconnections result from changes in convective air circulation and changes
in Hadley and Walker cells that are necessary for transporting water vapor and temperature
towards the poles. Zhao and Chase arrived at opposite conclusion for the strength of the
Hadley and Walker cells, but Zhao attributes this disagreement to their different land cover
pattern assumptions. They both conclude that LCC impacts the atmosphere “by changing
the position and strength of key elements of the general circulation” [34]. They also found
that during the monsoon seasons in Asia there was a relationship between a decrease in
LAI and a decrease in latent heat flux and precipitation as well as an increase in surface air
temperatures [30].
From these studies we can see that effects of land cover change are geographically
specific. In general tropical forests provide enhanced evaporative cooling and mitigate
warming. Boreal forests on the other hand create a warming effect due to the low albedo of
forest compared to snow. Forests in high latitudes mask high radiative reflection from snow
by lowering the overall albedo. Though the regional effects of tropical and boreal forests are
relatively straightforward, the effects of temperate forests are unclear. In essence “tropical
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afforestation is likely to “slow down” global warming, whereas temperate afforestation has
“little to no” climate benefit and boreal afforestation is “counterproductive” [42].
Due to the IPCCs myopic focus on atmospheric concentrations of greenhouse gasses,
“carbon has become the currency used to assess the human intervention in the Earth’s cli-
mate system” [29]. Because of this bias toward focusing on atmospheric greenhouse gases,
studies have been conducted to compare the effects of carbon and land cover change on
global temperatures, as well as, test the results of the IPCC scenarios when altered. Many
researchers have conducted analyses that couple land cover change with greenhouse gases
to illustrate that land cover change, though not straightforward, is an important climate
forcing effect, and should be included in future global temperature analyses as it may alter
predicted outcomes.
Chase et al. [43] conducted a study to compare a global climate simulation that used
CO2 and aerosols to a second global simulation that used land cover change data. Through
the simulation of near surface temperatures the authors found that historical atmospheric
greenhouse gases resulted in a temperature trend that was comparable to historical land
cover change. The authors conclude that making the direct association of global warming
to anthropogenic greenhouse gases a difficult and complicated task if land cover is not
taken into consideration during analysis.
Feddema et al. [32] also address the problematic implications of linking temperature
trends to greenhouse gases without the consideration of land cover change. In their re-
search, the authors examine the outcome of adding land cover change to the IPCC’s Spe-
cial Report on Emissions Scenarios A2 and B1 in order to examine whether future land
cover change will alter the outcomes predicted by the IPCC. They used a global model
that combines anthropogenic greenhouse gases and land cover change and found that pre-
dicted regional climates at 2100 were significantly different than the original IPCC scenar-
ios which only included GHGs. Their study shows that future land use decisions have the
potential to alter IPCC climate change predictions since currently they are based solely on
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atmospheric composition change” [28]. Though the simulations conducted by Feddema et
al. [32] produce different regional climate outcomes as compared to the IPCC scenarios,
the globally averaged temperature difference is less than 0.1◦C. The authors argue that,
“although land-cover effects are regional and tend to offset with respect to global average
temperatures, they can significantly alter regional climate outcomes associated with global
warming” [32].
Since land cover change creates nonlinear feedbacks, which are geographically depen-
dent, the averaging of land cover change globally results in a zero effect on global temper-
atures. This offsetting problem makes land cover change as a climate forcing effect less
straight forward as compared to atmospheric greenhouse gases but not less important. The
“link between LCC in the tropics and higher latitude temperature changes” [34] illustrate
the importance of including LCC when investigating global change.
2.3.2 Agricultural Land Cover Change
As populations continue to increase, the demand on the food supply will also increase,
resulting in a large conversion of natural land cover to cropland and pastures. Over the
past 300 years, land has aggressively been converted for agricultural purposes, resulting
in approximately a six-fold increase of land cover change accounting for up to 5 billion
hectares of land converted for use as both agricultural and pastureland [44]. The land
patterns changed not only as a function of time but also as a function of geography, with the
most recent massive land cover change for agricultural purposes occurring in the tropics, as
opposed to Europe, the US, or Russia, which had previously been the most impacted areas
[44].
Regional deforestation in the tropics converting forest to agriculture can alter not just
the regional but also the global climate due to the long-range effects of teleconnections,
as discussed previously. Feddema et al. [32] found that warming over the Amazon due to
the conversion of forest to agriculture resulted in a temperature increase of more than 2◦C.
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Costa and Foley [39], illustrate this effect could increase as much as 3.5◦C if one takes CO2
emissions into account.
In the United States, Kalnay and Cai, [45], using an observation-minus-reanalysis
(OMR) methodology, found that more than 50% of regional warming is due to land cover
change, primarily from agriculture and urbanization as opposed to increases due to the
greenhouse gases. Fall et al. [46] conducted a U.S. historical land cover change analy-
sis and found that when agricultural lands were converted to any other land cover type,
there was a warming effect. “The shift to agriculture results in a cooling for all conversion
types and presents the largest magnitudes of cooling” [46]. This temperature trend even in-
cludes land cover conversion of forested land, which showed warming effects except when
converted to agriculture. Agricultural land cover changes in temperate regions are driving
regional climate change, and when land is converted to agriculture a cooling of near surface
air temperatures results [46, 47, 48].
For the United States and specifically the Southeast, the non-radiative forcing effect
of evapotranspiration has a stronger effect on regional climate than the radiative force of
albedo. Increases in evapotranspiration from increased leaf area index cool surface tem-
peratures at a higher magnitude than the albedo warming effect resulting in a net cooling
[49, 50]. The albedo of agricultural land ranges between 0.17 to 0.23 and changes season-
ally getting larger during the winter months. Evergreens on the other hand have an albedo
of around 0.12 all year round. Therefore the increase of albedo from converting forested
land to agriculture does not account for the full reason why agricultural lands are cooling
regional temperatures throughout the US. The stomatal resistance of agriculture is approx-
imately 40s/m as compared to 125 s/m for evergreens. A lower stomatal resistance allows
for the release of more water than a higher stomatal resistance value. This increases water
available for evapotranspiration and begins to explain the cooling effect [51].
Irrigation of croplands is another very important factor leading to cooler regional tem-
peratures. Irrigation increases the soil moisture for plants and therefore increases the
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Figure 2.4: Forecast percentage change in forest cover, 1992–2020 [52].
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amount of water available for evaporation. Researchers have studied the effects of irri-
gated crops on regional temperatures across the US and found cooling effects to produce
a 1.6◦C-5.0◦C decrease in temperatures. [47, 48]. Lobell and Bonfills [47] examined the
impact of temperature due to irrigation across California. They examined both daily mini-
mum and maximum temperatures during summer months and found changes in maximum
temperatures to be as low as 5.0◦C due to irrigated cropland. The irrigation of croplands
can help agricultural lands out perform forested land cover in lowering regional summer
temperatures.
Over the recent decades, the southeastern US has experienced gradual land cover change
resulting in a reforestation of previous agricultural lands (see Figure 2.4) [52]. Approxi-
mately 10 million acres of agricultural lands will be converted to forest between the years
1992-2020 [52]. This change in land cover, from agriculture to forest, represents the dom-
inant land cover conversion in this region [51, 52]. Juang et al. [49] examined this refor-
estation process over the Southeastern United States. They analyzed the climate difference
between a grass covered abandoned agricultural field, a planted pine tree field and a hard-
wood field. In their analysis they separated the radiative and non-radiative effects and found
that the increased evapotranspiration in forested land tends to cool more than the decreased
albedo warms. Evapotranspiration when analyzed alone can cool the surface by 2.9◦C.
They found that the conversion from the abandoned agricultural field to pine or hardwoods
led to a cooling effect. Though grassland can be exchangeable for crops and pastures be-
cause of their similar properties, which affect the heat balance as well as the hydrological
and carbon cycle [35], this result indicates that they are not a perfect substitute. The aban-
doned field in the study has a smaller LAI and surface roughness compared to agriculture
and the field does not have increased soil moisture due to irrigation.
As opposed to Juang et al. [49], Bonan [36] and Trail et al. [51] found that land cover
change resulting in agriculture tends to cool surface temperatures in the Southeastern US.
Bonan [36] conducted a land simulation model over the US comparing modern vegetation
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cover with natural vegetation cover. In his modern vegetation scenario he estimated current
land cover and created a “maximum agriculture” scenario where he replaced the majority
of forests, both coniferous and deciduous, with croplands. He found that maximum agri-
culture has the greatest cooling effect, cooling the Southeast more than 1◦C. This cooling
can be attributed to increases in albedo and the latent heat flux.
Trail et al. [51] examined temperature changes in the year 2050 in the Southeast for
three different scenarios: a current land cover scenario, a reforested land cover scenario,
and an increased agricultural scenario. They found that agricultural lands tend to have a
cooling effect on surface temperatures for the majority of the Southeastern region, specif-
ically in the spring and summer. This cooling effect is maximized during the summer
months and when land is converted from deciduous trees to agriculture. The cooling can
be attributed to an increase in albedo and decrease in stomatal resistance, especially since
surface temperatures were found to be most sensitive to the stomatal resistance parameter.
These studies illustrate that “land use practices that resulted in extensive deforestation in
the Eastern United States, replacing forests with crop, have resulted in a significant climate
change that is comparable to other well known anthropogenic climate forcings” [36].
2.3.3 Local Land Cover Change & the Urban Heat Island Effect
The influence of land use on climate is most pronounced at the scale of urbanized regions
due to the urban heat island effect. As previously discussed, in its most generalized form,
the UHI effect can be defined as the temperature differential between adjacent urban and
rural areas. Urban heat island formation occurs due to changes in natural land cover as-
sociated with urbanization combined with the release of waste heat from urban activities,
such as the operation of vehicles and air conditioning systems. Urban land cover changes
include the reduction of vegetative covers and local soil moisture, as well as the resurfacing
of natural land covers with the impervious materials of roads, buildings, and parking lots.
These land surface changes tend to enhance the absorption and storage of solar radiation
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and reduce evaporative cooling. The urban morphology of cities, such as in dense, down-
town areas, can also enhance the UHI effect by serving to further trap and absorb reflected
and emitted radiation resulting in elevated temperatures [53, 9].
Land cover changes in cities alter the parameters of the surface influencing the urban
heat island effect. Some of the prominent surface characteristics affecting the urban heat
island are albedo; the partitioning of the turbulent convective heat fluxes of latent and sen-
sible heat; and the heat storage of the materials in the urban environment. As mentioned
above, the albedo of a surface refers to the amount of solar radiation that the surface mate-
rial reflects instead of absorbing. For example, fresh snow has a very high albedo (around
0.9) and therefore reflects the majority of incoming solar radiation. When surface materi-
als change during urbanization, their albedo also changes. For an urban environment the
average albedo is around 0.15, which is lower than a rural environment except for forest
(which has a quite low albedo) and dark soils [9]. Since urban areas have on average a
lower albedo than their surrounding areas this means that they absorb more solar radiation,
which in turn warms the surface.
The partitioning of turbulent heat fluxes is one of the most important surface character-
istics affecting the UHI (See Figure 2.5). Sensible and latent heat fluxes are both examples
of convective heat transfer, which transports heat vertically through the atmosphere. The
sensible heat flux occurs when the boundary layer is unstable (hot air below cold air). This
instability occurs because the sun warms the Earth’s surface during the day making the
Earth’s surface warmer than the air above it. Because hot air is less dense than cold air, the
near surface air rises in turbulent eddies exchanging heat with the atmosphere as it mixes
with the air.
The latent heat flux is directly related to moisture level (soil, plant, body of water) of
the surface and occurs when water is evaporated, thus changing phases from a liquid to a
gas. This phase change requires energy input, which is taken from the environment and
cools the area. This is known as evaporative cooling and is the same phenomenon that
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Figure 2.5: This image illustrates how the partitioning of the turbulent heat flux changes
in an urban condition versus a rural condition. The rural area has a much larger parti-
tioning of latent heat whereas sensible heat is the primary driver in the urban condition
(www.urbanclimate.gatech.edu).
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cools the body when one sweats. The sweat is evaporated off the skin, which takes needed
heat from the body’s surface in order for sweat to change phases from a liquid to a gas,
thus cooling the body. Latent means that the heat is released later in the process. A water
particle rises in the atmosphere until it reaches a height where the surrounding air is cooler
than the water particle. When this occurs, the water particle expands doing work on the
environment, and condenses, which releases the heat (which was taken from the surface)
into the atmosphere.
The Bowen ratio is the ratio of sensible heat to latent heat (Qh/Qle), and this ratio in-
fluences the surrounding climate by affecting the way stored surface energy is released into
the environment. When the sensible heat is greater than latent heat, then the sensible heat
flux is the primary transport of surface energy and represents a warmer climate. When
latent heat is greater than sensible heat then the climate will be cooler and wetter. Tropical
forests have a Bowen’s ratio of 0.1-0.3 whereas deserts have a Bowen’s ratio of 10 [9].
Therefore, as land use changes in an urban environment, converting natural vegetation to
impervious surfaces (streets, parking lots, buildings), these surfaces become sealed off to
moisture. The moisture level decreases in the soil and vegetation, and even in bodies of
water, as many cities have chosen to bury their streams underneath the surface. “Probably
the most important change is the lower evapotranspiration in the city leading to a prefer-
ential channeling of energy into sensible form (Qh and ∆QS) and therefore a warming of
that environment. The sensible heat appears to be put mainly into greater storage in the
morning and released to the atmosphere in the late afternoon and evening” [9].
The conversion of vegetation in urban land uses not only decreases moisture level for
evaporation but also decreases the process of transpiration from vegetation. Transpiration
is an inevitable byproduct of photosynthesis that occurs when a plants stomata opens to
take in or release CO2. This process simultaneously evaporates moisture from within the
plant. Transpiration is an effective way of evaporating the moisture deep in the soil. Soil
moisture is taken into the plant through the root system and evaporated through the stomata
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in the leaves. Therefore the presence of vegetative land cover, such as lawns, parks, street
trees, green roofs, etc. lowers the near air surface temperatures through evapotranspiration
(evaporation + transpiration).
The change in land cover also brings about a change in the heat storage of an urban
environment. As discussed earlier, when the Bowen’s ratio increases then the sensible heat
is stored in the daytime in the impervious surface of the urban environment. The geome-
try of the urban environment (buildings) also increases heat storage capacity by increasing
the surface area. This increase in surface area allows for more absorption of solar and
long wave radiation, which increases the energy at the surface. Since most building and
street materials have a low heat capacity, less energy is needed to raise the temperature
of these urban materials. Low heat capacity makes a material more susceptible to heat
changes. Therefore, in the evening when the sun sets, the energy stored in these materials
is exchanged with the air, further raising the near surface air temperatures. This process
contributes to urban heat islands having higher minimum temperatures than their surround-
ing rural areas.
Sky view factor is another characteristic that can contribute to urban heat islands and
increase the minimum temperatures. Sky view factor is a measure of the percentage of
canopy cover that obstructs the view of the sky. It is a percentage of the sky that can be
viewed from the ground, and can be used as measure of urban canyons as well as forests.
An open field has a sky view factor of ∼1, whereas a floor in a street canyon can have
a sky view factor of ∼ 0.4 [9]. The lower the factor, the more obstructed the sky. The
obstruction of the sky inhibits the ability of ground surfaces to release long wave radiation
to the atmosphere. Urban forests that have a reduced sky view factor within their canopies
can produce excess nighttime temperatures due to their sky view factor [54].
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UHI measures
There has been extensive research identifying and measuring urban heat islands since the
1960s. The UHI intensity varies from city to city and the range can vary from 4◦F to as large
as 22◦F due to city design, size, and morphology [9]. In the US specifically, large cities have
been found not only to exhibit a prominent urban heat island effect with higher temperatures
than their proximate rural areas but also to be warming over recent decades at a significantly
higher rate, resulting in a rising number of excessively hot days in urban areas [55, 56].
Analyzing weather station data form the Global Historical Climatology Network, Stone
[55] examined temperature anomalies for paired rural and urban weather stations. Using
meteorological observations from 50 of the most populous US cities along with population
data coupled with light intensity satellite images to identify paired urban/rural stations,
Stone examined the influence of land use on climate at the local scale from 1957 to 2006
and measured the rate of change in urban heat island intensity in each decade. The results
illustrated the impact of land use on climate change in two respects: first, urban weather
stations were always between 1.2◦C and 1.8◦C warmer than rural stations and, second, the
mean rate of warming was higher in urban areas than in rural areas.
In a more recent study looking at a similar set of large US cities, Stone et al. [10] found
over the years of 1961-2010 that cities were warming on average approximately twice as
fast as rural areas, and in essence the planet as a whole. This amplified rate of warming in
cities holds direct implications for heat-related health effects and health effects associated
with heat-induced air pollution.
2.4 Climate Change and Health in Cities
Climate change is projected to significantly impact public health across the globe in nu-
merous ways. A rapidly changing climate will bring severe weather patterns such as hur-
ricanes, droughts, and heat waves. These extreme weather patterns will exacerbate global
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health challenges such as malnutrition, infectious diseases, food born illnesses, and heat
stress, to name a few. Presently extreme heat is responsible for more annual fatalities in
the United States than any other form of extreme weather [1], and the exposure to these
extreme heat conditions is only expected to intensify with climate change, especially in our
urban environments. Rising temperatures directly result in a high number of occurrences
of heat stress and heat stroke, and indirectly result in mortality due to cardiovascular and
respiratory diseases. Additionally, air quality will also worsen in our cities with increasing
urban temperatures [57]. Urban populations are particularly vulnerable to threats of exces-
sive heat as they have increased health exposures compared to their counterparts in rural
areas. The urban heat island effect makes these populations more susceptible to risks asso-
ciated with extreme heat [58, 59]. In addition, urban areas are home to a large number of
vulnerable communities who lack the necessary resources needed to adapt to these trying
conditions.
On average, yearly estimates of heat-related deaths in the United States range from 170-
690 per year [1, 2, 3]. This range is large because heat-related deaths are difficult to classify
and therefore often go unnoticed especially during heat waves that fall below the threshold
of public awareness. Differing state standards on heat-related mortality classification and
the wide variety and number of symptoms that can result in heat-related mortality further
complicate accurate diagnosis [3, 60]. Extreme heat can result in numerous heat-related
illnesses such as heat camps, fatigue, heat stress, heat stroke and even death. Heat-related
illnesses occur during extreme heat conditions because of the body’s inability to adequately
cool itself through sweating resulting in high body temperatures that can be damaging
to a person’s health. Extreme heat further complicates existing chronic diseases such as
those associated with cardiovascular or respiratory illnesses. Individuals at elevated risk to
extreme heat include, infants, the elderly, individuals with mental illness or those with an
existing comprised health conditions [1]. The climatic conditions underlying extreme heat
are influenced by both global and local scale drivers. At the global scale, historical analyses
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have illustrated that since the 1970s, the global climate has increased by 0.2◦C per decade
[21]. Recent work has found trends in minimum temperatures, apparent temperatures, and
the duration of the frost-free season to be increasing in recent decades across the US [61,
62, 63, 64, 65, 66]. The frost-free season has an average increase of approximately two
weeks across the US, with most dramatic changes occurring in the Western United States
[61, 64].
Gaffen and Ross [65] found minimum apparent temperatures to be increasing by 25%
or more for most areas of the US, between 1949 to 1995. They found that all US regions are
experiencing significant positive trends in three and four-day heat waves and that there was
a 20% increase in frequency of heat waves over the 47-year study period for the eastern and
western US. Extreme heat events, defined as days in which apparent temperatures exceed
the 85th percentile of the long-term temperature average for a particular location, have also
been found to be increasing by two days per decade over the period from 1956 to 2005 in
large US cities [67].
Habeeb et al. [11] found that heat waves are intensifying in large cities across the United
States. In their study, they examined changes in four heat wave characteristics: frequency,
duration, intensity, and timing, from 1961 to 2010, in 50 large US cities (See Figure 2.6).
They found these heat wave trends to be significantly increasing across the board. The heat
wave season is extending, by starting earlier and ending later, and heat waves are happen-
ing more frequently and lasting longer with higher temperatures. These heat wave trends
begin to illustrate the extent to which urban populations are increasingly exposed to heat-
related health hazards resulting from changing trends in extreme heat. These increases in
heat wave characteristics can have negative public health consequences. It is especially im-
portant to raise awareness of these trends in increasingly vulnerable cities, especially cities
which might not be considered “hot” cities like Portland or San Francisco. For example
the researchers, found, in San Francisco, heat waves are starting 1.5 months earlier in 2000
than they did in 1960 [11].
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Figure 2.6: This map shows the cities that have at least two heat wave characteristics with
significant trends above the national average. The sections of the pie represent heat wave
characteristics (upper left, timing; upper right, frequency; lower left, intensity; lower right,
duration) [11].
In the future, cities will become even more vulnerable to extreme heat events as a
result of global climate change. Recent studies indicate that global climate change may be
increasing the number and duration of heat waves in areas that are already experiencing
extreme heat events [68]. Using global climate models to predict future weather patterns
has shown that the southwest, southeast and midwestern regions of the United States are
expected to have increases in heat waves with some cities experiencing a 25% increase in
heat wave frequency [68, 69]. Studies examining the relationship between global climate
change and mortality have shown that with a “Business as Usual” emissions scenarios the
US can expect a doubling of heat related deaths by the end of the century, with some
estimates as high as 2,200 heat related deaths occurring annually [70, 71].
At the local scale, the urban heat island effect serves to magnify the impacts of sum-
mer heat waves with cities often experiencing a rise in temperatures that is several degrees
higher than the comparable rise of temperatures experienced in rural areas [6]. With el-
evated urban temperatures during heat waves comes greater heat- related fatality rate in
cities. In examining a 1998 heat wave in Shanghai, Tan [59] found the heat mortality rate
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to be about four times greater for urban areas compared to exurban areas. A similar out-
come was observed in Europe in the aftermath of the 2003 heat wave, where post event
assessments found the rate of heat fatality to be greater in cities than in the surrounding
rural areas [58]. Heat index measurements during this event were found to be as much as
50% higher in the city center than in the surrounding rural areas – an outcome associated
with the urban heat island effect [72].
Additional studies have illustrated climate change will increase the minimum tempera-
tures in cities. In accounting for both global climate change and urban heat island effects,
McCarthy et al. find the number of extremely hot nights to increase by as much as 50% in
large global cities when compared to their rural areas by 2050 [73]. Their research showed
through a simulation of eight large international cities that though climate change increased
maximum temperature at a similar magnitude for urban and rural areas, the minimum tem-
perature increased more rapidly in urban areas for all eight international cities than in rural
areas.
With regard to urban air pollution, climate change is expected to play a significant role
in the formation of secondary air pollutants, such as tropospheric ozone (O3) and fine par-
ticulate matter (PM2.5). In his survey paper, Climate Change, Air Quality and Human
Health, Kinney [74] presents the findings from numerous studies examining the effect of
climate change on air quality. These studies range from historical episodic analysis to com-
plex algorithmic models used for climate and air quality predictions. From his research
examining these studies there is a consistent conclusion that climate change, including
rising temperatures, will increase concentrations of ozone, with recent studies suggesting
metropolitan ozone levels may increase 5 to 10% by 2050 as a product of climate change
alone [74]. As many large metropolitan regions fail to meet health-based air quality stan-
dards, even a small increase in ozone concentrations can translate into significant increases
in the number of exceedances of air quality standards. Future levels of PM2.5 are also
expected to impact human health as a result of climate change. Almost 20,000 additional
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premature deaths are anticipated based on the effects of climate-induced air pollution by
2080, with fine particulates found to be responsible for more than 90% of the increase in
mortality and ozone accounting for the remainder [75].
Not only does the presence of cities impact the regional climate but also studies suggest
clear linkages between the structure of the built environment and health exposures such
as extreme heat events and air pollution. The physical structure of urban environments has
been associated with the frequency of ozone exceedances in large U.S. cities, and sprawling
regions may be more vulnerable to the effects of climate change than regions characterized
by compact development patterns. Stone et al. [67] have examined the association of
frequency of EHEs and urban form at the level of the metropolitan region over a five-
decade period. Using the sprawl index to measure urban form and calculating the mean
annual rate of change in extreme events between 1956 and 2005, Stone et al. [67] found
that the rate of increase in the annual number of extreme heat events in the most sprawling
metropolitan regions is more than double the rate of increase observed in the most compact
metropolitan regions. This association can be attributed to a higher rate of deforestation
and urban heat island formation in rapidly decentralizing metropolitan areas [67].
The greater frequency of ozone in sprawling cities is believed to result from both in-
creased emissions and enhanced temperatures associated with the urban heat island effect.
In the research study Urban Sprawl and Air Quality in Large US Cities [57]. Stone exam-
ines the association between the extent of urban decentralization and the average number
ozone exceedances of the 8-h national ambient air quality standard. The study found that
the most sprawling cities experience 62% more high ozone days annually, on average,
than the most compact cities. Controlling for ozone precursors, the analysis showed that
the correlation between sprawl and increased air pollution continues to hold illustrating that
increased urban temperatures due to the UHI to be a dominant driver in ozone exceedences.
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2.5 Urban Heat Island Mitigation- Is urban agriculture a viable UHI mitigation
strategy?
UHI mitigation strategies are important for cities since the urban heat island effect increases
a city’s vulnerability to heat-related mortality. There are many strategies for mitigating the
urban heat island effect, such as albedo and vegetation enhancements as well as strategies
to reduce anthropogenic heat waste. When implemented city-wide, cool roofing and paving
strategies have also been shown to significantly lower air temperatures [13, 14]. For regions
with sufficient annual precipitation, tree planting and other vegetative strategies – such as
the installation of green roofs – have been found to be the single most effective approach to
moderating the urban heat island effect [76]. These strategies have been shown to reduce
the urban heat island effect in some modeling studies by more than 50% [15, 16]. Though
previous studies have examined the role of vegetation in mitigating the UHI effect, none of
them have investigated the potential of urban agriculture as a mitigation strategy.
2.5.1 Urban Forests vs. Urban Agriculture
When investigating urban agriculture as a UHI mitigation strategy it is important to under-
stand the limitations that this vegetative strategy may have especially when compared to
other strategies like urban forestation. Large-scale vegetation strategies have been shown
to be the most effective means of mitigating the UHI effect with afforestation having the
greatest impact [76]. A forest’s large canopy and leaf area index generate more evapo-
transpiration than any other vegetation and therefore are more effective at cooling local
areas. As previously discussed, the process of evaporative cooling is extremely beneficial
when it comes to cooling cities. In addition to evaporative cooling, the shading from tree
canopies effectively cools areas by blocking out solar radiation. Hart and Sailor [77] from
their investigation of Portland’s heat islands concluded that canopy cover was “the most
important urban characteristic separating warmer from cooler regions” (pg.405). Due to
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their high evapotranspiration and shading, forested areas can create an oasis effect in dry
warm cities. By creating a moist and cool climate, advective turbulence horizontally trans-
ports cool moist air from the cool forested area to warmer areas nearby. A forested area
can be as much as 6◦C cooler than the surrounding built environment [54]. Forested areas
are also more effective at intercepting precipitation, which can help to alleviate rainwater
runoff. Deciduous forests can intercept between 10-25% of the total annual precipitation
and coniferous forests can intercept between 15-40% [9]. Agricultural crops also exhibit
these same characteristics: evapotranspiration, shading, precipitation interception and oasis
effects, but to a smaller degree as compared to forests.
Urban agricultural crops do have some climatic advantages over forested areas. First,
crops have a higher albedo than forested areas. The albedo of vegetation is to some extinct
a function of the plant’s height. As the plant’s height increase then its albedo decreases.
For most crops with vegetation less than 1 meter, they have an albedo between 0.18-0.25.
Since trees are well above this height, their albedo is much lower. On average the albedo
for trees is around .09, but this value spans a range between 0.05-0.2 depending on the type
of tree [9]. Since crops have a higher albedo, then they are more effective at reflecting
short wave solar radiation. Also, agricultural crops have a much larger sky view factor and
therefore do not inhibit the emissions of long wave radiation to the atmosphere. This effect
is especially pronounced during the evening. Due to the difference in sky view factors,
forested parks have a different timing in their maximum “park cool island” (PCI) effect
(which is synonymous to the oasis effect) as compared to gardens or open grass parks. A
forested park is coolest relative to its surroundings during the afternoon, therefore having an
afternoon maximum PCI, whereas gardens or open grass parks have a nocturnal maximum
PCI [54]. This diurnal difference in cooling may make urban agriculture more effective at
decreasing minimum temperatures than urban afforestation. High minimum temperatures
(high nighttime temperatures) have been shown to be most closely associated with adverse
health outcomes during extreme heat events [78, 79, 80]. If urban agriculture is more
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successful at cooling nighttime temperatures than reforestation, then urban agriculture may
have a higher potential to reduce the public health risks associated with heat waves.
The irrigation of agricultural crops coupled with its lower stomatal resistance may offset
the difference in evaporative cooling from the larger LAI from forested land. Irrigated
lawns have been shown to have large effects on cooling of near surface air temperatures.
A suburban area with irrigated lawns was shown to have 80% greater evaporation rates
than rural rates [53, 81]. Fall et al. [46] conducted a U.S. land cover change analysis
coupled with an observation-minus-reanalysis (OMR) methodology and found that when
agricultural lands were converted to any other land cover type, there was a warming effect
and vice versa. The primary environmental/climate benefit of using urban agriculture as
a UHI mitigation technique is that irrigated agriculture has the potential to decrease UHI
through increased evaporative cooling. Though irrigation enhances evaporative cooling for
crops, this comes with a disadvantage, as water in many urban cities is becoming a precious
commodity.
2.5.2 Benefits of Urban Agriculture Beyond Climate
In addition to potentially being a viable urban heat island mitigation strategy, there are
many other advantages to increasing the amount of land engaged in urban agriculture.
Forestation brings with it many advantages, such as increase habitation, reduction in stormwa-
ter runoff, as well as provide recreation sites. However, from the perspective of planning
policies, there are many advantages for increasing the portion of land engaged in urban
agriculture such as environmental, social and economic advantages. From an environmen-
tal standpoint, urban agriculture - from urban farms, to community and back yard garden -
is developing as a valid alternative to industrial agriculture. Industrial agriculture is a huge
source of environmental degradation from air pollution, to surface and groundwater con-
tamination due to use of heavy pesticides and fertilizers. Additionally, these agricultural
practices produce extensive soil erosion, which destroys the landscape making agricultural
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sites eventually unsuitable for farming while also further polluting the waterways. Bio-
diversity is lost due to monoculture production, use of pesticides, deforestation, and the
use of Genetically Modified Organisms (GMOs) [82, 83].
In addition to these environmental problems, transportation costs with respect to energy
use and greenhouse gas production have become significant environmental challenges that
arise from industrial agriculture. It is estimated that food travels 25% further today than it
did in 1980, traveling as much as 1,500 to 2,500 miles from point of production to point of
consumption with “more food . . . shipped from markets outside the U.S. than at anytime
in history” [84, 85]. Fruits and produce can spend from seven to fourteen days in shipment
with approximately 50% of all food spoiling due to this extended shipment time. Addition-
ally, greenhouse gas emissions from industrial agriculture now represent 6% of the total
emissions in the United States [86].
Urban agriculture is attempting to reverse these current trends from the industrial food
system by providing valuable ecological services to an urban area. Urban gardens reduce
the negative environmental externalities associated with transportation by locating within
urban areas and close to customers. It is estimated that food waste, including food pack-
aging makes up over a third of the waste that ends up in municipal landfills [87]. Much
of this waste could be diverted from landfills by limiting the need for excessive packag-
ing due to limited transportation distances and the ability to compost food waste for urban
agricultural production. In addition, urban agriculture enhances storm water management
by increasing the amount of pervious surface in the city, and preserving open space, which
helps to mitigate the effects of noise and air pollution [88].
Urban agriculture also provides social advantages by building community and recon-
necting people with food production as well as with the environment. Currently there is a
lack of visibility of the food system within cities. Urban agriculture can begin to change
this through the involvement of local community gardens, local farmers market, and teach-
ing programs. Urban agriculture can illustrate the importance of integrating the city with
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the environment. It can also begin to create local and self-reliant food systems. This makes
communities more resilient to potential threats in food production systems. It has been
recommended that in order to prepare for emergencies, local communities should be able
to supply up to one-third of the food required by their citizens. Currently this number is
less than 5% [87].
Urban agriculture can also provide viable economic opportunities to cities. Currently
small farms in the U.S. are able to be profitable, even organically certified ones [89]. Urban
commercial gardens utilize raised beds, soil amendments, and season extenders such as
row covers and hoop houses to produce yields that can be thirteen times more per acre than
rural farms [90]. “Consumer demand for organic products is growing sharply, leading to
significant price premiums and good financial opportunities for producers.” [89].
Urban agriculture can utilize Community Supported Agriculture (CSA), which is a pro-
gram that allows people to receive a delivery of food for a specified time interval. By pre-
purchasing food through CSAs, this allows farmers to have an identified list of buyers as
well as generate upfront operating costs needed for production. Urban agriculture is also
creating additional contract links with high-end “farm-to-table” restaurants and even with
educational cafeteria programs. “According to the USDA, the number of farmers’ markets
has increased almost 50% since 1994” [90] and there are over 1,000 CSAs throughout the
United States. This rise in the number of market distribution sites and options illustrates
the further growing demand in locally produced agriculture from urban farms.
Urban agriculture has been utilized to revitalize neighborhoods with vacant properties
and has also become an effective brownfield reclamation strategy in urban areas [86, 91].
Converting vacant and brownfield lots to active urban agriculture addresses environmental
justice and social equity issues by promoting environmental health and access to healthy
foods in food desert communities. Urban agriculture provides social advantages by build-
ing community and social capital and reconnecting people with food production as well as
with the environment. As such, when selecting between vegetative UHI mitigation strate-
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gies it is important for planners and policy makers to be able to quantify the difference
between vegetative approaches in order to understand the tradeoffs they are making climat-
ically, environmentally and socially.
2.6 Local scale and land area
My research investigates the impact of urban agriculture as a heat mitigation strategy at the
local scale. Many urban heat island mitigation studies are conducted using regional climate
models that have coarse resolutions of around 4 km2. Local scale modeling, with resolu-
tions of less than 1km2, can be a useful tool for policy makers as it provides them with the
ability to assess policy interventions by modeling the impacts of potential changes on the
built environment at the neighborhood level. Local scale models allow for the investiga-
tion of how neighborhood urban design characteristics, such as street design and building
heights, can impact land cover interventions. Urban heat island mitigation strategies im-
plemented on smaller scales have also been shown to reduce heat related health risks [92].
Conducting a land cover analysis at a the local scale not only provides policy makers with
information needed to promote more sustainable policies but also it empowers neighbor-
hood residents by giving them the understanding of how changes to their built environment
can affect the health of themselves and their neighbors.
In my research, the neighborhood scale analysis quantifies the impact of various sizes
of urban agriculture interventions. There are differing urban agriculture typologies, from
small backyard gardens to large community gardens and urban farms. Part of my future
research will be aimed at determining the minimum size of a land cover change area that is
needed to make a beneficial impact to the local climate. Determining impact size enables
planners to understand the parameters needed to successfully implement urban agriculture
as a UHI mitigation strategy.
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2.7 Literature Summary
Land cover change is one of the main planetary modifications caused by humans. Over
one-third of the surface of the planet has been modified by human activity. Agriculture and
pastureland represent the largest of these anthropogenic land cover changes accounting
for more than 40% of the planet’s terrestrial biomes [26]. LCC can significantly impact
the climate by altering the atmospheric concentrations of greenhouse gases and change
the hydrological cycle by influencing the partitioning of latent and sensible heat. Though
LCC represents a significant climate forcing effect that has been shown to be integral in
projecting climate trends both globally and regionally [36, 43, 32], climate change policy
institutions primarily focus on atmospheric concentrations as the main driver of climate
change and set mitigation policies designed to solely curb greenhouse gas emissions.
This viewpoint on our changing climate overlooks the impact of land cover change on
global warming as well as the role that land cover change plays in the global, regional and
local climate system. In understanding climate change, policy makers must understand the
important role that land cover change has on the climate as well as understand that the
scale at which we analyze the climate is also critical. Most debate and discussion happens
around the average change in climate at the global level and not the change happening
at the regional and local levels. As such, my research examines the effect of land cover
change on the local climate. Specifically I am examining the role that urban agriculture can
play in lowering local temperatures. Climate scientists have well documented the effects
of agricultural land conversions on both the regional and global climate [36, 39, 46, 32,
49, 45, 47, 48, 51] but the climatic effects of agriculture at the local level is a relatively
unexplored research area.
At the regional scale, the effects of land cover change are geographically dependent.
For example, deforestation in high latitudes can have the opposite effect on temperatures
than deforestation in the low latitude tropics [42]. As such, it is important to understand
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the context in which the application of land cover change is occurring. My research study
site, Atlanta, GA, is located in mid latitudes. Researchers have shown that conversion of
land cover to agriculture in mid-latitudes generally cools local climates specifically in the
Southeastern United States [36, 46, 51]. Agricultural land in this region decreases local
temperatures when converted from any other land cover including forested land [46]. The
increase in albedo, decrease in stomatal resistance, and relatively similar leaf area index of
agricultural land cover compared to forested areas coupled with the hydrological benefits
of irrigation provide a set of parameters enabling these observed regional cooling effects
[36, 47, 48, 51]. As such, I hypothesize that urban agriculture will lower local temperatures
in the Atlanta area.
At the local level, land cover change is most pronounced in the urban heat island effect
[9]. The UHI effect increases temperatures in urban areas specifically raising nighttime
temperatures. These temperature increases make urban residents more vulnerable to ex-
treme heat events [78, 79, 80]. High minimum temperatures have been shown to be most
closely associated with adverse health outcomes during extreme heat events [78, 79, 80].
This increase in heat exposures can create serious negative public health effects, as ex-
treme heat is responsible for more annual deaths in the United States than all other natural
disasters combined [1, 3]. The urban heat island effect makes urban populations more
susceptible to risks associated with extreme heat [58, 59] by magnifying the impacts of
summer heat waves in cities resulting in greater heat related fatalities in urban areas [58,
72, 6, 59]. As such, I am proposing to analyze the effects of urban agricultural interventions
during heat waves. Specifically, I am investigating whether urban agriculture maintains its
cooling effect during extreme heat conditions.
As heat waves are increasing across large US cities [11], mitigating the urban heat is-
land effect should be considered a public health priority. In places with sufficient rainfall,
vegetation strategies have been shown to be the most effective strategy for lowering ur-
ban temperatures, with as much as a 50% reduction in the urban heat island effect [15,
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16]. These vegetation strategies include forestation of urban areas as one of the main ap-
proaches. As discussed previously, agricultural lands have different biogeophysical param-
eters than forests. One parameter specifically tied to urban conditions is sky view factor.
The large sky view factor associated with agriculture can affect the timing of the maximum
“park cool island” (PCI). Gardens or open grass parks have a nocturnal maximum PCI [54]
compared to the daytime maximum PCI for forested areas. This diurnal difference in cool-
ing may make urban agriculture more effective at decreasing minimum temperatures than
urban afforestation. As such, my research aims to not only investigate how urban agricul-
ture acts as a heat mitigation strategy, but to compare urban agriculture to the vegetative
mitigation strategy of urban forestation.
In addition to potentially cooling the climate, urban agriculture provides social advan-
tages such as building community and social capital as well as reconnecting people with
food production and with the environment. As such, when selecting between vegetative
UHI mitigation strategies it is important for planners and policy makers to be able to quan-
tify the difference between vegetative approaches in order to understand the tradeoffs they
are making climatically, environmentally and socially.
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CHAPTER 3
CONCEPTUAL FRAMEWORK AND METHODOLOGICAL APPROACH
My research bridges two built environment and health research areas: urban heat islands
and urban agriculture. I am specifically interested in investigating the potential for urban
agriculture to act as an urban heat island mitigation strategy at the neighborhood scale.
Though previous work has examined the role of vegetation in mitigating the UHI effect,
the potential for urban agriculture to act as a mitigation strategy is an unexplored research
area. Exploring the connection between urban agriculture and urban heat islands is the
main focus and contribution of my dissertation. Specifically, the aim of the dissertation
is to demonstrate the potential for urban agriculture to cool the local climate by lowering
temperatures in urban areas.
3.1 Conceptual Framework
My research draws from the disciplines of agriculture, climate change, and public health.
These research domains create the three foci of my conceptual diagram (See Figure 3.1). At
a high level, connections between these three domains are well established in the literature.
Research has clearly illustrated how both agricultural lands and climate change impact
each other as well as how climate change and agriculture directly impact public health. In
the literature review above, I have discussed in detail how agricultural land cover change
can affect temperature and precipitation at both the regional and global level [32, 36, 39,
45, 46, 47, 48, 49, 51]. Climate change on the other hand is expected to have profound
impacts on agricultural production by decreasing productivity due to the prevalence of pests
and diseases and by creating extreme conditions such as droughts and extreme heat [93].
Linkages between the domain of public health and agriculture and climate change are also
well established. Climate change will bring severe weather patterns that will exacerbate
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global health challenges such as malnutrition, infectious diseases, food born illnesses, and
heat stress, to name a few [94]. Additionally, industrial agriculture is a huge source of
environmental degradation from air pollution, to surface and groundwater contamination
due to use of heavy pesticides and fertilizers [82, 83].
When examining these domains through the lens of the local urban environment, the re-
lationships between these domains become more nuanced and less established. Not only do
the relationships change but the domains themselves become more specific. For example,
at the urban scale, agriculture becomes urban agriculture and climate change is referred
to as the urban heat island effect. The conceptual diagram (Figure 3.1) illustrates these
subdomains when the urban condition is intersected. Though there is strong evidence of
the relationship between agriculture and climate change, the connection between UHI and
urban agriculture has yet to be made. In my work, I attempt to establish a new connec-
tion between urban agriculture and the urban heat island effect. This new connection is
illustrated in the conceptual diagram with a dotted red line.
At the urban environment level, public health takes on many different forms. Envi-
ronmental hazards are just one possible subdiscipline. There is strong evidence in the
research community that the UHI increases environmental hazards such as extreme heat
events which in turn has serious public health effects due to increases in heat related mor-
tality and increased air pollution [57, 67, 16]. Not only can the UHI exacerbate extreme
heat conditions, but mitigation strategies have been shown to save lives by cooling local
environments sufficiently to avoid heat related deaths [95]. This relationship is represented
in the conceptual diagram by a solid blue line. Urban agriculture has many ties and asso-
ciations with public health, from food desserts to mental health [96, 97], but currently no
relationship exists in the literature exploring how urban agriculture could potentially save
lives endangered by extreme heat. Though my dissertation will not explicitly measure this
possible outcome, I hope to be able to indirectly link urban agriculture with the environ-
mental hazards of extreme heat through the intervening variable of UHIs. This relationship
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Figure 3.1: Conceptual Diagram - Connecting agriculture, climate change and public health
in the urban sphere.
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Figure 3.2: My analysis will take place at the both the MSA and city level scale incorpo-
rating temperature, land cover and urban form data.
is represented in the conceptual diagram by a dotted blue line.
3.2 Taking a two phase approach to investigating the impact of urban agriculture on
local climate
My research proposes that urban agriculture can act as a successful UHI mitigation strategy
by cooling the local climate. In order to investigate the effect of urban agriculture on local
temperatures, I employ a two-phase methodological approach by examining the effect at
two different scales: the MSA level and the city level. Through regression and GLM
analysis, I use satellite temperature data and land cover data to estimate how the percent
change in urban agriculture impacts local temperatures.
Specifically, I investigate how the average temperature for different land cover classes
varies across the MSA and the city of Atlanta. The city level analysis will differ from the
MSA level analysis by including an investigation of the effect of urban form. In the city
level analysis, I use higher resolution land cover data to control for urban form conditions.
This analysis will question whether the impact of agriculture on local temperature changes
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Figure 3.3: The table list each of my research questions, objectives and hypotheses and
also indicates the data that will be used to conduct the analysis.
depending on the urban form for where it is implemented.
For both scales, I place a uniform 1 km grid over the area. Each grid cell contains
temperature and land cover data. At the city level, each grid cell will also include urban
form variables. Analyzing at the city scale allows me to use more detailed parcel level
urban form variables that are not available at the MSA level, such as building footprints and
building heights. The MSA analysis provides a larger sample size and more opportunities
for large scale agricultural land uses. Figure 3.2 illustrates that the MSA scale analysis will
look at temperature and land cover whereas the city level scale will include urban data.
Figure 3.3 lists my research questions, objectives and hypotheses, as well as the data I use
to answer these questions.
3.3 City Selection: Atlanta, GA
I conduct my analysis in Atlanta, GA, at both the city and MSA scale. Atlanta was selected
because it has the following traits: it is one of the fifty largest US cities, it has one of
the fastest growing urban heat islands, and is has exhibited significant trends in heat wave
characteristics such as frequency, timing, duration and intensity [10, 11, 55]. Figure 3.4
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Figure 3.4: Image on the left: This image lists the US cities that have at least two increasing
heat wave trends above the national average. The shaded quadrants show which heat wave
trends are increasing in each city. Atlanta’s heat waves are increasing both in frequency
and duration compared to other large US cities. Image on the Right: Atlanta has one of the
fastest growing urban heat islands in the US.
illustrates how Atlanta’s growing UHI and heat wave characteristics rank as one of the
highest in the United States. Additionally, Atlanta has a burgeoning urban agriculture
movement, which will help inform the policy portion of this research.
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CHAPTER 4
PHASE 1: MSA LEVEL ANALYSIS
RQ1: How does urban agriculture affect the local climate?
RQ2: How does urban agriculture compare to urban forestation as a UHI mitigation
strategy at the local scale?
In Phase 1, I answer my first two research questions by investigating the impact of
urban agriculture on local nighttime temperatures and comparing the efficacy of urban
agriculture to urban forestation as a heat mitigation strategy. I investigate these first two
research questions at the scale of the Atlanta MSA. As previously discussed, the use of
urban agricultural lands in cities as a UHI mitigation strategy has yet to be explored. As
urban agriculture becomes more popular in US cities, it is important to understand the
climate potential for this type of green infrastructure. Not only is it important to understand
the effect urban agriculture may have on local temperatures, it is also important to compare
this climatic effect to other vegetative UHI mitigation strategies. For research question 2,
I compare urban agriculture to forested land cover as urban forestation has been shown
to be one of the most effective UHI mitigation strategies in cities with sufficient rainfall
[15]. Comparing urban agriculture to one of the most effective UHI strategy will help
to contextualize the potential of urban agriculture to successfully mitigate UHIs and can
inform the UHI research community about the impact of this form of green infrastructure.
4.1 Methods
For my MSA Analysis, I conduct a multivariate Ordinary Least Squares (OLS) regression
model. I place a 1 km grid across the Atlanta MSA. Each cell of the 1km x 1km grid
represents an observation in the regression model with all variables aggregated to the cor-
48
Figure 4.1: A 1 km grid is place over the Atlanta MSA. Each grid cell represents an ob-
servation in the regression model. Land cover data and temperature will be aggregated to
each 1 km grid cell.
responding grid cell (See Figure 4.1). As presented in Table 4.1, the dependent variable
is surface temperature and the independent variables are several classes of land covers,
including the area of agricultural land and forest land. The control variables include the
elevation of each of the grid cells, as well as other land cover variables, such as developed,
barren, shrub, and water. Additional control variables are included by selecting the analysis
day during a hot summer day that is not a heat wave and with relative cloud free conditions,
which promotes maximum urban heat island effect.
4.1.1 Temperature Data
In my analysis, I use MODIS (Moderate Resolution Imaging Spectroradiometer) satellite
data to generate night time surface temperature data. The MODIS sensor sits aboard two
sister satellites: Terra and Aqua. The Terra and Aqua satellites orbit the planet in opposite
paths ensuring that the entire planet is observed every 1-2 days. MODIS has a 36 band
spectral resolution of 0.4 to 14.4 µm, a 12-bit radiometric resolution, and a daily temporal
resolution for the southeast United States. The spatial resolution varies depending on the
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Table 4.1: Variables for OLS Regression Model.
Variable Type Variable Description Data Source
Dependent Surface Temperature MODIS Satellite Data
Independent Area of urban agriculture NLCD 2011
Area of forested land NLCD 2011
Control Grid cell avgerage elevation USGS 30 meter DEM
Land cover variables: NLCD 2011
Impervious, Barren, Water, Developed
Seasonal & Diurnal Timing and day selection
wavelength with a range of 250m to 1 km. Surface temperature data is collected with a
1km spatial resolution. MODIS data is generated exactly the same aboard each satellite
except for collection times. Aqua samples at approximately 1:30pm and 1:30am and Terra
samples at approximately 10:30am and 10:30pm local time.
There are several data products generated from MODIS observations. Surface temper-
ature data products are distributed by NASA’s Land Processes Distributed Active Archive
Center (DAAC). The land surface temperature products come preprocessed with digital
numbers converted to radiance and to Kelvin using product specific algorithms and lookup
tables. The temperature products include a 1km and a 5km daily surface temperature prod-
uct, a 1km and 5-km 8-day product, and a 5-km monthly product.
For this analysis, I have selected the Aqua 8-day average surface temperature data. The
timing of Aqua is much more suitable at capturing daily maximum and minimum tempera-
tures as compared to the timing of Terra. Also the 8-day average product is created in order
to minimize cloud contamination, as it is a composite of all acquisitions that are cloud free.
MODIS 8-day product averages daily temperatures across all cloud free observations dur-
ing the 8-day period. Minimal cloud cover is not only an important condition for maximum
urban heat island effects but is also important to accurately estimate surface temperatures
remotely.
The short name for the Aqua 8-day average surface temperature data product is MYD11A2
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version 6. Version 6 is MODIS’ newest update. Version 5 underestimated surface temper-
atures over bare soil, mainly in desert conditions by upwards of 2-3 K. The biggest change
for version 6 is to fix this underestimation. This update may be important for urban areas
as bare soils resulted from development practices can increase urban temperatures.
MODIS land surface temperature products are produced with the Sinusuidal projection
and is divided and distributed as a non-overlapping tiled grid over the globe. Each grid tile
is approximately 10 degrees squared at the equator. The tiles are organized by vertical tile
number and by horizontal tile number. The Atlanta MSA is spread across two grid tiles:
Tile 10h-5v and Tile 11h-5v (See Figure 4.2). The MODIS Data was retrieved from the
LPDAAC website: https://lpdaac.usgs.gov and LPDAAC’s “MODIS projection
Tool (MPT)” was use to process the data for ArcGIS. I used the MRT tool to convert the
native HDF files into geotiffs, to mosaic the two tiles of h11v5 and h10v5, to clip the scene
approximately to the MSA boundary, and to re-project from sinusoidal to geographic with
a NAD83 datum.
Resolution
MODIS temperature data has a 1km spatial resolution. It is possible to get higher resolution
temperature data from other satellites. For example, Landsat downscales their temperature
data to a 30-meter spatial resolution; however, Landsat data is only acquired during the
daytime, which prevents measurement of high minimum temperatures at night. The high-
est resolution temperature data during the nighttime is MODIS. It is important to note that
I am choosing to not optimize the resolution of the temperature data in order to investigate
night time temperatures. This is a limitation of the analysis but necessary in order to look
at agricultural cooling potential in the evenings. Night time temperatures are important
for three reasons. Minimum temperatures have been shown to be more strongly associated
with negative health effects due to extreme heat [78], temperatures in cities are amplified




Figure 4.2: (A) depicts the MODIS global grid with its horizontal and vertical key and (B)
illustrates the two tiles encompassing the Atlanta MSA.
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crease faster due to climate change than day time temperatures [73], and agricultural land
is hypothesized to have an advantage of cooling nighttime temperatures due to its low sky
view factor (See Figure 4.3).
4.1.2 Date Selection
The date for the temperature data was selected based on heat wave days and cloud cover.
The MODIS scene was selected so that there were no heat wave days included in the 8-
day average and no missing data due to cloud contamination was present in the dataset.
A heat wave, defined by Habeeb et al [11], consists of at least two consecutive extreme
heat events (EHEs) and an EHE is defined as any day in which the minimum apparent
temperature exceeds the 85th percentile for the long-term average for a particular location
[65]. Minimum apparent temperatures and the local threshold for Atlanta were gathered
from the National Climate Data Center (NCDC) heat stress index database to determine
whether a day is classified as a heat wave day or a non-heat wave day [11].
I identified all 8-day ranges that did not have a heat wave day in its time period. There
were four 8-day MODIS scenes that fit this criterion for the summer months of 2011. The
first three weeks of the month of May fit this criterion, as well as the second week of June.
Checking the quality control for each scene showed that May 17th - May 24th was missing
1.3% of the data due to cloud contamination and the three remaining scenes had no missing
data. To ensure that the scene represented a relatively cloud free time period; I also checked
the cloud cover for the 8 days for each scene.
Each MODIS scene comes with a “Clear Sky Nights” file that list the number of clear
nights for the 8-day scene per pixel. Figure 4.4 illustrates the number of cloud free days per
pixel for each of the four scenes. Scene May 9th only had 25% of the MSA free of clouds for
the majority of the time period (5 or more days), as compared to Scene May 1st and Scene
June 10th which had 61% and 59% of MSA respectively. Scene May 1st and Scene June




Figure 4.3: (A) Illustrates the increased temperatures at night due to the UHI (credit EPA)
(B) (Benedicte Dousset) [92] Depicts the number of deaths per day during the 2003 Euro-
pean heat wave. The spike of deaths occurred when not only daytime temperatures were at
the highest but also when nighttime temperatures where at the highest point.
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Figure 4.4: Illustrates the number of days of cloud free days per pixel for each scene.
minimum apparent temperature for each 8 days, June 10th had a higher temperature of
71.25◦F as compared to 53.13◦F for May 1st. The heat wave season for 2011 started June
1st with a 4-day heat wave. The June 10th MODIS Scene is the first 8-day scene of the heat
wave season that does not have a heat wave day present during the time period. Picking
a time period at the beginning of the heat wave season ensures that I am examining warm
summer days but not excessively hot days as no EHE is included in the time period. MODIS
scene 06.10-06.17 was chosen for the analysis.
4.1.3 Land Cover and Elevation Data
The land cover data used in the analysis is obtained from the USGS National Land Cover
Database for 2011(NLCD). This land cover product is created by the Multi-Resolution
Land Characteristics (MRLC) Consortium for the entire United States at a 30-meter spatial
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resolution. NLCD uses Landsat satellite data and a decision tree classification process to
consistently classify the entire United States into 16 land cover classes (see Figure 4.5 for a
list of the classes). NLCD distinguishes between three different forest classes (deciduous,
evergreen, and mixed), and includes a cultivated crop land cover class which will be used
as the agriculture land cover in the analysis. The NLCD also classifies developed grid cells
by urban development intensity (high, medium, low, open space) where the impervious sur-
face for each category ranges from 80-100% for high to less than 20% for open space. The
2011 NLCD impervious and tree canopy datasets were also included. The impervious and
tree canopy datasets indicate the percent of each 30-meter pixel that is either impervious or
tree canopy. The impervious and tree canopy datasets were used to reclassify the developed
pixels into impervious, tree canopy and other land cover. The raster datasets were repro-
jected in ArcGIS to NAD1983 StatePlane Georgia West FIPS 1002 Feet (StatePlane) and
clipped to the Atlanta MSA. Using spatial analysis tools in ArcGIS, the sum of the area for
each land cover class was aggregated to the corresponding 1km grid cell for the regression
model.
Elevation data was included into the model as a control variable. The USGS provides
elevation and typography data for the entire United States at varying resolutions. The
elevation data was downloaded from the USGS National Map which is part of their National
Geospatial Program. One-third arc-second digital elevation model (DEM) from the USGS
3D elevation product was obtained for the MSA. A 1/3 arc-second DEM translates to an
approximate 10-meter spatial resolution. Nine DEM tiles were needed to cover the Atlanta
MSA. These elevation tiles were mosaicked, re-projected to state plane, and clipped to the
MSA boundary in ArcGIS. The elevation was aggregated up to each 1 km grid cell by using
the average elevation for each grid.
Once all of the data (temperature, land cover, elevation) was acquired, it was re-projected
to state plane, clipped to the MSA, and aggregated to a 1-km grid that covers the Atlanta
MSA and matches dimensions of the temperature data. Figure 4.6 illustrates the main
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Figure 4.5: Lists the land cover classes in the 2011 NLCD.
datasets used in this analysis.
4.1.4 OLS Regression
The first two research questions were analyzed with ordinary least squares (OLS) regres-
sion. SPSS was used to run the OLS regression and to check for the assumptions of OLS.
In order to meet the assumptions needed to conduct an OLS regressions, outliers were
removed from the analysis based on both the Mahalanoga’s critical value for outliers (a
critical value of 28 for 10 degrees of freedom) and standardized residuals (standardized
residuals > 3). The outliers represent 6% of the observations in the analysis. Removing
the outliers made the data conform with the assumptions of linearity and with normality.
Multicollinearity problems also existed between certain variables. Tree canopy and imper-
vious area were highly correlated (greater than 0.8), therefore both variables could not be
included in the model. To address the problem of multicollinearity I used a classification of
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Figure 4.6: Lists all of the datasets included in the model and identifies the dependent and
independent variables.
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high- low intensity development instead of the impervious land cover dataset. Impervious
land cover provides a better estimation of the impervious land present in each grid cell, but
the problem of multicollinearity between impervious and tree canopy makes it statistically
problematic to include it in the regression analysis.
High multicollinearity still existed between some variables. Tree canopy and Pasture-
land were highly correlated with a correlation greater than 0.9. Since pastureland had the
least land cover observations in the MSA, and since I was not directly investigating this
type of land cover, I opted to remove Pasture from the analysis. The urban development
class of high and medium developed were highly correlated with a correlation of 0.774.
Developed medium also had the highest VIF correlations statistic of 5.408. Since these are
control variables, one may argue it is not necessary to adjust them, but doing so creates
more stability in the prediction model. To control for this correlation, I combined both
Urban High Developed and Urban Medium Developed into one class named High-Med
Developed. The removal of the impervious and pasture land covers as well as the creation
of the High-Med Developed class resulted in no multicollinearity problems in the analysis.
The variables in the regression model include temperature, land cover and elevation
data. The dependent variable is nighttime temperature collected at approximately 1:30
am and averaged over 8 days (of cloud free conditions) between the days of June 10th —
June 17th. No local extreme heat events occurred during this time period ensuring that
the days represent summer nights that are not excessively hot. There are nine land cover
types in the model. Two of the land cover classes are the independent variables that are
being investigated and the other seven are control variables. The two independent variables
include cultivated crops which represents urban agriculture, and tree canopy land cover
which includes all tree canopy in the Atlanta MSA: deciduous, evergreen and a mixture of
the both deciduous and evergreen. The remaining land covers acting as control variables




Averaging all observations across the MSA, the results from the analysis showed that a
positive increase in agricultural lands resulted in a statistically significant (p<0.001) de-
crease in temperatures at a 1 km scale. Cultivated crops (agriculture) had a beta coefficient
of -0.008◦C, which means that a 1 unit increase in cultivated crops decreases temperatures
by 0.008◦C. The land cover was aggregated to the 1km grid cell as a total pixel count and
therefore the unit of analysis is the resolution of the NLCD image which is 30m x 30m or
900m2. As such, a 10-acre increase in agricultural lands would result in a 0.36◦C decrease




0.008x45 = 0.36◦C (4.1)
On average, a 10-acre increase in agricultural lands resulted in a 0.648◦F (0.36◦C)
reduction in nighttime temperatures at the local neighborhood scale. It is promising to
find that agricultural lands as a heat mitigation strategy can statistically decrease nighttime
temperatures for neighborhoods. When analyzing forested land, an increase in tree canopy
resulted in small but statistically significant slightly increased (p< 0.05) in the nighttime
temperatures. On average, a 10-acre increase in tree canopy land cover resulted in a 0.007◦F
(0.004◦C) increase in temperatures. Comparing urban agriculture to tree canopy, urban
agricultural lands outperform forested land cover as a nighttime cooling strategy across the
Atlanta MSA.
The model had an R2 of 0.496 indicating that approximately 50% of the variance in
nighttime temperature (the dependent variable) is explained by the model. All other vari-
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Table 4.2: OLS regression table. MODIS nighttime temperature is the dependent variable
Unstandardized Coefficients Standardized Coefficients
Model B Std. Error Beta t Sig.
Constant 20.755 0.035 586.501 0.000
Elevation -0.008 0.000 -0.455 -84.783 0.000
Water 0.003 0.000 0.122 24.005 0.000
Dev Open 0.001 0.000 0.157 18.320 0.000
Dev Low 0.002 0.000 0.284 28.248 0.000
Barren Land -0.002 0.000 -0.022 -4.263 0.000
Shrub 0.000 0.000 0.009 1.742 0.081
Herbaceuous -0.001 0.000 -0.070 -11.901 0.000
Agriculture -0.008 0.001 -0.057 -11.369 0.000
Tree Canopy 8.235E-5 0.000 0.021 2.763 0.006
DevHighMed 0.003 0.000 0.265 38.958 0.000
ables were statistically significant with at least a p < 0.05 except for shrub. Grassland and
barren land both decreased night time temperatures, whereas all other land cover variables
increased nighttime temperatures with High-Med Developed increasing the temperatures
the most (see Table 4.2).
To contextualize this result, I compare the temperature reduction due to urban agri-
culture to Atlanta’s nighttime UHI. I calculate Atlanta’s nighttime UHI by subtracting the
average urban temperature from the average rural temperature. I use the same temperature
data from the analysis, which was taken during the second week of June in 2011. To com-
pute the average rural temperature, I locate grid cells at the edge of the MSA that have a
predominantly forested land area. I set the forested threshold to 90% so that I could identify
grid cells surrounding the MSA that were predominately trees. I locate 8 grid cells outside
of the city of Atlanta that were at least 90% forested. These 8 grid cells had an average
temperature of 18.39◦C. I chose 8 rural pixels so that each represented one of the 8 cardinal
directions surrounding the MSA (see Figure 4.7). To compute the average urban tempera-
ture, I first identified all grid cells with centroids located inside Atlanta’s city limits. Three
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Figure 4.7: Pixel location for Atlanta’s UHI calculation.
hundred thirty-four grid cells met this criterion and had an average temperature of 20.87◦C.
I then selected grid cells that were 100% developed and with at least 60% of the developed
classification as either high or medium development. Forty grid cells met these criteria and
had an average temperature of 22.07◦C. Atlanta’s nighttime UHI is estimated to be 3.68◦C
(6.62◦F).
AtlantaNighttimeUHI = Avg.UrbanTemperature− Avg.RuralTemperature
22.07◦C − 18.39◦C = 3.68◦C
3.68◦Cx1.8 = 6.62◦F
(4.2)
This number is similar to other UHI estimates. For example, Bounoua et al. (2015) esti-
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mate the Atlanta surface urban heat island to be approximately 2◦C. They define the surface
UHI as surface temperature differential between the average temperature from NLCD ur-
ban pixels and the average of the most vegetated pixels outside of the urban classes. The
maximum temperature differential between impervious surface area and vegetated area in
Atlanta was 3.1◦C occurring at 9am. At 3pm, the average time for summer months was a
1.6◦C difference. Bounoua et al. is similar to this analysis as they are using surface tem-
peratures as their UHI estimates and also using the NLCD to define urban and impervious
land cover [98]. Their estimates are different from this study as this study only examines
one period in time, whereas their estimates are derived from a climate model simulating
temperatures from land cover and vegetative phenology which is average over summer
months.
From the results, we can see that an increase in agricultural land can offset the growing
urban heat island effect in Atlanta. This study showed that an increase in 10 acres of agri-
cultural lands can decrease nighttime temperatures on average by 0.36◦C. The magnitude
of this temperature reduction is approximately 10% of the estimated Atlanta surface UHI.
Assuming that the estimated UHI is uniform across the city, an agricultural intervention of
10 acres per 1km grid can offset approximately 10% of the UHI effect at a local level.
How much land does 10 acres represent in a 1km grid and how could 10 acres of agri-
culture be implanted in the city of Atlanta? Ten acres of agricultural lands represents 4%
of a 1km grid cell. To contextualize what 10 acres of agricultural lands look like, I will use
Gaia Gardens as a model which is located 4 miles from downtown Atlanta. Gaia gardens
is a successful urban farm located in the city of Atlanta. The Gaia Gardens farm is part of a
larger development known as the East Lake Commons which includes 67 townhomes and
other community buildings (See Figure 4.8A). The East Lake Commons was developed in
2001 with a conservation subdivision approach. The housing is located close together in
order to preserve open space attached to the development that would be used as agriculture.
Gaia Gardens is approximately 5 acres of agricultural lands and the total development of
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the East Lake Commons is around 10 acres. Therefore two developments of this style ac-
counts for 8% of the grid (See Figure 4.8B) in essence, leaving plenty of space for modern
urban development to occur in these grid cells.
4.3 Discussion
From the analysis, we can see that urban agricultural lands can provide a cooling benefit to
local climates during summer nights. Examining the effect at the local level while holding
all land covers constant, an increase in agricultural lands by 10 acres can reduce nighttime
temperatures on average by approximately 0.65◦F. This temperature decrease represents an
offset of approximately 10% of Atlanta’s elevated temperatures from its citywide average
UHI. The amount of agricultural lands needed for this temperature decrease represents
approximately 4% of the observation area (a 1 square kilometer grid cell). This small land
cover percentage alludes to the potential feasibility of agricultural implementation at local
neighborhood scales.
Urban agricultural lands provide myriad benefits to communities from increasing food
access and community development to decreasing negative environmental impacts from
traditional industrial agricultural. Providing a climate benefit to local communities, specif-
ically in decreasing urban temperatures has yet to be added to the urban agricultural arsenal.
By investigating this climate benefit and illustrating the climate potential for agricultural
lands in urban environment, stakeholders can better understand the benefits agricultural
lands can provide to their communities. When deciding whether to support policies to
increase agricultural uses in a community, stakeholders need to understand all the ways
that agricultural lands can benefit their local environment which includes the benefit of
decreasing nighttime temperatures.
The analysis also looks at the temperature impact from forested land cover and com-
pares this to agriculture. Urban agricultural lands outperformed tree canopy in lowering




Figure 4.8: (A) An image of the East Lake Commons. In the foreground is Gaia Gardens.
Source: http://www.eastlakecommons.org/. (B) On the left - The plan of East
Lake Commons and Gaia Gardens. On the right- A representation of a 1 square kilometer
grid cell with the area allocated for two developments similar to the East Lake Commons.
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As previously discussed, urban forestation has been shown to be one of the most effective
UHI mitigation strategies in cities with sufficient rainfall [15]. Comparing urban agriculture
to the most effective vegetative UHI mitigation strategy, helps to contextualize its impact
on nighttime temperatures. There are many reasons why forested land would outperform
agricultural land with regard to cooling temperatures in urban environments, primarily in
the daytime. One of the primary reasons is the large canopy exhibited by forested land,
which provide larger shading as compared to agricultural lands. Shading from established
tree canopy can reduce temperatures by at least two and half times as much as from evap-
otranspiration [99, 100].
On the other hand, agricultural lands have other parameters aiding to outperform forested
lands. Climate scientists have well documented the effects of agricultural land cover change
on temperatures at both the global and regional scale. At the regional scale, looking specifi-
cally at the United States, Fall et al. have shown that agricultural land cover change have re-
sulted in “a cooling for all conversion types and presents the largest magnitude of cooling”
[46] as compared to all other regional land cover changes. At a regional scale, agricultural
land cover change (land cover that changes from any land cover to agriculture) cools the
regional near surface air temperatures. One of the main reasons we see this cooling effect
is because these croplands are often irrigated.
Another interesting difference between the parameters between agricultural and forested
land is their sky view factor. Agricultural land has a much larger sky view factor than
forested land. The sky view factor represents the percentage of sky that is visible due to the
land cover. Having a larger sky view factor contributes to a more efficient cooling process
by not inhibiting the transmission of longwave radiation into the atmosphere. A recent re-
search study led by Middel et al., has shown that “before sunrise and after sunset, surface
temperatures were higher under the tree canopy than in the open [101].” This is because
the tree canopy traps long wave radiation from escaping into the atmosphere. This trapping
of longwave radiation during the evening is why we also see elevated temperatures at night
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in urban areas. During the day, impervious surfaces absorb incoming solar radiation, stor-
ing it throughout the day. In the evening, when the sun goes down the impervious surfaces
slowly reradiate the stored radiation. In areas with low sky view factors such as in dense ur-
ban areas and forested areas, the longwave radiation gets reabsorbed by surfaces instead of
escaping back into the atmosphere resulting in elevated temperatures. This trapping effect
is why the sky view factor of vegetated lands can effect their cooling potential.
In an earlier study, Taha et al. illustrated how a park cool island effect can occur with
different vegetation at varying times of the day [54]. A park cool island effect is when a
consolidated land cover of similar type is much cooler than its surrounding environment.
Taha et al. showed that both forested land and open parks would exhibit the same park
cool island effect, but their maximum park cool island effect would happened at different
times of the day (change over the course of the day) [54]. Forested areas would exhibit
a maximum park cool island effect in the mid afternoon whereas open grass areas would
have a maximum park cool island in the evenings.
Middel et al.[101], Fall et al. [46],and Taha et al. [54] illustrate some of the theory
and reasons behind why agricultural land is beneficial in reducing minimum temperatures
at the local scale and why agricultural lands are lowering temperatures at a higher rate than
forested lands in the evening. High nighttime temperatures have been shown to have strong
associations with negative health effects during heat waves. By examining the effect of
land cover on nighttime temperatures, I am showing that agricultural lands may play a very
important role in urban environments in maintaining cooler temperatures in the evening.
These cooler temperatures may play an important role in the health of the community
where these agricultural interventions are implemented specifically in decreasing exposure
to high heat.
This analysis uncovered some methodical challenges with urban agricultural research:
specifically agricultural sample size and multicollinearity between urban land covers classes.
Agricultural lands were not very abundant throughout the Atlanta MSA. For example, the
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NLCD does not identify any agricultural land within the Atlanta city limits. However, by
2011, Atlanta had several large urban agricultural farms such as Gaia Gardens. These farms
are large enough that they should be identifiable with 30-meter resolution land cover data.
Though it was not surprising to see a lack of vegetation within the city of Atlanta, it was
surprising to see so little agriculture throughout the entire MSA.
The lack of agricultural lands in urban environments illustrates a methodical challenge
one encounters in conducting empirically driven quantitative urban agriculture research.
To address this challenge, I argue for the development of an irrigated agriculture proxy in
order to study agricultural cooling potentials in urban environments. In the past, climate
researchers have used other land covers to represent agriculture, such as grass, in climate
studies. If we can identify all land cover in urban environments that have similar radiomet-
ric properties as urban agriculture and therefore behave similarly with regard to how they
interact with incoming solar radiation, then we can start gaining a better idea of the cooling
potential of agriculture in our cities and the effectiveness of agriculture as UHI mitigation
strategy.
In my statistical analysis, I uncovered a problem with multicollinearity between vary-
ing land cover classes. For example, tree canopy and impervious land cover were so highly
correlated that I could only include one of the variables in the regression model. When
analyzing urban conditions, impervious and forested land covers are important land cover
variables to include in a regression model as both land covers significantly influence the
temperatures in an urban environment. To address multicollinearity one can either exclude
a correlated variable or, if they wish to still control for both variables, one must somehow
combine the correlated variables such as in an index or typology. To address the mulit-
collinearity problem, I excluded the impervious land cover and instead I used the NLCD
predefined urban classes. These classes are roughly defined and do not adequately describe
the urban conditions in cities across the country. In order to address the challenge of highly
correlated land cover variables, I suggest an urban classification scheme be developed in
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order to control for urban conditions. In order to robustly analyze vegetation cooling po-
tential in urban environments, I am arguing that a urban form typology needs to be created
and tailored for the city under investigation. An urban form typology would address the
problem of highly correlated independent variables. Both of these methodically challenges,




THE EFFECT OF HEAT WAVES ON URBAN AGRICULTURE COOLING
RQ3: How does the effect of urban agriculture as a UHI mitigation strategy change
during a heat wave event?
In the United States, more people die per year from extreme heat than from all other
natural disasters combined. On average between 600 - 1300 people are estimated to die
annually from heat related complications [102, 2, 1]. More than 700 people lost their lives
during the heat waves in Chicago in 1995 and 1999 [103, 104]. The more recent heat
waves in Europe in 2003 and Russia in 2010 rank among the deadliest weather related
event of this century, where tens of thousands of individuals died during these events[6, 7,
8]. The 2003 European heat wave encompassed the majority of central Europe spanning
as far north as Great Britain and as far south as Italy. Claiming more than 70,000 lives,
this event illustrates what can happen to a society who is unprepared to deal with such a
catastrophe [8]. In France more than 12,000 people died during August of 2003[105]. The
mortality count was so high and unexpected that morgues were over capacity and refrig-
erated trucks were needed to keep corpses[106]. Not only was the mortality extreme, but
the built infrastructure took a toll further complicating matters and making communities all
the more vulnerable. Roads and rail lines buckled blocking transportation networks[107].
Additionally there were over 25,000 forest fires from the extreme heat and drought across
Europe that year[105]. These heat waves and others illustrate that extreme heat is a serious
public health concern.
Cities are more vulnerable to extreme heat events and to heat waves because of the
urban heat island effect. The elevated temperatures in cities during heat waves due to the
UHI result in higher rates of mortality when controlling for population density[58, 59]. Not
only are temperatures in large US cities consistently higher than their rural environs but the
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UHI is increasing urban temperatures across the US at a faster pace than global tempera-
tures due to climate change[10]. UHI increases both daytime and nighttime temperatures
with research showing the largest temperature differences between urban and rural areas
occurring in the evening[108, 56]. Minimum temperatures have been shown to be a bet-
ter association with heat mortality than other temperature metrics[80, 78]. For example,
when comparing the 2003 and 2006 European heat wave the consistently high minimum
temperatures in 2003 were one of the main climate differences between these two heat
waves[109].
In addition to the UHI effect, cities are vulnerable to extreme heat because they house
a high concentration of vulnerable populations who often do not have access to air con-
ditioning and who frequently live in less ventilated buildings [110]. Cities have a higher
probability for power outages due to the increased electricity demand during heat waves.
As air conditioning is the main response to combating heat mortality during heat waves, in-
creased energy demand from air conditioning use can overwhelm electricity grids creating
blackouts [111, 112] and these blackouts can further increase the risk of mortality [113].
NASA and NOAA have recently both announced that the year 2016 was the hottest year
on record from start to finish [114] and cities are poised to become even more vulnerable to
extreme heat events as a result of global climate change. Recent studies indicate that global
climate change may be increasing the number and duration of heat waves in areas that
are already experiencing extreme heat events. Studies examining the relationship between
global climate change and mortality have found “business as usual” emissions scenarios to
result in a doubling of heat-related deaths by the end of the century in the USA, with some
estimates as high as 2,200 heat-related deaths occurring annually by 2100 [70]. McCarthy
et al. project that the number of extremely hot nights will increase by as much as 50%
by 2050 in large cities globally[73]. These cities are projected to have a much greater
increase in hot nights than their surrounding rural areas, illustrating the susceptibility of
urban populations to extreme heat due to the urban heat island effect.
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Currently heat waves patterns are changing across large cities in the US [11]. Looking at
climate data over fifty years, Habeeb et al. show that heat waves are increasing in frequency,
duration, intensity and starting earlier and lasting longer into the heat wave season [11].
Heat waves were not isolated to a specific region in the US but instead were increasing in
large US cities across all regions in the Untied States. This lack of regional effect, illustrates
that no mater where large cities are located, they need to be prepared for more extreme heat
waves. When examining Atlanta, GA, the study showed that Atlanta ranked amongst the
most vulnerable cities with heat wave trends significantly above the national average for
two heat wave characteristics. Coupled with the fact that Atlanta has one of the fastest
growing UHIs and is one of the fastest growing MSAs in the past 5 years, these trends are
making Atlanta an area of concern for heat mitigation.
As discussed previously, vegetative strategies in regions with sufficient rainfall have
been shown to be very effective heat mitigation strategies for combating the UHI effect.
Though vegetation has been upheld as an effective strategy, extreme heat conditions may
reduce the cooling potential of vegetation. In Chapter 4, I showed that urban agriculture can
reduce nighttime temperatures and outperform forested land cover in reducing nighttime
temperatures at the MSA level. My next research question examines how urban agriculture
performs during a heat wave.
RQ3: How does the effect of urban agriculture as a UHI mitigation strategy change
during a heat wave event?
Vegetation functions change during extreme heat. Extreme heat puts stress on vege-
tation causing phenological functions to change during these extreme weather conditions.
For example, during the 2003 European heat wave, researchers showed that tree canopy in
Europe acted as a source for carbon dioxide instead of being a sink [115] Primary produc-
tion reduced by as much as 30% as did vegetation respiration, a phenological function that
creates a sink for atmospheric CO2. The decrease in primary production and respiration
was correlated with a decrease in evapotranspiration and soil moisture [115]. In addition to
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increasing atmospheric CO2, urban vegetation can increase ground level ozone during ex-
treme heat events. During hot days, trees release more volatile organic compounds (VOCs)
which is a necessary component to tropospheric ozone formation and urban vegetation have
been shown to triple their VOC contributions during heat waves [116].
In addition to high temperatures during the Europe heat wave there was also extremely
low soil moisture throughout the entire summer. The low soil moisture caused a decrease
in evapotranspiration, latent cooling and these conditioned increased surface temperatures
especially during the month of August when the heat wave was at its worse. Water stress
from low soil moisture occurs when the extractable soil water decreases below 0.4in. After
this threshold is crossed, transpiration decreases due to an increase in stomatal resistance
[117]. The stomatal resistance increase enables plants to conserve water by decreasing
evapotranspiration. Since evapotranspiration plays a large role in the cooling potential of
vegetation especially agriculture, there is a possibility that vegetative strategies do not pro-
vide the cooling potential needed to lower urban temperatures during extreme heat events
which is when urban residents most need relief from the heat.
5.1 Methods
In order to investigate this research question, I compare the temperature decrease from
agriculture during a heat wave to the temperature decrease from agriculture during a non
heat wave period in the same year. A continuation of the Chapter 4 analysis, I place a 1km
grid across the Atlanta MSA. Each cell of the 1km x 1km grid represents an observation in
the model with all variables aggregated to the corresponding grid cell (See Figure 5.1). As
presented in Table 5.1, the dependent variables are surface temperatures (heat wave vs. non-
heat wave) and the independent variables are several classes of land covers. The dependent
variable is nighttime temperature collected at approximately 1:30 am and averaged over 8
days (of cloud free conditions). There are nine land cover types in the model. Two of the
land cover classes are the independent variables that are being investigated and the other
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Figure 5.1: A 1 km grid is place over the Atlanta MSA. Each grid cell represents an obser-
vation in the model. Land cover data and temperature will be aggregated to each 1 km grid
cell.
seven are control variables. The two independent variables include cultivated crops which
represents urban agriculture, and tree canopy land cover which includes all tree canopy in
the Atlanta MSA: deciduous, evergreen and a mixture of the both deciduous and evergreen.
The remaining land covers acting as control variables include: open water, developed- open
space, developed-low, developed high/med, barren, shrubs, and grasslands.
Research question 3 investigates whether the cooling potential of agricultural lands are
maintained during an extreme heat wave or whether the cooling potential is diminished or
even reverses its directional impact during extreme heat. To answer this research question,
I use SPSS′s Advance Models, to test whether the coefficients from land cover are different
during a heat wave versus a non heat wave. I conduct a repeated measures multiple regres-
sion using the general linear model (GLM) repeated measures procedure in SPSS. In the
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Table 5.1: Variables for Heat Wave Analysis.
Variable Type Variable Description Data Source
Dependent Surface Temperature MODIS Satellite Data
Independent Area of urban agriculture NLCD 2011
Area of forested land NLCD 2011
Control Grid cell avgerage elevation USGS 30 meter DEM
Land cover variables: NLCD 2011
Impervious, Barren, Water, Developed
Seasonal & Diurnal Timing and day selection
multivariate repeated measures design, the same measurement is made more than once on
each case or observation. For my design, I am measuring temperature for each 1km x 1km
grid cell at two different time periods: June 10th, a non-heat wave period, and July 20th, a
heat wave period. Using the GLM repeated measures allows me to test the null hypotheses
involving the within-subject factors and the covariates. I test the null hypotheses that there
is no difference between the effect of agriculture on temperature during a heat wave and
non-heat wave period by investigating the covariate and within subject interactions and can
test the null hypothesis involving the within-subjects factors to see if there is a temperature
difference between a heat wave and non heat wave period.
In the GLM Repeated Measures procedure I created a “timing” factor with two levels
to define the within-subject repeated measure factor and defined a single measure of Night
Temperatures. The first level was defined as June 10th and the second level defined as July
20th. I ran a full factorial model to control for all covariate main effects and to obtain
the within subject and covariate interactions. I use a Type III method for calculating the
sum of squares in the model (as it is the most commonly used sum of squares method and
the most encompassing for different model designs (SPSS Manual 17.0).) GLM repeated
Measures produces estimates of parameters, which are the coefficients for each covariate.
Commonly used a priori contrasts are available to perform hypothesis testing on between-
subjects factors. I use the “difference” contrast to test the within subject and covariate
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interactions. The difference contrast compares the covariate coefficient from of each level
to the coefficient of the previous level.
5.1.1 Heat Waves
To begin this analysis, I identify all heat wave and non heat wave days for the year 2011.
At present, there is no standard definition of heat waves [118, 119, 102]. Heat wave defi-
nitions vary depending on the length of consecutive days, the type of temperature metrics
employed (minimum, average, maximum), the thresholds used to determine an extreme
temperature, and whether humidity is taken into account.
For this analysis, a heat wave, defined by Habeeb et al. [11], consists of at least two
consecutive extreme heat events (EHEs) and an EHE is defined as any day in which the min-
imum apparent temperature exceeds the 85th percentile for the long-term average (1961-
1990) for a particular location [65]. Minimum temperatures refer to high nighttime tem-
peratures and apparent temperature is a temperature metric that combines both temperature
and humidity. Defining EHEs with a local heat index threshold, controls for regional differ-
ences in acclimatization and recognizes that human health responses to extreme heat vary
across different climatic regions [120, 65, 78, 79].
Heat waves days for the summer of 2011 in Atlanta, GA were identified using data ob-
tained from the National Climate Data Center (NCDC). Minimum apparent temperatures
and the local long-term average threshold for Atlanta were gathered from the National Cli-
mate Data Center (NCDC) heat stress index database to determine whether a day is classi-
fied as a heat wave day or a non-heat wave day [11]. The NCDC extends a dataset originally
developed by Gaffen and Ross [65] through which apparent temperature is measured for
187 US cities and compared to regional long-term distributions to identify anomalous heat
events. The NCDC heat stress index database is based on temperature and humidity ob-
servations from first-order meteorological stations, which are primarily located at a city’s
airport.
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Minimum apparent temperature is used to define heat waves, because high nighttime
temperatures and humid nights have been shown to have a better association with negative
health effects than other temperature metrics [78, 118]. While high daytime and nighttime
temperature both stress physiological functions associated with cardiovascular and respi-
ratory systems; it is the consistently high temperatures during the evenings that have a
stronger association with an increase in physiological stress [78, 59]. The relentless heat
exposure throughout the day and night does not provide time for the body to adequately
recover leaving one more susceptible to an elevated risk of negative heat-related health ef-
fects. Also, it is important to include relative humidity because the body undergoes more
stress during a humid hot day as compared to a non-humid hot day. The physical stress on
the body is amplified during a day that is not only hot but also humid. Saturated air result-
ing from high humidity has less capacity to hold water and therefore slows the evaporation
rate of perspiration, which is the body’s cooling mechanism.
Atlanta heat waves and MODIS scene selection
For the summer of 2011, Atlanta had seven heat waves and forty heat wave days. The
heat waves started at the beginning of June and lasted until the middle of August (see
Figure 5.2). The average heat wave length was 5.7 days and the average minimum apparent
temperature was 78.6◦F. The longest heat wave and most intense (highest average minimum
apparent temperature) heat wave was the fifth heat wave of the summer and started on July
19th and lasted 16 days.
To compare the temperature response from agricultural land during a heat wave and non
heat wave event, I identify MODIS scenes that were during a heat wave and non heat wave
period. As discussed in the previous chapter, I have selected the Aqua 8-day average sur-
face temperature data for the analysis. The timing of Aqua and the minimization of cloud
contamination from the 8-day product provide optimal conditions for maximum nighttime
urban heat island effects and estimations of remotely sensed surface temperatures.
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Figure 5.2: Summer 2011 heat wave calendar. The red box indicates a heat wave day.
The non-heat wave MODIS scene was selected so that there were no heat wave days
included in the 8-day average and no missing data due to cloud contamination was present
in the dataset. The June 10th -17th MODIS scene is the first 8-day scene of the heat wave
season that fits this criteria. The scene does not have a heat wave day or an EHE present
during the time period. Picking a time period at the beginning of the heat wave season
ensures that I am examining warm summer days but not excessively hot days as no heat
wave days or EHEs are included in the time period (See Chapter 4 for more discussion).
The heat wave MODIS scene was selected so that the entire 8-day average was during
a heat wave and there was no missing data due to cloud contamination was present in the
dataset. The July 20th-27th MODIS scene fits the criteria. The MODIS scene is the only
scene with all 8 days during a heat wave and the dataset is taken during the hottest and
longest heat wave for summer 2011. The scene is during the beginning of the 5th heat
wave of the year and this heat wave represents the longest heat wave of the season with 16
consecutive EHEs with the highest average temperature. Selecting this scene ensures that I
am capturing the response of agriculture during the hottest part of the summer and during
the time when residents are at the highest risk for heat related mortality as research has
shown that longer lasting and more intense heat waves increase the impact on heat-related
mortality [121]. This is the only 8-day time period for 2011 where everyday is a heat wave
day. In 2011, there are two other time periods where 7 of the 8 days are heat wave days
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(July 28th scene – which is the end of the heat wave associated with the previous time
period, and the August 5th scene).
5.2 Results
The average night time temperature for the June 10th and July 20th MODIS scenes are
19◦C and 21◦C respectively. The July 20th heat wave, the fifth heat wave of the season and
the longest lasting and most intense heat wave, had night time temperatures that were on
average 3◦C above the average nighttime temperatures found in the June 10th scene. The
multivariate tests for the repeated measure and each predictor was significant across all four
multivariate statistics (Pillai’s Trace, Wilks’ Lamda, Hotelling’s Trace and Roy’s Largest
Root)–See Figure5.3. This result indicates that regardless of which multivariate statistic
is used, we can assume a statistical difference in the timing of the night time temperature
measure. The temperature during the July 20th heat wave was statistically significantly
different from the temperature at the beginning of the heat wave season affirming that
selection of MODIS scenes. Though the measurement timing is statistically significant, the
value of Wilk’s Lambda indicate that only about (1-.985)*100= 1.5% of the variance of the
dependent variable is accounted for by the timing of the measurements.
One of the advantages of using the repeated measure GLM model is that I can test
whether land cover coefficients differ across different climatic events. The multivariate
test and the test of within subject contrasts (Figure5.3 and Figure 5.4) show that no matter
what multivariate statistic is used, there is a significant interaction between the timing of
the night time temperature measure and the effect of agricultural land cover. The null
hypothesis states that the agricultural land cover coefficient during a non heat wave period
is equal to the agricultural land cover coefficient during a heat wave period. Utilizing the
difference contrast in the full factorial model tests for the null hypothesis. The within
subject contrast table indicates that there is statistically significant difference between the
coefficients during a heat wave and non heat wave period indicating a rejection of the null
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Figure 5.3: Repeated Measures Multivariate Tests.
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Figure 5.4: Repeated Measures Within-Subject Contrast Tests.
hypothesis.
The GLM repeated measure model also outputs parameter estimates for each time pe-
riod. Figure 5.5 indicates (as we saw in Chapter 4), that agricultural lands have a coefficient
of -.008 during the non heat wave scene of June 10th. The coefficient indicate that a 1 unit
increase in agricultural lands decreases local night temperatures by 0.008◦C. Since the unit
of analysis for land cover is 30m x 30 m then this effect translates to a 10 acre increase
in agricultural lands decreasing temperatures on average by 0.65◦F (see Equation 4.1). By
examining the regression coefficient for each predictor during the two climatic events, we
can assess not only if the coefficients of the covariates change depending on the extreme
heat condition but we also can evaluate the direction and magnitude of the change. Figure
5.5 indicates that the coefficient for agricultural lands decrease from -.008 to -.002 (0.16◦F)
when measured during a heat wave. We also see that the interaction between forested land
cover and the timing of the nighttime temperature measurement is not significant. There-
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Figure 5.5: Repeated Measures Parameter Estimates.
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fore we can assume that the coefficient for forested land is equal during a heat wave or non
heat wave event.
5.3 Discussion
By examining the regression coefficient for each predictor during the two climatic events
(heat wave vs. non heat wave), the aim of this analysis is to determine whether the re-
gression coefficients of the covariates change depending on the extreme heat condition.
From the analysis we can see that there is statistically significant difference between the
impact of agricultural lands on nighttime temperatures during a heat wave as compared to a
non heat wave period. Agricultural lands decrease temperatures less during a heat wave as
compared to a non heat wave period. This result indicates that though agricultural lands are
under increased stress due to extreme heat, they still maintain their potential to cool local
night time temperatures but this cooling potential is diminished. Though the effect from
agriculture decreases in magnitude it does not change direction and becomes a heat source.
This outcome is encouraging to find that though agricultural lands are not as effective dur-
ing extreme heat conditions, retaining approximately 25% of its cooling potential, they still
provide a cooling benefit to the local area, cooling temperatures when residents need it the
most. On the other hand, tree canopy did not show a statistical significant difference in its
impact on temperatures during a heat wave. Tree canopy maintains its impact on night-
time temperatures by having a slight warming effect. Tree canopy did not start providing
cooling benefit at night but more importantly it did not increase temperatures.
The findings from this analysis are consistent with other findings in the research field.
Research examining the response from vegetation during the European 2003 heat wave
found that different vegetation types respond differently due to extreme heat [122]. The
research found that short herbaceous vegetation such as grassland had an increase in evap-
otranspiration (ET) whereas ET decreased in forested land from increased temperatures.
This change in ET caused forested land temperatures to be twice as high during the day
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as over grasslands and the increased ET from grassland helped to attenuate an increase
in temperature. Forested land’s coping strategies to deal with extreme heat and drought
conditions regulates the stomatal openings in order to conserve water. The increased ET
from grasslands may provide short term cooling benefits but the vegetation land cover can-
not maintain this cooling benefit over sustained time. The research showed that during the
end of the heat wave the increase ET accelerated soil moisture depletion and resulted in
grassland and crop failure causing an increase in heating. Agricultural responds similarly
to grasslands by increasing its ET when temperature rise [123]. This increase in ET from
agricultural land cover provides short-term resiliency but can dramatically increase vulner-
ability with prolong exposure to extreme heat. Tree canopy’s conservation of water, on the
other hand, prevents a system failure in the land atmosphere interaction.
This short-term benefit of increased ET leads to decrease soil moisture. To maintain
the health and function of agricultural vegetation, it is vital that active management is
undertaken to ensure sufficient soil moisture. The larger agriculture research world (beyond
urban agriculture) is arguing for similar responses. Soil water content must be monitored
and maintained at an adequate level during extreme heat periods to sustain the vegetation
productivity and functions in order to not only reduce heat stress on plants but continue to
provide cooling benefits to local communities during extreme heat conditions [124]. Active
management of green infrastructure and specifically agricultural lands during extreme heat
should become a priority to cities and local communities.
Water supply is an integral ingredient in maintaining agriculture’s cooling potential.
Potable water is a precious commodity and water shortages and droughts across the US
and the world complicates this solution to agriculture resiliency. Municipal water supplies
are already taxed and energy intensive. In 2009 California passed its Water conservation
Act calling for a 20% reduction of urban water use, where 60% of use is attributed to
outdoor irrigation [125]. Since municipal water supplies are already strained and rain fed
agriculture is not sufficient or resilient, water efficiency practices such as water harvesting,
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water reuse and improved irrigation through drip irrigation are all important measures to
investigate. Specifically water harvesting techniques should be designed and collocated
with urban agriculture in order to make urban agriculture more resilient especially during
extreme climatic events.
Water harvesting techniques include grey water harvesting, storm water harvesting, and
water retention systems such as basins and swales. Constructed wetlands have also been
implemented for capture and filtration for peri-urban agriculture in places such as Aus-
tralia [126]. Grey water harvesting includes the reuse of household generated water that do
not contain high levels of contamination such as from bathing and washing clothes. Uti-
lization of grey water harvest may need bio filters or natural pre-filtration treatment from
hydrophilic plants before use. Between 8,000 -13,000 gallons of water a year is estimated
to be recovered from a community wide grey water reuse project in Almeda County, Cali-
fornia. This grey water harvesting generates reusable water from shower and laundry water
for irrigation use [127].
Water harvesting techniques primarily focuses on maximizing storm water collection.
Water catchment from storm water run off can provide a win-win for cities and urban
agriculture. The overabundance of storm water from heavy rainfalls burdens municipal
collection systems and waste water treatment facilities leading to flash floods in urban ar-
eas damaging the built environment and endangering lives. Excess storm water is a serious
problem for many large metropolitan areas, especially in Atlanta, GA. The vast amounts
of impervious surfaces from roads, parking lots and buildings not only contribute to the
heat island but they also cut off the hydrological cycle by preventing water retention and
infiltration, thereby increasing the speed and quantity of rain from a development. Water
harvesting can reduce storm water runoff while simultaneously provide for food produc-
tion.
Addressing the problem of storm water runoff for cities can provide a viable solution
for agriculture irrigation. Storm water harvesting collects runoff from impervious surfaces
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using surfaces such as roofs as catchment areas and funnels the water to collection systems
such as rain barrels or cisterns. A case study looking at Roanoake VA, identified roofs
for catchment near all current urban agricultural land and estimated that approximately
500,000 m3/year could be generated for agriculture use [128]. The water collection could
reduce load, cost, and strain on infrastructure while providing a necessary agricultural in-
put.
Water recovery from air conditioning systems is an overlooked water harvesting tech-
nique in urban environments. For example, the Grand Hyatt hotel in Atlanta recovers over
5000 gallons of water per day from its air handlers and ice machines. Atmospheric water
vapor is ubiquitous and vast as it represents as much water as all of the unfrozen freshwater
supply on earth. An AC system dehumidifies air during the cooling process generating
condensation. This condensation can be a potential source for water reclamation. As air
conditioning is the primary prevention for overheating during heat waves, the increase in
use provide an excess of water as a byproduct, which could be harvested for agricultural
irrigation. Increasing AC use has negative impacts such as increasing energy demand and
generating waste heat, which further warms the built environment. Converting atmospheric
vapor pressure to condensate is an energy intensive process, more intensive than reverse
osmosis for desalination releasing latent heat and increasing waste heat [129]. Moisture
harvesting index (MHI) is used to estimate energy requirements based on climate condi-
tions around the world in order to ascertain the potential for this water source [129]. AC
condensate cannot be used directly because of bacteria contamination causing public health
concerns. Legionella is an airborne bacteria responsible for causing legionnaires disease
which is a form of pneumonia. Water must be pretreated or applied through subsurface
irrigation to limit exposure.
The cooling potential of agriculture during extreme heat is an important public health
component of this type of green infrastructure. Active management of urban agriculture
by ensuring adequate available water supply is imperative during extreme heat events to
86
ensure that agriculture maintains its cooling potential. Agriculture’s response to rising
temperatures by decreasing stomatal resistance provide for more evaporative cooling and
which may be a more effective green infrastructure approach to reducing urban residents
vulnerability to heat related mortality.
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CHAPTER 6
PHASE 2: CITY LEVEL ANALYSIS OF URBAN FORM
RQ4: How does urban form change the relationship between urban agriculture and
local climate?
RQ5: How much land area must be converted to urban agriculture in order to see a
local climate benefit?
At the city scale, I am investigating how the urban form of an area changes the rela-
tionship between urban agriculture and local temperature. I specifically analyze whether
there is an interaction effect between the urban form of a neighborhood and the use of
urban agriculture as a heat mitigation strategy. I am comparing how temperatures vary de-
pending on whether urban agriculture is implemented in one urban form condition, like a
dense downtown area, as compared to another urban form condition like a single-family
residential area. In order to conduct this investigation, I create urban form typologies based
on Atlanta’s urban morphology. Additionally in this analysis, I am investigating how much
land must be converted to agriculture in order to see a cooling effect. Will a small backyard
garden be a sufficient amount of area or will we need to implement a much larger urban
farm?
The city level analysis will investigate how different patterns of urbanization mediate
the influence of urban agriculture on local climate. A pilot study conducted for my dis-
sertation proposal defense illustrated that the urban form of the built environment may be
mediating the effect of agricultural lands on local climate. Using a local climate model to
convert vacant lands to urban agriculture, I showed that an urban agriculture intervention
in dense urban areas produced a 13% larger effect size in cooling than in a residential area.
This illustrates that not only is it important that we place agriculture in cities but the agricul-
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tural lands may provide stronger cooling potentials in different parts of the cities depending
on the urban form. Therefore it will be important for policy makers and stakeholders to not
only prioritize agricultural lands as part of their resiliency toolbox but to also think about
the location of agriculture in cities.
In the previous chapters, the MSA analysis illustrates two main problems when con-
ducting empirical urban agriculture land cover analysis. These problems deal with chal-
lenges of multicollinearity between different land cover variables and the lack of urban
agricultural observations in urban areas. To address the former problem, urban form ty-
pologies are used to control for urban land covers that are often highly correlated. As I
illustrated in the previous chapter, impervious and tree canopy are highly correlated land
covers but we cannot adequately investigate the effect of UHI mitigation strategies without
controlling for both of these land covers. Combining land covers in a typology or an index
integrates all land covers into a single measurement so that when included in a statistical
model, it does not create problems due to multicollinearity. To address the lack of urban
agriculture observation in urban areas, I create an urban agricultural land cover proxy. This
land cover proxy will, in essence, identify land covers in urban environments that behave
similarly to urban agriculture from a radiometric perspective and therefore are likely to have
similar cooling properties. By identifying the urban agriculture proxy, I can investigate the
effectiveness of agricultural lands in urban areas, even if they are not currently present, in
order to advance the discussion of urban agriculture as a heat management strategies.
6.1 Methods
In the previous chapters, I show that agricultural lands can create a statistically significant
decrease in nighttime temperatures and that agricultural lands outperform tree canopy in
cooling nighttime temperatures. In this chapter, I am investigating whether the urban form
of a neighborhood impact the cooling potential of urban agriculture. Do we see the same
temperature reduction from agricultural lands in a downtown neighborhood as in a resi-
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Figure 6.1: The city level analysis is similar to the MSA analysis into that it includes land
cover and temperature data but it differs from the MSA analysis with its inclusion of urban
form data.
dential one? The city level analysis differs from the MSA level analysis in that it includes
urban form data (See Figure 6.1). The data needed to construct urban form typologies is
only available at the city level. In addition to the urban form data, the analysis uses higher
spatial resolution land cover data than the NLCD to better identify urban vegetation and
to develop an urban agricultural land cover proxy. As such, there are three main datasets
in this analysis: MODIS nighttime temperature data (the dependent variable), urban agri-
cultural land cover data, and urban form data (See Table 6.1). The urban form data is
composited into urban form typologies. Utilizing a similar grid as used in the MSA analy-
sis, each variable will be aggregated to each of the grid cells and will be an observation in
the statistical analysis.
6.1.1 Land Cover and Irrigated Urban Agriculture Proxy
For the city level analysis, I use high-resolution land cover data from the Quickbird satellite
sensor. The Quickbird data was acquired for the city of Atlanta through Georgia Tech’s
Center for Geographic Information Systems. The data has a spatial resolution of 2 feet
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Table 6.1: Variables needed for the analysis.
Variable Type Variable Description Data Source
Dependent Surface Temperature MODIS Satellite Data
Independent Urban agriculture proxy Quickbird satellite data
Urban form typology ArcGIS shapefile –City of Atlanta
Quickbird land cover data
LiDAR data – City of Atlanta
SVF data – SVF simulation software
Control Elevation USGS 30 meter DEM
Seasonal & Diurnal Timing and day selection
for the 4 band multispectral imagery (Visible and NIR spectrum). The Quickbird data was
used to identify land cover at a high resolution and to develop the irrigated urban agriculture
proxy. The Quickbird land cover data was acquired as unclassified and in multiple scenes.
I used ArcMAP to both mosaic the raster images into one raster and to classify the resulting
land cover raster. To classify the Quickbird image, I did a supervised classification using
ArcMAP′s spatial analysis extension. I generated training sites for Trees, Grass/shrub,
Roads, Buildings, Bare and Water and created a signature file from these training sites.
When classifying the entire image, I used the maximum likelihood classification and the
resulting signature file.
The supervised classification in general did a good job representing the actual land
cover but, as with any classification, there were some misrepresentations. Water was the
most frequently misclassified land cover. The classified image often labeled shadowed
areas as water. Since there is not a lot of water in the city of Atlanta, I opted to exclude
water from the classification. This mainly affects the grid cell containing Piedmont Park
and the wastewater treatment plant at Hemphill and 10th. Buildings and roads were also
misclassified for each other. Since I am only interested in the total amount of impervious
land cover and since buildings and roads were often interchanged, I reclassified the road and
building land cover into one impervious land cover class. The total vegetative land cover
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was classified well. The trees land cover class was often over classified - inhabiting areas
that were grass. I compared my classified image to a classified image done with the same
dataset for the City of Atlanta (CoA). The visual comparison appeared close except that in
general the CoA classification slightly under-classified trees and my classification slightly
over-classified trees. My resulting image has a classification of “impervious”, “non-tree
vegetation”, “trees”, and “bare.”
Irrigated Agriculture Proxy
Identifying cropland that is irrigated is an important process in agriculture research and
practice. Researchers often need to know how much agricultural land is irrigated to de-
termine the impact of droughts as well as the cost for agriculture production. To identify
irrigated agriculture, researchers often use a threshold based on the agricultural land cover’s
Normalized Difference Vegetative Index (NDVI) [130, 131, 132].
NDVI is a vegetation index that measures the health, maturity, and leaf density of plants
and a plant’s NDVI will vary depending on these measures. For example, crops will have
a higher NDVI later in the growing season such as in summer than in springtime. NDVI
reflects how well a plant absorbs red visible light and reflects infrared light. The pigment,
chlorophyll, in plants absorbs visible (red) light in the spectral range of 0.4-0.7 micrometer
for energy in photosynthesis, but the leaf structure reflects infrared radiation. NDVI values
range from -1 to +1 and land covers with low vegetation such as bare land cover will have
a NDVI approaching -1.
The more leaves that are present and the healthier the plant then the more visible light
will be absorbed and more infrared reflected. High NDVI values represent dense vegetation
as well as agricultural crops that are at their peak growing period. NDVI has been shown to
be correlated with biomass and LAI as well as with increase precipitation [133, 134, 135,
136]. When available water increases so does the NDVI for grass, shrubs and crop land
covers [136]. NDVI plays an important role in identifying vegetation, healthy vegetation
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and even irrigated agriculture. For example to identify irrigated agriculture in Nebraska
after one of the worse droughts on record, researchers used remote sensing data in their
identification process [131]. They first identified all cropland in the area of interest then
calculated the NDVI for the cropland. Next, they calculated NDVI values for known irri-
gated agriculture locations. They developed a NDVI threshold based on these training sites
and verified that any agricultural land with NDVI values exceeding the NDVI threshold
were irrigated agriculture.
In my research, I use a similar approach as Dappen et al. [131] in order to create an
irrigated agriculture land cover proxy. I identify all potential agriculture land cover and
filter the land cover based on a locally derived NDVI threshold. The NDVI threshold is
generated from current urban agriculture training sites located in the city of Atlanta. (See
Appendix A for more detail) To begin this process, I first calculate the NDVI for the city
of Atlanta. Eq. 6.1 represents the formula for NDVI. The Quickbird raster image is a 4
band multispectral imagery. Band 1 represents red visible light and Band 4 represents near
infrared. Eq 6.2 substitutes the band numbers in the NDVI equation.
NDV I = (NIR–V IS)/(NIR + V IS) (6.1)
NDV I = (Band4 −Band1)/(Band4 +Band1) (6.2)
Next, I identify all of the “agricultural lands”in the city. Since agricultural lands are
not prevalent throughout the urban environment, I develop an agriculture proxy, which is
based on the assumption that grass and agriculture have similar climate-impacting prop-
erties and can be interchangeable. Researchers have used grass to represent agriculture in
climate studies because they have similar properties that affect the heat balance as well as
the hydrological and carbon cycle [35, 137]. Though grassland can be exchangeable for
crops and pastures because of their similar properties, they are not a perfect substitution.
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Grasslands have a smaller LAI and surface roughness compared to agriculture and do not
have increased soil moisture due to irrigation [49]. Using grass as a substitution for agricul-
ture will not fully capture the cooling potential of agriculture, as land cover change from
agriculture to grass has been shown to increase local temperatures [49]. It is important
to realize that this definition of urban agriculture will create a negative bias by underesti-
mating the agriculture parameter. As such, I assume that all non-tree vegetation has the
potential to be agriculture. To identify agricultural lands, I isolate all of the non-tree vege-
tation land cover into a separate raster. Using the non-tree vegetation land cover raster as a
mask, I then extract the NDVI that corresponds with this land cover type.
I next identify irrigated agriculture based on a local NDVI threshold. Agricultural re-
searchers have derived different NDVI thresholds for identifying irrigated agriculture [138,
139, 132]. These thresholds vary across studies because they are based on contextual condi-
tions and therefore do not hold up across irrigated agriculture projects in different locations.
Using a similar approach as Dappen et al. [131], I develop a threshold based on the NDVI
values for known urban agricultural training sites. I locate irrigated agriculture land in
the city of Atlanta and sample from these locations in order to develop a localized NDVI
threshold.
Urban agriculture did not take off in Atlanta until after the year 2010 leaving me with
the challenge of identifying suitable agriculture locations. As there is no current and ex-
haustive repository of urban agriculture sites in the city of Atlanta, I used a myriad of
sources. To compile my list of agricultural sites in Atlanta, I used directories from Park
Pride, Georgia Organics,Food Well Alliance and Local Harvest.org (an online “yellow
pages”for urban agriculture). From this analysis, I identified six urban agriculture locations
in the City of Atlanta: Habesha Gardens/Rosa Burney Park Community Garden, Peachtree
Hills Community Garden, Good Shephard Garden (located on Lawson St and associated
with the Good Shephard Community Church), an “Outdoor Activity Center”Community
Garden (located from Park Pride), Blue Heron Community Garden and Gaia Gardens. Af-
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Figure 6.2: Satellite image of Gaia Gardens (left panel). The grey area represents the
irrigated agriculture proxy (right panel).
ter identifying urban agricultural training sites, I digitized and geocoded their locations in
ArcGIS.
Misclassification between trees and grass created some bias in the analysis by under-
representing high potential agricultural sites. When examining Gaia gardens (See Figure
6.2), we can see that some of the very “green”and lush agriculture land cover is being clas-
sified as trees in the remote sensing classification. The left image is of Gaia gardens, the
right image is Gaia gardens with the grass layer overlaid. You can see that some of the bare
areas are removed (which is good) but not all of it and some of the lush areas at the bottom
which is obviously crops are not included in the grass/agriculture land cover raster as they
are instead classified as trees.
Now that I have identified my urban agricultural training sites, I next calculate the
values of the NDVI for each of the training sites. To do this I use the spatial analysis tool
“zonal statistics as table”to aggregate the NDVI values for each of the urban agriculture
training sites. The table below (Table 6.2) lists the irrigated agriculture sites and their
associated NDVI descriptive statistics. The low minimum NDVI for many of the gardens
indicate that much like Gaia Gardens, bare land is included in the agriculture land cover. To
set the NDVI threshold, I average the mean NDVI for each site. The average NDVI across
all six training sites equaled to 0.41 and is the NDVI threshold I use to identify irrigated
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Table 6.2: A list of the irrigated agricultural training sites and the associated NDVI descrip-
tive statistics.
Name Count Area Min Max Range Mean StD Sum
Peachtree Hills Garden 441 1708.87 0.05 0.51 0.45 0.42 0.09 187.03
Habesha 1541 5971.36 0.17 0.55 0.38 0.43 0.05 655.37
Good Shepherd Farm 4237 16,418.34 0.05 0.62 0.57 0.43 0.08 1809.36
Outdoor Activity Center 728 2820.99 0.19 0.53 0.34 0.45 0.05 326.66
Blue Heron Community Garden 1108 4293.49 0.23 0.40 0.17 0.31 0.03 342.12
Gaia Gardens 15,835 61,360.50 0.20 0.62 0.41 0.43 0.06 6858.81
agriculture across the city of Atlanta. In essence, if any non-tree vegetative land cover has
an NDVI greater than 0.41 then it will be identified as the irrigated agriculture land cover
proxy.
Using the “reclass” tool located within the spatial analysis toolbox, I reclassify the
raster so that all pixels with a NDVI value above 0.41 are classified as irrigated agriculture.
I used the Zonal Histogram tool to calculate how much of the area of each grid cell has
irrigated agriculture. To examine the effect of patch size I also compute the average area of
each irrigated agriculture patch within a grid cell.
Figure 6.3 illustrates the classification of the raster imagery. The image has a transpar-
ent fill over all of the impervious land cover giving it a red hue. The vegetative land cover
of grass, shrubs and trees that has been classified is able to clearly show through. Image A
and C illustrate the irrigated agriculture that is classified in each of the scenes.
Inspecting the classified irrigated agriculture proxy showed that there are many patches
in the dataset that are only comprised of one pixel. These isolated irrigated agriculture
pixels would skew the average by having many 1 square pixels in the grid cells. I choose to
leave these pixels as they were but these isolated pixels may create too much noise in the
dataset to see an effect from the size of the urban agriculture. I discuss this problem more
in detail in below.
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Figure 6.3: Vegetative and agricultural land cover. Images A & B are taken of Five Points
in downtown Atlanta with Woodruff Park in the middle of the Image. Images C & D are
taken of Centennial Olympic Park. The dark green in the image represents all vegetative
land cover that was classified in the images. The bright overlay represents what the land
cover that is classified as the irrigated agriculture proxy.
97
6.1.2 Urban Form – Local Climate Zones
This section briefly discusses different metrics used to measure urban form when inves-
tigating a variety of outcomes. When creating urban form typologies for this study, it is
important to include urban form parameters that directly impact local temperatures. When
analyzing the urban morphology of a city different parameters are well established in the
literature to have impacts on various activities including transportation, walkability and
building energy; but these parameters do not necessarily translate to impacts on local tem-
peratures. For example, land use mix, residential density and street connectivity have all
been shown to be directly correlated with walking [140, 141, 142, 143]. Design criteria
such as small blocks and complete sidewalk systems are demonstrated to increase pedes-
trian travel three times more than sites that had large block sizes and incomplete systems
[143]. Urban form thresholds effecting walkability have also been documented stating that
areas with at least 6 dwellings per acre and at least thirty intersections per square kilometer
were considered to be more walkable [142].
Urban form and urban infrastructure can also have a significant effect on transportation
patterns. Researchers have shown that density and compact development have a strong
relationship between vehicle miles traveled. For example, comparing fuel consumption
to vehicle miles traveled, researchers have demonstrated that a thirty person per hectare
threshold and a residential to employment ratio of around 20 per hectare threshold in de-
velopments can significantly decrease miles traveled by vehicles [144].
The urban form parameters of mixed land use and accessibility to commercial activ-
ities are also important urban form components for both work and non-work trips [145].
Mixed use is especially important in order to break up high-density, single land use areas
of employment found in many cities’ centers. The availability of transportation infrastruc-
ture, such as transit, interstates, parking, road capacity, etc, also has a significant effect on
transportation patterns, as does neighborhood design for non-work trips. Neighborhood
designs such as 4-way intersections and on-street parking, can have strong influences on
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mode choice for non-work travel behavior [145]. The design of the urban environment
plays a large role in helping to explain travel patterns, which cannot be explained solely
with economic effects of fuel costs [146, 144, 145].
The urban form and the design of buildings have also been shown to effect a city′s
energy consumption by as much as fifty percent [147, 148]. The urban morphology param-
eters of density, land use, building size and building typology have been shown to be large
drivers to energy efficiency [147, 148, 149, 150]. Studies have found that urban geome-
try accounted for 10% of the variation in building energy consumption between European
cities [148]. A mixture of density has been shown to be a more beneficial urban form
strategy then having a consistently high dense area in order to maximize solar radiation for
heating and lighting purposes [149] and a mixed land use urban design has also been shown
to be more efficient for energy distribution.
Land use research in England has shown that residential buildings use the majority of
their energy for space heating whereas air conditioning and lighting contribute to the ma-
jority of energy use in office buildings [147]. Detached single-family homes as compared
to attached multifamily homes, consume 54% and 26% more energy for space heating and
cooling, respectively. As for American single-family homes, there is a 16% and 13% in-
crease in the amount of energy consumed due to heating and cooling for each additional
1000 square foot in housing size [150]. Larger single-family homes are more readily found
in sprawling developments and therefore these development types consume more residen-
tial energy [150]. Researchers have established building depth thresholds of 33-40 feet,
obstruction angles of less than 30 degrees, and 81 dwellings per acre density threshold in
order maximize their energy efficiency [147, 148].
There are myriad urban form metrics utilized to understand the performance of the built
environment. Land use mix, density, street connectivity, small blocks, complete sidewalk
systems, intersection density, residential to employment ratio, accessibility to commercial
activities, transit, interstates, road capacity, 4-way intersections, on-street parking, build-
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ing size, building typology, build depth, and obstruction angles are just some of the urban
form metrics used to access the impact on walkability, transportation and energy efficiency.
Therefore when deciding how to create the urban form typologies for this analysis, it was
important to select urban form parameters that have been documented to impact temper-
atures and the cooling efficiency for urban form. Fortunately, there has been extensive
urban climate literature illustrating the direct impact of urban morphology on land cover
on temperatures.
In order to investigate whether the urban form of a neighborhood impacts the cooling
potential of urban agriculture, I create urban form typologies for the city of Atlanta. My
urban form typologies are based on Stewart & Oke’s Local Climate Zones and the urban
form characteristics I use in the creation of these typologies are those characteristics that
have been used to define “Local Climate Zones” [151].
Local climate zones were developed to create consistencies in referring to what is “ur-
ban”and what is “rural”when measuring urban heat islands. The temperature in cities varies
depending on the local urban morphological conditions. For example, temperatures in
downtown Atlanta will be hotter than temperatures in a forested historic residential neigh-
borhood. Since the urban landscape varies dramatically within and between cities, the
local climate zones were developed to more accurately describe the surrounding physical
landscape by using a set of physical characteristics to classify the urban form into specific
typologies. These physical characteristics have been shown to directly impact near surface
air temperatures, and the specific combination of these characteristics into zones have been
shown to relatively impact temperatures consistently across cities. Therefore the morpho-
logical characteristics used to define the urban typologies for Atlanta are those that have
been found by urban climatologist to directly influence near surface air temperatures. These
characteristics primarily refer to the structure of the surfaces such as building height and
spacing and the cover of the surface such as whether the surface is covered by impervious
or pervious material. “Surface structure affects local climate through its modification of
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airflow, atmospheric heat transport, and shortwave and longwave radiation balances, while
surface cover modifies the albedo, moisture availability, and heating/cooling potential of
the ground”[151].
Oke has argued that the primary drivers of the urban heat island effect can be directly
tied to “the urban modification of the surface energy and radiation balance”[152]. From
urban climatological research, Steward and Oke have developed ten Local Climate Zones
which are defined by seven surface cover and geometric properties of the urban form (See
Figure 6.4). In my classification, I use five of the seven properties to identify urban form ty-
pologies. The urban form characteristics I include in my urban form typologies include the
roughness height, sky view factor, building surface fraction (% building footprint), imper-
vious surface fraction (% impervious surface), and pervious surface fraction (% pervious).
The roughness height in urban areas refers to the height of buildings and the sky view factor
is a measurement to describe the geometry of urban canyons and refers to the amount of
the sky that is visible from the ground. For the local climate zones, both of these measure-
ments are averaged across the grid cell. Once urban typologies are created for Atlanta, I
incorporate the typologies into the regression model as categorical dummy variables, and
investigate whether there is a difference in effect size when agriculture is implemented in
different urban form context.
To calculate the LCZs, I calculate the following parameters:
• Sky view factor:Sky view factor is the “ratio of the amount of sky hemisphere vis-
ible from ground level to that of an unobstructed hemisphere.”To calculate sky view
factor, I use the Viewsphere software program developed by Georgia Tech’s Perry
Yang. I use building height data, building footprints, terrain data, and observation
points to calculate the average sky view factor for each grid cell. This process is
described in more detail in section 6.1.2.
• Building Surface fraction: Building surface fraction is the “ratio of building plan
area to plan area (%).”To calculate the building surface fraction, I use building foot-
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Figure 6.4: Local climate zones defined by Stewart and Oke. Local climate zone 1-9 is
based on Oke’s urban climate zones [153].
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print data in the form of ArcGIS shapefile. The building footprint data was received
from the City of Atlanta’s planning department. Through ArcMAP, I calculate the
percent area of each grid cell that is covered by buildings. I use the intersect tool
to split buildings that cross the grid cell boundaries and to associate the building
footprints with the corresponding grid cell.
• Impervious surface fraction: The impervious surface fraction is the “ratio of im-
pervious plan area to total area (%).” The classified Quickbird data discussed above
provided the data for the impervious surface fraction. I used the ArcMAP’s “Zonal
Statistics as Table”tool located within the Spatial Analysis extension to calculate
the percentage of the grid that is impervious. Using the zonal statistics tool, I then
summed the pixels within each grid. The sum demonstrated the number of pixels per
grid that were vegetated land cover.
• Pervious surface fraction: The pervious surface fraction is the “ratio of pervious
plan area to total plan area (%).”The classified Quickbird raster provides the data for
this parameter. I use a similar approach to calculate pervious fraction as I used for the
impervious surface fraction. I use the “Zonal Statistics as Table” tool to count total
number of pixels that are classified as vegetation. The land cover data is classified
by grass and tree canopy. I reclassified the raster data so that grass and tree canopy
equaled 1 and all other land covers equaled 0. I then use the zonal statistics tool
to sum the pixels which returns the number of pixels per grid that are classified as
vegetation.
I check to ensure the zonal statistics tool and the join function ran correctly in ArcGIS
for both the pervious and impervious surface fraction calculations. To check the
accuracy of the tool, I located the grid with the most impervious land cover. Grid ID
621 had 98.5% and of the grid cell as impervious and the remaining as vegetation.
Visually inspecting the grid confirmed this calculation.
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• Height of roughness element: The height of roughness element is for LCZ 1-10 is
the “geometric average of building heights.” I calculated the building height from
LiDAR data. These heights were joined with the building footprint shapefile used
to calculate the Building Surface Fraction parameter. For a full description of the
building height calculations see Section 6.1.2 entitled LiDAR.
For my urban form typologies I did not include the Aspect ratio parameter nor the
terrain roughness class into the typology creation. The Aspect ratio is defined as the “mean
height to width ratio of street canyons, or building spacing”. This parameter is inversely
related to the sky view factor. Since these to variables are highly correlated, I chose to
not include this variable. The Terrain roughness class is defined as a “Classification of
effective terrain roughness (z0) for city and country landscapes”. This is based on pre-
calculated measurement by Davenport et al [154]. Since a zone is given the class once the
zone is determined, it was not necessary to include this parameter.
Grid Scale: The size of a local climate zone can vary significantly in size. Stewart
and Oke define zones as “regions of relatively uniform surface-air temperature distribution
across horizontal scales of 102 to 104 meters.”According to Stewart and Oke, the LCZs
should between 100s and 1000s of meters. From a LCZ demonstration video conducted by
WUDAPT, researchers indicated that optimal scales for what they call their training sites
should be a minimum side of 250 meters and that the optimal distance on a side is 500
meter. Unger et al. [155] also use a grid size of 0.5km x 0.5km for the LCZ classification.
MODIS nighttime temperature data, which is used for the dependent variable, is only avail-
able at a 1 km resolution. Following WUDAPT and Unger et al. (2011) I used a grid size
of 0.5km x 0.5km for my urban form typologies. Using this grid size results in a sub-grid
of my 1km temperature data. Dividing the original 1km grid results in grid cells that are
500 meters to a side. For pattern recognition purposes- in their paper [156] WUDAPT had
to pick their training sites to be smaller around 100-150 meters but they said this was not
optimal for LCZs final classification and had to do some reclassifications after the pattern
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recognition, though they did not explain exactly what they did. To subdivide the original
grid created from the 1km MODIS temperature raster, I used the fishnet tool in ArcGIS.
LiDAR – Building Height Data
The roughness height parameter is derived from building height data. For local climate
zones 1-10, the roughness height parameter represents the average building height per grid
cell. To derive building height data, I used three primary datasets: the building footprint
shapefile discussed above which I used to generate the building surface fraction parameter;
a digital elevation model (DEM), and Light Detection and Ranging (LiDAR) data (See
Appendix B for more detail). The LiDAR data was produced for and acquired from the
City of Atlanta’s planning department. LiDAR is a remote sensing technique used to map
both natural and man-made elements on the earth’s surface. The LiDAR data is comprised
of unclassified point cloud data, has a spatial resolution of 1.5 ft., and did not cover the
entire city limits for Atlanta. See Figure 6.5 for the boundary area of the LiDAR data.
Since the LiDAR data is only available in this area, this boundary becomes the area of the
study for the city level analysis.
To generate building height data, I use LiDAR and DEM data to create a normalized
digital surface model (nDSM), which is joined with the building footprints shapefile. An
nDSM represents the height of the surface above the ground layer and is created by sub-
tracting a DEM from a digital surface model (DSM). Since the point cloud data is unclas-
sified, I use a DEM from USGS to represent the base layer and the LiDAR data to create
a DSM. I use ArcGIS’s ArcMAP and ArcCatalog to process the LiDAR and USGS DEM
data. Using ArcMAP’s conversion tool, I convert the LiDAR dataset to a raster image. Each
pixel in the raster is given an elevation value from the converted dataset. I use ArcMAP’s
raster calculator to create the nDSM by subtracting the DEM raster from the DSM raster
and join this raster data with building footprint data. Figure 6.6 illustrates an elevation of
downtown Atlanta generated from the LiDAR data. For visualization purposes, I create
105
Figure 6.5: LiDAR Boundary Area.
Figure 6.6: Elevation of downtown Atlanta created from the LiDAR data.
a hillshade plan view using the Image Analysis extension in ArcGIS to create an easy to
interpret elevation dataset (See Figure 6.7).
Using the USGS DEM data and the first returns from the LiDAR data to generate build-
ing height data, I was able to generate accurate building heights. For example, checking
residential neighborhoods, single story single-family residential buildings had heights ap-
proximately 14 feet tall. When checking the downtown area, buildings near five points
were all quite accurate. For example, my process estimated an elevation height of 842 feet
for the SunTrust building. The SunTrust Wikipedia page indicates the building is 869 feet.
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Figure 6.7: Hillshade plan view of Atlanta’s elevation data generated from LiDAR data.
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Figure 6.8: 3D Model of the constructed building height data for the study area.
Given the varied height of the building top, this is a reasonable estimation. Figure 6.8 is a
visualization of a 3d model created in ArcScene of the constructed building height data.
Sky View Factor
Sky view factor is the final parameter for the urban form typologies. The sky view factor
(SVF) represents the percentage of sky that is visible from a specific observation point.
SVF is a ratio that ranges from 0 to 1. Zero indicating that no sky is visible and 1 indi-
cating that 100% of the sky is visible. An open greenspace such as a park or golf course
will have a SVF approaching 1 whereas urban canyons created from closely clustered tall
buildings often found in historic downtowns will have a SVF closer to zero. To calculate
the sky view factor for my urban form typologies, I use Viewsphere [157]. Viewsphere
is a GIS-base software application created to measure the 3D visibility of differing urban
forms. ArcGIS’ ArcScene is used to run Viewsphere. Because of the programing platform
for the Viewsphere software, an older version of ArcGIS (v9.3) is needed to run the soft-
ware. To calculate the SVF through Viewphere, the user needs three datasets, a 3D surface
topography file saved as a TIN file, building footprint data with building height in its as-
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Figure 6.9: Observation points for sky view factor calculations.
sociated attribute table, and observation points which indicate where to calculate the SVF
(See Appendix C for more detail).
For the observation points needed to create the SVF, I created them from the nodes in a
street shapefile. The points are located approximately midblock as well as close to street in-
tersections. This approach was an efficient method to locate observations in street canyons
that are evenly dispersed throughout each grid cell and throughout the study area. Figure 10
illustrates the street shapefile overlaid on top of an areal image of downtown Atlanta. The
yellow dots represent the observation points from which the SVF is calculated. I clean the
observation point data by removing any observation points that intersect a building foot-
print. Also I removed any nodes that were more than the maximum buffer distance from a
building. This buffer limit is set by the “max radius”field in the viewsphere dialogue box
with a default value of 300 feet. Ninety-five percent of these nodes were located along the
interstate.
To create the 3D surface topography file, I use a USGS 10-meter resolution DEM. I
crossed checked this elevation data with 2ft topographic contour lines for the city of At-
lanta to ensure the accuracy of the data. The 3D Analyst Tools located in ArcMAP is
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Figure 6.10: The study area with the 3D buildings added to the topographic TIN data.
used to convert the DEM to the necessary TIN file. Next I add three-dimensional buildings
to the surface topography with an ArcScene plugin tool, “Add Bldgs to TIN”. I use the
building footprint heights and shapefile created from LiDAR data as discussed in the pre-
vious section. Figure 6.10 illustrates my area of study with the 3D buildings added to the
topographic TIN data.
Using the observation points and the 3D surface TIN file, I calculate the SVF for each
observation with Viewsphere. In the Viewsphere dialogue box I set the Z offset for the
observer to be 1.5 meter, Initial Radius to 300 feet, the rooftop buffer to 0.3 feet, and I left
default settings for everything else. I join the SVF output file with the observation point
shapefile and average the SVF of each observation point to their corresponding grid cell.
For a more detailed examination of my SVF calculations, I created a subset of my data
for one grid cell in downtown Atlanta in the Five Points district (See Figure 6.11). Checking
the SFV for the area, the observation points had a SVF range from 0.1814 to 0.7716. The
points with the higher SVF (more sky visible) were located along Peachtree Road and
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Woodruff Park and the smallest SVF were located inside of Fairlie Poplar. The average for
these 11 points is 0.44. The high SVF calculations along Woodruff parks positively skews
the SFV average so that it has a higher average than if the park was not present.
Classifying Urban Form Typologies
As previously discussed, my urban form typologies are based on Stewart & Oke (2012)
Local Climate Zones [151]. The urban form parameters used in the typology classification
are based on the parameters used to classify LCZs. To classify my urban form typologies, I
used the definitions and parameter ranges for each LCZ as a guideline for my classification
process. The LCZ classes are not easily generalizable to other cities as there is not a
seamless process to recreate Stewart & Oke’s LCZ exactly how they define their zones.
First of all, none of the classes are mutually exclusive. All of the class parameter ranges
run into adjacent classes. In addition, there is no first order priorities given to the different
the urban form parameters. Because of these challenges, there is no pre-established way to
create a decision tree in order to classify grids into their respective classes in order to match
exactly how Stewart & Oke classified their LCZs. Also, many of the classes that should
be classified as a specific zone by definition did not have urban form parameter values that
matched the associated parameter ranges as defined in Figure 6.4. This problem will be
discussed more below.
Stewart and Oke understand this challenge and in their seminal paper on LCZs they
discussed that the LCZ classes are not perfect representations of urban environments. They
explain that the metadata detailing the surface properties for each LCZ will not match
perfectly with real world examples. LCZ metadata “should lead users to the best, not
necessarily exact, match of their field sites with LCZ classes”(pg 1891)[151]. They explain
that it is important to have a person with good local knowledge involved when classifying
the LCZs. The creation of subclasses, that is the combination of different LCZs, may be
necessary in order to best classify the urban form. Though this may be a more accurate
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Figure 6.11: A detailed look at one grid cell in the Five Points/Fairlie Poplar district. The
top image is a screen shot of the 3D rendering of the building height data with the obser-
vation points for the sky view factor calculations. The bottom image is a screen shot from
Google Earth to give more context for the area and to also validate the 3D model.
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classification approach, there are definite tradeoffs for creating LCZ subclasses. Too many
subclasses may create too much variability between local climate zones and make it even
more difficult to generalize LCZs to other cities.
To classify my urban form typologies I developed a method based on the work of the
World Urban Database and Access Portal Tools (WUDAPT). WUDAPT has the most pub-
lications, information, and research presence on the actual classification of LCZs. Their
aim is to create LCZs for cities across the world. Instead of using the predetermined pa-
rameter ranges for LCZ identification from Stewart & Oke, the researchers establish their
own parameter ranges from a city’s present urban form. Their method creates training sites,
where the researcher identifies sites in all LCZ categories that are present in their region of
interest (ROI). In order to identify appropriate LCZ classes for the training sites, WUDAPT
argues that researchers identifying these training sites should be a person with good local
knowledge of the area. They use Landsat 8 data, Google Earth and SAGA GIS (opensource
GIS platform). They create their training sites in Google Earth and then import these sites
into SAGA. WUDAPT uses limited urban form data for their classification as their purpose
is to develop a universal process that anyone can conduct. They use Landsat 8 landcover
data, but does not generate other variables such as roughness height or sky view factor.
They then put the sites into a preprogram pattern recognition application in SAGA where
they classify the rest of the ROI based on the properties in each training site. The input
training data must be in raster format for the pattern recognition application. They do not
discuss the limitations of excluding many of the other urban form metrics.
Building from their work, I devise a similar methodology to identify my urban form
typologies for Atlanta, GA. I first create training sites in ArcGIS. To create training sites,
I identify grids which are good representations of the individual Local Climate Zones. In
some cases, I had to create LCZs subclasses to best classify the urban morphology distinct
to Atlanta. After training sites were identified, I then derive the statistics for the urban form
properties for all sites associated with each LCZ (average, min and max, std). I then create
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new threshold values for each LCZ to represent the conditions in Atlanta, GA and classify
the remaining grids according to these values using ArcGIS attribute functions. Left over
grids that did not have parameters to fall within the zone parameter were either grouped
into new classes or nudged into the preexisting classes.
Mixed Local Climate Zones
For my classification process, I have selected “training sites for the different local cli-
mate zones in Atlanta. In order to generate statistics from the training sites, I need to first
identify the LCZs that are present in Atlanta, GA. Atlanta’s urban form did not easily fit
into the predefined LCZ classes. A use of mixed zones was necessary to accurately classify
the urban form. To illustrate the need for mixed zones, I use the LCZ1 as an example. LCZ
1 represents compact high-rise development and is a development type typically located in
historic downtowns. A simplified illustration of LCZ 1 is represented in Figure 6.12
According to the parameter ranges for LCZ 1, Atlanta did not have any LCZ 1 in the
city. At first, this was surprising finding giving the distribution of tall buildings and large
amounts of impervious surfaces in the downtown and midtown neighborhoods. Though
Atlanta has many tall buildings in their downtown neighborhood, they are not tightly nes-
tled together creating a continuous area of tall buildings that would be necessary for LCZ
1 (compact high-rise). Many of the tall buildings are adjacent to smaller buildings and to
open spaces creating a more spread out urban form in Atlanta’s downtown and midtown
neighborhoods. The open spaces are not necessarily green space but more often are repre-
sented by large spans of impervious surfaces. These neighborhoods have a lot of surface
parking lots distributed throughout them. In addition, the interstate (I-75/85 and I-20) cuts
right through the downtown area. Atlanta’s dense urban areas have some tall buildings but
there exist a lot of space between buildings because of parking lots and transportation in-
frastructure like interstates. Atlanta’s urban morphology creates a problem with the rough-
ness height, building surface fraction and sky view factor parameters values necessary for
a LCZ 1 classification.
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Figure 6.12: This image is a simplified generalization of the urban morphology for LCZ 1.
Figure 14 illustrates the problem associated with the roughness height parameter, which trans-
lates into building heights. In this image, I have selected grid cells that have an average building
height greater than 80 feet (the lower height threshold for LCZ1). I have also highlighted in yellow
the buildings that are greater than 80 feet. In these grid cells, the tall buildings do not represent more
than 50% of the buildings in their corresponding grid cell. The building height variable for these
grids has a positively skewed distribution with the majority of building height frequency falling
around 50 feet. These grid cells have large variances in the building height variable and have large
standard deviations with some larger than the mean. The mix of tall buildings (greater than 80 feet)
and medium height buildings (50-80 feet) is better represented by creating a subclass. Instead of
representing a standard LCZ 1, these grid cells are better represented with a LCZ subclass, which
would be a mix between compact high rise and compact midrise.
Building Fraction
The building fraction parameter is another variable that does not fit well with Stewart & Oke
definition for both LCZ 1 and LCZ 2. The building fraction represents the percentage of the grid
cell that is covered by building footprints. In Atlanta, the dense urban neighborhoods do not have
a building fraction as high as the LCZs would suggest they would have. Figure 6.14 is an image
of Midtown Atlanta and is located just north of the Ponce de Leon Avenue and the Peachtree inter-
section and includes the Fox Theatre. This midtown cell only has a building fraction of 0.372. I
recalculated the building footprints for this grid cell to ensure the accuracy of the parameter mea-
sure. The parameter value is so low because of the multiple surface parking lots located in the grid
cell. I found similar problems throughout the study area and especially in the grid cells located
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Figure 6.13: Roughness height example for Atlanta. The top images represent south Mid-
town at the intersection of I75/85 and North Avenue. The bottom images represent north
Midtown at the intersection of 14th Street and Peachtree Street.
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Figure 6.14: An image of midtown Atlanta illustrating the low building fraction in Atlanta’s
high dense neighborhoods.
along the instate connector.
Sky View Factor
In addition, the sky view factor parameter also did not match up with the real world observations
in Atlanta, GA. For example, the downtown SVF example at the end of Section 6.1.2 did not fit
into the LCZ 1 category. This grid cell which is located in the Fairlie Poplar and Five Points
neighborhood had an average sky view factor greater than 0.4 whereas the SVF range for LCZ 1 is
0.2-0.4. The location of Woodruff Park in the grid cell contributed to a higher mean value. In fact
none of the grid cells in my study area had a sky view factor within the LCZ 1 range, which meant
that none of the grid cells could be classified as LCZ 1 in my analysis according to Stewart & Oke.
Since the SVF variable is an average metric, the distribution of observation nodes could po-
tentially skew the mean value. Since I generated these observations from street nodes, I selected a
handful of grids to ensure that the placement of the observations were not biasing the results (i.e., if
there were many observations located along a park or parking lot compared to in an urban canyon)
and were relatively evenly distributed throughout the grid cells. Figure 16 illustrates two examples
of Midtown grid cells. The two images represent south midtown (just south of the fox) and north
midtown (colony square). One can see that the observation nodes are pretty well distributed. There
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are a few more observations located along North Avenue for the south midtown grid and along 14th
Street for the north Midtown cell. Removing a few of these nodes and recalculating the average did
not substantially change the average SVF outcome in any particular direction. For Atlanta, neigh-
borhoods do not have consistently low sky view factors even for the downtown and midtown areas.
As such, there is little variability in the sky view factor metric. This limited SVF variance is a result
of the measurement itself and the sprawling character of Atlanta’s urban area, even in the more
dense downtown areas.
Comments on Parameters
Certain parameters had limitations when used to define the urban form typologies. For example,
some had higher explanation power, others had limited variance, and others had operationalization
problems. First of all, the parameters for the local climate zones were not equally important to all
zones. Certain parameters were more important than others in defining zones. Some of this impor-
tance is attributed to the parameters variance and range of observations. For example, the sky view
factor and the building height parameter did not have large variances in their distribution range and
as such they are not very useful parameters for distinguishing between all zones. They were most
helpful in identifying the zones with the most building density (the compact high/midrise and the
open midrise zones). Beyond these two urban form typologies, the lack of variance in the data made
it less useful in distinguishing between other typologies. In addition, the building fraction parameter
had operational problems. Getting reliable building footprint shapefile data is difficult. Buildings
change frequently and the shapefile data is not updated often enough to accurately represent the
adding or demolishing of buildings throughout the city. In addition, the way the building footprints
are drawn also creates problems. Often complex buildings are drawn with multiple overlapping
polygons to represent the building footprint instead of having a single polygon to represent the
perimeter of the building. This operationalization process creates problems when calculating build-
ing fraction but also with other variables that need the building footprint data such as building height
and sky view factor data. The Stewart and Oke classification did not maximize all variables needed
in order to classify their zones, as such additional variables were needed for better identification.
For example, average building size was a useful urban form parameter for distinguishing between
the large low and midrise development pattern. In some examples, these development patterns had
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Figure 6.15: Illustrate the observation nodes for SVF calculations in north Midtown (above)
and south Midtown (below).
119
similar impervious surface coverage, and building fraction but the average size of the buildings
help to distinguish the typologies. Geletic et al. [158] also supplement the LCZ classification with
number of buildings when identifying LCZs in two European cities.
Urban Form Classes
Atlanta had seven main urban form classes. These urban form classes include both LCZs and LCZ
subclasses. The urban form classes include: compact high/midrise, open midrise, large low-rise,
infrastructure, open mid/low-rise, open low-rise, and sparsely built (See Figure 6.16). Three of
these urban form classes are subclasses I created by combining two or more LCZs. They include:
Compact High/Midrise, Open Midrise, and Open Mid/Lowrise. Open Low-Rise, Large low-rise,
Open Low-Rise, Sparsely Built and Infrastructure were based on Stewart & Oke’s previously de-
fined LCZs (6,8,9, & E). In addition to the seven main urban form classes, most of these classes
have additional subclasses depending on whether there is substantial amount of infrastructure lo-
cated within the grid or a substantial amount green space located within the grid. In addition, there
are two other categories that do not fit well in the urban form typology one is “Greenspace- a grid
that is predominantly green- and the second is LargeLow Residential.
The compact high/midrise zone is mainly located in downtown and midtown and is combination
of LCZ 1 & 2. Combining the two zones provides for a better urban form typology where there are
no consistently tall buildings in Atlanta even on a smaller grid scale. As previously noted, most
tall buildings are combined with tall midrise buildings between 32’ and 82’ – and vice versus –
most midrise buildings are combined with some tall buildings (greater than 82’). This urban form
class takes place only in midtown and downtown. The grid cell that includes Ponce City Market is
the one exception. The sky view factor is much higher in this category than in Stewart and Oke′s
classification parameter and this difference is because Atlanta has an extensive amount of parking
lots and is due to the interstate cutting right along/through the most dense areas of the city – namely
through downtown and midtown.
The next two subclasses both combine the infrastructure class into their definitions. As dis-
cussed, Atlanta’s non-residential core is very impervious but these areas do not have densely clus-
tered buildings. The “open”categories for both midrise and low-rise development do a good job at
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Figure 6.16: Urban form classes and subclasses classified for Atlanta’s city center.
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representing different areas of Atlanta but Stewart and Oke indicate that this openness is created by
pervious surfaces and green space as we see with modernist/Corbusier development theory which
can translate into office parks or different large scale public housing projects around the world. But
in Atlanta’s more historic core, historic buildings have been torn down and replaced by impervious
transportation infrastructure such as surface parking lots, interstates and rail yards. For example,
the open midrise class is combined with the infrastructure class because of the substantial about
of impervious surfaces located in these areas. As per Stewart and Oke’s description, this class has
medium tall buildings that are spread out in the grid cell but instead of pervious land cover such
as green space being the predominant land cover creating the openness of the urban form it is due
to impervious surfaces such as parking lots and transportation infrastructure such as railroads and
interstates. The Open Mid/Low-rise subclass combines both midrise and low-rise buildings that
are spread out and thus do not have a high building surface ratio. As with the open midrise class,
this urban form class also included infrastructure in its definition because of the lower amount of
pervious coverage and the predominance of parking lots and other impervious land covers.
By identifying seven main urban form classes, distinguishing between outlier development ty-
pologies, and classifying green/infrastructure subclasses, creates a higher fidelity in the urban form
classification scheme. Increased fidelity creates more classes, but it allows me to analyze only the
zones that are better representative of their urban form definition.
6.2 Analysis
In this city level analysis, I am examining the impact of urban form on the cooling potential of
agriculture. In order to explore this research question, I investigate whether there is an interac-
tion effect between urban form and irrigated agriculture in relationship to the dependent variable of
nighttime temperature. I am asking whether the relationship between urban agriculture and night-
time temperature changes depending on the surrounding urban morphological conditions in which
the agriculture is implemented. Additionally, do we see that the size and amount of agriculture has
an impact on the local temperature.
From Chapter 4, I illustrate that each additional increase in 10 acres of agricultural land can,
on average, decrease night time temperatures by approximately 0.65◦F for every 1 km grid cell. In
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Chapter 5, I illustrate that the presence of a heat wave moderates the cooling potential of agricul-
ture. In this chapter, I am questioning whether there is an interaction effect with urban form and
agriculture and if there is a threshold effect when it comes to the size of the urban agricultural im-
plementation. Is there a threshold value where the predicted behavior of the independent variable
changes once this threshold is exceeded? For example, we may see that urban agriculture provides
little to no cooling benefit to an area unless a certain amount of agriculture is implemented which
exceeds the critical threshold value. Below the threshold value there will be little to no effect and
above the threshold value there is a statistical significant impact. In order to investigate these two
research questions, I create an interaction term between the categorical variable of urban form and
the proxy measure of irrigated agriculture. I then group the observations by the agricultural land
present in each of the zones to investigate a potential threshold value.
Local climate zone classification is used to create the categorical variable in the statistical model.
The LCZs distinguishes between urban form typologies that should theoretically vary by temper-
ature. Looking at the urban form typologies I created for Atlanta, GA, one can see that the tem-
peratures are varying across the differing typologies. Figure 6.17 illustrates that the urban form
classifications created are robust enough to see temperature variation between zones. The “Com-
pact High/Midrise”typology has the highest average temperatures and the “Sparsely Built”has the
lowest average temperatures. Infrastructure typology falls right in the middle but it also has the least
number of observations with the largest standard deviation. The order of zones by temperature falls
well in line with other documentation of LCZ temperatures (Stewart & Oke, 2011) There is a 2◦C
difference between the coolest zone and the warmest zone.
To confirm a statistical difference between the LCZ temperatures, I conduct a one-way ANOVA
and employ Tukey’s post hoc pairwise comparisons. The Sparsely Built zone is statistically different
from all other zones. Compact High/Midrise and Open Midrise are not significantly different from
each other but are significantly different from all other LCZs. The Infrastructure zone showed the
least difference between zones. It was only statistically different from Compact High/Midrise, Open
Midrise, and Sparsely Built. Infrastructure has the largest variance and smallest sample size of all
the zones. As previously discussed, it was difficult to select zones that were completely comprised
of impervious infrastructure as infrastructure was often coupled with large amounts of green space.
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Figure 6.17: Average Nighttime Temperature per Local Climate Zone.
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As with the nature of urban morphology, local climate zones are not evenly distributed within
a city. Therefore certain urban typologies have a larger representation than others. For example the
Compact Highrise and the Open Midrise zones have 23 and 48 observations respectfully whereas
Open Lowrise has 126 observations. When analyzing categorical variables, equal sample sizes
makes for better research design and is beneficial for statistical controls. In order to analyze a larger
temperature difference and to make the sample sizes more evenly distributed, I combined the two
densest zones (Compact Highrise and OpenMidrise). These two zones are morphologically similar,
exist only in downtown and midtown Atlanta and have the two highest temperatures from all other
urban typologies. Additionally the temperature differential between these two zones is not statisti-
cally significantly different (see Figure 6.17). I compare them against the predominantly residential
zone of Open Lowrise in order to assess whether there is change in effect size if agriculture is imple-
mented in a dense downtown neighborhood versus a sylvan historic residential neighborhood. For
this comparison, I create a binary dummy coded categorical variable. Since the residential typology
has the largest observations, I coded it with a zero.
To test for an interaction effect between urban form and agriculture, I use SPSS’s Advance
Models, I conduct an univariate General Linear Model (GLM) in order to test for an interaction
effect between the urban form and agriculture independent variables. For my design, I am measuring
temperature for each 1km x 1km grid cell during a non heat wave period (June 10th ). I run a full
factorial model to control for all covariate and fix factor main effects and to obtain the between
subject and covariate interactions. I use a Type III method for calculating the sum of squares in
the model (as it is the most commonly used sum of squares method and the most encompassing for
different model designs (SPSS Manual 17.0).
6.3 Results
To test for an interaction effect between urban form and agriculture, I run a univariate General
Linear Model (GLM). The interaction is tested during a summer night but not during a heat wave.
I include LCZs (urban vs residential) as a fixed factor, urban agriculture area as a covariate and the
interaction of LCZ and agriculture into the model. Testing the main effects showed that though LCZ
and agriculture were both significant the interaction between the two independent variables was not
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Figure 6.18: Univariate General Linear Model. Testing for an interaction effect during a
non-heat wave period.
significant (See 6.18). We can assume that agriculture effects temperatures similarly in both urban
form typologies.
Since Chapter 5 illustrated that heat waves can modify the cooling potential of agriculture, I
then test for the interaction effect between urban form and agriculture during a heat wave period
(July 20th). I run the same univariate GLM model but with the temperature dependent variable
measured during a heat wave. This GLM model indicates that there is an interaction effect between
urban agriculture and urban form (See Figure 6.19).This model illustrates that not only do we see
the relationship between agriculture and temperature change depending on the urban form but that
this interaction is based on the presence of a heat wave.
In order to examine whether there is a 3-way interaction effect between urban form, agriculture
and heat waves, I run a Repeated Measure GLM to test for a 3 –way interaction. The GLM is a
mixed factorial analysis including both within factors (temperature and timing) and between factors
(LCZ and agriculture). In the GLM Repeated Measures procedure, I create a “timing”factor with
two levels. The first level is defined as June 10th and the second level defined as July 20th. To
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Figure 6.19: Univariate General Linear Model. Testing for an interaction effect during a
heat wave period.
examine the trends in agriculture, I create a categorical variable of irrigated agriculture size by
grouping agriculture into 3 size classes. The breaks for the classes were based on the percentiles
of the distribution of agriculture land. More than three classes are not used in the analysis because
of small group size. Using the “rank cases”function in SPSS, I rank all of my observations by total
amount of agriculture land present in each grid cell and then I grouped the observations into three
even percentile groups.
The results of the Repeated Measures GLM model indicates that the 3-way interaction is sig-
nificant, which asserts that agriculture impacts temperatures differently in different urban form con-
ditions but only during a heat wave (See Figure 6.20). To compare the estimated marginal means
in the model, I create separate profile (interaction) plots for heat wave and non heat wave events.
The profile plot shows that the estimated marginal means for temperature decreases similarly across
the different levels of agriculture size during a non-heat wave event. These approximately parallel
lines support the first univariate GLM model that found no interaction between urban agriculture
and urban form during a non-heat wave period. On the other hand, the non-parallel lines in the heat
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Figure 6.20: Repeated Measures General Linear Model. Testing for a 3-way interaction
effect.
wave profile plot support the assumption that an interaction effect is occurring (See Figure 6.21).
Since finding an interaction between the main effects, I next carry out a test of simple main
effects by comparing the size of agriculture within each urban form group. To test the simple
main effects during a heat wave, I conduct a univariate GLM with LCZ and Agriculture as fixed
factors. I use the ”emmeans” and ”compare” syntax commands to generate pairwise comparisons
of the simple main effects while holding the main effects constant and use SIDAK to adjust the
confidence interval. Figure 6.22 shows the test of simple main effects. First, we can see that there is
no significant difference in temperature across the different agriculture sizes in the residential zone
during a heat wave. For urban areas, we see that there is a difference in temperature between the
second size group and the third size group (See Figure 6.22). For visualization purposes, I plot the
temperature change per agriculture size and per LCZ with five agriculture size groupings instead of
3. The graphs look to be reasonably consistent as the overall pattern still holds (See Figure 6.23).
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Figure 6.21: Profile plots. The plot on the left is during a non heat wave and the plot on the
right is during a heat wave.
Figure 6.22: Pairwise comparisons evaluating the temperature difference between the sim-
ple main effects of agriculture size.
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Figure 6.23: Graph illustrating the temperature change across quintile groups for agricul-
ture size.
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Figure 6.24: Table illustrate the descriptive statistics for each agriculture group size.
6.4 Discussion
From this analysis we see that an interaction effect exists between urban form and urban agriculture
when a heat wave is present. Chapter 4 illustrates the cooling potential of agriculture to cool night-
time temperatures. Chapter 5 furthers the discussion by addressing the impact that heat waves may
have on urban agriculture’s cooling potential. Chapter 5 showed that agriculture still maintains the
ability to cool local nighttime temperatures but that this cooling potential is dramatically reduced
during heat waves. In this chapter, when analyzing the interaction effect between urban form and
agriculture during a non heat wave period, no interaction occurred. Therefore, we can assume that
agriculture impacts local nighttime temperatures similarly across urban and residential zones. When
examining the interaction effect during a heat wave, I find an interaction effect between urban form
and agriculture. A further investigation into this interaction effect by conducting pairwise com-
parisons between the simple main effects of agriculture size, showed no difference in temperature
change across agriculture size in the residential zone. However, it did show a significant change in
temperatures in urban zones. Specifically the change in temperature is statistically significant when
comparing between groups 2 and 3. This simple main effect supports the idea that a statistically
significant change of temperatures during heat waves can occur in urban areas when agriculture is
implemented at larger scales.
A significant difference in temperature was found between the second and third percentile
groups while controlling for urban form and heat waves. Graphing the temperature data across five
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size groups instead of 3 (see Figure 6.23), shows a similar temperature pattern with temperatures
deceasing between group 3 and 4. The graphs imply the presence of a threshold effect occurring at
or around 7 acres of irrigated agriculture within a 1 km grid (see Figure 6.24 for descriptive statis-
tics). For the urban areas, there is a temperature decline from the implementation of medium to large
amounts of agricultural lands, which translates to implementing at least seven acres of agricultural
lands in a neighborhood and as much as 15 acres of land. From Chapter 4, we saw that on average
an increase in 10 acres of agricultural lands could decrease the temperatures at the local 1km scale
by an average of 0.65◦F. From the 2 x 3 factorial GLM analysis, we see that an implementation
of agriculture at the city scale between 7.5 and 15 acres, will statistical decrease temperatures by
approximately 0.48◦C (0.86◦F). This result seems to be on par with the findings from Chapter 4,
especially when one takes into consideration that Chapter 4 results are averaging across the entire
MSA and that much of the agricultural land analyzed for Research Question 1 are located in less
urban environments.
How difficult would it be to implement 15 acres of agricultural lands in a dense urban neighbor-
hood like Atlanta’s midtown and downtown neighborhoods? In Chapter 4, I illustrated that 10 acres
represents approximately 5% of the 1 km grid cell. I used Gia Gardens to illustrate how an existing
urban agricultural typology fits within the city of Atlanta. But how would agricultural land currently
fit into these dense urban typologies? In order to explore this question, I map the vacant parcels in
my study area. I acquired the vacant parcel shapefile from the City of Atlanta. The Department of
Planning defines “vacant”as any parcel that is not built on, which represents green space, parking
lots, and completely empty parcels. Using ArcGIS Identity and Dissolve functions, I summed the
total amount of vacant land in grids cells defined as Compact Highrise and Open Midrise. Each
of these grid cells had an excess of 14 acres of vacant land. Atlanta’s poor urban design with an
over emphasis on single occupancy transportation infrastructure provides a spatial opportunity for
these neighborhoods. As previously discussed, even in Atlanta’s most dense urban form typologies,
these typologies did not fit well within Stewart & Oke’s LCZs class. From a local perspective, the
urban form of the city of Atlanta is quite spread out due to an abundance of surface parking lots and
interstates and railyards that cut through the city. An abundance of these parcels are parking lots,
which could be utilized has agricultural land. Truly Living Well an urban farm in Atlanta’s historic
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black downtown neighborhood was a great example of transitioning impervious vacant land to a
functioning downtown urban farm.
This research argues for the potential of vacant parcels in cities to be used for both agricultural
and heat mitigation strategies. Cities are often plagued with vacant and distressed land parcels
resulting from economic recessions and, on much larger scales, due to shrinking cities (i.e. Detroit,
Michigan). Agricultural land is often a difficult land use category to designate inside city limits
due to the high cost of inner city land. It is simply too expensive to justify using urban land for
agriculture. However, when cities find themselves burdened with an over abundance of vacant or
distressed parcels, they should investigate the possibilities of banking these parcels for uses like
agriculture, that are often pushed outside of the city in a booming economy. Cities should utilize
community land trusts and land banks to reserve and preserve land for future agricultural uses
in their city centers. Land banks can play an important role in holding and maintaining land for
agricultural uses in urban environments.
This analysis does not address patch configuration, only total size. The patch configuration of
agricultural land is an important discussion point, which my dissertation does not address. 10 acres
of agricultural land may only represent 5% of the 1km grid cell, but if this area needs to be contigu-
ous then this translates into a huge urban farm. The largest urban farms in the US are approximately
6 acres in area and there are only a handful of existing farms in this size. If urban agriculture needs
to be contiguous instead of consisting of several separate parcels, then this becomes problematic for
cities.
6.4.1 Analysis Limitations
As in any research analysis there are inherent limitations to this study. The spatial resolution for the
MODIS nighttime data is definitely one of these limitations. The large spatial resolution limited the
amount of temperature variation within the city of Atlanta that may be possible to see with higher
spatial resolution data. Since the study area needed to be smaller to deal with data availability for
the urban form typology, the low spatial resolution limited the number of observations analyzed
in the study. The lower spatial resolution also created difficulties with analyzing the urban form
typologies. Though there is no set standard for Local Climate Zone sizes and a 1 km grid fit within
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the allowable size according to Stewart & Oke, this grid size was not ideal for the city of Atlanta.
Though the local climate zones showed distinct temperature differentials as seen in Figure 6.17,
these differentials may be more distinct with higher resolution data. As mentioned previously,
MODIS nighttime data was important to use because of the importance of negative health effects,
the unique contribution agricultural lands may provide at lowering nighttime temperature due to
larger sky view factors, and the enhanced increase in nighttime temperatures due to the urban heat
island effect.
Since Chapter 4 addressed the cooling potential of agricultural lands at night, I previously con-
sidered using daytime temperature data in order to maximize spatial resolution. What I found was
that not only is there a limitation with the resolution of nighttime data, but the availability of higher
spatial resolution such as Landsat data is quite limited. To investigate the potential of daytime tem-
perature data, I downloaded Landsat TM data from USGS Glovis (glovis.usgs.gov). I pulled all
scenes with a cloud cover equal to or less than 20% for the entire summer months. There were only
5 scenes between May and September that met the 20% requirement for the city of Atlanta (there
were no scenes in March, April, October, or November).
One of the scenes needed to be discarded. Scene 07/24 could not be included in the study
because its data looked to be grossly inaccurate. In Figure 21, Scene 07/24 is the image on the
right. The four remaining scenes look similar to the image on the left. There were no data flags in
the metadata that would contribute to these inaccurate data. Therefore there were only four scenes
during the summer months and one of the scenes is during a heat wave. Cloud cover contamination
limits the amount of viable scenes needed to conduct urban heat island research. Reducing cloud
cover contamination was one of the big advantages of using MODIS 8-day average temperature data
in Chapter 4.
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Figure 6.25: The image on the right is taken from 05/05. This is typically what a tempera-
ture should look like for the Atlanta. The image on the right is taken on 07/24. The black
wholes represent missing data from the scenes.
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CHAPTER 7
CONCLUSION: AGRICULTURE ON THE RISE
Urban agriculture has been growing in popularity across US cities over the past decade. Urban
farms and community gardens are popping up in large cities across the country. Rust belt cities have
seen an explosion in urban agriculture due to economic decline generating large amounts of vacant
land providing access to land for urban farming. For example, in 2004 Detroit had 80 community
gardens and in 2015 had approximately 1400 community gardens involved in the city’s Garden
Resource Program with more than 20,000 Detroit residents involved with these urban agriculture
projects. Cleveland, Ohio another rust belt city, which has experienced recent economic declined,
has also experienced a recent a surge in urban agriculture. In 2014, Cleveland had over 40 for profit
urban farms including one of the largest and continuous urban farms in the country – Ohio’s City
Farm - generating food production on over 6 acres of agricultural space. Rustbelt cities are not
the only US cities experiencing this resurgence in urban agriculture. Cities like Atlanta, Austin,
Portland, and Seattle are among the list of burgeoning markets. The densest city in the US, New
York City, is argued to have the largest urban agriculture movement with over 600 community
gardens on parklands affiliated with its Parks and Recreation Department alone.
Not only is there a surge in the building of new urban farms and community gardens but also
there is growth in the support and resources for urban agriculture. Many states and local commu-
nities have issued new policies to help urban agriculture flourish in their regions. In Michigan, the
Urban Agriculture Act was introduced to Congress in 2016. The legislation aims to strengthen agri-
culture in Michigan cities by establishing “an Office of Urban Agriculture within the Department of
Agriculture (USDA) and make urban agricultural activities eligible to receive funding from various
USDA programs.” This act is designed to provide funding, information and training to farmers and
growers. In 2014, California passed the Urban Agriculture Incentive Zone Act (Assembly Bill 551)
to allow landowners to receive a tax break if they allow their land to be farmed for at least 5 years.
Atlanta, Austin, Chattanooga, Cleveland, Milwaukee, Nashville, and Portland are some of the cities
that have all amended their zoning ordinances to allow for agricultural lands in their city limits. In
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2015, the City of Atlanta hired a Director of Urban Agriculture, a position located in their Office of
Sustainability. This appointment marks the first time this position has been held in Atlanta or any
other major US city.
At the federal level, support for urban agriculture has also increased with the United States
Department of Agriculture (USDA). In 2016, the USDA provided funding for 12 urban farms, the
most to date and released its new toolkit for urban agriculture. The toolkit is a resource depository
designed to help farmers apply for grants and get training and education on topics such as how to
use hoop houses, green houses, or garden on roofs. In 2013, the USDA also started its microloans
programs. These smaller loans (up to 50,000 dollars) are more geared toward urban farms and of
the 23,000 loans granted, it is estimated that 70% of these loans went to new farmers who were
primarily in urban areas. In addition to federal policies, the University of the District of Columbia
has created educational curriculum centered on urban farming. Through its Center for Urban Agri-
culture and Gardening Education, its mission “seeks to expand academic and public knowledge of
sustainable farming techniques that improve food and water security, health and wellness by pro-
viding research and education on urban and peri-urban agroecology and gardening techniques to
residents and organizations in Washington, DC, and beyond.”
7.1 Contributions to the Gap in the Research Community
The research community also reflects this popularity with increasing trend in urban agriculture
research. To identify the global trend in urban agriculture research, I used the Web of Science
database to track trends in publications. Using Web of Science query functions I identified all
publications from 1900 to present. The keyword “urban agriculture” was used in the search query.
The basic search function was utilized in order to identify all published items. As seen in Figure 7.1,
there has been an exponential increase in urban agriculture research over the past decade. In 2006,
there were 16 publications and by 2016 there were over 160. This tenfold increase in publication in
just 10 years is another illustration of the growing interest in urban agriculture research.
In addition to an increasing trend in urban agriculture research, there has also been an increase
in UHI research over the past decade. Figure 7.2 illustrates the upward trend in UHI publications
over time from the Web of Science database. The findings illustrate that in 2006 there were 75
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Figure 7.1: This graph, plotting the number of publications per year based on the Web of
Science database, illustrates the increase in interest and popularity surrounding the urban
agriculture research domain.
publications referencing UHIs and by 2016 there were over 500 publications.
Though there has been a growing emphasis on both urban agriculture and urban heat island
research, there has been very little research attention to the overlap of these two research domains.
Refining the Web of Science search to include both urban agriculture and urban heat island as two
separate keywords returned twelve total publications. Only one of these publications examined the
temperature impact from agriculture land cover in the urban environment. This publication was
conducted in the Middle East and urban agriculture was a subset of the work- contributing mainly
to a discussion of peri-urban agriculture.
Not only is there little research published at the intersection of urban agriculture and urban heat
islands (none conducted in the United States), the research community has failed to uncover this gap
in the literature. My investigation establishing this gap in the literature revealed that the research
community already perceives a link between urban agriculture and urban heat island mitigation.
Several papers cite urban agriculture’s cooling potential [159, 160, 161] but none of these articles
reference papers that actually demonstrate the cooling effect from urban agriculture. Papers refer-
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Figure 7.2: This graph, plotting the number of publications per year based on the Web of
Science database, illustrates the increase in interest and popularity surrounding the urban
heat island research domain.
ence general vegetative UHI research but none of these citations examine the potential for urban
agriculture to act as a successful UHI mitigation strategy. Papers are citing themselves for work
illustrating this impact. They are making cyclical arguments, which had no validated proof to begin
with. Not only has the work not been done, but the community does not realize this gap in the
literature and as such does not understand the complexity that surrounds this research topic. My
work attempts to address this research gap and shed light on some of these issues.
7.2 Research Limitations
When conducting urban agriculture research there are inherent limitations with the domain that is
important to recognize. One of the main limitations with an empirical land cover investigation into
urban agriculture is the lack of observational data that is available. As discussed in the previous
chapter, data acquisition for high-resolution nighttime temperature data was problematic. The high-
est resolution temperature data that is available is MODIS data which has a spatial resolution of
1km. Landsat temperature data is available at a higher spatial resolution (30 meters) but this tem-
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perature dataset is only available during the daytime for the southeastern United States. Acquisition
time is directly related to the temporal resolution of the satellite. MODIS on the other hand has a
much a higher temporal resolution than Landsat and can provide both day and night temperature
data but there is a trade-off with the spatial resolution. Since I am examining the potential for urban
agriculture to mitigate the UHI effect and because I am interested in the impact on public health it is
important for my research to analyze nighttime temperature. Minimum temperatures which are tem-
peratures that occur in the evening and early mornings have been shown to be a better temperature
metric for the impact of heat-related mortality [118]. While high daytime and nighttime temperature
both stress physiological functions associated with cardiovascular and respiratory systems; it is the
consistently high temperatures during the evenings that have a stronger association with an increase
in physiological stress [78, 59].
High-resolution temperature data is important for an urban analysis because of both the inter-
est of scale and implementation. Examining urban agriculture, I am interested in the potential of
agriculture to impact local temperatures. My research differs from regional land cover analysis
because of this focus on scale and a focus on the urban environment. Since a 1km grid cell will
not be comprise solely of agriculture in an urban environment this lower spatial resolution presents
the mixed-pixel problem. This occurs when the pixel is mixed with multiple land covers. If I
could obtain higher resolution temperature data then I could directly relate temperature to grid cells
comprised solely of agriculture. Instead the analysis must control for all other land covers that are
present in the grid cell. This mixed pixel problem muddies the analysis and statistical controls are
necessary to assess the relationship between agriculture and temperature.
Higher resolution temperature data would also allow for a better assessment of the temperature
impact from parcel level implementation. Parcel level implementation is important from a policy
point of view and from an urban agriculture typology point of view. Urban agriculture exists on
much smaller scales than traditional industrial agriculture. Individual and community gardens are
often located on single-family residential parcels with many urban agriculture sites taking place
on forgotten parcels peppered throughout the city. Urban farms are implemented on much smaller
scales than a traditional farm. Even the largest urban farms in the United States are miniscule
compared to the industrial agriculture sector. Baltimore’s largest farm, Real Food Farm is located
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on 6 acres as is Cleveland’s largest farm, Ohio City Farm. Atlanta’s Aluma Farm, located on the
Beltline, and Gaia Gardens are both located on approximately 4 acres of land. And Seattle’s largest
farm, Rainier Beach Urban Farm and Wetlands, is located on 7.2 acres of land where approximately
half is dedicated to food production and the other half is a wetland restoration project. On the
other hand, according to the USDA 2007 census, the average farm size in the United States was
approximately 450 acres with the largest farms totaling in size over 2,000 acres. This farm size
does not represent just an outlier; over 27,000 farms fell in this size bracket. The discrepancy in
agriculture size illustrates why high-resolution temperature data is so important for urban agriculture
research. It is much easier to assess agricultural impact on regional temperatures due to sheer size
and presence of traditional agriculture.
Controlling for contextual variables can be problematic in urban agricultural research. For ex-
ample, the mixed pixel problem also creates problems with multicollinearity in the MSA analysis
where the impervious land cover and the tree canopy were highly correlated (>.9). Multicollinear-
ity problems with urban form metrics are not new problems when dealing with urban variables.
The walkability index and the sprawl index are both urban form indices that were created to han-
dle the problem of multicollinearity between different urban form measures, (i.e., high density is
highly correlated with mixed use and residential density is highly correlated with intersection den-
sity)[145, 142, 162]. In these examples, factor analysis is used to handle multicollinearity problems.
Combining the variables into a single measure allows for one to control for the variation of the dif-
ferent variables without them contaminating the model. The Local Climate Zones (LCZs) created
for the city-level analysis addressed this challenge. The creation of urban form typologies through
LCZs allowed for the combination of both impervious and vegetative land cover while not creating
problems of multicollinearity. As discussed in Chapter 6, though they were an effective mecha-
nism for dealing with correlated variables, the LCZs were not sufficient in describing all urban form
typologies especially those found in post automobile American cities.
Another difficulty in conducting empirical agricultural land cover analysis is that urban agricul-
ture is not ubiquitous throughout the urban environment. In order to assess how temperatures vary
with land cover, multiple observations are necessary in order to access cooling trends. I use the
NLCD, which identifies agricultural land cover across the US, to assess impact from agricultural
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land cover at the MSA level. This investigation further emphasized the lack of agricultural land
cover present in the Atlanta, MSA. In addition, the agriculture movement in Atlanta, GA did not
gain significant movement until after 2010. It is difficult to assess the impact from agriculture on
temperature when it is not abundant through the urban environment.
To deal with this problem, and tease out the potential temperature impact from urban agricul-
ture without using a simulation model, I develop what I call an irrigated agriculture proxy. Using
multispectral land cover data and a local NDVI threshold developed from existing urban agriculture
training sites, I identify land cover that approximates the physical characteristics of urban agricul-
ture. I estimate irrigated agriculture by assuming all non-tree vegetation with NDVI values above
0.41 to be irrigated agriculture.
NDVI is used in the research community to differentiate irrigated agriculture from non-irrigated
agriculture [130, 131]. The USDA consistently surveys farm lands and documents the location of
large scale agricultural sites. Therefore when researchers derive solutions to identify agriculture that
is irrigated they start with the agricultural location as a given and then they differentiate irrigated
agriculture using NDVI thresholds. For my methodology, I assume that all non-tree vegetation
in the urban environment is “agriculture” and I use the NDVI threshold to distinguish between
irrigated and non-irrigated. Grass has been used as a proxy for agriculture in global climate models
in previous studies that assess the impact of agricultural land on climate [35, 137]. Grass, however,
is not a perfect substitution for agriculture as it varies in its biophysical parameters (i.e. has a lower
leaf area index and roughness height than agriculture). NDVI is used in the agriculture research
community because irrigated agriculture and non-irrigated agriculture have different peak NDVI
values. Peak NDVI values are tied to crop type and to location. Additionally, NDVI values are more
differentiated during drought conditions [130].
NDVI is the most widely used vegetation index when it comes to assessing vegetative land
cover [163]. NDVI is used to measure the health of vegetation, used as a predictor for vegetative
biomass, and as a biophysical parameter used in calibrating models that monitor agriculture crops
[134, 164, 163]. NDVI has been shown to be correlated with both biomass and LAI of different
plant types [134, 134]. Though it is correlated with biomass and LAI these relationships becomes
less clear beyond certain values. For example, the relationship between LAI and NDVI follows
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an exponential curve. Once NDVI increases above approximately 0.8 then the relationship between
LAI and NDVI becomes saturated as one value of NDVI can have multiple LAI values and therefore
increasing the prediction error. The relationship between LAI and NDVI is further complicated by
context. The relationship between LAI and NDVI is dependent on contextual conditions such as
location, plant type and timing (degree days from sowing).
Land covers have differing NDVI values. For example, barren rock and sand have low NDVI
values of 0.1 or below; soil has NDVI values between 0.1 and 0.2, grasslands and shrubs have
NDVI values between 0.2 and 0.3; dense vegetation canopy is typically between 0.3 an 0.8 and
temperate and tropical forests have NDVI values between 0.6 and 0.8 [165]. Irrigating these land
covers increases their NDVI values. For example, turf can have NDVI values as high 0.8 due to
intense irrigation and fertilization [166]. Biophysical parameters (such as LAI, biomass, etc.) vary
across differing types of agriculture and these parameters are dependent on site as well as growth
cycles [133]. As such, it is difficult to derive one vegetative metric that represents all of the different
types of agricultural land covers.
In addition, to a lack of observational urban agriculture data, there is also a lack of urban agri-
culture tracking. In Atlanta, and in other burgeoning markets, a consistent problem includes a lack
of a governing body to track all urban agriculture in their city area. A central repository could
facilitate urban agriculture research by providing location, area, and other farm characteristics to
researchers.
7.3 Terminology Clarification
The research I have conducted, including the extensive literature review, revealed important termi-
nology that is either not understood or is glossed over in urban agriculture research. In this section,
I aim to shed light on three of these issues: urban agriculture typology and their potential to impact
the UHI effect; vegetative physiological characteristics, and diurnal temperature variation.
First of all, there are many different urban agriculture typologies. There are in ground solutions
which include backyard gardens, community gardens and urban farms. Raised beds are included
in this typology group. On the other hand there are typologies that are engineered through some
sort of technology. These include rooftop gardening, greenhouses, hydroponics and vertical agri-
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Figure 7.3: This table list the how the parameters of agriculture compares to forested land
(+ or -) and the impact the parameter has on associated effects. For example, agriculture
has less leaf area index than forested land and therefore has less canopy.
culture. When asserting urban agriculture can either combat climate change or mitigate the UHI
effect it is important that researchers distinguish between UA typologies. With the exception of
roof top gardening, all other technological engineered solutions will not have a cooling impact on
local temperatures. These UA typologies are basically agriculture inside buildings. UHI research
will treat UA high tech typologies as buildings. The research can examine the impact from waste
heat generated by the building, the albedo of the roof material, the heat storage capacity and any
impact on the urban form’s sky view factor. In general though, one can assume this UA typology
will increase local temperatures. Though this may seem like a straightforward argument, in the liter-
ature researchers are too quick to assert that UA can mitigate the UHI and at the same time push for
vertical agriculture. The two do not equate. As the UA movement continues to progress the current
trajectory is toward vertical/high tech agriculture which will need its own separate investigation on
the impact to local temperatures. Another important terminology for the research community to
understand is that of the physiological structure of agriculture that differentiates it from other veg-
etation. Agriculture’s different biogeophysical parameters accounts for why agricultural land can
outperform forested land cover in lowering temperatures in urban environments. Some of these veg-
etation parameters include surface albedo, surface roughness length, soil moisture, leaf area index,
stomatal resistance, and sky view factor (See Figure 7.3 and See Chapter 2 for further discussion).
Changes in these parameters affect the climate in two main ways: first by changing the radiative
forces of the land, which primarily results from the surface albedo change and second, by parti-
tioning surface energy between sensible and latent heat through the altering of available water for
evapotranspiration [30, 29, 34].
144
Soil moisture, stomatal resistance and sky view factor are three parameters that play an impor-
tant role in contributing to agriculture’s cooling effect in the evening. Soil moisture and stomatal
resistance directly impacts the amount of water available for evapotranspiration. The irrigation
practice associated with agriculture provides for higher soil moisture and in turn higher rates of
evapotranspiration as does the lower stomatal resistance. The stomatal resistance of agriculture is
approximately 40s/m as compared to 125 s/m for evergreens. A lower stomatal resistance inhibits
the release of water less than a higher stomatal resistance value. This increases water availability
for evapotranspiration and leading to higher cooling effect. [51]. The lower stomatal resistance
also plays an important role during extreme heat conditions. As temperatures increase stomatal
resistance for agriculture decreases allowing for more soil moisture to be evaporated through tran-
spiration. Stomatal resistance for trees, on the other hand, increases in order to conserve water.
This parameter for agriculture is important for two reasons, first it is promising that agriculture can
continue to cool local temperatures even during extreme heat conditions, but that it is important that
agriculture is actively managed through irrigation during heat waves.
The final parameter, sky view factor, represents the percentage of the sky that is visible. Agri-
culture has a higher svf as compared to forested land. The large canopy of trees contributes to a
lower sky view factor but it is the large tree canopy that provides significant amounts of cooling
from shade during the day. During the evening, the large canopies of trees provide a negative cool-
ing feedback by inhibiting the emission of long wave radiation to the atmosphere. This trapping of
heat contributes to temperature being higher under a tree than in an open green space. Due to the
difference in sky view factors, forested parks have a different timing in their maxi- mum “park cool
island” (PCI) effect (which is synonymous to the oasis effect) as compared to gardens or open grass
parks. A forested park is coolest relative to its surroundings during the afternoon, therefore having
an afternoon maximum PCI, whereas gardens or open grass parks have a nocturnal maximum PCI
[54].
This difference between nighttime and daytime cooling leads directly into the final terminol-
ogy, which is the diurnal temperature variation. The diurnal temperature variation describes how
temperature changes throughout the day. Throughout a 24-hour period, the temperature varies de-
pending on the incoming solar radiation. Temperatures are highest during the afternoon and lowest
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during the evening when the sun goes down. Throughout the day impervious surfaces store solar
radiation and during the evening slowing releases the stored radiation as longwave radiation back
into the atmosphere. This slow release of radiation is why we see peak measurements of the UHI
in the evening. It is also this same process which causes tree canopies to trap outgoing radiation
and create areas of higher temperature compared to open green space (cite china paper. This diurnal
pattern is important for researchers to understand. This pattern is why mortality effects are higher
in the evening and why high quality nighttime temperature metrics are so important. But this di-
urnal pattern also explains that different vegetation patterns have diurnal patterns in their cooling
potential. Agriculture out performs forested land cover in the evening. Green roofs, another UHI
vegetative mitigation strategy, may also exhibit similar diurnal patterns as green roofs do not pro-
vide the cooling benefit during the evening because of a decrease in evaporation during the night.
David Sailor, an urban climatologist explains that “if you try to mitigate the urban heat by putting
up green roofs, it will do some good for reducing temperatures during the day, but it might increase
at night,”
7.4 Policy Approaches: Urban Agriculture as Green Infrastructure
I define Green Infrastructure as a multipurpose, comprehensively designed network of green space
with a primary function to make urban areas healthier and more resilient. Green Infrastructure
is an integrative system that is optimally planned for in advance and in conjunction with other
infrastructure systems in order to function holistically and systematically in the urban environment.
From a policy point of view, urban agriculture would make cities more resilient if it is envisioned
as green infrastructure (GI). The concept of green space and land conservation planning has been
evolving since the 1980s with the concept of green infrastructure emerging over the past two decades
[167]. Conservation was originally seen as solely related to parks and recreation planning with the
main objective of active recreation and scenic enjoyment. The understanding of green space has
shifted to one of a more holistic and systematic vision which can best be defined as GI. Green
infrastructure integrates all of the past objectives from active and passive recreation, to hubs and
corridors to urban wildlife and forestry protection, and to regional and state ecological systems
[167]. Urban agriculture is a logical next addition into the evolving definition of green infrastructure.
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GI is multipurpose – it functions as storm water management, habitat and wildlife preservation,
recreation, climate mitigation, and food production. GI is comprehensive. It is planned for ahead of
time and does not exist as an afterthought. It is not a compilation of piecemeal parcels, but instead
an integrative planned system. GI functions best when it is planned for, and financed similarly as
grey infrastructure. When agriculture is argued for in cities, one should not imagine the hundreds of
acres of monoculture production as representative of traditional industrial agriculture. Instead one
should plan for an agricultural system that functions like GI. Urban agriculture should integrate into
the urban environment instead of existing despite of it.
Like GI, urban agriculture (UA) should be multipurpose. It should not maximize food produc-
tion at the expense of the local environment. In their conceptual diagram, Foley et al. (2005) illus-
trate how agriculture can be conceptualized with a holistic and multipurpose approach to ecosystem
services (See Figure 7.4). An intensive cropland land use maximizes crop production at the expense
of all other ecosystem services. On the other hand, an integrated cropland design would allow for
other ecosystems to function in line with agriculture. Though crop production is not maximized,
the local environment and community reaps the benefit of other ecosystem services such as habitat
protection, water quality regulation and climate controls. When arguing for urban agriculture, one
should attempt to capture all of these ecosystem benefits.
My work supports the concept of UA as multipurpose. UA has myriad benefits from food pro-
duction to community development. My work adds to the multipurpose function of UA by showing
that UA cools local nighttime temperatures and can offset approximately 10% of the surface UHI
assuming an even distribution across the MSA. The cooling potential of UA is an important ecosys-
tem function which has yet to be explored in the literature and by supporting this climate benefit of
agriculture, the multipurpose characteristic of UA as GI is strengthen.
Like GI, Urban agriculture should be comprehensive and forward looking. Today UA is too re-
active and UA policy should be proactive. It should be planned for in comprehensive plans, sustain-
ability plans and climate action plans. These planning processes represent a community’s long-term
vision and normative values. Though these plans can drastically vary in scope and implementation,
by enumerating the vision of urban agriculture as a comprehensive network of greenspace defines
it as a priority and goal for a community. As with sustainability planning and climate action plan-
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Figure 7.4: Image from Foley et al. [27] illustrates how agriculture can be designed to
incorporate other ecosystem functions.
ning, there are myriad tools that communities and stakeholders can use to start integrating UA into
their cities. Municipalities can use a variety of tools typically used for land conservation besides
just land purchasing which include easements, floodplain management, smart growth management
tools, conservation land development, public private partnerships, and land trusts.
For UA to function as GI it should be planned ahead of time instead of part of a piecemeal de-
velopment. The comprehensiveness of UA is important in order to ensure that there is an adequate
size of agriculture in neighborhoods to provide cooling benefits. My work suggests that a minimal
amount of agriculture would be necessary before cooling benefits occur (approximately 7.5 acres
per km2). UA installations are typically not large. The majority of UA occupy land less than 1
acre in size with the largest examples of UA in the United States approximately 5-6 acres. Addi-
tionally, since my results suggest that UA provide larger cooling benefits to urban neighborhoods
as compared to residential during extreme heat events then it is important to proactively plan for
agriculture in dense urban areas where land prices may normally prohibit agriculture land use from
occurring. Comprehensive planning could provide tools supporting neighborhoods to proactively
convert underutilized land to agriculture when opportunities present themselves.
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Urban agriculture as green infrastructure should be integrative. It should not only be compre-
hensive but it should be planned at the same time as other infrastructure projects in order to capture
inherent synergies. One of the strongest synergies that exist with UA is between water harvesting
and food production. Specifically water harvesting techniques should be designed and collocated
with urban agriculture in order to maintain agriculture’s cooling potential and to make urban agri-
culture more resilient especially during extreme climatic events. In my work, I utilize an irrigated
agriculture proxy through the use of a locally derived NDVI threshold and show that non-tree veg-
etation with a NDVI of at least 0.41 continues to cool urban temperatures during a heat wave event.
This irrigated agriculture proxy is attempting to capture the beneficial effects of irrigation. As other
work supports the notion that agriculture continues to cool during heat waves and that irrigation can
maintain this cooling ability, my work suggests that irrigation may be making this vegetative strat-
egy more effective as a cooling mechanism during extreme heat conditions. Further investigation
is needed to tease out how well the irrigated agriculture proxy is actually capturing the irrigated
agriculture as a land cover and what other land covers are captured in the proxy as well as further
investigate the climatic benefit of irrigation in urban areas.
When thought of as a climate mitigation strategy, UA should also be integrated with other cli-
mate adaptation strategies. My work shows that though agriculture continues to cool nighttime tem-
peratures during heat waves, its cooling magnitude can decrease by as much as 75%. As such urban
agriculture as a vegetative UHI mitigation strategy alone is not sufficient to protect urban residents
from extreme heat conditions. As such UA should be planned in conjunction with other UHI miti-
gation strategies and should be considered for inclusion in local heat response plans. Heat response
plans, in addition to pushing for UHI mitigation strategies, can focus on enhancing infrastructure
resilience in order to proactively prevent infrastructure failure, from the transportation and energy
sector, during intense heat waves. As air-conditioning is one of the most effective cooling strategies
during heat waves, heat response plans can support the availability of public air-conditioned spaces,
necessary to provide relief from future heat waves [112, 168]. Many regions have experienced
blackouts during these critical times. Outdated electrical systems can subject populations to unnec-
essary heat exposures and can put larger numbers of people at risk for adverse health outcomes.
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7.4.1 Water Harvesting and Urban Agriculture
In my dissertation, I examine the impact of heat waves on agriculture. Chapter 5 and Chapter 6 both
show that heat waves are mitigating the cooling performance of agriculture at both the MSA and the
city level. Specifically, I make the following contributions to the research community. In Chapter
5, I demonstrate that agriculture continues to cool local nighttime temperatures during a heat wave
but that urban agriculture only retains 25% of its cooling potential. In Chapter 6, I demonstrate
that there is an interaction effect between irrigated agriculture and urban form when a heat wave is
present. One of the reasons why agriculture has been shown to reduce temperatures is because of the
increase in soil moisture from irrigation, which my irrigated agriculture proxy attempts to capture
at the city level. The results from this work suggests that cities should investigate the potential for
the coupling of water harvesting techniques with its urban agriculture interventions.
Different vegetation types respond differently due to extreme heat. For example, short herba-
ceous vegetation such as grassland and agriculture showed an increase in evapotranspiration during
the 2003 European heat wave whereas ET decreased in forested land from increased temperatures
[122]. When temperatures increase, the stomatal resistance of agriculture decreases allowing for
more water to be used in evapotranspiration than would otherwise be the case during non heat wave
days [133]. The increased cooling from the reduction in stomatal resistance is only maintained as
long as there is adequate soil moisture. But if urban agriculture is irrigated, the agricultural land
has the potential to not only maintain its cooling potential but to also increase it. A call for active
management of agriculture especially during heat waves is an important urban agriculture policy.
Instead of implementing water restrictions for urban agriculture in cities during heat waves, cities
should investigate the tradeoffs and opportunity costs in developing a network of distributed water
harvesting infrastructure that can be used to irrigate agriculture during heat waves. The water har-
vesting infrastructure should have a goal to irrigate agriculture without impacting the drinking water
supply nor put further strain on water supply during times of drought.
To maintain the health and function of agricultural vegetation, it is important that active manage-
ment of vegetation is undertaken to ensure sufficient soil moisture. The larger agriculture research
world (beyond urban agriculture) is arguing for similar responses. For example, The Nebraska
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Agricultural Water Management Network (NAWMN) supports work to monitor and maintain soil
moisture at an adequate level during extreme heat periods to sustain vegetation productivity and
functions. This active management would not only reduce heat stress on plants but continue to
provide cooling benefits to local communities during extreme heat conditions [169]. Active man-
agement of green infrastructure and specifically agricultural lands during extreme heat should be
further investigated with the aim to be included into heat response plans.
One way to irrigate urban agriculture is through the harvesting of water in urban environments.
Water harvesting techniques include grey water harvesting, storm water harvesting, and water re-
tention systems such as basins and swales. See Chapter 5 for an in-depth discussion on water
harvesting techniques. Since the evidence from my work supports that urban agriculture cools
nighttime temperatures, then communities should explore the potential of designing water harvest-
ing infrastructure in conjunction with urban agriculture in order to maximize the cooling potential
of this vegetative strategy. To accomplish this task, cities should make it easier for individuals to
harvest water, allow for collective reuse and design for collective storage and design for subsurface
irrigation. UA designed comprehensively and integrated with water harvesting can make for more
resilient communities.
Governments should make it easier for individuals to harvest water on site. There are many
steps that governments can take to enhance water harvesting in their cities. Water harvesting needs
to be legal, water needs to be priced appropriately, individuals need to be incentivized, and gov-
ernments should have different strategies for pre and post developments. The first is to make water
harvesting legal. Harvesting of rainwater has been problematic throughout the US especially in
water scarce areas like the west because of inconsistencies of regulations. The state of Colorado for
example explicitly banned water harvesting and just recently relaxed this restriction in the past year.
Rainwater is primarily governed by administrative laws and therefore it is important that building
and municipal codes are augmented to explicitly allow rain water harvesting to be incorporating into
plumbing codes [170]. Eleven states, including Georgia, have revised their building, planning and
landscaping codes to include active rain water harvesting measures [170]. Most regulations restrict
water harvesting for potable use. The state of Ohio and the city of Atlanta, GA are two exceptions
with Atlanta, GA having one of the first potable rainwater harvesting ordinances in the US enacted
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in 2012.
The EPA has also argued that the low cost of water in the United States has created a barrier to
water harvesting and they argue that water costs should reflect the full cost of using potable water.
The US has the fourth lowest water cost when compared to all developed countries. Germany and
Denmark’s water costs are more than three times higher than the cost of water in the US. Atlanta,
GA not only has one of the first potable rainwater harvesting ordinances in the US but it also has one
of the highest water costs of any US metropolitan area due to the cost of separating its combined
overflow sewage system . As such, Atlanta is well positioned to become a leader in water harvesting
and reuse amongst cities in the US and the next logical step is for Atlanta to design policies to
connect this water supply to urban agriculture.
Water harvesting incentives can be an effective policy for encouraging the coupling of water
harvesting and agriculture in cities. Incentives can be implemented at the state or the local level,
that is, if the states do not prohibit it. Incentives can be in the form of tax credits or even lower water
bills. The state of Rhode Island, New York (pending) and Virginia are incentivizing individuals and
businesses through income tax credits [171] . The tax credits are for green infrastructure investments
and would credit up to a certain percentage of construction costs. Though Atlanta has developed a
comprehensive rainwater harvesting ordinance, Atlanta makes residents pay an annual fee based on
the water harvesting collection size. The ordinance stipulates lower annual fees if harvested water
is used for irrigation. One way to augment current policies is to give a larger rebate and tax credit if
property owners allow their water collection to be used for agriculture purposes.
Policies should also be amended to allow for the collective reuse of water for agriculture pur-
poses, specifically allowing for reuse on land where the water was not originally collected. Colorado
for example explicitly prohibits this type of collective reuse by restricting the use of water only to
be used on the collecting parcel. It is imperative that policies allow for collective reuse for agri-
culture so that urban agriculture can be irrigated from water harvested from adjacent impervious
surfaces. Small-scale nongovernmental buildings such as single family and commercial buildings
can provide a significant amount of harvested water for urban agriculture. For example, a case study
looking at Roanoke VA, identified roofs for catchment near all current urban agricultural land and
estimated that approximately 500,000 m3/year could be generated for agriculture use [128]. This
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water potential can only exist if state and local policy allow for txhis function. It is possible to har-
vest, treat and store storm water from dense urban areas and reuse it to produce food [172]. A case
study looking at urban agriculture and storm water in Australia, demonstrate the potential for storm
water to be collected from roofs of single-family housing, collectively channeled to a constructed
wetlands project for treatment and then used for agriculture purposes. A distributed infrastructure
stormwater design at the neighborhood level could provide the necessary irrigation for local urban
agriculture, providing win-win-win for the city, property owners and farmers. The city reduces its
stormwater load, individuals get cheaper water bills, and farmers get access to reused water.
Collective harvesting and collective reuse, either from a few large buildings or many small
houses, will take planning and financing to lay pipes and design collection systems (natural wetlands
or cisterns). As with any infrastructure planning, co-locating water harvesting with UA takes time,
is easier to implement pre-development and can be costly. Additionally guidelines and landscaping
codes should standardized the channeling of harvested water for subsurface irrigation. Subsurface
irrigation benefits crops in many ways, but from a public health and safety point of view irrigation
below surface can reduce and/or limit the need for water treatment. Irrigation is a permitted use
of harvested water because it assumes that the water is used primarily for lawns and grass and will
have limited exposure to people but this is not the case when irrigating agriculture. Research is
still needed to better understand if and how much water should be treated before it can be used for
urban agriculture. For example, water harvested from air conditioning units need to be pretreated
for bacteria contamination. From a public health policy perspective, the simplest thing to do is
to restrict harvesting and reuse of water across the board in an effort to minimize human contact
with grey water. However, taking this naı̈ve approach hinders the ability for developments to take
full advantage of available natural resources. Alternatively, crafting policy to encourage safe and
efficient treatment of harvested water should take precedence.
7.4.2 Size Matters
In Chapter 6, I explore whether the size of agriculture makes a difference on its impact on lowering
local temperatures. I make a contribution to the research field by showing that the size of agriculture
does impact its cooling ability when examining urban neighborhoods during a heat wave. My
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research shows that temperatures in urban neighborhoods were only statistically lower if agriculture
was implemented at sizes greater than 7.5 acres. Agriculture implemented at the city scale between
7.5 and 15 acres, statistical decrease temperatures by approximately 0.48◦C (0.86◦F). If agriculture
was implemented at smaller scales in the local urban environment no change in temperature was
detected. Therefore in order to see local nighttime temperatures decrease in urban environments
during heat waves because of urban agriculture, cities should ensure that there is sufficient amount
of land available for agricultural uses in their neighborhoods. Though my dissertation does not
directly address whether this implementation needs to be contiguous, it does suggest that several
acres are necessary to start seeing a cooling effect. Therefore my research supports policies that aim
to transition large amounts of land into agricultural uses. One of the more immediate ways for cities
to transition enough land to support urban agriculture is by leveraging underutilized public lands.
Urban farms are not large in US cities. The largest farms are between 5- 6 acres and only
a handful of urban farms across the country are in this size category. In order to convert large
areas of land into agriculture, cities can leverage their public land for agriculture use. The urban
agriculture movement in Cuba provides a great example of government offering public land for
private agriculture use. Though it provides a great case study of public land for private use, Cuba
is an anomaly in this regard because of its unique economic and public health crisis. Instead of the
Cuba model, US cities are creating public private partnership between their parks departments and
nonprofit groups to allow for public parks to be farmed by communities and managed by private
entities (Atlanta, Cleveland, NYC all have example of this partnership). Park Pride is Atlanta’s
nonprofit example with a mission to manage community gardens on public parklands.
Though parklands have proven an effective mechanism for providing public land for community
use, cities need to look past their parklands and utilize this same public/private mechanism to allow
for farming on non-park public land. For example, I led the creation of the first community garden
in Atlanta that was located on public land outside of the parks department. Under my guidance
for the neighborhood of Cabbagetown, I worked with Atlanta’s city council and Park Pride to pass
city council legislation to allow for such a creation. Cabbagetown’s community garden represents
the first community garden in Atlanta located on public land that is not located in a park. This
garden created the pathway for the creation of other community gardens located on public non-park
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land. Because local governments often own underutilized land, policies are needed to allow for
community stewardship of public lands.
Philadelphia is a great example of how to leverage underutilized public land for community and
agricultural use. Currently there are tens of thousands of vacant parcels in the city of Philadelphia.
Of these vacant parcels, over twenty-five percent are publicly owed. To deal with this vacant public
land, Philadelphia has created a citizen toolkit to help transition underutilized public lands into
community stewardships. The “Vacant Land Toolkit” is a toolkit for citizens to learn how they
can access vacant land throughout the city of Philadelphia. The toolkit supports the community
management of open spaces with urban agriculture as one of its highest priority uses. A self-guided
toolkit, it aims to train community members on how to work within the government to get access to
vacant land through advocacy. The toolkit identifies vacant land throughout the city, the department
that manages the land, and answers questions about access, tenure, use, and zoning (cite “grounded
in Philly). The “Vacant Land Toolkit” serves as an example for how policy can be used to empower
citizens to take control of their local environment. Philadelphia is not the only city to use a citizen
toolkit to support community drive action in transforming vacant land into agriculture. Los Angeles
and Pittsburgh also have similar programs.
7.4.3 Urban Agriculture needs to be Urban
In Chapter 6, I investigate the extent to which the local urban form impacts the cooling effect of
agriculture. I make a contribution to the research field by illustrating that the urban form does change
the impact that agriculture has on temperatures when a heat wave is present. Agriculture cools
temperatures similarly in both residential and downtown areas but this relationship changes during
a heat wave. In urban areas we see that agriculture continues to cool local temperatures during
heat waves but it does not impact temperatures in residential areas. The outcome that agriculture
maintains a cooling impact in urban areas supports policies that implement agriculture in highly
urbanized areas such as downtown and midtown Atlanta. When planning urban agriculture as green
infrastructure, cities should prioritize location in these areas.
Zoning is an effective tool to support agriculture in cities. Many large cities across the country,
from Atlanta to Portland, have amended their zoning ordinances to allow for agriculture in their city
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limits. But unfortunately these zoning regulations may be working against the notion of agricul-
ture in dense urban areas. For example, Philadelphia’s zoning ordinance designates where urban
agriculture is allowed to be implemented. It divides urban agriculture into four typologies based
on the purpose of the agriculture. The “Market or Community Supported Farm” typology is not
allowed in downtown, city center commercial districts as well as in other highly urbanized areas of
Philadelphia. My research argues that these dense downtown places could benefit the most from ur-
ban agriculture as a nighttime cooling mechanism. Instead of making it illegal for urban agriculture
to exist in city centers, zoning should be amended to support the creation of urban farms in these
urban neighborhoods.
Land in downtown and midtown neighborhoods are often too expensive to support agriculture.
Access to and longevity of high quality land is one of the biggest barriers to urban agriculture espe-
cially in highly urbanized areas. This is why we see an explosion of urban agriculture in shrinking
cities that have an abundance of vacant land in their cities. Many large metropolitan areas around
the county have a dearth of underutilized, vacant, and/or foreclosed properties resulting from eco-
nomic downturns, such as the housing market collapse of 2008 or deindustrialization in rustbelt
cities. Land banks are an important mechanism for acquiring land while it is cheap and keeping it
for future use.
Cities should create community land banks and/or create partnerships with nonprofit land banks
in order to acquire land while it is cheap for the future use of agriculture. Philadelphia’s created the
Philadelphia Land Bank. The land bank was created to help transition vacant and delinquently taxed
property into functioning uses throughout the city. Urban agriculture is one of their main priorities
for transitional uses. It is not enough for land to be acquire but it is important that it be held in
perpetuity for food production. Cities must devise policy to prevent land from being developed
once a local economy rebounds. For example, Truly Living Well was the most high profile urban
farm in Atlanta. Located in the historic African American district of Auburn Avenue, Truly Living
Well (TLW) was a successful and active farm. But in 2015, TLW was forced to relocate because the
landowners chose to develop the land. The relocation of TLW is a prime example of why land needs
to be held in perpetuity in order to preserve their future use. Philadelphia’s Neighborhood garden




The urban agriculture research field involves many players and all from different pedagogical and
epistemological backgrounds. Planning is the most dominant research domain associated with urban
agriculture. The planning discipline has decided to play an active role in this research agenda, which
is fitting, and as such the planning community needs to understand not only the lack of research in
this domain but also understand the complexity that surrounds this research agenda. Vegetative UHI
research is not so simple that you can substitute one vegetative approach for another with complete
authority.
My work attempts to bring awareness to the UHI/UA research gap and begins addressing some
fundamental research questions regarding urban agriculture as a UHI mitigation strategy. Specif-
ically, my research bridges two built environment and health research areas: urban heat islands
(UHI) and urban agriculture. I investigate the potential for urban agriculture to act as an urban heat
island mitigation strategy at the neighborhood scale. I have five research objectives:
1. to examine the potential for urban agriculture to cool the local climate by lowering tempera-
tures in urban areas;
2. to compare the performance of urban agriculture to the UHI mitigation strategy of urban
forestation;
3. to quantify the amount of land that needs to be converted to urban agriculture in order to
receive a measurable local climate benefit;
4. to investigate how different patterns of urbanization mediate the influence of urban agricul-
ture on local climate;
5. to investigate whether urban agriculture as a heat mitigation strategy is as effective during
extreme heat conditions.
My research shows that urban agriculture decreases high nighttime temperatures during summer
months, which is an important public health finding as nighttime temperatures are a better metric
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for capturing negative health effects from extreme heat than daytime temperatures. At the local
level, an increase of 10-acres per km2 in agricultural land cover can reduce nighttime temperatures
by approximately 0.65◦F accounting for approximately 10% of Atlanta’s UHI effect. Agricultural
lands outperformed forested land cover as a nighttime cooling mechanism. Where agricultural
lands exhibited a statistically significant cooling effect, tree canopy, though statistically significant,
contributed to a slight increase in local temperatures at night. Though agricultural lands can act as a
heat mitigation strategy by lowering nighttime temperatures, their cooling effect is not maintained
during heat waves. Though urban agriculture still contributes to cooling local temperature during
extreme heat conditions, the cooling effect decreases by as much as 75%. As such, I argue for an
active management strategy to ensure that urban agriculture maintains its cooling potential during
extreme heat conditions.
In addition, when investigating whether the urban form of a neighborhood plays an important
role in how well vegetative strategies perform in reducing temperatures, I illustrate there is an in-
teraction effect at play. The interaction effects describes that the urban form at the neighborhood
scale impacts the relationship between urban agriculture and local temperatures when a heat wave is
present. For example, agricultural implementations in dense urban neighborhoods decrease temper-
atures more than in the residential areas. I also found that a minimum of seven acres of agricultural
lands needs to be implemented before cooling effects will occur. As such, I argue that urban agri-
culture should not only be placed in cities but that the morphology of the built environment should





DEVELOPING AN IRRIGATED AGRICULTURE PROXY
In my research, I use a similar approach as Dappen et al.[131] in order to identify an irrigated
agriculture land cover proxy. I identify all potential agriculture land cover and filter the agriculture
land cover based on a NDVI threshold in order to identify irrigated agriculture. The NDVI threshold
is generated from current urban agriculture training sites located in the city of Atlanta.
Equation A.1 is the formula for NDVI. The Quickbird raster image is a 4 band multispectral
imagery. Band 1 represents red visible light and Band 4 represents near infrared. Equation A.2
substitutes the band numbers in the NDVI equation.
NDV I = (NIR− V IS)/(NIR+ V IS) (A.1)
NDV I = (Band4−Band1)/(Band4 +Band1) (A.2)
To generate NDVI data, I to calculate an index by using the raster calculator found in ArcMAP’s
spatial analysis extension. The raster calculator is used to process Band 1 (red) and Band 4 (NIR)
according to Equation A.2. Once the NDVI is generated, I ensure that data range is from –1 to +1.
Any values below or above this range indicates that the calculation is incorrect. A higher NDVI
value indicates that the land cover is emitting more infrared and negative values indicated that land
cover that is absorbing infrared.
Next I identify all of the “agricultural lands” in the city and extract their NDVI values. Since
grass has often been used in climate models to represent agricultural land and since agricultural
lands are not prevalent throughout the city, I assume that all grass/shrub land cover represent agri-
culture land [35]. To isolate all of the grass/shrub land cover from the classified land cover raster,
I reclassify the raster image to be either grass/shrub (1) or not grass (0) and extract the grass/land
cover so that it is the only info in the raster. Using the grass/shrub land cover raster as a mask, I then
extract the NDVI that corresponds with the grass land cover.
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I identify 6 urban agriculture sites in Atlanta. I create a new urban agriculture shapefile and
draw polygons to represent the location and boundaries of the urban agriculture training sites. I
calculate the NDVI for each of the training sites. To do this I use the spatial analysis tool “zonal
statistics as table” to aggregate the NDVI values for each of the urban agriculture training sites.
I calculate the average NDVI for all 6 sites and use this value as the threshold to select irrigated
agriculture from “agriculture land.” The average NDVI is = 0.41. Using the “reclass” tool located
within the spatial analysis toolbox, I reclassify the raster so that all pixels with a NDVI value above
0.41 are classified as irrigated agriculture. I used the Zonal Histogram tool to sum the number of
irrigated agriculture pixels for each grid in order to calculate the total area of irrigated agriculture in
each grid cell. I also compute the average area of each irrigated agriculture patch within a grid cell
to examine the effect of patch size.
To calculate the average size, I convert the irrigated agriculture pixels from a raster dataset to a
vector dataset using the ArcMAP conversion tools (Raster to Polygon tool). I then use the identity
tool to both assign the agricultural patches to a grid ID number and to divide the agricultural patches
when it crossed a grid boundary. Using the dissolve tool, I then aggregate descriptive statistics of the
agricultural patches to each grid cell. Descriptive statistics included the number of patches, the total




GENERATING BUILDING HEIGHT DATA FROM LIDAR
The roughness height parameter is derived from building height data. For local climate zones 1–
10 it represents the average building height per zone. To derive building height data, I used three
primary datasets: the building footprint shapefile discussed above and used to generate the build-
ing surface fraction parameter; a digital elevation model (DEM) and Light Detection and Ranging
(LiDAR) data. The LiDAR data was produced for and acquired from the City of Atlanta’s plan-
ning department. LiDAR is a remote sensing technique used to map both natural and man-made
elements on the earth’s surface. A LiDAR sensor sits aboard an aircraft such as an airplane or he-
licopter and measures the varying distance from the earth’s surface. Using both GPS receiver and
a scanner in conjunction with the laser, one can estimate a model of the earth’s surface. LiDAR
data is distributed in what is known as point cloud data. The point cloud data can be classified by
the number of returns from the pulsing laser. Basically one laser beam can be returned back to the
sensor multiple times depending on what is happening at the surface. The first return is always the
highest structure such as a building or tree canopy, then subsequent returns are reflected by lower
structures and the final return is usually the ground. The first return can also represent the ground
layer if there is no other structure present. The LiDAR data I acquired for the city of Atlanta was
unclassified, had a spatial resolution of 1.5 ft and did not cover the entire city limits for Atlanta. See
Figure B.1 for the boundary area of the LiDAR data. Since the LiDAR data is only available in this
area, this boundary becomes the area of the study for the city level analysis.
In order to generate building height data, you must create a normalized digital surface model
(nDSM) and join this data with building footprints. An nDSM represents the height of the surface
above the ground layer and is created by subtracting a digital elevation model (DEM) from a digital
surface model (DSM). To create an nDSM you subtract the highest point (or the first return in the
LiDAR point cloud data) from the base floor layer. You could do this process in two methods, first
you can classify the point cloud data to identify the base layer from the first returns, or you can use a
second approach which is to subtract the first returns from a already generated DEM. Using ArcGIS
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Figure B.1: LiDAR Boundary Area
and a third party software extension in ArcMAP called LP360, I attempted to classify the LiDAR
data. I used the software application LP360 to classify the ground points but the classification
process was not successful because the LiDAR data did not have adequate ground returns for the
entire image. In theory the last returns from the laser should represent the ground level and this was
not the case for a large area of the dataset. I checked the data by correlating last returns with ground
features. Since the point cloud data is unclassified, I used a DEM data from the USGS to represent
the base layer and the LiDAR data to create a DSM.
I use ArcGIS’s ArcMAP and ArcCatalog to process the LiDAR and the USGS DEM data in
order to create the nDSM. Since ArcGIS does not automatically recognize LAS files, I used Arc-
Catalog to create a LAS dataset so that ArcGIS would recognize the LiDAR data. Using the “LAS
dataset toolbar” I created a raster surface model that consists of only the first returns to create a
DSM. This process creates a LAS dataset layer file which contains only a subset of the LAS points
by filtering out all other returns, so that the dataset only contains first returns. Using ArcMAP’s
conversion tool, I convert the LAS dataset to a raster image so that each pixel in the raster will be
given the elevation value from the filtered LAS dataset. For visualization purposes, I used the hill
shade tool from the Image Analysis extension to create an easier to interpret elevation dataset.
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I used ArcMap’s raster calculator to subtract the DEM raster from the DSM raster. I also used
the raster calculator to change the USGS elevation data into the same units as the LiDAR data. I
created the nDSM which generates heights of features relative to the building height data. After the
nDSM is created, I join this raster data with building footprint data. I used zonal statistics table to
join the nDSM with footprint shapefile and calculated all statistics which include both average and
max height. I used ObjectID as my identifying field and then joined the resulting table with the
building footprint shapefile.
Using the USGS DEM data and the first returns from the LiDAR data to generate building
height data, I was able to generate accurate building heights. For example, checking residential
neighborhoods, single story single-family residential buildings had heights approximately 14 feet
tall. When checking the downtown area, buildings near five points were all quite accurate. For
example, my process estimated an elevation height of 842 feet for the SunTrust building. The
SunTrust Wikipedia page indicates the building is 869 feet. Given the varied height of the building





To calculate the sky view factor for my urban form typologies, I use Viewsphere [157]. Viewsphere
is a GIS–base software application created to measure the 3D visibility of differing urban forms.
ArcGIS’ ArcScene is used to run Viewsphere. Because of the programing platform for the View-
sphere software, an older version of ArcGIS (v9.3) is needed to run the software. To calculate the
SVF through Viewphere, the user needs three datasets, a 3D surface topography file saved as a TIN
file, building footprint data with building height in its associated attribute table, and observation
points which indicate where to calculate the SVF.
To create the 3D surface TIN file, I use the 3D Analyst Tools located in ArcMAP. I use USGS
10–meter resolution DEM. I crossed checked this elevation data with 2ft. topographic contour lines
for the city of Atlanta and the data lined up well. I chose not to use the 2ft. contour topography
because the computational cost was too high as the Viewsphere Analysis software would most likely
not be able to handle the high resolution. I created the TIN in an older version of ArcGIS (9.3). I
used the 3D Analyst Tool to convert the DEM raster to a TIN. Next I used an ArcScene plugin tool,
“Add Bldgs to TIN” created by the same researchers who created Viewsphere to use in conjunction
with the Viewsphere software. The tool does exactly as it is named. It adds a 3D representation
of buildings to a TIN surface file. I used the building footprint shapefile with building heights
estimated from LiDAR data as discussed in the LiDAR section.
Once the observations are created and the buildings added to the topographic data, then you can
begin calculating the SVF for each observation with Viewsphere. To run Viewsphere, there area a
few adjustments I needed to make in order to run the program without returning error messages.
First, Viewsphere requires there to be a rooftop buffer. It requires that the resulting TIN file ( one
with both topographic and building data) not have a vertical surface. Therefore you must offset
the roof inward in order to make the outer building wall slightly sloped. The smaller the buffer
the better the SVF estimates. If the buffer is too small, the process will fail; if it is too large, the
estimates will be less accurate. The Viewsphere dialogue box sets the default rooftop buffer to be
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0.5 (unit is based on the unit of the file). After running a set of trial simulations, I determined that a
rooftop buffer of 0.3 was optimal for my dataset. This in essence means that the top of the roof has
a slight inset of 0.3 feet from the base of the building.
The observation data points also need to be cleaned before running the program. First, all
observations that intersect a building footprint need to be removed. In theory, a road should never
intersect a building but often GIS shapefile data are not true to reality. Therefore it is important
to clean the data as much as possible. I selected any node that intersected the building shapefile
(select by location tool) and deleted these nodes from the shapefile. Second, the Viewshere program
sets a buffer maximum. This number is the maximum distance an observation point can be from a
structure before calculations will not run. This creates two problems with the observation data, first
the observations cannot be too close to the edge of the TIN file and second the observations cannot
be too far away from a building. This buffer limit is set by the “max radius” field in the Viewsphere
dialogue box. If one point is too close to the edge, then the entire process will not run. The program
would also fail if there were any nodes that were more than 300 feet from a building (this is the
default value set in the program to determine the max radius for the SVF calculations). To clean this
data, I selected all nodes more than 300 feet from a building (I ran select by location- set the buffer
distance to be 300 feet – and then reverse the selection in the attribute table). 95% of these nodes
were located along the interstate. I decide to delete all of these nodes and rerun the analysis. To
sum up, I ran my analysis by first ensuring no nodes intersected with building footprints and deleted
nodes that were not within a certain distance from buildings. In the Viewsphere dialogue box, I set
the Z offset for the observer to be 1.5 meter, Initial Radius to 300 feet (which is the buffer radius
range for the SVF calculations) and I left default settings for everything else.
Viewsphere software outputs a .csv file for each session. The CSV file is organized by point
number. The point number represents the order in which the nodes are analyzed. The nodes are
ordered by the order they are in in the shapefile. For example, point 1 is equal to a node with an
FID =0. Therefore when joining the SVF .CSV file with the observation point shapefile, you need
to create a new attribute in the shapefile with an ID that equals to FID +1. I ensure I had the same
number of points in the CSV as in the attribute table. I joined the SVF CSV table to the observation
point shapefile based on the new ID number.
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[134] M. González-Sanpedro, T. Le Toan, J Moreno, L Kergoat, and E Rubio, “Seasonal
variations of leaf area index of agricultural fields retrieved from landsat data”, Re-
mote Sensing of Environment, vol. 112, no. 3, pp. 810–824, 2008.
[135] L. Ji and A. J. Peters, “Assessing vegetation response to drought in the northern
great plains using vegetation and drought indices”, Remote Sensing of Environment,
vol. 87, no. 1, pp. 85–98, 2003.
[136] J Wang, P. Rich, and K. Price, “Temporal responses of ndvi to precipitation and
temperature in the central great plains, usa”, International journal of remote sens-
ing, vol. 24, no. 11, pp. 2345–2364, 2003.
[137] V. Brovkin, A. Ganopolski, and Y. Svirezhev, “A continuous climate-vegetation
classification for use in climate-biosphere studies”, Ecological Modelling, vol. 101,
no. 2-3, pp. 251–261, 1997.
[138] J Schumacher, E Luedeling, J Gebauer, A Saied, K El-Siddig, and A Buerkert,
“Spatial expansion and water requirements of urban agriculture in khartoum, su-
dan”, Journal of arid environments, vol. 73, no. 4, pp. 399–406, 2009.
[139] M. Ozdogan, M. Rodell, H. K. Beaudoing, and D. L. Toll, “Simulating the effects
of irrigation over the united states in a land surface model based on satellite-derived
agricultural data”, Journal of Hydrometeorology, vol. 11, no. 1, pp. 171–184, 2010.
[140] J. Kerr, L. Frank, J. F. Sallis, and J. Chapman, “Urban form correlates of pedestrian
travel in youth: Differences by gender, race-ethnicity and household attributes”,
178
Transportation Research Part D: Transport and Environment, vol. 12, no. 3, pp. 177–
182, 2007.
[141] L. D. Frank, M. A. Andresen, and T. L. Schmid, “Obesity relationships with com-
munity design, physical activity, and time spent in cars”, American journal of pre-
ventive medicine, vol. 27, no. 2, pp. 87–96, 2004.
[142] L. D. Frank, T. L. Schmid, J. F. Sallis, J. Chapman, and B. E. Saelens, “Link-
ing objectively measured physical activity with objectively measured urban form:
Findings from smartraq”, American journal of preventive medicine, vol. 28, no. 2,
pp. 117–125, 2005.
[143] P. Hess, A. Moudon, M. Snyder, and K. Stanilov, “Site design and pedestrian
travel”, Transportation Research Record: Journal of the Transportation Research
Board, no. 1674, pp. 9–19, 1999.
[144] P. W. Newman and J. R. Kenworthy, “Transport and urban form in thirty-two of the
world’s principal cities”, Transport Reviews, vol. 11, no. 3, pp. 249–272, 1991.
[145] R. Cervero and K. Kockelman, “Travel demand and the 3ds: Density, diversity, and
design”, Transportation Research Part D: Transport and Environment, vol. 2, no.
3, pp. 199–219, 1997.
[146] P. W. Newman and J. R. Kenworthy, “Gasoline consumption and cities: A compari-
son of us cities with a global survey”, Journal of the american planning association,
vol. 55, no. 1, pp. 24–37, 1989.
[147] K. Steemers, “Energy and the city: Density, buildings and transport”, Energy and
buildings, vol. 35, no. 1, pp. 3–14, 2003.
[148] C. Ratti, N. Baker, and K. Steemers, “Energy consumption and urban texture”,
Energy and buildings, vol. 37, no. 7, pp. 762–776, 2005.
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