Introduction {#sec1-1}
============

Speech is the most important means of exchanging information among people. In the speech production process, a message that the speaker is going to produce is first formulated in the speaker\'s mind. In the second step, the message is converted to language code. It includes converting the text into a phoneme set that produces sounds according to the labels of the duration, loudness, and pitch contour. After selecting the desired language code, the speaker executed a set of neuromuscular commands to vibrate the vocal cords at the appropriate time and activate the vocal tract at the appropriate locations, creating a speech signal, and sending it out of the mouth. The speech signal reaches the ear or any other recognition system as it passes through the transmission channel, which may be the air or the speaker. The phoneme is actually the smallest unit of the speech, which includes several tens in each language.\[[@ref1]\] In the fourth industrial revolution, smart machines have become an important part of our modern life, and this has encouraged the expectations of friendly interactions with them. It is the impetus for the ever-expanding development of machines that receive the human speech as input and respond appropriately to the input.

The speech as a way for communication way has witnessed the successful development of quite several applications using automatic speech recognition (ASR), including command and control, dictation, dialog systems for people with impairments, and translation. Research on ASR is still a challenging issue for using the speech as input.\[[@ref1]\] However, the actual challenge is to create inputs and to use speech to control applications and access information. ASR -- the recognition of the information of a speech signal and its transcription to a set of characters -- has been the focus of research for more than five decades, achieving notable results. It is expected that the advances in speech recognition make a speech in any language, as the best input method when the recognizers reach error rates under 5%. While digit recognition has already reached a rate of 99.6%,\[[@ref2]\] the phoneme recognition has not gone far more than 83%.\[[@ref3]\]

In any large-vocabulary ASR (LVASR) systems, the performance depends on phoneme recognizer more than language model. Thus, the research groups still work on developing better phoneme recognizer systems. The phoneme recognition is, in fact, a recurrent problem for the speech recognition community. Phoneme recognition is found in many applications. In addition to some typical LVASR systems,\[[@ref4]\] it is found in applications related to language and speaker recognition, music identification, and also translation. The challenge of building efficient acoustic models starts with applying useful training algorithms to a suitable set of data. The dataset contains sound units which can be trained on training algorithms and depends on the detailed annotation of those units. The most datasets are not labeled at the exact phoneme level.\[[@ref5]\]

The database collected in this field, called PCVC, is distinctive because it is labeled at the phoneme level. Furthermore, unlike other phoneme-based datasets,\[[@ref6]\] PCVC contains just two phonemes in every sample, which makes the training and recognition process more efficient. For the extraction of consonants, as they are just pronounced before vowels, it is possible to separate them approximately. However, in this paper, to show the usability of phoneme recognition on PCVC, the recognition algorithms are examined on PCVC to get the best recognition results.

Conventionally, the phonetic features, along with the classification algorithms, such as support vector machine (SVM), are employed for diagnosis. Over the past two decades, the neural network (NN) structures with one or two hidden layers, as well as the combination of NNs with hidden Markov models (HMMs), have been widely used in speech recognition. However, the lack of both high-speed hardware and deep-learning NN methods limits the performance of NN structures. Thus, the HMMs are employed more than NNs. Nowadays, the advances in deep learning methods and the provision of high-speed processing hardware make it possible to use deep NNs in speech recognition. Literature study shows that different techniques applied for mispronunciation detection, posterior probability-based methods, classier-based methods, and deep learning-based methods.\[[@ref7][@ref8]\]

In the study by Widrow *et al.*,\[[@ref9]\] real-time speech processing capabilities are examined using an NN consisting of three types of neurons. These neurons are based on a hybrid model and are capable of detecting the auditory frequency patterns such as vowels. The words are known as the sequences of sounds. According to the studies, although some machine vision algorithms are proposed for detection and classification, but, the manually definition of the unique features to achieve the desired clustering is not extensible for the other similar tasks. Besides, the deep level of feature extraction may not be achieved using conventional feature extraction methods. Thus, a deep convolution NN has been introduced to address such limitations. Furthermore, the final deep features are robust to many of the parameters in the data that are considered as noise. The utilization of deep NNs in speech systems with various speech datasets demonstrates the superiority of these networks over the Markov models.\[[@ref10]\] In most research on the deep NNs application in the field of phonetics, first, the output of a trained static network for a moving window of the input frames sequence is obtained. Then, the graphic models, such as HMM or conditional random field, are combined with modeling the linear chain dependencies of the output sequence. In fact, in these structures, deep NNs are employed as the audio models, and graphical models are considered as phonetic models, each being trained individually.\[[@ref11][@ref12]\] To optimize the deep NN structures for the better coordination with the speech structure, and reducing the number of training parameters and computational time, the convolutional network is one of the proposed approaches.\[[@ref13]\] The use of deep convolutional NN in identifying the phonemes of the Arabic language is also discussed.\[[@ref14]\] In the proposed procedure, the features from different layers of the convolutional network are employed to train the methods including the k-nearest-neighbor, SVM, and NN. To evaluate the performance of the system, 28 Arabic phonemes are compared and the highest accuracy of 92.2% is achieved. It is also concluded that the proposed deep learning method performed better than the previous conventional techniques.

Based on the above studies, we propose the application of an optimized convolutional deep NN in this paper. This paper is organized as follows: Section II discusses the PCVC speech dataset, which is used and presented in phoneme recognition task for the first time. Section III proposes the preprocessing level with sound signal processing algorithms such as short-time Fourier transform (STFT) and phoneme extraction from PCVC speech dataset. Section IV describes the deep artificial NN applied for the classification of samples. Section V is dedicated to the conclusion, and the last section is acknowledgment.

Persian Consonant-vowel Combination Speech Dataset {#sec1-2}
==================================================

To create a comprehensive database of phonemes, it is necessary to record some words. The words should be selected so that they eventually include all the phonemes. To provide appropriate patterns for each phoneme, it is necessary to delineate the boundary between the phonemes of the recorded words. There are practically various automated methods for this purpose. However, the phoneme border separation is usually performed manually. In fact, the boundary of the phonemes is accurately determined by observing the recorded speech signals in the time domain; in addition, it is determined by listening to them, especially focusing on the distance between the phonemes. However, the STFT method is applied to improve the accuracy of phoneme separation.

This dataset contains 23 Persian consonants and 6 vowels, which is listed in [Table 1](#T1){ref-type="table"}. [Table 1](#T1){ref-type="table"} includes the vowels and consonants, just like the dataset. There are 13 speakers, including six males and six females and one child. All sound samples are possible combinations of vowels and consonants (132 samples for each speaker). The sample rate of all 2-s speech samples is 48,000, which means that there are 48,000 audio samples (values) in every second. Each sound sample is a 2-s speech sample, which on average, a 0.5-s interval of each sample is speech, and the rest is silence.

###### 

Phoneme list in Persian consonant-vowel combination dataset

![](JMSS-10-86-g001)

For the testing process, 15% of samples are selected, and 85% of those are used in the training process.

Speech Signal Preprocessing {#sec1-3}
===========================

Phoneme extraction {#sec2-1}
------------------

As demonstrated in [Figure 1](#F1){ref-type="fig"}, each sound sample is a 2-s audio wave of speech which ends with silence for at least 0.25 s. Then, consonants and vowels are pronounced consecutively. The intensity of silence is almost (not exactly) zero. These values (intensity of silence and consonants) can be employed to detect the vowels which have a higher intensity than silence. Thus, the vowels are parts of the speech whose related intensity is more than 0.25 of the maximum intensity of the sound sample. The value 0.25 is a suitable benchmark for the detection of vowels from other elements on PCVC dataset. This part of speech is sufficient to detect vowels in a sound sample. Each vowel sample is cut in 50 ms samples. In this paper, the aim is to recognize phonemes; therefore, as said before, the vowels are pronounced just after consonants. Thus, the 50 ms of speech before the vowels are almost selected as the consonant speech sample. Actually, this splitting method is used in PCVC speech dataset. However, in the real world, there are sentences for which there is no rule for how phonemes are gathered together in them.

![A two phonemes sample time-domain plot](JMSS-10-86-g002){#F1}

Adaptive noise cancellation {#sec2-2}
---------------------------

A recorded voice is contaminated by noise. It is proven that one of the best statistical models for the noise is the Gaussian model. The noise affects the phoneme recognition and should be suppressed to have a reliable recognition. An adaptive noise canceller (ANC) is employed to reduce the noise effect to have more precise results. It includes two inputs, primary and reference. As depicted in [Figure 2](#F2){ref-type="fig"}, the primary input receives the signals from the signal source that is corrupted by the noise *n*, uncorrelated with the signal. The reference input receives a noise *n~0~*, uncorrelated with the signal, but, correlated in some way with the noise *n*. The noise *n~0~* passes through a filter to produce an output that is a close estimate of primary input noise. The estimated noise is subtracted from the corrupted signal to produce an estimate of the main signal, the ANC system output.\[[@ref15]\] For more reliable results, the filter depicted in [Figure 2](#F2){ref-type="fig"} is considered as an adaptive filter that automatically adjusts its own impulse response. Adjustment is accomplished using an algorithm that responds to an error signal which is dependent on the output of the filter. The ANC is employed to have the best fit in the least squares sense to the main signal. It is performed by feeding the output of the system back to the adaptive filter and adjusting the filter through a least mean squares adaptive algorithm to minimize total system output power.\[[@ref9]\]

![The structure of adaptive noise canceller](JMSS-10-86-g003){#F2}

Short-time Fourier transform {#sec2-3}
----------------------------

In this paper, the STFT algorithm is used to extract the features from sound samples. STFT is used as one of the best sound feature extraction algorithms for decades. STFT is a sound feature extraction algorithm that gives the ability to transform sound features from the temporal domain to the frequency domain and from the frequency domain to the time--frequency domain.\[[@ref10]\] On time-- frequency diagram, some features such as the shape of formants, distance, sound shocks, and also, the curvature of formants can be found that are the vital features for phoneme recognition. The mentioned features are the results of human local folds, lips, tongue, and teeth which are always creating patterns in the time--frequency domain in different shapes when phonemes are being pronounced.\[[@ref11][@ref12]\]

The STFT is commonly derived as:

Separating sound samples in fixed-size intervalsApplying Fourier transform on each sound intervalAssortment of frequencies in different frequency rangesInitializing of each time--frequency domain point (rectangle) with suitable values based on their number of samples.\[[@ref13]\]

In this paper, this algorithm is utilized to extract the spectral features of sound samples. For this purpose, the window length is 5 ms. Each window includes 150 frequency ranges. These parameters are identified as a suitable choice in tests. Note that the Mel-frequency cepstral coefficients (MFCC), STFT, and raw sound sample were tested in classification level on some of the samples, and the best results were achieved in STFT. Thus, the STFT is selected in this paper. STFT mathematically is written as:

![](JMSS-10-86-g004.jpg)

Where *w(t)* is the window function, centered around by zero, and *x(t)* is the signal to be transformed. As depicted in [Figure 3](#F3){ref-type="fig"}, the function ![](JMSS-10-86-g005.jpg) is a complex function representing the phase and magnitude of the signal over time and frequency. The time axis is τ and the frequency axis is ω.\[[@ref14]\]

![A phoneme sample time--frequency domain plot](JMSS-10-86-g006){#F3}

Deep neural network {#sec2-4}
-------------------

A deep NN is a kind of artificial NN including many layers to better perform the classification process. Generally, artificial NN s with more than three layers are called deep networks.\[[@ref16]\] The convolutional NN is one of the most important deep learning methods in which multiple layers are trained in a reliable procedure. This method is completely efficient and is one of the common techniques in different applications of computer vision. An overview of convolutional NN architecture is shown in [Figure 4](#F4){ref-type="fig"}.\[[@ref17]\] Generally, a convolutional NN consists of three main layers: the convolutional layer, the pooling layer, and the fully connected layer. Different layers perform various tasks. There are two steps of feed-forward and back-propagation for training in a convolutional NN.

![The structure of a convolutional neural network](JMSS-10-86-g007){#F4}

After preprocessing the data, it is given to the input of the first layer of convolution. Then, the data are convolved by the convolutional kernels of the first layer. Each convolution layer consists of three sublayers. In the first sublayer, the preprocessed data are convolved by the predefined convolutional kernels. The values and dimensions of the convolutional kernels are different depending on the type of the employed convolutional network. Furthermore, the output dimension can be larger, smaller, or the same as the input dimension. Multiple convolutional kernels can also be used.\[[@ref17]\] Here, the convolution operator is an operator that is local and invariant with displacement. The convolution operator is mathematically shown as:

![](JMSS-10-86-g008.jpg)

In which *W* is the convolutional filter bank. In fact, the fourth-dimension is the filter number in the filter bank, and the filter itself is a three-dimensional (3D) weight mass. In other words, the first 3D convolutional filter slides over the 3D data, and in each position, the dot product is performed between the corresponding data, and the results of all of the multiplications are summed. Only one value of the pixel is obtained in each position. Thus, by sliding the filter number 1 over the whole data, a two-dimensional (2D) feature map is provided.\[[@ref17]\] Likewise, the next filters are applied and the 2D feature maps are obtained again. By overlaying the feature maps in the third dimension, the final feature map is produced which is 3D. After applying the first convolutional sublayer, the output is given to the nonlinear sublayer. In this step, the nonlinear activator function is applied to the obtained values to reach the higher-level properties. The rectifier function is employed as the nonlinear function. In general, the deep convolution networks tend to use the rectifier function more than other nonlinear functions because the rectifier function is simply computed and does not involve a lot of computational resources. Furthermore, the utilizing of this function results in acceptable accuracy.\[[@ref17]\] The rectifier function definition is as:

![](JMSS-10-86-g009.jpg)

Finally, the output values are fed to the third layer for the merge operation. In the merge sublayer, the statistical summary of neighboring pixels around the central pixel replaces the central pixel value of the merge window. Merging makes the properties more stable and reduces the sensitivity to unwanted changes. The output data dimensions of this sublayer can be the same as the input data dimensions or have different dimensions. Therefore, if the dimension is reduced at the merge step, this sublayer results in holding the more valuable features and discarding the trivial features.\[[@ref17]\] There are several types of merging, the most popular being max pooling, which is described as:

![](JMSS-10-86-g010.jpg)

Now, a convolutional layer is fully applied to the preprocessed image. Depending on the type of employed convolutional network, this step is repeated in a certain number. After the convolutional layers, one or more fully connected layers are used for the final feature mapping. A fully connected layer is exactly like a convolutional layer, except that the sparse interactions do not occur here, and just like traditional NNs, a complete connection is established between this layer and the layer before it. The output of the last layer is a 1D vector, and the number of members of this vector is equal to the number of the classification classes. This layer actually performs the classification problem. In all convolutional structures, the last fully connected layer is connected to a softmax layer. In fact, the softmax layer does the classifying on the convolutional networks. This layer contains a number of neurons equal to the number of clustering problem classes (there are 30 classes here) and is used for the final feature mapping and clustering operation.\[[@ref17]\] Here, the output result is adopted to calculate the network error to adjust the network parameters and the network training. Thus, the network output is compared with the correct response by employing an error function, and then the error is calculated. The empirical error is obtained as:

![](JMSS-10-86-g011.jpg)

In which *l*(Z;Z\^) is a loss function that determines the amount of penalty when wrong predicting Z\^ instead of Z. The next step starts based on the calculated error of the back-propagation step. At this step, the gradient of each parameter is calculated according to the chain rule, and all the parameters are changed according to the effect they have on the error generated in the network:

![](JMSS-10-86-g012.jpg)

After updating the parameters, the next feed-forward step begins. After repeating a suitable number of these steps, the network training ends.

Results {#sec1-4}
=======

Now, the evaluation criteria and the results are presented. The implementations are performed in the MatLab programming language, on the high-speed HPC processing system including several computing clusters that the integration between them leads to task management in a focused manner. The hardware specifications are number of nodes 2, ×2 NVIDIA^®^ Tesla K80 GPUs graphics card, 8 × 16 GB memory, and ×2 Intel^®^Xeon^®^E5-2695v3 at 2.30GHz processor.

Training process {#sec2-5}
----------------

To train phoneme speech samples, PPNet (a new architecture as a convolutional artificial NN) is used that the related structure is expressed in [Table 2](#T2){ref-type="table"}.

###### 

Convolution neural network model summary

  Layer                       Output shape           The Learnables
  --------------------------- ---------------------- ----------------
  Conv2d_1 (conv2d)           (None, 100, 150, 32)   320
  Batch_normalization_1       (None, 100, 150, 32)   128
  Activation_1 (activation)   (None, 100, 150, 32)   0
  Dropout_1 (Dropout)         (None, 100, 150, 32)   0
  Conv2d_2 (conv2d)           (None, 100, 150, 32)   9248
  Max_poolong2d_1             (None, 50, 75, 32)     0
  Conv2d_3 (conv2d)           (None, 50, 75, 64)     18496
  Dropout_2 (Dropout)         (None, 50, 75, 64)     0
  Conv2d_4 (conv2d)           (None, 50, 75, 64)     36928
  Max_poolong2d_2             (None, 25, 37, 64)     0
  Conv2d_5 (conv2d)           (None, 25, 37, 128)    73856
  Dropout_3 (Dropout)         (None, 25, 37, 128)    0
  Conv2d_6 (conv2d)           (None, 25, 37, 128)    147584
  Max_poolong2d_3             (None, 12, 18, 128)    0
  Flatten_1 (Flatten)         (None, 27648)          0
  Dropout_4 (Dropout)         (None, 27648)          0
  Dense_1 (Dense)             (None, 1024)           28312576
  Dropout_5 (Dropout)         (None, 1024)           0
  Dense_2 (Dense)             (None, 128)            131200
  Dropout_6 (Dropout)         (None, 128)            0
  Dense_3 (Dense)             (None, 30)             3870

CNN -- Convolution neural network

Six convolutional layers are used all with stride (1, 1), kernel size (3, 3), and Relu activation function. The first two convolution layers have 32 kernels. The second two ones have 64 kernels, and the third two ones have 128 kernels.

Convolution layer instructions are as follows:

Accepts a volume of size W1 × H1 × D1 W1 × H1 × D1Rssequires four hyper-parameters:Number of filters KKTheir spatial extent FFThe stride SSThe amount of zero padding PP.Produces a volume of size W2 × H2 × D2 W2 × H2 × D2 where:W2 = (W1−F+2P)/S+1W2 = (W1−F+2P)/S+1H2 = (H1−F+2P)/S+1H2 = (H1−F+2P)/S+1 (i.e., width and height are computed equally by symmetry)D2 = KD2=KWith parameter sharing, it introduces F⋅F⋅D1F⋅F⋅D1 weights per filter, for a total of (F⋅F⋅D1)⋅K(F⋅F⋅D1)⋅K weights and KK biasesIn the output volume, the dd-th depth slice (of size W2 × H2W2 × H2) is the result of performing a valid convolution of the dd-th filter over the input volume with a stride of SS and then is offset by dd-th bias.

A batch normalization layer is used after the first convolutional layer. Furthermore, six dropout layers are used to avoid over-fitting. In addition, three max-pooling layers are used to help the network learn data orientation and also general features. The batch size is 16, and the number of epochs is 50. Input shape is 100 × 150.\[[@ref18]\]

Testing process {#sec2-6}
---------------

In the stochastic analysis, the F1 criterion or F1_score is the measure of accuracy in binary classification. It considers the precision and recall of the test to compute the measure. The precision is the number of the correct positive results divided by the number of all positive results returned by the classifier. Furthermore, the recall is the number of correct positive results divided by the number of all relevant samples (all samples that should be identified as positive):

Precision = True positive/(true positive + false positive)Recall = True positive/(true positive + false negative).

The F1 criterion is the harmonic mean of the precision and recall, where an F1 measure reaches the best value at 1 (perfect precision and recall) and the worst at 0. The F1 criterion is as follows:\[[@ref19]\]

![](JMSS-10-86-g013.jpg)

Test data are selected fully randomly from training data with a guaranty of selecting between 8 and 16 from each class of data for the test set. Results for the best-selected phonemes are shown in [Table 3](#T3){ref-type="table"}. The overall F1_score result is 75.78% of recognition accuracy for all phonemes. In [Table 3](#T3){ref-type="table"}, the first 23 phonemes are consonants with the order of [Table 1](#T1){ref-type="table"}, the rest six phonemes are vowels again like the order in [Table 1](#T1){ref-type="table"}, and the last phoneme is silence.

###### 

Results table

       Precision   Recall   F1_score   Support
  ---- ----------- -------- ---------- ---------
  0    0.78        0.58     0.67       12
  1    0.70        0.58     0.64       12
  2    0.78        0.64     0.70       11
  3    0.59        0.83     0.69       12
  4    0.54        0.64     0.58       11
  5    0.58        0.92     0.71       12
  6    0.75        0.69     0.72       13
  7    0.80        0.73     0.76       11
  8    0.91        0.67     0.77       15
  9    0.67        0.50     0.57       16
  10   0.62        0.80     0.70       10
  11   0.69        0.69     0.69       13
  12   0.79        0.69     0.73       16
  13   0.58        0.78     0.67       9
  14   0.74        0.88     0.80       16
  15   0.60        0.50     0.55       12
  16   0.62        0.56     0.59       9
  17   0.77        0.77     0.77       13
  18   0.54        0.50     0.52       14
  19   0.75        0.67     0.71       9
  20   0.75        0.90     0.82       10
  21   0.73        0.67     0.70       12
  22   0.78        0.78     0.78       9
  23   0.90        1.00     0.95       9
  24   1.00        1.00     1.00       14
  25   1.00        1.00     1.00       13
  26   1.00        0.94     0.97       16
  27   1.00        1.00     1.00       9
  28   1.00        1.00     1.00       13
  29   1.00        1.00     1.00       9

The arrangement of data when training the convolutional network has an impact on how the network is trained, just like other NNs. The basis for updating weights is based on the calculation of the error between the predicted value and the expected value. Thus, by growing the network training data, the model fits more into the training dataset. If the data given to the network sequentially do not all belong to a class, the network adapts itself during training so that it can better distinguish the data of those classes. Thus, before transmitting data to the convolutional network input, their ordering is disrupted, and all data related to one class are not entered sequentially.

The percentage of phoneme recognition, based on F1 criterion, is compared in [Table 4](#T4){ref-type="table"}. Note that the datasets employed in [Table 4](#T4){ref-type="table"} have more vowels compared with the PCVC set.

###### 

The comparison between the conventional and proposed methods

                        The conventional method   Recognition percentage of the conventional method   Recognition percentage of the proposed method
  --------------------- ------------------------- --------------------------------------------------- -----------------------------------------------
  Vowel recognition     Reference\[[@ref20]\]     94                                                  98
  Vowel recognition     Reference\[[@ref21]\]     71                                                  98
  Phoneme recognition   Reference\[[@ref22]\]     69                                                  76

In addition, the proposed method is compared with conventional algorithms. For this purpose, SVM algorithms and VGG16 deep artificial NN algorithms are performed on PCVC data samples, along with two preprocessing techniques STFT and MFCC. The results are depicted in [Table 5](#T5){ref-type="table"} based on F1 criterion.

###### 

The comparison between the conventional and proposed classifiers

  Algorithm   The preprocessing technique   
  ----------- ----------------------------- ----
  SVM         53                            45
  VGG16       65                            58

STFT -- Short-time Fourier transform; SVM -- Support vector machine; MFCC -- Mel-frequency cepstral coefficients, VGG16 -- Visual geometry group 16

Conclusion {#sec1-5}
==========

A continuous speech recognition system should be designed and built so that it is capable of detecting natural speech efficiently. It must provide some conditions such as an identification that is independent of the speaker, or it should include all phonemes. In this paper, a new method is proposed for the recognition of phonemes in Persian language on PCVC. This method can be used not only for recognizing mono-phonemes, but also it can be adopted as an input to the selection of the best words in speech transcription. Based on the results shown in [Table 3](#T3){ref-type="table"}, the capability of the proposed vowels and consonants recognition system in predicting the phonemes is more efficient than the other phoneme recognition methods proposed in the conventional approaches.
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