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1. Introduction
For N  3, 2 p < N , and p < q < p∗ = Np/(N − p), we consider the quasilinear elliptic equation{−p v + λ|v|p−2v = f (z)|v|q−2v + h(z) in RN ;
v ∈ W 1,p(RN), (Eλ)
where λ > 0 and p is the p-Laplacian operator, that is,
p =
N∑
i=1
∂
∂zi
(
|∇v|p−2 ∂v
∂zi
)
.
Let f and h satisfy the following conditions:
(f1) f is a positive continuous function in RN and lim|z|→∞ f (z) = f∞ > 0.
(f2) There exist k points a1,a2, . . . ,ak in RN such that
f
(
ai
)= fmax = max
z∈RN
f (z) for 1 i  k,
and f∞ < fmax.
(h1) h ∈ L qq−1 (RN ) ∩ L∞(RN ) and h  0.
By the change of variables
ε = λ− q−2p(q−p) and u(z) = ε pq−2 v(εz),
* Corresponding author.
E-mail address: hlin@mail.cgu.edu.tw (H.-l. Lin).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.11.010
T.-s. Hsu et al. / J. Math. Anal. Appl. 388 (2012) 500–512 501Eq. (Eλ) is transformed to{
−pu + |u|p−2u = f (εz)|u|q−2u + ε
p(q−1)
q−2 h(εz) in RN ;
u ∈ W 1,p(RN). (Eε)
Associated with Eq. (Eε), we consider the C1-functional Jε , for u ∈ W 1,p(RN ),
Jε(u) = 1
p
‖u‖p1,p −
1
q
∫
RN
f (εz)uq+ dz −
∫
RN
ε
p(q−1)
q−2 h(εz)u+ dz,
where ‖u‖p1,p =
∫
RN
(|∇u|p +|u|p)dz. We know that the nonnegative weak solutions of Eq. (Eε) are equivalent to the critical
points of Jε .
For the case p = 2 and λ = 1, suppose that h is nonnegative, small and exponential decay, Zhu [22] and Hsu and Wang
[10] proved that Eq. (Eλ) admits at least two positive solutions in RN , an exterior strip domain Ar\ D , respectively. Without
the condition of exponential decay, Cao and Zhou [6] and Hirano [7] proved that Eq. (Eλ) admits at least two positive
solutions in RN . Jeanjean [11] and Adachi and Tanaka [4] studied the existence of two positive solutions of a more general
equation −u + u = g(z,u) + h(z) in RN . Under some assumptions of f , Adachi and Tanaka [3] prove that Eq. (Eλ) admits
at least four positive solutions in RN .
For the case 2  p < N and λ = 1, Alves, Carrião and Medeiros [2] have studied the multiplicity of solutions (one is a
positive ground state solution and the other is a nodal solution) of the following equation with Neumann condition in an
exterior domain.
−	pu + |u|p−2u = f (z)|u|q−2u in Ω; (1.1)
where lim|z|→∞ f (z) = f∞ > 0, and f (z)  f∞ + C exp(−γ |z|) for γ < q/(q + 1). Huang and Li [9] showed that if
lim|z|→∞ f (z) = f∞ , and f (z)  f∞ > 0, then Eq. (1.1) has a positive ground state solution in RN . They also showed that
Eq. (1.1) doesn’t have any ground state solution in an exterior domain. When f (z) ≡ f∞ , Li and Yan [13, Theorem 3.1] and
Serrin and Tang [15, p. 899] showed the existence of a positive solution in RN .
This article is motivated by the semilinear case (p = 2) Cao and Noussair [5] and Wu [21]. In [5], if f satisﬁes (f1)–(f2)
and h ≡ 0, Eq. (Eλ) has at least k positive solutions for suﬃciently large λ. In [21], under some assumptions (f1), (f2),
h ∈ L2/(2−r)(RN ), and h  0, −v+λv = f (z)|v|q−2v+h(z)|v|r−2v in RN has at least k+1 positive solutions for suﬃciently
large λ.
In this article, we use the idea of category (differed from [5,21]) to obtain the following results. Let
S = sup
u∈W 1,p(RN )
‖u‖1,p=1
‖u‖Lq ,
then
‖u‖Lq  S‖u‖1,p for any u ∈ W 1,p
(
RN
)\{0}. (1.2)
(I) Let Λ = εp(q−1)/(q−2) . Under some assumptions (f1) and (h1), if
0< Λ < Λ0 = (q − p)
(
p − 1
fmax
) p−1
q−p [
(q − 1)Sp] 1−qq−p ‖h‖−1# ,
where ‖h‖# is the norm in L
q
q−1 (RN ), then Eq. (Eε) admits at least a positive ground state solution. (See Theorem 2.9.)
(II) Under some assumptions (f1)–(f2) and (h1), if λ is suﬃciently large, then Eq. (Eλ) admits at least k+1 positive solutions.
(See Theorem 3.8.)
2. The Nehari manifold
First of all, we deﬁne the Palais–Smale (denoted by (PS)) sequences and (PS)-conditions in W 1,p(RN ) for some func-
tional J .
Deﬁnition 2.1. (i) For β ∈ R, a sequence {un} is a (PS)β -sequence in W 1,p(RN ) for J if J (un) = β + on(1) and J ′(un) = on(1)
strongly in W−1,p′ (RN ) as n → ∞, where W−1,p′ (RN ) is the dual space of W 1,p(RN ) and 1/p + 1/p′ = 1;
(ii) J satisﬁes the (PS)β -condition in W 1,p(RN ) if every (PS)β -sequence in W 1,p(RN ) for J contains a convergent subse-
quence.
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Mε =
{
u ∈ W 1,p(RN)\{0} ∣∣ u+ ≡ 0 and 〈 J ′ε(u),u〉= 0}, (2.1)
where〈
J ′ε(u),u
〉= ‖u‖p1,p − ∫
RN
f (εz)uq+ dz −
∫
RN
ε
p(q−1)
q−2 h(εz)u+ dz.
Note that Mε contains all nonnegative solutions of Eq. (Eε). Moreover, we have that Jε is bounded below on Mε .
Lemma 2.2. The energy functional Jε is coercive and bounded below on Mε .
Proof. For u ∈Mε , by (2.1), the Hölder inequality (p1 = qq−1 , p2 = q) and the Sobolev embedding theorem (1.2), we get
Jε(u) =
(
1
p
− 1
q
)
‖u‖p1,p −
(
1− 1
q
)∫
RN
ε
p(q−1)
q−2 h(εz)u+ dz
 ‖u‖1,p
q
[
q − p
p
‖u‖p−11,p − (q − 1)ε
p(q−1)
q−2 ‖h‖#S
]
.
Hence, we have that Jε is coercive and bounded below on Mε . 
Deﬁne
ψε(u) =
〈
J ′ε(u),u
〉
.
Then for u ∈Mε , we get〈
ψ ′ε(u),u
〉= p‖u‖p1,p − q ∫
RN
f (εz)uq+ dz −
∫
RN
ε
p(q−1)
q−2 h(εz)u+ dz
= (q − 1)
∫
RN
ε
p(q−1)
q−2 h(εz)u+ dz − (q − p)‖u‖p1,p (2.2)
= (p − 1)‖u‖p1,p − (q − 1)
∫
RN
f (εz)uq+ dz. (2.3)
We apply the method in Tarantello [18], let
M+ε =
{
u ∈Mε
∣∣ 〈ψ ′ε(u),u〉> 0};
M0ε =
{
u ∈Mε
∣∣ 〈ψ ′ε(u),u〉= 0};
M−ε =
{
u ∈Mε
∣∣ 〈ψ ′ε(u),u〉< 0}.
Lemma 2.3. Let Λ = εp(q−1)/(q−2) . Under some assumptions (f1) and (h1), if 0< Λ < Λ0 , then M0ε = ∅.
Proof. Assuming the contrary, there is a number Λ = εp(q−1)/(q−2) > 0 and 0 < Λ < Λ0 such that M0ε = ∅. Then for u ∈M0ε ,
by (2.2) and (2.3), we have
‖u‖p1,p =
q − 1
p − 1
∫
RN
f (εz)uq+ dz =
q − 1
q − p
∫
RN
Λh(εz)u+ dz.
Since h  0 on RN , by the Hölder inequality and the Sobolev embedding theorem, we get
‖u‖1,p 
[
p − 1
(q − 1) fmaxSq
]1/(q−p)
and
‖u‖1,p 
(
q − 1
Λ‖h‖#S
)1/(p−1)
.
q − p
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Λ (q − p)
(
p − 1
fmax
) p−1
q−p [
(q − 1)Sp] 1−qq−p ‖h‖−1# = Λ0,
which is a contradiction. 
Lemma 2.4. Let Λ = εp(q−1)/(q−2) , we have the following inequalities.
(i)
∫
RN
h(εz)u+ dz > 0 for each u ∈M+ε ;
(ii) ‖u‖1,p < ( q−1q−pΛ‖h‖#S)1/(p−1) for each u ∈M+ε ;
(iii) ‖u‖1,p > [ p−1(q−1) fmax Sq ]1/(q−p) for each u ∈M−ε ;
(iv) If 0< Λ < Λ0p , then Jε(u) > 0 for each u ∈M−ε .
Proof. (i) It can be proved by using the equality (2.2).
(ii) For any u ∈M+ε ⊂Mε , applying the Hölder inequality (p1 = qq−1 , p2 = q) to obtain that
0< (q − 1)
∫
RN
Λh(εz)u+ dz − (q − p)‖u‖p1,p
 (q − 1)Λ‖h‖#S‖u‖1,p − (q − p)‖u‖p1,p .
(iii) For any u ∈M−ε , we have that
‖u‖p1,p <
q − 1
p − 1
∫
RN
f (εz)uq+ dz
q − 1
p − 1 S
q‖u‖q1,p fmax.
(iv) For any u ∈M−ε ⊂Mε , by (iii), we get that
Jε(u) =
(
1
p
− 1
q
)
‖u‖p1,p −
(
1− 1
q
)∫
RN
Λh(εz)u+ dz
 ‖u‖1,p
q
[
q − p
p
‖u‖p−11,p − (q − 1)Λ‖h‖#S
]
>
1
q
[
p − 1
(q − 1) fmaxSq
] 1
q−p [q − p
p
[
(q − 1) fmax
p − 1 S
q
] 1−p
q−p
− (q − 1)Λ‖h‖#S
]
.
Thus, if 0 < Λ < 1p (q − p)( p−1fmax )
p−1
q−p [(q − 1)Sp] 1−qq−p ‖h‖−1# , we get that Jε(u)  d0 > 0 for some constant d0 = d0(ε, p,q, S,
‖h‖#). 
For u ∈ W 1,p(RN )\{0} and u+ ≡ 0, let
t = t(u) =
[
(p − 1)‖u‖p1,p
(q − 1) ∫
RN
f (εz)uq+ dz
]1/(q−p)
> 0.
Lemma 2.5. For each u ∈ W 1,p(RN )\{0}, we have that
(i) if
∫
RN
h(εz)u+ dz = 0, then there exists a unique positive number t− = t−(u) > t such that t−u ∈ M−ε and Jε(t−u) =
supt0 Jε(tu);
(ii) if 0< Λ(= εp(q−1)/(q−2)) < Λ0 and
∫
RN
h(εz)u+dz > 0, then there exist unique positive numbers t+ = t+(u) < t < t− = t−(u)
such that t+u ∈M+ε , t−u ∈M−ε , and
Jε
(
t+u
)= inf
0tt
Jε(tu), Jε
(
t−u
)= sup
tt
Jε(tu).
504 T.-s. Hsu et al. / J. Math. Anal. Appl. 388 (2012) 500–512Proof. For each u ∈ W 1,p(RN )\{0}, deﬁne
k(t) = ku(t) = t p−1‖u‖p1,p − tq−1
∫
RN
f (εz)uq+ dz for t  0.
Clearly, we get that k(0) = 0 and k(t) → −∞ as t → ∞. Since
k′(t) = 1
t2
[
(p − 1)‖tu‖p1,p − (q − 1)
∫
RN
f (εz)(tu+)q dz
]
,
then k′(t) = 0, k′(t) > 0 for 0< t < t , and k′(t) < 0 for t > t . Thus, k(t) achieves its maximum at t and
k(t) =
[
(p − 1)‖u‖p1,p
(q − 1) ∫
RN
f (εz)uq+ dz
](p−1)/(q−p)
‖u‖p1,p −
[
(p − 1)‖u‖p1,p
(q − 1) ∫
RN
f (εz)uq+ dz
](q−1)/(q−p)(∫
RN
f (εz)uq+ dz
)
 ‖u‖1,p(q − p)
(
p − 1
fmax
) p−1
q−p
(q − 1) 1−qq−p Sq( 1−pq−p ). (2.4)
(i) Since
∫
RN
h(εz)u+dz = 0, there exists a unique positive number t− = t−(u) > t such that k(t−) =
∫
RN
Λh(εz)u+dz and
k′(t−) < 0. Then
d
dt
Jε(tu)
∣∣
t=t− =
[
1
t
(
‖tu‖p1,p −
∫
RN
f (εz)(tu+)q dz
)]
−
∫
RN
Λh(εz)u+ dz
∣∣
t=t− = 0,
d2
dt2
Jε(tu)
∣∣
t=t− =
1
t2
[
(p − 1)‖tu‖p1,p − (q − 1)
∫
RN
f (εz)(tu+)q dz
]∣∣∣∣
t=t−
< 0,
and Jε(tu) → −∞ as t → ∞. Moreover, it is easy to check that t−u ∈M−ε and Jε(t−u) = supt0 Jε(tu).
(ii) Since 0< Λ < Λ0 and
∫
RN
Λh(εz)u+ dz > 0, by (2.4), then
k(0) = 0<
∫
RN
Λh(εz)u+ dzΛ‖h‖#S‖u‖1,p
< (q − p)
(
p − 1
fmax
) p−1
q−p
(q − 1) 1−qq−p Sq( 1−pq−p )‖u‖1,p  k(t).
It follows that there exist unique positive numbers t+ = t+(u) and t− = t−(u) such that t+ < t < t− , k(t+) =∫
RN
Λh(z)u+dz = k(t−) and k′(t−) < 0 < k′(t+). Similarly, we have that t+u ∈ M+ε , t−u ∈ M−ε , Jε(t+u)  Jε(tu)  Jε(t−u)
for each t ∈ [t+, t−], and Jε(t+u) Jε(tu) for each t ∈ [0, t]. Hence,
Jε
(
t+u
)= inf
0tt
Jε(tu), Jε
(
t−u
)= sup
tt
Jε(tu). 
Applying Lemma 2.3 (M0ε = ∅ for 0< Λ < Λ0), we write Mε =M+ε ∪M−ε , where
M+ε =
{
u ∈Mε
∣∣∣ (p − 1)‖u‖p1,p − (q − 1) ∫
RN
f (εz)uq+ dz > 0
}
,
M−ε =
{
u ∈Mε
∣∣∣(p − 1)‖u‖p1,p − (q − 1) ∫
RN
f (εz)uq+ dz < 0
}
.
Deﬁne
αε = inf
u∈Mε
Jε(u); α+ε = inf
u∈M+ε
Jε(u); α−ε = inf
u∈M−ε
Jε(u).
We consider the quasilinear elliptic equation{−pu + |u|p−2u = f (εz)|u|q−2u in RN ;
u ∈ W 1,p(RN). (E0)
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∫
RN
f (εz)uq+ dz, and γε = infu∈Nε Iε(u), where Nε = {u ∈ W 1,p(RN )\{0} |
u+ ≡ 0 and 〈I ′ε(u),u〉 = 0}. Note that
(i) if f ≡ f∞ , we deﬁne I∞(u) = 1p ‖u‖p1,p − 1q
∫
RN
f∞uq+ dz and γ∞ = infu∈N∞ I∞(u), where N∞ = {u ∈ W 1,p(RN )\{0} |
u+ ≡ 0 and 〈I ′∞(u),u〉 = 0};
(ii) if f ≡ fmax, we deﬁne Imax(u) = 1p ‖u‖p1,p − 1q
∫
RN
fmaxu
q
+ dz and γmax = infu∈Nmax Imax(u), where Nmax = {u ∈
W 1,p(RN )\{0} | u+ ≡ 0 and 〈I ′max(u),u〉 = 0}.
Remark 1.
γmax = q − p
pq
(
fmaxS
q)−p/(q−p) > 0.
Proof. It is similar to Theorems 4.12 and 4.13 in Wang [19, p. 31]. 
Lemma 2.6. (i) If 0< Λ(= εp(q−1)/(q−2)) < Λ0 , then αε  α+ε < 0;
(ii) If 0< Λ < Λ0/p, then α−ε  d0 > 0 for some constant d0 = d0(ε, p,q, S,‖h‖#).
Proof. (i) Let u ∈M+ε , by (2.2), we get
(q − p)‖u‖p1,p < (q − 1)
∫
RN
Λh(εz)u+ dz.
Then
Jε(u) =
(
1
p
− 1
q
)
‖u‖p1,p −
(
1− 1
q
)∫
RN
Λh(εz)u+ dz
<
[(
1
p
− 1
q
)
−
(
1− 1
q
)
q − p
q − 1
]
‖u‖p1,p
= − (p − 1)(q − p)
pq
‖u‖p1,p < 0.
By the deﬁnitions of αε and α+ε , we deduce that αε  α+ε < 0.
(ii) See the proof of Lemma 2.4(iv). 
Lemma 2.7. For 0< Λ(= εp(q−1)/(q−2)) < Λ0 , let u ∈Mε such that
Jε(u) = min
v∈Mε
Jε(v) = αε,
then u is a solution of Eq. (Eε) in RN .
Proof. If 0< Λ(= εp(q−1)/(q−2)) < Λ0, by Lemma 2.3, then 〈ψ ′ε(v), v〉 = 0 for each v ∈Mε . Since Jε(u) =minv∈Mε Jε(v), by
the Lagrange multiplier theorem, there is μ ∈ R such that J ′ε(u) = μψ ′ε(u) in W−1,p′(RN ). Then we have
0= 〈 J ′ε(u),u〉= μ〈ψ ′ε(u),u〉.
Thus, μ = 0 and J ′ε(u) = 0 in W−1,p′(RN ). Therefore, u is a nonzero solution of Eq. (Eε) in RN with Jε(u) = αε . 
Applying Ekeland’s variational principle and using the same argument as in Cao and Zhou [6], we have the following
lemma.
Lemma 2.8. (i) There exists a (PS)αε -sequence {un} in Mε for Jε;
(ii) There exists a (PS)α+ε -sequence {un} in M+ε for Jε;
(iii) There exists a (PS)α−ε -sequence {un} in M−ε for Jε .
Now, we prove that Eq. (Eε) admits a positive ground state solution u0 in RN .
Theorem 2.9. Under some assumptions (f1) and (h1), if 0 < Λ(= εp(q−1)/(q−2)) < Λ0 , then there exists at least one positive ground
state solution u0 of Eq. (Eε) in RN . Moreover, we have that u0 ∈M+ε and Jε(u0) = αε = α+ε .
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αε + on(1) and J ′ε(un) = on(1) in W−1,p′(RN ), where 1/p + 1/p′ = 1. Since Jε is coercive on Mε , then {un} is bounded in
W 1,p(RN ). Moreover, there exist a subsequence {un} and a nonzero u0 ∈ W 1,p(RN ) such that un ⇀ u0 weakly in W 1,p(RN ),
un → u0 a.e. in RN , un → u0 strongly in Lsloc(RN ) for any 1 s < p∗ . It is easy to see that u0  0 is a solution of Eq. (Eε)
in RN . First of all, claim that∫
RN
h(εz)(un)+ dz →
∫
RN
h(εz)u0 dz as n → ∞. (2.5)
For any σ > 0, there exists r > 0 such that
∫
[BN (0;r)]c h(εz)
q
q−1 dz < σ . By the Hölder inequality and the Sobolev embedding
theorem, we get∣∣∣∣ ∫
RN
[
h(εz)un − h(εz)u0
]
dz
∣∣∣∣ ∫
BN (0;r)
h(εz)|un − u0|dz +
∫
[BN (0;r)]c
h(εz)|un − u0|dz
 ‖h‖#
( ∫
BN (0;r)
|un − u0|q dz
)1/q
+ S
( ∫
[BN (0;r)]c
h(εz)
q
q−1 dz
) q−1
q
‖un − u0‖1,p
 C ′σ + on(1)
(
∵ {un} is bounded in W 1,p
(
RN
)
and un → u0 in Lqloc
(
RN
))
.
Next, since u0 ∈Mε , then
αε  Jε(u0) =
(
1
p
− 1
q
)
‖u0‖p1,p −
(
1− 1
q
)∫
RN
ε
p(q−1)
q−2 h(εz)u0 dz
 lim inf
n→∞
[(
1
p
− 1
q
)
‖un‖p1,p −
(
1− 1
q
)∫
RN
ε
p(q−1)
q−2 h(εz)un dz
]
 lim inf
n→∞ Jε(un) = αε.
It follows that Jε(u0) = αε and limn→∞ ‖un‖p1,p = ‖u0‖p1,p . We know that W 1,p(RN ) is uniformly convex, therefore, un ⇀ u0
weakly in W 1,p(RN ) and limn→∞ ‖un‖p1,p = ‖u0‖p1,p imply un → u0 strongly in W 1,p(RN ). Since Jε(u0) = αε , by Lem-
mas 2.7, and the maximum principle, then u0 is a positive ground state solution of Eq. (Eε) in RN . Finally, we claim that
u0 ∈ M+ε . On the contrary, assume that u0 ∈ M−ε (M0ε = ∅ for 0 < Λ(= εp(q−1)/(q−2)) < Λ0). Since
∫
RN
Λh(εz)u0 dz > 0, by
Lemma 2.5(ii), then there exist positive numbers t+ < tmax < t− = 1 such that t+u0 ∈M+ε , t−u0 ∈M−ε and
Jε
(
t+u0
)
< Jε
(
t−u0
)= Jε(u0) = αε,
which is a contradiction. Hence, u0 ∈M+ε and Jε(u0) = αε = α+ε . 
3. Existence of multiple solutions
In this section, we use the method of category (see Willem [20, Section 5.4]) to prove Theorem 3.8 below. First of all,
we want to show that Jε satisﬁes the (PS)β -condition in W 1,p(RN ) for β ∈ (−∞, γ∞ − C0Λ
p
p−1 ), where Λ = εp(q−1)/(q−2)
and C0 is deﬁned in the following lemma.
Lemma 3.1. Assume that h satisﬁes (h1) and 0 < Λ(= εp(q−1)/(q−2)) < Λ0/p. If {un} is a (PS)β -sequence in W 1,p(RN ) for Jε with
un ⇀ u weakly in W 1,p(RN ), then J ′ε(u) = 0 in W−1,p′(RN ) and Jε(u)−C0Λ
p
p−1 −C ′0 , where
C0 = (p − 1)
[
(q − 1)‖h‖#S
] p
p−1/[qp(q − p) 1p−1 ],
and
C ′0 =
[
(q − p)(p − 1) qq−p ]/{qp 2p−1p−1 [ fmax(q − 1)] pq−p S pqq−p }.
Proof. Since {un} is a (PS)β -sequence in W 1,p(RN ) for Jε with un ⇀ u weakly in W 1,p(RN ), it is easy to check that u  0
and J ′ε(u) = 0 in W−1,p′(RN ). Then we have 〈 J ′ε(u),u〉 = 0, that is,
∫
RN
f (εz)uq dz = ‖u‖p1,p −
∫
RN
Λh(εz)u dz. Hence, by
the Young inequality (p1 = p and p2 = p )p−1
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(
1
p
− 1
q
)
‖u‖p1,p −
(
1− 1
q
)∫
RN
Λh(εz)u dz
 q − p
pq
‖u‖p1,p −
q − 1
q
Λ‖h‖#S‖u‖1,p
 q − p
pq
‖u‖p1,p −
q − p
q
[‖u‖p1,p
p
+
(
q − 1
q − pΛ‖h‖#S
) p
p−1 p − 1
p
]
− (q − p)(p − 1)
q
q−p
qp
2p−1
p−1 [ fmax(q − 1)]
p
q−p S
pq
q−p
. 
Lemma 3.2. Assume that f and h satisfy (f1) and (h1). If 0 < Λ(= εp(q−1)/(q−2)) < Λ0/p, then Jε satisﬁes the (PS)β -condition in
W 1,p(RN ) for β ∈ (−∞, γ∞ − C0Λ
p
p−1 ).
Proof. Let {un} be a (PS)β -sequence in W 1,p(RN ) for Jε such that Jε(un) = β + on(1) and J ′ε(un) = on(1) in W−1,p′ (RN ),
where 1/p + 1/p′ = 1. Similarly to the proof of Theorem 2.9, there exist a subsequence {un} and u  0 such that un ⇀ u
weakly in W 1,p(RN ), un → u a.e. in RN , un → u strongly in Lsloc(RN ) for any 1  s < p∗ . By Lemma 3.1, J ′ε(u) = 0 in
W−1,p′(RN ). Since f is bounded on RN , using the Brézis–Lieb lemma to get (3.1) and (3.2):
‖un − u‖p1,p = ‖un‖p1,p − ‖u‖p1,p + on(1); (3.1)∫
RN
f (εz)|un − u|qdz =
∫
RN
f (εz)|un|q dz −
∫
RN
f (εz)|u|q dz + on(1). (3.2)
Applying (f1) and un → u in Lqloc(RN ), we get that∫
RN
f (εz)|un − u|q dz =
∫
RN
f∞|un − u|q dz + on(1). (3.3)
Let pn = un − u. Suppose pn  0 strongly in W 1,p(RN ). By (2.5)–(3.3), we deduce that
‖pn‖p1,p = ‖un‖p1,p − ‖u‖p1,p + on(1)
=
∫
RN
f (εz)(un)
q
+ dz −
∫
RN
ε
p(q−1)
q−2 h(εz)(un)+ dz −
∫
RN
f (εz)uq dz +
∫
RN
ε
p(q−1)
q−2 h(εz)u dz + on(1)
=
∫
RN
f (εz)(un − u)q+ dz + on(1) =
∫
RN
f∞(pn)q+ dz + on(1).
Then
J∞(pn) = 1
p
‖pn‖p1,p −
1
q
∫
RN
f∞(pn)q+ dz
=
(
1
p
− 1
q
)
‖pn‖p1,p + on(1) > 0.
Using the similar computation in Lemma 2.5, there exists a sequence {sn} ⊂ R+ such that {snpn} ⊂ N∞ and I∞(snpn) =
I∞(pn) + on(1). It follows that
γ∞  I∞(snpn) = I∞(pn) + on(1)
= Jε(un) − Jε(u) + on(1)
= β − Jε(u) + on(1) < γ∞,
which is a contradiction. Hence, un → u strongly in W 1,p0 (RN ). 
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C ′0 =
p − 1
p
1
p
1
p−1
(
p − 1
q − 1
) p
q−p
γmax < γmax < γ∞,
and γ∞ − C0Λ
p
p−1 > 0 for 0< Λ < Λ0/p.
Let w ∈ W 1,p(RN ) be the positive ground state solution of Eq. (E0) in RN for f ≡ fmax. Recall the facts (or see Li and
Yan [13, Theorem 3.1], Serrin and Tang [15, p. 899], Li and Zhao [14, Theorem 1.1] and Serrin and Zou [16, Theorems 2 & 3])
(i) w ∈ L∞(RN ) ∩ C1,μloc (RN ) for some 0< μ < 1 and lim|z|→∞ w(z) = 0;
(ii) for any δ > 0, there exist positive numbers C1 and C2 such that
C1 exp
(−(θ + δ)|z|) w(z) C2 exp(−(θ − δ)|z|) for all z ∈ RN ,
where θ = (p − 1)−1/p .
For 1 i  k, we deﬁne
wiε(z) = w
(
z − a
i
ε
)
, where f
(
ai
)= fmax.
Clearly, wiε(z) ∈ W 1,p(RN ). By Lemma 2.5, there is a unique number (tiε)− > 0 such that (tiε)−wiε ∈ M−ε ⊂ Mε , where
1 i  k.
From now on, we assume that f and h satisfy (f1)–(f2) and (h1). We need to prove that
lim
ε→0+
Jε
((
tiε
)−
wiε
)
 γmax uniformly in i.
Lemma 3.3. (i) There exists a number t0 > 0 such that for 0 t  t0 and any ε > 0, we have that
Jε
(
twiε
)
< γmax uniformly in i;
(ii) There exist positive numbers t1 and ε1 such that for any t > t1 and ε < ε1 , we have that
Jε
(
twiε
)
< 0 uniformly in i.
Proof. (i) Since Jε is continuous in W 1,p(RN ), {wiε} is uniformly bounded in W 1,p(RN ) for any ε > 0, and γmax > 0, there
is t0 > 0 such that for 0 t < t0 and any ε > 0
Jε
(
twiε
)
< γmax.
(ii) For some r0 > 0, we get that f (z)  fmax/2 for z ∈ BN (ai; r0) uniformly in i. Then there exists ε1 > 0 such that if
ε < ε1,
Jε
(
twiε
)= t p
p
∥∥wiε∥∥p1,p − tqq
∫
RN
f (εz)
(
wiε
)q
dz − t
∫
RN
Λh(εz)wiε dz
 t
p
p
∫
RN
[|∇w|p + wp]dz − tq
2q
∫
⋃k
i=1 BN (ai;r0)
fmaxw
q dz.
Thus, there is t1 > 0 such that for any t > t1 and ε < ε1
Jε
(
twiε
)
< 0 uniformly in i. 
Lemma 3.4. Under some assumptions (f1), (f2) and (h1). If 0< Λ(= εp(q−1)/(q−2)) < Λ0/p, then
lim
ε→0+
sup
t0
Jε
(
twiε
)
 γmax uniformly in i.
T.-s. Hsu et al. / J. Math. Anal. Appl. 388 (2012) 500–512 509Proof. By Lemma 3.3, we only need to show that
lim
ε→0+
sup
t0tt1
Jε
(
twiε
)
 γmax uniformly in i.
We know that supt0 Imax(tw) = γmax (see Huang and Li [9, Theorem 6]). For t0  t  t1, we get
Jε
(
twiε
)= 1
p
∥∥twiε∥∥p1,p − 1q
∫
RN
f (εz)
(
twiε
)q
dz − t
∫
RN
Λh(εz)wiε dz
= t
p
p
∫
RN
[∣∣∣∣∇w(z − aε i
)∣∣∣∣p + w(z − aiε
)p]
dz
− t
q
q
∫
RN
f (εz)w
(
z − a
i
ε
)q
dz − t
∫
RN
Λh(εz)w
(
z − a
i
ε
)
dz
=
{
t p
p
∫
RN
[|∇w|p + wp]dz − tq
q
∫
RN
fmaxw
q dz
}
+ t
q
q
∫
RN
(
fmax − f (εz)
)
w
(
z − a
i
ε
)q
dz − tΛ
∫
RN
h(εz)w
(
z − a
i
ε
)
dz
 γmax + t
q
1
q
∫
RN
(
fmax − f (εz)
)
w
(
z − a
i
ε
)q
dz − t0Λ
∫
RN
h(εz)w
(
z − a
i
ε
)
dz.
Since ∫
RN
(
fmax − f (εz)
)
w
(
z − a
i
ε
)q
dz =
∫
RN
[
fmax − f
(
εz + ai)]wq dz = o(1) as ε → 0+ uniformly in i,
and
Λ
∫
RN
h(εz)w
(
z − a
i
ε
)
dz ε
p(q−1)
q−2 ‖h‖#S‖w‖1,p = o(1) as ε → 0+,
then limε→0+ supt0tt1 Jε(tw
i
ε) γmax, that is, limε→0+ supt0 Jε(twiε) γmax uniformly in i. 
Applying the results of Lemmas 2.5, 2.6(ii) and 3.4, we can deduce that
0< d0  α−ε  γmax for suﬃciently small ε.
Since γmax < γ∞ , there exists ε0 > 0 such that
γmax < γ∞ − C0Λ
p
p−1 for any ε < ε0. (3.4)
Choosing 0< ρ0 < 1 such that
BNρ0
(
ai
)∩ BNρ0(a j)= ∅ for i = j and 1 i, j  k,
where BNρ0 (a
i) = {z ∈ RN | |z − ai |  ρ0} and f (ai) = fmax. Deﬁne K = {ai | 1  i  k} and Kρ0 =
⋃k
i=1 BNρ0 (ai). Suppose⋃k
i=1 Bρ0 (ai) ⊂ Br0(0) for some r0 > 0. Let Q ε : W 1,p(RN )\{0} → RN be given by
Q ε(u) =
∫
RN
χ(εz)|u|q dz∫
RN
|u|q dz ,
where χ : RN → RN , χ(z) = z for |z| r0 and χ(z) = r0z/|z| for |z| > r0. Let Ψε : K→Mε be deﬁned by
Ψε(y) =
(
tiε
)−
wiε =
(
tiε
)−
w(z − y/ε).
In order to show that Q ε ◦ Ψε is homotopic to id : K→ Kρ0 , we need the following lemmas.
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Proof. Since
Q ε
((
tiε
)−
wiε
) = ∫RN χ(εz)|w(z − aiε )|q dz∫
RN
|w(z − aiε )|q dz
=
∫
RN
χ(εz + ai)|w(z)|q dz∫
RN
|w(z)|q dz
→ ai as ε → 0,
there exists ε0 > 0 such that
Q ε
((
tiε
)−
wiε
) ∈ Kρ0 for any ε  ε0 and each 1 i  k. 
Lemma 3.6. There exists a number δ > 0 such that if u ∈ Nε and Iε(u) γmax + δ, then Q ε(u) ∈ Kρ0 as ε → 0+ .
Proof. On the contrary, there exist the sequences {εn} ⊂ R+ and {un} ⊂ Nεn such that εn → 0, Iεn (un) = γmax + on(1) as
n → ∞ and Q εn (un) /∈ Kρ0 for all n ∈ N. It follows that un ⇀ 0 weakly in W 1,p(RN ) and un  0 strongly in W 1,p(RN ).
Applying the concentration-compactness principle (see Lions [12], Struwe [17] and Alves [1]), then there exist a constant
d0 > 0 and a sequence {z˜n} ⊂ RN such that∫
BN (z˜n;1)
∣∣un(z)∣∣p dz d0 > 0. (3.5)
Let vn(z) = un(z + z˜n), there are a subsequence {vn} and v ∈ W 1,p(RN ) such that vn ⇀ v weakly in W 1,p(RN ). Using the
similar computation in Lemma 2.5, there is a sequence {snmax} ⊂ R+ such that v˜n = snmaxvn ∈ Nmax and
0< γmax  Imax(v˜n) Iεn
(
snmaxun
)
 Iεn (un) = γmax + on(1) as n → ∞.
Since {snmax} is bounded in R+ , we get that a convergent subsequence satisﬁes snmax → s0 > 0. Then there are a subsequence{v˜n} and v˜ ∈ W 1,p(RN ) such that v˜n ⇀ v˜ weakly in W 1,p(RN ). By (3.5), then v˜ = 0. Moreover, we can obtain that v˜n → v˜
strongly in W 1,p(RN ) and Imax (˜v) = γmax. Now, we want to show that there exists a subsequence {zn} = {εn z˜n} such that
zn → z0 ∈ K.
(i) Claim that the sequence {zn} is bounded in RN . On the contrary, assume that |zn| → ∞, then
γmax = Imax(˜v) < I∞(˜v)
 lim inf
n→∞
[
1
p
‖v˜n‖p1,p −
1
q
∫
RN
f (εnz + zn)(v˜n)q+ dz
]
= lim inf
n→∞
[
(snmax)
p
p
‖un‖p1,p −
(snmax)
q
q
∫
RN
f (εnz)(un)
q
+ dz
]
= lim inf
n→∞ Iεn
(
snmaxun
)
 lim inf
n→∞ Iεn (un) = γmax,
which is a contradiction.
(ii) Claim that z0 ∈ K. On the contrary, assume that z0 /∈ K, that is, f (z0) < fmax. Then using the above argument to obtain
that
γmax = Imax(˜v) < 1
p
‖˜v‖p1,p −
1
q
∫
RN
f (z0)(˜v)
q
+ dz
 lim inf
n→∞
[
1
p
‖v˜n‖p1,p −
1
q
∫
RN
f (εnz + zn)(v˜n)q+ dz
]
= γmax, which is a contradiction.
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Q εn(un) =
∫
RN
χ(εnz)|vn(z − z˜n)|q dz∫
RN
|vn(z − z˜n)|q dz
=
∫
RN
χ(εnz + εn z˜n)|vn|q dz∫
RN
|vn|q dz ⊂ Kρ0 as n → ∞,
which is a contradiction. 
From (3.4), choosing 0< δ0 < δ such that
γmax + δ0 < γ∞ − C0Λ
p
p−1 for any ε < ε0.
Lemma 3.7. Let u ∈M−ε and Jε(u) γmax + δ0/2, then Q ε(u) ∈ Kρ0 as ε → 0.
Proof. We use the similar computation in Lemma 2.5 to get that there is a unique positive number
suε =
( ‖u‖p1,p∫
RN
f (εz)uq+ dz
)1/(q−p)
such that suεu ∈ Nε . We want to show that suε < c for some constant c > 0 (independent of u). First, since u ∈M−ε ⊂Mε ,
0< d0  α−ε  Jε(u) γmax + δ0/2,
and Jε is coercive on Mε , then 0 < c2 < ‖u‖p1,p < c1 for some constants c1 and c2 (independent of u). Next, we claim that
‖u‖qLq > c3 > 0 for some constant c3 > 0 (independent of u). On the contrary, there exists a sequence {un} ⊂M−ε such that
‖un‖qLq = on(1) as n → ∞.
By (2.3),
p − 1
q − 1 <
∫
RN
f (εz)(un)
q
+ dz
‖un‖p1,p

fmax‖un‖qLq
c2
= on(1),
which is a contradiction. Thus, suε < c for some constant c > 0 (independent of u). Now, we get that
γmax + δ0/2 Jε(u) = sup
t0
Jε(tu) Jε
(
suεu
)
= 1
p
∥∥suεu∥∥p1,p − 1q
∫
RN
f (εz)
(
suεu
)q
+ dz −
∫
RN
Λh(εz)suεu+ dz
 Iε
(
suεu
)− ∫
RN
Λh(εz)suεu+ dz.
From the above inequality, we deduce that
Iε
(
suεu
)
 γmax + δ0/2+
∫
RN
Λh(εz)suεu+ dz
 γmax + δ0/2+ Λ‖h‖#S
∥∥suεu∥∥1,p
< γmax + δ0/2+ Λc(c1)1/p‖h‖#S.
Hence, there exists 0< ε  ε0 such that for 0< ε < ε
Iε
(
suεu
)
 γmax + δ0, where suεu ∈ Nε.
Applying Lemma 3.6, we obtain
Q ε
(
suεu
)= ∫RN χ(εz)|suεu(z)|q dz∫
RN
|suεu(z)|q dz
∈ Kρ0 as ε → 0+,
or Q ε(u) ∈ Kρ0 as ε → 0+ . 
512 T.-s. Hsu et al. / J. Math. Anal. Appl. 388 (2012) 500–512Theorem 3.8. Under some assumptions (f1), (f2) and (h1), there exists a positive number λ∗ such that for λ < λ∗ , Eq. (Eλ) has k + 1
positive solutions in RN .
Proof. Fix a suﬃciently small ε > 0. By Lemmas 3.4, 3.5 and 3.7, Q ε ◦ Ψε is homotopic to the map id : K → Kρ0 . Since
Jε satisﬁes the (PS)β -condition for β ∈ (−∞, γ∞ − C0Λ
p
p−1 ), using the Lusternik–Schnirelman theory of critical points (see
Willem [20, Section 5.4]) to get that Jε has at least k critical points in M−ε . It follows that Eq. (Eλ) has k nonnegative
solutions in RN . Applying the maximum and by Theorem 2.9, Eq. (Eλ) has k + 1 positive solutions in RN . 
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