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Abstract, of Thesis 
The thesis consists of three main sections. It first highlights the aims and 
objectives of the research and makes a thorough presentation of the 
relevant primary literature for Electricity Storage Systems, Demand-Side 
Management, Emissions Trading Scheme, Linear Optimisation 
Programming and the Greek electricity market structure. It continues by 
describing the methods of developing the model and presents the results 
of the simulation. The final section discusses the quality of the results and 
through the sensitivity analysis, depicts the important synergies between 
the variables of the problem and gives suggestions for regulation impacts 
on the electricity storage profitability support. 
The model is a stochastic approach of the Electricity Storage System 
(ESS) operation, aiming at optimising the allocation of timing of charge 
and discharge operations for profit maximisation considering the effects 
of the ESS power capacity on the interconnected system's load. The 
model consists of two submodels which work in parallel and collaborate; 
the stochastic allocation of resources and the discrete optimal control. 
The, former optimises the allocation process of the charging and 
discharging operations without the effects on the ESS power capacity on 
load, and the latter re-applies the optimisation process with consideration 
of the ESS power capacity effects on load. 
The input data used are hourly values of load and wholesale electricity 
prices of the supply market. The imposed manipulation on them has 
primarily used statistical regression analysis of the relevant variables, and 
monetary calculations. The model follows a linear optimisation technique, 
and all constraints and objective function are defined mathematically. 
The results show in qualitative and quantitative manner the profits and 
net revenues behaviour depending on the selected operational 
environment of the ESS. The effects of the DSM, the extended 
management period, the addition of power capacity in the grid, the 
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possibility of granting emissions allowances and the potential subsidy 
effects are calculated and evaluated for all of the examined technologies. 
Finally, suggestions for regulations are made, related to potential financial 
aid to ESS and to participation in the EU Emissions Trading Scheme. 
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Overview 
1.1 Introduction 
The continuous development of Electricity Storage Systems (ESS) 
technologies has made them interesting choices in the utility scale 
electricity market. Overcoming renewable source's intermittency, load 
management and improving power quality are the major purposes of ESS 
investment in grids (Ibrahim, Ilinca, & Perron 2008). Their primary goal is 
to find the best technical solution for those problems. However, in the 
increasingly competitive market environments, ESS would possibly be 
able to be operated simply to maximise profits for the investor, without 
aiming at a specific technical problem solution. In that sense, ESS follow 
the simple guideline of trading wholesale electricity; purchasing cheap 
and selling expensive electricity. The entities operating the ESS in that 
manner might be private companies which own the storage facilities and 
trade electricity using the day ahead market (the electricity pool) rather 
than the, utilities (such as the electricity generators and the operators of 
the transmission and distribution networks) which would seek the 
technical solution of the abovementioned problems through the 
installation of storage systems. 
Electricity storage is not a newly discovered means of managing energy, 
nor has it been recently applied. It is well known and it has been applied 
with various technologies and for various purposes; from small domestic 
scale applications (Hawkes et al. 2006) to utility scale power plants like in 
Germany and Alabama (Cavallo 2007). They are used either to smooth 
the intermittency effects of the renewable sources like wind and 
photovoltaics, or in CHIP applications attached to fuel cells, or to store 
night time base-load electricity from the network and dispatch it during the 
day, or to serve load management purposes of a utility and others. 
Another characteristic of today's electricity markets is that the load 
pattern becomes more erratic, having higher peaks and the load factor of 
the generation and grid falls. Some utilities use Demand-Side 
C) Lazaros Exarchakos, 2008 16 
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Management (DSM) to manage the demand, either involving their large 
or domestic customers (with economic incentives) or managing their own 
loads (e. g. with pumped hydro). One of the features of this control is the 
peak shaving and/or shifting of load to off-peak hours. 
The demand and the market clearing price (MCP) are related and this 
relation is getting closer (peaks of load and MCP fall at the same time) as 
electricity markets are liberalised and competition is encouraged. Details 
vary between countries but in general the MCP is formulated by the 
transmission operator who predicts the possible load profile of the next 
day and the offers of the generators and suppliers (for more information 
on how the MCP is defined in the Greek electricity market look at chapter 
0). At the level of the wholesale market, on which this research is 
focused, it is the load which defines the MCP and not the other way 
around. Therefore, due to the relationship which connects these two 
variables, any change in the load will be reflected in the MCP. 
Under this assumption, any change in load due to DSM alters the MCP, 
which in its turn affects the profitability of the ESS. In that sense, the DSM 
programmes, which are operated by market entities different from those 
operating the ESS and which alter the load profile, can indirectly cause 
changes of the MCP. 
1.2 Aims 
The aim of this research is to explore the economic prospects of 
electricity storage systems (ESS) when Demand-Side Management 
(DSM) programmes, operated by other players in the market, are active 
at the same time. The. economic prospects determine the commercial 
viability of an ESS technology investment, and the hypothesis of the 
research is that DSM is a factor which affects that viability of ESS. 
A case study has been selected to refer to the Greek electricity market, 
as it struggles with pace to meet the electricity demand especially in the 
summer period and faces misallocation of major consumption and 
generation sites. One further reason to select this specific market is the 
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availability of data for the load demand and the market clearing price 
(MCP) of the interconnected electricity network of the country. 
The overall aim has two dimensions; the economic and the regulatory 
(policy). The economic analysis of storage is undertaken from the 
perspective of public or private investors in electricity storage for energy 
arbitrage services with no load management purposes. The difference of 
the private investors from the utilities has been explained above. The 
policy dimension concerns the regulatory framework which permits 
storage to be financially viable in the electricity market including possible 
access to the EU emissions trading scheme, and the eligibility for 
economic support (either direct - capital subsidies or indirect - surplus 
tariffs on the selling price) principally from the state (Ministry of 
Development of Greece 2006a). Many issues arise in this context, 
including pledges made by the state to storage technology industries, 
especially the innovative new ones, to be able to find their place in the 
electricity market. 
1.3 Objectives 
As stated above, the aim is to examine the economic viability of ESS 
under the influence of DSM programmes, with specific attention to 
financial performance and the influences'of regulation and policy action. 
The accomplishment of the aim requires action in four major tasks: 
1. the review of the literature relevant to the electricity storage 
systems (technical issues and modelling), the demand-side 
management (applications), the Greek electricity market 
(regulatory framework and day-ahead market operation) and 
the input data statistical analysis, 
2. the modelling of a hypothetical DSM programme and its 
implications on the interconnected system's load and market 
clearing price, 
3. the optimisation modelling of the ESS operation for the 
transactions of energy and money through the electricity pool 
which aims at maximisation of Profits and 
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4. the regulatory framework analysis; what is the policy of both the 
EU and the Greek state surrounding the investments and the 
funding of power plant projects especially those for 
renewables? What is the structure and the operations of the 
day ahead electricity market regarding the economic 
transactions? What is the framework for the participation of a 
power plant in the Emissions Trading Scheme of the EU (EU 
ETS)?. 
Each of these major tasks is divided in several subtasks which take over 
a specific deliverable, as described in the following. 
The first task: 
The literature review of technical issues facing electricity storage systems 
and of modelling research relevant to electricity storage as well as 
applications of DSM are necessary especially in order to: 
" acquire knowledge of the recent developments in the field (updated 
information on round-trip efficiencies and costs of ESS; DSM types, 
applications and benefits to get knowledge of the actual implementation 
techniques of relevant programmes; and statistical analysis of input 
data as has been used in recent studies so that the assessment of this 
research's input data can depict the real situation of the current state of 
the Greek electricity market). 
" identify any possible similarities of the planned research with that 
already published. These similarities, if they exist, can either prove that 
this research moves towards the right direction (something similar has 
been done and has produced valid results, so as the research question 
has logic) or on the other hand can show that there is small margin to 
conduct an original research. 
A further point to focus on is the Greek electricity day-ahead market 
operations,. especially regarding the transactions of energy and cash- 
flows through the electricity pool. This part is very important because it 
provides knowledge on the methods used to charge and pay the 
generators and the suppliers through the electricity pool. Thus, in the 
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case of this research it is made clear how the incomes from the electricity 
arbitrage services of the ESS will be calculated. 
The second task: 
The modelling of a hypothetical DSM programme first requires the load 
profile analysis of the interconnected system of the country, which would 
reveal the trends of the peak and off-peak load (when it occurs and its 
magnitude). This has the purpose of examining the predictability of the 
Greek MCP which would give an indication of whether the ESS and the 
DSM can have prospects for development. However, if both have good 
prospects by their own, their combination might prove to be a drawback 
for ESS profits. After having done that, it is necessary to assess the 
correlation between the load and the MCP so that the influences on MCP 
of changes in load due to DSM can be quantified. This creates the 
conditions under which the DSM operates. These conditions refer to 
percentages and location of load reduction and location of load shifting; 
they are based on the relevant trends that have been found through the 
literature review and on the desired target of the DSM. 
The third task: 
The optimisation of the ESS operation identifies the best combination of 
charging and discharging operations (duration and timing within a 
management period). The target is the maximisation of profits. Another 
operation of the optimisation model is to simulate the paýrticipation of the 
ESS in the day-ahead market. There are two principal aspects to this: 
firstly, without very detailed information about the auctions and the 
relevant costs of the other market participants (which are typically 
commercially confidential), it is impossible to know exactly when the ESS 
would be called to deliver electricity and for how long, and thus estimates 
are required. Secondly, the participation of the ESS would change the 
load of the interconnected system at the hours when it is charging which 
will alter the MCP. Therefore the optimisation model is called to simulate 
those effects of the ESS participation in the day-ahead market. 
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The fourth task. - 
Policy analysis aims at revealing the regulatory and financial environment 
which surrounds the investments in the electricity sector. The EU policies 
and the national implementations for the liberalisation of the internal 
electricity markets, for the EU ETS and the national allocation plans and 
for the deployment of renewable sources of energy are analysed in order 
to identify potential administrative barriers for ESS deployment and 
potential financial opportunities. 
The following chart, Figure 1-1, summarises the thesis objectives and the 
tasks and sub-tasks that need to be accomplished. 
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Figure 1-1. Thesis objectives chart with tasks and sub-tasks 
1.4 Research boundaries 
This section briefly describes the boundaries of the research regarding 
the case study that has been selected, and the application of the model. 
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The case study refers to the Greek electricity market, and the model is 
applied using input data of that specific market. The specific market has 
been selected due to the availability of the required data for the model 
application and due to the interesting environment it shows for energy 
investments, from a research point of view. It is a liberalised energy 
market, with de mand growth outstripping supply and transmission 
capacity expansion and thus great need for investments in installed 
power capacity, DSM and potentially storage. Electricity storage is not 
currently in the planning of the administration, with the natural gas power 
generation dominating the investment interest. The market clearing price 
does not at present fully represent the load behaviour. 
The modelled market refers to the interconnected electricity systems of 
Greece from which the islands are excluded. The electricity systems of 
the islands do not participate in the day-ahead market. The costs of 
electricity storage systems have been taken from a single and highly 
regarded source and refer to the US situation. For their use in the Greek 
situation it is supposed that they are the same. 
Even though the model has been built to serve the Greek electricity 
market it can be easily adjusted for use in other countries' electricity 
markets for arbitrage services. Given the limitation that only those 
services are modelled, minor changes related to the foralat of the input 
data are only needed. That is, the MCP and load have to be in hourly 
values and the model parameter values can be changed according to the 
specific market that is examined. 
1.5 Originality of research 
This section lists the points on which the research relies for proving its 
originality and its advancements compared to other pieces of relevant 
research. Whilst there are significant literatures about DSM and electricity 
storage individually, there has been limited attention to date to their 
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interaction. This thesis, this topic explicitly, develops inew evidence about 
the likely performance of these two, sometimes competing options, for 
sustainable energy compared to existing literature. 
1. The DSM and the operation of the ESS have been decoupled and 
these two entities are operated and implemented by market 
players with contrast economic interests. The ESS are not used for 
load levelling purposes. 
2. For the implementation of the model, the tests of the research of 
this thesis use hourly data for-a period of four years, and does not 
perform test of one day period. The results in that way can have 
higher credibility levels due to higher accuracy of simulating the 
reality. 
3. The allocation of the charging and discharging operation in the 
hours of the management period does not use a whole hour for 
either of the two operations, but it gives the ability to the model to 
select the optimum combination of them within the same hour. 
Therefore, an hour can be used for charging and discharging, each 
one holding a percentage of the hours duration ranging from 0 to 
100%. The sum of the percentages cannot exceed 100% which is 
equal to one hour duration. 
4. The research does not use fixed charging and discharging 
thresholds per MP, but allocates the two operations based on the 
principle that every hour can be used for a combination of charging 
and discharging operations. 
5. The statistical analysis of the relationship of the MCP with respect 
to load has been implemented following a different approach. The 
Greek electricity market shows very wide distribution of the high 
MCP values across the Load value range. Therefore, the third- 
order polynomial regression equations can be represented with 
high. accuracy with a linear relationship. The linear regression 
analysis uses the log transformed version of the actual relationship 
between prices and load as displayed by Equation 7-8 and 
Equation 7-9. 
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6. The literature. review performed for the scope of this research 
revealed that an analysis similar to the one explained in this thesis 
has not been conducted for a country other than Greece, as far as 
the author's knowledge permits. 
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2.1 Introduction 
This chapter has three purposes. First, it describes the outline of the 
thesis chapters and explains the general research context. After that, it 
presents the methods used to retrieve data and information to be used for 
the model and simulation creation. Finally, the chapter gives a short 
reference of the various modelling approaches examined for their 
suitability to address the research problem. 
2.2 Research context 
This section briefly discusses the research problem and makes the link to 
the research needs for addressing it. 
2.2.1 Need for innovative technologies and structures 
The increasingly used and expensive primary energy resources, the 
strained power and transmission capacities of electricity networks and the 
carbon emissions which are penalized in economic terms, all contribute to 
the consideration of more innovative technologies which can take part in 
the energy sector and to the examination of alternative structures in the 
electricity market. The former, includes amongst others, the electricity 
storage systems (ESS) and the latter implies policies and tools like the 
deregulation of markets and the emissions trading scheme. 
For the reasons mentioned above, the potential of the ESS deployment 
has been increased lately, especially after the commencement of the 
deregulation in many electricity markets in the world with the deployment 
of decentralized generation and with the help of the advancements in 
power electronics (Ibrahim, Ilinca, & Perron 2008). Whilst ESS may offer 
commercial prospects for arbitrage, and offers apparent benefits through 
peak load reduction, its overall environmental benefits are questionable, 
basically dependent on the generation mix which is used to generate the 
electricity which is stored by these systems. 
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2.2.2 The Greek market 
This section briefly presents the weak points of the Greek electricity 
market in which the ESS are proposed to operate. The electricity market 
of Greece is a power constrained market with high carbon intensity. It 
faces serious problems of capacity availability especially during peaks 
and uses lignite for production of more than half of the electricity. 
According to one study, the high summer peaks with low duration (the 
load over 9 000 MW of 10 000 MW peak occurs only for 52 days per 
year) cause technical instability and dramatically increase the cost of 
generation of the whole electricity system (Lekatsas 2006). 
The author's own analysis of load values for 2006 shows that the hours 
where the load exceeded 9 000 MW for only 40 hours reached a peak of 
9 870 MW. The energy corresponding to those hours is only 0.178 % of 
the total generated electricity in that year. It means that for minor fractions 
of the whole system's generated energy, there is need for huge 
investment of 870 MW. The pattern of load duration curve is indicated 
in, Figure 2-1 while Figure 2-2 gives a closer look at the area around 
9 000 MW. The data have been acquired by the official site of the 
transmission operator HTSO S. A (DESMIE 2006). The detail around 9 
000 MW is not clear in the first graph, but the second figure depicts it. 
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Figure 2-1. Load duration curve for year 2006 
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Figure 2-2. Focus in the high values on the load curve, over 9 000 MW 
The Greek electricity market faces some other problems as well, which 
are related to the market clearing price (MCP) and load profiles. The 
MCP profile is not highly volatile and the differences of its values between 
the peak and off-peak hours are not big. Further, the level of dispersal of 
the high and low price values over the range of the load values is high. By 
noticing Figure 2-3 and Figure 2-4 with the first representing the markets 
of Spain, Scandinavia, Alberta and South Australia and the second the 
Greek market, it can be said that the high prices in Greece do not show 
tendency to gather towards the high values of load, like in the markets of 
Alberta and South Australia. This is interpreted to low and ineffective 
competition in the market. It further gives an explanation of the possible 
reaction of consumers to DSM programmes. They seem to have no 
incentive, under present conditions, to participate in such programmes as 
it is quite unlikely that they will be economically rewarded for shifting their 
consumption to lower levels. This is not the case, however, for the 
consumers in the markets of Spain and Scandinavia. 
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Source: (Li & Flynn 2006) 
0 Lazaros Exarcliak-os, 2008 29 
Background and Methodology 
100 
90 
so 
70 
60 
50 
40 
30 
20 
10 
0 
Greece - 
0 
-. 104,6- 
1- -OzjfaýWý . 0' 
0 2000 4000 6000 8000 10000 12000 
Load (IYTMi) 
Figure 2-4. Hourly Power price to Load for the market of Greece 
2.2.3 A role for Electricity Storage 
Electricity storage technologies serve the electricity grid for many 
purposes, mostly referring to arbitrage and ancillary services, as well as 
load management being the most common ones. Frequency control and 
active and reactive power dispatch, relief of renewables intermittency 
effect and postponement of power and transmission capacity 
enhancement are the technical benefits mostly appreciated in the energy 
sector (Ibrahim, Ilinca, & Perron 2008). 
The sources of income available for the ESS operated for any of the 
abovementioned reasons vary between the possible subsidies for the 
capital cost expenditures, the possible special rates for dispatching 
electricity to the network and the participation to the day ahead market for 
arbitrage and ancillary services provision. In this research, storage 
technologies are considered to participate only in the day ahead market, 
which means that in this case their operation is a price-follower and not a 
load-follower which would be in the case of load management purposes. 
However, the existence of DSM in the market . operated and applied 
by 
other entities than those operating the ESS, results in the shaving of the 
network's load peaks and shifting of that to the off-Peak hours. Because 
of the relationship that is normally expected between the load and the 
f 
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MCP in a competitive market, these changes on the load profile finally 
affect the MCP profile as well. Therefore, even if the operation of ESS is 
not a load-follower, in the case DSM is activated in the market, it is 
influenced by the load shape. 
2.2.4 The thesis context 
This research investigates the potential of ESS -to gain profits from 
electricity trading under the influence of DSM and proposes an 
optimisation model of the charge (store) and discharge (dispatch) 
operations allocation in time. The model is further enhanced by the part 
which assesses the profits behaviour responsive to the ESS power 
capacity. 
The model is constructed. fo I lowing two theories for achieving its targets; 
the "stochastic resource allocation" and the "discrete optimal control". Its 
scope is to provide a management framework for the storage systems 
operators aiming at the maximisation of the profits under the current 
market context. It produces the required signals for the right operational 
management decisions, meaning, when it is proper to charge and 
discharge according to the efficiency of the system and the maximum 
energy-to-power ratio. 
Apart from the techno-economic assessment of the prospects that the 
ESS have in the Greek market, another dimension of the pro6lem, not 
irrelevant to their viability, is the energy regulations involvement. Even in 
the recent updates of the network code of the Greek Transmission 
Operator (HTSO S. A), there is no involvement of electricity storage. 
There are special rates and operational standards that all types of 
generators should have and follow, but electricity storage is not foreseen 
as one of the options for the future electricity network development. 
Another study conducted by the HTSO in 2006 (Lekatsas 2006) as for the 
causes and ways of tackling the summer peaks, finds that amongst the 
options to introduce for relieving the congestion are Demand-Side 
Management and the installation of cheap Open Cycle Gas Turbines. The 
option of electricity storage is not discussed. 
nI 
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All this is to note that in Greece electricity storage, apart from existing 
large scale pumped hydro plants and hybrid systems linking wind turbines 
to electricity storage (Ministry of Development of Greece 2006a), is not 
currently an option considered and more traditional and straightforward 
solutions are sought. There is a gap in energy policy which could be 
addressed if electricity storage projects were managed in the same 
manner as Renewables. This research searches the possible actions that 
should be made to give better prospects to such technologies, with 
financial and institutional changes in regulatory framework. 
2.3 Acquisition of information and data 
This research required information and data in both qualitative and 
quantitative form to formulate the research problem, to construct and 
apply the research approaches and to analyse the modelling results. This 
information and data, as well as the methods used to collect them, follow 
the aims and the objectives of the research. The methods are presented 
in the next paragraphs while the rest of this section describes the role of 
the literature in shaping the research question and in deciding on the 
research approaches. 
2.3.1 Data acquisition methods used 
Research design falls into two categories of approaches, the qualitative 
and the quantitative. 
The qualitative approach, usually applied to understand social problems 
and behaviours and organizational operations and relations, is sometimes 
confusing as a term, because its meaning differs for different people. 
Literally it represents the research that reaches its outcomes without any 
involvement of statistical analysis or-, other quantitative means.. It is a 
process of analyzing data with non-numerical means in order to examine 
the relationships and interactions hidden behind them and finally give 
theoretic explanations. The nature of the data used in most of the 
qualitative research come from interviews, observations documents, films 
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and even data quantified for other purposes. However, there are cases 
where research uses data collected from interviews and observations, 
and can be formed in a numerical way so that can be analysed with 
statistical tools. This is a quantification of qualitative data, and does not 
fall in the qualitative research field (Creswell 1994; Strauss & Corbin 
1998). 
By way of contrast, a quantitative approach derives the problem after a 
thorough research of the relevant literature. The theories on which the 
research is going to be built on exist and the kind of the required 
variables as well. The methodology followed in the quantitative research 
tests the theories and hypotheses and accepts them for use, depending 
on the quality and the relevance of the outcomes with the target. During 
the research, the variables set, the hypothesis made and the research 
idea cannot change. The aims of this kind of research approach include 
the profound understanding of phenomena and operations for which 
predictions and explanations can be made (Creswell 1994). 
At the beginning of the research, the problem statement needs to be 
formulated. This is a procedure of identifying: 
" whether the aim can be reached given the available resources and 
time, 
" the possible applicability of the application method (e. g. 
mathematical model) and the outcomes and 
" the scientific validity of the topic 
which will finally help to define the aims and objectives of the research. 
The next important step is to decide on the most appropriate approach to 
be followed in order to reach the aim. 
For this research, the data collection is based in the literature of 
academic sources and research and technical reports, official data sets 
from governmental sources and personal communication with people 
working in the field. 
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2.3.2 Literature review 
Most essentially, in order to reach to the general research idea and topic, 
there was an extensive literature review involved, on the relevant issues 
to the research topic, in a closer or wider sense. The context of the 
research aim and objectives was formed out of the academic work that 
has been done on electricity storage, the electricity markets reform, the 
Demand-Side Management operations, the applied cases of these in the 
Greek electricity market and on the modeling research for electricity 
storage that has been published. As for the methodological part, this was 
based on bibliography for methodological approach theories, and on 
academic literature and experience of people who advised on modeling 
and wholesale electricity market operation. The factor which played a vital 
role in formulating the research context, is the availability of data and 
information. The primary data used in order to apply the mathematical 
model for the market of Greece were publicly available by the HTSO S. A. 
In case of lack of data, the method or even the aim would be possibly 
different. 
The models' content and structure were always updated till the last 
moment. This happened as an effort to reach the best result and get the 
closest possible to the aim. Parts of the mathematical model and the 
research context have been published in two international conference 
proceedings and one publication has been accepted for publication by the 
Internation Journal of Energy Research: 
Exarchakos, L., Leach, M 2006, 'Electricity Storage and Demand- 
Side Management: is their co-existence possible? ', in European 
Power and Energy Systems, P. D. Bourkas, -ACTA Press, pp. 207- 
212 (Exarchakos & Leach 2006). 
Exarchakos, L., Leach, M., Exarchakos, G. 2007, 'Electricity 
storage for capacity constrained markets under Demand-Side 
Management: revenues and management options', in Electrical 
Energy Storage Applications and Technologies, San Francisco, 24- 
26 September (Exarchakos, Leach, & Exarchakos 2007). 
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2.3.3 Personal communication 
This research did not use any interviews to acquire data or information. 
However, communication with several people who work. in the energy 
sector from the industrial, governmental and academic perspective was 
conducted. The principal reasons for that, are two. First, information or 
data which are not available from any source, is easier to be collected by 
approaching people who either have access to them or are familiar with 
them. Such is used for the case of Electricity Storage Systems 
economics. The second reason is that some issues explained and 
analysed in the research were quite complex and very difficult if not 
possible to find information for. Governmental insight in this case is 
helpful which was used for the Greek wholesale supply market for 
electricity trading procedures. 
2.3.4 Case study 
The mathematical model which is built in this research describes the 
operation of ESS so that the profits are maximized. This is theoretical 
unless it is tested under some real case. It was right after the definition of 
the research aim and context to define the case study that should be 
used to test the validity of the model. 
According to Yin (Yin 2003) research strategies can be categorized 
according to the form of the question posed: when? what? how many?. 
how much? how? why?. The following table summarises the links 
between research questions and followed strategies (Table 2-1). 
Tahle 2-1. Re[eV2nt situations for different rese2rch stratecies 
Strategy Form of Research Requires Control of Focuses on 
Question Behavioral Events? Contemporary 
Events? 
Experiment How, why? Yes Yes 
Survey Who, what, where, how No Yes 
many, how much? 
Archival analysis Who, what, where, how No Yes/No 
many, how much? 
History How, why? - No No 
Case study How, why? No Yes 
Source: (Yin 2003) 
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As shown from the table, the questions are not mutually exclusive in 
many cases, however, it is more frequent to use a case study or an 
experiment when "how" or "why" are the questions. 
A great concern surrounding the purpose of doing a case study is that, as 
commonly sensed, from such approach there cannot be a generalization. 
From a first look this seems sensible. But like experiments which address 
the same questions as case studies do, sets of case studies replicate the 
same phenomenon applying different conditions. From their outcomes, 
generalized conclusions can be drawn, and in that sense the goal of the 
case study is to expand and generalize ideas and theories (Yin 2003). 
This does not exclude the fact that case studies are an appropriate 
strategy for the more profound understanding of a specific situation 
(Creswell 1994). 
2.4 Model scope 
Governmental policies aim at social welfare. It is a matter of top priority 
which involves many parameters amongst which is energy security. 
Affordabil 
, 
ity of energy for the people is interpreted into welfare and social 
stability. It is not a goal for only the developing countries, but also for 
every nation, to secure an adequate stream of energy supply to run the 
domestic economy, to defend the country and maintain a status in the 
international scene (Kleinpeter 1995). 
Policy makers, in order to plan the targets of policies and prioritise them, 
need to be aware of the country's capabilities. Most of the power to deal 
with internal and external problems comes from the availability of energy. 
This requirement for knowledge can be addressed by scenario analysis 
which tries to capture the possible trends of the energy production, trade 
and consumption. Different scenarios represent different conditions, with 
the "Business-as-usual" scenario used to express the future energy 
trends given that the current conditions will see minimal change. 
Alternative paths expressed by other scenarios are compared to the 
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"Business-as-usual" one. The necessity of scenarios is apparent for 
researchers as well, with which they can identify the interactions and 
cause-and-effect of the complex systems that they study. 
Such studies of energy systems, from the techno-economic and 
regulatory perspectives, are usually done in two ways; the experiments 
and the models. Experiments mostly for the technical issues involve a 
prototype set-up and the research requires experimental techniques of 
collecting data for analysis. On the other hand, the mathematical models 
can in a theoretical manner describe technical and economic phenomena 
and operations of various systems including the energy related ones. 
According to Turner et al., a model is "... an abstraction or representation 
of a system orprocess" (Turner, Gardner, & O'Neil 2001). 
At this point, the electricity sector can be distinguished from the rest of 
the energy system. Electricity is relatively more difficult to store than most 
energy carriers and thus the planning of investments and expansions is 
quite complex (Kleinpeter 1995; Munasinghe 1990). This research 
focuses on the electricity storage systems (ESS) and demand-side 
management (DSM), two distinctive entities of the electricity markets. The 
former is examined from an economic management perspective and the 
latter for its economic implications on the electricity storage system's 
operation. The operation of electricity storage systems is approached by 
a mathematical model which then is applied on a single case study 
representing the electricity market of Greece. 
The mathematical model describes (a) the optimisation of the charge and 
discharge allocation in time (hours of charging and discharging) in order 
to reach the maximisation of profits and (b) the effects of the ESS power 
capacity on the interconnected network's load. The modelling approaches 
under consideration to be used for describing the abovementioned 
purposes are the "Optimal Control", "Stochastic Resource Allocation" and 
"Dynamic Programming", -and are presented in later chapter 7. 
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3.1 Introduction 
This chapter describes the energy storage technologies, their purpose of 
use, the value that they can add to the network, the special technical 
characteristics they have which should be considered in cases of energy 
storage systems sizing and modelling and the current costs and maturity 
levels which have great influence on investment decisions. The energy 
storage systems include both the electricity and the thermal focused 
ones. Even though this research targets only to the former, the latter are 
described as they are used in applications like load management. 
3.2 Technologies and Purpose of use of Electricity Storage 
Systems 
In order to charge and store electricity, Electricity storage systems (ESS) 
convert it to another form, like potential energy for pumped hydroelectric 
systems, or in chemical form for batteries. Likewise, in order to discharge 
the stored energy they convert that form of energy back to electricity. For 
example, pumped hydroelectric technology converts the potential energy 
of the water, which is stored at a certain height, into electricity by 
releasing amounts of water to fall from a height and pass through a 
hydroelectric turbine (Bolund, Lundin, & Leijon 2006). 
The ESS technologies have been developed to serve a range of needs in 
the electricity grid. Arbitrage and ancillary services, as well as load 
management are the most common ones. Arbitrage services describe the 
electricity dispatch to the electricity network, while the goal is the 
maximisation of profits. Ancillary services refer to multiple functions 
relative to support of the network; voltage control, Stand-by reserve and 
Black start capability are some of them. More details on arbitrage and 
ancillary services can be found in chapter 5. Load management should 
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not be confused with arbitrage services, since they have different goals 
and need different assessment approaches. Load management, applied 
in the market by Demand-Side Management (DSM) programmes, means 
that ESS are used to reduce load peaks and shift that reduced energy 
into off-peak times. While it shifts that energy demand, it relieves grid 
congestion, reduces the requirement for peak load capacity and improves 
the systems load factor. In a well functioning market the off-peak and 
peak times of load would also be the times of off-peak and peak of the 
price. Even though the goal of load management is not primarily the 
maximisation of direct profits, it will result in that. This research models a 
market participant and operator of an ESS as being motivated entirely by 
the relative prices he observes. That allows him to ignore the other 
possible uses of ESS. 
More details on load management can be found in chapter 4. 
3.2.1 Purpose of use 
The types in which the ESS are divided are relative to the duration of their 
ability to store electricity and to the nature of the application they can be 
used for. The duration of storage time shows the maximum time (in 
hours, minutes or seconds depending on the application) for which they 
have the ability to discharge at a certain discharging power output 
(usually the nominal power output) (Denholm & Kulcinski 2004). This 
output duration characterises the technologies which fall into the very- 
short-, short-, long- and very-long term duration categories, as indicated 
in Table 3-1 (Schoenung 2001). 
The applications of the ESS are relevant to their output duration but also 
to their power and energy ratings and to their response time. According to 
Kondoh et al the applications are separated into two large groups of daily 
load levelling and electric power quality improving (Kondoh et al. 2000). 
The same is reported by Schoenung et al, who distinguish them in 
roughly the same applications but in greater detail as can be seen in 
Table 3-1 (Shoenung 2001). According to those characterisations of ESS, 
it is not wise to apply a system with storage time of some minutes for load 
levelling purpose, because such service would require an ability of 
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operation of multiple hours within a day. In the same sense, a technology 
of response time of several minutes would not be ideal for use in a 
spinning reserve service which requires maximum response time of 3 
seconds. 
Table 3-1. ESS grouping, relative to duration of storage time and to application nature 
APPLICATION Power Storage time 7F6iergy (kWh) I Response time 
Very short duration 
Power quality ! 51 MW sees -0.2 <1/4 cycle 
Transit <1 MW sees -0.2 <1 cycle 
T&D stabilisation tip to I 00's MW sees 20-50 <1/4 cycle 
Short duration 
Distributed generation 
(peaking) 
0.5-5 MW -1 11 5,000-50,000 <1 min 
End-use peak shaving (to 
avoid demand changes) 
<1 MW -1 11 1,000 <1 min 
Spinning reserve-rapid 
response within 3s to 
avoid automatic shift 
1-100 MW <30 min 5,000-50,000 <3 s 
Spinning reserve 
(conventional - response 
within 10 min) 
1-100 MW : 530 rnin 59000-50,000 <10 min 
Telecommunications 
back-tip 
1-2 kW -211 2-4 <1 cycle 
Renewable back-tip up to 10 MW min I li 10-10,000 <1 cycle 
Uninterruptible Power 
Supply 
tip to 2 MW -2 h 100-4,000 secs 
Long duration MWI) 
Generation, load leveling 100 MW 6-10 li 100-1,000 mins 
Ramping, load followin 100 MW Several hours 100-1,000 <1 cycle 
Very long duration 
Emergency back-Lip I MW 24 li 24 sec-min 
Seasonal storage 50-300 MW weeks 10,000-100,000 mins 
Renewable back-tip 100 kW- I MW 7 days 20-200 sec-mins 
Source: (Schoenung 2001) 
The range of the technologies available now in the market is: 
- Pumped Hydroelectric Storage (PHS), 
- Compressed Air Energy Storage (CAES), 
Secondary batteries, 
- Superconducting Magnetic Energy Storage (SMES), 
- Flywheels, 
Capacitors and 
. Flow batteries. 
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The load levelling group includes the PHS, the CAES, the Secondary 
batteries and the Flow batteries, which have the ability for high energy 
capacity and power output. The electric power quality improving type 
include the SMES and Flywheels with conventional bearings (useful for 
supporting the network during instantaneous voltage drops, for flicker 
mitigation and for short duration UPS systems), while the Flywheels with 
levitation bearing, the double-layer capacitor and the redox 
supercapacitor can be used in cases of less than an hour duration 
applications requiring small capacity (Kondoh, Ishii, Yamaguchi, Murata, 
Otani, Sakuta, Higuchi, Sekine, & Kamimoto 2000). 
3.2.2 Electricity Storage Technologies 
As was presented in the previous paragraph, there is a quite interesting 
list of technologies for electricity storage. Since the scope of this research 
is related to arbitrage and ancillary services provision for maximum profit, 
it is evident that technologies with low energy density and short 
discharging times of less than three or four hours would not be subject to 
investigation. The research requires high energy capacity, high power 
output and long durations of discharging capability (several hours). 
Therefore, the list of the technologies to be tested is narrowed to those 
which are suitable for load leveling purposes and long-term duration. 
Schoenung and Hassenzahl have listed those technologies which fit into 
a category bounded by those characteristics and are presented in Table 
3-2. 
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Table 3-2. Technologies which are suitable for bulk energy storage 
Application Category Technologies Available or 
Potential 
Bulk Energy Storage Lead-acid batteries Available 
CU Na/S batteries Potential 
C 0 a CU Ni/Cd batteries Available 
.r Q) U) -0 
0) 
15 
m -- U) RegenesysG Available 2) 
0 2 Vanadium-Redox Available . 76 
.0 Zn/Br batteries Available 
CAES Available 
PHS Available 
Source: (Schoenung & Hassenzahl 2003) 
From the above list, the Na/S batteries are excluded from the sample of 
the technologies to be tested, because this technology has the potential 
to be used in this application but is not currently available in the market; 
however there is a short description of this technology in section 3.2.2.2. 
Regenesys@) is also excluded from the sample and has been replaced by 
the Vanadium Redox batteries (VRB) because of the disadvantage of 
cross contamination of the two reactant solutions in the Regenesys@ 
compared to the VRB. This disadvantage is explained in section 3.2.2.4. 
All the others are going to be tested in this research. In the following 
sections, the finally selected technologies are presented for their 
principles of operation and for technical and econoMic specifications 
according to the international bibliography. 
3.2.2.1 Lead-acid batteries 
In general, batteries are devices which convert stored chemical energy 
into electrical energy, through an electrochemical reaction of oxidation- 
reduction (redox). This reaction releases electrons which pass through 
any type of load connected to the battery via an electric circuit (Linden 
1995). The batteries consist of electrochemical cells 'connected between 
each other, in a combination of connections in series or in parallel aiming 
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to the desired capacity and voltage output. Each cell has three basic 
elements; the Anode, the Cathode and the electrolyte. 
The Anode is the negative electrode. It is the electrode which through the 
process of oxidization gives electrons to the circuit which connects the 
two electrodes. 
The Cathode is the positive electrode and receives the migrated electrons 
from the circuit. 
The electrolyte is the medium through which the ions are transferred 
between the two electrodes. It is usually a water solution of salts, acids or 
alkalis for increasing the electric conductivity. Figure 3-1 describes the 
simplest form of an electrochemical cell in the discharging and charging 
modes (Linden 1995). 
Electron flo%v Electron flow 
L Load DC power 2ýý 
II Fý Supply 
Flow of alliolls rim of all ions > 
Z Ci. CZ.. 
. 2ý + 
Flow of cations Flow orcations 
IIIII11-. 4 
Elcctrol)-tc II Electrolyte 
Discharge Charge 
Figure 3-1. Schematic representation of an electrochemical cell in the discharging and 
charging modes 
The two types, in which the batteries are classified, depending on their 
ability to be recharged, are; the Primary batteries and the Secondary 
batteries. 
Primary batteries are not rechargeable but have some advantages, like 
high energy density, low to medium discharge rates, almost no 
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maintenance (if none) and good life expectancy. However, this type 
cannot be used for load leveling purposes in utilities because they cannot 
be recharged. 
Secondary batteries have the ability to be recharged electrically and are 
characterised by high power density and discharge rates, by their ability 
to maintain a good level of power output for long period of time and to 
operate without producing high temperatures. The applications in which 
this type is suitable to be used are in automotive, aircraft and railroad 
systems, in stand-by energy systems, in portable devices and as 
stationary energy storage for load leveling in utilities (Linden 1995). 
Lead acid batteries are the most widespread means of electrochemically 
storing electricity. They are quite stable, with high voltage output and 
easy of use (Berndt 2003). For the positive electrode, the active material 
is made of lead dioxide (Pb02) and for the negative electrode it is metal 
lead (Pb) which is used (Linden 1995). The reversible reaction of the 
discharging and the charging modes involves both the materials of the 
electrodes and the solution which surrounds them. The reversible 
reaction is shown in Equation 3-1. 
Pb + PbO, + 2H, S04 :: ý, 2PbSO, + 2H, 0 
Equation 3-1. Reversible electrochemical reaction of charging and discharging of the 
lead acid battery 
In the discharging mode, the Pb and the Pb02 are converted into PbS04 
at the negative and the positive electrodes respectively, meaning that the 
reaction is moving to the right. In the charging mode, the reaction moves 
to the left (Berndt 2003). The release of the electrons, which create the 
current during the discharging mode, is done from the negative electrode 
during the process of converting Pb into PbS04. Those electrons, after 
passing through the circuit which connects the two electrodes help in 
transforming Pb02 into PbS04 (Linden 1995). 
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The charging mode is determined by three parameters; the charging 
current, charging voltage and the temperature of the battery. During the 
charging mode, there are two basic conditions to be fulfilled for the lead 
acid batteries to store electricity. The first is the necessary charging 
voltage. It has to be higher than the voltage of the battery's open circuit, 
but this makes the reactions in the cell behave more like parasitic 
reactions. So, the charging has to follow specific rates. The second 
condition is to avoid excessive charging as this has major impacts on the 
cell's temperature (Berndt 2003). The round trip electrical efficiency is 
around 75% (Schoenung & Hassenzahl 2003). 
3.2.2.2 NaIS (sodiumlsulfur) batteries 
This type of battery belongs to the Secondary type. They use sodium ion- 
conducting solid electrolyte and operate at high temperatures in order to 
maintain the electrodes in a molten condition and reach the necessary 
conductivity of the electrolyte. The negative electrode is made of molten 
sodium polysulfides and the positive one is made of molten 
sulphur/sodium polysulfides. This type has its reactants in a liquid form 
(contrary to most electrochemical systems) and in order to maintain them 
in this form, it needs to operate at high temperatures (300-350'C). For 
that reason heaters are added to the system, mainly for the initial start-up 
and while the batteries remain idle. 
The cell's voltage, compared to the depth of discharge, during the charge 
mode increases instantly to stabilise for almost the whole range of the 
discharging rates. The discharging voltage drops at the beginning of the 
process and remains almost constant for the whole range of the 
discharging rates. Those characteristics are interpreted into constant 
working voltages at a level of 60-75% of the discharge. One further 
advantage of the sodium/sulphur batteries is that their voltage and current 
and their peak power are relatively insensitive to the discharging depth 
(Linden 1995). 
3.2.2.3 ZnlBr (zinclbromine) batteries 
Zinc/Bromine batteries belong to the new generation of battery (advanced 
batteries) designs which try to address the drawbacks of older 
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technologies, such as the lead acid. This type of battery is attractive for 
utility scale electricity storage, even though the high costs which 
accompany them are quite prohibitive in these days. It uses a water 
solution of zinc/bromide as an electrolyte, which is circulated around the 
electrodes with pumps. The electrodes are bipolar and usually made of 
carbon plastic. The circulation of the electrolyte (which contains the 
reactants) helps in reducing the tendency of zinc to form dendrites which 
short-circuit the cells and in making the thermal management of the 
system a lot easier (Butler et al. 1995). Those effects are interpreted to 
lead to extended battery life and to the advantage of separation of the 
power and energy capacities of the system. The latter is explained by the 
fact that the reactants are separately stored in external reservoirs. The 
volume of the stored reactants in the reservoirs is translated to energy 
capacity and the cell stack size affects the power capacity. Therefore, the 
sizing of flow batteries systems, the zinc/bromine batteries amongst 
them, depends on the size of the reservoirs and the stack. By increasing 
the stored reactants volume the stored energy of the system increases, 
likewise, the increased size of the stack results in higher nominal peak 
power rating of the system. The reported round trip electrical efficiency is 
76% (Lipman, Ramos, & Kammen 2005). This concept is shown in Figure 
3-2. 
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Figure 3-2 Schematic of the reactants' flow and separation of the energy and power 
capacities in the flow batteries 
ki/aros Ivirchakos. 
-1008 
46 
Energy Storage 
The reaction during the charging mode deposits zinc on the negative 
electrode and bromine is produced on the positive electrode. While 
discharging, this reaction is reversed. These batteries have high energy 
efficiency and high specific energy. They can be recycled as they are 
constructed of conventional materials and have flexibility in storage 
systems design. However, they require a lot of Installed auxiliary 
equipment, especially for controlling the temperature and the circulation 
flow (Butler, Eidler, Grimes, Klassen, & Miles 1995). 
3.2.2.4 Vanadium Redox batteries 
Vanadium redox batteries are a similar type of technology to 
zinc/bromine. They belong to the advanced category of flow batteries. 
The cell of those batteries consists of one ion exchange membrane 
separating two vanadium-based acidic solutions. The two solutions, the 
catholyte-positive and the anolyte-negative, are circulated with pumps 
passing on the two sides of the membrane as shown in Figure 3-3. This 
schematic is similar to the zinc/bromine battery, too. As noted, the two 
electrolytes use the same redox substance, the vanadium, but in different 
form. The negative solution (anolyte) contains V3+ and V2+ ions, while the 
electrolyte in the positive half-cell contains V02+ and V02+ ions. The fact 
that the redox substance is the same in both electrolytes, gives the 
advantage of avoiding problems caused by cross contamination of the 
two electrolytes during long term usage, as happens in the case of the 
Regenesys@ systems which have different active substances in the two 
electrolytes (Sodium bromide and Sodium Polysulphide in aqueous 
solution - (Tassin 2003)) . In case they are mixed accidentally, the effect 
on the cell is not permanent. The reported energy efficiencies for large 
scale applications exceed 80%. Further, this type of battery can be 
charged both electrically and mechanically. Electrical charging is done by 
passing current through the cell and mechanical charging by replacing 
the electrolytes with new ones. This gives a theoretical unlimited life 
expectancy of the battery. Another advantage is that it has very quick 
(milliseconds) responses to load change and can easily follow load 
change growth up to 100% in less than a millisecond and up to 400% in 
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10 seconds. The sizing of those systems can be increased in energy 
content by adding more electrolyte volumes and in power capacity terms 
by adding more cell stacks (Skyllas-Kazacos 2002). 
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Figure 3-3. Principle of Vanadium redox battery operation, basic schematic description 
Source: (Sumitonio Electric Industries Ltd 2001) 
3.2.2.5 NWCd (nickellcadmium) batteries 
As the previous described types of batteries, the Ni/Cd belongs to the 
secondary type. There are three types of nickel/cadmium batteries, the 
vented industrial, the vented sintered-plate and the sealed. The positive 
electrode is based on nickel hydroxide (NiOOH) and the negative is made 
of cadmium. In the positive plates, graphite is added for conductivity 
reasons and barium or cobalt compounds for improved life expectancy 
and capacity. The electrolyte is aqueous neutral or alkaline and does not 
participate in the cell reaction. The electrodes do not need to have large 
amounts of electrolyte to surround them. This results in low volume 
construction of those batteries. As for the first type (the vented industrial), 
some of the advantages of this type of cell are the high discharge rates 
and the wide range of operating temperatures. They can maintain the 
stored energy for long periods and show long cycle life. The maintenance 
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they need is low, and are quite insensitive in mechanical and electrical 
maltreatment. However, the cost is relatively higher than the lead-acid 
type and they show low energy density (Berndt 20031-Uno Falk & Nilsson 
1995). The improvements of the vented sintered-plate type refer to the 
50% higher energy density compared to the previous one, to the very 
good performance in high rates and low temperature operation, to the flat 
discharging profile and to the minimal losses during long term storage. 
However, they have higher cost and show voltage depression if 
discharged at lower levels for several times. They also require the 
charging process to be temperature controlled in order to expand their life 
(Evjen & Catotti 1995). The sealed type has the advantages over the 
other types, such to be maintenance-free and be able to be recharge in 
very short period of time. On the other hand, their higher cost and the 
weaker performance in high temperatures than the sealed lead-acid type, 
as well as environmental concerns for the use of cadmium are its major 
drawbacks (Carcone 1995). The Ni/Cd batteries are suitable for a wide 
range of applicationsl industrial commercial and military applications (Uno 
Falk & Nilsson 1995). For utility scale bulk electricity storage there is only 
one project under construction in Alaska of 13-MWh energy capacity (half 
hour, 26 MW peak) (Schoenung & Hassenzahl 2003). 
3.2.2.6 Pumped Hydroelectric Power Systems (PHS) 
Pumped Hydroelectric power is related to large scale Hydroelectric 
Power, with which the only difference is that water is pumped back to the 
upper reservoir after it runs down through the turbines. Large scaled 
hydroelectricity is based on the potential energy of water which is placed 
at a certain height (or "head"). Water trapped in natural or artificial 
reservoirs at a certain height is released to fall on turbines connected to 
electricity generators. The power output of a hydro power plant is given 
by Equation 3-2- 
1) = Ib, * 171 Al 
Equation 3-2. Power output of a hydroelectric plant 
where: il, is the efficiency of the generator, il the turbine efficiency, 
the water density (around 1000 kg /M3) ,H the 
head in metres, g the 
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gravitation constant (g=9.81 M/S2 ) and Q the flow rate (in m'3/s) 
(Quaschning 2005). 
The conventional type of PHS needs two water reservoirs, one upper one 
lower. The water is pumped from the lower to the upper reservoir during 
the off peak times and when it is needed, usually in price or load peaks, 
the flow of water is reversed. The flow from the upper reservoir passes 
through the turbine to end in the lower reservoir (see Figure 3-4). There 
are also underground constructions of pumped storage, using cavities 
and old mine structures, but the cost of such systems is sometimes 
prohibitive. Sea can also be used as the lower reservoir. Such plant has 
been built in Yanbaru in Japan in 1999 (Schaber, Mazza, & 
Hammerschlag 2004). PHS has been the most widespread technology of 
energy storage. The capacity of a single power plant is typically of a 
thousand MW magnitude. At present, the installed capacity worldwide 
reaches 90 GW and the projections of IES is to be 94 GW in 2030 
(Bolund, Lundin, & Leijon 2006). 
Figure 3-4 Schematic of a PHS power plant 
Source. (Tennessee Valey Authority 2007) 
The difficulties of constructing a PHS plant relate to its high capital costs 
which range between 1000 and 3000 US dollars per kW. Another 
problem is the limited natural landscapes which can be favourable for 
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PHS construction; therefore, the need for human intervention to create a 
reservoir can increase costs. However, the operational costs of such 
systems are of the lower in the electricity storage technologies range 
(Schaber, Mazza, & Hammerschlag 2004; Schoenung & Hassenzahl 
2003). 
Technically, the electrical efficiency of PHS has been improved from 60% 
in the 60s to almost 80% in the present. Many improvements in the 
variable-speed turbines which can operate in variations of ±10% of the 
nominal rotational speed have large effects on performance. The 
advantages of the variable speed turbine can be listed as follows 
(Schoenung & Hassenzahl 2003): 
There is no need for auxiliary motor to the main motor in order to 
be able to start pumping 
The range of the operational power output is wider than for 
conventional designs (from 70% to maximum) 
The full power output can be achieved even if the water head is 
varying considerably 
Power output can be altered quite fast, driven by the water flow 
The rotational speed adjustments can help in avoiding 
disturbances and vibrations, and in frequency regulation for the 
grid 
In an annual basis the efficiency can be improved by as much as 
0.3 
However, those advantages require some additional constructional 
improvements which impose costs growth. The drawbacks refer to more 
complex civil, mechanical and electrical engineering constructions and to 
the higher maximum of the generator's rotational speed. Although there 
are quite important considerations of the variable speed turbine 
technology, the capital post is slightly over the one of the conventional 
type ($50 per kW US higher) (Schoenung & Hassenzahl 2003). 
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3.2.2.7 Compressed Air Energy Storage Systems (CAES) 
CAES operation is based on the compression of ambient air in 
underground caverns, mines or aquifers during off peak hours and 
release of the compressed air during peak times when it is needed. The 
released air is heated via combustion using a fuel, usually natural gas 
(other more environmentally friendly fuels can be used - (Denholm 
2006)), and is expanded in a turbine rotating an electricity generator (see 
Figure 3-5). 
E 1. ýc ti 
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Figure 3-5. CAES system fundamental elements 
Source: (Greenblatt et al. 2007b) 
The scope of CAES is to decouple the compressing stage of the gas 
turbine from the expansion stage. According to studies, for 1 kWh of 
electricity output, the electricity input to run the compressor accounts for 
0.67 kWh and there is need for natural gas burn equal to 4200 U 
(Greenblatt et al. 2007a). In the CAES the compressor is run with the 
release of the trapped air, and the pollutants of the gas turbine fall to one 
third compared to the Simple Cycle Gas Turbine (SCGT) (Bolund, Lundin, 
& Leijon 2006). With the same amount of fuel input as with the SCGT, the 
energy density of CAES is increased by a factor of three (van der Linden 
2006). The effects of the compression of air and use of it to compress the 
gas prior to turbine, has major impacts of the whole system efficiency. 
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The efficiency of the gas turbine alone is 40% while for CAES it is 73% 
(Schoenung & Hassenzahl 2003). 
3.3 Thermal Energy Storage (TES) systems 
Energy can be stored in various forms such as chemical and mechanical, 
but also as thermal. It has been shown in previous sections that electricity 
can be stored as chemical in batteries, and as mechanical in the 
compressed air and the pumped hydroelectric technologies. Apart from 
that, it can also be stored as thermal energy in a variety of storage media 
like water, oil, fire-clay, olivine, alloy cast-iron, feolite and magnesite 
(Gellings & Chamberlin 1993). The difference between storing electricity 
in batteries, compressed air and pumped hydro compared to the thermal 
energy storage in its conventional technologies is that from the latter, the 
energy cannot so easily be reconverted to electricity and thus once stored 
as thermal energy it would usually be used for a heating or cooling 
purpose. The conventional technologies and techniques of TES are 
characterised by their purpose of use; space heating, water heating and 
cooling. There are thermal storage systems which use solar energy as 
input. In this research those systems are not considered. Only systems 
which have grid electricity as input energy are presented. 
3.3.1 Space heating storage 
Space heating represents a form of thermal storage as the fabric of the 
building -and/or the air within it is warmed, storing energy which 
contributes to comfort conditions in the building for some hours. For the 
history of storage heating, in the 1960s in Europe, due to winter peaks 
the idea of introducing off peak rates was established. Further, the high 
costs of alternative fuels supported the deployment of air space heating 
especially in West Germany and in Great Britain. In West Germany, the 
results were impressive. The percentage of the domestic consumption 
allocated to storage heating rose from 3.9% in 1967, when the 
deployment of those systems begun, to 21.2% in 1977. In 1968, the 
difference between the daily peak and off peak in a typical day was 30% 
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of the peak and in 1973 this had fallen in 3% due to storage heating 
(Gellings & Chamberlin 1993). 
The systems developed for air space heating are based on the idea of 
storing electricity during off peak load times taking advantage of special 
tariffs. The most commonly used systems are the: 
pressurised or non-pressurised water or water-like liquid heating in 
boilers, 
underslab electric cable 
ceramic brick storage 
The heating using water or water-like liquid in boilers, stores the 
electricity used to heat the media and is released when needed through a 
system of pipes transferring the heat of the media. 
The underslab electric wires system consists of a network of cables 
underneath the floor that releases heat which is transferred to the space 
which is to be heated by both radiant and convective modes. This system 
has major drawbacks of being practically and economically more difficult 
to install to existing structures and being much more expensive than 
conventional heating systems. 
The third system uses ceramic brick constructions which are heated with 
off peak electricity through electric resistances. The stored heat in the 
brick mass is released when needed through a natural or forced flow of 
air (Gellings & Chamberlin 1993). 
There are efforts to reduce the excessive cost of this system due to the 
ceramic bricks. Instead of the bricks, materials like crushed rock and 
concrete have been tested (Rabl 1987). Applications by EPRI with 
crushed rock reduced costs by 30-40% and maintained comfort even in 
very cold weather conditions (Rabl 1987). 
3.3.2 Water heating storage 
The storage of electricity as thermal energy in water for domestic and 
industrial or commercial use is widely applied. During off peak times of 
load and/or price electric heaters operate to produce hot water, at 
temperature depending on the required application. The stored heat is 
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used when needed by passing cold water in pipes through a heat 
exchanger in the hot water storage tank (or even circulating the heated, 
stored water for direct use) and the heat is transferred with the heated 
water to use as hot water or heated air (Rabl 1987). 
3.3.3 Cooling storage 
The concept of cooling storage is based on the idea of cooling an 
inexpensive medium with high specific or latent heat (such as water and 
eutectic salts) during off peak times and using it during'peak times. The 
chilling of the medium is done using conventional refrigeration 
technologies. When the medium is water, it can be either chilled or 
converted to ice. Because ice has higher energy density of storage (144 
Btu/Ib against only 20 Btu/Ib of water in liquid form) the volume of the 
storage tank for ice is much smaller. The stored energy in the form of 
cooled media is transferred by passing the cooled media in the heat 
exchangers of the building during the peak times when the cooling 
service is needed (Gellings & Chamberlin 1993). Although there is need 
for larger and more expensive tanks for chilled water storage compared 
to ice storage, the advantages of the former rely on the fact that such 
systems have higher efficiency and use simpler refrigeration machines 
(Rabl 1987). 
3.4 Value of Electricity Storage 
3.4.1 Introduction and arbitrage 
Electricity storage facilities can provide energy arbitrage opportunities 
and further can supply additional generation and transmission-related 
services to the network. 
As for arbitrage, the purchase and sale of electricity is directly related to 
short-term price differences. The technologies to be considered need to 
be able to capture the . value of short-term price 
differences. The 
economic value from the price variations can be best captured if the 
available price data to be used for the analysis are on an hourly basis or 
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shorter and not in average peak and off peak prices (Graves, Jenkin, & 
Murphy 1999). 
The operation of the storage technologies, and the value gained from 
them is closely affected by the existence of peak power plants and by the 
implementation of DSM measures at the same period. DSM affects the 
load pattern by shifting part or all of it to off peak times. So, the modified 
load and price patterns would be expected to be less variable and thus 
affecting negatively the chance of storage to exploit the high price 
differences. 
The price fluctuations and their dispersal in time affect the value captured 
by the electricity storage facilities. Great dispersal in time of the high and 
low prices allows the full potential value to be retrieved with less inventory 
capability while if the high prices are all gathered together in time and so 
are the low ones, there is need for more inventory capability for the same 
value to be captured. On the contrary, the great dispersal of prices in 
time, does not favour the success of DSM measures. This is a 
complicated issue for the simultaneous existence of storage and DSM (Li 
& Flynn 2006). 
The stakeholders of the electricity market, interested in electricity storage, 
are mainly from the private sector seeking economic profitability 
(investors in storage facilities) and the utilities for economic and technical 
reasons (better management of energy demand and higher load factor - 
leading to economic efficiency). If a utility implements DSM measures for 
technical and consequently, economic reasons, it may reduce the 
economic case for private investors to invest in electricity storage. 
Furthermore, the level of electricity storage integration in the system, 
could negatively affect the potential income of the late comers in the field. 
3.4.2 Reserve sales 
The electricity storage devices are not supplying electricity most. of the 
time, so during that period they can use their power output to sell reserve 
facilities to the network for regulation, spinning and non-spinning 
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res. erves, etc. These systems can stop the charge/discharge process for 
arbitrage servi I ces and concentrate on ancillary. This is certainly the main 
focus for pumped storage (Graves, Jenkin, & Murphy 1999; Lobato 
Miguelez et al. ). 
3.4.3 Transmission stability enhancement 
Most electricity storage devices have the ability with suitable electronic 
devices to inject and absorb real and reactive power very quickly to the 
network. This is for control of energy or voltage. oscillations, improvement 
of transmission line stability and increased power transfer. For this 
service what is needed is capacity and not energy, so that the electricity 
storage can be small but the power capacity should be large. 
These kind of services are typically sold to the System Operator or the 
transmission operators and companies (Strbac 2001). 
3.4.4 Dynamic benefits 
Electricity storage devices can also generate value from preventing the 
increased numbers of start-up and shut-down of thermal plants, from 
reducing part-load and ramping costs and improved efficiency of other 
units by reduced cycling. 
When assessing the generation costs for the conventional plants, the 
costs of the occasions mentioned need to be included, in order to 
evaluate the value of the electricity storage (Graves, Jenkin, & Murphy 
1999). 
3.5 Concluding remarks 
Electricity storage technologies have been used by utilities to meet the 
demand; either higher or lower demand. The most widely used 
technology is the pumped hydro as it combines conventional mechanical 
components which have been commercially mature for many decades. 
Other uses of electricity storage have been identified, like voltage and 
frequency control which require lower amounts of energy, but have been 
proven crucial for the stability of the grid. Such technologies mostly 
comprise non kinetic components like batteries. 
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The liberalisation of electricity markets has brought higher volatility in 
prices than before and thus the income margins for electricity producers 
and utilities have become larger. This has also put forward the use of 
electricity storage either as a means of selling electricity when that is 
expensive, or reducing the demand to avoid the generation of expensive 
electricity during peaks. 
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4.1 Introduction 
The history of DSM begins right after the first energy crisis of the 70s. it 
served the purpose of conservation of power and energy that would have 
lower cost than building new power plants (Nadel & Geller 1996). 
-Electricity markets have evolved since then, in most cases to very 
competitive environments creating highly varying price movements and in 
some cases shortage of power capacity. Electricity price fluctuations 
follow temporal patterns of several lengths depending on the availability 
of supply to the demand needs. The challenge is to maintain high levels 
of system reliability and stability and affordability of prices for the 
customers. This chapter discusses the idea and practice of DSM, the 
meaning and what are the reasons causing its implementation, the costs 
and benefits associated and the available techniques in the market. 
4.2 Definition of DSM 
IDSM can be seen under the Integrated Resource Planning (IRP) first 
introduced in the US in the early eighties. The principle of IRP is that 
utilities should offer services at the minimal societal cost, and these 
services might include actions taken to reduce or change demand just as 
well as making supply available. The societal costs account for the 
minimum of the combined expenses of the utility and the customers. 
Environmental externalities are also taken into account (Sheen 2005). 
DSM is defined by a frame of actions and activities at the end user 
(demand) side of the electric meter. The utility has direct or indirect 
control over them. Those activities include load management, strategic 
conservation, electrification and strategic growth. All of them are 
characterising the effort of the utility to intervene in the load shape 
dynamics. For the utilities, DSM is the planning, development and 
implementation of programmes which target the active shaping of the 
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load profile, by intervention on daily and seasonal electric demand. Those 
programmes give incentives to end-users to alter their consumption 
habits both in level of demand and timing. The load changes due to DSM 
programmes have been classified into six categories (Gellings & 
Chamberlin 1993). 
They are: 
Peak clipping. It is a classic perception of DSM which reduces the 
load peaks, most recently with direct control of the customers' 
appliances 
Valley filling. It refers to adding off peak load like water or space 
heating. When the average electricity price is higher than the long- 
run marginal cost, this type of load change is favourable. And the 
average price can be increased by adding a properly priced off 
peakload. 
Load shifting. It could be said that it is the combination of the two 
previous categories. Load is shifted from the peaks to off peak 
hours, especially with heating and cooling storage and customers' 
loads shifting. 
Strategic conservation. . This form of load change does not 
necessarily include peak reduction. It roughly keeps the shame 
shape but with an overall reduced load. Energy efficiency of 
customers' appliances can address such load change. 
Strategic load growth. This type of load change shows an increase 
of the electricity sales, not only in the off peak hours. That increase 
involves a growth of consumption from loads which can use a 
variety of competing fuels. In this way, the energy intensity rises 
and is motivated by reductions in use of fossil fuels and primary 
materials. This can improve the overall productivity of the industrial 
sector. 
Flexible load shape. After a type of load change has been selected 
due to DSM activities from a utility, the planning requires finding 
the optimal supply-side options. One of them is the reliability. This 
is interpreted in variations of quality of service provision to 
customers. They can accept a level of quality of service to drop, 
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. while they receive incentives to do so. Such programmes include, 
amongst others, interruptible or reduced demand and control 
devices installed at the customers' side, controlled by the utility. 
4.3 History of DSM 
The beginning of DSM in the United States is placed in the early 1970s 
when oil prices saw a dramatic rise. Under the fear that the shortage of 
more costly fuel would continue in the long term, the electricity utilities 
aimed at changing the level and the timing of their customers' demand 
and tried to tackle the observed increase of capital and operation costs by 
imposing load control programmes targeting especially the peak hours. 
This resulted in higher bills for electricity consumers and the intervention 
of public policy in the utilities' actions, which finally increased the cost of 
new power plants. The regulatory authorities which supervised such 
programmes, relied on the assumption that DSM would improve energy 
efficiency with consequent benefits in fuel reserve security, reduced 
reliance on imported fuel and sustainable economic growth (Loughran 
and Kulick 2004). Loughran and Kulick also note a long running debate 
about the extent to which: (a) market failures lead to socially and privately 
inefficient levels of investment in energy efficient technologies; and (b) 
market failures justify public expenditures intended to promote energy 
efficiency. 
Further, the environmental concerns of the public over electricity 
generation, especially after the nuclear accident at Three Mile Island in 
1979, eliminated many potential sites for power plants. Public policy put 
forward the 'National Energy Act' (NEA) in 1978 which was aiming at 
maintaining an energy security level by promoting the 
alternative/renewable electricity generation and by reducing the country's 
dependency on imported oil. Part of the NEA was the 'Public Utility 
Regulatory Policies Act' (PURPA) statute, a law which enabled small new 
electricity producers to sell electricity to the former monopolies at lower 
prices relative to the utilities avoided cost (Dismukes and Kleit 1999). 
PURPA facilitated cogeneration plants to deploy and gave their operators 
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the right to sell the surplus of electricity to the local utilities (Fox-Penner 
1990). 
However, the load control programmes were reducing the utilities' 
electricity sales and finally proved to be a disincentive for them to apply 
them. The regulatory strategies which came into force in order to 
overcome the unwillingness of the utilities to continue successful DSM 
programmes are two. The first provides compensation for the lost 
electricity sales due to successful DSM programmes and the second 
decouples the sales from the revenues. The latter works as follows: a 
revenue is targeted every year for the utility which is not linked to the 
sales it will achieve. The revenue balance is cleared at the end of the 
year by increasing or decreasing the revenue target for the next year. 
With that approach, the utility finds no incentive to increase its sales and 
no disincentive to reduce load (Eto 1996). 
The incentives to promote DSM which were applied by some states in the 
US comprise a premium added on top of either the money spent on DSM, 
or the difference between the money that the utility avoids from 
generating the electricity that now is alleviated due to DSM and the cost 
of applying the DSM programme. Another approach is a bonus that the 
utility receives based on the capacity or energy saved by the IDS 
programme. These incentives proved to be quite a stimulant for the 
continuation of successful DSM programmes in the US which changed 
the perception of the utilities for their own role as energy services 
providers rather than energy providers (Eto 1996). 
4.4 Causes for application of DSM 
The load (demand) profile in electricity markets fluctuates strongly, 
reflecting diversity of human activities. Demand is typically high during the 
day and low at night. These variations in demand need to be addressed 
by the generation side. Utilities design and plan their generation schedule 
according to this profile, and divide the generation types into the base 
load, the intermediate and the peak load. The base load is to operate 
almost constantly and cover the demand which is the same throughout 
the 24 hour day. This type includes the power plants with the lowest 
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variable operation costs; however their capital costs are quite high. The 
peak power plants operate for an average of 10% of the time and have 
higher variable operation costs but low investment costs. The rankings or 
'merit order' with which the power plants are called to dispatch electricity 
to the network are typically based on the generation costs. So, the 
cheapest ones have priority. This prioritisation of generation capacity is 
also reflected by the prices, which in most cases match the load profile 
(Rabl & Gellings 1988). 
In that sense, a load profile which shows minimal variations (and thus a 
high 'load factor' which in this case is the ratio of the mean load to the 
maximum load of a given time period) would need base load generation 
for the majority of the demand. The cost implications of this are complex, 
as a larger baseload component suggests lower operating costs for the 
system but more plant of high investment cost. The higher the load factor, 
the more intensive is the use of the power plants and the grid (Rabl & 
Gellings 1988), which spreads investment costs over a greater production 
of electricity, driving down costs. 
Therefore, the flattening of the load profile would ameliorate the operation 
of the electricity system in total and would improve its economic 
efficiency. It reduces the capital investments on generation and grid 
capacity and the operational costs of power plants. 
It is necessary to keep the balance between supply and demand on a real 
time basis by either increasing the electricity delivery or curtailing the 
demand. For short time periods of system instability, the response 
capability of the supply side is more costly, due to peak plants start-up 
and the spinning reserve which holds some of the plants power capcity to 
serve such purposes. On the contrary, DSM can respond almost 
immediately, often with low direct costs, while GHG emissions are 
reduced and natural resources are preserved (Saini 2004). 
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4.5 Costs and benefits of DSM 
Utilities' practice to change the demand of their customers, both in time 
and magnitude, needs to pass through a process of cost benefit analysis. 
DSM programmes affect not only the participants to them, but the society 
as well. Different population groups within a society have different 
perception of the costs and benefits associated to DSM programmes. For 
example, the participant in a DSM programme will see his energy bill 
reduced while a non participant will experience higher average electricity 
rates. The population groups and firms which are affected are (Gellings & 
Chamberlin 1993): 
The customers who participate in their utility's DSM programme 
The customers who do not participate in their utility's DSM 
programme 
- The consumers in general who neither participate in a DSM 
programme, nor are customers of the above utility 
The utility 
All the participant and non-participant customers of the utility 
All members of the society in which boundaries the DSM 
programme will be applied 
In a broader sense, the benefits can be divided depending on the 
perspective: e. g. the supply, transmission-distribution, retail, demand, 
economy and environment (Khatib 2003; Saini 2004). 
- The supply side can avoid investments in peaking power plants. 
The transmission and distribution sector can also avoid 
investments in extending the network capacity for'grid congestion 
prevention. 
Demand side (end-users) will probably see the bills falling. 
The whole economic impacts of DSM measures have to do with 
the reduction of dependency on imported primary energy sources, 
the creation of new jobs related to new technologies (energy 
storage, energy efficiency technologies), techniques of energy 
saving (companies and brokers providing consultancy to final 
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customers for ways of energy demand management) and increase 
in competitiveness of firms due to savings from energy 
consumption management. 
According to Sheen (2005), the implementation of a DSM programme, 
needs to assess the avoided cost involved. It needs to look at both the 
short and long-term dimensions. In the short-term, the load change will 
have impacts on the operating costs of the utility which will apparently fall. 
In the long-term', the growth rate of the peak load will determine the 
demand placed on new generation plant. The avoided cost associated 
with the DSM is the sum of the Avoided Operating Cost (AOC) and the 
Avoided Capacity Cost (ACC). The former includes the operating savings 
and the latter the avoided capacity investment (Sheen 2005). The 
process through which the planning of a DSM programme typically 
passes is displayed in Figure 4-1. 
--------- - ------------------------- ------- 
Short-lenn impact i 
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System ACC 
planning invest 
L ...... . ...... . ... . ........... .. 
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Figure 4-1. DSM planning process (under the context of IRP) 
Source: (Sheen 2005) 
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The mathematical descriptions of AOC and ACC are bellow (Sheen 
2005). - 
When the peak load is shifted to the off peak times, the generation costs, 
the costs attributed to environmental impacts and the utility's revenues 
fall. So, the AOC is calculated by subtracting the revenue losses from the 
sum of the generation and environmental impact costs, as follows: 
AOC= RL = (EU Elf + 11, - E,, ) + (EU, -+P-E, ) 
+ (EU, - El ýI'A(,, + P, - E,, ) 
Equation 4-1. Mathematical expression of the AOC 
Where: 
Avoided Operating Cost (AOC) 
Electricity Revenue Loss (RL) 
Avoided Generated Cost (AGC) 
Avoided Pollution Cost (APC) 
Annual electricity consumption before DSM (EU) 
Annual electricity consumption after DSM (EU') 
EUp ,, and EU'p, o for peak, shoulder and off-peak periods 
And Cp, C, C,, 
I 
Pp, P, P,, and Ep, E, E,, represent the marginal 
generation costs, the pollution costs and the Time Of Use (TOU) rates for 
each time period, respectively. 
The notion behind the ACC - avoided capacity cost, is that due to DSM 
implementation, the future installed generation capacity might be 
reduced. In finding the demand the new power plant is to support, it is 
necessary to calculate the growth rate of the load peak, affected by the 
DSM. For the expansion of the generation capacity, the capital 
investments' present value should consider the annual interest rate t-Olo 
and the annual inflation rate d%. The mathematical expressions of the 
Present Value of Capital Investment without and with DSM 
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implementation (PVC1 and PVCF respectively) are given by Equation 4-1 
and Equation 4-3. The investment cost for generating type i in year t is 
given by UIC(ij), and the variable for capacity of the generating type / in 
year t is G(ij) when no DSM programme is in place and G'(i, t) when it is 
(Sheen 2005). 
fII +d I 11 f'C/ 
Equation 4-2. Present Value of Capital Investment without a DSM programme 
PVC/ ), uIc(i, I Y;, (i, 1) 
1-0 1-1 ýI +I. 
Equation 4-3. Present Value of Capital Investment with a IDSM programme 
Therefore, the Avoided Capacity Cost is given by subtracting the present 
value of capital investment in the cases of no-DSM and DSM, and is 
shown in Equation 4-4. 
., ICC=(PI"CI-PFCI')=jj 1 1) ,I, 
Equation 4-4. Mathematical expression of the ACC 
From the DSM participant's point of view, the avoided capacity cost for 
the utility has to be shared amongst the participants. The real time 
avoided capacity cost (for t=O), given by Equation 4-4, should be 
distributed to DSM participants at that moment. The value of that avoided 
costs in a whole year, is given by the Annual Incentive (AI) in Equation 
4-5. 
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AI= ACC + 
+r 
Equation 4-5. Mathematical expression of the Annual Incentive (Al) 
4.6 Techniques of DSM 
DSM programmes involve techniques and technology options which aim 
at load change. Those techniques are the- 
energy efficiency 
energy storage 
interruptible loads 
commercial and industrial electrification 
4.6.1 Energy efficiency 
Programmes targeting energy efficiency on the customers' side in the US 
were initiated during the late 70's. These were reducing consumption, 
thus reducing the customers' energy bills and had wider effect on the 
revenue requirement of the utility, which was dropping. Because of this, 
the cost of electricity for all customers dropped, too. But the subsequent 
reduction in oil prices and the increase in installed power capacity 
lessened the power of such programmes. The utilities though, maintained 
many of them for three main reasons (Gellings & Chamberlin 1993)ý 
for providing the opportunity to customers to cut down their bill 
expenses 
for maintaining an infrastructure which would possibly be needed 
in case efficiency programmes were considered necessary, and 
for keeping a close relationship with customers. 
For conservation programmes, which are based on improving the energy 
efficiency in the demand side, there is need for technology improvements 
in terms of efficiency levels. The options available to utilities and end- 
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users target the appliances and devices for improvement of the load 
factor. So, appliances with low load factor are first in the list of the 
devices under reconsideration (Gellings & Chamberlin 1993). Those 
technology options are: 
Lighting. Lighting accounts for a small fraction the total primary 
energy, 4%. However, in commercial buildings 35 % of the energy 
bills are due to lighting. The electricity cost in air conditioned 
buildings can be attributed by 40% to lighting, as much of the air 
conditioning power is for removing the heat generated by lighting. 
Therefore, improvement of profitability passes through improved 
efficiency of lighting systems. Replacing the typical incandescent 
lamps with new high. -efficiency fluorescent ones and installing 
lighting control systems are the areas of interest for minimising 
energy demand and save in energy bills (Gellings & Chamberlin 
1993; Van VIiet 1988). 
Motor systems. Apart from lighting, electric motors are used in a 
wide range of applications, from industry to households. In 
industry, more than 65-70% of the consumed electricity is 
attributed to motors and in the US, more than half of the electricity 
generation is consumed by motors. Electric drives' capital costs 
accounts for 1-3% of the variable operating costs in their total life 
expectancy. New developments in electronics have allowed for 
new variable speed motors to be manufactured. These have the 
ability to alter their power consumption according to the load they 
need to satisfy (Gellings & Chamberlin 1993). Such improvements 
have resulted in motor efficiencies which exceed 90% (Schiferl 
2007). Examples of successful installation of such electronic drives 
are the pumps, the air condition machines, even trains and ships 
(Leonhard 1988). 
Refrigeration. Refrigerator manufacturers, pushed by government 
regulations in the Western world, have improved the efficiency of 
their products by more than 90% compared to the 70's (Gellings & 
Chamberlin 1993). Recent developments as reported by 
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manufacturers claim that the efficiency has improved by more than 
30% over the last 10 years due to better insulation and more 
efficient motors and compressors (Meli 2006). 
Building envelope programmes. Those refer to structural 
improvements of buildings, such as insulation of walls and 
openings so that heat and air exchanges are minimised (Gellings 
& Chamberlin 1993). Further, blocking the direct solar irradiance 
from reaching the external walls of a building, especially using 
plants instead of artificial sun blocks, can substantially reduce the 
thermal energy reaching the inner surface of the walls. Thus, the 
air temperature in the building remains in low levels'and the need 
for air conditioning is limited (Papadakis, Tsamis, & Kyritsis 2001). 
Solar systems. These systems, either being active, passive or 
photovoltaic, can be included in DSM options from a utility. 
Photovoltaics can generate electricity directly from the sun 
irradiance. The installed capacity is limited worldwide, but 
constantly rising. The potential of generating electricity from 
photovoltaics is great. In the European Union (25 member states) 
the electricity consumption could be totally covered if only 0.6% of 
its total surface was covered by typical photovoltaic systems in the 
optimal angle (Suri et al. ). These systems installed in the end- 
users' side, which can generate electricity during peak daytime 
hours can save important resources (natural and financial) for the 
utility. The need for primary resources for generating electricity and 
the variable operating costs of the utility will drop and the need for 
transmission and distribution lines enhancement will be postponed. 
For customers who are not willing to participate in DSM 
programmes which require load shifting from them, the installation 
of photovoltaics would generate profit for them, especially during 
peak hours where the rates increase, and the utility will have 
retained its customers in a DSM programme (Spiegel, Kern, & 
Greenberg 1998). However PV is currently very capital intensive 
and expensive, although technical developments in thin film 
devices are pushing costs down rapidly. 
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Active solar systems involve use of solar radiation to heat a 
medium and release the heat when and where desired through a 
heat exchanger. Such systems are convenient for air and water 
heating. Advanced configurations use a sun tracking system for 
higher efficiency. The timing of the heat release can be arranged 
by storing the heat in tank containing the medium (Gellings & 
Chamberlin 1993). 
Passive solar systems refer to constructional characteristics of a 
building so as to get advantage of solar radiation. This can be 
mostly applied to new constructions involving little or no medium to 
transfer the heat. Compared to the active solar systems, it is more 
realistic, from the market point of view, to see the dominance of 
active systems over the passive ones (Gellings & Chamberlin 
1993). .. 
Energy efficient water heating. The use of heat pumps for water 
and space heating extracts low grade thermal energy from the 
natural environment and transfers it to the indoor space, driven by 
electricity. The coefficient of performance (COP - it is the ratio of 
the output heat from the condenser to the supplied work from the 
electrically-d riven compressor) of such systems is within a range 
between 1.5 and 3.4 compared to 1.0 of electric resistance 
heaters. This could make energy savings up to 60% (Gellings & 
Chamberlin 1993). 
4.6.2 Energy storage 
The rise in electricity prices and the variations during the day according to 
the level of load demand have created the incentives for DSM 
programmes aiming at load shifting. Energy storage is an option for this 
purpose, which implies that cheap off peak electricity can be used to 
produce and store hot water, hot air or cool water, and then it can be 
used when electricity rates are high or when needed. Techniques and 
technologies of energy storage for DSM use are presented in section 3.3. 
"Thermal Energy Storage (TES) systems". The control of storage systems 
operation can either use "fixed-period" or "time-clock" devices or weather 
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forecasting. In the first occasion, the control devices permit the charging 
process to start and finish at given or flexible periods, respectively. In this 
kind of control, the goal for the utility is production cost minimisation, and 
often called "economic dispatch". The second occasion involves a 
charging (storing) schedule according to the weather conditions. The data 
the utility needs for this kind of control are the weather data, the 
discharge curves and the charge curves for a range of outside 
temperatures. It is necessary for the utility to calculate, on a daily basis, 
the level of the stored energy based on the discharge specifications, the 
time passed since the last charging and the temperature. Once this is 
done, the required charging energy for the following peak hours is 
determined using weather data, the charging level of storage systems, 
the necessary energy to be stored in order to meet the utility's goals for 
DSM and the time that will be needed to charge this amount of energy 
given the weather conditions. This control technique gives great flexibility 
of operation to the utility and helps the customer to save energy by 
minimising the possibility of overcharging (Gellings & Chamberlin 1993). 
4.6.3 Interruptible loads 
Interruptible loads include load control of customers' appliances which is 
done either directly from the utility or by the customers. The direct control 
from the utility needs control devices to be installed at the end-user side. 
These devices are either simple switches or more sophisticated ones 
which have pre-installed the utility's parameters, the customer's 
preferences and the sites special requirements. The loads which are 
targeted in this case are those which can be technically controlled and for 
which their interrupted operation is not Causing both economic losses and 
changes in way of living for the owner. Such loads come from water 
heating, air conditioning water pumps, refrigerators and freezers and to a 
lesser extent space heating (Ministerial Council on Energy 2007). 
The benefits, of smart metering are multiple for both the end-users and 
the utilities. End-users can see their energy bills drop since they have the 
ability to track their consumption and its cost. With smart metering it is 
easier for them to dispatch electricity to the network in case they have 
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microgeneration facilities. Utilities can manage their operation more 
effectively as they can monitor the real time consumption and due to that 
send the right pricing signals to customers to drop their consumption. 
From that, the utilities decrease their costs with a flatter load curve and 
the end-users pay less in their bills (Houseman 2005). 
4.7 DSM and spot price patterns 
In deregulated markets, t. he expectations for high prices in the long run, 
have increased the investments in generation capacity (power and not 
energy capacity). Therefore DSM has been slower in implementation 
levels by the utilities, although customers who have access to spot prices 
choose to shift their consumption in cases of expensive prices. For the 
end-users, contracts for purchasing electricity at fixed prices do not 
incentivise them for implementing DSM. A limiting factor for DSM is the 
inability to track price movements and to assess the required reward for 
curtailing demand by industrial users (Li & Flynn 2006). 
To track whether a DSM program is suitable for a market, it is necessary 
to look at least into the following: 
Is there consistency of diurnal price patterns? 
Is there a stable relationship of price and load? 
Is there a low unexplained component of price volatility? 
When the diurnal price pattern has high peaks, it is more attractive to shift 
to periods of lower price. Weather conditions also affect load, and if there 
is reliable correlation between price and load, then the extreme weather 
conditions which lead to extreme load, would lead to high prices (peaks). 
The good level of predictability of load patterns due to weather forecasts, 
allows also a good predictability of price patterns. 
An important issue is the level at which the power price peaks are 
scattered in a range of power consumption (load). In Figure 4-2, two 
graphs of Hourly Power price to Load are displayed for the two markets of 
Scandinavia and South Australia. It can be seen that as the price peaks 
can be found in a shorter range of load values (case of Scandinavia), 
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there is higher incentive for the customer to reduce his consumption. By 
moving to lower load consumption, he can reduce his electricity bill by 
getting lower prices. On the other hand, the case of the South Australia 
electricity market does not give the right price incentives to customers in 
order to lower their consumption, because there is greater possibility to 
find high prices in a wide range of load values. Markets like the Australian 
and the British which both rely highly on fossil fuel show o pposite volatility 
which is a bizarre phenomenon difficult for the authors of the study to 
explain (Li &, Flynn 2006). 
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Figure 4-2. Hourly Power Price to Load for the markets of Scandinavia and South 
Australia 
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Source: (Li & Flynn 2006) 
Further, the bigger the gap between high and low prices, but also 
between the weekday and weekend prices, -the more vigorous the 
incentive to shift consumption. If a market is erratic and unexpected price 
peaks appear, it is difficult to gain big profit from a planned DSM program. 
That is, if consumption is -shifted to the weekends and the electricity is 
purchased at real time prices, an unexpected really high price, which 
might come up, will be very costly for the end; -users (Li & Flynn 2006). 
For weekday and weekend prices, the price ratio is important: (Li & Flynn 
2006): 
WDR (highest to lowest weekday average price ratio) = average 
highest 
average lowest 
The bigger the WDR is, the higher the incentive to shift consumption to 
the less costly hours of the weekday. 
WD (average weekday to average weekend price ratio) 
average weehlay 
average iveekend 
The bigger the WD is, the higher the incentive to shift consumption to 
weekends (Saini 2004). 
The reason DSM is considered as a factor affecting the electricity storage 
prospects is that in the indecisive and weak Greek electricity market, the 
investments for generation capacity are difficult and DSM should be 
considered as an option for load management. But as storage can be 
promising for the same purposes, they seem to have economic 
controversies. The next chapter explores the conditions in Greece. 
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5 Electricity market in Greece 
5.1 Introduction 
The basis of the recent Greek electricity market reforms is the European 
Directive 2003/54/EC'of the European Parliament -and of the Council 
(European. Parliament and Council 2003b). Prior to this Directive, the 
market was a monopoly of the state owned "Public Power Corporation" 
which was supplying electricity to all kinds of consumers of the country. 
This company was vertically integrated, holding all the activities from 
mining of the lignite in its private mines, down to the generation, 
transmission and distribution of electricity. 
This came to change with a serious beginning from the Directive 
2003/54/EC which came into force in June 2003, and concerns common 
rules for the internal electricity markets and repealing Directive 96/92/EC. 
The new Directive expands the liberalisation of the electricity markets to 
non-domestic consumers by July 2004 and to all consumers by July 
2007. It also includes measures for the legal unbundling of the generation 
and supplying activities from those of transmission and distribution, it 
enhances the role of the Regulatory authorities for energy of the Member 
States, it demands the publication of network charges, it supports social 
welfare services and establishes measures for the security of supply. 
In the Greek electricity market, the former vertical integration of 
generation/transmission/distribution/supply has been unbundled. Under 
the current structure, the generation has been partly liberalised but the 
Public Power Corporation (PPC) still holds more than 90% of it. The 
transmission and the distribution networks are still owned by the PPC. 
The transmission network is re. qulated bv the HTSO (Hellenic 
Transmission System Operator) whose other responsibility is to regulate 
the market clearing price and transactions. As for the suppliers part, the 
only supplier nowadays is the PPC (DESMIE 2006). 
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5.2 The electricity pool and the Market Clearing Price 
The Greek electricity market of electricity provision currently operates as 
a pool of 'energy bids from the * electricity Participants. The term 
"Participants" includes the Generators (those who generate electricity), 
the Suppliers (those who supply electricity - they also might be 
generators at the same time) and the Selective Customers who 
participate in the Daily Energy Programme (DEP) in order to purchase 
electricity used only for self-consumption. The transactions of the energy 
market are supervised and controlled by the grid operator (HTSO S. A), 
which is responsible for the demand-generation balance and for the 
clearing of the financial transactions between the participants in the day- 
ahead market. 
5.2.1 Electricity dispatch offers 
Every 24-hour day is called an "Allocation day" and each hour of that day 
an "Allocation period". Every Generator submits binding electricity 
dispatch offers for the day-ahead pool. The dispatch offer refers 
individually to every Allocation period, with a maximum 10-step scale of 
price (E/MWh) and amount of energy (MWh) sets. The price has to be 
higher than zero, and for the sequence of the steps of the scale it has to 
be described by a monotonically non decreasing function. Meaning, that 
for less dispatched energy, the price per MWh has to be lower than for a 
larger amount of dispatched electricity. For example, assuming that for an 
offer of 100 MWh the price is 50 E/MWh, then for an offer of 200 MWh the 
price has to be equal or higher than 50 E/MWh. Each eligible Generator 
for making a dispatch offer can make an offer for any of the Allocation 
periods (Article 24 of the Network Code). The power capacity 
corresponding to the energy that is supposed to be offered to the network 
for ancillary services cannot participate in the dispatch offers. 
For the thermal and hydroelectric power plant units, the price of each of 
the scale's steps has to be lower than the Maximum Price Offer set by the 
State, and needs to be equal or higher than the minimum variable cost of 
the unit. Especially for the first step of the scale, the price is permitted to 
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be lower than the variable cost of the unit. For one Allocation period the 
amount of the offered energy cannot exceed 30% of the total offered 
energy of the Allocation day (DESMIE 2005). 
5.2.2 Calculation of Market Clearing Price 
The Network Operator (HTSO S. A) examines the credibility and 
legitimacy of the dispatch offers, and calculates the Market Clearing Price 
(MCP) for the day-ahead "Daily Energy Programme". In case there are 
restrictions of electricity transmission, the country is divided into three 
operational zones, for each one a different MCP is applied. Then, the 
whole network's MCP is calculated as the average MCP values of the 
three zones. In other case, where there are no transmission restrictions, 
the MCP is the same for all the interconnected network of the country 
(Article 56 of the Network Code - (DESMIE 2005)). 
There are two necessary sub-problems to be resolved in order to 
calculate the MCP. These are the demand and offer equations. Their 
intersection point corresponds to the MCP value. The demand equation is 
calculated by knowing all the submitted applications from the suppliers 
regarding their expected load they need to deliver. The offer equation is 
determined by all the dispatch. offers of the suppliers (Article 56 of the 
Network Code - (DESMIE 2005). 
5.2.3 Payment of pailicipants in the Daily Energy Programme 
Three hours after the expiry of the offers submission deadline, the HTSO 
calculates the amount of the credits and charges for all Participants, 
according to their dispatch offers and the submitted demand-load 
applications. The latter refer to applications of purchasing electricity 
through the pool for any reason. 
At the end of every Allocation day, the HTSO performs the clearing 
procedure of the market, through which it determines the final credits and 
charges for all Participants. This is done because some of' the 
Participants might not be able to meet their obligations for generating, 
supplying or purchasing electricity as had been ought to in the DER The 
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Participant which submits a dispatch offer and is accepted to dispatch 
electricity for the whole or part of his offer, is paid according to the 
amount of the dispatched electricity with the MCP of the specific 
Allocation periods that energy was dispatched. The payment amounts are 
described by the following Equation 5-1 (DESMIE 2005)- 
D,, IERI,,,,,, ý DASAIP, - DA10, _1, 
Equation 5-1. Calculation of the Participant's payment for his dispatch offer 
Where: 1), the payment amount in Euros to be paid to 
Participant p, for his dispatch offer u, during the Allocation 
period t. 
1). 4S. 1111, the MCP in E/MWh for the Allocation period 
t of the specific Allocation day. 
the electricity in MWh from the dispatch 
offer u that has been included in the DEP and corresponds 
to the Participant p for the Allocation period t of the 
Allocation day d, after its escalation aiming to consider all 
losses of the network that correspond to the dispatch offer 
U. 
Those Participants who submit demand (load) applications which are 
partially or totally included in the DEP, are obliged to pay the amount 
corresponding to the energy purchased with the MCP of each Allocation 
period during which the energy was purchased. The charged amounts 
are described by Equation 5-2 (DESMIE 2005): 
DAEP,. 
, = 
DASAIP, - DAOD 
Equation 5-2. Calculation of the Participant's charges for his load application 
I. azaros Exarchakos. 2008 71) 
Electricity market in Greece 
Where: DAEIý,,,,, the charged amount in Euros to be paid by 
Participant s, for his load application u, during the Allocation 
period t. 
DASMP, the MCP in E/MWh for the Allocation period 
t of the specific Allocation day. 
DAOD,,,,,, the electricity in MWh from the load 
application u that has been included in the DEP and 
corresponds to the Participant- s for the Allocation period t of 
the Allocation ýday d, after its escalation aiming to consider 
all losses of the network that correspond to the load 
application u. 
5.3 Ancillary services 
5.3.1 Definitions 
According to the "Network Code" (DESMIE 2005) in Article 123, the 
ancillary services are needed for transmitting the electricity from the 
dispatch points to the consumption points through the. network of the 
interconnected system, and for maintaining a certain level of electricity 
quality. These services can be distinguished into seven categories: 
a. Primary Control Reserve 
b. Secondary Control Reserve 
C. Synchronised Tertiary Control Reserve 
d. Non- Synchronised Tertiary Control Reserve 
e. Stand-by Reserve 
f. Voltage Control 
g. Black start capability 
The first four categories are characterised according to the Network Code 
as "Ancillary Services of Frequency Control and Active Power". In the 
international literature those services are reported as "Spinning Reserve" 
(Rebours & Kirschen 2005b). However there is a wide and quite variant 
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range of perceptions on this term. The definition used by the UCTE - 
"Union for the Co-ordination of Transmission of Electricity" is: "tertiary 
reserve available within 15 minutes that is provided chiefly by storage 
stations, pumped storage stations, gas turbines and by thermal power 
stations operating at less than full output (responsibility of the TSO) - this 
definition refers to warm start. The definition of the British Electricity 
International is "the additional output which is part loaded generating 
plant is able to supply and sustain within 5 minutes. This category also 
includes pumped-storage plant [ ... ] operating in the pumping mode, 
whose demand can be disconnected within 5 minutes" (Rebours & 
Kirschen 2005b). 
The suggestion of Rebours and Kirschen is that the idea of time should 
be excluded and that the definition should be independent of the terms of 
"generator" and "demand-side". Therefore they propose a quite strong 
and rigid definition: "the spinning reserve is the unused capacity which 
can be activated on decision of the system operator and which is 
provided by devices which are synchronised to the network and are able 
to affect the active power". This definition, according to the authors, 
produces some consequences, most importantly stating that the primary 
control reserve, which is not controlled by the TSO, as well as the self- 
regulating effect of the loads, should not be included in the spinning 
reserve. Further, the secondary control reserve and the synchronised 
tertiary control reserve need to be part of the spinning reserve, both 
controlled by the TSO. In case a generator decides to be excluded from 
the programme for ancillary services provision, then it cannot use the 
spare synchronised capacity as it is not controlled by the TSO and cannot 
be activated (Rebours & Kirschen 2005b). 
The next Figure 5-1 is indicative of the context given to the spinning 
reserve by these authors. It includes the Secondary control and the 
Synchronised tertiary control reserve. UCTE correlates spinning reserve 
with warm reserve provided within some minutes from the moment it is 
requested. 
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Figure 5-1. Representation of the spinning reserve of a generating unit, participating in 
all three levels of frequency control 
Source: (Rebours & Kirschen 2005b) 
Greece, as well as the countries of the mainland Europe of which the 
electricity networks are synchronised, is a member of UCTE. UCTE is the 
association of transmission system operators in continental Europe, 
providing a reliable market base by efficient and secure electric "power 
highways" <www. ucte. orq>. In UCTE each type of control (primary, 
second and tertiary) is defined as follows (Rebours & Kirschen 2005a): 
- Primary Control., local automatic control which delivers reserve power 
in opposition to any frequency change; 
- Secondary Control., centralised automatic control which delivers 
reserve power in order to bring back the frequency and the 
interchange programs to their target values; 
- Tertiary ControL manual change in the dispatching and unit 
commitment in order to restore the secondary control reserve, to 
manage eventual congestions, and to bring back the frequency and 
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the interchange programs to their target if the secondaty reserve is 
not sufficient". 
5.3.2 Calculation of Ancillary Services 
The RAE (Regulatory Authority for Energy) of Greece, after considering 
the judgement of DESMIE for the shares that the two types of Reserve 
(Primary and Secondary) should have in the energy band of ancillary 
services (being 12% and 88% respectively), calculates the amounts of 
energy allocated to those two types as follows (Aslanoglou 2007-IRAE 
2006a): 
RE T (AIIV) for the Primary Control Reserve 
Equation 5-3. Amount of Primary Control Reserve in MW, delivered by Unit u during the 
Hour t for the Greek electricity system 
Where: PR,, t is the amount of the Primary Control 
RE, t is the Primary Control Reserve of the Unit u 
T,, t is the amount of time (in detail of two decimals of an 
hour) during the Hour t where the Unit u delivered Primary 
Control Reserve 
RR,.,,,,, 
. ý', (! If Tj,, ) NR 
for the Secondary Control Reserve 
Equation 5-4. Amount of Secondary Control Reserve in MW, delivered by Unit 
(Generator) u during the Hour t for the Greek electricity system 
Where: RA,, t is the calculated "Band of Secondary Control Reserve" 
in MW which is equal to the average of the difference of LFC,,,,, x 
(maximum limit of loading the Unit u under Automated Regulation 
of Production mode in MW) and LFC, j, (minimum limit of loading 
the Unit u under "Automated Regulation of Production" (ARP) 
mode in MW) 
81 I -a/aros 
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CFZ is the constant of reducing the "Band of Secondary 
Control Reserve", equal to the ratio of the difference between the 
registered "Band of Secondary Control Reserve" of the Unit u and 
the sum of the "Zones of prohibited Constant Operation" due to 
oscillations in MW, by the registered "Band of Secondary Control 
Reserve" 
RRARP is the rate of altering the generation of a Unit u under 
the "Automated Regulation of Production" in MW/min 
NR is the expected rate of altering the generation of a Unit u 
under the "Automated Regulation of Production" in MW/min 
T,, t is the amount of time (in detail of two decimals of an 
hour) during the Hour t where the Unit u delivered Secondary 
Control Reserve 
As it is clear from the above mentioned equations (Equation 5-3 and 
Equation 5-4), a very thorough and detailed report of the technical 
characteristics of a Power Plant is needed for using them. These kind of 
data are not available for this research and it is out of its scope to assess 
the operation of specific generation units', but to examine how specific 
technologies could behave under the economical context in various 
scenarios of operation. Therefore, the very detailed technical analysis is 
not required; and is the reason for which a simpler way of acquiring 
findings about spinning reserve was sought. 
Following that, according to the UCTE the amount of (positive) spinning 
reserve in its member countries at its recommended maximum is 
calculated by the following empirical equation (Rebours & Kirschen 
2005b)- 
SR = 
(110 
-L..... +15 
02 
)_ 
150 (Alff') 
Equation 5-5. Empirical formula for the maximum recommended positive spinning 
reserve in the UCTE system 
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Where: SR is the Spinning Reserve (Secondary Control Reserve) in 
MW 
L,,,, is the maximum load of the system at a given time 
period 
Interpreting Equation 5-5, for each hour within a 24 hour day, the required 
amount of spinning reserve for the whole system (SR) is given by having 
the max. load of that time as input data in the equation. The validity and 
accuracy of Equation 5-5 is verified by another source; a consultation 
document published by RAE concerning the determination of monthly 
surcharge on payments of ancillary services. It states that for a load peak 
of 10 000 MW the minimum Secondary Control Reserve equals 200 MW 
(Aslanoglou 2007; RAE 2006b). 
The difference between the two sources is that the former specifies the 
equation use for the maximum reserve and the latter for the minimum, 
albeit giving the same numerical result. For the scope of this research, 
given the fact that is targeting the Greek electricity market, the case of the 
RAE will be granted, using the equation for the minimum of reserve. 
In Greece, as stated in Article 33 of the Network Code, every generation 
unit participating in the DEP (Daily Energy Programme) has the obligation 
of submitting a fully compulsory offer for ancillary services for every Hour 
of the day ahead for the nominal capacity of the unit. The exceptions of 
this obligation rely on the cases where (DESMIE 2005): 
the unit is under maintenance (for the capacity held back due to 
that reason) and 
the unit is totally unavailable-for service to the system 
As for the conditions under which the generators deliver ancillary 
services, the Network Code in Article 141 declares that for Primary 
Control Reserve, all generation units of nominal capacity exceeding 2 
MW and are synchronised with the system, are obliged to operate under 
the control of the load regulator of the unit. Further, the units of nominal 
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capacity over 60 MW carry the obligation to deliver Secondary Control 
Reserve operating under ARP mode. For both cases, the generators 
excluded are those stated in Article 35 of Law 2773/1999 and are 
renewables of nominal capacity less than 50 MWe, Hydro power stations 
of nominal capacity of less than 10 MWe and CHP of nominal capacity of 
35 MWe (DESMIE 2005). r 
There is no reference to whether the electricity storage technologies like 
those tested in this research should follow the line of the regulations. 
In. the case of this research, the power plants of storage that have been 
considered are in the range of medium-scale applications (5-40 MWe of 
nominal capacity). The principal tests have considered the capacity of 40 
MW. Therefore, there are two options for deciding on the ancillary 
services provision from the ESS. If these are to fall in the renewables 
category, then there is no obligation. On the other hand, the category of 
the - Hydro power stations would automatically impose on them the 
compulsory participation in the Secondary Control Reserve provision 
according to the Greek energy regulations. However, the delivery of 
Primary Control Reserve is obligatory for all generators. 
5.4 Costs and payments for anciflary services 
As mentioned before, all power plants and units participating in the DEP 
are delivering ancillary services to the network on a compulsory basis, 
and are called to do so by the Grio Operator every 5 minutes of the hour. 
The Greek electricity market is not highly competitive for electricity 
provision and the situation for ancillary services is even worse at the 
moment. This is caused by the tight conditions (scarcity of generation 
capacity) of the Greek generation system where almost every generation 
unit operates, especially the lignite fired power plants which are up to 60 
years old. Even though in the Network Code the provision of ancillary 
services is supposed to pass through a competitive market, in practice 
due to the abovementioned tight conditions, it is considered and treated 
as compulsory for all generators (DESMIE 2005). 
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The Network Code in Chapter 27 (DESMIE 2005) regulates the payments 
for the ancillary services provision. The marginal price of the ancillary 
services is calculated for every Allocation period of the Allocation day as 
follows (DESMIE 2005): 
- For the Primary and Secondary Control Reserve the marginal price is 
equal to the maximum price (E/MW) amongst the ancillary services 
offers included in the DEP for each of the Allocation periods. The 
prices for the two services are different between them. 
- For Voltage Control, the marginal price ýis set as the maximum 
additional variable cost for reactive power provision that exceeds the 
maximum constant ability of reactive power. The additional variable 
cost refers to the additional cost of operation or maintenance. 
The generators offering ancillary services (Primary and Secondary 
Control Reserve) and participating in the DEP are paid. for the duration of 
their service provision and not for their fixed capital costs of their units. 
Further, a point to note here according to Chapter 328 of the Network 
Code is that for the market clearing procedure, the amount of electricity 
dispatched for ancillary services is not distinguished from that dispatched 
for electricity provision and the charged amounts for a generation unit 
refer to the total of the dispatched energy. 
The ancillary services for which there is payment available in the market 
are the Primary and Secondary Control Reserve and the Voltage Control. 
The payments are calculated as the multiplication product of the amount 
of the dispatched electricity for those services with the marginal price of 
each of the services for the specific Allocation period (DESMIE 2005). 
However, because the provision of ancillary services is compulsory and is 
paid with a regulated price that the RAE sets monthly for the payment of 
the whole Primary and Secondary Control Reserve services. For the 
period between 01/10/2006 and 30/09/2007 the amount that was 
authorised is El 737 400, which is interpreted to 3.5 E/MWh of ancillary 
services (RAE 2006). 
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5.5 Concluding remarks 
As shown, the Greek electricity market operates on the basis of the 
electricity Pool for the electricity provision services but it needs to move 
further to ensure that the ancillary services are provided on a market 
based method and not on a compulsory basis.. This would mean that the 
income from participating in an open market of ancillary services would 
be higher than now. In that case, the generators would be possibly able 
to increase their income and the electricity storage, operators to find that 
is economically worth holding part of their systems' capacity for ancillary 
services. 
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6 Carbon emissions reduction through storage 
6.1 Introduction 
The use of low carbon electricity from less polluting sources displaces 
equivalent generation by other - often fossil fuelled - sources. However it 
is often not straightforward to estimate this effect, as the generation mix 
both with and without the addition of the renewables is uncertain. There 
are several ways of calculating those avoided emissions, having different 
requirements for data input and produce estimations of varying accuracy. 
According to the "Lawrence Berkeley National Laboratory", two methods 
to estimate the avoided emissions from Renewable Energy generation 
comprise the use of demand curves and average emission rates (World 
Resources Institute 2004): 
eI "Marginal Avoided GHG" 
This method needs the demand curve, the dispatch order (relative to the 
short run marginal costs, ie the O&M and fuel costs) and the emission 
rates for each participating technology. It has the best accuracy in its 
calculations and outputs but it requires quite a lot of data to process. It is 
used to calculate the emissions from replacing part of the existing 
baseload power capacity. 
*2 WBase methodology" 
The second approach averages the electricity outbut-by three segments 
of the generation mix (baseload, load following and OM). OM is the 
electricity output margin of plants which respond to changes of the load 
curve caused by the generation of other plants. It is a methodology which 
is used when a new power plant will affect the output of the existing load 
following plants. , 
The analysis of this thesis is based on carbon dioxide (C02) emissions as 
this is the most important greenhouse gas (GHG) in terms of the quantity 
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released to the atmosphere by human activities. - C02 is also the GHG 
which is traded in the EU Emissions Trading Scheme. Other gases, like 
SO,, and NO,,, are also significant in relation to air quality. They, are not 
included in this analysis and in general are not calculated in the vast 
majority of the avoided emission studies 
In the case that this thesis examines, the avoided emissions due to 
electricity storage come from the use of Single Cycle Gas Turbines 
(SCGT) which are principally used in Greece during times of peaks as the 
least cost option (Lekatsas 2006). So, for calculating the avoided 
emissions in this research, it is assumed that during discharging; the 
increased power output would otherwise have been dispatched from 
SCGT and during charging the energy comes from a mix of generating 
technologies. While the ESS charge, the load curve moves upwards by 
the amount of energy consumed to be stored. A middle expensive 
generation source should take over the extra 
_consumption. 
Because of 
reasons of lack of data on the generation technologies' running costs, it is 
assumed that the generation mix does not change. 
Each technology participates with an amount of energy in the charging 
process of storage systems, for every hour of the charging schedule. That 
amount follows the relative percentages in the generation mix. For 
example, Lignite in the generation mix holds almost 55%. So for example, 
when the energy needed to charge the storage systems in an hour is 10 
MWh, 5.5 MWh out of them come from Lignite; and the emissions from 
that source will be (5.5)*(emissions from Lignite) (tonne/MWh). 
The available data set for calculating the shares of energy from each 
technology participating in the charging process is the generation mix in 
MWh in hourly basis. As discussed in the next section, the technologies- 
sources of energy in the mix are: Gas, Lignite, Oil, Hydro, Renewables 
and Imports. The non-emitting ones are the Renewables and Hydro plus 
the Imports as those have not been produced in the country and are not 
considered as emitting in the country. Therefore, the emissions due to. 
charging from this generation mix can come from only the Gas, Lignite 
and Oil. The only available data are from the Greek ISO for months 
January to October of 2006. 
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6.2 Generation mix 
The electricity generation in Greece has been rapidly increasing with one 
of the highest annual rates in Europe (4%) for the period between 1990 
and 2004 (European Environment Agency 2007). This is due to the high 
increase of the electricity consumption as indicated in Figure 6-3 (PPC 
S. A 2007). However, the electricity consumption per capita is still one of 
the lowest in the European Union, even though the installed air- 
conditioning load has been rapidly growing the last decade. The following 
two figures (Figure 6-1 and Figure 6-2), graphically indicate the ranking of 
the countries as per their electricity consumption, both total and per 
capita. Figure 6-3 gives a more detailed description of the consumption 
per capita for almost the same period (1994-2006) (PPC S. A 2007). 
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Figure 6-1. Average annual rate of electricity consumption for 1990-2004 
Source. - (European Environment Agency 2007) 
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Figure 6-2. Electricity consumption per capita (kWh) for 2004 
Source. - (European Environment Agency 2007) 
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Figure 6-3 Electricity consumption per capita in Greece from 1994 to 2006 
The response to this consumption trend from the part of the PPC S. A is 
the increase of its installed power capacity. The numbers are indicated by 
Figure 6-4. 
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Figure 6-4. Installed power capacity of the PPC S. A from 1994 to 2006 
The bulk of electricity generation is derived from Lignite followed by Gas, 
Hydro and Oil. Imports and Renewables (RES) are following. Lignite is 
the most significant fuel used in the power sector. After the energy crisis 
of the seventies, the country's policy on energy turned into exploitation of 
domestic lignite resources in order to lessen the dependence on imported 
oil. The two extraction fields of the country are located the one in the 
north, at site Ptolemais-Amynteon, and the second, the smaller one, in 
the south in Megalopolis region. So today, lignite power plants account 
for around 50% of the total installed capacity and generate over 60% of 
electricity (National Technical University of Athens 1997). This statement 
is also backed up by the current analysis undertaken for this thesis, given 
the measured power and energy shares of each of the technologies 
which participate at the moment in the Greek electricity market. A sample 
of these shares can be found in Table 6-1. The peak production from 
lignite, as it can be seen from Figure 6-5 and Table 6-1, occurs during 
summer in months of July and August where the consumption peaks due 
to the use of the air-conditioning mainly in the domestic sector. The latest 
reported figures for the shares in electricity generation of the generation 
mix have been analysed to get the most updated emission factor which is 
0.79 kg C02 per kWh of generated electricity for the period May 2007- 
May 2008. 
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Figure 6-5. Energy produced by each fuel-technology in the Greek electricity market for 
years 2005 and 2006 
Table 6-1 Monthly numbers for electricity generation per fuel type for years 2005 and 
2006 
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Another point to notice is that the use of natural gas Is increasing, while 
that of lignite shows a negative trend. Natural gas is imported from 
Russia through pipeline and Algeria with LNG carriers. In the beginning of 
2005 it accounted for around 17% of the generation mix when in the end 
on the following year the figure was 27%. The relative numbers for lignite 
are 67% and 54% respectively. On the other hand, participation of oil 
remains stable to just under 7% with very small variations throughout 
years 2005 and 2006. This percentage for oil refers only to the 
interconnected system and not to the units serving islands out of the 
interconnected mainland. Hydro electricity and RES are also stable for 
this period, with around 12% and 2% respectively. The percentages of all 
fuels are indicated by Figure 6-6. 
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Figure 6-6. Shares of electricity generation per fuel-technology in the generation mix for 
years 2005 and 2006 
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Figure 6-7. Shares of electricity generation from fossil fuels for years 2005 and 2006 
6.3 Emission rates 
The sources of data found for the emissions from the technologies are 
initially two', the EUSUSTEL project of the EU (Cosijns & D'haeseleer 
2005) and the JOULE III programme of the EU with title "External Costs 
of Electricity Generation in Greece" (National Technical University of 
Athens 1997). The first source is new as it was published in year 2006 
but'it contains average numbers and figures for Europe. On the other 
hand, the second source is quite old as it was published in 1997. 
However, it is addressed to the Greek electricity system and it is argued 
that the emitting technologies reported have not seen major changes in 
Greece as well. 
From all the fuels and technologies participating in the generation mix, 
those which do not emit are the hydro and RES, while from the fossil 
fuels, the most pollutant is the lignite. Lignite resources in Greece have 
high content of ash and sulphur, and a relatively low calorific value (1054- 
1610 kcal/kg). During the combustion process for power generation the 
air emissions are 1.32 tonnes C02 for every MWh of generated electricity. 
This figure refers to an existing power plant of St. Dimitrios located at the 
south-eastern side of the lignite field. It has an installed capacity of 366.5 
( I. a/aros Fxarcliakos. 2008 Q0 
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MW with net efficiency of 34% (National Technical University of Athens 
1997). 
Second in the list of the most pollutant fuel, is oil. The air emissions from 
combustion process for power generation refer to an under construction 
p. ower plant with. steam turbine with power capacity of 120 MW and gross 
efficiency 37%. The figure -gi ven is 0.738 tonnes Of C02 per MWh of 
generated electricity. 
Natural gas is the least pollutant fossil fuel, of those in the Greek 
generation mix, with emissions of 0.2016 tonnes C02 per MWh of 
generated electricity. This figure refers to an existing CCGT power plant 
with capacity of 560 MW and gross efficiency 49%. The calorific value of 
the natural gas used in Greece is 9 524 kcal/N M3 for the Russian and 
9 640-10 650 kcal/NM3 for the Algerian. 
Note: the NM3 accounts for the Normal cubic metre, which is a way of 
measuring the volume of natural gas in cubic metres in conditions of O'C 
and pressure of .1 Atm. 
It is assumed that it is fairly secure to use the emission rates stated in the 
Externee report, as it refers specifically to the Greek electricity market, 
with the type of fuels used in existing and under power plants. To sum up, 
the figures used for emissions rates from the participating technologies in 
the generation mix are as follows: 
Lignite: 1.32 tonnes C02 per MWh of produced 
electricity for 37% gross efficiency 
Oil (steam turbine): 0.738 tonnes C02 per MWh of produced electricity for 
37% gross efficiency for steam turbine technology 
Gas (CCGT): 0.2016 tonnes C02 per MWh of produced 
, electricity for 49% gross efficiency of CCGT 
technology 
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6.3.1 Emissions per fuel-technology 
Lignite technologies are heavily emitting and thus the emissions from this 
fuel in the country dominate. As indicated in Figure 6-8 and Figure 6-9, 
lignite emissions are far higher than the other technologies, being 
consistently around 85%-90% of the total, while its electricity generation 
share amongst the fossil fuels is around 65%. 
C :.:.:.: 
ix.: 
Emissions pei fuel 
Figure 6-8 Emissions from each fuel in the generation mix in years 2005 and 2006 
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Figure 6-9 Shares of emissions per fuel in the generation mix for years 2005 and 2006 
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The highest emissions are observed during summer, where also the 
highest electricity demand occurs. The increased demand resulting in 
increased generation triggers higher emissions. However, during the two 
years for which unit commitment data is available (2005-2006), there are 
three cases where this behaviour is reversed. Meaning, that while the 
electricity generation is growing, the emissions fall. These cases are 
October-November 2005, February-March 2006 and September- 
November 2006. In the first and third cases, the drop in emission levels is 
caused by the fewer emissions coming from lignite. For a relatively small 
drop in electricity generation by lignite, compared to the increase from 
gas and oil, the effect on the emission levels is significant due to the 
highly polluting nature of lignite. Only in the second case (Feb-Mar 2006), 
- the emissions decrease was mainly due-to the high participation of Hydro 
Olants. ih the generation mix, aided by a less extensive drop in gas and oil 
emissions (see Table 6-2). 
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Figure 6-10. Comparative development of total monthly figures for electricity generation 
and emissions for years 2005 and 2006 
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Table 6-2. Cases of reversed behaviour between electricity generation and emissions 
Electricity generation (GWh) 
Gas Lignite Oil Hydro RES Total Difference 
2005 Oct 669.729 2570.675 180.060 320.085 101.348 3841.898 215.294 
Nov 847.844 2461.983 255.371 393.228 98.767 4057.192 
2006 Feb 731.329 2421.788 269.210 508.282 81.718 4012.327 87.943 
F Wa- Tr 426.610 2500.789 199.734 884.633 88.504 4100.270 
2006 Sep 945.176 2291.427 273.724 315.603 101.087 3927.016 89.645 
Oct 953.143 2276.893 305.179 309.891 123.601 3968.708 
Nov 1113.12 2113.764 335.923 355.559 98.292 4016.661 
Emissions ('000 tonnes C02) 
2005 Oct 135.017 3393.291 1 32.884 0 0 3661.192 -51.986 
Nov 170.925 3249.817 188.464 0 0 3609.206 
2006 Feb 147.436 3196.760 198.677 0 0 3542.873 -8.423 
Mar 86.005 3301.041 147.404 0 0 3534.450 - 
2006 Sep 190.547 3024.684 
. 
202.008 0 0 3417.239 -154.754 
Oct 192.154 3005.499 225.222 0 0 3422.875 
Nov 224.406 2790.168 247.911 0 0 3262.485 
6.3.2 Emissions from SCGT 
The purpose of calculating the* emissions from the SCGT, is that 
according to this research's assumption, the avoided emissions come 
from the replacement of peaking plants of gas turbine technology burning 
natural gas. The energy discharged is considered as replacing equal 
amounts generated by peaking plants of SCGT. 
The emissions Of C02-eq. according to "A Guide for the European 
Emissions Trading Scheme" produced by the burning of fuel are 
calculated using the following equation (Sioulas et al. 2005): 
CO, Einissions = 
(Fitel Cojisziiitl)tioizXTJ) * (Emissions Factor)(1C0, * TJ -') * (Oxidation Faclor) 
The Net Calorific Value (NCV) of the natural gas imported in Greece from 
Russia is 9 524 kcal/N M3 or 38.85 Mj*M-3 with relative density (baseline 
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Air=1) -equal to 0.589 (National Technical University of Athens 1997) 
(Munday & Farrar 1979). 
The emissions factor for natural gas according to the IPCC is equal to 
56.1 (tC02*TJ-1) (Commission of the'European Communities 2004). 
The oxidation factor for non-solid fuels is equal to 0.995 which 
corresponds to 99.5% of conversion of carbon into carbon dioxide. 
So, the burning of one cubic metre (1 M) of natural gas with those 
characteristics would give: 
C02 emissions = 38.85*1 0-6 (TJ)*56.1 (tC02*TJ-')*0.995 
=2168.59*1 0-6(tCO2* M-3) 
The Danish Energy Authority in its report (Danish Energy Authority, 
Elkraft System, & Eltra 2006) gives efficiency for single cycle gas turbines 
for medium-scale plants of 38%. For that efficiency and given that the 
energy content of natural gas is 38.85 Mj*M-3, the Energy output is 
14.763 MJ per cubic metre. 
The conversion of 1 TJ energy content of fuel is 277.78 MWh of electrical 
energy. 
So, the Energy output of 14.763*1 0-6 TJ *M-3 is equal to: 
(14.763*1 0-6) *277.78=0.0041 MWh *M-3 of fuel. 
As one cubic metre of natural gas gives 0.0041 MWh of electricity and 
produces 2168.59*1 0-6 tonnes Of C02, the generation of 1 MWh of 
electricity needs 243.9 m3 of natural gas, releasing 0.5289 tonnes Of C02 
(0.5289 t C02 for every MWh of generated electricity from gas turbine 
with efficiency of 38%). 
This chapter has shown how the avoided emissions due to the use of 
electricity storage are calculated and what the role of the generation mix 
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is. It is assumed that the discharging of the ESS displaces equal amount 
of elecricity that would have been produced by SCGT, a common 
technology in Greece for peaking plants. Further, while charging, it is 
assumed that the generation mix remains unchanged. In Greece, where 
the lignite dominates, the charging of the ESS is using highly emitting 
generation mix and it is quite unlikely to balance these indirect emissions 
with the displaced SCGT emissions of the peak hours. This balance will 
be assessed later, in chapter 10. 
0 Lazaros Exarcliakos, 2008 102 
Development of the modelling approach 
7 Development of the modelling approach 
7.1 Introduction 
This chapter discusses the developments (mostly recent) in research 
relevant to the thesis topic, the modelling approaches under 
consideration, the logic of the appropriate approach selection, the 
preparatory stages of the data analysis, the formation of the hypothetical 
DSM programme that is applied on the load data and the types of the 
modelling outcomes. 
There is a wide range of previous research studies. All of them include 
modeling work for optimization of a certain objective function and many of 
them couple the electricity storage with the operation of demand-side 
management, and others are more general dealing with energy and not 
electricity specifically. The followed classification represents an effort to 
set clearer marks of the topic interests. 
Starting with a quite out of date research publication, that of Graves et al. 
(Graves et al 1999), it intends to give a very quick look at the relevant 
research interests of the time. In this piece of work, the authors compare 
two different methods of operating the grid connected ESS. The first uses 
blocked average data for the MCP, while the other uses hourly values. 
They show that the use of hourly values of the MCP can have much 
higher revenues than using average values of prices for the peak and off- 
peak hours'of the day. They further propose a set of price thresholds, the 
charging and discharging. For prices below the first one the ESS charges 
and above the second one it discharges. For the hours failing in between 
the two thresholds, the system remains idle. 
The identification of the charge/discharge allocation timings, according to 
this study, highlights the importance of using hourly real data for load and 
market clearing price (MCP) which is a valuable output. However, the use 
of fixed charge and discharge thresholds, as well the use of a whole hour 
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duration for only one operation, either charging or d[scharging, cannot 
capture the full potential for profits out of the MCP profile. 
The theoretical background on the allocation of the charging/discharging 
operation in time as well as on the impact of the ESS power capacity on 
the own profitability is given by the considered modelling approaches: 
"Optimal Control", "Stochastic Resource Allocation" and "Dynamic 
Programming". These have been mentioned in chapter 2 and will be 
presented in later sections of this chapter. 
The allocation of the charge/discharge operations requires that the MCP 
data are deflated into a single base year and that the relationship 
between the load and the MCP is clearly dýfined in order to assess the 
influence of the DSM on load and price. These approaches are explained 
in later sections of this chapter 
The definition of the influence of the load changes on price due to DSM 
programmes needs to be applied on a defined DSM programme. In 
Greece there is no established methodology for DSM and DSM 
activations serve states of emergency. This thesis assumes a DSM 
programme which is not a modelling of specific DSM activities but a 
representation of a more intensive application of the existing practice in 
Greece. The logic of that is explained in the last section of this chapter. 
7.2 Combining energy and electricity storage with demand-side 
management 
In recent research, a very good example of research combining the ESS 
with the DSM is undertaken by Furusawa et al. (Furusawa et al. 2007). In 
this paper, they develop -a mathematical model which examines the 
effects of electricity storage on the procurement costs of the Load Serving 
Entities (LSE s), when electricity storage is placed at the customers' side. 
The first aim of that is to assess whether it is profitable for the LSEs to 
incentivise the adoption of ESS technologies from their customers. The 
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second aim is to evaluate the effects of deploying the ESS technologies 
to some LSEs customers' side on the price with which the LSEs buy 
electricity and to what extent this drop of price reduces the procurement 
costs of the rest of the LSEs as well. This research involves the DSM as 
being implemented by electricity storage systems which the authors claim 
can alleviate the erratic nature of the Market Clearing Price (MCP), and 
not by other forms like smart metering (Kirschen 2003). Therefore they 
have coupled the ESS with the DSM, with'the latter to be implemented 
through the operation of the former. 
The mathematical optimization model they built minimizes the costs for 
the customers for the adoption of ESS technologies in their premises. 
The objective function uses hourly data for the variables of charging and 
discharging energy and the ESS power capacity. However, the performed 
tests include just one day and for concluding to results, these are 
multiplied to the desired number of days. 
The performed statistical analysis of the MCP (regression of the MCP 
with respect to load) aims at evaluating the effects on the MCP from the 
ESS operation. The method they use to define the relationship between 
MCP and load is using the least squares as also supported by Vucetic et 
al. (Vucetic, Tomsovic, & Obradovic 2001). They find that this relationship 
is described by third-order polynomial equations which apparently are 
non-linear. 
The authors of this research paper have concluded that there is economic 
interest of the LSEs to incentivise the adoption of the ESS technologies 
by their customers. This is done due to the drop of procurement costs of 
the LSEs with the increase of the number of the electricity storage 
systems installed. 
Other publications study the energy storage for load management 
purposes like Cao and Cao (Cao & Cao 2006) and Henning (Henning 
1998). 
In the first, the authors aim at energy conservation and test three 
methods of thermal energy storage for industrial boilers in order to 
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optimize the sizing of such systems. The three methods refer to 
minimization of thermal energy storage capacity, optimization of load 
assignment and minimization of life-cycle cost. The minimization of the 
storage capacity is interpreted to lower capital investments and the 
optimization of load assignment is interpreted to the lower fuel costs. The 
third method is a combination of the other two and possibly constitutes 
the best option. 
The interest here relative to this thesis focuses on the second method, 
the optimization of the load assignment. This method tries to minimize the 
fuel costs of a boiler plant by optimizing the allocation of the load that the 
boilers are to deliver. In direct comparison to this thesis' research, the 
allocation optimization of the boiler's load is similar to the allocation 
process of the. charge/discharge. However, the daily load is not allocated 
in an -hourly basis like- in this thesis, but the day is divided in clusters for 
which the load demand is stable in each one of them. 
Henning applies a linear programming model to minimize the capital and 
operational costs of the heat storage systems which are used for heat 
storage and load management purposes. These are operated by a local 
utility which uses Combined Heat and Power technology for the provision 
of electricity and heat. In case there'is no cogeneration, the cheap night- 
time electricity drives the heat pumps to heat the water for the next day 
use. However, he highlights the importance of not setting a specific 
period of time for either charging or discharging, but giving the flexibility to 
be operated without such restrictions. 
7.3 Optimisation modeling for electricity sector 
Optimisation problems which seek to find an optimal number or set of 
numbers can be of a discrete or continuous form (Kamien & Schwartz 
1991). These problems usually address a maximisation or minimization 
objective function subject to several constraints. Such approaches have 
been used in many disciplines and the energy sector as well. 
In publications, relevant to this thesis research, the aim is the cost 
minimization or profit maximisation, having as objectives either the 
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optimisation of a power system's sizing, or optimisation of resources 
allocation, or optimisation of unit 'commitment and power portfolio. 
Different modeling approaches have been used to solve such problems. 
Usually heuristics as well as stochastic dynamic programming are used to 
solve small-scale power portfolio optimization problems (Denton et al. 
2003, Paravan, Sheble, & Golob 2004). For the power 'portfolio 
optimisation a widely used modeling approach is the mean-variance as 
has been reported by (Xu et al. 2006). Good references on this approach 
can be found in Yin G. and Zhou X. Y. (Yin & Xun 2004) and Yu Z. (Yu 
2003). 
Stochastic optimisation modeling, which is also the approach of this 
thesis research, is used by Sen et al. (Sen, Lihua, & Genc 2002) to 
maximize the profits of a power portfolio. The authors develop a model for 
unit commitment optimisation which as they claim gives higher profits 
than a fixed plan for unit commitment. In this model, the spot market price 
is divided into "on-peak" and "off-peak" prices, and even though their 
available data is in hourly values, they block the peak and off-peak load 
into average values with duration of 16 and 8 hours respectively. 
The functionality of the multi-stage stochastic model they developed can 
give suggestions for the commitment plans of the forward market but it 
can also provide decision suggestions for the generation and spot market 
for long term horizon (half to whole year) without being over-dependent 
on the daily information. 
However, in the case of applying this study on the allocation of electricity 
storage operations, it uses blocked data in contrast with the suggestion of 
Graves et al that the hourly data can have higher profits. 
7.4 Optimal Control Problems 
The allocation of the charge/discharge operations that has been followed 
in this thesis is related to problems of optimal control can be approached 
by two methods, depending basically on the nature of the control variable 
and the conditions of the problem concerning the relationship which 
connects two subsequent steps of the model. The two methods are the 
Discrete Optimal Control and the Continuous Optimal Control. A short 
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description of them follows, as it is found in the book "Nonlinear 
Programming: theory and algorithms" from Bazaraa et al. (Bazaraa, 
Sherali, & Shetty 1993). It is a very good and comprehensive source for 
modelling optimisation problems of various natures. Suggestion for 
further reading is "Dynamic Optimization; The calculus of variations and 
optimal control in economics and management" (Kamien & Schwartz 
1991). 
7.4.1 Discrete Optimal Control 
The main characteristic of this group of problems, compared to the 
Continuous Optimal Control, is that the control variable imposed on the 
state of the system, in every stage in which the solution is sought, 
changes. 
The optimal control system consists of N number of stages. At the 
beginning of stage n, with nc (I : V), the state w of the system is 
characterised by a vector w,, -,. 
The transition of the system's state from 
w,, -, to w, at the end of stage n 
is achieved by imposing a control variable 
on the system, which is denoted by the letter u. So, for stage n, the 
control variable applied is the u,,. 
The relationship describing this transition is the following: 
I", -II+ (/7( W,, I/,, 
) fi)/' t7 E= 
(I 
:X 
Equation 7-1. Formula describing the relationship between two subsequent states of a 
discrete optimal control problem 
As seen from Equation 7-1, the next state of the system depends on the 
previous state, as well as on the control variable imposed on the system 
state at stage n. 
The initial state of the system is denoted by wo and throughout the stages 
it passes, the states that it gets go fromWO t0 WN. Each one ofthese 
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states is a vector. This sequence of the states' vectors is called a 
-trajectory". 
The control variables and the system states need to satisfy some 
requirements in order to be considered valid or "feasible". First of all, they 
have to belong to sets as follows: 
li (ý 11' for nc (I : x) 
III, ý--- I ", for n c- 
(I : x) 
.-01... ..... It'\ *1111-1 I/\ 
)E: Z 
The function denoted with the Greek letter ( is a known function which is 
often called "trajectory constraint function". 
There is a certain combination of the feasible control variables and 
trajectories that brings the system into a state of optimised situation, 
which is the optimisation of a specific objective function. This objective 
function is a minimisation objective, subject to certain constraints'. 
Minimisation objective: a(w, W% I III I, *, - I/ I) 
Subject to. for iie (I : N) 
for nEz(l: A) 
for ne 
7.4.2 CoWitmoLis Optimal Control 
In the description of the discrete optimal control, the control variables are 
exerted on the system at discrete points, which are the states of the 
system at every stage. Now, in case the problem is fixed-time and is 
characterised by a single control variable applied over the whole planning 
horizon from time zero (0) to time T, then it is a continuous control 
problem. 
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The mathematical expression describing the relationship between two 
subsequent states of the system is as follows: 
q+v(f). u(i)] for ic (0: T) 
Equation 7-2. Formula describing the relationship between two subsequent states of a 
continuous optimal control problem 
Equation 7-2 shows that the next state of the system depends on its 
previous state and on the control variable as well. In a sense, it is the 
same case as in the discrete optimal control problems, but now, the 
formula involves the differentiable of the current state w(t). It is important 
to further notice that the state of the system, the control variable and the 
trajectory constraint function depend on the time while in the discrete 
form it was the stage which affected the state. 
Like in the case of the discrete form, the trajectory and the control 
variable are considered feasible only if some requirements are satisfied- 
for i e(O: T) 
for i E(O: 'I') 
/ 
Therefore given that the initial state of the system is at time zero (0) the 
optimisation involves minimisation of the objective function. 
Minimisation objective- fa[w(i). n(t)]di 
Subject toý n(i)] for ie (0: T) 
for i E(0: 1') 
fo rie (() -. -I') 
/ 
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Although the approach of continuous optimisation problems is as above, 
under certain modifications and conditions, they can transit to discrete 
optimal control problems. If the planning horizon is divided into N equal 
periods, each one of A duration, so that multiplication of A with the 
number of the periods equals the duration T, then the state w(t) of the 
system can be described by w(n, 6), and the control variable u(t) is 
denoted by u(n, 6), where n belongs to the set of numbers indicating the 
number of the periods the duration T has been divided (n=(1,... 'N)). 
Having wo as the initial state of the system, the continuous optimal control 
problem can be described as follows: 
Minimisation objective. ja(iv, it, 
a 
Subject to: for nE (I A") 
for ne 
for nc 
The repetitions of the model in this thesis which try to express the effect 
of the ESS energy consumption on the load profile of the interconnected 
system of the country and on the market clearing price formation as well, 
could be described by the optimal control approach. This is because 
each one of these repetitions depends on some of the elements of 
the previous one. Further, as it will be explained in later sections, the 
stopping criterion for this part of the model involves the minimisation of a 
subtract which again can be the case of optimal control. 
7.5 Stochastic Resource Allocation 
One of the standard optimisation problems, apart from the optimal 
control, is the allocation of limited resources in the best possible way in 
order to maximise profits. The description which follows, is taken from the 
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same book as for the Discrete and Continuous Optimal Control (Bazaraa, 
Sherali, & Shetty 1993). 
The general form of a linear optimisation problem is as follows: 
1 Maximisation of: px 
which is subject to: A-x: ý b 
> 
0 The p and x are n vectors, b is an m vector and A=[a1,..., aJ is an in xn 
matrix. The b vector represents the available resources which are m in 
number. Every column of the A matrix, from a, to an, represents an 
activityj, and the variable xj denotes the amount or'level of that activity. 
So, the necessary' resources to be consumed *for tke activity j are a, , x,, 
This is for just one of the activities included in the matrix A. For all the 
activities, the total required resources are their sum: A-x axj <b 
The last inequality describes the constraint of having limited resources, 
and the margins for their consumption are limited to their maximum m. 
Apart from the resources consumption, every activity j, produces an 
amount of profit equal to pj. The total profit achieved after all the activities 
it is PI. X= YPi -X, 
- 
The optimisation of this process is the maximisation of the profits. 
However, this maximisation can be interpreted as a problem of finding the 
optimal way to allocate the available resources to each one of the 
activities. 
This is a deterministic approach for the solution of the problem which in 
some cases is not adequate to address it, because the profit for every 
activity is not fixed, but is a random variable. This random nature of the 
profit coefficients requires that the assessment of such problems should 
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include the covariance V around the mean T of the profits, which is 
denoted by )5 = T11 )f ý 
The objective function f in this case is a random variable with mean 
Tx and variance X' -V-x. 
In this case of the linear optimisation of the outcome of function f where 
the maximisation of profits is the goal, the solution is the: 
1 Maximisation of: T7 x 
which is subject to: A. x<b 
xýO 
The other alternative approach to this problem, is to minimise the 
variance. This is a quadratic problem: 
Minimisation of: x, . 1/. x 
which is subject to: A. x<b 
x>0 
The approach of the Stochastic Resource Allocation can be potentially 
suitable to describe the maximisation of profits. This can be explained by 
the fact that the allocation of the limited sources (in this case the limited 
resources are the hours of the day) to the chargiQg and discharging 
operations is the prerequisite of the profit maximisation. The activities 
(charging and discharging) participating in the allocation plan with x level, 
different for every hour, produce a profit which is the sum of those 
multiplied with the corresponding price for each hour. Of course, the 
allocation of the limited resources (hours of the day) cannot exceed the 
physical limits of 24. 
7.6 Dynamic programming 
This section briefly presents Dynamic Programming, which can be 
considered as a candidate alongside the two optimal control theories, for 
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describing and assessing the effects of the aggregated power capacity on 
ESS profits. 
When decisions are made in stages and the outcome of each one of 
them cannot be predicted in full, then it is a situation which can be 
described by dynamic programming. The applicability of that falls into a 
wide range of applications, where the basic model description consists 
primarily of (a) "an underlying discrete time dynami .c system" and (b) a 
-cost function that is additive over time". 
The mathematical expression of a dynamic system given by Bertsekas is 
of the foliowing form (Bertsekas 1995, Kendrick 1981)- 
ii, iih kEE(O,. N- 1) x, w, 
Equation 7-3 Mathematical expression of a dynamic system 
whereý k denotes the discrete form of time, i. e. the performed 
iterations 
Xk is the state of the system at time k and gathers that 
information that is subject to optimization at subsequent 
steps 
Uk is the control variable for the step at time k 
WA is a random parameter 
N is the final number of iterations the system is called 
to repeat itself and apply the constraints. 
The cost function is aggregated through the iterations, so that in iteration 
k the cost denoted bygk(Xk, Uk, WO includes the cost produced at iteration k 
and the accumulated cost over time up to that point. The total cost at the 
end of the process, at iteration N, is expressed by Equation 7-4ý 
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\I 
9\ (X\ )+Ygk(Xk'UA""k) 
A (I 
Equation 7-4. Mathematical expression of the total cost at the end of the dynamic 
system process 
In the typical form of dynamic programming problems, the object to be 
optimised is the cost, but because there is the random parameter as 
element of the cost function, the cost is considered a random variable as 
well. As such, the optimisation refers to the expected cost and not to the 
cost. 
The control variables il, with k c- (0: N- 1), are those to control the 
values that the random parameters ir, with k c= (0: N- 1) should get. 
Each one of the control variables is selected with prior knowledge of the 
Current state of the system x, (Bertsekas 1995). 
Another cost element which is also considered in dynamic optimisation 
problems is the "terminal cost R(x,, ) "which expresses the cost of having a 
positive stock available at the end of the process, especially in cases of 
any type of commercial applications. This terminal cost consists of (a) a 
penalty for either a positive or negative stock at the end of the process, 
and (b) the cost of purchase to satisfy the demand. This terminal cost 
R('x, d is the total cost in the case of inventory control. 
In such systems, there are two types of optimisation; the open- and 
closed-loop optimisations. In open-loop optimisation, the control variables 
need to be set at the beginning of the process, without any prior 
knowledge of the random parameter. On the other hand, in closed-loop 
optimisation the values given to the control variables require that the 
current state of the system is known. 
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7.7 Selection of the appropriate modelling approach for the effects 
of ESS capacity on the network 
The choice refers to the modelling approach for only the purpose of 
examining the effects of the ESS power capacity on the interconnected 
network's load. The modelling approach regarding the profit maximisation 
is a straightforward approach which fully expresses the target of the 
modelling for that part. Thus, the choice is between the optimal control 
and the dynamic programming. Both describe phenomena and operations 
where the next step of a process depends on the results of the previous 
step and on the exerted control variables. 
However, there are principal differences listed below: 
* Dynamic programming optimises a cost function which is additive 
over time while optimal control minimises an objective function 
which is not additive over time. 
In dynamic programming the control variables are selected with 
knowledge of the system's current state, whereas in optimal 
control there is no such requirement. 
The energy system modelled in this research for the purpose of 
examining the effects of the ESS power capacity on the interconnected 
network's load, has a minimisation objective consisting of a subtraction 
between two sums of net revenues of two subsequent steps of the 
process. That sum of one step is not a sum of the previous steps, as it 
would be in the case of Dynamic Programming, but although it is affected 
by the control variables of the previous step it follows the principles of 
Optimal Control which is the model finally selected to represent the 
examined case. 
The modelling approach for the maximisation of profits which requires 
optimisation of the charge and discharge operations allocation is 
straightforward. It-refers to allocation of the available resources into a 
time limited period so that the net revenues are maximised. This is 
accurately described by the "Stobhastic Resource Allocation" in its linear 
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programming form. Both modelling approaches for both the parts of the 
model are explained and presented in the model's chapter 9. 
7.8 Statistical relationship of the MCP and load variables 
Until this point of the chapter, there is: 
" description of the literature review of the modeling studies and 
economic evaluations of electricity storage and DSM 
" description of the theoretical methods to approach the allocation of 
the charging/discharging operations 
This section will describe the necessary steps, as well as their purpose, 
that have to be made for the manipulation of data. 
The deflation of the MCP values in a single base year and the calculation 
of the statistical relationship between the MCP and the load are two 
essential steps to be made. 
The available relevant historical data are in hourly basis for a period of 
four years. Before any other analysis or even reference, it is essential to 
proceed with bringing the MCP values into a single base year. The 
purpose of this is to be able to make the calculations, analysis and 
comparisons of results on a common ground. Otherwise it wouldn't be 
correct to say for example that 60 euros in 2006 equal the value of 60 
euros in 2003. Therefore, all Nominal values are deflated into Real values 
with 2000 as base year. The reason for selection of the year 2000 is that 
the only available data set of deflators for the Greek market, refers to 
2000 as base year for prices of electricity provision to industrial 
consumers for the Greek domestic market. 
Equation 7-5 describes the formula used to deflate the nominal values, to 
real ones. For the natural gas prices the principle is the same but with 
different deflators. 
Real price= [(Nominal price) *I 00]*(Deflator)- 1 
Equation 7-5. Equation for deflating Nominal prices to Real prices 
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7.8.1 Market clearing price volatility 
Price volatility is a measure of the MCP behaviour in time. It is measured 
by the price velocity, which is the daily average of the absolute value of 
the price change for every hour (Li & Flynn 2004). The reeison for 
investigating the price volatility, serves the examination of the consumers' 
behaviour in front of the IVICP. It gives an indication of the predictability of 
the IVICP, and the more predictable the market price can be, the more the 
electricity trading is encouraged. This environment can be supportive to 
ESS operation through the electricity Pool. According to the authors Li 
and Flynn (2004. ) there are deregulated markets like those of Britain and 
Spain, where the price patterns show a consistency which is interpreted 
by the consumers as a reliable sign of shaping their consumption. 
Conversely, there are other markets like in South Australia and Alberta 
where the price pattern is not bonsistent and unpredictable in many 
cases, fact that forces customers to hedge. 
These authors define as measuring formulas for price velocity the, (a) 
Daily Velocity based on Overall Average price (DVOA) which is the daily 
average rate of hourly change of price, denoted as a portion of the overall 
average price, and (b) DVDA which iý the Daily Velocity based on Daily 
Average price, with the only difference that the latter refers only to one 
day. That is, the DVOA describes the change rate of a price in a specific 
hour compared to the average price of the whole data set, while the latter, 
compared to the average price of the reference day. For example, if 
DVOA for a specific day is found to be 0.3 it means that for each hour of 
that day, the electricity price changes by 30% compared to the long-term 
average price in the examined market. Likewise, when DVDA is for 
example 0.2, it means that the electricity price for each hour of that day 
changes by 20% compared to the average price of that day in the 
examined market (Li & Flynn 2004). 
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These two measuring formulas are described by Equation 7-6 and 
Equation 7-7, respectively. N denotes the number of the days in the 
examined data set, i is the number of the day, M stands for the time 
periods of the day (for price valued every hour, M=24), j the number of 
the day's time period, p, j is the market clearing price for day i and hour j, 
and /).. is he the overall average price for the examined period. 
F, l 
OFOA, =I- 
ýý 
; If ., v 
Equation 7-6. Daily Velocity based on Overall Average power price 
[ 
'p, 
/-]+I 
1)1 i); l = -. ____________________ 
I 
Equation 7-7. Daily Velocity based on the Daily Average power price 
7.8.2 Linear regression model 
The regression model aims to find the statistical relationship between the 
load and MCR especially how the changes imposed on load affect MCP. 
In the case this research examines, where the DSM directly affects load, 
the regression model tries to explore the indirect effects on MCP values. 
In that case, the load constitutes the independent variable and MCP the 
dependentone. 
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Their relationship is expressed by Equation 7-8 (Anderson 2005), 
- J) = aL/' 
Equation 7-8. Non-linear expression of the relationship between Load and MCP 
where P for MCP and L for Load, a the intercept and /I the slope of the 
linear regression. 
The complexity of the non-linear regression was diverted by log 
transforming Equation 7-8 using the natural logarithm to the base e (not 
to be confused with the error in Equation 7-9), expressed by Equation 
7-9. 
In(P) = In(a) + 13 In(L) +e 
Equation 7-9. Linear expression of the relationship between Load and MCP 
where c corresponds to the error. 
The examined sample is composed of hourly values of MCP and Load 
data for four years. In such a big sample, it would be adequate to perform 
a single linear regression analysis for the whole data set. Each day of the 
sample was divided into five sections, each one characterised by a 
positive or negative slope, as in Figure 7-1. The reason for having five 
different regression coefficients instead of a single one for the whole data 
set is higher accuracyl the load and price profiles are behaving in 
completely different way depending on the time of the day. A single 
coefficient would capture the general trend but not the specific trends 
during peak and off-peak hours. The selection of the days was random. 
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Figure 7-1. Randomly selected daily load pattprns, divided into time periods with similar 
behaviour (negative or positive slope) 
7.9 A hypothetical DSM programme operation 
The modifications of load data are related to the effects of the DSM 
programme. This section analyses how the selected DSM programme 
works; the effects on load are presented in chapter 10. 
In the Greek electricity market, DSM has not been a regular and 
established tool of load management. There is a system in place: there 
are times, especially in summer, where the load peaks become extremely 
high due to extensive use of domestic air-conditioning which coincides 
with the hot hours of the day. This poses stress to the generation, 
transmission and distribution systems of the country, as the power 
needed for these short periods of time is expensive and the cable 
networks might not have the capacity to deliver it. A worse case would be 
the shortage of adequate generation capacity for those 
' 
times, and 
because of the inability of the base-load power plants (lignite in principle) 
to ramp up quickly, the electricity system of the country would then need 
to reduce the demand. Otherwise, the active and reactive power needed 
would not be met and there would be a danger of the power plants being 
cut off the grid, as happened on 12 th July 2004, when the south of the 
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interconnected electricity system was isolated in order to prevent a 
complete breakdown. 
DSM is activated by the transmission operator who gives the signal to 
those clients that have signed a contract for participation in the DSM 
programme. They get a 24 hour prior notice and they cut off 10 % or 
more of their consumption load, compared to the mean of the daily peak 
load of that day where DSM is activated (Ministry of Development of 
Greece 2007). The activations of such programmes however are rare in 
the Greek market. The reported load management actions are at a 
maximum 2.5% of the peak level, and have only been applied in the 
second half of 2005 for just 6 times; those are presented in Table 7-1. 
This does not mean that there have not been such efforts in other times 
in the years 2003-2006, but. such are not publicly reported. The lack of 
data on this issue has also been confirmed by the Head of Markets 
Monitoring and Competition Unit of the Regulatory Authority for Energy 
(RAE) of Greece -(Aslanoglou 2007). The intention of the hypothetical 
DSM programme proposed for this research is to apply peak load 
reductions on a long term basis and not spontaneously, as seems to 
happen in the Greek electricity market at present. 
Table 7-1. Load reduction figures for year 2005 
Jul-05 Aug-05 Sep-05 Oct-05 Nov-05 Dec-05 
Peak load (MW) 9300 9635 8249 7531 8516 8740 
DSM (MW) 114 144 205 5 139 83 
% of peak 1.23 1.49. 2.49 0.07 1.63 0.95 
Final (MW) 9186 9491 8044 7526 8377 8657 
Source: DESMIE 2006 
Another issue related to the relationship between Load and MCP is the 
relative position of MCP values over the range of load values. That is, the 
range of load within which the MCP values are scattered. There are 
markets where the price spikes are gathered in a narrow range of load 
while in others, the range is quite extensive. When the range is extensive 
like in the market of Greece the incentive for customers to shift load is 
minimal. This has been refered in section 2.2.2. 
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In the Greek market a similar test reveals that the high MCP values are 
found almost in the whole -extent of the load values' range. This is quite 
strong disincentive for a customer to shift his consumption. For a DSM 
programme based on pricing techniques, this fact can turn out to be 
decisive for its abandonment. 
For the hypothetical DSM programme applied in the model, the selection 
of the percentages of load reduction has been done taking into account 
the general load pattern and the reported load reduction figures. It does 
not model specific DSM actions but assumes a more intensive level of the 
existing DSM practice in Greece. That is, higher levels of load reduction, 
and shifting to off-peak times. Regarding the latter, even though some 
DSM actions are officially reported, there is no information whether that 
energy consumption is transferred to off-peak hours. From the load 
pattern of the four selected years, shown in Figure 7-2, it is observed that 
the highest peaks occur in summer, followed by those in winter. Load. in 
all years follows almost the same pattern. 
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Figure 7-2 Load patterns for years 2003-2006 
The load frequencies shown in Figure 7-3 reveal that the m* ean has 
moved from around 5600 MW in 2003 to around 6100 MW in 2006. 
Additionally, the frequency of load in all years shows a tendency of 
peaking around two points, one lower than the other, as indicated by 
Figure 7-3. 
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Figure 7-3. Frequencies of Load values for years 2003-2006 
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Each year has been divided into three time periods as presented in Table 
7-2. These three periods capture the level of the load peaks and 
accordingly formulate the load reduction levels. The logic behind the 
selection of the time periods is based on the observed mean of load level 
in each of those time periods. The combination of the officially reported 
peaks and their corresponding reductions have been the guide for 
applying larger peak load reductions. During summer, due to the 
extensive use of air-conditioning installations, the peaks are high, with 
relatively long durations (less than 50 hours per year) (Lekatsas 2006). 
Therefore, the summer peaks need to be reduced, as well as the peaks 
of the autumn period where the water reserves in dams are at low levels, 
while that is almost the case for winter. 
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Table 7-2. Cases of Load reduction for the applied DSM programme 
Time Period If (load in MW) Then reduce peak by 
Jan-Mid. May 6500: 51oad<7000 1.5% 
7000: sload<7500 2.0% 
loadz: 7500 2.5% 
Mid. May-Sep 7500: 51oad<8000 3.5% 
8000: sload<8500 4.5% 
8500: 51oad<9000 5.0% 
load2: 9000 6.0% 
Oct-Dec 7000: sload<7500 2.5% 
7500: sfoad<8000 3.0% 
load2: 8000 3.5% 
For the purposes of this research it is assumed that the hypothetical DSM 
programme is applied byý entities in the market which do not make use of 
electricity storage systems. Therefore, it is assumed that there is not 
direct economic relationship between the entities operating storage or 
DSM. 
7.10 Types of outcomes and economic indicators and the 
relationship between them 
The modelling primary results, which will be presented in chapter 10, 
refer to the impacts of the DSM and the extension of the MP from one to 
three days on the ESS profits. In more detail, the outcomes report the 
behaviour of the Revenues, Net Revenues and Profits'and this section 
briefly explains the relationship between them and how other indicators 
like the MIDID can influence them. For. the economic analysis, the 
indicators that used to measure the relative ranking of the ESS 
technologies' profitability are the Discount rate, Net present value, 
Internal rate of return. These are presented in this chapter. 
It has been mentioned that the only technical property considered for the 
tested storage technologies is the round trip efficiency. With that, it does 
not mean that other technical characteristics like the power capacity and 
the energy storage capacity are not taken into account, but that the round 
trip efficiency characterizes each technology while the other two are 
assumed to be the same for all. 
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For the optimisation of the allocation process which is described in the 
model chapter (section 9.4), there are profit-, time- and energy balance- 
constraints which need to be fully accomplished. Especially from 
Equation 9-8, Equation 9-9, Equation 9-10 and Equation 9-11 it is shown 
that the parameters affecting the allocation process are the round trip 
efficiency and the Maximum Discharging Duration (MDD) which is the 
other way of expressing the energy storage capacity. 
The first outcome to be depicted from the allocation process is the 
amount of time dedicated to the two operations (charging and 
discharging). Immediately after that, it is the energy which is stored and 
dispatched on an hourly basis and per day collectively. This is done by 
multiplying the ESS power capacity and the relative time. The economics 
of the allocation process are calculated by multiplying the hourly MCPs 
with the charging and discharging energy for the variable operating costs 
(VOC) and the revenues, respectively. By having data only for the 
charging and discharging energy it cannot be predicted how the VOC and 
revenues will be shaped, with the same accuracy as for the charging- 
discharging time and the charging-discharging energy relation. This is 
because of the much higher variance they show, as will be presented in 
later section. The reason for which this happens is that the MCP values 
change every hour and the relationship between them and the charged- 
discharged energy is not linear and constantly changes. Therefore, the 
VOC and revenues need to be calculated for every hour. 
The Revenues represent the income from dispatching electricity- to the 
network which is paid at the MCP of the corresponding hours. The Net 
Revenues (NR) is the money left after subtracting the VOC from the 
revenues. Further, the Profits constitute the remaining from the 
subtraction of the amortised capital costs (CP) from the NR. Revenues, 
VOC and NR are calculated on an hourly, daily and annually basis as well 
as for every Management Period and collectively for the period of the 
examined four years. The Profits are calculated for every day, MP, year 
and 4-year periods. 
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7.11 Economic indicators 
This research examines the potential that the electricity storage systems 
have to make profits under the conditions posed. These conditions mainly 
refer to the limitations that the DSM sets and to the structure of the 
wholesale electricity market of Greece. Note that this research does not 
seek a forecasting analysis for future development planning of such 
systems in the Greek market, but it is based on their hypothetical 
economic performance during the period of four years. In order to analyse 
and measure their economic performance, apart from the primary results, 
there is need to calculate other economic indicators which will allow 
meaningful comparison amongst the different technologies and the 
different scenarios and application options. The next sections refer to the 
economic indicators upon which the comparison and assessment of the 
technologies, management choices and sensitivity analysis will be based. 
7.11.1 Appropriate discount rate 
The assessment of the value an amount of money has now and in a 
certain future time point, is very important when examining whether an 
investment has the potential to be profitable. There are a few factors 
affecting this value of money which include inflation, risks associated with 
the costs and revenues and perceptions of those risks and the return 
which is required by the investor. Expenditures and revenues mostly refer 
to the future and therefore it is necessary to bring all valuations to the 
present day in order to make proper assessments. This process of 
reflecting costs and cash flows in present value terms is the discounting 
(Khatib 2003). 
The discount rate refers to the rate by which future values are reduced to 
bring them into a preset value basis, reflecting the time value of money 
discussed above. High discount rates typically work in favour of low 
capital cost options with higher operational costs, whereas a low discount 
rate makes the high capital cost options with lower operational costs 
more attractive (Sugden & Williams 1988). The selection of the proper 
discount rate varies according to the perspective from which the analysis 
is undertaken, which differs most strongly between the public and the 
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private sectors. Governments . 
typically require lower returns on 
investment as they can borrow money cheaply and are less risk averse, 
thus public sector project analysis would adopt a low discount rate. The 
private sector often has higher opportunity cost for the capital invested 
and expects higher returns, and without the resources of the public sector 
is often more risk sensitive (Khatib 2003). 
7.11.2 Net Present Value 
Throughout the lifetime of a project, all the incomes and the expenditures 
need to be discounted to present values. The difference between the two 
financial streams is the net revenues or the cash-flow. The discounted net 
revenue is the Net Present Value (NPV). Usually, a positive NPV 
indicates that a project can be economically viable, as in present value 
terms, using the chosen discount rate, the revenues exceed the costs. 
This means that "... the rate of return is higher than the discount rate 
which is the opportunity cost of capital. " (Khatib 2003). 
The NPV is given by the following formula (Boardman et al. 2006). 
Rt C 
NPV y 
0 
(1 + (I +j 
Equation 7-10 Net Present Value formula 
which represents the subtraction of the discounted costs from the 
discounted revenues. 
7.11.3 Intemal Rate of Return (IRR) 
The IRR is a widely used indicator for the potential of economic feasibility 
of a project. It represents the discount rate for which the two financial 
streams (revenues and expenditures) become equal in present value 
terms, or in other words, it is the discount rate for which the NPV is zero. 
So, the IRR is the discount rate, r, which satisfies the following equality 
(Khatib 2003): 
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A project is characterised as potentially economically feasible when the 
IRR is equal to or greater than the opportunity cost in the case of the 
private projects, and equal to or greater than the social discount rate for 
the publicly funded projects. Even though weaknesses of the IRR method 
have been identified (Khatib 2003), it is one useful indicator of project 
viability, and is particularly useful for comparing investments of different 
size. 
7.12 Concluding remarks 
This chapter presented the available research that has been conducted 
and is relevant to this thesis topic. Various aspects of this thesis research 
have been examined by the international literature; however, to the 
author's knowledge the combination of DSM and electricity storage where 
these two entities are competing has not been identified in the 
international research. . The chapter also presents the relevant research 
methodologies available to be used in order to represent the thesis topic 
and explains the reasons for selecting the two out of the three 
approaches 
( ki/m-os Exarchakos. 2008 1M 
Input data analysis 
8 Input data analysis 
8.1 Introduction 
This chapter presents the analysis of the data following the approach 
methods that have been described in the last sections of the previous 
chapter 7. It gives numerical values, graphs and descriptive statistics 
which describe the price levels of the natural gas and wholesale 
electricity, as well as the volatility of the MCP and the relationship 
between the MCP and load. 
Both load and MCP data have been acquired by the Greek Transmission 
Operator (HTSO S. A) and are available online (HTSO S. A 2007). They 
are in the form of hourly values for a period of four years, from 2003 to 
2006. The deflators (see Table 8-1) used for bringing the MCP values into 
a base year are in a monthly basis and acquired from the Statistical 
Service of Greece (Statistical Service of Greece 2007). 
Table 8-1. Deflators for provision of electricity to industrial consumers in the domestic 
market of Greece for years 2003-2006 with base year 2000=1 00 
Years 2003 2004 2005 2006 
Months Deflators (Base year 2000=1 00) 
January 110 112.8 115.9 118.8 
February 110 112.8 115.9 118.8 
March 110 112.8 115.9 118.8 
April 110 112.8 115.9 118.8 
May 110 112.8 115.9 118.8 
June 110 112.8 115.9 118.8 
July 110 112.8 115.9 118.8 
August 110 112.8 115.9 123.3 
September 112.8 112.8 118.8 123.3 
October 112.8 112.8 118.8 123.3 
November 112.8 115.9 118.8 123.3 
December 112.8 115.9 118.8 123.3 
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8.2 Natural gas prices 
The reason of referring to natural gas prices is that the CAES technology 
uses natural gas to support the expansion process in the combustion 
chamber. The prices of natural gas play their role in the economics of that 
technology. In later section 10.3.1 that role is further analysed in terms of 
the ESS profit sensitivity to natural gas prices. Unfortunately, it was not 
possible to acquire data for wholesale prices for the industrial use of 
natural gas in Greece in specific for all years from 2003 to 2006. The only 
available data are the industrial price for 2005 (RAE 2005) and for 2007 
(EPA ATTIKI S. A 2007b). The gas prices for industry in Greece change 
every month according to a formula (EPA ATTIKI S. A 2007a), and the 
price is escalating depending on the consumption levels (EPA ATTIKI S. A 
2007b). The average gas prices for industrial use in Greece for 2007 are 
presented in Table 8-2. For the first 180 MWh of consumption per month 
the price is 34.99 Euros including tax for every MWh. If the consumption 
exceeds the limit of 180 MWh, then for every additional MWh of gas the 
consumer will pay 33.99 Euros, and so on. 
Table 8-2. Pricing of industrial natural gas consumption in Greece for 2007 in average 
numbers. 
Gas consumption 
(MWh/month) 
(E/MWh) without VAT 9% (E/MWh) with VAT 9% 
1-180 32.10 34.99 
181-560 31.18 33.99 
561-2000 29.66 32.32 
2001-5000 28.74 31.32 
>5000 22.93 24.99 
Therefore, using an average annual inflation rate of 2.5% as has already 
been used in RAE reports for that period (RAE 2005) the prices for 2005 
have been calculated for years 2003,2004 and 2006 as well. In these 
prices a VAT 9% is included. There is the assumption that the escalation 
rate for that period is zero which means that the prices of natural gas 
follow the inflation rate and, do not increase higher or lower than the other 
goods in the market. Then, prices are deflated to 2000 prices using the 
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producers price index for the domestic market of Greece for the energy 
products excluding the electricity and the supply of water which are 
presented in Table 8-3 (RAE 2006b; Statistical Service of Greece 2007). 
Instead of using the monthly deflators, the average annual deflators are 
preferred because the gas prices are also in average annual values. 
Table 8-3. Deflators for provision of energy products excluding the electricity and the 
water supply for industrial customers in the domestic market of Greece for years 2003- 
2006 with base year 2000= 100 1 
Years 2003 2004 2005 2006 
Months Deflators (Base year 2000=1 00) 
January 101.7 90.6 101.2 134.8 
February 106.7 88.9 104.7 135.8 
March 103 93.3 114.4 138.8 
April 91.7 97.3 118.6 143.2 
May 88.8 103.4 115.5 142.3 
June 91.3 98.5 122.4 141.9 
July 95.1 102.3 126.7 146.7 
August 95.1 105.5 132.2 145.3 
September 91.8 106.6 138.6 132.9 
October 93.5 113.3 138.2 128.7 
November 92.8 104.6 130.1 127.3 
December 89.7 97.3 129.1 127.1 
Average 95.1 100.1 122.6 137.1 
Table 8-4 summarises the deflators used, the Nominal natural gas prices 
including VAT in Greece for year 2005 and the calculated prices for 2003, 
2004 and 2006, as well as the Real deflated values for all years. 
Table 8-4. Summary of Nominal and Real prices of natural gas supply for the industrial 
sector in the domestic market of Greece for years 2003-2006 with base year 2000=1 00 
Years 
2003 2004 2005 2006 
Deflator 95.1 100.1 122.6 137.1 
Nominal (E/MWh) 25.94 26.585 27.25 27.93 
Real(2000) (E/MWh) 27.277 26.558 22.227 20.372 
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8.3 Market clearing price behaviour 
It was explained in the previous chapter that the behaviour of the MCP 
(volatility) can be measured with the DVOA and IDVIDA which give an 
indication of the MCP predicatability. 
The average MCP values for the 4-year long dataset as displayed in 
Figure 8-1 shows that the profile is almost horizontal for many hours in 
the day. This is an indication of the very low volatility that the Greek 
electricity market shows in price terms. 
45 
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Figure 8-1 Average hourly MCP values for the market of Greece 
The calculation of both DVOA and DVDA for the Greek electricity market 
for the years 2003-2006 separately, gave the following Figure 8-2. As it 
can be seen, the bigger deviation from normal is observed for year 2005 
for both DVOA and DVDA. This is an indication that the market clearing 
price in this year shows higher volatility compared to the other years. 
Furthermore, in Table 8-5, where the statistics for DVOA and DVDA are 
displayed, it is shown that not only in year 2005 the range of DVOA and 
DVDA is much higher compared to the other years, but also the standard 
deviation is also higher, indication of the widespread factor of values 
around the mean. 
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Figure 8-2. Cumulative probability for DVOA and DVDA for years 2003 to 2006 
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Table 8-5. Statistics for DVOA and DVDA for years 2003 to 2006 
DVCA 
2003 
DVCA 
2004 
DVOA 
2005 
DVOA 
2006 
DVDA DVDA 
2003 2004 
DVDA 
2005 
DVDA 
2006 
N Valid 366 -36-6 366 366 365 365 365 365 
Missing 0 0 0 0 1 1 1 1 
Mean 0.067 0.055 0.088 0.064 0.07 0.057 0.093 0.066 
Median 0,067 0.054 0.076 0.063 0.067 0.054 0.076 0.06 
Mode 0.03 0.04 0.07 0.00 0.01 0.01 0.01 0.00 
Std. Deviation 0026 0.02 0.046 &037 0.032 0.024 0.06 0.041 
Coefficient of variation 
(CV) 0.39 0.36 0.53 0.57 0.45 0.42 0.63 0.62 
M111111111111 0.00 0.01 0.00 0.00 0,01 0.01 0.01 0.00 
Maximum 0.22 0.11 0.30 0.19 0.22 0.17 0.41 0.29 
Percentiles 25 ý0478 0.041 0.062 0.037 0.047 &042 
0.057 0,039 
50 . 
067 0.054 0,076 0.063 0.067 0.054 0.076 0.06 
75 083 0.068 0.106 0.082 0.09 0.069 0.110 0.088 
Just for reference, similar research conducted for other markets globally, 
has given average values as displayed in Table 8-6. The Greek market, 
as per average and maximum DVOA and DVDA, resembles that of 
Spain, while the coefficient of variation is closer to that of the 
Netherlands. The market of Spain according to the authors (Li & Flynn 
2004) is consistent and thus comparing the DVOA and DVDA descriptive 
statistics of the Greek and Spanish markets it can be concluded that the 
Greek electricity market shows relatively consistent patterns of MCP 
through the four years that the study examines. 
With the figures of the DVOA and DVDA it is shown that the MCP is quite 
predictable in the Greek market and thus the electricity trading through 
the Pool is encouraged. This is a potential supportive environment for the 
ESS systems operated under the conditions of this research. However it 
is also good environment for DSM programmes which can underpin the 
potential of ESS profits. 
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Table 8-6. Average, maximum and coefficients of variation of price velocity DVOA and 
DVDA 
Market DVOA DVDA 
Average Max Cv Average Max Cv 
Scandinavia 0.03 1.86 0.39 0.03 0.53 0.89 
Spain 0.08 0.24 2.21 0.08 0.22 2.19 
North. California 0.09 2.93 0.46 0.08 0.57 1.54 
N. Zealand: Benmore 0.11 1.97 0.63 0.11 
. 
1.03 0.91 
Britain 0.13 0.51 1.70 0.12 0.40 2.58 
Germany: Leibzig 
Exchange 
0.14 4.66 0.55 0.13 0.52 2.27 
US: New England 0.15 12.82 0.32 0.12 0.67 1.53 
Australia: New South 
Wales 
0.18 8.72 0.29 0.12 1.46 1.02 
Canada,. Alberta 0.20 
. 
1.23 0.81 0.17 0.75 1.21 
Australia: Victoria 0.21 14.89 0.25 0.13 1.18 1.10 
Netherlands 0.23 3.6-5- 0.53 0.16 1.45 0.96 
US: PJM 0.26 4.92 0.64 0.23 1.02 2.12 
South Australia 0.30 10.78 0.34 0.19 1.51 1.00 
Australia Queensland 0.34 19.53 0.32 0.20 1.23 1.02 
Source: (Li & Flynn 2004) 
8.4 Statistical relationship of MCP and load 
The load changes caused by the DSM application can have impacts on 
the MCP because of the statistical relationship connecting the MCP with 
the load. In the previous chapter it was explained that the approach 
method includes the regression analysis of that relationship. This analysis 
gives the regression coefficients which pass the load changes on MCP- 
Figure 7-1 shows that the randomly selected daily load profiles follow 
similar patterns. Their positive and negative slopes fall almost in the 
same range of hours (the five different time intervals are indicated in the 
figure with black vertical lines). Therefore, the linear regression model 
was run for each of those time intervals for the whole sample of the four 
years giving five different regression coefficients, which are used to 
calculate the changes of MCP due to load changes, and are presented in 
Table 8-7. A regression coefficient of 1.553445 means that for 1% of load 
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change, the MCP changes by 1.553445%. Note that the regression 
coefficient for the whole data set considering no time intervals is 
1.231961, quite similar to those found for the time intervals. 
Table 8-7. Regression coefficients and Standard errors for the Load and MCP 
relationship for each of the time intervals 
Time Interval Slope Regression R-square Std. Error t-statistics 
of 24h Day Coefficient 
1-6 Negative 1.553** 0.326 0.031 50.10 
7-13 Positive 1.261 ** 0.404 0.019 13.86 
14-17 Negative 1.139** 0.218 0.031 36.74 
18-21 Positive 1.242** 0.236 0.032 38.81 
22-24 Negative 1.200** 0.118 0.045 26.67 
Level of significance 5%** 
The regression coefficients connecting the load and the MCP are 
necessary to calculate the changes of the MCP when the load is 
changing either due to the DSM operation or due to the ESS operation 
when the latter is charging. The regression coefficients are statistically 
significant (5% level of significance). The number of observations for 
each of the time intervals is 8766. 
8.5 Concluding remarks 
Analysis of the MCP profile for the four years of the study showed that the 
Greek electricity market can be characterised as having a good level of 
predictability which can be interpreted as an encouraging environment for 
participating in Pool bids and for developing DSM mechanisms. However, 
this might cause problems for the deployment of the ESS due to its profit 
dependence on high electricity price peaks. The regression coefficients 
which show the elasticity of the MCP on the load revealed a close 
relationship between them. 
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9 Profit maximisation modelling 
9.1 Introduction 
The two principal operations of the ESS are the charging (storing 
electricity) and discharging (dispatching electricity), and while none of 
them occurs, the system remains idle. During an hour of a Management 
Period (MP), the ESS is operated in a combination of charging, 
discharging or idle modes. A MP is the time period for which the objective 
function, subject to constraints, is sought to be met. For this research 
there are two options of MP, the one-day (24-hour) and the three-day (72- 
hour). The reason for testing longer than one-day period is to examine 
whether the allocation of the two operations can be more effective and 
profitable in this case. This would require a suita6le prediction of the 
wholesale electricity price, which is out of the scope of this thesis. It is 
important though to define the relationship between the portions of the 
charging and discharging modes within the MP. The energy stored 
collectively in the MP, multiplied by the round trip efficiency, has to be 
equal to the total discharged energy. This means that no energy is 
tranfered to the next MP and the final energy equilibrium at the end on 
the MP is zero. This is an assumption which makes the analysis easier. It 
has to be noted that the energy discharged during an hour (or a fraction 
of that hour), requires that previously there is adequate amount of energy 
already stored'in the system for discharging during that hour. The stored 
energy which will be discharged during that specific hour might be 
derived from a number of hours. For example, if at hour 10 of the MP the 
system needs to discharge for the three quarters of that hour, the 
necessary energy has to be already stored during hours one to nine. The 
necessary energy can be derived from a number of hours between one 
and nine. The sum of those portions multiplied by the round trip efficiency 
should give the total time of the discharging mode. The calculation of the 
profits is based on the amount of the charged (stored) and discharged 
energy, as well as on the Market Clearing Prices (MCP) during both 
charging and discharging periods. 
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The aim is to maximise the profits under the special conditions examined 
by the research framework. The accomplishment of this aim passes via 
the objective of optimising the allocation of the charge and discharge 
operation in the duration of the MP. That is to examine the optimal 
combination of timings and portions of the two operations in the MP (how 
much of charging and discharging should be placed in each one of the 
hours available in the MP? ). 
In real analysis for the feasibility of a power plant project, part of the 
economic viability assessment should be the technical issues regarding 
the connection of the unit to the grid, the 4ocation constraints and the 
social impact, which all need to be addressed and to calculate their costs. 
The cost figures used in this research and presented in Table 10-5 and 
Table 10-6, are average values of existing and under construction power 
plants and include the construction costs of the plant, the capital cost of 
the machinery itself and the installation. Costs related to the 
commissioning and the transmission lines as well as the externalities 
regarding the environmental and social impacts are not included in the 
study from which the core cost data were drawn (Schoenung and 
Hassenzahl 2003). In this thesis' research these factors are not examined 
and the economic assessment deals With the maximisation of the profits 
derived from the trading of electricity within the day-ahead market. 
The examination of the profit maximisation and optimisation of the two 
operations allocation, assumes interaction between the ESS technical 
characteristics and the interconnected system's network operation. In 
other words, the assumption is that the power capacity of the storage 
system while this is charging influences the load profile of the country's 
network. This examines how these power characteristics, combined with 
the charge and discharge allocation within the MP affects the profitability 
of storage systems. 
In reality, the model built to describe the operationai'management of the 
ESS under the research's conditions, has two sub-models. The 
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optimisation sub-model refers only to the allocation of the charge and 
discharge processes. The second sub-model, re-assigns the same task 
on the optimisation sub-model, but with the ESS power capacity under 
consideration in different allocations for every iteration. That means that 
every iteration of the allocation optimisation process uses a different MCP 
profile each time, as the latter changes by the ESS energy consumption. 
The detailed explanation of this procedure can be found in sections 9.5 
and 9.6. The two Sub-models are interconnected, and the second one 
cannot work without the first one. However, the first one (optimisation) 
can work on its own but without considering the power capacity effects. 
The details of both sub-models are explained in sections 9.4 and 9.6. 
In many projects the economic performance analysis passes through cost 
minimisation for a given output, or through profit maximisation where the 
level of output can vary as part of the optimisation. When there is not a 
given output, as would be the case for an electricity generator deciding 
how much generation to contract , then profit maximisation 
is the most 
appropriate approach to follow (Coelli, Prasada Rao, & Battese 1998). 
The following sections describe the structure of: 
the process of best allocation of the charging and discharging 
modes, interpreted in maximisation of Profits (Net Revenues 
subtracting capital costs amortisation payments), 
the process of identifying the influence of the aggregated power 
capacity on the profits and in effect, for which amount of ESS 
installed power capacity in the electricity system the marginal profits 
(E/MW) remain positive. 
9.2 Model architecture 
The model's structure, or architecture, describes the actions performed in 
the whole required process to develop the simulation in order to get the 
necessary numerical results for the ESS operation. 
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The model has been structured based on the Greek electricity market 
characteristics as described earlier, and is using Matlab software to run 
the simulation. More details about the simulation can be found in section 
9.7. However, part of the model is a statistical analysis of the input data 
behaviour, as well as of the correlation of prices and load which is done 
using SPSS and Stata software. Even though the initial load and price 
data that have been used are for the Greek market, the model is easily 
adjustable to the needs of different levels of market liberalization, by 
changing the data inputs. This fact makes it functional for every kind of 
market, under the limitation that in a market where the ancillary' and 
arbitrage services belong to two different auction processes, the model is 
applicable only for arbitrage services. It performs Actions - actions are 
the computational calculations that the simulation is called to perform - 
producing States which are numerical results, necessary in every step of 
the model in order to perform the Action(s) of the next step. The model's 
structure is presented in Figure 9-1. 
The data and flows are expressed with the arrows and the model graph 
should be looked in a vertical manner. The model begins with the data 
input. Carbon price values, Load values and MCP values are the inputs. It 
should be seen as divided in four parts in the -horizontal direction. The 
first part is related to data manipulation, specifically, to carbon prices and 
MCP deflation. Both carbon and electricity prices are deflated to base 
year 2000. 
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Once the electricity price values are deflated to real ones, the model 
reaches a Decision point, where it follows two directionsl- the DSM and 
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the No-DSM. If the model performs an assessment of the DSM effects on 
ESS net revenues, then it enters the second horizontal part, related to the 
Demand-Side Management and Linear Regression Model processes; 
otherwise, in case no DSM programme is in action, the model skips the 
linear regression part and goes directly to the techno-economic part. The 
two processes in the second part of the model need to be done in parallel 
so that the outcome of the DSM process, which is the modified load 
values, Ao be used as input for the Linear Regression Model, The vertical 
stem on the left of the- second horizontal part of the model, is the one 
related to DSM operation. The DSM process gets the initial load data as 
inputs, as, reported. by the HTSO. It performs a hypothetical DSM 
programme on the load values. It reduces the load peaks and shifts that 
load 'to the lowest , points . of. 
the load pattern. The. operational 
characieristics of the' DSM programme are described in section 7.9. On 
the right,. it is the other yertical stern related to the linear regression 
model. As said, it is run simultaneously with the DSM. It uses- the initial 
load data and the deflated MCP as inputs and performs the regression 
analysis of those two variables and gives 5 different regression 
coefficients. The coefficients are used to define the statistical relationship 
between the load and the MCP. This statistical relationship describes the 
changes imposed on MCP because of load modifications caused by DSM 
implementation.. The regression model is described in section 8.3. 
At this point, the model enters the third part, seen as the third horizontal 
section in Figure 9-1. It is the core of the model and performs the 
optimization of the charge and discharge allocation. It gets three input 
variables, the deflated carbon prices, the modified load values and the 
modified MCP values in case there is an activated DSM programme. 
When DSM is not activated, the variable inputs for this part of the model 
are the deflated carbon prices, the initial load values and the non- 
modified deflated MCP. The simulation's results are used to calculate the 
stored and discharged energy, the cash-flow from electricity dispatch, the 
variable cost of purchasing electricity in order to charge the ESS and 
finally the net revenues and profits from electricity discharging. Net 
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revenues and profits are the final results that the model intends to 
produce. 
After that, the model enters its final stage where it performs the optimal 
control on the optimisation part. As it is explained in later section of this 
chapter, this part of the model operates repetitions of the allocation 
optimisation part. The "stopping criterion", which will be clearly explained 
in section 9.6, and the "application of power capacity effects on load" 
refer to the part of the model which -repeats the allocation process in 
order to reach a final allocation state having considered the effect of the 
ESS power capacity on the load profile. This is done because the 
optimisation part of the model. begins without any such effect from the 
power capacity, and as there is no information for the auction process of 
the day ahead market, the -initial d1location of the -two operations of the 
ESS in the day ahead market is not known (which hours are occupied by 
charging and discharging). The number of the iterations (loops) the model 
performs in order to reach the final allocation, depends on whether the 
stopping criteria are met or not. For each iteration, the input needed to be 
transferred from the previous to the next one, is the allocation of the 
charging operation of the previous step. At the times where the previous 
step's allocation had the charging operation, the ESS power capacity 
multiplied by the time (as fraction of an hour) for which the ESS was 
charging is added on the interconnected system's load. If at the end of 
this iteration the stopping criteria are met, then the model according to the 
last allocation calculat9s the profits for that management period. 
9.3 Description of the model's parameters 
The model's parameters have been selected to describe electricity 
storage in physical and economic terms. They constitute the variables 
and inputs for the model's functions and for the calculation of the 
outcomes. 
The list of parameters is: 
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" Time. Time is the primary parameter, along with the MCP, which 
participates in the model's functions as the allocation of the 
charge/discharge operations refers to time. 
" Market Clearing Price (wholesale electricity supply prices). It is the 
primary input parameter upon which the model is based to allocate 
the charge/discharge operations. 
" Load (total demand of the network). It is the primary input parameter 
upon which the model performs the assigned DSM actions. 
" Power capacity. It is parameter because it directly affects the power 
related capital costs of the ESS and influences the achieved net 
revenues. 
" Maximum Discharging Duration (MDD). This is an extension of the 
energy storage capacity of the ESS. Through the energy storage 
capacity. it directly affects the energy related capital costs and the 
ach. ieved net revenues. The reason for which the energy storage 
capacity is not set as a parameter-is only that the model has been 
structured to get IVIDD as input and not the energy storage capacity. 
The latter is calculated indirectly with the round trip efficiency as 
additional input (see section 9.4.2) 
" Round trip efficiency (AC in to AC out efficiency). By itself it has no 
influence over the capital costs but it has on the achieved net 
revenues. Adjoined with the IVIDD it determines the energy storage 
capacity of the ESS. 
" Costs (power and energy related costs). The costs refer to power 
related costs (E/MW), energy related costs (E/MWh) and Balance of 
Plant (BoP) costs (E/MWh). These influence the profitability of ESS. 
" Payback period. The payback period directly affects the amortisation 
payments of the capital costs and thus the achieved profits. 
" Replacement years. For some technologies, the installations need to 
be replaced after a certain number of years and this increases the 
capital costs. 
" Management period. It affects the allocation plan of the 
charging/discharging operations. 
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- Discount rate. It is necessary for the. calculations of the amortisation 
payments of the capital costs. 
9.4 Optimal Charging and Discharging Allocation 
The optimal allocation of the charging and discharging operations, as 
mentioned earlier, falls in the frames of the stochastic resource allocation 
theory, which in this research's case is a non-linear deterministic 
optimisation. 
The allocation process focuses on a single MP each time, ensuring the 
energy balance maintenance in it; the discharging hours must belong in 
the same MP as the corresponding charging ones. Therefore, the set MP 
consists of three subsets A C, I such that MP =DuCu1: 
Dc MP: where D (discharging) is the set of hours in discharging 
rpode (discharging hours). MP #D since for every allocated 
discharging hour there is at least one charging one. 
* Cc MP: where C (charging) is the set of hours in charging mode 
(charging hours). AIP #C since for every allocated charging hour 
there is at most one discharging one. 
01c MP: where I (idle) is the set. of hours that are not allocated. If 
no hours are allocated to either D or C then All" = 1. 
The charging hours set is C#0 if and only if the discharging one is 
D#0. Moreover, any intersection among D, C, I may be non-empty sets. 
That is, each hour may be allocated to more than one of these subsets 
but only a portion of it may participate to each one. Every discharging 
portion of one hour has its corresponding portions of charging hours 
which have to be placed earlier in time. Likewise, every charging portion 
refers to a specific discharging one. More than one charging portions, 
each belonging to different hours, can refer to the same discharging one. 
The following Venn diagram visualizes the composition of the MP set and 
the allocation of an hour to multiple subsets: 
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Figure 9-2. MP consists of the Discharging, Charging and Idle subsets. Each hour may 
belong to any of these subsets 
The aim of the designed allocation process is to maximize the Net 
Revenues on a per MP basis. There may be a number of different 
allocations but all must comply with a list of constraints and only one 
allocation is chosen for every MP, the one that maximizes the Net 
Revenues. The constraints are listed below: 
" Profit Constraints. the selected allocation ensures positive Net 
Revenues. The revenues from the discharging hours must be 
bigger than the cost of the charging ones. 
" Time Constraints: each discharging hour must follow its charging 
ones. Thus, the first hour cannot be allocated to D since at least 
one charging hour should be before it. Similarly, the last hour can 
only be idle or discharging or both. 
" Energy Balance Constraints- all the energy that is discharged 
within the MP should have been charged within the same MP - 
Assuming the size of MP being H and a price p belonging to MP, we 
define /) as the price in the I" position of MP with ic [1.11]. For example, 
/), means that this specific price is located in position 6 of the MP which 
is the 6'h hour of the MP. Each 1) is allocated to any combination of D, C, 
/. This means that dividing the ý" hour in a number of portions, then each 
portion may be used for charging, discharging or the ESS may remain 
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idle. The Jh hour may have only one discharging portion but any number 
of charging portions (all of them adjoined constituting a single charging 
portion) referring to other later discharging hours. Therefore, if the Ih hour 
has a discharging portion then the corresponding charging time is 
allocated to portions of one or more earlier hours. 
Note here that for the calculation of the profits it is necessary to subtract 
the annualised capital costs from the Net Revenues. 
9.4.1 Capital and maintenance costs 
The capital costs (C, ) are power and energy related (E/MW and E/MWh 
respectively). Power costs (C, ) refer to the capacity output (P) of the 
ESS and the energy and Balance of Plant (BoP) costs ((',, cu7(1C,,, ) refer 
to the needed energy storage capacity (1. ',, ). The replacement costs 
(C ) refer to the need for some technologies after the end of their 
lifetime. This demands more capital to be invested. So, the capital costs 
are described by the following Equation 9-1 (Schoenung & Hassenzahl 
2003Y 
P0,11, V) - C, (C/ A IIV)+ L,, (Alit 71) - C, (C /,, Vllf'h) + 
11 
-IE,,, (NIff'O - Cjý (C /N11,11i) k 
Equation 9-1. ESS capital cost is the sum of the power conversion unit, the energy 
storage and the balance of plant 
The power related costs are proportional to the power rating of the 
system, and the costs of storage are proportional to the energy capacity. 
The BoP costs are usually proportional to the energy capacity, but in 
some cases are linked to the power rating. For large scale energy 
storage, the BoP costs are related to energy capacity (Schoenung & 
Hassenzah12003). 
The capital costs are given in monetary values per MVV of installed 
capacity and per MVVh of energy storage capacity. However, the profit 
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constraints and the necessary calculations require these values to be 
brought in a monthly and preferably in a daily basis. This is done by 
amortisation of the capital costs into equal daily payments of value Ad, 
enabling the discount rate rand the number of the periods n (the number 
of payments are also n, and in this research n denotes the number of the 
years at the end of which the initial capital expenditures need to be paid 
back in full). It is assumed though, that the interest is compounded 
annually. It is quite unlikely that a bank would grant a loan for covering 
the capital costs of the ESS with interest compounded daily. So, a simple 
way of calculating the daily amounts of the annual payments would be 
simply by dividing the annual payment by 365, the number of days in a 
year (i. e. Ad=A/365). The daily amortisation payments of initial capital 
expenditures (Ad) are associated with the system's energy storage 
capacity (MDD*q-1) as described by Equation 9-2. In the amortisation 
payments it is necessary to include the maintenance costs (O&M costs, 
denoted by CO&m) which are fixed values for each year of the lifetime of 
the project. The lifetime of the project is different to the payback period 
and is denoted by /. This equation derives from the annuity formula, in 
Equation 9-3 (Luenberger 1998). 
365 
AHM + (' '811/. + 
17 
-I+ Cp + 
k 
ii 1- 
(i +j 
Equation 9-2. The daily value of the amortisation payments for the capital costs payback 
Jr ______ (' =-II- '[ (1+r)" 
Equation 9-3. Annuity formula for payments calculation due to amortisation 
I -ý ý I ., izaros 
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9.4.2 Profit Constraints 
The x, is defined as the portion of the ýh hour, allocated to charging 
mode, and related to the 0 discharging hour. If i. jc [1. /1] then i -< i thus 
ensuring the 'Time Constraints'. Any j>i violates the Time Constraints 
since there would be at least one charging hour after the discharging one 
to which is related. This cannot physically happen, because an ESS 
cannot discharge energy that has not already been stored. If j=i then 
denotes the portion of the r hour that is used for discharging. 
Assuming x, ý c- 
[0.1], if x, ,=0 
the ý1' hour is not used at all (idle) but if 
X, 0 it is used either for charging of discharging. 
In case it is equal to 1, v, ,=I, 
then the whole hour is used for either 
discharging or charging related to a single discharging hour. Assuming 
the jh hour is used for discharging with a portion N-,, >0 then portions 
x -- () of all the i<i hours are allocated for charging the energy that is 
discharged in v,, . 
As can be seen from Equation 9-1, parts of the capital cost depend on the 
energy storage capacity 
ý 
), and that is the maximum time that can be 
spent for charging mode. The energy storage capacity of the ESS is the. 
maximum potential charging that can be achieved, and is linked with the 
Maximum Discharging Duration (MDD) as in Equation 9-4 where t7 
denotes the round trip efficiency of the ESS. 
Inax 
ý ý' yxlýj 
Equation 9-4. Relationship of MIDID and storage capacity 
Finally, the Profit Constraint for the whole MP is expressed as in Equation 
9-5, where the Net Revenues for the MP need to be positive. An 
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additional element of the same equation is the fuel costs. The fuel costs 
apply solely for CAES technology and not for the others as it is the only 
one which consumes natural gas as fuel. Ibrahim et al. mention that for 
one kWh of electricity dispatched from CAES, there is need for 1.22 kWh 
of natural gas to be consumed during the discharging hours (Ibrahim, 
Ilinca, & Perron 2008), while Schoenung and Hassenzahl give a figure of 
1.1 used for the same purpose (Schoenung & Hassenzahl 2003).. For 
reasons of consistency with other numbers used from that report in this 
thesis, the value of 1-1 is used. The pf denotes the price of the fuel. 
However, the profits which are calculated by subtracting the amount of 
payment for capital costs payback correspondin*g to the specific MP by 
the Net Revenues achieved during the same MP, are not expressed in 
the equation. This is done because the daily amortisation payments are 
fixed values and their inclusion in the equation would not differentiate the 
effect of the constraint. Therefore, profit maximisation is converted to Net 
Revenues maximisation (Padhy 2004; Richter, Jr. & Sheble 2000). In case 
it was included, the Equation 9-5 would be: 
_H -A,, > 0. 2.4 
The term - gives the amortisation payment for a MP whether this 24 
is one-day or three-day period. The part P, px,,, p,, x,,. l of 
Equation 
9-5 denotes the Net Revenues achieved during every hour of the MP. 
The term P- (p, x,,, ) represents the revenues from dispatching the energy 
for tim*e equal to the portion v,,, of the ith hour with price p, and power P. 
The term P. yp, x,., represents the variable operating costs from 
purchasing electricity during the charging mode for the j charging hours, 
corresponding to one discharging hour i. As 'it can be seen, the 
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participating hours in the charging mode with their corresponding portions 
can be more than one. The term 11 - 1.1 represents the 
variable operating costs due to fuel consumption. 
Note here, that the profit constraint does not describe the profits 
calculation formula, but only gives the restriction necessary for the Net 
Revenues. 
I. I I)IXI. 
l -I 
PIA'I, 
l - 
I. ]-P/ 
,I xi. i 
>0 
I, 11J/1,1 :1, "II // J, 
/ýj I //I 
- f). p, 
Equation 9-5. Profit Constraint, expressing the necessity for positive Net Revenues for 
the whole MP 
The natural gas price is normally a function of various parameters as 
reported by EPA ATTIKIS (EPA ATTIKI S. A 2007a), but in the analysis 
the average value of the four years of the study is used as fuel price is 
not a central focus for the research. Therefore, the pf is considered as a 
fixed price deflated to 2000 prices. 
9.4.3 Time Constraints 
The time constraints have a twofold meaning. They are related to the 
duration and timing of the two ESS operations (charging and 
discharging). The first time constraint related to the "timing" has been 
described in the previous "Profit Constraints" section. This refers to the 
requirement of placing the charging hours, from which the energy to be 
discharged during a later hour is derived, before (earlier in time) that 
specific discharging one. So, for the portion xI I 
of the ýh hour allocated to 
charging mode and related to the ýh discharging hour, the first time 
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constraint is i <- i for every i. ic [L /1]. For example, if that i1h hour is hour 
12, all the energy which will be discharged during the 12 th hour has to be 
stored in the system between the hours 1 and 11, including. That stored 
energy might be partially stored during many hours of the range 1-11. 
Amongst them might be hour 6. And the ESS might be charging for a 
fraction of this hour 6, let it be 40%. In this case the variable x, , 
is 0.4. 
The second time constraint has to do with the adjoined duration of all the 
portions of the charging hours related to one discharging hour. Note 
here, that for i>i it i's x, =0 as there cannot be a portion of a charging 
hour placed after the discharging one. All portions (charging, discharging 
and idle) of an hour should sum up to no more than one hour. That is, 
adding all the portions of, the Jh hour that refer to any Jh hour should not 
exceed the duration of one hour- _vI +. v,, 
I (Equation 9-6). 
Moreover, given that all x, > 0, the sum of all x, , 
for >i is also equal 
to zero (Equation 9-7). Thus. - 
for all j 
Equation 9-6. First Time Constraint - the maximum usage of one hour for charging, 
cannot exceed its duration limit 
11 It I Ex, 
Equation 9-7. Second Time Constraint - there is no charging duration for every j>j 
The third time constraint, related to the duration of the two operations, 
links the duration of the charging and discharging operations for every 
discharging hour, but for the whole MP as well. In the next section 
"Energy Balance Constraints" it is described how the energy charged is 
linked with the energy discharged. Their relationship depends on the 
(' kizaros Exarchakos. -1008 156 
I'l-0/i/S M(l. ViMiS(IliOI7 111MICHilIg 
relationship between the duration of the charging and discharging 
operations, by removing the power element from Equation 9-11. 
This relationship is described by Equation 9-8 for every hour of the MP, 
and by Equation 9-9 for every MP (the total of its hours)- 
X, 11 * Ix", =0 for ij c- 
[I 
I//] 
Equation 9-8. Third Time Constraint- relationship between duration of charging and 
discharging operations, calculated for every hour of the MP 
for 
Equation 9-9. Relationship between duration of charging and discharging operations, 
calculated for every MP 
in the previous section "Profit Constraints", Equation 9-2 describes the 
relationship between the storage capacity and the capital costs daily 
payments. The storage capacity represents the maximum ability of the 
ESS to charge within a given MP, and indirectly indicates the maximum 
ability of the system to discharge. This is interpreted to the MIDID, as it has 
been shown by Equation 9-4. The discharging time in every MP cannot 
exceed the discharging rating of the system, the MDD. Therefore, the 
discharging time per MP can be described by the fourth time constraint, in 
Equation 9-10. 
H 
AIDD 
Equation 9-10. Fourth Time Constraint, the discharging duration for every MP cannot 
exceed a time limit set by user, the MIDID 
( kvaro, ý Fxarchakos- 2008 157 
1'1'(? IiIS f1h1. Vi/lli. S'(/liO/l 1170(lellil7g 
9.4.4 Energy Balance Constraints 
The main principle for achieving energy balance is that all the discharged 
energy within a MP must be charged within the same MRI at the end of 
the MP, the energy left in the storage media should be zero. As has been 
explained in section 9.1, this is an assumption which facilitates the 
analysis. A discharging portion v,, of a discharging Ih hour is charged 
during portions x, ,ý/<i of earlier 
hours. 
The round trip efficiency (expressed by the Greek. letter rj) of the ESS is 
defined as the ratio of the Energy discharged to the Energy charged 
(stored), and is 0 <- I. It is an AC to AC efficiency. 
The electrical energy balance in the ESS is characterised by the round 
trip efficiency and in its simple definition is the multiplication of the power 
(P) and time (T). So, the transformation of the energy balance equation is 
as followsý 
- 1/ E 
P -T 
The above is a general expression of the energy balance in an ESS. For 
one discharging 1 4' h hour, the sum of the energy stored during the x 
charging portions for this discharging hour must be times bigger than 
the energy discharged during the 
For the whole duration of the MP the energy balance constraint is 
expressed by Equation 9-11. Therefore, 
=0 for 
Equation 9-11 Energy balance constraint 
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9.4.5 Optimisation Target (objective function) 
Given the constraints above, the optimisation process aims to assign 
appropriate values in the x, , parameters and to divide the MP into the 
three subsets D, C, I such that the profits are maximised. Given the fact 
that the profits are the net revenues subtracting the amortization 
payments and these payments are fixed, the maximisation of profits is 
converted into maximisation of Net Revenues. Therefore, the objective 
function maximises the Net Revenues and indirectly the profits. It is 
expressed by Equation 9-12. 
Net Revenues p X, py xf. I 
Equation 9-12. Objective function for Net Revenues maximisation 
9.4.6 Linear Optimisation 
The problem of profit maximisation is expressed in first-order equations 
and disparities allowing the use of Linear Programming. The profit 
maximisation is achieved by optimising the clialge and dischat-ge 
opetations allocation in time, within every MP. 
The constraints have to be converted into matrix forms, for three main 
reasonsý 
a. Linear Programming uses matrices and vectors to describe the 
constraints and the objective functions 
b. The finprog function in Matlab, which is used for this purpose in the 
research, performs the optimisation technique by using matrices. 
In other case, if the function linprog weren't used, the problem 
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could be solved with Matlab but the linprog function should be built 
by the user. 
c. Matlab uses less CPU power and time if the mathematical 
operations are in the form of operations between matrices. 
The Profit Constraint is a 11 x 11 matrix, each row of which represents a 
discharging hour (if v,, > 0) and each column represents the hour whose 
portion participates in the charging phase of the ýh row. ýquation 9-5 is 
transformed to the following matrix, which expresses the profit constraint. 
Profit Constraint 
Matrix (1) 
0 
-/)iX-) P, X,., 
0 
-1, iX/1 ii -P, 
x., / i, -, 
,- pil--i-VII-I, lf 10 
-1)iX/1,1 2- -Pil lxl/, // i 
P/Xi, l 
1.1 
L0 
(A - B) I>0 
_0 
/)i XI, 2 .. 
U /) X11 U 
UU 
The combination of Equation 9-6 and Equation 9-8 gives the next two 
matrices, respectively: 
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Time Constraints 
Matrix (2) 
XIA 
0 
0 
1 X/IJ x// 2 ... x11A1-1 x//, // 
Matrix (3) 
X1.1 
-11. X, I 
x/I 
IJI I 
17 xii. i -'I -XII 2 x1i, 11- 
To descriptively explain how the elements in Matrix (2) are filled, the 
following example is given. the fifth row represents the fifth hour of the 
MP and each element of this row indicates the portion with which every 
hour of the MP participates in the charging mode in order for the fifth hour 
to have the required energy for discharging. So, for the fifth hour 
allocated to discharging, only the first, second, third and fourth hours can 
be allocated to charging. Assume that only the second, third and fourth 
participate in the charging mode with 30,20, and 50%, respectively, and 
that only 65% of the fifth hour is used for discharging. In that case the fifth 
row is as followsý 
1 x' 1 vý -, 
vý ' vý 1 -vý ý00.1 
0.2 0.5 0.05 ()01 
One of the time constraints describes the relationship of the discharging 
duration in every MP with the maximum ability of the system to discharge, 
which is the MDD. This is expressed by Equation 9-10, and the relevant 
matrix is as follows. 
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Matrix (4) 
100 
10 
-1- 
00... () I 
XIA 
- 17 - X, i 
X, 2,. 
o 
0 
-11 x 11 - x// x 
0 
- 17"XII. ] - 17, x112 
17 * x11,11 1 Xii, H 
The next matrix describes the energy balance constraint: 
Energy balance constraint 
Matrix (5) 
XIA 0 
0 
11, X11 I'l X/I IJI I 
-0 
ill)! ) 
Finally, the objective function at Equation 9-12 is described by the 
maximisation of the following matrix operation. 
Matrix (6) 
PXI, 
10 
X, X 
max P 
X// P//-I 
/)- X/1.1 - X11,2 ... - X/I 11 1 X//. // 1111 
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9.5 Effects of aggregated power capacity on marginal profits 
The description of the model so far does not mention the possible 
influence of the accumulated power capacity on profits. As already said., * 
the operation of the ESS in this research. is for, profits generation by 
exploiting the d. ifferences of the market clearing price (MCP) between 
peak and off-peak. -values. -The-ESS operator' purchases electricity with 
low MCP values in charging mode. In that case, for the duration of the 
charging mode, the power capacity of the storage system is considered 
as a load from the Grid Operator. Therefore, during the charging 
operation, the load of the interconnected electricity network increases by 
an amount equal to. the ESS power capacity multiplied with the. duration 
-of the charging energy value. If for an hour 
__qpe 
ration.. This would. give 
. only 
6D% of, that-is. used forckorging, then the loa .d of the interconnected 
system*will be increased at that-'hour by 0.6* (Ppwer capacity). Note here 
that it is assumed that the output power capacity is the nominal capacity. 
During the discharging operation the load of the whole electricity network 
is not affected by the ESS power capacity because the demand for 
electricity from the consumers does not change while the ESS dispatches 
electricity: the ESE simply behaves like an alternative generator. 
Thus only ESS power capacity effects need be considered during the 
chargind.. Mode. By Incorporating the' effpciS of, the aggregated power 
capacity on the load profile, -the model constitutes a more realistic 
approach of the participation of the ESS in the wholesale electricity 
market. However, the consideration. of the power capacity on the. load 
profile is not calculated from the first iteration of the model. The model 
starts the -application of the charging and discharging- modes allocation 
with the assumption that the power capacity is not influential on the load 
profile. This is done because at the beginning of the process it is not 
known where the two modes will be placed in time, as the auction of the 
day-ahead market and the costs of the other participants are also not' 
known. 
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Therefore, after the first stage the model makes an effort to allocate the 
two operations having considered the power capacity of the ESS on the 
load profile and-finalise that process in an optimum state. This process is 
explained in the following section. 
9.6 Discrete Optimal Control of the allocation process 
As already explained, this part of the model applies repetitions of the 
optimisation of the allocation sub-model. At time zero (0), it begins 
without having considered the ESS power-capacity on the interconnected 
system's load. From the next repetitions, this power capacity is added to 
the load at the hours where the ESS was*charging according to the 
allocation plan of the previous step (iteration). The number of the 
iterations is not known, and the model stops the repetitions when the 
stopping criterion is met. This criterion is the minimisation of the 
difference between the net revenues achieved in two subsequent steps of 
the modeL From the one iteration to the next, the parameter which is 
transferred is the allocation plan. 
As happens at the sub-model for the optimisation of the charge and 
discharge allocation, this part of the model focuses at one MP each time, 
applying several iterations per MP. 
The formulation of this sub-model follows the discrete optimal control 
theory. The model consists of N number of iterations or stages. At each 
stage, t he modelled system's state is denoted with wn where n is the 
iteration with nE (I : N), so at the first iteration, the system's state is wo. 
At the beginning of the nth iteration, the system enters this iteration with 
state wn-1. the transformation of the state wn-I to state wn is done by 
exerting a control variable (u) on the system. The control variable is 
different in every iteration, and in stage n it is un. 
The system is characterised by the allocation denoted with (A) which has 
no relation with the A noted earlier for the annual amortisation payments. 
Therefore, the system's state w is from now on symbolised as A. Since 
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the next state is a function of the previous step'. s state and the control 
variable of the current state as in Equation 7-1 in the development of the 
modeling approach chapter, the control variable u is the MCP since the 
latter is the only parameter which has direct effect in the formulation on 
the allocation. So, the symbolization of the control variable changes to 
MCP. 
The allocation A is a vector of the variable x,,,,,, which denotes the 
number of the hours of the MP. The i and J denote the fraction of the hour 
x which is allocated to discharging and cha rging respectively, while n is 
fo. r the number of the iteration. For example, 40.2,0.5,2 means that at 
the 2nd iteration of the model for the specific MP, the 4 th hour of the MP is 
dedicated by 20% to discharging and by 50% to charging. Note that 
xE (1: 1-1) where H is the maximum number of the hours of the MP and 
0: 5 ij < 1. 
It has already been mentioned that the load in the interconnected system 
is affected by the ESS power capacity only at the hours where it was 
charging according to the allocation of the previous step. So, for the 
hours xwhere j,, -, #-Othe 
load at stage n is =11 -ýPJ,, -1, . 
The product 
of the multiplication P. j,, 
-,,, 
is the energy which was charged at the hour 
x during the iteration n-1 and P denotes the ESS power capacity. As it 
can be seen from the transformation of the load at iteration n of the hour 
x, it comes from the initial load profile increased by this amount of energy 
under the conditions just mentioned. 
The MCP has a statistical relationship with the load, where the load is the 
independent variable and the MCP is the dependent one, as described by 
Equation 7-8 and Equation 7-9. For a change of the load the MCP 
changes, too. This change is characterized by the regression coefficient 
(A) which expresses the percentage of the MCP change due to 1% 
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change of load. Therefore, if a is the percentage of load change then that 
relationship is- 
/, -11 +1,, a and 
MCA 
ý., 
= MCPI + AICT, -a., 8 
+ -p 
ART, AICP, -I+ 
Equation 9-13, Equation describing the relation between the MCP of the n stage with the 
initial MCP 
Because I, 
,= 
/I + P. j,, ,,, the Equation 9-13 is transformed as 
follows- 
AR T, I+ 
AfCI I+ 131 
AKTI I+ 
Equation 9-14. Equation describing the dependence of the MCP of the n stage on the 
allocation of the previous stage 
This shows that for j,, ,, ýt 0 the 
MCP of the current state of the system 
depends on the allocation of the previous step. As the MCP is the only 
factor which controls the allocation, the allocation at stage 17 depends on 
the MCP in the same stage. The latter is affected by the charging times of 
the previous stage which in their turn are part of the allocation of the 
same stage n-1. 
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This can be expressed by the following mathematical function- 
/1,, = t, ( iiCJ) =g)=h (A,, 1. MCJ, .) 
This mathematical expression can also be expressed like- 
A, A, A 1CP, since the allocation at the stage n depends on 
the MCP of the same stage and on the allocation of the previous stage. 
After several repetitions the system reaches a point of optimi. sed situation 
when the stopping criterion is accomplished, as earlier explained in this 
section of the chapter. 
So the minimisation objective is: 
I/ I/ 
yF 
1) - A, fCp 1. k -ill. k .. k (i ti- I _v Jll- 
Equation 9-15. Minimization objective for the optimal control of the allocation model 
Where P is the ESS power capacity, the i,,, and j,, are the percentages 
with which the discharging and charging operations occupy the hour x at 
the iteration n. 
This minimization objective is subject to the function which links two 
subsequent states of the system: 
Constraint A, =h(A,, -,,, 
MQ, 
k 
The function h is expressed by the optimization model which was 
described earlier in this chapter. It is not explicitly known but it is applied 
by the linprog function of Matlab. 
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9.7 Simulations and Evaluation 
9.7.1 Introduction 
Distributed Electricity Storage MONitoring (DESMON) simulator is a piece 
of software that aims at simulating the electricity storage market applying 
the proposed model as described in the previous sections. That is, this 
software, written in Matlab following the Object-Oriented programming 
principles, simulates the reaction of the electricity market when storage 
systems are installed taking into account their special features. Any 
attempt to deploy the model in real world markets would require big 
investments currently unavailable to the undergoing project. 
N-.. 
DESIVION do s not simulate the functionality of these systems but uses 
their specifications (capacity, efficiency, costs etc) to do all the necessary 
mathematical calculations based on the objective function and constraints 
described in the -model- chapter. It outputs the modified load and prices. 
These outputs are further uspd -to'calculate the profits of these storage 
systems. Their profitability determines the market's capacity for such 
systems and therefore their applicability on it. - 
9.7.2 - Desijn-AgSunipWons 
Though the simulator tries to be as close as possible to real world 
environments, a number of assumptions were made for practicality: 
* Homogeneity: The simulated environment is homogeneous. That 
is, the installed electricity storage capacity, power capacity, 
management period, payback period and discount rate are the 
same for every tested technology. Though more than one 
technology is evaluated, each experiment assumes systems of the 
same technology. This intends to bring all technologies under the 
same operational environment for making comparisons on the 
same basis. 
9 Good Connectivity: The production and consuming units of the 
simulated market are assumed to be well-connected between each 
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other. This point means that the problems of access to the network 
are assumed to be solved (available points for connecting the ESS 
with the grid and available transmission capacity). 
Common Usage Patterns: Besides the homogeneity of the 
installed systems they have same usage patterns. That is, all the 
installed storage systems are used the same time for charging 
and/or discharging per hour. This could be thought of as a single 
storage system that aggregates the capacity of all the others. That 
has been done in order to simplify the research as in the opposite 
case the competition between ESS operators and this 
competition's effects on load and prices should be modelled. 
9.7.3 Design Requirements 
Given the aim of the simulator, its main functionality is to apply the DSM 
process on the input, modify the system's load, project any changes on 
the MCP after this load's change and finally determine the time allocation 
when the storage system maximizes its profits. The input is a set of files 
in comma-separated-values format which are read before any simulation 
process is executed (this is the format of the input files; however the 
constraints of the model need to be in matrix format): 
" data. csv: contains all the load and MCP data for every hour. 
" elasticity. csv: contains the elasticity of the MCP over the load 
changes. 
" Mters. csv: used by the DSM process to move load from the hours 
with the high MCP to the ones with the cheapest electricity. 
Modifying the filters in this file affects the result of the DSM 
process. 
" technology. csv: gives the specification of each simulated electricity 
storage technology. The user may choose only one technology 
whose specifications may affect the final revenue. 
The DSM process displaces load from hours with high electricity cost 
(prices) and moves it to the hours with the lowest cost. Each process is 
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applied to a subset of the input data, the MP, which is adjustable by the 
user and has to be the same as the size of the elasticity. csv. The load 
and prices data have to be multiples- of MP. The allocation algorithms use 
a set of input parameters which are also adjustable by the user: 
power: the ESS nominal power capacity 
MDD: the maximum discharging duration 
interest: the discount rate for the calculation of the amortisation 
payments 
payback: the payback period of the initial capital costs 
MP: the duration of the management period in hours 
DSM: application of DSM effects on load and MCP 
Pf: natural gas price 
After the end of the simulation, all the results produced are saved in two 
spreadsheet files. One of them contains analy 
' 
tical results forevery single 
hour of the data while the other a summary of results per MP. The 
contents of these files are as follows: 
o Analytical Results 
Load: three columns for the initial load, the load as modified 
by DSM and finally the load after the end of the simulation 
Prices: two columns for the initial prices and the prices after 
the end of simulation. 
Costs: two columns with the capital and charging cost of the 
storage system. 
Revenue: three columns with the discharging, net and total 
revenue. 
Allocation: two columns with the portion of each hour used 
for charging and discharging. 
Energy: two columns with the energy that is charged and 
discharged on a per hour basis. 
* Summary Results 
Costs: two columns with the capital and charging cost of the 
storage system on a per MP basis. 
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Revenue- three columns with the discharging, net and total 
revenue on a per MP basis. 
Allocation- two columns with the portion of each hour used 
for charging and discharging on a per MP basis. 
Energy- two columns with the energy that is charged and 
discharged on a per MP basis. 
Finally, for the user's convenience the simulator has a graphical interface 
for easy input of the parameters and visualization of the results per MP in 
specific graphs (Load vs Hours, Prices vs Hours). 
9.7.4 System Design 
The whole system design is based on the four main phases the input data 
go through. These phases are shown on the diagram below. Though the 
whole program is written in Object-Oriented Matlab for which the following 
diagram (Figure 9-3) shows a logical flow and collaboration of these 
phasesý 
Data Input 
Figure 9-3 Simulation phases 
Initially, the data is read from the files described above and stored in 
specific matrices and variables. The simulator, then, splits it into MPs and 
processes one-by-one. The DSM is applied if the user has enabled it from 
the input interface. After DSM, the load distribution within the MP has 
changed and therefore, using the elasticity, the input prices for that MP 
are properly adjusted. No timeslots for (dis)charging are allocated yet and 
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therefore the linear optimization mechanism is executed always 
preserving the set of constraints as detailed in the model's description. If 
DSM is not enabled, the (dis)charging timeslots are allocated right after 
the split of data into MPs. The operation of the storage systems on the 
allocated charging timeslots increase the load of the system during that 
time. Changes to the load cause subsequent changes to the prices. If 
these new prices would give a better allocation then the operation 
allocation process will be executed again until no more optimization is 
possible. The simulation finishes as soon as all the MPs are gone through 
these phases and the results are stored into matrices and displayed as 
graphs in the user interface. 
9.8 Assumptions of the model 
1. At the allocation process of the charging and discharging 
operations, which is affected only by the round trip efficiency of the 
technologies, the maximisation of the net revenues is a combined 
process of finding the optimal revenues and variable costs. 
However, the VOC (variable operating costs) consider only the 
electricity purchasing costs based on the market 
' 
clearing price, 
and for CAES the VOC includes the fuel costs as well. What is not 
taken into account is the cost of changing the operation of the ESS 
from charging to discharging and the other way around (or 
otherwise called start-up costs). These costs have been assumed 
to be negligible. 
2. For the calculation of the revenues and costs, the transmission 
system costs have not been included. This has two possible 
implications. The need for expansion of the transmission network 
so that the energy dispatched from the ESS to be delivered to the 
interconnected network, and assess the possible saved costs from 
delaying the transmission network expansion in the case where 
the ESS are distributed and close to consumption sites. 
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3. Installation sites for the Pumped hydro and CAES systems are a 
major prerequisite for their developm6nt. There are issues 
concerning the geology, the civil engineering and the 
environmental restrictions which surround their installation. In this 
research it is assumed that these issues are solved and are not 
analysed. For a real business plan and project development these 
issues need to be considered. 
4. The other assumption made is that the energy related capital costs 
of the ESS are the same regardless of the management period. In 
the interest of making the analysis less complex, it is assumed that 
the electricity storage capacity needs for every 24 hours do not 
change even if the allocation of the 72h MP is different. Therefore, 
in practical terms this means that for the energy related costs 
which are calculafed based on the MIDID, an average value of the 
MIDID per day is used for the 72h MP. For example, when in the 
three-day MP the MIDID is 18 hours for the allocation process, the 
MIDID value which is used in this case for the daily and annual 
amortisation payments is 18/3=6 hours per day. 
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10 Results 
10.1 Introduction 
This chapter presents the findings of the model's simulation for several 
options of parameters and under two distinctive scenarios (DSM and No 
DSM). The model's parameters and the key indicators which influence 
the outcomes have been listed in section 9.3. The presentation of the 
results is separated into two ba sic parts regarding the two DSM 
scenarios. Each one of these sections includes the findings for each 
tested technology for the two different management periods. In further 
detail, those characteristics which are reported are the: 
" Charging and discharging time and energy 
" Charging and discharging one--day and three-day profiles 
" Density distribution of the charging and discharging time and energy 
" Variable costs from charging 
" Revenues from discharging 
" Net revenues 
" Capital costs 
" Profits (Net revenues-Capital costs) 
" Carbon emissions 
The above characteristics, either all or some of them or in combinations, 
are examined against the following: 
Technology 
Maximum Discharging Duration (MDD) 
Round trip efficiency 
Management period 
Power capacity 
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The ESS technologies simulated are those which are suitable for load 
leveling purposes for medium-term storage (several hours of storage 
capability), having high energy storage capability and low to high power 
output (Schoenung 2001). These are: 
Pumped Hydro Storage (PHS). Those systems include both the 
traditional systems and the variable speed systems. 
Compressed Air Energy Storage (CAES) 
Secondary batteries: Lead-acid 
Flow Batteries. Here, Vanadium-redox batteries are considered. 
The simulation makes distinction between the technologies based solely 
on their round trip efficiencies from a technical point of view. No other 
technical characteristics of those technologies are considered because all 
are supposed to be capable of serving medium-term storage for arbitrage 
and ancillary services. The costs, however, are indeed different for each 
technology in terms of energy-, power- BoP and O&M costs. 
The first simulated scenario assumes no impacts from DSM programrýes 
which is either interpreted as lack of such programmes in the market or 
otherwise, their total ineffectiveness. So, the calculation of the net 
revenues is based on the initial data for MCP. 
The second scenario simulates the effects that the DSM programmes 
have on load and the indirect effects on MCP; following that, it calculates 
the abovementioned net revenues based on the altered prices. For the 
simulation of the DSM effects, there are some assumptions made due to 
lack of official historical data related to collective capacity and timing of 
DSM actions. The assumptions were presented in section 7.9. 
Both scenarios examine several operation options for ESS as listed 
above. These options cover combinations of power output range and 
maximum discharging duration range. The scenario simulation is based 
on numerical historical data of load and MCP of the Greek electricity 
market as reported by the Hellenic Transmission System Operator 
(HTSO) for years 2003 up to 2006 inclusive. The data for carbon dioxide 
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prices are acquired from the Point Carbon web site and are the historical 
prices of the European Exchange market for years 2005 and 2006. 
The results refer to a hypothetical case, where the electricity storage 
systems are options for investments in the Greek electricity market. In 
this case, it is examined how the profits from operating them will be 
shaped over a four-year period (from 2003 to 2006) taking into 
consideration that Demand-Side Management programmes are present 
in the market. The entities operating the ESS and the DSM are assumed 
to be different, and the DSM is implemented with various ways which do 
not include the use of ESS. Section 7.9 described how the DSM has been 
implemented in this research and what are its effects on load. 
So, the results make reference to the four-year period for which the ESS 
are tested, and make estimations about their potential values, in response 
to parameter changes. This is described in the sensitivity analysis. 
Further, it is essential to note here that the income source for the ESS 
profitability is the MCP only. ESS operate for arbitrage services only, and 
exploit the MCP differences between the peak and off-peak hours. The 
possibility to provide ancillary services as well has been tested and is 
presented later in this chapter. 
10.2 Results: DSM effects on revenues 
It has been mentioned that Demand-Side Management has impacts on 
the interconnected system's load. It reduces the load peaks and shifts 
that load to the off-peak load hours, according to the conditions of the 
hypothetical DSM programme that has been implemented in this 
research. The presentation of the absolute values of the results for all the 
technologies will be in the form of figures and tables. For every scenario 
(NoDSM and DSM) there are two options of operating management, the 
24-hour and 72-hour Management Periods. 
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10.2.1 Revenues of Lead-acid battery and PHS 
The reason for presenting the two technologies under the same section of 
the chapter is that the figures for both technologies are the same, apart 
from their capital costs. The explanation behind that is the same round 
trip efficiency with which they have been modeled. Since the allocation 
optimisation process depends on the round trip efficiency and the MCP 
profiles, the outcomes from this process (revenues, variable operating 
costs - VOC and net revenues) are the same for the lead-acid batteries 
and the PHS. II 
Three economic characteristics - revenues, variable operating costs 
(VOC) and net revenues (revenues subtracting' the VOC) - are the first to 
be explained and presented for the two technologies. These 
characteristics are displEiýed in Figuro'10-1 against a range of Maximum 
Discharging Duraticift(MIDID) forthe 24-hour MP. 
Economic chial-actelistics (NoDSryl scenario)f or the 24h IYIP 
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Figure 10-1 Economic characteristics for the Lead-acid battery and PHS technologies in 
the NoDSM scenario and the 24h MP 
The MIDID range is from 2 to 10 hours (with steps of 2 hours) for the 24 
hour MP, while for the 3-day MP the range is multiplied by three (from 6 
to 30 hours per MP, with steps of 6). This figure clearly shows the 
development of the characteristics while the MIDID increases. In general, 
the increase of the MIDID means that the stored energy per MP increases 
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as well, thus the expenditure for charging (the Variable Operating Cost) 
gets higher values. The stabilization tendency of the economic 
characteristics after a certain point of MIDID (6 hours) is explained by the 
progressively reduced number of the available charging/discharging pairs 
of hours that the model is able to allocate. As the model allocates them 
starting from 1 hour of MIDID, each pair of allocation leaves available pairs 
which comprise of MCP low-high values which progressively shrink. 
Therefore, Ahe model reaches -the optimization level with some of the 
MDD. 
The following Figure 10-2 shows the behaviour of revenues, VOC and net 
revenues in both scenarios of the DSM and NoDSM. As expected, the 
DSM has implications for all of these characteristics, notably negative. It 
reduces the revenues, as expected, because the load peaks have been 
reduced and in their turn, through the statistical relationship between the 
MCP and load, have decreased the difference between the peak and off- 
peak prices, which reduces the ESS margin and reduces its revenues. 
Effects of DSM on Lead-acid and PHS economics for 24h MP 
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Figure 10-2. Effects of DSM on the Lead-acid and PHS economics for the 24h MP 
Similar behaviour of these economic characteristics is expected, and 
finally observed for the option of the 72-hour MP. Figure 10-3 displays the 
relevant findings. The difference with the 24h MP is on the level of the 
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achieved economics since the patterns are similar. The extension of the 
MP from one to three days gave higher revenues, VOC and net revenues 
by 15.5%, 12.5% and 23.8% respectively. These numbers are average 
values for the range of the MDD. The higher net revenues of the three- 
day MP are explained by the largest number of the available hours this 
option has, in order to allocate either charging or discharging operations. 
This possibility is given by the functions and assumptions of the model 
which allows the last hours of the first and second days to be used for 
charging and the first hours of the second and third days for discharging 
when in 72h MP. 
Further details on how the extension of the -MP from 24 to 72 hours 
affects the ESS economics *are found in section 10.2.4. 
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Figure 10-3. Effects of DSM on the Lead-acid and PHS economics for the 24h MP 
30 
The expectation for the VOC, is that they would be increased when the 
DSM would be activated. This is derived from the fact that the "shaved" 
load from -the peaks is shifted to fill the "valleys" of the load profile and 
this triggers higher MCP values at the corresponding off-peak hours. So, 
the hours during which the ESS is charging have more expensive MCP 
and the ESS purchases electricity with higher prices. Note here that the 
shaved energy from the load peaks accounts for only 0.74% of the total 
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energy consumed in the interconnected system. However, this is 
adequate to reduce revenues for the case of the Lead-acid batteries and 
PHS by an average of 9.47% (in the range of the MDD) and 8.19% for the 
24h MP and 72h MP respectively; the relative figures for the VOC are 
8.72% and 7.39% and for the net revenues are 11.48% and 10.05% for 
the 24h MP and 72h MP respectively (see Table 10-1). 
The expected higher variable operating costs due to DSM are finally not 
proven; the VOC, as just stated, was decreased moving from the NoDSM 
to DSM scenario. This initially surprising fact can be explained by the 
optimisation process of the allocation. When a MIDID value is given, the 
model is not allowed to exceed that, but it is not compulsory to reach it. 
The hours allocated to discharging for every MP, are determined 
according to the model's constraints and directly linked to the charging 
hours. 
Therefore, the optimisation process allocates the charging and 
discharging hours in the way which maximize s the net revenues per MP. 
In the DSM scenario, as mentioned, the difference between the peak and 
off peak MCP values is lower and the model finds fewer combinations of 
charging and discharging hours to fulfill the net revenues maximisation 
target. In other words, the maximisation target in the IDSM scenario is 
reached with fewer hours for charging and discharging for the same 
MIDID. Consequently, the VOC is calculated and found to be less than in 
the case of the NoDSM scenario. 
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Table 10-1. Percentage differences between DSM and NoDSM scenarios for PHS 
Revenues, VOC and Net revenues under both MPs 
Percentage differences between DSM and NoDSM scenarios 
(DSM has lower values) 
Revenues VOC Net revenues 
MIDD (hours) 24-hour Management Period 
2 7.7 6.4 10.6 
4 9.7 9.0 11.8 
6 10.1 9.6 11.7 
8 9.9 9.3 11.6 
10 9.9 9.3 11.6 
Average 9.5 8.7 11.5 
MIDID (hours) 72-hour Management Period 
6 5.9 4.3 9.0 
12 7.7 6.8 10.0 
18 9.0 8.5 10.4 
24 9.2 8.8 10.4 
30 9.1 8.6 10.4 
Average 8.2 7.4 10.0 
The above Table 10-1 displays the differences of the revenues, the 
variable operating costs and the net revenues between the DSM and the 
NoDSM scenarios for the PHS and Lead-acid. They are presented in 
percentages having as reference the figures of the NoDSM scenario. 
It is interesting to show how the percentage differences profiles move 
within the range of the MIDID values with the goal to compare the two 
scenarios. For that reason, the percentage differences of the charging 
energy have been included. As indicated in Figure 10-4, for the 24h MP, 
the profiles of the percentage differences of the VOC and the charging 
energy follow similar patterns which, however, on moving to higher values 
of the IVIDD range, are getting wider, though with a tendency for stable 
relative positions. 
There are two questions to be answered so that this behaviour can be 
explained. Firstly, what is the VOC behaviour against the MIDID? Secondly 
what is the effect of the DSM on the relative behaviour between the 
charging energy and the VOC? 
The first question can be answered by the fact that for low MIDD values 
the model can very easily allocate the required hours to the charging 
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mode (or vice versa), because there are plenty of hours available in the 
MP. As the MIDID gets higher, the model first allocates the hours with 
cheap energy for charging and then uses more and more expensive 
energy (the gap between the peak and off peak MCP values closes) and 
that is why for a relatively small increase of the charging time (and 
energy) the VOC increases with higher rates. 
Coming now to the second question, the relative behaviour of the 
charging energy and the VOC between the two scenarios, it was 
mentioned earlier that the DSM uses less time for both charging and 
discharging for the. same- MIDID -value, but that, the prices made for the 
charging energy are higher. Thus the relative reduction in VOC between 
the NoDSM and DSM scenarios is less than the equivalent reduction in 
charging energy. 
By all that, at 2 hours of MIDD the VOC is less in the DSM than in the 
NoDSM scenario. Moving the scale of the MDD upwards, the VOC is 
getting higher 'values for both scenarios. However, for the range of the 
MDD, the VOC in-the DSM scenario gets progressively lower rates of 
increase compared to the NoDSM scenario. This drop is expressed by 
the positive slope of'the profile- of the VOC in Figure 10-4. The gap 
between the two lines (of the VOC and the charging energy) is getting 
wider because for higher MIDID *. Values the expensive hours allocated to 
charging are getting more significant in terms of both number and value. 
This means that the charging energy is increasing faster than the VOC 
withiý the MIDID range for the DSM-scenario, compared to the NoDSM. 
The same explanation stands for the 72h MP option as indicated in 
Figure 10-5. What is different in this case is that the shapes of the profiles 
are not quite the same as in Figure 10-4. In the 72h MP the effect of DSM 
on charging energy and VOC stops increasing at later point than in the 
24h MP (8 hours daily instead of 6 hours). This means that the charging 
energy and VOC decrease in higher rates and for longer period 
compared to the 24h MP and this can be explained by the model 
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structure which makes higher number of hours available for exploitation 
and thus the optimization is reached with fewer hours. 
Relative percentage differences of the Charging energy and 
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Figure 10-4. Relative percentage differences of the Charging energy and the VOC for 
DSM and NoDSM scenarios for 24h MP (Lead-acid and PHS technologies) 
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Figure 10-5. Relative percentage differences of the Charging energy and the VOC for 
DSM and NoDSM scenarios for 72h MP (Lead-acid -and PHS technologies) 
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10.2.2 Statistical indicators for Lead-acid battery and PHS 
The next step of the results presentation refers to statistical indicators 
such as ratios and their variances. Numerical figures cannot mean much 
by themselves. They have to be linked with other figures so that their 
magnitude can be assessed. One of the simplest ways to do so is 
through ratios (Horn 1993). Even if a statement includes a ratio or 
percentage, these is some information missing as there is still the need to 
present the initial numbers as well. 
In the case of this research, ratios are used to explore the relationships 
between the. different operational and economic characteristics, and to 
identify whether there is a trend which these characteristics follow. 
The ratios for the economic characteristics are: 
variable operating cost to charging time and variable operating cost 
to charging energy 
VOC 
and 
170C 
Tch. E(, 1, 
discharging revenues to discharging time and discharging revenues 
to discharging energy TDisch. EI),, j). 
The ratios of the economic characteristics show some consistency 
throughout the range of the MIDID, but with some variance and standard 
deviation. The Table 10-2 displays the statistical indicators which link the 
economic characteristics like the VOC and the revenues with the energy 
charged and discharged respectively. 
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Table 10-2. Statistical indicators for DSM and NoDSM scenarios connecting the 
economic characteristics with the energy charged and discharged. 
DSM scenario 
Mean of Ratios Variance Standard deviation 
___VO__Cto__ - -R-evenues to VOC to Revenuesto VOC to Revenuesto 
MP charging discharging charging discharging charging discharging 
energy energy energy energy energy 
I 
energy 
ý_4h 627 23ý 42.549 0.146 0.117 0.381 0.342 
72 h 23 K9 - 43.653 0.268 0.658 0.518 0.811 
NoDSM scenario 
24h 23.846 - [___43.293 azw_ 0.090 0.479 0300 
72h 23.789 44.319 T 0,421 0.651 0.649 0.807 
It can be seen that for both scenarios and under both MPs, the mean of 
the ratios are comparable. However, the variance and the standard 
deviation are much higher for the 72h MP than for the 24h MP, which 
means that the VOC and the revenues can be more reliably predicted in 
the second case given the charging and discharging energy respectively. 
In the attempt to compare the relative figures between the two scenarios, 
it is indicated that the variance and the standard deviation are both lower 
for the DSM scenario meaning that it is more reliable to predict the VOC 
and the revenues for DSM if the charging and discharging energy are 
known. This happens because the DSM smooths out the spikes in prices 
and increases the prices in the off-peak times. The variance and standard 
deviation of the is lower for the DSM scenario because the shift 
of energy to the off-peak times followes a flat constant profile during 
these times. On the other hand, the variance and standard deviation of 
the in DSM scenario is higher. The reason is that as DSM 
reduces price peaks, the model allocates more time to discharging 
operation to reach the optimisation level. The extra time of discharging 
which has been allocated to discharging is of lower price and therefore 
the price values of the discharging hours after the DSM application 
varies. This variation results at higher variance and standard deviation for 
the DSM scenario of the revenues to discharging energy scenario. 
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10.2.3 Revenues of VRB, CAES and PHS-variable 
Prior to moving to the presentation of the results of the rest of the 
technologies, it is vital to underline that those results referring to the 
CAES technology include fuel costs representing a Business-as-usual 
scenario with the natural gas prices of the current days (deflated 2007 
natural gas prices in 2000). This price is 24.109 Euros for every MWh of 
electricity that is produced and it is assumed that the price escalation rate 
is zero. This means that it rises only following an average n' umber for 
inflation rate of 2.5%. The rest of the technologies which were tested vary 
in results due to the different round trip efficiencies they have and due to 
the fuel costs of the CAES. As was explained, given that the MCP and 
load profiles of the interconnected network are the same regardless of the 
technology, the only parameter which affepts the allocation optimisation 
process is the round trip efficiency and the fuel costs in the case of 
CAES. The amortization payments of the capital costs and the O&M 
costs (maintenance c9sts) do not affect the allocation process but are 
calculated separately for each technology because they are fixed 
amounts every year. The explanation of the results behaviour is the same 
as with the Lead-acid batteries and the PHS. For that reason, the rest of 
the technologies with different round Arip efficiency (VRB, CAES and 
PHS-variable) are presented in the same section. The Table 10-3 
includes all the tested technologies for comparison between them. The 
figures refer to the. VOC, revenues and net revenues for the four years of 
the study. 
The general trend depicted from Table 10-3 is that as the MIDID gets 
higher, all the economic figures scale up as well. This happens because 
the MIDID increase gives larger numbers of charging and discharging time 
which is interpreted to higher VOC and revenues. Further, and as seen 
for the previous two technologies, all the figures are larger in the NoDSM 
scenario and for the 72h MP. 
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The poorest performance in economic terms is shown by the CAES 
followed by the VRB technology because the former has fuel costs and 
the latter has the lowest round trip efficiency of all. In the same sense, the 
best economic performance is that of the PHS-variable technology. This 
outcome does not consider the capital and the fixed O&M costs which 
can have substantial influence on the ranking of technologies regarding 
their economic performance. Profit analysis is in a following section. 
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Table 10-3. Economic figures for all technologies for-both scenarios and MPs, in million 
Euros 
ý24 - 'hourMP,, '' 
DSM NoDSM 
Technology (round 
trip efficiencv) 
MIDID Revenues Net 
revenues 
VOC Revenues Net 
revenues 
VRB (0.7) 2 2.58 3.53 0.96 1; 2.86 3.94 1.08 
4 4.42 5.97 . 1.54 5.12 6.87 1.75 
6 5.18 6.90 1.72 5.91 7.85 1.94 
8 5.32 7.06 1.74 6.05 8.02 1.97 
10 5.33 7.08 1.75 6.06 8.03 1.97 
CAES (0.73) 2 0.23 0.46 0.24 0.27 0.58 0.31 
4 0.37 0.73 0.37 0.46 0.96 0.51 
6 0.40 0.79 0.40 0.51 1.10 0.55 
8 0.40 0.79 0.40 0.52 1.10 0.56 
10 0.40 0.79 0.40 0.52 1.10 0.56 
Lead-acid & PHS 
(0.7 2.86 4.02 1.15 3.06 4.35 1.29 
4 5.28 7.21 1.93 5.80 7.99 2.19 
6 6.67 8.90 2.23 7.38 9.90 2.53 
8 6.97 9.25 2.28 7.69 10.27 2.58 
10 7.01 9.30 2.29 7.73 10.32 2.59 
PHS-var (0.78) 2 2.95 4.22 1.27 3.09 4.51 1.41 
4 5.61 7.78 2.17 5.97 8.42 2.45 
6 7.33 9.89 2.56 7.86 10.76 2.89 
8 7.81 10.46 2.65 8.37 11.36 2.98 
10 7.88 10.54 2.66 8.46 11.45 3.00 
DSM NoDSM 
Technology MDD VOC 
I 
Revenues I Net 
r 
VOC Revenues Net 
revenues 
VRB (0.7) 6 2.96 4.26 1.29 3.17 4.60 1.43 
- 12 4.95 6.86 1.90 5.54 7.67 2.12 
18 5.90 8.02 2.12 6.57 8.93 2.36 
24 6.16 8.34 2.18 6.85 9.28 2.43 
- 30 6.22 8.41 2.19 6.89 9.33 2.44 
- CAES (0.73) 6 0.35 0.74 0.40 0.40 0.87 0.47 
- 12 0.48 0.99 0.52 0.55 1.15 0.62 
18 0.50 1.02 0.53 0.58 1.22 0.65 
24 0.50 1.03 0.54 0.59 1.23 0.65 
30 0.50 1.03 0.54 0.59 1.23 0.65 
Lead-acid & PHS 
(0.75) 6 3.15 4.67 1.53 3.29 4.97 1.68 
12 5.86 8.20 2.34 6.28 8.89 2.61 
18 7.44 10.13 2.69 8.13 11.13 3.00 
24 7.97 10.75 2.79 8.73 11.84 3.11 
30 8.12 10.93 2.81 8.89 12.02 3.13 
PHS-var (0.78) 6 3.15 4.84 1.69 3.21 5.06 1.85 
12 6.12 8.80 2.68 6.37 9.33 2.96 
18 8.18 11.32 3.14 8.66 12.15 3.49 
24 8.98 12.27 3.29 9.52 13.18 3.66 
30 9.18 12.51 3.32 9.75 13.44 3.70 
The drop of revenues, VOC and net revenues of all technologies due to 
DSM is different for each of the technologies and for each of the MDD. 
1 The VOC for the CAES includes the IlatUral gas costs of the Business-as-usual scenario 
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This is because both the round trip efficiency and the MIDID affect the 
allocation process. From Table 10-4 which indicates the relevant 
percentage drop, the highest figures are shown for CAES. This is 
because the CAES. has been modeled with fuel costs which depend on 
the discharged energy. Therefore, high fuel costs leave small margins for 
profit for the ESS as the model which optimizes the net revenues for 
every MP does not allocate any operation for a day where the revenues 
are less than the running costs. This means that for those MPs any 
possible allocation of the charge/discharge operations cannot give 
positive net revenues and therefore, those MPs are left behind without 
being used. So, even a very small change of the load and MCP profiles 
due to DSM can drastically alter the scene and leave out of use many 
MIPS. 
Table 10-4. Percentage drop of revenues, VOC and net revenues between the DSM and 
NoDSM scenarios for the two MPs 
Percentage drop of revenues, VOC and net revenues due to DSM 
Revenues VOC Net revenues 
Technology 
(efficiency) 
24h 72h 24h 72h 24h 72h 
VRB (0.7) 11.86 9.67 11.96 9.43 11.46 10.07 
CAES (0.73) 24.26 15.45 20.68 13.42 27.52 17.37 
Lead-acid & 
PHS (0.75) 
9.47 8.19 8.72 7.39 11.48 10.05 
PHS-var (0.78) 7.56 6.12 6.20 4.52 11.11 9.66 
The other behaviour which has to be explained is the weaker effects of 
DSM observed for the revenues and the VOC as moving to higher round 
trip efficiency values. The first approach to explain this is to see how in 
practice the charging time develops with the efficiency. The theory says, 
according to Equation 9-4, that the higher the efficiency the less time is 
allocated to charging for a specific value of MDD. However, the practice 
shows that the charging hours increase for higher efficiency. The closing 
gap between the two lines representing this fact in Figure 10-6 shows that 
the ability of an ESS to reach the maximum theoretical amount of hours 
of charging is strengthened as the efficiency increases. This is due to the 
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optimization procedure. An ESS with high efficiency is able to use less 
ch&ging hours for the same MIDID, therefore it has larger margins to 
exploit more charging hours in order to reach the maximum discharging 
duration. This behaviour is similar for all MDDs and for the 24-hour MP as 
well. 
Tlieoielic-, ilt-ii(I-ticitiallieii(I of thechaiginglimefoi the I 8-hour 
rvIDD of Me 72h IvIP 
26 
24 
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Figure 10-6. The theoretical and actual trend of the charging time for the 18-hour MIDID 
of the 72h MID 
After explaining the behaviour of the charging time with respect to the 
round trip efficiency, it is easier to describe the reason for which the DSM 
seems to have less significant effects on revenues and VOC for higher 
efficiencies. The reason is that as higher efficiency technologies are able 
to exploit more charging time, the changes of the DSM on load and 
indirectly on the MCP profile lose their importance over larger amounts of 
charging time. 
10.2.4 One-day & three-day management periods effects 
The next important effect on technologies economics comes from the 
extension of the management period from 24 to 72 hours. As depicted 
from Table 10-3, the revenues, VOC and net revenues have all been 
increased in the 72h MP option. For the same daily MIDID, the hours used 
for either charging or discharging per MP are more in the three day option 
by an average of 11.7% and 12.9% for the NoDSM and DSM scenarios 
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respectively. As an example, the case of PHS for 6 hours of daily MIDID is 
considered, where these figures are taken from. Apart from using more 
hours (charging and discharging) the allocation of them is different as 
well. As shown in Figure 10-7, again from the same example, there is a 
big difference in both the number of hours allocated in charging and 
discharging and the allocation itself. The figure represents the same 
days, where in the first graph is the allocation for a 72h MP, and the 
second graph for a 24h MP. 
The MCP drawn with a line is in Euros. The bars represent the portion of 
each hour allocated to either charging or discharging. When a bar 
reaches the MCP line it means that this hour is used 100%. When the bar 
is half the MCP value of a specific hour, it means that this hour is used by 
50%. 
The most distinctive difference between the two graphs is not the amount 
of time allocated to either of the two operations, but the different 
distribution of the allocation. The 72h MP has the ability to exploit the last 
hour(s) of a day for charging where the 24h MP is not allowed to do so, 
according to the combination of Equation 9-7 (Second time constraint - 
there is no charging duration for every. j>i) and Equation 9-11 (Energy 
balance constraint), and likewise, it has the ability to use the first hour(s) 
of the second and third days of the MP for discharging, where in the 24h 
MP the first hour(s) of the MP is used only. for charging. 
The higher revenues of the three day management period are easily 
explained by the fact that more time on average is used for discharging 
per day, compared to the one-day management peri od. The VOC are 
also higher because of the longer charging time. 
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Figure 10-7 An example of the allocation changes due to the extension of the MP from 
24 to 72 hours 
An interesting point to make here is the density distribution of the 
charging and discharging operations for the two management period 
options. This is an indication of the possibility to find either of the two 
operations in a specific hour of the MP and reflects on the capacity 
utilisation of the store. From Figure 10-8 and Figure 10-9, which give 
examples of the densities distribution for the 72-hour and the 24-hour 
MPs respectively, it is shown that the densities for the 72h MP are higher. 
This means that the storage facility is operated more intensively in that 
case, especially during the first day. In the 24h case there is very little 
charging after the first 9 hours, so the pattern is basically charge up once 
then discharge to help the 2 peak periods. But for 72h case, on the first 
day there is extra charging throughout the day with generally less 
discharge on day 1 than day 2 or 3. In order to satisfy the charging 
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capacity of the ESS for the 72h MP it means that the higher. need for 
storage capacity of the 1" day, compared to the other days, has to be 
satisfied. But in that way, the storage capacity will be partially used during 
the next two days. Therefore the energy related capital costs should be 
adjusted so that can be minimised, this is not done in this research. Note 
here that the assumption of the model is that the energy-related capital 
costs remain the same for the two MPs. 
Figure 10-8 Densities distribution of the charging and discharging operations for the 72- 
hour MP for 10 hours MDD of the CAES technology in NoDSM scenario 
C 
ft II is 
Figure 10-9 Densities distribution of the charging and discharging operations for the 24- 
hour IMP for 10 hours MDD of the CAES technology in NoDSM scenario 
10.2.5 Ancillary services potential revenues 
In section 5.3.2 it is reported that, according to the Network Code of the 
Greek System Operator, not all generators are obliged to provide 
Secondary Control Reserve services. All the revenues presented in the 
previous sections assume that no capacity reserve has been kept for the 
ancillary services provision. The research at this point calculates two 
alternative options, the capacity reserve for (a) provision of Primary 
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Control Reserve only and (b) provision of both Primary and Secondary 
Control Reserve. 
The Regulatory Authority for Energy of Greece (RAE) mentions in one of 
its reports that the HTSO S. A (the transmission operator) has calculated 
the required amounts of the primary and secondary control reserves for 
the Greek interconnected system (RAE 2006b). It requires reserves of 
700 800 MWh for Primary Control and 5 256 000 MWh for the Secondary 
Control for the period between October 2006 - September 2007. 
Capacity-wise calculations from the UCfE for the reserves'that Greece 
should maintain for the Primary Control, are around 60 MW. However, 
due to the geographically isolated position of Greece in the UCTE 
territory, the HTSO increases this amount by 20 MW as a minimum 
requirement. That is a total of 80 MW. 
Considering a total installed capacity in. thp Greek interconnected system 
of 12 800 MW from which the 80 MW should be reserved for Primary 
Control, the simplistic calculation for a power plant of 40 MW of nominal 
capacity like the ESS of this research, should be 0.25 MIN. 
As for the capacity that has to be reserved for the Secondary Control, is 
practically calculated by the empirical formula of the UCTE expressed by 
Equation 5-5. According to this formula, for the 12 800 MW of installed 
power capacity of the interconnected system in Greece, the requirement 
is for 238 MW. With a rough estimation assuming that 
* 
each installed MW 
should take a share of that requirement, and under the general 
assumption that the majority, if not all, of the power plants in the 
interconnected system in the county have power capacities which exceed 
the threshold for ancillary services provision, the corresponding amount 
for a 40 MW ESS is 0.74 MIN. 
The ancillary services are paid with 3.5 E/MWh (RAE 2006b). So, in order 
to calculate the net revenues in the cases where (a) Primary Control only 
is included and (b) where Secondary Control is added, the net revenues 
that have already been calculated need to be adjusted to the actual 
capacity left after the ancillary reserve, and then add the revenues from 
the ancillary services. 
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The ratio of the net revenues to the ESS power capacity gives the 
marginal net revenues for each 1 MW of the ESS power capacity. The 
model in this thesis calculates the effects of the ESS power capacity on 
their net revenues and profits. This effect derives from the fact that the 
energy used for charging is considered as extra load for the 
interconnected network. Therefore, since the load changes, the MCP 
profile changes as well which finally affects the allocation process and the 
resulted net revenues. For the analysis of the ancillary services 
economics, the effect of holding part of the power capacity has not been 
assessed as for its effects on the allocation process. It is likely to be a 
small effect given the size of the capacity reservation. 
The adjusted net revenues including the revenues from the ancillary 
services, is calculated with the following Equation 10-1. Note that the 
price of 3.5 E/MWh refers to 2006 prices and is deflated in 2000 prices. 
The reason for that, is that all prices and costs in this research refer to 
2000 as base year. The deflator used for that purpose is the same as for 
the other energy products referred to section 8.1 for year 2006, because 
there wasn't a 2007 deflator available and the change from 2006 is 
assumed to be minimal. The inflation used, is 2.5% yearly, and is the 
same as used in a report of the RAE about the payments of the ancillary 
services in Greece (RAE 2006b). With this deflator, the price of 63.5 is 
converted to C2.9 in 2000 prices. 
A'R * 
(ESSP. Ctlj). - ('01711-011'eSel-I'C) + COnlrol reserve * 2.9 * Disch. Time 1"'SS P. Cap. 
Equation 10-1. Formula for the adjusted Net Revenues due to the ancillary services 
obligations 
Given the conditions of payment for ancillary services in the Greek 
electricity market, it is important to show how Equation 10-1 behaves 
compared to the net revenues (NR). That is to examine whether this 
equation, for the conditions mentioned, gives lower or higher values than 
the net revenues found up to this point. 
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The first step is to find the level of effect of the Control reserve and the 
Discharging time. Let A and B denote the following- 
ESS P. Cap. - Cowrol reserve 
and ESS P. Cap. 
B= COntrol reservc * 19 * Disch. Thne 
Such that A is the ratio of remaining capacity to full capacity for normal 
arbitrage operation and B is the revenue from reserve operations. The 
key issue is whether the foregone net revenues for normal operation are 
higher or lower than the revenues from the ancillary services, thus 
whetherý. 
NR J1 -A)!! ý or >B 
Since the Control reserve can take values 0.25 MW or (0.25+0.74) MW 
for a power capacity (ESS P. Cap. ) of the ESS equal to 40 MW, it isý 
'19.01 39.75 1 
-- <A0.97525: 5 0.99375 40 40 
Likewise, 
0.725. Disch. Tilne:! ý B -<-'-'. 
871 - Disch. Time 
At this point, it is necessary to look at the ratio of the net revenues to the 
discharging time. These ratios fall in between 410 and 630, with 
variations depending on the technology, on the DSM scenario and on the 
MP that has been selected. 
This is described in mathematic terms as- 
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410 <- 
NR 
< 630, ý: ý Disch. Thne 
4 10. Disch. Titne: 5 NR: 5 6' )0 - Disch. Tinie 
From the above inequalities it can be extracted that, 
B52.871. Dischlime -ýg 4 10. Disch. Tinze: ý NR e> 
B <- 410. Disch. Time ýý 2.871.142.807. Disch. Time: ýý NR 
2.871 - Dischlime <--- 
I 
--- . NR z: -- 0.007 - NR 142.807 
So, taking the worst case which would be the ESS to deliver both the 
Primary and the Secondary Control Reserve, which for a 40 MW system 
will be 0.99 MW, and that the net revenues to Discharging time ratio is 
the smallest one (equal to 410), as described by the above inequalities it 
isý 
B: ýý 0.007. NR s: (I - 0.975). NR = 0.025 - NR 
B 7s; (I -A). NR 
Equation 10-2. Mathematical proof of the relation between the revenues from ancillary 
and arbitrage services 
This expression shows that the revenues from the ancillary services are 
less than the remaining of the net revenues. Therefore, the participation 
of the ESS in the ancillary services provision procedure, under the 
conditions described, returns lower net revenues than keeping all its 
power capacity for arbitrage services provision only. 
The magnitude of the net revenues adjustment varies for the 
technologies, the DSM scenario and the selection of the MP option. On 
average, for the case where the ESS delivers only the Primary Control, 
the adjusted net revenues are 99.54% and 99.53% of the initial net 
revenues, for the DSM and NoDSM scenarios respectively. In the case of 
participating in both the Primary and the Secondary Control services, 
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these percentages are 98.18% and. 98.15% respectively. As expected, by 
dedicating 0.99 MW out of 40 for the ancillary services, the net revenues 
drop more than giving only 0.25 MW, with a linear relationship. 
10.2.6 Capital costs and profits 
Capital costs are related to energy capacity, Balance of Plant, power 
capacity, operation and maintenance and replacement of the system. 
Vanadium-redox (VRB) and Lead-acid batteries need to be replaced 
every 6 and'10' years respectively.. The 'other technologies do not face. 
such a constraint. The power related 'costs are by far greater for the 
Pumped Hydroelectric technologies and the Compressed air, with low 
energy and BoP related costs. On the other hand, the. Lead-acid and. the 
VRB have comparable, costs for -all the categories. Their disadvantage 
though, is that they. need to be replaced quite often. The table which 
follows, gathers all. the data. related to_ capital, costs as. reported by 
Schoenung and Hasenzahl (Schoenung 2007; Schoenung & Hassenzahl 
2003) with the figures having been converted from US dollars to Euros 
and. deflated in 2000 price basis. 
Table 10-5 Capital costs of the ESS technologies in 2.000 prices. 
Technology Rouhd Enqrgy Power Balance of. .. Fix6d 
trip -related - related Plant -O&M 
efficiency capital capital capital costs 
(AC to cost cost cost (E/MW/yr) 
AC) (E/MWh) (E/MW) (E/MWh) 
Lead-acid 0.75 123000 102500 123000 12300 
VRB 0.70 287000 ' 102 500 123000 4100 
CAES 0.73 2460 348500 41 000 2050 
PHS 0.75 8200 820000 3280 2050 
PHS- 
variable 0.78 8200 861 000 3280 2050 
The power related costs (in E/MW) refer to the Power Conversion System 
of the technology and the energy related costs (in E/MWh) to the energy 
capacity of the system. The BoP costs (in E/MWh) are related to the 
ancillary systems and necessary constructions of the plant. The BoP 
costs are typically proportional to energy capacity but in some cases they 
are fixed figures or even proportional to power capacity (Schoenung 
2007; Schoenung & Hassenzahl 2003). The energy related and BoP costs 
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depend on the MIDID value. So, the total costs are the sum of energy- 
related, BoP, power related and fixed O&M costs. The replacement 
needs for the Lead acid and VRB technologies mean that every certain 
number of years depending on the technology the energy components 
need to be replaced. Therefore the replacement costs refer to the energy 
related costs and are exactly the same. Table 10-6 displays the relevant 
numbers and can. it be seen that although the Lead-acid has more 
frequent need for reolacement, its costs for that are lower compared to 
VRB. This results in 15% less replacement costs for a lifetime of 30 
years. 
Table 10-6. Replacement frequency and costs for all technologies 
Technology Replacement cost Replacement frequency 
(E/MWh) (years) 
Lead-acid 123000 6 
VRB 287000 10 
CAES 0 None 
PHS 0 None 
PHS-variable 0 None 
Source: (Schoenung 2007, -Schoenung & Hassenzahl 2003) 
The DSM which alters the load and MCP profiles and thus the 
charge/discharge allocations, it is assumed that it is not a factor- of 
change of the capital costs, since it should change the energy related and 
BoP costs. These costs remain the same regardless of the application of 
DSM and the ESS initial and basic state is to operate in normal conditions 
without the influence of DSM. 
Depending on the lifetime of a power plant project, the annual 
amortisation payments differ as well. These refer to the amount of 
payments 
* 
that need to be guaranteed every year until the end of the 
lifetime so that the capital costs are paid back in full. For the first phase of 
the results related to profits and amortisation payments, the lifetime of the 
ESS has been selected to be 30 years (Roques, Nuttall, & Newbery 
2006) 
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The annual amortisation payments are divided into equal annual and then 
into daily payments (see Equation 9-1 and Equation 9-2), because. the 
calculations for the net revenues and profits are done on a daily basis. 
The calculation of the amortisation payment, as seen from Equation 9-2, 
depends on the discount rate. The discount rate that is used in the Greek 
market and reported by the European Comission is in the range of 4 to 
6% (European Commission 2007). Therefore for this research an 
estimated number of. 5% is used. Further analysis on the sensitivity of 
-capital amortisation payments, profit and NPV to variations in the 
discount rate is in the following sections 10.3.2 and 10.3.3. 
The'results for the annual payments show that due to the replacement 
costs of the VRB and the Lead-acid batteries these two technologies are 
by fa r the most expensive ones, with the VRB the most expensive. The 
VRB has higher fixed O&M compared to Lead-acid, but the latter's lower 
energy-related costs manage to make the Lead-acid less expensive. The 
CAES, PHS and PHS-variable have lower capital cost annual payments, 
with the lowest being the CAES. Table 10-7 indicates the relevant figures 
for all technologies against the range of the MDDs, for discount rate 
r=5%. As the MIDID gets higher values, the annual payments get Ngher as 
well because the PoP and the energy related costs increase. 
Table 1 Q-7 Annual amortization payments for r=5% (Euros) 
MDD VRB Lead-acid CAES PHS PHS-variable 
2 6837044 4866537 1098325 1996590 2089976 
4 13430025 9481624 1377548 2068380 2159005 
6 20023006 14096710 1656772 2140170 2228034 
8 26615987 18711797 1935995 2211961 2297064 
10 33208968 23326884 2215218. 2283751 2366093 
Figure 10-10 displays the annual payments for the CAES, PHS and PHS- 
variable technol ogies. The two PHS technologies have similar profiles 
because the energy and BoP related costs according to Table 10-5 are 
the same. The gap between their profiles represents the higher power 
related costs of the PHS-variable. CAES has lower annual costs but as 
the MIDID value gets higher, the cost increase, too. This behaviour 
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describes the increased importance that the energy and BoP related 
costs get for higher MIDID values which are higher in a MWh basis 
compared to the PHS technologies. The lower annual costs of the CAES 
are a result of the lower power related capital costs. The technologies of 
VRB and Lead-acid batteries are not included in the same figure because 
they have much greater values and it is not convenient to have them all 
together in the same graph. 
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Figure 10-10 Annual amortization payments of PAES, PHS and PHS-variable. for 
discount rate of 5% 
Obviously, the capital costs and the annual amortisation payments 
influence the final Profits that the ESS can achieve. In Table 10-3 the 
economic figures (variable operating costs including the natural gas costs 
of the BaU scenario, Revenues and Net revenues) for all technologies 
are presented and from that it is indicated that the highest net revenues 
belong to the PHS-variable followed by the Lead-acid and PHS, the VRB 
and last the CAES. The last position of the CAES is because of the fuel 
costs. Even with the adjusted net revenues due to the ancillary services 
provision, the rank does not change. On the other hand, the capital costs 
show that the highest investment costs refer to VRB, followed by the 
Lead-acid, the PHS-variable, the PHS and last the CAES. This could 
possibly change the scene. 
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In order to examine the profits behaviour and as already has been stated 
the discount rate selected is 5% and the net revenues have been 
calculated excluding the ancillary services influence on them. Of cource, 
higher discount rates have stronger impacts on profits (more details can 
be found in the sensitivity analysis section). The profitability of all 
technologies under these conditions is described by Figure 10-11 which 
presents the profits (net revenues subtracting the amortisation payments 
for the examined period) and expresses the DSM scenario for-the 24h 
MP. 
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Figure 10-11. Profits for DSM scenario at 24-hour MP for all technologies. 
The profits for all technologies are negative, with VRB and Lead-acid to 
be the least profitable. For these two technologies the trend is almost 
linear and decreases as the MIDID takes higher values. This is due to their 
extremely high annual amortisation payments caused by the need for 
replacement expenditures and the much higher energy and BoP related 
costs compared to CAES and the two PHS technologies 
In Figure 10-12 only the CAES, PHS and PHS-variable technologies are 
displayed, in order to give a closer insight to their profits behaviour, 
compared to Figure 10-11. As indicated, the two PHS technologies have 
almost identical profits, while the CAES, shows the best performance of 
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all. at least at the beginning of the MIDID range. This behaviour of profits 
for CAES is explained by the increasing importance that the accumulated 
energy related and BoP costs have as the MIDID increases, as well as by 
the higher fuel costs for increased discharged energy. Thus, the decrease 
of profits is expected in the case of CAES. As for the two PHS 
technologies, they do not show rapid changes in profits while the MIDID 
advances, because the energy and BoP related costs are very. small 
compared to the power related ones. 
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Figure 10-12. Profits for DSM scenario at 24-hour MP for the CAES, PHS and PHS- 
variable technologies 
Note that the graphs for the NoDSM scenario follow similar patterns to 
those of DSM but have higher profits. The relevant percentages of 
NoDSM higher profits, in average values for the range of the MIDID, are 
0.5%, 0.. 3%, 2.1%, 3.8% and 4.1% for the technologies of Lead-acid,. 
VRB, CAES, PHS and PHS-variable, respectively. These percentages 
show that for DSM scenario, profits are lower; although the drop is from 
negligible to very small. The higher percentages (thus higher drop of 
profits due to DSM) are for the technologies with lower amortisation 
payments. DSM is a cause to drop net revenues significantly. However, 
the influence of DSM on profits depends on capital costs as well. And this 
influence is weaker as the capital amortisation payments are higher. That 
is the reason why the technologies with higher amortisation payments 
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(Lead-acid and VRB) show very small difference between the profits of 
NoDSM and DSM scenarios. 
It is expected that the. higher the capital costs and thus the annual 
amortisation payments the lower the impact of the revenues on the final 
profits. Figure 10-13 displays the differences in profits between the two 
management periods, having as base the 24h MP, in the form of 
percentages. According to the assumption of the model described in 
section 9.8 that keeps the capital costs unchanged regardless of the 
management period, the difference in the profits comes from the different 
net revenues achieved in the 72h MP. 
As expected, the VRB and the Lead-acid batteries, which have the 
highest capital costs, show a very small difference in profits between the 
two MPs, due to the relatively small impact of the net revenues on the 
profits shape. CAES shows similar behaviour to them, because of the 
comparatively low net revenues it has. 
The two PHS technologies show a completely different behaviour which 
is explained by the following: as has been seen, the importance of the 
high MIDID values increase because the energy related costs become 
progressively relatively higher than the power related costs; however, the 
power related costs dominate for these technologies. As the MIDID 
increases, the net revenues increase as well because more time in 
discharged in general. This increase is higher for the 72h MP and 
therefore for higher values of MIDID the 72h MP. shows higher profits than 
the 24hMP. 
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Figure 10-13. Percentage difference of profits between the two MPs for the DSM 
scenario, with 24h IMP as basis of comparison 
It is interesting to. examipe how the three-day MP influences the profits. It 
was described in sectio n 10.2.4 and it was displayed by Figure 10-8 and 
Figure 10-9 that the density distribution of the charging operation is by an 
average of 8.5% higher during the first hours of the lst day of the 3-day 
MP. 
These findings are important for the sizing of the plant, with an effect on 
the profits of the 3-day MP- The profits include the capital cost 
expenditures which in their turn depend on the MIDID and the energy 
related costs. The calculations of the profits up to now assume that the 
capital cost expenditures are the same for. every day. However, due to 
the different distribution of the charging and discharging hours, as this 
was revealed by the performed tests, the sizing of the ESS has to 
change. If the sizing considers the demand for charging capacity of the 
first day of the MP, then 8.5% of the storage capacity will be unused 
during the 3 rd day. On the other hand, if the storage capacity follows an 
average value of 4.25% instead 8.5%, then there will be shortage of 
capacity by 4.25% during the first day and excess of the same amount 
during the last day of the MP. These concerns of the sizing of the storage 
systems have direct impact on the capital cost expenditures and of 
course on the profits. However, this research did not move forward to 
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calculate the exact revision of the. capital cost expenditures and the 
profits in that case. This is a part which could be addressed by extending 
the research to the sizing optimisation field. 
10.2.7 Net Present Value and Internal Rate of Return analysis 
For the calculation pf, the Net Present Values (NPV), the revenues, the 
VOC and the capital cost amortisation payments are required. However, 
the revenues and the VOC have been calculated only for the years 2003 
to 2006, while the amortization payments refer to the lifetime of the 
project which has been selected to be 30 years. The used discount rate is 
5% and represents the rate officially reported by the European 
Commission for the case of Greece. Even though there. is concern 
regarding the selection of the discount rate, it is assumed that this 
number represents the Greek market. 
In order to bring the revenues. and VOC to. the same basis as the 
amortization payments, a projection to the future has been -attempted. 
This p rojection tries to depict the g eneral trend of the net revenues using 
a regression analysis. It is not an accurate projection but estimation for 
the purpose of the NPV analysis. For all technologies apart from the 
CAES, the trendline is linearly increasing with very good fit (R 2=1 ) and 
this is used as it is assumed to be reliable for future projection. The 
reason for which the net revenues of CAES cannot be described by linear 
regression is that the net revenues profile is quite volatile. The reason for 
which the CAES annual net revenues are volatile lies upon the fact that 
the high fuel costs result in negative net revenues for numerous MPs and 
therefore the optimization of the charge/discharge allocation process 
excludes those MPs from use (the ESS remains idle). In that case the net 
revenues are presented as zero. For such behaviour where the changes 
in data are quick and due to lack of adequate number of observations, it 
is more appropriate to use logarithmic regression. This behaviour is 
shown in Figure 10-14 and the logarithmic trendlines as well. The MIDID 
hours 8 and 10 are not displayed because they show almost identical 
profiles as with the 6 hours. For a more accurate projection of the net 
revenues to the future, the number of observations should be more, 
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meaning data for more years which were'not available for this thesis. 
However, the general trend is expected to be increasing as the market 
clearing price is likely to become more volatile while the market develops. 
This would give higher net revenues to CAES. 
For the DSM scenario, the regression analysis is the same and again, the 
CAES profile of net revenues is similar to the NoDSM. 
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Figure 10-14. Annual net revenues of CAES for, the data sample of 4 years for the 
NoDSM scenario 
The trendlines are calculated based on the behaviour of the net revenues 
for every technology and every MIDD, value. The technologies for which 
the NPV is going to be presented here are those of the CAES and the 
PHS-variable as these have the highest and the lowest profits, 
respectively, amongst the best performing ones (PHS-var, PHS and 
CAES). The PHS is very much like the PHS-variable regarding the profits 
and the VRB and the Lead-acid batteries are excluded from presentation 
as they have showed very low profits. Both CAES and PHS-variable 
technologies refer to the 24-hour MP and not to the 72-hour MP, as the 
former is considered as the base case, and the CAES economics include 
the fuel costs of the BaU scenario. Both scenarios of NoDSM and DSM 
have been tested, and the results are shown in Figure 10-15 and Figure 
10-16. It is clearly depicted from the figures that the NPV is negative in 
both technologies, for all MIDID hour values and that DSM, as expected, 
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has negative impact on NPV. The trend for NPV follows the pattern of the 
relevant profits as have been displayed in Figure 10-12. The negative 
NPV is an indication that the investment in these technologies, under the 
used discount rate which is assumed unchanged over the plant's lifetime 
and the wholesale electricity market conditions, will return no value, and 
thus maybe the investment has to be rejected. 
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The analysis for the Internal Rate of Return (IRR) has given negative 
values, which means that the investment in these technologies is not 
efficient and has to be abandoned. 
10.2.8 Electricity Storage Systems' C02 emissions 
It has been explained in chapter 6 that whether the ESS technologies can 
truly contribute to emissions reduction of the power sector is a matter of 
generation mix in the electricity market of the country, or a matter of the 
generation mix of their suppliers. In this section the level of emissions of 
the ESS under the existing generation mix will be'examined (as reported 
on an hourly basis by the transmission operator DESMIE). (DESMIE 
2006). For every hour of the years 2005'and 2066 *ther6 -is data for* every 
source's participation in the generation mix. This generation mix is. 
described in section 6.2. It is argued that the peak plants used are of 
SCGT technology (Lekatsas 2006) and therefore it is assumed that the 
times when the ESS is discharging, it replaces the operation of the SCGT 
plants. These emissions that would be emited by the SCGT are now 
avoided with the use of ESS for the same power capacity. However, for 
the charging of the ESS the energy that is used comes from the electricity 
pool which comprises all the participant generators. The generation mix 
of the -interconnected system that has been used for this analysis 
includes hourly data of generation (MWh) for every technology (lignite, oil, 
gas, hydro, renewables, imports) for two years 2005 and 2006. 
For the performed tests of the ESS. emissions, four scenarios of 
generation mix for the charging period have been developed. 
The Business-as-usual scenario, where the generation mix is as reported 
for the two years under consideration. 
The Gas scenario assumes a drop of 25% of the hourly energy dispatch 
from lignite and increase of the Gas hourly participation by 20% and that 
of the RES by 5%. This scenario makes the assumption that the 
deployment of the gas pipeline network is more extensive and can reach 
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many areas of the country and that the generators invest in CCGT 
technology. It also assumes that the renewables have found a supportive 
environment for investments and have increased their share in the 
generation mix. 
The RES scenario assumes the same drop of the lignite energy dispatch, 
with the opposite distribution of shares to Gas and renewables; the new 
share increase is 5% for Gas and 20% for RES. 
The last scenario, RES only, is 'thia ca'se Where the charged energy of the 
ESS is derived from renewable sources only. This scenario assumes that 
the energy exchange do6s not pass thýouohý the'el6ctricity pool, but . it'is in 
the form of contracted purchases of 'electricity from r'enewables 
generators, or in other cýse, 'the ESS*Work in parallel with the RES to 
solve the ihtermittency effect problem and participate in the day-ahead 
market for dis'Patching electricity only. A point is that such an operation is 
out of the scope of this research because a fundamental principle that 
has been followed and according to which the ESS are operated, is that 
storage systems participate in the day-ahead market and buy and sell 
electricity from/to the pool. This scenario does not include bilateral flow of 
energy to and from the pool, but only dispatch, to the pool and the 
developed model *of this research works'fOr bu&g and selling electricity 
to the pool. Therefore, this sc6nario is not included in the emissions 
analysis. The three remaining scenarios are displayed in Figure 10-17, 
which presents the percentages *of each source in the generation mix as 
average values for the two years of 2005 and 2006. 
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Figure 10-17. Generation mix of the different tested scenarios 
It is expected that the most environmental friendly scenario is- the RES 
scenario. The second least emitting scenario is expected to be the Gas 
scenano. 
The calculations - of the storage emissions refer to the non-emitting 
technologies as CAES has emissions by burning gas in the gas turbine. 
The emissions (tonnesOf C02) for the 40 MW PHS-var are presented in 
Figure 10-18. The reason for presenting that technology only is that it 
shows the lower indirect emissions amongst all due to its higher round 
trip efficiency. As noted, its emissions are all negative, as it is for the 
other non-emitting ones as well. This is because the emissions produced 
to generate the energy that is charged by the ESS is higher than the 
emissions avoided by the non-use of the SCGT during the hours of 
discharging. The reason for which the emissions from charging are high 
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is the generation mix of the Greek electricity system which uses lignite to 
cover around 75% of the demand. Lignite is a heavily polluting fuel, and if 
partly replaced the difference in the emissions can be substantial. 
Replacement of 25% of lignite use from gas (increase by 20%) and 
renewables (increase by 5%) reduces the emissions by an average 
number of 64% while for the RES scenario this drop is 71%. These 
numbers show the pollutant nature of lignite and the fact that reduction of 
its use by 1/3 can save multiple percentage in emissions of ESS. Another 
important note to make is that even if this replacement comes from the 
significant increase of renewables over the gas (20% of renewables 
against 5% of gas) the emission drop is not much higher. This fact shows 
that gas can have major impact in the decrease of ESS emissions but 
also that the investment in renewables instead of gas for base load 
generation cannot, perhaps, be justified in terms of the emissions the 
ESS can avoid. However, this analysis of whether it is more 
environmentally friendly and profitable to invest in gas . and not -in 
renewables in order to'have lower emissions from the use of ESS is out 
of the scope of this research. There is also the concern that gas-turbines 
have the risk of fuel cost fluctuations which is not the case for 
renewables. 
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Figure 10-18. C02 emissions of PHS-var for the NoDSM scenario and 24-hour MP 
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Figure 10-18 refers to the NoDSM scenario. The DSM scenario, as has. 
been seen from previous analysis, decreases both the charged and 
discharged energy. Therefore it is expected that the'emissions will follow 
this trend. Indeed, the calculations revealed that for the case of DSM the 
emissions of ESS drop by an average for the IVIDD range of 6%, 5% and 
5% for the three scenarios. 
The implications of the fact that the ESS have emissions might refer to 
the emissions trading. The idea that the use of electricity storage is 
environmentally friendly has basis in the cases of coupling these 
technologies with renewables, but in the case examined by this research 
it has been proven that the overall emissions of the electricity system 
increase. There is probably here a point to make as for"the possibility to 
grant emission allowances to ESS. It is perhaps difficult to claim that 
these systems operated as assumed in this research are zero-emission 
technologies and therefore be able to sell emission allowances. , 
10.3 Sensitivity analysis 
The section that follows tests the model results under several economic 
and technical environments. Sensitivities are examined for different 
scenarios of fuel (natural gas) costs, discount rates and generation mix. 
The fuel costs need to be examined for their effect on the CAES 
economics as they have substantial impacts on the net revenues and the 
optimisation of the charge/discharge allocation leaves many MPs without 
being used for either of the two operations. 
The discount rate is important to be examined as it affects the capital cost 
amortisation payments and therefore the profits. The selection of the 
discount rate of the ESS investments is a quite important issue and 
depends on the investors' perception for the short- and long-term view of 
things. The sensitivity analysis of the amortisation payments of capital 
costs and NPV in discount rate will test smaller and higher of its values 
compared to 5% that has already been used in the core results. 
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10.3.1 Sensitivity of CAES net revenues in fuel costs 
The presentation of the results for the CAES up to this point has included 
the fuel costs representing a Business-as-usual (BaU) scenario which 
uses the fuel prices as they are in the wholesale gas market in Greece for 
year 2007. Changes in the fuel prices can alter the economics of the 
CAES which depends on them. So, the first sensitivity analysis that has to 
be done, relates to the impacts that the fuel costs can have on the net 
revenues for CAES, as this can radically change the relative position of 
this technology compared to the others in the net revenues rankinbs. 
Three different fuel cost scenarios have been assessed and are 
compared the the Business-as-usual: Low'fuel cost, Meýdium fuel cost 
and the High fuel cost. The following Table 10-8 summarisi3s the fuel cost 
scenarios with the corresponding fuel'prices, deflated to 2000 as base 
year. As it'can be seen, the. Business-as-usual scenario represents the . 
current actual situation of the natural gas prices in the Greek market. It 
uses a deflated fixed price from 2007 to 2000. The other fuel prices 
represent two lower than the Business-as-usual Prices, and one higher. 
The selected figures are random, even though it is quite unlikely to see 
the natural gas prices fall, given that the oil prices are generally rising. 
Table 10-8. Fuel cost scenario for CAES and the corresponding fuel prices deflated in 
2000 base year 
Scenario Fuel price (E/MWh) in 2000 
prices 
Change compared to BaU 
(%) 
Low fuel cost 10 -58.5 
Medium fuel cost 20 -17 
Business-as-usual 24.109 -- 
Hi(ih fuel cost 35 +45.2 
The figures that follow (Figure 10-19 and Figure 10-20) show the net 
revenues of the CAES technology for the different fuel cost'scenarios and 
the relative position of the CAES net revenues, calculated with the 
Business-as-usual scenario's fuel price, to the other technologies' 
achieved net revenues. Note that the results displayed refer to the 
NoDSM scenario for the 24-hour management period. The reason for not 
testing all cases is that the purpose of this sensitivity analysis is to 
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examine the general trend of net revenue behaviour in response to fuel 
prices change, and not to calculate in detail the net revenues for every 
case. Figure 10-19 illustrates the expected result that the higher the fuel 
price the lower the net revenues. For a price of 10 euros per MWh of 
energy provided by natural gas, the net revenues are by 67% higher 
compared to the BaU scenario. Net revenues for the medium fuel cost 
scenario are 15% higher, whereas the drop for the high fuel cost scenario 
is 98%. 
Fuel costs are calculated per MRand affect the allocation process of the 
charge/discharge. The higher the fuel costs, the lower'net revenues can 
be achieved and the objective function (Equation 9-12) is more difficult to 
be optimized by the model. The available charge/discharge pairs of hours 
(or fractions of hours) are getting fewer for higher MDDs and th 
-e 
fuel. 
costs is a factor which reduces net revenues. Therefore, the optimization 
of net rpvenues is reached very early in tlýe MIDID range for high fuel 
costs. 
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2000000 - 
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Figure 10-19. CAES net revenues for the different fuel cost scenarios compared to the 
no fuel cost scenario 
Although the Low fuel cost and the Medium fuel cost scenarios are tested 
in order to examine the net revenue behaviour in different fuel price 
environments, under current conditions the most - likely scenarios are 
Business-as-usual and High fuel cost, as well as all hypothetical cases 
falling in between. The following graph (Figure 10-20) displays the 
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relative position of the CAES net revenues with fuel costs, as described 
by the BaU scenario, compared to the other technologies. As expected, 
the CAES net revenues are the lowest of all by far. Even for the low fuel 
cost scenario, its net revenues are lower than the VRB's which has the 
lowest round trip efficiency and thus the lowest net revenues from the 
technologies which do not use fuel. 
Table 10-9. Drop of net revenues in percentage figures of the Business-as-usual 
scenario compared to the rest of the technologies 
Comparison with: Percentage drop 
PHS-variable 80% 
PHS and Lead-acid 77.3% 
VRB 71.1% 
Effect of fuel cost in CAES net i evenues foi the BaU 
scenalio 
3000000 
2500000 
2000000 
iable PHS varl 1500000 PHS HS 
0 --o- Lead-acid 
1000000 0 VFRR 
3ý; CAES wfth fuel cosis 
500000 
0 
02468 10 
lylax. Dischalging Duration (hom s) 
Figure 10-20. Effect of the fuel costs in CAES net revenues for the Business-as-usual 
fuel cost scenario 
10.3.2 Sensitivity of capital amorfisation payments and Profits in discount 
ra Ie (r) 
Capital costs of the electricity storage systems have been a serious 
drawback in their economic viability, as revealed in section 10.2.6., The 
discount rate, as shown by Equation 9-2, directly influences the 
amortisation payments of the capital costs and as a result the Profits are. 
affected as well. For this research, it is assumed that at the end of the 
ESS 30-year lifetime, the capital costs and the fixed O&M costs should 
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have been paid back in full. The amortisation payments for this lifetime . 
have been already calculated in the core results using a discount rate 
r=5% as it is officially reported by the European Commission for Greece. 
The selection of the discount rate depends on the specific situation of 
each utility or government which plans to invest. That situation depends 
on the general financial situation of the firm or government, the economic 
condition of the reference country, as well as on the regulatory framework 
which covers the investment envitronment (Nuclear Energy Agency, 
International Energy Agency, & OECD 1998). If the investor is private it is 
more likely to use a higher discount rate than the government because he 
includes calculations for the risk of making loans and this is reflected in 
the level-of return the investor will require. There are several reasons why 
governments tend to use lower discount rates than those that might be 
judged appropriate for the private sector. For a detailed discussion see 
Boardman et al. (2001, Ch. 10). 
The discount rates that are tested in this section for their effect on the 
amortization payments and on profits are therefore chosen in a rather. 
speculative way. The intention here however is simply to explore the 
relative influence of discount rate choice on the economic case, and not 
to propose specific rates appropriate for real investment. Commercial use 
of 10% discount rate or bigher is common for private investments in 
liberalized markets (Roques, Nuttall, & Newbery 2006). So, 10% is tested 
as also 3% which would represent in a speculative basis a case of tax- 
free investment. 
This sensitivity is going to include two technologies of the most profitable: 
CAES and PHS-variable. The reason for excluding the VRB and Lead- 
acid is that they have far lower profits than the others. PHS is also 
excluded as it is very similar to PHS-var in terms of profits. 
Higher discount rates 'give higher annual amortisation payments, as 
expected. Table 10-10 gives these numerical values for discount rates 
3%, 5% and 10%. The growth rate of the payments from the low to max 
0 Lazaros Exarchakos, 2008 217 
Results 
discount rate for every MIDID is 108% and same for all cases. The trend of 
the amortisation payments is linear and the marginal growth rate (growth 
rate for every 1% increase of the discount rate) is around 15% for all 
cases will very small variation. 
Table 10-10. Sensitivity of annual amortisation payments of the capital costs in discount 
rate for CAES and PHS-var 
Annuýil amortisation pa yments 
MDD r=0.03 r=0.05 r=O. l Growth rate 
2 861805 1098325 1789872 108 
(n 4 1080797 1377548 2245201 
108 
LU 
< 6 1299790 1656772 2700530 108 
L) 8 1518782 1935995 3155858 108 
10 1737774 2215218 3611187 108 
2 1639548 2089976 3406956 108 
4 1693687 2159005 3519521 108 
6 1747830 2228035 3632087 108 
CL 8 1801965 2297064 3744652 108 
10 1856104 2366093 3857218 108 
The sensitivity of the annual amortisation payments in the discount rate 
has obvious effects on the calculation of the ESS profits. Again, the 
technologies to be examined are the CAES and PHS-var for the reasons 
that have already been mentioned. It is expected that for higher discount 
rate the profits will fall as proven by Figure 10-21 and Figure 10-22. 
These figures show just the 2h and 1 Oh MIDID options and the other MIDID 
values fall in between. It is observed that the decrease rate of profits 
along the discount rate rang6 differs between the two technologies. Since 
the growth rate of the annual amortisation payments is the same for all 
MDDs and for both technologies, the observed difference depends on the 
net revenues behaviour. From 2h to 10h MIDID the growth rate of net 
revenues for CAES and PHS-var is 66.5% and 109%, respectively. 
Therefore CAES profits are more sensitive in the movements of 
amortisation payments compared to the PHS-var. 
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Figure 10-21. CAES profit sensitivity in discount rates for two MIDID values 
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Figure 10-22. PHS-var profit sensitiýity in Oiscount rates for two MIDID values 
This sensitivity of profits in discount rate is influential over the net present 
value of the ESS. The relevant analysis follows in the next section. 
10.3.3 Sensitivity of Net Present Value in discount rate (r) 
The net present value (NPV) and the internal rate of return (IRR) give 
indication of the economic feasibility of an investment. They have been 
described by Equation 7-10 and Equation 7-11, respectively. 
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For the examination of the NPV sensitivity in discount rate the assumed 
lifetime of the ESS that has been used is 30 years. The negative profits 
that have been found for all technologies for discount rate 5% are 
expected to give negative NPV of return of investment even for 3% 
discount rate. The analysis revealed exactly that. The following two 
figures (Figure 10-23 and Figure 10-24) give indication of the NPV 
behaviour sensitive in discount rate changes. The options shown for 
CAES are only for 2h and 10h MIDID and the rest MIDID values fall in 
between. For PHS-var the 6h MIDID option has been added because, as 
in Figure 10-12, the highest profits are at 6h MIDID. Because of that, the 
NPV values for 6h MIDID along the range of the discount rates is higher of 
all the other NPVs in Figure 10-24. 
There are two differences observed between the technologies. First, it is 
that PHS-var NPV lines are closer together than in the CAES. This is 
because the former's profits for the different values of MIDID as. shown in 
the previous section are very close between each other. The second is 
that the NPV of CAES is larger for lower value of MIDID, while the opposite 
appears for the PHS-var. That behaviour is explained by the fact that the 
profits for CAES go decreasing as the MIDID increases and thus, NPV 
decreases for higher MIDID values (see Figure 10-12). The behaviour of 
the PHS-var in the same figure as before, explains why the NPV is higher 
for 6h MDD. 
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Figure 10-23. NPV sensitivity in discount rate for CAES in NoDSM scenario 
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Figure 10-24. NPV sensitivity in discount rate for PHS-var in NoDSM scenario 
Performed tests for the Internal Rate of Return (IRR) concluded that the 
NPV still remains negative for a zero discount rate. 
The application of Demand-Side Management has shown that the profits 
fall. Therefore it is expected that the NPV will also fall. It was explained in 
section 10.2.6 that as the capital amortisation payments grow from one 
technology to the other, the difference of profits between the NoDSM and 
DSM scenarios becomes smaller. This behaviour is also reflected in NPV 
as indicated by Figure 10-25 and Figure 10-26. In these figures it can be 
seen that PHS-var has larger difference in NPV than CAES and that the 
higher discount rate diminishes the NPV difference between NoDSM and 
DSM scenarios. This happens because the higher discount rate 
increases the annual capital amortisation payments and therefore the 
DSM effect on*profits is losing importance. 
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Figure 10-25. Comparison of NPV for CAES between NoDSM and DSM scenarios for 
discount rates 3% and 10% 
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Figure 10-26. Comparison of NPV for PHS-var between NoDSM and DSM scenarios for 
discount rates 3% and 10% 
From these tests for the discount rate effects on NPV for the two 
Demand-Side Management scenarios, it can be concluded that while 
DSM reduces the ESS technologies' net revenues by around 10% and 
11.5% for the 24h and 72h MP respectively, the effects on profits and 
NPV vary more. The NPV for the 30-year lifetime drops due to DSM in a 
range from 2.7% to 13.3% depending on the technology (CAES or PHS- 
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var). Technology wise, the best performing one according to its achieved 
profits and to the NPV analysis is the PHS-variable with the PHS to be 
very close. CAES looks also good which however shows high sensitivity 
to the increase of max. discharging duration and discount rate. It has 
almost 3 times higher percentages compared to PHS-var which means 
that CAES NPV is more sensitive to DSM activation due to the very low 
net revenues it has. The great disadvantage of CAES is the cost of fuel 
which strongly affects the net revenues. 
10.3.4 Sensitivity of Net Present Value and Internal Rate of Return in 
financial support 
Electricity storage has environmental and technical benefits as argued by 
many. Kondoh et al. support the use of storage in sophisticated energy 
networks as vital (Kondoh, Ishii, Yamaguchi, Murata, Otani, Sakuta, 
Higuchi, Sekine, & Kamimoto 2000). Others, like Cavallo and Ibrahim et 
al, emphasize the important technical and economic role that the storage 
systems can play in alleviating the intermittency effects of renewables 
and especially wind (Cavallo 2007; lbrahim, Ilinca, & Perron 2008). Other 
techno-economic issues regarding the increase of the load factor of the 
network use and the avoided penalties of covering the interrupted 
operation of generators through storage are considered as quite valuable 
(Ibrahim, Ilinca, & Perron 2008). Social benefits account as important as 
well, like in cases of remote systems of desalination or water irrigation 
and electricity dispatch in rural areas. In such cases, it is argued by 
Manolakos et al. that the high capital expenditures is of minor importance 
compared to the social benefit (Manolakos et al. 2004). 
These benefits of electricity storage are not captured in price terms by the 
electricity market, as is the case for renewables. The latter receive strong 
financial support from Governments. in order to mature the technology 
and increase their deployment. Therefore there is the thought that for the 
purpose of supporting ESS technologies to reach a certain level of 
maturity there could be a public support scheme in place. This could 
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include tax exemption for investments, or capital costs funds of a certain 
percentage. 
Up to this point the analysis in terms of profits and NPV has shown that 
for a discount rate of 5% they are negative. It is interesting to examine the 
case where such financial support instruments were in place in the 
market. In such a case, of e. g. interest-free, non taxable capital funds, or 
even in a better case, free grants, the risk for the investor who would be 
awarded with the grant would be less. The discount rate he would use for 
the investment would depend on his expected rate of return and there is a 
possibility for them to be smaller than the usual he would use. Under this 
logic the discount rates to be tested are 3%, 5% and 10%, but this 
selection does not represent a precise'and' justified analysis. They are 
chosen in a spbculatiVe ývay which tries to indicate a comparative 
behaviour of NPV depending on two discount rates. 
In the Greek market, the renewables investments receive capital funds 
which reach 40% of the initial cap'ital cost. Assuming a similar funding of 
capital for ESS, '40% of the initial capital costs is deducted and with the 
remaining'66% the calculation of the annual amortization payments is 
performed. These payments will' then 'be used *in the profits and NPV 
analysis. 
The technologies to be tested for this-purpose are the best performing up 
to this point, the CAES and the PHS-var. PHS is excluded as it shows 
very similar profits to PHS-var. The CAES assumes fuel costs of the BaU 
scenario. The lifetime is again considered as 30 years. 
The analysis revealed that with the smaller discount rate (3%) the PHS- 
var technology returns positive NPV in three cases: 6h, 8h and 10h IVIDID. 
For all other MIDID values and discount rates the NPV remains negative. 
The relevant numbers are found in Table 10-11. It is interesting to note 
that while the profits for this technology follow the curve of Figure 10-12 
the NPV values for 3% discount rate after financial support show different 
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behaviour. The positive NPV is for the MIDID values where the highest 
profits appeared, however at 8h the NPV is the highest which at first look 
should be between the 6h MDD. But the sum of the annual values of the 
NPV, which in this case of financial support are positive for several years, 
returns a different ranking of better performance in terms of the MDD. By 
judging only based on profits, it seems that the 6h MDD has the highest 
profits. Although the NPV analysis shows that the PHS-var performs 
economically better in the 8h MDD. 
For CAES the NPV is again, as previously, negative. However, it 
increases by an average of 55%, 51% and 46% for 3%, 5% and 10% 
discount rates respectively. This result shows that even with an important 
subsidy of the initial capital costs, the CAES technology under the 
operational assumptions of this research cannot be economically viable in 
the Greek electricity market. 
Table 10-11 NPV in 24h MP and NoDSM scenario for PHS-var 
NPV (Euros) in 24h MP and NoDSM scenario 
Without subsidy With sL 
MDD r=3% r= 5% r=10% r=3% r=5% r=10% 
2 -3 2 E+07 -4.6E+07 -8.5E+07 -1.3 E+07 -2.1 E+07 -4.4E+07 
4 -2 2 E+07 -3.6E+07 -7.6 E+07 -0.1 E+07 -1.0 E+07 -3.4 E+07 
6 
8 
10 
-1 9 E+07 
-2 0 E+07 
-2 1 E+07 
-3.4E+07 
-3,5E+07 
-3.6E+07 
-7.6 E+07 
-7.8 E+07 
-8.1 E+07 
0.15 E+07 
0.20 E+07 
0.13 E+07 
-0.7 E+07 
-0.7 E+07 
-0.8 E+07 
-3.2 E+07 
-3.3 E+07 
-3.5 E+07 
For the case of the DSM scenario the same analysis gave negative NPV 
values for all cases (both technologies, all MDD values and both discount 
rates). Therefore, in that sence DSM can be proven a drawback in PHS- 
var potential for investment returns. 
Analysis for the IRR values has shown that there is no such value for 
which the NPV for CAES can be zero. Therefore this analysis is limited to 
PHS-var only. Table 10-12 summarises the IRR values for all MDDs for 
the case of PHS-var technology. Under "normal" conditions without any 
form of subsidy, there is no discount rate that will result to zero NPV. 
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When subsidy of 40% of the capital is included, all but the 2h MIDID have 
an IRR as shown in the table. 
Table 10-12. Internal Rate of Return (IRR) values for the PHS-var and 24-hour MID 
MDD With subsidy 'Without subsidy 
2 
4 2.06% 
6 3.37% 
8 3.46% 
10 2.30% 
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11 Discussion and Conclusions 
As the aim of this thesis research declares, the intention is to examine 
whether DSM has implications on the ESS profitability for the case of the 
Greek electricity market. The business framework for these investments 
is that the operator does not use the ESS explicitly for load leveling 
purposes but rather s6eks'to make profits by participating in the day- 
ahead electricity market in equal terms 'as the other generators of the 
country. So, all the transactions through the electricity pool (purchase and 
dispatch of electricity) are done with the market clearing price (MCP) of 
the corresponding hour of the pool. The operational environment which is 
assumed requires that there are Demand-Side Management programmes 
applied in the market by entities completely irrelevant to those operating 
the ESS. The DSM programmes might or might not involve electricity 
storage for their purposes. 
In order to reach the quantitative results which would speak for the 
profits, a mathematical model is developed which: 
- optimizes the operation of the ESS for the maximisation of the net 
revenues, 
- models the hypothetical DSM scenario and 
- assesses the impacts of the ESS power capacity on the 
interconnected system's load profile and on the MCP profile. 
Of course, the business environment in which such investments are 
called to be profitable, is very much affected by regulations and politics. 
Firstly, the structure and operation of the energy markets within which 
storage must operate are defined by national energy policy, as influenced 
by EU Directives, and these structures affect the electricity prices to 
which storage is exposed. Furthermore, the national regulations reflect 
the willingness of the country's administration to promote and support one 
kind of investment and that willingness might be driven by the level of 
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necessity for electricity system stability or innovation policy for 
environmental improvement, influenced by the level of financial, technical 
and administrative support that the European Commission gives to each 
member country. Therefore it is important to give an insight of the 
regulatory regime surrounding the electricity storage and the potentials 
for change. This will come after the discussion of the quantitative results 
of the research which directly follow. 
A general conclusion from the simulation is that none of the tested 
technologies (Lead-acid batteries, Vanadium-redox batteries - VRB' 
Compressed Air Storage - CAES, Pumped hydroelectric - PHS and 
Pumped hydroelectric with variable speed turbines - PHS-var) is proven 
profitable in the Greek electricity market under the business and 
operational environment assumed for their operation. All of them show 
negative profits under most assumptions about required, rate of return 
(and hence discount rate applied). The profile of the profits highly 
depends on the capital costs of each technology and that is the reason 
why the most expensive ones, the Lead-acid and VRB, are far less 
profitable than the others. The best performance, profit wise although 
negative, are that of the two PHS technologies and the CAES (see Figure 
10-11 and Figure 10-12). Their performance, compared to the Lead-acid 
and VRB, is explained by the relatively low energy related costs and the 
zero replacement costs. 
The economic indicators which are used to assess the profitability of the 
technologies are the Net Present Value (NPV) and the Internal Rate of 
Retum (IRR) subject to changes of the discount rate. Even for a very low 
discount rate of 5%, which is used by the Government of Greece, the 
NPV is negative for the CAES and the PHS technologies throughout the 
whole range of MIDID values. This means that under the assumptions of 
the research the ESS cannot be economically viable if there is to be 
investments. 
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These outcomes regarding the technologies' economics are valid for both 
the DSM and NoDSM scenarios as well as for both management periods 
(MPs) (24-hour and 72-hour). That is, the negative profitability of the 
storage technologies which have been tested accounts for every tested 
case of the research. 
There are minor exceptions, where positive profitability was shown under 
sensitivity tests. Positive profitability represents IRR for which the NPV is 
positive, still much lower than the real discount rates used typically in the 
country. The subsidies of the initial capital costs of around 40% have 
given higher IRR for some cases, but still these returns are at best 
marginal. 
The environmental performance of the electricity storage systems - is 
claimed to be positive. This is in the case where these are coupled with 
renewables. The analysis which was performed, examined whether under 
the conditions that the ESS work in this research they can reduce the 
overall emissions of the electricity interconnected network of the country. 
Due to the heavily emitting generation mix of Greece which is used for 
the charging energy of the ESS, the latter have indirect emissions which 
decrease as the generation mix includes more gas and renewables over 
the pollutant lignite. Therefore, due to the emissions of the ESS, these 
cannot be claimed to be environmentally friendly and possibly cannot 
demand the right to sell emission allowances. 
Despite the generally negative outlook for current storage options in the 
present Greek situation, the key aim of the research was to examine 
whether DSM programmes can have impacts on the ESS profitability 
which can further diminish their potentials for deployment. Indeed, the two 
investigated scenarios of DSM and NoDSM tested those effects on net 
revenues and profits. As in section 10.2, the quantitative results have 
shown a major impact of the DSM on net revenues. For a very small shift 
of the peak load (less than 1% of the total demand) the net revenues drop 
is much higher (in the magnitude of 10% to more than 20% depending on 
the technology as in Table 10-4). As for the impact of the DSM on the 
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profits, it is more important when the capital coats are lower. That is, that 
Lead-acid and VRB see very small drop of profits due to DSM (less than 
1%), while the other three technologies have 2.1%, 3.8% and 4.1% less 
profits respectively for CAES, PHS and PHS-var. 
Therefore, the initial concern that the DSM might have impacts on the 
ESS profitability under the assumptions posed has been proven correct, 
and has been quantified. This is a first indication that the difference of the 
MCP between the peak and off-peak hours plays vital role in the ESS 
profitability. 
Another really important parameter of the analysis is the fuel costs which 
refer to the CAES technology, as it is the only one which uses natural 
gas. The several scenarios that have been tested, each one representing 
a different price for natural gas, revealed a strong influence on the net 
revenues, which eventually passed to the profits. An increase of the fuel 
cost by 45% reduces profits by almost 100%. This high impact is partly 
due to the operation of the model which does not allocate any charge or 
discharge operation for a specific management period if the net revenues 
are negative; and these are negative as the fuel cost is higher. The 
impact of the fuel costs on the CAES prospects for economically viable 
investments is decisive. Using the fuel prices as they are in present days, 
the NPV is negative. 
The research tests the net revenues response to the extension of the MP 
from one day to three days. That extension tries to explore the effects of 
the restriction of the one-day MP which does not allow any energy flows 
to the next MP. The three-day MP permits the energy flows from one day 
to the next as long as at the end of the MP the energy stored is zero. The 
results showed an important increase in net revenues due to the 
extension. This is explained by the higher flexibility that the mathematical 
model has to exploit available hours either for charging or discharging 
depending on their position. Those hours were restricted from being used 
in the one-day MP due to the conditions of the model's functions (the 
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allocation of the charging and discharging operations is different between 
the two MPs - see Figure 10-7). 
It is expected that the profits would respond the same way as well. The 
calculations based on the model showed that indeed the profits were 
increased in the 72h MP. The assumption for the calculation of the profits 
in that case is that the capital cost amortisation payments are the same 
for both the MPs. This implies that the sizing (energy storage capacity) 
has not changed due to the transition from the one-day to three-day MP. 
As it has been shown and discussed, there is by average 8.5% higher 
density of the charging time at the beginning of the first day of the three- 
day MP than at the beginning of the third day. This raises concerns about 
the appropriate sizing of the ESS. and thus about the appropriate 
calculation of the capital cost payments. The latter would help in-a better 
assessment of the profitability of the ESS technologies in the three-day 
MP. It can be assumed that by an average of 4.25% the energy storage 
capacity can be decreased, which would in its turn decrease the profits. 
In any case, the profits of the three-day MP seem to maintain their lead 
over those of the one-day MP. There needs to be further research on this 
issue for accurate calculations. 
The next parameter tested, the subsidies, influences the profits, - the NPV 
and the IRR. For several technologies, such as the renewables, the 
Greek state, financially aided by the European Union, provides subsidy of 
40% of the capital costs of the investments in renewable sources of 
energy. Other sources of economic aid are the feed in tariffs (European 
Commission 2004; RAE 2007b). Assuming that the ESS could receive a 
guaranteed subsidy equal to that of the renewables, the investment 
opportunities would improve. The calculations show that under the 30- 
year lifetime the NPV is either negative or positive for some IRR values 
which are small compared to the 5% discount rate used by the Greek 
Government. Such a subsidy might reflect on either or both of the States 
desire to innovate and promote new solutions for technical system 
security and emissions reduction. However the research has 
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demonstrated that under current conditions storage operation is unlikely 
to yield emissions reductions. 
As for the operational characteristics of the ESS related to -the services 
they provide, this research assesses the net revenues which could be 
achieved in case the ESS were participating in the provision of ancillary 
services as well. The. ancillary services are the Primary and the 
Secondary Control Reserve. The former is compulsory while the latter not 
for all the generators. The network code in articles 33 and 141 regulates 
on how the ancillary services are provided by the participants in the day- 
ahead market and how much they are paid. These are explained in 
section 5.3. 
The assessment of- the net- revenues when ancillary services are 
provided, under the Greek reality surrounding the regulations and -the 
application of the relevant market of ancillalry services, reveals that they 
are lower than in the case where the total of the power is used to provide 
arbitrage services. Therefore, for an ESS operated under the conditions 
described by this research it is more profitable not to provide Secondary 
Control reserve. 
This research reveals that the assessment of the economic indicators 
shows a quite discouraging investment environment for the ESS in 
Greece, under the operational and business assumptions. 
However, the primary question of this research, the impacts of the DSM 
on the ESS profitability gave a very important outcome. When the ESS 
are price-followers (participation in the day-ahead market) and not load- 
followers (load management purposes) and when the DSM is operated by 
different market entities not related to those operating the ESS, the DSM 
can have major impact on the ESS profits. It can be a serious opponent in 
the electricity market. In order to counterbalance this loss of income, 
many factors can influence the net revenues and profits. Under certain 
conditions of economic support from state and EU funds, as well as 
higher competition of the electricity market which would impose more 
volatile MCP profile, the economic viability of the ESS could have some 
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prospects. The factor which can decisively alter this scene is the 
decrease of capital costs in the future. This research does not model a 
scenario for lower capital costs, although a replicate of the expected 
effects is examined by subsidizing the initial capital costs. 
In the Greek electricity market, the Demand-Side Management is not an 
established market service. It exists as a technique of the Public Power 
Corporation S. A (PPC) and of the Transmission Operator for relieving the 
demand and peak hours. It operates by cutting-off big loads; either-whole 
regions of the country, or the PPC's owned facilities or facilities of large 
industrial consumers. A service offered by market entities which would 
target all- levels of consumers does not exist. However, there are initial 
thoughts for applying such services originated from the PPC (Lekatsas 
2006), 
The other absence at the moment in Greece is the development of- 
electricity storage facilities by private investors. There are pumped hydro 
power stations owned by the PPC, which account for less than 1% of the 
total load of the interconnected system's load and are operated 
exclusively for load leveling purposes (DESMIE 2007). The majority of the 
planned investments in terms of nominal capacity in the electricity sector 
are for renewables and gas turbines (SCGT and CCGT). Hybrid systems, 
combining renewables and electricity storage, are just two applications 
which account for less than 0.1 MW of the 15 000 MW for which 
applications have been submitted (RAE 2007a). 
As for the national legislation which surrounds the investments and the 
operation of the energy sector, it is based on legislative documents of the 
EU. These are the European Directive 2003/54/EC which establishes a 
common internal energy market (European Parliament and Council 
2003b) and the regulation 1228/2003/EC (European Parliament and 
Council 2003a) which refers to the cross-border exchanges in electricity. 
These documents have been incorporated in the Greek national 
legislation with numerous ministerial and presidential orders, with laws 
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and regulations, the most recent of which is Law. 3468/2006 "Electricity 
generation from renewable sources high efficiency CHP" and the planned 
law 'Acceleration of the process for the electricity market liberalization" 
which tries to overcome the difficulties and inefficiencies of the law 
2773/1999. 
As has already been mentioned, the Greek state, with the aid from the 
EU, subsidises the initial capital costs of the renewables by 40%. This is 
reflected by the strong interest in renewables investments. Such a policy 
incentive does not account for the ESS technologies which are not 
recognised at present by the official energy policy documents. 
Another advantage that the renewables have is the zero emissions which 
is interpreted to extra income from the participation in the EU Emissions 
Trading Scheme. The ESS potential for emissions allowances depends 
on the generation mix they use. According to the calculations of this 
research, the ESS using the Greek. electricity generation, mix- have 
relatively high indirect emissions. Therefore whether the ESS are to be 
penalized for indirect emissions or be ex6mpted from such obligations, it 
is up to the allowances that they might acquire and on the generation mix. 
The legislation for emission allowances for the second phase of the EU 
ETS as formed by Directive 2003/87/EC (European Parliament and 
Council 2003c) is the basis upon which the National Allocation Plan of 
Greece has been created (Ministry of Development of Greece 2006bý. 
According to it, there are calculated emission allowances for the energy 
sector; however there is no reference to electricity storage systems. Thus 
an improvement to the ESS economics would be to trade emission 
allowances with registered companies that have exceeded their limits. 
This would be under the assumption that the indirect emissions of the 
ESS (depending on the generation mix) are included in the allocation plan 
as free of charge emissions. 
A critical view of this research relies upon the assumptio*ns made for the 
operation of the model. The allocation of the charge and discharge 
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operations has been optimised with the help of the mathematical model 
presented in chapter 9. However, it did not concider the start-up costs. 
These are costs related to switch the ESS operation between the modes 
of charging, discharging and idle. Therefore, the number of these 
switches affects the variable operating cost of the system and it has not 
been examined in the optimization process of the charge/discharge 
allocation for reasons of lack of data. It is thought that in the case of 
inclusion of these costs, the allocation would differ and the net revenues 
and variable operating costs as well. It could be a matter of further 
research to incorporate these costs in the model so that the operation of 
the ESS goes a step further. 
Another step that can be done as a future research to improve this thesis 
would be to approach the operation of the storage systems from a holistic 
point of view in terms of the location they hold and the implications for 
their economic performance. It has been assumed that the ESS power 
capacity belongs to one single unit or at least several units under the 
same operational management. This means that the participation in the 
day ahead market considers the total of the capacity. In that way, the 
model does not take into account that the separate units might be placed 
in different locations and other costs like the transmission lines would be 
involved. 
In terms of the model's operation, the assumption that the energy related 
capital costs do not change regardless of the management period is 
another point that can be improved as a topic of further research. This 
assumption does not take into account that the three day MP has 
different allocation of charge and discharge throughout the days it 
includes. It considers the energy related costs based on the IVIDID which 
takes the average daily value. This approach does not exploit the 
maximum charging ability of the first day of the 72h MID and leaves 
unused capacity for the third day. A step forward could be the 
optimisation of tile storage capacity in the three day MP, which has not 
been examined in this thesis. 
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Under the assumptions, the restrictions and the absences of this 
research, neither the results nor the discussion on them can be 
considered as a business plan ready to be implemented in the Greek 
market. However, they can be interpreted as signals to potential investors 
in the ESS technologies for the specific market, of whether there are 
potentials for development, andý as a guide to researchers in both 
technology assessment and market and policy development. An investor 
can study the parameters, the assumptions and the operation of the 
model itself in order to have a basis on which he can build his own case. 
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