


















Abstract: This  paper  aims  to  develop  the  long  short‐term memory  (LSTM)  network modelling 
strategy based on deep learning principles, tailored for the very short‐term, near‐real‐time global 
solar radiation (GSR) forecasting. To build the prescribed LSTM model, the partial autocorrelation 
function  is  applied  to  the  high  resolution,  1 min  scaled  solar  radiation  dataset  that  generates 
statistically significant lagged predictor variables describing the antecedent behaviour of GSR. The 
LSTM algorithm is adopted to capture the short‐ and the long‐term dependencies within the GSR 
data  series patterns  to  accurately predict  the  future GSR at 1, 5, 10, 15,  and 30 min  forecasting 
horizons. This objective model is benchmarked at a solar energy resource rich study site (Bac‐Ninh, 
Vietnam) against the competing counterpart methods employing other deep learning, a statistical 
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United Nations Sustainable Development Goal that advocates a dire need for cleaner, affordable and 
accessible  energy  in  all  nations  and  regions.  Thus,  Vietnam  has  recently  commenced  capacity 
development for solar energy resources. With its geographical location close to the solar energy belt, 















artificial  intelligence)  and  physical  (atmospheric  dynamic)  models  [17].  Many  existing  studies, 







(GSR)  model,  in  particular,  have  been  intensively  explored.  With  the  recent  advances  of 
computational data  science, machine  learning‐based  forecasting models  typically provide distinct 
advantages  over  physical  models  [17,19,20]  and  time‐series  models  [21–35].  Models  based  on 
machine  learning  and  neural  networks  have  evolved  over  recent  decades.  However,  common 
weaknesses have been reported, such as those causing bias when extending data volume, and over‐
fitting  [11]. Deep  learning  techniques,  the  latest advancement of machine  learning,  can  solve  the 
above issues but have not been fully explored. On the other hand, solar forecasting is relatively new 
in Vietnam,  although  there were  previous  studies  of  solar  radiation  [36–38]  and  solar  potential 
mapping  [39]  in  recent  decades.  Studies  implementing  machine  learning  methods  for  solar 











and big data  issues.  In  addition, due  to  its  ability of  removing  abundant  information  to  resolve 
vanishing gradient issues, LSTM is appropriate to represent the learning data over different temporal 
domains  [17].  Hence,  LSTM  has  been  studied  in  solar  forecasting  during  the  past  five  years 
[15,17,44,53–63]. For instance, the first study regarding LSTM [64] demonstrated its forecasting skills 
for one‐day ahead utilizing  remote‐sensing data under various  topographical conditions with  the 
best root mean square error (RMSE) ~24% and mean absolute error (MAE) ~17%. In [15,65], LSTM 
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performed well  for  one‐day‐ahead  forecasting  under multiple  seasonal  and weather  conditions. 
Generally,  although  forecasting  methods  show  their  predictive  skills  in  a  different  context, 
optimizing  the  forecasting  methods  has  still  been  an  important  problem  of  interest.  Similarly, 
developing an optimal LSTM model in terms of solar energy forecasting is also under consideration. 
Most recent papers have focused on data pre‐processing techniques to optimize predictive results 
[59,60,66,67]; hence,  there  is a  lack of  intensive papers relating  to optimizing  the LSTM  technique 
itself. Moreover,  a  huge  dataset  volume was  discussed  in  the  context  of  traditional  time‐series 
methods which  pointed  out  that  performance  efficiency  decreased  against  the  increase  of  data 
volume.  Thus,  the  present  work  aims  to  extensively  explore  optimization  and  performance 
assessment of the LSTM forecasting technique in the near‐real‐time case by also considering multiple 






RMSE  and  MAE  alone  [44,69],  especially  in  deep  learning  method  evaluation.  Therefore,  it  is 
reasonable  to  apply  multiple  metrics  in  model  performance  evaluation  to  avoid  their  specific 
weaknesses  [70].  For  this  reason,  applying multiple  evaluation metrics  to  assess  the  predictive 
performance of the LSTM method in near‐real‐time forecasts is a novelty in this paper. 
Moreover, due  to geographical  location and weather  condition,  in  some  circumstances  (e.g., 
Vietnam), it is difficult and costly to obtain such meteorological variables in a near‐real‐time horizon 

















and  DNN  models  are  representative  of  neural  network  algorithms,  which  have  been  widely 
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To  reach  these  objectives,  this  paper  is  organized  as  follows:  Section  2  reviews  previous 
literature. Section 3 presents a theoretical overview of the objective models. In Section 4, the dataset 
considered is introduced and explained, detailing model tuning and benchmark algorithms. Section 







1 min, 5 min, 10 min, 15 min and 30 min). A minute horizon  is established  in  the  literature and 
meaningful  from  an  economic perspective  since a  rise  in  accuracy of  solar  energy  forecasts may 













forecast  horizons  have  been  tested,  from  a minute  timescale  to  few‐minutes‐ahead  forecasting. 















[78]  GSR  5 min  5 min  24,260  8640  BPNN  Fuzzy Logic‐BPNN 
[79]  GSR  10 min  10 min  52,560  52,560  ELM  Persistent, BELM 
[80]  TSI  1 min  15 min  68,833  8075  CNN  N/A 
[81]  GSR  1 min  10 min  N/A  N/A  MLP  RBF 
[82]  TSI  10 min  20 min  38,371  33,644  ARIMA  RW, MA, ES 
[83]  GSR  15 min  15 min  21,170  1798  ANN  ANN, MLP, NARX 




min  2016  864  CNN  Persistence 
[58]  GSR  7.5 min  7.5, 15, 30, 60  201, 480  67, 160  LSTM  ARIMAX, MLP, 
Persistence 
In  terms of  forecasting  technique,  these  studies  show  that machine  learning  (ML) has good 
potential in very short‐term solar energy forecasting. However, a limitation of ML algorithms is the 
insufficient  learning  models  for  high  dimensional  datasets  [85],  which  directly  influences  the 
precision and accuracy of forecasting model by over‐fitting and extrapolation [86]. By considering 
that  the GSR  time  series often have  long‐term  and  short‐term dependency  in  the  low‐frequency 
approximate parts, the long short‐term memory (LSTM) network, a special type of recurrent neural 
network (RNN), is employed to predict the decomposed low‐frequency sub‐layer in this study. 
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demonstrated.  This  technique  can  resolve  the  shortage  of  available  datasets, which  facilitates  a 
broader  demonstration  of  the  forecasting model  efficiency  across multiple  forecast  horizons.  In 





solar  radiation  forecasting, as well as dealing with high dimensional real‐time GSR. As shown  in 
Table 1, this approach has not yet been fully explored and previous studies on LSTM‐based solar 
energy forecasting faced a risk of over‐tuning [87]. Overcoming the limitation of the available dataset 


















Figure  1.  Descriptive  flowchart  of:  (a)  conventional  feed‐forward  neuron  network  (FFNN),  (b) 
recurrent neural network (RNN) based on deep learning methodology. The GSR predictor variables 
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could be either the exogenous variables related to the target GSR or statistically significant  lagged 








to  learn  long‐term dependencies  among  the  consecutive  events on  a  relative  timestamp  through 
incorporating self‐connected “gates” in the hidden units. In the context of GSR, especially at multiple 
forecasting  horizons  in  this  study,  this model  is  likely  to  capture more  accurately  the  real‐time 
dependence  of  the  historical,  the  current  and  the  future  GSR  values,  to  finally  create  a  more 
representative  modelling  framework.  The  gates  enable  LSTM  units  to  read,  write  and  remove 
information in the memory. Thus, they allow LSTM to remember the relevant data patterns while 
removing the irrelevant data, hence, sustaining a constant and relatively low error level, unlike the 













the  first  layer  of  a  network  at  the  timestep  t.  Symbols     and     represent  point‐wise  scalar 
multiplication and summation, respectively. The colour arrows      show direction of input to the 
systems.     is an activation function which sets the ReLU (rectified linear units) in this experiment. 









Firstly, based on the last hidden state ( 1th  ) and the new input  tx , LSTM possibly selects the 
information, which is to be processed from the cell state represented by the Forget Gate ( f ): 
  1 ,t f t t ff w h x b      (1) 
Secondly, the next step is to determine the information that is stored in the cell state. There is a 
new candidate  tc  which is generated by  tx   and  1th    through a  tanh   layer. This new candidate is 
then scaled by the Input Gate i: 
  1tanh( , )t c t t cc w h x b     (2) 
  1,t i t t ii w h x b      (3) 
Then,  by  combining  the previous  cell  state  C ,  both  1tC    and  tc ,  in which  the  former  is 
determined in the Forget Gate ( f ) and the latter is identified by the Input Gate ( i ) as Equation (4): 

1t t t t tc f c i c      (4) 
The above three kinds of gates are not static. The recent state information  1th    and the current 
input  tx   are jointly determined by non‐linear activation after linear combination. 
Finally,  in  the output process,  there are  two steps. The Output Gate  is known as a new gate 
which is responsible for deciding appropriate parts from the cell state to be outputted. The cell state 
tc   is  activated  by  tanh  function,  which  is  then  filtered  through  multiplying  by  to .  The 
multiplication result is the desired output  th : 
 1( , )t o t t oo w h x b      (5) 
tanh( )t t th o c    (6) 











terms,  d  as non‐seasonal differences  and  q  as  the number of  lagged  errors. The ARIMA process 
generally involves model identification, estimation and forecasting, defined as follows: 
( )(1 ) ( )
t
d
p t qB B Y B        (7) 
in which  p —the autoregressive parameter of order p; B—the backshift operator;  tY —the original 
predictor  dataset;   —constant  value;  q —the  moving  average  parameter  q;  and  d  is  the 
differencing order used for the regular or non‐seasonal part of the series. 
In  the  identification  of  an  ARIMA  model,  the  differencing  parameter  (d)  is  analysed  by 
autocorrelation  and  partial  autocorrelation  to  decide  whether  the  differencing  effect  should  be 
performed in a non‐stationary dataset. Furthermore, p and q terms are identified for the model by 






2 log( ) 2( 1)AIC L p q k        (8) 




this method  can  be  found  in  other’s works  [31,94,95]. Generally,  the ARIMA model  assumes  a 
scenario where there is no change in consecutive periodical measurements or the readings used to 
construct a model. Given that previous studies have employed an ARIMA model for GSR forecasting, 






data  [98]. Herein, SVR  is  implemented using Python  environment version  3.6 using  the  Sklearn 
library which is optimized using a grid search procedure. 
3.1.4. Benchmark Model: Deep Neural Network (DNN) 


















located  in  the North  of Vietnam,  not  far  from  the  capital,  at  latitude  21.2013° N  and  longitude 
106.0629° E, and elevation of 60 m above sea level. The Bac‐Ninh site has a subtropical dry winter 








for  validation), without  large water  bodies, mountains,  dirt  roads,  industrial  pollution,  open‐pit 
mining operations, or a danger of flooding [102,103]. Thus, the development of a solar forecasting 
model  at multiple  forecast horizons,  especially  in Bac‐Ninh,  is  a  justified  research  endeavour  to 












With  the aim  to construct a  framework  for a near‐real‐time prediction model,  the raw 1 min 
time‐series data were firstly used to generate the data at 5‐, 10‐ 15‐ and 30 min‐ahead time‐series data, 
which were then used as the target variable. Details of those data are presented in Table 2. 











1 min (1M)  1 June 2019 to 30 June 2019  0  1376  207  283 
5 min (5M)  1 March 2019 to 30 June 2019  0  6047  730  1157 
10 min (10M)  27 September 2017 to 30 June 2019  0  11,889  1416  2297re 
15 min (15M)  27 September 2017 to 30 June 2019  0  16,574  2124  3430 
30 min (30M)    27 September 2017 to 30 June 2019  0  32,042  4249  6804 
With respect to the missing data, it is noted that missing values represent only 0.15% of the time‐
series data, and were due to equipment faults or site closures in the measured period. We imputed 
those missing  values  by  the mean  value  of  the whole  period  [95,104].  Clearly, more  powerful 












To  prepare  the  suitable  number  of  inputs  for  each  time‐scale  horizon  (based  on  historical 
behaviour of short‐term solar radiation measurements), the autocorrelation coefficient and the partial 
correlation  coefficient  (PACF)  were  employed.  The  detailed  procedures  can  be  found  in  [94]. 
Explicitly, the PACF function computes a time‐series regression against its n‐timescale lagged values 
by removing  the dependency on  intermediate elements and  identifying  those patterns potentially 
prevalent in the future GSR data that are correlated to the antecedent GSR data. This procedure aims 
to  develop  forecast models  that  consider  the  role  of memory  (i.e.,  antecedent GSR)  adopted  in 
forecasting  the  current GSR value, and possibly,  considers  several other atmospheric  factors  that 
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    (10) 
( )ACTUAL N MAX MIN MINGSR GSR GSR GSR GSR     (11) 
After normalization, a major task was to determine the training data, to construct the predictive 








function  used  to  identify  antecedent  lagged  GSR  for  the  objective  LSTM  and  the  comparative 















1M  18  43,197  34,558 
10% 
8637 
5M  6  35,133  49,518  12,376 
10M  3  92,874  24,757  6187 
15M  19  61,897  34,558  8637 
30M  10  30,946  28,106  7025 
(b) 
Model  Training‐Testing Proportion  r    RMSE   (Wm−2) 
MAE   
(Wm−2) 
LSTM  80–20  0.9957    32.086  13.670 
‐  70–30  0.9901  43.7088  15.715 
‐  60–40  0.9799  60.9179  23.402 
4.3. LSTM Model Implementation 
Prior to developing the proposed LSTM‐based solar radiation forecasting model, the historical 


































optimal  hyperparameters  are  determined  prior  to  running  the  primary  LSTM  model,  the 
computational time of the model was reduced to a much lower value (<15 min). 
Generally,  a  hyperparameter  is  a  parameter whose  value  is  set  before  the  learning  process 
commences. There are two types of hyperparameters, namely, model hyperparameters (e.g., the size 
of  the  neural  network  and  the  number  of  input  layers  in  FFNNs)  and  algorithm  model 
hyperparameters (e.g., dropout and batch size). Model hyperparameters cannot be inferred during 
the  training process since  this must be  referred  to  the model  selection  task. The  latter, algorithm 
hyperparameters, in principle, can increase the speed and quality of the learning process. Therefore, 
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the predicted values are compared to the actual values and the errors are calculated. From these 










the  L1  and  L2  regularization  parameter  is  also  used  such  that  the  L1  and  L2  penalization 
parameter  decreases  the  sum  of  absolute  differences  and  the  sum  of  square  of  differences 
between observed and forecasted values. In principle, adding a regularization term to the loss 
will  facilitate  a  better  network  mapping  (by  penalizing  large  values  of  parameters  which 
minimize the amount of nonlinearity of GSR values). 


























1  2000  54  0.1  500  0.9874  33.201 
2  2000  55  0.1  750  0.9875  33.178 
3  2000  53  0.1  800  0.9884  33.098 
4  2000  62  0.1  1000  0.9876  33.096 
5  2000  64  0.2  800  0.9956  32.086 
(c) 
Time‐












MLP  ‐  ‐  0.9821  61.7642 
ARIMA  p‐d‐q  0‐1‐0  0.9808  57.6876 










MLP  ‐  ‐  0.9721  361.7641 
ARIMA  p‐d‐q  0‐1‐0  0.9724  287.7479 
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MLP  ‐  ‐  0.9599  26.3175 
ARIMA  p‐d‐q  0‐1‐0  0.9205  22.622 










MLP  ‐  ‐  0.9547  220.7234 
ARIMA  p‐d‐q  0‐1‐0  0.9618  1033.4372 










MLP  ‐  ‐  0.9192  900.1132 
ARIMA  p‐d‐q  0‐1‐0  0.8859  952.8502 
SVR  Cost Function (C), Epsilon (ε)  1.0‐1.0  0.8314  1270.7158 
4.4. Benchmark Models Implementations 








Several methods have been previously adopted  to evaluate model performance  [109].  In  the 
present work, a popular  set of  statistical metrics  (e.g., bias, mean  square  error,  linear  correlation 
coefficient) are employed to assess the model performance since each individual metric has its own 







insensitive  to  small magnitudes. To  solve  this problem,  efficiency measurement  indexes,  such as 
Willmott  (WI ) and Nash‐Sutcliffe  ( NSE )  [112] are  introduced with  the advantage of overcoming 
insensitivity and over‐dominance of significant errors over small errors [113,114]. Nevertheless,  NSE  
is relatively high even in the poorly‐fitted models and vice versa, hence, it can confuse performance 
evaluation [115]. Therefore,  WI is implemented to be incorporated with  NSE   [112]. 




A model’s precision  level  is excellent  if RRMSE < 10%, good if 10% < RRMSE < 20%, fair if 20% < 
RRMSE < 30%, and poor if RRMSE > 30% [117]. Therefore, to properly assess model performance, in 
this paper, several statistical score metrics are exploited, such as the Pearson’s correlation coefficient 
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(r) [119], root mean square error [120] (RMSE;  2W m  ), mean absolute error [121] (MAE;  2W m  ), 
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models  are  not  significant.  An  alternative  hypothesis  (h1)  means  that  the  observed  differences 













of  their near‐real‐time  solar  forecasting capability, a plethora of model evaluation metrics  for  the 
testing phase, as described by Equations (9)–(16), is presented in Tables 5–7. 
 









1M  5M  10M  15M  30M  1M  5M  10M  15M  30M  1M  5M  10M  15M  30M 
LSTM  0.9920  0.9999    0.9999    0.9578    0.9531    40.9125    1400    18.6627    79.7273    731.7482    21.6428    1059    12.3368    43.8383    409.7196   
MLP  0.9780    0.9266    0.9062    0.9246    0.8554    65.7511    1852    88.9537    218.7543    1254.3440    34.2960    1326    53.8914    106.8205    778.1039   
DNN  0.9910    0.9606    0.9998    0.9568    0.9094    44.4086    1570    61.8762    86.6580    940.4280    25.5140    1134    40.9027    49.0178    576.9220   
ARIMA  0.9902    0.9607    0.9989    0.9584    0.9094    52.9785    1589    37.8037    161.1655    937.1356    31.9632    1149    24.9898    100.5221    571.3325   








1M  5M  10M  15M  30M  1M  5M  10M  15M  30M  1M  5M  10M  15M  30M 
LSTM  0.9984    0.9409    0.9989    0.9770    0.9811    0.9831    0.6420    0.9920    0.8712    0.8931    9.9278    51.7123    10.1362    42.1591    41.0858   
MLP  0.9959    0.8816    0.9721    0.9167    0.9347    0.9563    0.3737    0.8188    0.0306    0.6859    15.9581    68.3986    48.3132    115.6755    70.4282   
DNN  0.9981    0.9227    0.9844    0.9717    0.9718    0.9800    0.5500    0.9123    0.8479    0.8235    10.7782    57.9785    33.6067    45.8240    52.8026   
ARIMA  0.9972    0.9202    0.9947    0.9500    0.9700    0.9716    0.5386    0.9673    0.4738    0.8247    12.8582    58.7073    20.5322    85.2231    52.6178   





1M  5M  10M  15M  30M  1M  5M  10M  15M  30M 
LSTM  0.9204    0.4658    0.9275    0.7575    0.7741    16  48  100  86  116 
MLP  0.8739    0.3311    0.6832    0.4090    0.5710    47    54  127  143  49   
DNN  0.9062    0.4279    0.7596    0.7288    0.6819    49    58    60  62  67   
ARIMA  0.8825    0.4203    0.8531    0.4438    0.6850    233  267  151  127  85 
SVR  0.8842    0.4272    0.7522    0.6115    0.5734    56    91  143  120  262 






models with  the  statistics  r  =  0.9920, RMSE  =  40.9125  -2Wm ,  and MAE  =  21.6428  -2Wm   vs.  r  = 
[0.9920, 0.9780], RMSE =  [40.9125, 65.7511], and MAE =  [21.6428, 34.2960] where  []  represents  the 
upper and lower bounds of the metrics for the various models. 
Figure 6 illustrates scatterplots for the observed and the forecasted GSR values of the developed 
models  for  the  1M horizon.  In  each panel,  the  coefficient of determination  ( 2R )  and  a  linear  fit 
equation  ( OBS FORGSR mGSR c  ) are  shown  to demonstrate  the  coherence between  forecasted and 
observed GSR [104]. Here the constants—‘m’ (gradient) and ‘c’ (intercept on the y‐axis)—and  2R   are 








Figure 6. Times‐series plot and scatter plot of the forecasted (‘ FORGSR ’) vs. observed (‘ OBSGSR ’) data 
for each model in the testing period for 1M forecast horizons. A least squares regression line and the 
coefficient of determination ( 2R ) are shown in each panel. 















disadvantage of MAPE, which could perhaps explain  this  result,  is  that  it generates a substantial 
percentage  error  for  near‐zero  observed  values  as  infinite MAPEs,  and  this  effect  can  be  quite 
pronounced if the observed GSR values are less than 1 [126]. This is a reasonable explanation for low 
performance in terms of MAPE since GSR time‐series data, particularly at the very short‐term time‐








distributed  errors  for  the  proposed  LSTM  model  also  acquire  a  much  smaller  spread  with  a 















means  that  the  two  forecasts have  the same accuracy, otherwise,  the  two  forecasts have different 
levels of accuracy  in  the alternative hypothesis. The  statistically  significant better performance of 
LSTM over the counterparts is indicated as ‘yes’. From Table 8, the conclusions of comparison of the 
LSTM model and  the counterparts  (i.e., DNN, MLP, ARIMA and SVR) can be drawn as  follows. 
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Firstly,  since  the  absolute  value  of  the DM  statistic  in most  cases  is  greater  than  1.96,  the  null 
hypothesis  is  rejected  at  the  5%  level of  significance;  that  is  to  say,  the observed differences  are 
significant and the forecasting accuracy of LSTM models is better than that of the counterparts. The 
exceptions are the comparison of LSTM vs. DNN at the 1M forecast horizon and that of LSTM vs. 










centre difference between  the observed and forecasted GSR values by  the LSTM model relative  to 
comparative models (i.e., MLP, DNN, ARIMA, and SVR) for the 1M timescale.   
 






Diebold–Mariano (DM) Test Statistics Forecast Horizon    LSTM vs. DNN    LSTM vs. ARIMA    LSTM vs. MLP  LSTM vs. SVR   
1 Minute (1M)  ‐  ‐  ‐  ‐ 
DM statistic    −0.272  −24.381  −25.824  −16.933 
p‐value  0.785  0.000  0.000  0.000 
Reject Null Hypothesis  No  Yes  Yes  Yes 
5 Minute (5M)  ‐  ‐  ‐  ‐ 
DM statistic    46.585  46.394  −50.779  43.614 
p‐value  0.000  0.000  0.000  0.000 
Reject Null Hypothesis    Yes  Yes  Yes  Yes 
10 Minute (10M)  ‐  ‐  ‐  ‐ 
DM statistic    62.231  27.318  62.231  32.816 
p‐value  0.000  0.000  0.000  0.000 
Reject Null Hypothesis  Yes  Yes  Yes  Yes 
15 Minute (15M)  ‐  ‐  ‐  ‐ 
DM statistic    −51.638  −29.999  39.581  −0.268 
p‐value  0.000  0.000  0.000  0.789 
Reject Null Hypothesis    Yes  Yes  Yes  No 
Half Hourly (30M)  ‐  ‐  ‐  ‐ 
DM statistic    −9.209  18.234  −19.558  17.000 
p‐value  0.000  0.000  0.000  0.000 
Reject Null Hypothesis    Yes  Yes  Yes  Yes 
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8. Further Discussion, Limitations and Future Scope 
Despite  the  excellent  performance  of  the  developed  LSTM model,  as  evaluated  by  several 
statistical  metrics  and  visualized  model  analysis,  the  proposed  model  is  further  evaluated  by 
comparing the results in this study with those of previous studies. In one such study, an LSTM model 
was developed for 1‐hourly day‐ahead solar irradiance forecasting on the island of Santiago, Cape 
Verde. The  study  employed weather variables  (i.e.,  temperature, dew point, humidity, visibility, 
wind  speed, weather  type)  for 30 months  (March 2011  to August 2012).  In  concurrence with  the 
present study (Table 5), it was concluded that the LSTM model was the best model as it generated 
the lowest RMSE in comparison to the persistence, ANN, and linear least squares regression methods 
(76.245  -2Wm , 209.2509  -2Wm , 230.9857  -2Wm , and 133.5313  -2Wm , respectively). 
Another  relevant  comparative  study  employed  LSTM  to  estimate  hourly  and  daily GSR  in 
Atlanta, New York, and Hawaii using hourly meteorological data and cloud type information from 
2013  to  2017  as  a  training  and  testing  population.  The  proposed  LSTM  demonstrated  excellent 
forecasting performance for hourly forecasts on all‐weather (i.e., mixed days and cloudy days). The 
mean absolute percentage error  (MAPE) of LSTM  in measured  locations  (i.e., Atlanta, New York, 
Hawaii) on cloudy days was 14.9%, 20.1% and 18.1% respectively. All r‐values of LSTM were above 
0.85,  outperforming  comparative models  (i.e.,  ARIMA,  SVR,  ANN,  CNN,  and  RNN) with  one 
exceptional case where the r‐value of RNN was higher than that of LSTM (0.91 and 0.90, respectively). 
Overall,  however,  LSTM  showed  its  outstanding  performance.  The  study  of Ghimire  et  al.  [44] 













the  optimized model. Therefore,  the number  of  training  times  or  epochs does  not  influence  the 
performance in the training phase since it demonstrates a random property in practice. Moreover, it 
is noticeable  that  the LSTM performance  improved when  the drop  rate and batch  size  increased 
(Table 4b). This aspect is also a novelty of this study. 
To summarize, the newly developed model‐based LSTM can be considered to be superior for 


















For  the  first  time  in  this study  region,  this paper developed and demonstrated a  forecasting 
model‐based LSTM algorithm  for a near‐real‐time horizon using only global solar radiation  times 
series, which is also an alternative approach for those circumstances where there is a lack of available 








40.9125  -2Wm   and MAE = 21.6428  -2Wm ) and high performance metrics (i.e., r = 0.9920, WI = 0.9984, 
and  NSE   = 0.9831). 
By assessing the performance of the LSTM model utilizing the Legates–McCabe (LM) metric, the 





and  to  provide  a  strict  criterion  to  evaluate  the  forecasting  accuracy. A meaningful  evaluation 
conclusion of superior performance of LSTM over the counterpart models was reached when most 







LSTM with other methods,  such as a convolutional neural network  for  feature mapping, using a 
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ACF  Autocorrelation  LSTM  Long Short‐Term Memory 
AR  Autoregressive  MA  Moving Average 
ARMA  Autoregressive Moving Average  MAE  Mean Absolute Error 
ARIMA  Autoregressive Integrated Moving Average  MAPE  Mean Absolute Percentage 
Error 
FFNN  Feed Forward Neural Networks.  MSE  Mean Squared Error 
CPU  Central Processing Unit  MLP  Multilayer Perceptron 
Network 
d  Degree of differencing in ARIMA  PACF  Partial Auto‐Correlation 
Function 
DL  Deep Learning  p  Autoregressive term in 
ARIMA 
DNN  Deep Neuron Network  FE   Absolute Forecasted Error 
GSR  Global Solar Radiation  q  Moving average term in 
ARIMA 
ACTUALGSR   Actual Global Solar Radiation  r  Pearson’s Correlation Coefficient 
NGSR   Normalised Global Solar Radiation  2R   Coefficient of determination 
MAXGSR   Maximum value of Global Solar Radiation  ReLU  Rectified Linear Unit 
MINGSR   Minimum value of Global Solar Radiation  RMSE  Root Mean Square Error 
OBSGSR   Observed Global Solar Radiation  RRMSE  Relative Root Mean Square Error 
OBSGSR   Average value of Observed Global Solar Radiation  RNN  Recurrent Neural Networks 
FORGSR   Forecasted Global Solar Radiation  N  Number of values in a data series 
F O RG S R    Average value of Forecasted Global Solar Radiation    SVR  Support vector regression   
NSE   Nash‐Sutcliffe Efficiency  BPNN  Back‐Propagation Neural Networks 
LM  Legate & McCabe’s Index  ELM  Extreme Learning Machine 





RBF  Radial Basis Function  RW  Rescorla–Wagner 
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