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Rolf Oerter
Implizites Lernen beim Sprechen, Lesen
und Schreiben
Implicit Learning in Language Acquisition, Reading,
and Writing
Der Beitrag referiert Belegeßr implizites Lernen beim Spracherwerb, der Begriffs¬
bildung sowie beim Lesen und Schreiben. Zunächst wird auf die episodische Erfas¬
sung sprachlicherEreignisse eingegangen, die gemäß der Theorie des „ direkten Rea¬
lismus" von Fowler dazu ßhrt, daß das Kind invariante phonologische Ereignisse
aus der Sprache von Varianten Sprechern ausfiltert. Sodann wird die Bedeutung des
impliziten Lernens anhand des konnektionistischen Modells von McClelland et al.
dargestellt, die die Kontinuität der Begriffsbildung beim Kind über Jahre hinweg er¬
klärt. Beim Lesen erweist sich das klassische Zwei-Wege-Modell als nicht mehr be¬
friedigend, während konnektionistische Modelle auf subsymbolischer Ebene sowie
analytische und globale Strategien als implizite Prozesse aufgrund von Simulations¬
ergebnissen rechtplausibel erscheinen. Auch beim Schreiben sind implizite Lernpro¬
zesse beteiligt, die nach dem Modell von Willingham im egozentrischen Raum reprä¬
sentiert sind. Motorische Fertigkeiten, wie das Schreiben, lassen sich als Zusammen¬
spiel von vier Funktionseinheiten, die auch neurologisch im Gehirn lokalisierbar
sind, beschreiben.
Es wird vorgeschlagen, dem impliziten Lernen im Unterricht mehr Platz einzuräu¬
men, was allerdings auch ein größeres Gewicht an Training und Übung impliziert.
This article describes evidencefor implicit learning in language acquisition, concept
formation, reading, and writing. First, episodic endcoding ofspeech events are dis¬
cussed which, according to Fowler 's theory of.direct realism', provide the learning
of invariant phonological events from varying Speakers Then, implicit learning in
conceptformation is shown using the connectionist model ofMcClelland et al. This
model explains conceptformation as a continuous process over years as it occurs in
childhood.
In reading acquisition, the dual-route model seems insufficient. A connectionist mo¬
del at a sub-symbolic level as well as implicit analytic and global strategies seem to
explain more adequately basic reading processes. Implicit learning is also involved
in writing. According to Willingham's appraoch, fourßnctional units are envolved
which are represented in distinct areas ofthe brain.
It is suggested to emphasize implicit learning more in school where it is rather neg-
lected.
Da es das Anliegen dieses Heftes ist, die pädagogische Relevanz des implizi¬
ten und beiläufigen Lernen deutlich zu machen, soll im folgenden ein zentra¬
ler Bereich schulischen Lernens, nämlich Sprachförderung bezüglich impli¬
ziten Lernens näher beleuchtet werden. Zunächst ist zu zeigen, daß die „na-
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türliche" Sprachentwicklung fast ausschließlich beiläufig und implizit er¬
folgt, ein Prozeß, der sich auch in der Schule fortsetzt und dort keineswegs
nur in Form expliziten Lernens vor sich geht. Sodann wird an einem Aus¬
schnitt in der Entwicklung der Semantik, nämlich beim Aufbau ontologi-
schen Wissens und der Begriffsbildung, dargestellt, in welcher Weise hier im¬
plizite Lernvorgänge wirksam sind.
Der Erwerb der Lesefertigkeit wird gerne als Paradebeispiel für explizites
Lernen, das schließlich zur Automatisierung führt, angesehen. Anhand kon-
nektionistischer Modelle, deren Brauchbarkeit durch Computersimulation
überprüft wurde, läßt sich jedoch vermuten, daß die entscheidenden Lernvor¬
gänge impliziter Natur sind und damit dem Bewußtsein verschlossen bleiben.
1. Implizites Lernen beim Spracherwerb
In der Einleitung dieses Heftes wurde bereits festgestellt, daß vieles beim Er¬
fahrungslernen beiläufig und zugleich implizit, d.h. nicht bewußt und inten¬
tional ist. Ein solches Erfahrungslernen ist auch der Erwerb der Sprache in
der Kindheit. Säuglinge unterscheiden schon vier Tage nach der Geburt zwi¬
schen Muttersprache und einer fremden Sprache, wobei sie die Mutterspra¬
che bevorzugen (erschlossen aus der Saugrate der Kinder bei Sprachpräsenta¬
tion; Mehler et al., 1988). Es zeigte sich, daß der Säugling die Identifikation
der Muttersprache anhand prosodischer Merkmale vornimmt. Obwohl zu
diesem frühen Zeitpunkt noch kein bewußtes intentionales Lernen möglich
ist, haben Säuglinge bereits etwas sehr Komplexes gelernt, wobei vermutlich
auch vorgeburtliches Lernen beteiligt sein dürfte. Im Alter von 7-10 Mona¬
ten können. Kinder bereits syntaktische Einheiten unterscheiden. Hirsh-Pa-
sek et al. (1987) präsentierten den Kindern natürliche Texte, d.h. sprachlich
korrekte Sätze mit jeweils einer Pause von 1 see am Ende des Satzes und „un¬
natürliche" Sätze, bei denen die Pause mitten im Satz gemacht wurde, wäh¬
rend der Übergang zum neuen Satz ohne Pause erfolgte. Die Kinder bevorzu¬
gen die richtigen Sätze, deren Prosodie ihren bisherigen Erfahrungen ent¬
sprach. Damit ist belegt, daß Kinder Sprache frühzeitig segmentiert wahrneh¬
men und nicht als unaufhörlichen Strom von Lauten. Bis zum Ende des er¬
sten Lebensjahres sind die Kinder sensitiv gegenüber der Strukturiertheit der
Muttersprache.
Verfolgt man die Satzproduktion bei der aktiven Sprache des Kindes, so
zeigt sich ebenfalls von Anfang an die Tendenz zur Strukturierung und Ord¬
nung. Schon die von ihnen im zweiten Lebensjahr produzierten Zwei- und
Dreiwortsätze gehorchen bestimmten Regelmäßigkeiten. Z. B. setzen Kin¬
der anfangs das Verb ans Ende des Satzes, solange sie es noch im Infinitiv be¬
nutzen. Sobald aber das Verb flektiert wird, fügt es das Kind unmittelbar ans
Subjekt an und läßt erst danach das Objekt folgen („Papa holt Auto"). Bei der
süddeutschen Nutzung des Perfekt werden Hilfszeitwort und flektiertes Zeit¬
wort korrekt getrennt („Papa hat die Zeit [Zeitung] vollgeschütt"). Das Ver-
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ständnis der Funktionalität des Verbs als „Steigbügelhalter", das das handeln¬
de Subjekt mit einem Objekt und/oder einem weiteren Akteur definiert,
taucht unmittelbar mit seiner adäquaten Verwendung auf (Gleitman, 1990).
Alle diese syntaktischen Zusammenhänge werden ohne bewußtes Lernen er¬
worben. Karmiloff-Smith (1992) beschreibt den Übergang vom impliziten
zum expliziten Sprachwissen in drei Phasen. Ab fünfJahren kann man von ei¬
nem relativ korrekten Sprachwissen und einer erfolgreichen Kommunika¬
tion beim Kind sprechen. Sein Sprachwissen ist jedoch noch gänzlich impli¬
zit, nicht bewußt verfügbar. Ab sechs Jahren werden Fehler beim Sprechen
spontan korrigiert falsch dargebotene Sätze verbessert. Die Autorin spricht
von einem system-internalen Reorganisationsprozeß. Auch dieser Vorgang
ist wenig oder nicht bewußt. Ab acht Jahren zeigt das Kind dann bewußte Re¬
flexion über die Sprache und kann Sprachregeln erklären. Dieses explizite
Sprachwissen erweitert sich in den folgenden Jahren, doch wissen wir, daß
die Struktur einer Sprache nie ganz explizit gemacht werden kann. Sie ent¬
zieht sich einer vollständigen Erfassung durch explizite grammatikalische
Regeln.
Der Charakter des impliziten Lernens und Wissens von Sprache wird besser
verstehbar, wenn man es als Teil des Alltagshandelns betrachtet (pragmati¬
scher Aspekt). Im Alltag der kindlichen Entwicklung wie des kommunikati¬
ven Austauschen von Erwachsenen ist Sprache in Handlungszusammenhän¬
ge eingebettet. Sofern also intentionales Handeln die Interaktion bestimmt,
wird Sprache oft nur unterstützend, ergänzend verwendet. Die Aufmerksam¬
keit richtet sich auf die Handlungsziele und den gemeinsamen Gegenstand
des Handlungsbezuges, nicht auf die beteiligte Sprache. Nur wenn die Be¬
zugsperson die Aufmerksamkeit des Kindes bewußt auf den Namen eines
Dinges oder einer Handlung richtet, rückt Sprache stärker in den Mittel¬
punkt. Unsere Beobachtungen haben jedoch gezeigt, daß auch hier eher eine
beiläufige Beschäftigung mit der Sprache erfolgt und die spielerische Inter¬
aktion im Vordergrund steht. Beim Bilderbuchanschauen mit expliziten Be¬
nennungsversuchen ist der Wechsel zwischen Umblättern, Anschauen und
Benennen reizvoller als die Auseinandersetzung mit einem sprachlichen Pro¬
blem. Ist das Kind in der Entwicklung dann weiter vorangeschritten, so sind
es die Bildinhalte und die Geschichten zu den Bildern, die interessieren, und
nicht das sprachliche Lernen (Oerter, 1999). Daher geschieht selbst bei be¬
wußt intendierten Sprachförderungsmaßnahmen von Eltern und Erziehern
sprachliches Lernen nur beiläufig und damit meist nicht bewußt. Neuere
Theorien der Wortwahrnehmung und des Sprechens, die sich vornehmlich
auf Experimente stützen, unterstreichen eine ökologische Sichtweise des
Spracherwerbs (Fowler, 1986, 1990; Shepard, 1984; Goldinger, 1998). Gol-
dinger weist nach, daß beim Erlernen, Erinnern oder Wiedererkennen von
Wörtern nicht nur der semantische Gehalt und die abstrakt phonologische
Struktur eine Rolle spielen, sondern auch das episodische Gedächtnis, das
Details der Sprache des Sprechers festhält und nutzt. Die prosodische Basis
und der konkrete Sprachklang sind über die Kindheit hinaus beim Erlernen
und Reproduzieren von Bedeutung. Fowler (1990) und Fowler und Rosen-
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blum (1991) favorisieren die Theorie des „direkten Realismus", den sie im
Anschluß an Gibsons ökologischer Wahrnehmungstheorie auf die Sprache
übertragen. Wie Gegenstände der Wahrnehmungswelt durch das Licht, das
durch Ecken, Linien Flächen, Farben strukturiert ist, übertragen werden, so
gelangen auch sprachliche Objekte durch strukturierte Schallwellen zum
Wahrnehmenden. Die strukturierten Schallwellen werden von den Autoren
als artikulatorische Gesten bezeichnet, die der Empfänger direkt entschlüs¬
selt. Zwischen Empfang und Entschlüsselung sind keine kognitiven Prozes¬
se notwendig. Das Signal ist bezüglich der artikulatorischen Gesten transpa¬
rent. Die direkte Erfassung solcher Gesten hängt mit der Sensitivität für
sprachlich-artikulatorische Invarianten zusammen, die sich im Laufe der
Evolution analog zur Erfassung von Invarianten bei Objekten (z. B. Größen-
und Formkonstanz) herausgebildet hat. Diese Sensitivität gilt nicht für alle
akustischen Ereignisse, sondern eben vorzugsweise für sprachliche Struktu¬
ren, dabei wiederum vor allem für prosodische Merkmale. Episodisch ist die
Erfassung sprachlicher Ereignisse auf dieser basalen Ebene insofern, als
auch der Klang der Stimme des Senders und seine Emotionen mit in die aku¬
stische Struktur (artikulatorischen Gesten) eingehen. Das Kind lernt anhand
von spezifischen Sprachmodellen, daß es invariante phonologische Ereignis¬
se und Variante Sprecher gibt (Sheffert & Fowler, 1995). Allmählich kann
das Kind zwischen beiden Arten von Information unterscheiden. Dieser
Aspekt ist in der modernen Medienwelt bedeutsam, in der das Kind von klein
auf verschiedene Sprecher hört und lernen muß, invariante phonologische In¬
formation von Varianten Sprechern zu trennen. Leider fehlen hierzu vollstän¬
dig Untersuchungen, da man auf diesen Aspekt noch kaum aufmerksam ge¬
worden ist.
Ein anderer Aspekt betrifft das Lehrer-Schüler-Verhältnis. Es ist eine Alltags¬
erfahrung, daß man sich an bestimmte Äußerungen seiner Lehrkräfte erin¬
nert, oft leider nur an Skurilles, manchmal aber auch an Wissensbestände,
die sich dann in der vom Lehrer/der Lehrerin präsentierten typischen Form
eingeprägt haben. Hier ist auch episodisches Lernen und Gedächtnis am
Werk. Die Speicherung des Kontextes hilft, Wissensinhalte zu aktivieren.
Letztlich ist dies bei allem Erfahrungslernen so.
2. Implizite und explizite Lernvorgänge bei der Begriffsbildung
Begriffsbildung gilt als Domäne des bewußten intentionalen Lernens. Dies
scheint speziell für schulisches Lernen von Begriffen in Wissensnetzwerken
zu gelten. Bei genauerem Zusehen vollzieht sich aber der Wissensaufbau
langsam und keineswegs immer als bewußter Erwerb von Wissen. Außer¬
halb der Schule beobachtet man in der Entwicklung des Kindes vielmehr ein
eher beiläufiges Lernen von Begriffen, das manchmal bewußt, meist aber
nicht bewußt abläuft. Die Unterscheidung und Klassifizierung von biologi¬
schen Begriffen erwirbt das Kind über viele Jahre hinweg, wobei es einer¬
seits explizit nach Eigenschaften und Klassenzugehörigkeit eines Tieres fra-
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gen mag, andererseits im Alltag viele Informationen beiläufig erhält, etwa
über die Medien.
McClelland, McNaughton und O'Reilly (1995) schlagen ein konnektionisti-
sches Modell beim Erwerb von Begriffen vor, das die früher favorisierte
Form des semantischen Netzwerkes (z. B. Quillian, 1968) in ein konnektioni-
stisches Netzwerk umwandelt. Dies erscheint den Autoren notwendig, da
die früheren semantischen Netzwerke nicht erklären können, wie verwandte
Begriffe bzw. ähnliche Gegenstände zusammengeordnet werden. Wenn das
Kind eine Amsel und eine Meise als Vögel zu einer Klasse vereinigt, so ge¬
schieht dies nicht in erster Linie durch die Suche nach einem Oberbegriff,
sondern durch das Auffinden von Ähnlichkeiten zwischen beiden Tieren.
Auch die Handhabung von regulären Merkmalen und Besonderheiten (man
vergleiche etwa Ente und Pinguin) läßt sich durch semantische Netzwerke
nur schwer erklären. Rumelhart (1990) und die genannten Autoren haben ein
konnektionistisches Modell für die Begriffe ,lebende Dinge', .Pflanze',
,Tier', ,Baum', ,Blume',,Vogel', ,Fisch', .Fichte',,Eiche', ,Rose', Gänse¬
blümchen', .Rotkehlchen', .Kanarienvogel', ,sunfish' und ,Lachs' entwor¬
fen und damit Begriffsbildung simuliert. Das Modell besteht aus Eingabemo¬
dulen für diese Konzepte und für Relationen (,ist ein',,ist', ,kann' und ,hat'.
Über verschiedene Zwischenstufen (layers) sind sie mit Ausgabemodulen
verbunden, wobei ein vollständiges Netz von Konnektionen zwischen allen
Elementen besteht. Anfangs haben die Verbindungen im Netzwerk Zufalls¬
gewichte, die Ausgabe ist zufällig und hat noch keine Beziehung zur Einga¬
be. Beim „Lernen" werden die Gewichte der Verbindung sukzessive so ver¬
ändert, daß der Output sich mehr und mehr dem input annähert. Dieser Vor¬
gang erfordert aber viele Schritte, da jedesmal nur sehr kleine Veränderun¬
gen vorgenommen werden dürfen, weil sonst Fehler in Form vorzeitiger fal¬
scher Outputs auftauchen (jeweils nur 0.1 Gewichtsveränderung). McClelle-
and et al. (1995) benötigten 500 Durchgänge, bis die oben aufgelisteten Kon¬
zepte bezüglich der genannten Relationen (,ist ein', ,hat' etc.) mit 95% Wahr¬
scheinlichkeit „gelernt" waren.
Die Autoren meinen, daß sie mit diesem Vorgehen die Alltagsbegriffsbil¬
dung recht gut simulieren und führen als Beispiel die Untersuchungen von
Keil (1979) über die Entwicklung ontologischer Begriffe bei Kindern an.
Abb. 1 stellt sog. Prädikatenbäume je eines Kindes im Altern von etwa fünf,
acht, zehn und zwölf Jahren dar. Ein Prädikatenbaum wird gewonnen, indem
man nach Zustimmung oder Ablehnung für das präsentierte Prädikat zu ei¬
nem Objekt fragt. So soll das Kind beispielsweise beurteilen, ob der Satz
„der Stuhl ist eine Stunde lang" dumm oder o.k. ist. Auf diese Weise kann
man sich durch verschiedene Begriffe mit Hilfe von Eigenschaften durchfra¬
gen und die Antworten als Prädikatenbäume darstellen. Wie man sieht, wach¬
sen diese Bäume mit zunehmendem Alter. Der Lernprozeß nimmt Jahre in
Anspruch. Es ist- ein Vorgang, der analog zur Computersimulation viele
Durchgänge erfordert. Ein Teil dieser „Durchgänge" mag als bewußte Wis¬
sensaufnahme erfolgen. Vieles, vielleicht das meiste, geschieht nebenher,
ohne besondere Aufmerksamkeitszuwendung.
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Abbildung 1:
Individuelle Prädikatenbäume als Repräsentation ontologischen Wissens auf vier
verschiedenen Altersstufen (nach Keil, 1979, S. 181,183,185,187)
Durchgezogene Linien verbinden die Prädikate hierarchisch, gepunktete Linien
ordnen die Prädikate den Objekten zu.
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McClelland et al. (1995) geben auch eine neurophysiologische Erklärung für
das langsame schrittweise Lernen von Wissen. Ihrer Ansicht nach sind beim
Aufbau des Wissens hauptsächlich zwei Systeme beteiligt, der Neo-Cortex
und der Hippocampus. Das hippocampische System speichert in kompri¬
mierter Form Informationen des Neo-Cortex. Diese Information kann bei Be¬
darf (z.B. bei Wissensreproduktion) reaktiviert werden. Umgekehrt können
neue Strukturen, die im Neo-Cortex aufgebaut wurden, im hippocampischen
System bisher gespeicherte Strukturen verändern.
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Eine der Zwecke dieser doppelten Speicherung ist, Interferenzen im Neo-
Cortex zu vermeiden.
3. Implizites Lernen beim Lesen
3.1 Das klassische Zwei-Wege-Modell
Vieles an der bisherigen Gedankenführung läßt sich auf das Lesen übertra¬
gen. So stellen Van Orden, Pennington und Stone (1990) fest, daß Spracher¬
werb und Lesenlernen analoge Vorgänge seien. Beim Spracherwerb geht es
Abbildung 2:
Zweiwege-Kaskaden-Modell: Eine Computerversion des Zweiwege-Modells
(nach Coltheart et al., 1993, S. 598)
Gedruckter Text
Visueller Mustererkennung
^
Graphem-Phonem-
Regelsystem
¦ aktivierend
O hemmend
Phonem-System
Sprache
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um die funktionalen Beziehungen zwischen akustischen Mustern und phono-
logischen Strukturen, beim Lesenlernen um die funktionale Beziehung zwi¬
schen visuellen (orthographischen) Mustern und phonologischen Struktu¬
ren. Beidesmal sind es Umweltmuster, die als constraints (Begrenzungen) be¬
stimmte Richtungen bereits vorgeben. Bevor wir diesen Ansatz weiterverfol¬
gen, soll aber kurz die klassische Hypothese des Lesevorgangs kurz erläutert
werden, die Zwei-Wege-Theorie (dual-route theory).
Abb. 2 präsentiert die Theorie als Kaskaden-Modell in einer Computer-Ver¬
sion (Coltheart et al., 1993). Die gedruckte Information wird durch Detekto¬
ren für visuelle Merkmale zu Buchstaben-Detektoren weitergeleitet. Von
hier aus teilen sich die Wege. Der eine Weg führt über die visuelle Worterken¬
nung zum semantischen System und zum phonologischen Ausgabe-Lexi¬
kon, von wo aus das Phonemsystem aktiviert wird und zum (lauten) Lesen
führt. Der zweite Weg verläuft direkt über eine Übersetzung von Graphemen
in Phoneme nach einem erworbenen oder zu erwerbenden System von Re¬
geln, wodurch das Phonemsystem direkt aktiviert werden kann. Dieser direk¬
te Übersetzungsvorgang finden unter anderm immer dann statt, wenn Wörter
unbekannt oder Kunstwörter sind. Auch in solchen Fällen kann man ein
Wort gewöhnlich richtig lesen. Alle Formen des mechanischen Lesens, wie
man sie bei Kindern beobachten kann, die unverstandene Texte lesen kön¬
nen, oder bei Moslems, die Korantexte lesen, ohne arabisch zu verstehen, er¬
fordern eine Übersetzungsleistung, die zunächst ohne semantisches System,
d.h. ohne Textverständnis auskommt. Obwohl diese Form des Lesens keines¬
wegs erwünscht ist, stellt sie einen basalen Prozeß dar, der viel mit imliziten,
nicht bewußt kontrollierbaren Lernvorgängen zu tun hat.
3.2 Ein konnektionistisches Modell des Lesens
Seidenberg und McClelland (1989) haben als erste ein konnektionistisches
Modell des Lesens vorgeschlagen. Es besteht aus drei Schichten (layers), ei¬
ner Input-Schicht, die die Grapheme repräsentiert, einer Output-Schicht, die
das Phonem-System repräsentiert, und einer verdeckte Schicht (hidden lay-
er), die zwischen Input- und Output-Schicht vermittelt. Wie man sich das Zu¬
sammenwirken der drei layers vorzustellen hat, soll an dem von Van Orden et
al. (1990) ausgearbeiteten Modell der Wortidentifikation verdeutlicht wer¬
den. Es baut auf der Annahme subsymbolischer Prozesse auf. Die Autoren
behaupten, daß die Graphem-Phonem-Korrespondenz nicht durch ein Sy¬
stem von expliziten Regeln gesteuert sein kann, da dies mit den experimen¬
tell gefundenen Benennungszeiten für Kunstwörter als „orthographische
Nachbarn" (z.B. ,Bein' - ,Tein') nicht in Einklang zu bringen sei. Sie bieten
eine subsymbolische Alternative an, die den Zusammenhang von Graphe¬
men und Phonemen durch Kovariation von Elementen auf subsymbolischer
Ebene erklärt, d.h. unterhalb von gedruckten Wörtern und deren repräsentier¬
ter Bedeutung, aber auch unterhalb von Buchstaben und Lauten. Der Aufbau
einer Kovariation von solchen Subsymbolen beginnt damit, daß alle Elemen¬
te der orthographischen Seite mit allen Elementen der phonetischen Seite ver-
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knüpft sind (neuronales Netzwerk) und erst im Laufe des Lernens die richti¬
gen Bahnen verstärkt werden. Abb. 3 demonstriert diesen Vorgang an einem
Wort aus drei Buchstaben (Trigramm).
Abbildung 3:
Die orthographischen und phonologischen Subsymbole von ,hat' und ihre
Verbindungen (fett), eingebettet in eine Konnektions-Matrix orthographisch-
phonologischer Korrespondenz. Es sind nur einige Konnektionen dargestellt;
jedoch ist jedes orthographische Subsymbol mit jedem phonologischen
Subsymbol verbunden (nach Van Orden et al., 1990, S. 500, übertragen auf
das deutsche Wort .hat')
/a/i /h/i /z/i /a/2.
Das Modell ist zur Computersimulation von Leseprozessen angelegt und
wirkt daher artifiziell, aber es wird dennoch interessante Aspekte impliziten
Lernens eröffnen. Jedes x einer Menge von xs kann auf einem y einer Menge
von ys abgebildet (oder bezogen) werden. Jedes x bezieht sich in diesem Mo¬
dell auf ein orthographisches Gebilde, jedes y auf ein phonologisches Gebil¬
de, x und y sind nicht fundamentale Vektoren im Wahrnehungs- bzw. akusti¬
schen Raum, sondern sind Invarianten auf subsymbolischer Ebene. Diese In¬
varianten werden im Sinne von Gibson (1966) verstanden, der mit ihnen wie¬
derkehrende, aber keineswegs identische Formationen des Lichtes, die auf
das Auge auftreffen, bezeichnet. Ein Stuhl, aber auch ein Buchstabe können
Invarianten sein, auch wenn sie in Form, Größe und Farbe variieren. Ähnli¬
ches gilt für die phonetische Seite. Der Laut t wird als Anlaut anders erzeugt
als als Auslaut. Dies gilt mehr oder minder für alle Laute unserer Sprache.
Dennoch bilden sie Invarianten, mit denen ein phonetisches System operie¬
ren kann. Den Autoren geht es allerdings nicht um die Festlegung auf Buch¬
staben und Laute, da sie die Graphem-Phonem-Kovariation auf subsymboli¬
scher Ebene ansiedeln. Dennoch benutzen sie zur Simulation die Buchsta¬
ben-Laut-Ebene der Repräsentation.
Der Vorgang beginnt mit der Herausentwicklung (Emergenz) regelhafter
Kodierungen, die die bisherigen zufälligen Gewichte bei den Verbindungen
(Konnektionen) ablösen. Während zunächst im Beispiel in Abb. 3 die ortho¬
graphischen Subsymbole ,h', ,a' und ,t' ganz wie die vielen anderen belie¬
big und zufällig mit phonetischen Subsymbolen vernetzt sind, werden durch
viele Wiederholungen der Koppelung von kovariierenden orthographischen
und phonetischen Subsymbolen, die Verbindungen von h und /h/, a und /a/
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sowie t und /t/ verstärkt, aber auch die Verbindungen von h nach /a/ und /t/,
sofern das Lautgebilde „hat" oft auftaucht (dicke Linien in der Graphik).
Auf diese Weise erhalten die so gewichteten Verbindungen Regelhaftigkeit.
Diese bezieht sich nicht nur auf die subsymbolische Ebene von Buchstaben
und Lauten, sondern auch von Buchstabenfolgen und Silben sowie von
Buchstabenfolgen und Wörtern. Das erklärt, warum der geübte Leser rasch
Silben und Wörter lesen kann. Durch die Häufigkeit ihres Auftretens wer¬
den ganze Ketten von orthographischen Subsymbolen mit Gruppen phoneti¬
scher Subsymbole gekoppelt. Die Autoren vermeiden aber die Annahme
konkreter Entitäten oder "Knoten", die sich an bestimmten Plätzen befin¬
den, sondern sprechen von funktionalen Einheiten, die zusammen ein inva¬
riantes Muster in einem dynamischen System bilden, solange sie aktiviert
sind. Invariant meint, wie bereits ausgeführt, daß sowohl optische Zeichen
und Zeichenfolgen als auch phonetische Einheiten als invariant kodiert wer¬
den, auch wenn sie unterschiedliche physikalische Struktur haben, wie etwa
verschiedene Buchstabenformen oder Veränderung von Lauten je nach ihrer
Position im Wort.
Lesenlernen vollzieht sich also auf dieser Ebene als sukzessive Konfigura¬
tion von Verbindungsgewichtungen, die eine regelhafte Beziehung zwi¬
schen Orthographie und Phonologie herstellen. Die pure Wiederholung ver¬
stärkt die Gewichte der Konnektionen allmählich in der Weise, daß sie regel¬
haft werden und der ,Noise' der übrigen Verbindungen zurückgeht. Daher
meinen die Autoren, daß die Graphem-Phonem-Korrespondenz auf der Ebe¬
ne unterhalb eines Wortes relativ unabhängig arbeitet, dies umso mehr, je
mehr Trainingsversuche stattgefunden haben. Analog werden aber solche
Kovariationen in unterschiedlicher Korngröße hergestellt, etwa in der Grö¬
ßenordnung von Silben und Wörtern. Mit zunehmendem Alter müßten Kin¬
der beim Lautlesen weniger Schwierigkeiten haben, auch Kunstwörter
(NichtWörter) zu lesen. In der Tat fanden Berninger, Yates und Lester (1991)
einen solchen Effekt. Sie boten Zweit-, Viert- und Sechstkläßlern reguläre,
irreguläre und artifizielle Wörter (NichtWörter). Die Zweitkläßler lasen die
regulären Wörter am besten, die Viertkläßler lasen die realen Wörter und
NichtWörter gleich gut, und die Sechstkläßler lasen die NichtWörter sogar
besser.
Wie vollzieht sich nun auf der basalen Ebene, mit der wir uns hier zunächst
befassen, das Lernen? Es ist gewiß nur zum Teil ein bewußtes, intentionales
Lernen, nämlich insofern, als sich das Kind bemüht, Zeichen in Laute umzu¬
setzen und zu Lautgebilden, Wörtern, zusammenzulesen. Allein schon der
Vorgang der Verbindung zweier Laute (etwa ,ha' bei ,hat') kann nicht be¬
wußt herbei geführt werden. Er gelingt dem Kind nach wiederholten Versu¬
chen und durch Nachahmung eines Modells, das die Lautkombination vor¬
spricht. Die eigentliche Koppelung im Sinne der oben beschriebenen Kova¬
riation geschieht implizit. Die Autoren sehen als entscheidenden Faktor die
Zahl der richtig gelegten Verbindungen an. Damit haben wir die Korrespon¬
denz zur oben beschriebenen Begriffsbildung (McClelland et al., 1995). Sie
wurde als Erfahrungslernen mit einer großen Zahl von Durchgängen be-
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schrieben, die allein für die Herausbildung von Regelhaftigkeit verantwort¬
lich sind. Beim Lesenlernen entspricht diesem Vorgang eine große Zahl von
Durchgängen, die sukzessive und ohne explizite Bemühungen das Netz von
gewichteten Konnektionen aufbaut. Sehr bald nämlich ist Lesen auf das Er¬
fassen von Wörtern und Sätzen gerichtet und der Vorgang des Erlesens aus
Buchstaben tritt in den Hintergrund. Dennoch dauert es fast eineinhalb Jahr¬
zehnte bis die Kovariation von Orthographie und Phonologie so gut ausge¬
baut ist, daß sie rasches Lesen ermöglicht. In einer Untersuchung von Taylor,
Frackenpohl und Pettee (1960) zeigte sich, daß sich die Lesegeschwindig¬
keit von 80 Wörtern pro Minute in der ersten Klasse auf 280 Wörter im Colle¬
ge erhöht (da das Englische viele rasch erfaßbare einsilbige Wörter hat, ist
die Lesegeschwindigkeit höher als im Deutschen).
3.3 Analytische und globale Strategien als implizite Prozesse
Inzwischen gibt es eine Reihe von konnektionistischen Modellen mit der An¬
nahme von Parallelverarbeitung. Am bekanntesten sind diejenigen von Plaut
und McClelland (1993) bzw. Plaut et al. (1996) und das erste Modell von Sei¬
denberg und McClelland (1989), auf das sich die übrigen Modelle meist be¬
ziehen. Das bislang anspruchsvollste Modell stammt wohl von Ans, Carbon-
nel und Valdois (1998). Hier ist das konnektionistische Netzwerk des Lesens
aus vier Schichten (layers) neuronaler oder neuronalähnlicher Prozeßeinhei¬
ten zusammengesetzt.
Die Verknüpfung geschieht ähnlich wie bereits beschrieben durch Gewich¬
tung der Konnektionen bei den einzelnen Durchgängen. Im Gegensatz zu
den anderen Modellen sehen die Autoren jedoch zwei Strategien vor, die sie
unter RM (reading mode) vereinigen: eine globale und eine analytische. Bei
der Computersimulation ihres Modells glauben die Autoren, der Modellie¬
rung der natürlichen Leseentwicklung recht nahe zu kommen. Sie verringer¬
ten die Anzahl der Episoden von „Erfahrungen" mit einzelnen Wörtern,
ohne allerdings den Gesamtwortschatz zu reduzieren, was einer Simulation
des echten Leseanfängers näher gekommen wäre. Immerhin zeigte sich, daß
die analytische Strategie viel häufiger aktiviert wurde als die globale, wäh¬
rend die Erhöhung der „Erfahrung" mit Wörtern die globale Strategie mit ak¬
tivierte, bis diese bei einer hohen Zahl von Durchgängen dominierte. Diese
Reihenfolge befindet sich in Übereinstimmung mit den beiden von Frith
(1985) für den Schriftsprachenerwerb postulierten Stufen. Frith nimmt zu¬
nächst eine alphabetische Stufe an, die das Erlesen der Buchstaben-Laut-
Kombination realisiert, während später auf der orthographischen Stufe grö¬
ßere Einheiten (Silben, Wörter) erfaßt werden.
In der Simulation sind die globale und analytische Strategie nur durch die
Größe des „Fensters" definiert, in dem Verbindungen hergestellt werden.
Auch beim realen Leser sollte man nicht von einer bewußten intentionalen
Strategie ausgehen, die das Lesen steuert, sondern von einer Technik, die je
nach Bedarf implizit genutzt wird.
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3.4 Resümee
Bis jetzt läßt sich zum Leselernprozeß festhalten, daß die konnektionisti-
schen Modelle mehr und mehr das Zwei-Wege-Modell des Lesens abgelöst
haben. Sie erweisen sich als brauchbarer und erlauben bessere Vorhersagen
für kritische Tests, wie das Lesen seltener Wörter oder Kunstwörter (Nicht-
wörter). Parallelverarbeitung erscheint auch angesichts der hohen Lesege¬
schwindigkeit geübter Leser und angesichts des raschen Erwerbs der Schrift¬
sprache die bessere Erklärungsmöglichkeit zu sein. Dies bedeutet aber, daß
implizites Lernen ein größeres Gewicht für den Schriftsprachenerwerb er¬
hält. Vermutlich geht der Hauptanteil beim Lesenlernen auf Kosten implizi¬
ter Lernvorgänge.
3.5 Implizites Gedächtnis beim Lesen
Schacter (1990,1994) nimmt im Langzeitgedächtnis die Existenz von Wahr¬
nehmungsspeichern an, die impliziter Natur sind, d.h. dem Bewußtsein
nicht zugänglich gemacht werden können. Ein solches implizites Gedächt¬
nis ist seiner Ansicht nach ein visuelles Wort-Form-Gedächtnis. Es arbeitet
auf einem vorsemantischen Operationsniveau. Dieses Gedächtnis wird als
notwendig für die Erklärung von Wortidentifikationen angesehen, denn das
wahrgenommene und identifizierte Wort ist sowohl Ergebnis des Gedächt¬
nisses wie der Wahrnehmung. Ratcliff und McKoon (1997) entwickeln ein
Modell für ein solches implizites Gedächtnis und versuchen es mit Hilfe des
Priming nachzuweisen, einer besonderen Lernform, bei der (bezogen auf
das Lesen) eine korrekte Wortidentifikation der Wahrscheinlichkeit nach
besser gelingt, wenn das Wort zuvor dargeboten wurde. Die Darbietungszeit
wird aber so kurz gehalten, daß eine perfekte Identifikation nicht möglich
und ein bewußtes Abrufen vom Langzeitspeicher nicht erforderlich ist. Die¬
se Priming-Effekte lassen sich nicht mit konnektionistischen Modellen si¬
mulieren, da sie ein stark überlerntes System bilden, in dem ein für extrem
kurze Zeit dargebotenes Wort keinen Effekt haben kann. Das Versuchspara¬
digma bestand aus drei Schritten. Zunächst wurde ein Wort-Tripel zum Stu¬
dium geboten, jedes Wort der Reihe nach eine Sekunde. Sodann folgte der
Primingreiz, tachistoskopisch einige msec (z.B. zwischen 12 und 38 msec),
und schließlich der Paarvergleich. Ihr „Zähl"-Modell versucht vier Phäno¬
mene des Priming bei Wortidentifikation zu erklären: (a) beim Paarver¬
gleich wird fälschlicherweise das Wort vorgezogen, das zuvor schon in der
Tripeldarbietung präsentiert worden war; (b) dies gilt aber nur, wenn die bei¬
den Wort-Alternativen eine perzeptuelle Ähnlichkeit aufweisen (Hase - Na¬
se); (c) die Wahrscheinlichkeit des Auftretens von ähnlichen und unähnli¬
chen Wörtern im Paarvergleich bei einer Serie von Darbietungen beeinflußt
diesen merkwürdigen Priming-Effekt nicht; (d) die Stimulusinformation be¬
einflußt den Primingeffekt ebenfalls nicht, d.h. er bleibt selbst bei Verkür¬
zung des Primingreizes auf ein Minimum, bei dem Performanz im Zufallsbe¬
reich liegt, erhalten.
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Ratcliff und McKoon erklären die experimentell gefundenen Effekte durch
ein Zählermodell, bei dem jedem Wort ein solcher Zähler zugeschrieben
wird und jede Darbietung eines Wortes gezählt wird. Zählungen erfolgen
auch, wenn die Darbietungszeit zu kurz für eine klare Identifikation ist, ent¬
weder falsch durch Zuweisung zu ähnlichen Wörtern oder richtig zu dem zu
identifizierenden Wort. Es werden auch alternative, konnektionistische Mo¬
delle diskutiert. Wesentlich für unseren Zusammenhang ist jedoch, daß die
Primingeffekte und die typischen Fehler bei der Wortidentifikation im Paar¬
vergleich ähnlicher Wörter nicht auf bewußtes intentionales Lernen zurück¬
geführt werden können, da dies experimentell ausgeschlossen wurde. Somit
versuchen die Autoren den Nachweis zu liefern, daß auch bei der Wortidenti¬
fikation ein implizites Gedächtnis beteiligt sein muß, das dem bewußten
Suchprozeß nicht zugänglich ist. Dieses implizite Gedächtnis ist subseman¬
tisch, weist also keine Bedeutungen zu.
4. Explizite und implizite Lernprozesse beim Schreiben
Über den Erwerb motorischer Fertigkeiten existiert eine umfangreiche Lite¬
ratur (Welford, 1968; Luria, 1980; Lashley, 1951; Newell, 1991). Als Bei¬
spiel eines neuen neuropsychologischen Modells sei die Theorie des Er¬
werbs motorischer Fertigkeiten von Willingham (1998) am Beispiel des Er¬
werbs der Schreibfertigkeit dargestellt. Wiederum geht es uns hier vordring¬
lich um das Ineinandergreifen von explizitem und implizitem Lernen.
In dieser Theorie werden drei wichtige Aspekte zusammengeführt: die neu¬
ronale Aufgliederung in getrennte motorische und perzeptuelle Funktions¬
einheiten, der Zusammenhang von motorischer Kontrolle und motorischem
Lernen und schließlich die beiden Modi des bewußten, aufmerksamkeitsge¬
steuerten Lernens und des impliziten, nicht bewußten Lernens.
Willingham geht zunächst davon aus, daß das Lernen von motorischen Fer¬
tigkeiten unmittelbar auf motorischer Kontrolle basiert (COBALT: control-
based learning theory). Er postuliert vier neurologisch trennbare Funktions¬
einheiten, die zugleich unterschiedliche Formen der Repräsentation darstel¬
len. Die erste Funktionseinheit beheimatet strategische Prozesse und ist im
dorsolateralen Frontalhirn lokalisiert. Die Kontrolle besteht in einer Verände¬
rung des allozentrischen Raumes, in unserem Falle das Vorhaben, eine Buch¬
stabenfolge aufs Blatt zu bringen. Lernen bei den strategischen Prozessen be¬
steht darin, „den Blick" für die Richtigkeit, Schönheit und korrekte Anord¬
nung der Buchstabenformen zu verbessern, die Ziele (z. B.) das genaue Ein¬
fügen eines Buchstabens in ein dreizeiliges System) zu präzisieren. Der allo-
zentrische Raum stellt eine Repräsentationsform dar, bei der Objekte in Be¬
ziehung zueinander lokalisiert sind.
Eine zweite Funktionseinheit, lokalisiert im hinteren Seitenlappen des Cor-
tex und im prämötorischen Cortex, leistet die perzeptuell-motorische Integra¬
tion. In unserem Beispiel des Schreibvorgangs bewerkstelligt sie die Überset¬
zung bzw. Zusammenführung der visuellen Information über die Form der
Buchstaben und der motorischen Information über ihre Herstellung durch
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Bewegung. Hier spielt vor allem eine Rolle, daß die Bewegung über ein
Schreibgerät (Griffel, Kuli, Bleistift) erfolgt und die Bewegungsberechnung
die Nutzung des Werkzeuges einbeziehen muß. Als dritte Funktionseinheit
wird der Sequenzierungsprozeß angesehen, der im Basalganglion und im se¬
kundären motorischen Areal lokalisiert ist. Mit dieser Funktionseinheit wird
die Reihenfolge der Bewegungen, die zur Ausführung des Schreibens erfor¬
derlich sind, geplant und festgelegt. Die vierte Funktionseinheit beherbergt
den dynamischen Prozeß, der die Bewegungen selbst als Muster repräsen¬
tiert und im Rückenmark lokalisiert ist, wobei die Steuerung vom primären
motorischen Cortex ausgeht. In unserem Beispiel sorgt diese Funktionsein¬
heit für die Aktivierung des Schreibvorganges.
Abbildung 4:
Nicht bewußte und bewußte Aktivierung der Schreibfertigkeit
(nach Willingham, 1998, S. 561)
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Abb. 4 stellt zwei Modi des Lernens bzw. der Ausführung von Fertigkeiten
dar. Im Falle der Abb. 4a wird die Fertigkeit des Schreibens nicht bewußt aus¬
geführt. Hier sind nur die strategischen Prozesse, die sich auf das Ziel rich¬
ten, eine Buchstabenfolge als Text aufs Papier zu bringen, bewußt, während
die perzeptuell-motorische Integration, die Sequenzierung der Bewegung
und das Muster der Muskelaktivierung nicht-bewußt bleiben. Abb. 4b zeigt
den gleichen Prozeß unter bewußter Kontrolle. Hier erreicht der bewußte stra¬
tegische Prozeß nicht nur die Zielvorstellung des Niederschreibens, sondern
auch die räumlich-motorische Integration und die Planung der Bewegungsse¬
quenzierung, während natürlich die Repräsentation der Muskelkontraktio¬
nen nach wie vor ohne Bewußtsein bleiben.
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Nach Ansicht des Autors sind beide Modi zur Realisierung der Fertigkeit
möglich. Wie aus Abb. 4 hervorgeht, unterscheiden sich allerdings die Reprä¬
sentationsformen. Beim nicht-bewußten Modus sind die visuell-motori¬
schen Integrationsprozesse und die Sequenzierung der Bewegung im egozen¬
trischen Raum repräsentiert, während sie bei bewußter Ausführung im allo¬
zentrischen Raum vergegenwärtigt sind. Bei der egozentrischen Repräsenta¬
tion sind die Objekte (in unserem Fall Buchstabenfiguren und ihre bewe¬
gungsmäßige Repräsentation) auf den eigenen Körper bzw. auf Teile des ei¬
genen Körpers bezogen, während sie bei der allozentrischen Repräsentation
unabhängig vom eigenen Körper in einem eigenen Raum aufeinander bezo¬
gen sind. Für die flüssige, rasche und dennoch zielkorrekte Ausführung einer
Bewegung erscheint die nicht bewußte (automatisierte) Bewegung erforder¬
lich. Dies gilt vor allem bei der Benutzung eines Werkzeuges, wie dem Ten¬
nisschläger, dem Ski oder eben einem Schreibgerät. Bei der egozentrischen
räumlichen Repräsentation wird das Werkzeug zum Teil des eigenen Kör¬
pers. Die egozentrische Repräsentation beim Schreiben als eingeübter Fertig¬
keit zeigt sich auch in dem Faktum, daß charakteristische Schreibmerkmale
selbst dann erhalten bleiben, wenn man mit der anderen Hand, mit dem
Mund oder den Füßen schreibt (Merton, 1972; Wright, 1990).
Das Zusammenwirken des bewußten und impliziten Modus beim Schreiben
folgt dem generellen Paradigma von bewußt-explizit zu nicht-bewußt-impli¬
zit. Da beim Erlernen einer neuen Fertigkeit die entsprechenden Funktions¬
einheiten noch nicht aufgebaut sind, muß das bewußte Lernen und dabei er¬
folgende bewußte Kontrolle dafür sorgen, wie es sich „anfühlt" zu schreiben,
d.h. daß neurophysiologische Muster aufgebaut werden müssen. Erst dann
kann der implizite Modus einsetzen. Das bewußte motorische Lernen funk¬
tioniert nach Willingham allerdings nur unter zwei Voraussetzungen: (a) die
Lernenden müssen erkennen, daß ihr explizites Wissen auf das Schreiben an¬
wendbar ist und (b) das explizite Wissen muß auch objektiv für den Erwerb
der Fertigkeit des Schreibens nützlich sein. Die Bedingung (a) wird didak¬
tisch erfüllt, wenn eine Buchstabenform explizit mit einer Bewegungsbe¬
schreibung verknüpft wird (z.B. ,a' als Reif mit angehängtem Spazierstock
oder die frühe Anweisung für ,i': auf ab auf, Dippele drauf). Bedingung (b)
ist schwerer zu erfüllen. Erinnern wir uns, daß drei Funktionseinheiten bei be¬
wußter Kontrolle allozentrisch repräsentieren. Es muß gelingen, die visuell¬
motorischen Integrationsprozesse und die Sequenzierung von allozentri-
scher Repräsentation in egozentrische zu transformieren. Didaktisch wird
dies ermöglicht, indem man bei Kindern die bewußte visuelle Repräsenta¬
tion mit kinästhetischer Repräsentation mischt, z. B. Buchstabenformen mit
geschlossenen Augen und in die Luft schreiben läßt. Das bedeutet, daß auch
Formen des impliziten Lernens schon recht bald eine gewichtige Rolle beim
Schreibvorgang spielen. Während explizites Lernen zu Beginn und auch
noch bei einem mittleren Niveau des Fertigkeitserwerbs bedeutsam und hilf¬
reich ist, stört es bei Erreichung eines hohen Fertigkeitsgrades. Dieses Phäno¬
men ist bei Sportlern und Musikern bekannt, die bei Einsatz bewußter Kon¬
trollen eine Leistungsminderung zeigen („Choking").
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Für den Schreibvorgang ergibt sich im Zusammenspiel der Modi explizit -
implizit ein spezifisches Problem. Ist erst einmal die Fertigkeit des Schrei¬
bens erworben, dann läßt sie sich durch bewußtes Training wenig ändern.
Wer also-aus welchen Gründen auch immer-eine schlechte Handschrift er¬
worben hat, wird wenig Chancen haben, dies zu ändern, es sei denn, er redu¬
ziert die Schreibgeschwindigkeit auf die eines Novizen. Daher erscheint es
von großer Wichtigkeit, von Anfang an auf eine akzeptable lesbare Hand¬
schrift abzuzielen und während des bewußten Modus des Fertigkeitserwerbs
auf dieses Ziel hinzuarbeiten. Es spricht vieles dafür, daß dafür schon frühzei¬
tig ein Wechsel zwischen expliziten und impliziten Lernformen des Trai¬
nings der Schreibbewegung nützlich ist.
5. Schlußfolgerungen und Ausblick
Es konnte gezeigt werden, daß implizite Lernprozesse bei den zentralen schu¬
lischen Bereichen der Begriffsbildung und des Schriftsprachenerwerbs maß¬
geblich beteiligt sind. Da die Unterrichtsdidaktik einschließlich der Ansätze
des selbstgesteuerten Lernens fast ausschließlich explizites Lernen im Auge
hat, ist zu vermuten, daß Formen des expliziten Lernens didaktisch ausge¬
reizt sind. Die Fülle von didaktischem Geschick, das im Sektor Schriftspra¬
chenerwerb bislang eingesetzt wurde, läßt sich wohl kaum mehr verbessern.
Dennoch beobachten wir große Unterschiede hinsichtlich der Lesefähigkeit
von Kindern, wobei wir uns in diesem Beitrag auf Leistungen auf der subse¬
mantischen und subsymbolischen Ebene konzentriert haben. Es wurde be¬
reits vermutet, daß Defizite dieser basalen Komponente auf die ausschließli¬
che Betonung der Sinnerfassung beim Lesen zurückzuführen ist und die sub¬
symbolischen Repräsentationsformen, die eben auch notwendig sind, nicht
hinreichend ausgebildet werden.
Training auf dieser Ebene müßte implizites Lernen aktivieren und erfordert
gemäß der vorgestellten Modelle einen hohen Übungsaufwand, da nur so die
neuronalen Bahnen „eingeschliffen" werden können. Daher dauert der Er¬
werb der Lesefertigkeit auch ein bis eineinhalb Jahrzehnte. Darüber hinaus
betont die Leseforschung seit langem, daß der Leselernprozeß nicht mit
Schuleintritt beginnt, sondern eine Vielzahl von begünstigenden vorauslau¬
fenden Bedingungen hat. Die wichtigsten dieser Bedingungen lassen sich un¬
ter dem Begriff der Dekontextualisierung zusammenfassen. Je mehr das
Kind im Vorschulalter Begriffe, Symbole und Zeichen aus einem Kontext
herauszulösen und mit ihnen in neuer unvertrauter Weise umzugehen ver¬
mag, desto besser ist es fähig, die gewaltige Dekontextualisierung und Re-
kontextualisierung des sinnerfassenden Lesens aus 24 Buchstaben zu lei¬
sten. Es liegt auf der Hand, daß viele der vorauslaufenden Lernprozesse im¬
pliziter oder doch beiläufiger Natur sind, denn diese Form des Lernens steht
ja im Vorschulalter ohnedies im Vordergrund.
Es ist an der Zeit, impliziten Lernvorgängen auch in der Schule größeren
Raum zu widmen. Da sie nicht direkt steuerbar sind und ohne bewußte Auf-
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merksamkeitslenkung ablaufen, müssen sie in andere Handlungszusammen¬
hänge eingebettet werden. Als hervorragender Handlungsrahmen eignet
sich das Spiel, bei dem Lernprozesse stets beiläufig sind. Das Spiel als Haupt¬
tätigkeit in der frühen und vorschulischen Kindheit ist zu dieser Zeit wohl
der wichtigste Handlungsrahmen für Lernen überhaupt. Spiel könnte auch
bei schulischem Lernen implizite Lernprozesse anregen. Das gelingt aller¬
dings nur, wenn das Spiel nicht zu „Lernspielen" verkommt, bei denen nach
wie vor intentional unter dem Deckmäntelchen des Spiels trainiert wird.
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