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RESUM (màxim 50 línies) 
Este proyecto nace de la modernización de los servicios y 
equipos de la red de carreteras que pretende llevar a cabo 
el Servei Català de Tràsit (SCT). 
Con el fin de reducir la congestión del tráfico, la 
contaminación y mejorar la seguridad de los conductores, se 
han implantado nuevos equipos como el sistema de control 
variable de la velocidad que supone un cambio de concepción 
y funcionamiento en el modelo de gestión del tráfico. 
La velocidad variable es un sistema que permite modular la 
velocidad de la vía en función de diversos parámetros como 
la ocupación e intensidad del tráfico, las condiciones 
meteorológicas o la calidad del aire. Tiene tres objetivos 
básicos: reducir y minimizar las congestiones, mejorar la 
Seguridad vial y reducir la contaminación. 
Para desarrollar dicho servicio se ha dispuesto de señales 
luminosas, estaciones de toma de datos para realizar los 
cálculos de la velocidad óptima a publicar en los paneles, 
equipos de lectura de matrículas (LPR), y una red de 
comunicaciones en fibra óptica que conectan el equipo de 
campo con el centro de control CIVICAT. 
Debido a la implantación de estos nuevos equipos de 
señalización y toma de datos es necesario determinar si la 
red SDH actual puede cumplir con los requisitos 
establecidos tras el análisis del sistema, como tener un 
ancho de banda que pueda absorber sin problemas toda la 
carga de datos y una gran flexibilidad para que los cambios 
futuros se hagan con facilidad y sin grandes costos. Tiene 
que ser segura y robusta para no perder el control con los 
equipos de carretera. 
Tras un estudio que dejará patente las carencias de la red 
SDH se proporcionará una solución justificada para la nueva 
red, que establecerá una serie de cambios que afectarán a 
la red externa e interna del SCT. 
El objetivo principal de este proyecto es realizar el 
diseño físico y lógico de la nueva red con la solución 
aportada, así como la implementación de la solución 
propuesta y la validación de los resultados mediante una 
simulación con la herramienta Packet Tracer de CISCO. 
Paraules clau (màxim 10):
CIVICAT Velocidad variable SCT Packet Tracer 
Tráfico Fibra óptica UTP Red troncal 
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1.1. Descripción y objetivos. 
El presente documento es fruto de la modernización de servicios y equipos de la red de 
carreteras que se pretende llevar a cabo desde el Servei Català de Trànsit (SCT).  
La implantación del sistema de gestión variable de la velocidad incluido en el plan de 
actuación para la mejora de la calidad del aire aprobado por la Generalitat supone un 
cambio en el modelo de gestión del tráfico. 
Debido a la creación de nuevos servicios de señalización y toma de datos es necesario 
determinar si la tecnología actual puede cumplir con una serie de requisitos. 
Actualmente la gestión de los equipos del SCT está dividida por zonas, cada una de las 
cuales tiene su propia red. La que va a ser objeto de estudio en este proyecto es la red de 
accesos sur a la capital catalana. 
Para poder implantar los nuevos servicios con garantías se han establecido una serie de 
requisitos que la nueva tecnología debe cumplir para mejorar la red, en base a éstos se 
hará un análisis del sistema actual que dejará patente las carencias de la tecnología 
actualmente utilizada para la transmisión de datos. 
Tras el estudio se proporcionará una solución a las posibles deficiencias de la tecnología 
actual, que debe prever la conexión futura de todas las redes del SCT. Es por ello que 
este proyecto aborda el diseño de la solución aportada. 
El nuevo diseño establecerá una serie de cambios que afectarán a gran parte de la red 
del SCT, principalmente a la red establecida entre los equipos de carretera y el centro de 
control CIVICAT. Esta red de grandes dimensiones ocupa toda la zona sur de la red de 
carreteras de Cataluña. 
También se verá afectada la red de área local del edificio de oficinas del SCT situado en 
Vía Laietana (Barcelona). 
La red debe alcanzar los siguientes requerimientos para absorber toda la carga de datos 
correspondiente a los nuevos servicios de señalización y gestión del tráfico y a la 
implantación de las nuevas cámaras IP:  
 La tecnología utilizada debe tener un ancho de banda que pueda absorber sin 
problemas toda la carga de datos a una velocidad del orden de gigabit. 
 Es necesaria una red robusta y de gran redundancia para mantener siempre 
comunicación con los equipos de carretera y no perder la gestión de éstos. 
 El uso de la red y sus recursos debe ser eficiente. Se debe poder balancear la 
carga de datos aunque no haya un corte en la red. 
 La red debe ser flexible para que los cambios futuros se hagan con facilidad y no 
sean muy costosos. 
 Se requiere una red segura que a la vez se pueda controlar y gestionar de forma 
sencilla. 
 El coste de mantenimiento de la red no debe ser muy elevado, incluida la 
formación de los técnicos para la resolución de incidencias. 
 Por tal de mejorar la seguridad, la gestión de las redes del edificio de Vía 
Laietana debe ser independiente. La red del centro de control CIVICAT y la 
LAN de las oficinas deben pertenecer a redes diferentes. 
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Para conseguir estos objetivos se buscarán las limitaciones de la actual red y se 
propondrá, justificando la elección, cuál es la tecnología más adecuada para la nueva.  
El objetivo principal es, una vez encontrada la solución, realizar el diseño tanto físico 
como lógico de la nueva red, así como la implementación de la solución propuesta y 
validación de los resultados que se realizará mediante simulación. 
 
 
1.2. Motivos que impulsan la implantación de la velocidad 
variable. 
La velocidad variable es un sistema pionero en Cataluña y en todo el Estado español. Es 
un sistema que permite modular la velocidad de la vía a la baja en fusión de diversos 
parámetros como la congestión, las incidencias meteorológicas o las condiciones 
ambientales. 
El proyecto se incluye dentro de la aplicación del Plan de mejora de la calidad del aire 
aprobado por el Gobierno en julio de 2007.  
Se toman como referencia los sistemas de control dinámico de la velocidad que se están 
desarrollando satisfactoriamente en distintos países europeos.  
El proyecto supone un cambio de concepción y de funcionamiento en el modelo de 
gestión del tráfico. La velocidad variable tiene tres objetivos básicos: reducir 
congestiones, mejorar la seguridad vial y reducir la contaminación.  
 
A) Reducir congestiones  
El objetivo principal de dicha medida es reducir y minimizar la congestión, ya que es 
una problemática estructural de los accesos a Barcelona; hacer que las congestiones 
sean más cortas en duración y longitud, y reducir los paros y arranques de los vehículos, 
principalmente en las horas punta de la mañana y la tarde. 
Conviene destacar que las retenciones del área metropolitana de Barcelona representan 
aproximadamente el 80% del total de la movilidad obligada registrada en el conjunto de 
la red viaria catalana en los días laborables. 
 
 
Figura 1.1. Estadísticas del tráfico en las provincias catalanas año 2009. 
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Las retenciones registradas a lo largo del año 2007 en Cataluña tuvieron las siguientes 
características: 
 
 
Figura 1.2. Retenciones por movilidad en Cataluña en el año 2007. 
 
B) Mejorar la seguridad vial  
Uno de los grandes objetivos y una tarea constante en la lucha por la seguridad vial es la 
reducción de la siniestralidad de la red viaria catalana. 
 
 
Figura 1.3. Estadísticas de los accidentes de circulación en el año 2009 en 
Cataluña. 
 
Se registraron en Cataluña 24.663 accidentes con víctimas en 2009, esta cifra aumentó 
un 0,3% respecto del año 2008. De estos accidentes con víctimas, un 32,3% se 
produjeron en zona interurbana (7.972 accidentes con víctimas) y un 67,7% en zona 
urbana (16.691 accidentes con víctimas). A pesar del leve aumento en el número de 
accidentes con víctimas, la cifra total de muertos a 24 horas respecto del año anterior se 
redujo en un 6,4% (de 391 en 2008 a 366 en 2009). [1] 
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Figura 1.4. Diagrama de bloques de estadística accidentes. 
 
Los principales factores en la causa de los accidentes son el alcohol, la velocidad y la 
falta de uso de los sistemas de seguridad pasiva. 
La reducción de la velocidad comporta una reducción de la accidentalidad, la 
mortalidad y la gravedad de los heridos en la red viaria. Por ello, se prevé que otra 
consecuencia positiva de la aplicación de la velocidad variable sea la disminución de la 
siniestralidad y la mejora de la seguridad en las vías en las que se establezca.  
A continuación se muestra la evolución desde el año 2004 del número de vehículos 
implicados en accidentes de tráfico que han superado la velocidad legalmente 
establecida y / o que han circulado a una velocidad excesiva según las condiciones 
existentes.  
 
 
Figura 1.5. Evolución del número de vehículos desde el año 2004. 
 
De esta forma, el control dinámico de la velocidad será una medida que contribuirá a 
alcanzar el objetivo marcado por la Unión Europea (UE) de reducir en el 2014 a un 50% 
los muertos en las carreteras respecto del año 2004. [2] 
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C) Reducción de la contaminación  
En términos generales, la calidad del aire se ha mejorado considerablemente durante las 
últimas décadas. La contaminación atmosférica visible y sensible (el humo, el polvo, la 
niebla tóxica) ha desaparecido de muchas ciudades debido a iniciativas locales, 
nacionales y europeas. Sin embargo, la actual calidad del aire todavía afecta a la salud 
de la población. 
En la mayoría de ciudades, la contaminación atmosférica industrial tiende a ser 
substituida por la contaminación atmosférica debida al tráfico. La calidad del aire es, 
por lo tanto, un problema común en casi todas las ciudades principales y puede afectar a 
la salud humana. 
La mayor parte de nuestras actividades económicas se concentran en áreas urbanas, 
donde vive casi el 80 % de la población, lo que convierte al tráfico en el mayor 
contribuidor a la contaminación atmosférica urbana. 
En la siguiente figura se muestra el índice de calidad del aire (ICQA) correspondiente al 
año 2009. 
 
 
 
Figura 1.6. Índice de calidad del aire en el año 2009. 
 
Las cuestiones dominantes que determinan la calidad del aire a corto plazo son el 
dióxido de nitrógeno (NO2), el material particulado (PM10/2.5) y el ozono (O3).  
Estos tres contaminantes están fuertemente relacionados con el empleo de combustibles 
fósiles. En ambientes urbanos, el tráfico es la fuente dominante de óxidos de nitrógeno 
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y de partículas. Las plantas de energía eléctrica y determinadas industrias son otras 
importantes fuentes. 
Los posibles efectos sobre la salud incluyen el cáncer, trastornos del sistema nervioso 
central, daño de hígado y riñón, enfermedades pulmonares, trastornos reproductivos y 
defectos de nacimiento. [3] 
 
En las siguientes figuras mostramos los valores de los principales contaminantes en el 
año 2009. [4] 
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Figura 1.7. Contaminación atmosférica en Cataluña en el año 2009. 
 
Las retenciones son uno de los principales factores de contaminación en el área 
metropolitana de Barcelona y, por consiguiente, con la minimización de los impactos de 
las congestiones en las vías de acceso a la capital catalana mediante la aplicación de la 
velocidad variable, se prevé que la calidad del aire mejore y que los niveles de 
contaminación se reduzcan, situándolos más cerca de los límites establecidos por la  
UE. [5] 
Otro de los beneficios del control dinámico de la velocidad es la reducción entre un 20 y 
un 25% de las paradas y los arranques de los vehículos durante el recorrido. Se pretende 
conseguir una homogeneización de la movilidad y una conducción más eficiente, que 
generará un descenso del consumo de combustible y de las emisiones contaminantes. 
Si los niveles de contaminación del área metropolitana de Barcelona se consiguiesen 
reducir hasta los niveles marcados por la UE, se podrían llegar a evitar en esta zona 
hasta 1.200 muertos (cerca de un 4% de todas las muertes naturales entre mayores de 30 
años), según un estudio del Centro de Investigación en Epidemiología Ambiental 
(CREAL). [6] 
Con el fin de desarrollar dicho proyecto el SCT ha dispuesto un equipamiento que 
permitirá evaluar en cada momento las vías de aplicación del control dinámico de la 
velocidad, evitar variaciones bruscas de la limitación y garantizar el cumplimiento de la 
medida. 
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Consiste en: 
 Señales luminosas ubicadas en pórticos y señales laterales en los accesos. 
 Estaciones de toma de datos de intensidad de vehículos y velocidad para poder 
calcular la velocidad óptima a publicar en los paneles de velocidad variable. 
 Instalación de estaciones de medición de la calidad del aire. 
 Equipos de lectura de matrícula (LPR). 
 Red de comunicaciones en fibra óptica que conectan el equipo de campo con el 
centro de control CIVICAT. 
 
 
1.3. Estructura de la memoria. 
A lo largo de esta memoria tendremos que distinguir entre la red de área extendida 
correspondiente a los equipos de carretera y la red de área local del edificio de Vía 
Laietana de Barcelona, que a partir de ahora llamaremos red WAN y red LAN 
respectivamente. 
Principalmente hablaremos de la red WAN, es la que propicia el cambio de tecnología y 
por lo tanto la más importante dentro de este sistema y para la realización de este 
proyecto. 
Será en la parte de diseño cuando también hablaremos de la red LAN, esta se verá 
afectada por los cambios realizados en la red WAN. 
 
La memoria está dividida principalmente en 3 partes. 
La primera, comienza con una breve exposición teórica donde se explican tanto los 
fundamentos en los que se basa la red del SCT y las tecnologías de transportes SDH y 
Ethernet como los servicios de nueva implantación. 
Explicaremos los motivos que impulsan la creación de los nuevos servicios implantados 
por el SCT en la red viaria catalana. 
Una vez establecida la base teórica se realiza una descripción detallada del sistema 
objeto de estudio, en concreto las funciones y servicios que dan soporte al centro de 
control para la gestión de los equipos de carretera y por lo tanto del tráfico. Dentro de 
esta estructura, haremos una descripción de los elementos que forman la red actual, de 
su disposición física y de su funcionamiento. 
Una segunda parte que corresponde al estudio de las nuevas necesidades del sistema y 
la aportación de una solución a las carencias de la red actual. 
Una vez completado el estudio entraremos en el tercer bloque que corresponde al diseño 
de la nueva red, tanto a nivel físico como a nivel lógico, donde se realizará el diseño 
correspondiente a las dos redes. 
La validación de los resultados se hará mediante una simulación con Packet Tracer, esta 
aplicación de CISCO es una herramienta que hace posible verificar el buen 
funcionamiento de la red y el direccionamiento correcto de la misma. Además 
incluiremos la realización del diagrama de GANTT y presupuesto. 
Para finalizar haremos una conclusión y hablaremos de la perspectiva de futuro.  
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1.4. La red TCP/IP. 
El protocolo de una red establece las normas que se deben seguir para que un 
determinado servicio se realice correctamente y sin errores. Varios tipos de dispositivos 
pueden comunicarse mediante el mismo conjunto de protocolos. Esto se debe a que los 
protocolos especifican la funcionalidad de la red y no la tecnología subyacente que 
soporta. 
La arquitectura utilizada en nuestro sistema es la TCP/IP, que es independiente de los 
fabricantes y de las marcas comerciales, soporta múltiples tecnologías de redes y es 
capaz de interconectar redes de distintas tecnologías y fabricantes. Nos permitirá 
realizar un cambio de red en caso necesario. 
El modelo TCP/IP se divide en 4 capas. La primera, la más baja, es la de acceso a red, 
esta capa controla los dispositivos de hardware y los medios que forman la red. La capa 
superior a ésta es la de internet, que determina la mejor ruta a través de la red. Le sigue 
la de transporte, que admite comunicaciones entre dispositivos de diferentes redes. Por 
último, la capa superior es la de aplicación, que representa los datos de usuario y el 
control. 
El protocolo IP proporciona información sobre dónde se deben enviar los paquetes de 
datos y cómo se deben hacer estos envíos, esta información incluye las direcciones 
lógicas del dispositivo emisor y del dispositivo destinatario, por esta razón todos los 
equipos tienen asignada una IP que les identifica y que permite a protocolo TCP/IP 
comunicar más de un segmento de LAN o más de un tipo de red mediante un router. 
Es no orientado a conexión y no fiable, de forma que el establecimiento de conexiones y 
el control de errores lo realiza el protocolo de transporte TCP. [7] 
IPv4 es el protocolo de red que usamos para nuestra red privada, define el formato que 
debe utilizarse para enviar información entre 2 puntos distantes de la red, cada dirección 
IP (IPv4) es un número único de 32 bits. 
Para hacer un direccionamiento preciso debemos tener en cuenta que una dirección IP 
contiene dos tipos de información, una parte correspondiente a la red y otra al host o 
nodo, según esto las redes se clasifican en varias clases, entre estas clases se incluyen la 
clase A y la clase C. 
Otra característica de las direcciones IP a tener en cuenta es que se clasifican en 
públicas y privadas según se utilicen para conectarse directamente a internet o para 
formar parte de una red de área local respectivamente. 
 
Los encargados de interconectar todos los elementos de nuestra red son los switch, 
utilizándolos en modo acceso y en modo distribución conectamos los equipos de 
carretera unos a otros en serie y en modo troncal formando una estructura de anillo.  
Los protocolos de enlace troncal establecen un acuerdo para la distribución de tramas a 
los puertos asociados en ambos extremos del enlace troncal, se desarrollaron para 
administrar la transferencia de tramas de diferentes VLAN en una sola línea física de 
forma eficaz. 
El switch LAN es el dispositivo intermediario que interconecta segmentos dentro de una 
red, por tanto las interfaces físicas en el switch no tienen direcciones IP. A diferencia de 
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un router en el que las interfaces están conectadas a diferentes redes, una interfaz física 
en un switch conecta dispositivos en una red. 
Para poder administrar un switch, asignamos direcciones al dispositivo hacia éste. Con 
una dirección IP asignada al switch, actúa como dispositivo host. La dirección para un 
switch asigna a una interfaz virtual representada como una interfaz LAN virtual 
(VLAN). 
Como cualquier otro host, el switch necesita una dirección de gateway definida para 
comunicarse fuera de la red local. Permite que un administrador agrupe los dispositivos 
lógicamente para que funcionen como su propia red. 
 
 
1.5. SDH. 
A día de hoy la tecnología de transporte utilizada es la SDH o jerarquía digital síncrona, 
que es un conjunto de protocolos de transmisión de datos, evolución de la tecnología 
PDH, que se utiliza normalmente para transportar múltiples canales de voz y datos. 
Funciona mediante multiplexación por división de tiempo, es decir, trabaja tomando 
pequeñas ranuras de tiempo y ubicandolas de forma ordenada en una ranura de tiempo 
más grande. La sucesión de ranuras en de tiempo se denomina “Trama” y en ella se 
halla la información más un relleno que sirve para demultiplexar la señal. 
El STM-1 o módulo de Transporte Síncrono (Synchronous Transport Module) es la 
unidad de transmisión básica del SDH, correspondiente al primer nivel básico. Es una 
trama de 2430 bytes, distribuidos en 9 filas y 270 columnas. Las primeras nueve 
columnas contienen únicamente información de gestión, las columnas restantes (10-
270) contienen carga útil. La transmisión se realiza bit a bit en el sentido de izquierda a 
derecha y de arriba abajo. La trama se transmite a razón de 8000 veces por segundo y la 
velocidad de transmisión es de 155 Mbps. Un STM-1 permite como máximo 63 tramas 
de 2MB (2032 Kbps), 
Está formada por un conjunto de conmutadores, multiplexores y repetidores, todos 
interconectados por fibra óptica con una configuración típica en anillo, formada por una 
serie de multiplexores SDH llamados ADM (Add-Drop multiplexor). Según la distancia 
que separe los ADMs puede ser necesario en algún caso utilizar repetidores. 
Se pueden colocar varios ADM en una configuración en anillo para tráfico bidireccional 
o unidireccional, la principal ventaja de esta configuración es la seguridad. En un anillo 
basta una fibra para conseguir comunicación full-dúplex, ya que los datos viajan por un 
lado del anillo en un sentido y por el lado contrario en el sentido opuesto; sin embargo 
en este caso la comunicación se interrumpe en caso de corte del anillo en un punto. 
Utilizando un doble anillo, es decir dos fibras, es posible en caso de corte restablecer la 
comunicación cerrando el anillo en el ADM anterior y posterior al corte, de esta forma 
la comunicación se restablece utilizando el anillo de reserva. 
Los equipos ADM permiten extraer en un punto intermedio parte del tráfico cursado y a 
su vez inyectar nuevo tráfico desde ese punto, permitiendo insertar/extraer señales 
plesiócronas y síncronas de menor velocidad en el flujo de datos SDH de alta velocidad. 
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En los puntos donde tengamos un ADM, solo aquellas señales que necesitemos serán 
descargadas o insertadas al flujo principal de datos, el resto seguirá a través de la red. 
Las principales características de la red SDH son su alta fiabilidad gracias al menor 
número de equipos necesarios para la multiplexación que se encuentran conectados a la 
red, su gran variedad de velocidades de transmisión y su estructura de doble anillo que 
proporciona una mayor inmunidad a los fallos. 
 
 
1.6. Ethernet. 
Hace ya mucho tiempo que Ethernet consiguió situarse como el principal protocolo del 
nivel de enlace. 
Las principales bazas de las redes Ethernet son su gran estabilidad y su elevada 
velocidad de transferencia de datos, hoy en día los fabricantes ya han desarrollado 
equipos capaces de trabajar tanto con la tecnología 1000BaseT como incluso con la 10 
Gigabit Ethernet. 
Ethernet depende de la forma de acceso conocida como CSMA/CD para regular el 
tráfico en la línea de comunicaciones. Es un conjunto de reglas que determina el modo 
de respuesta de los dispositivos de red cuando dos de ellos intentan enviar datos en la 
misma red simultáneamente. Cuando la transmisión de datos por parte de un equipo 
produce una colisión, el dispositivo espera un tiempo aleatorio para volver a enviar 
dicha información. En caso de volver a producirse una nueva colisión el equipo esperará 
el doble de tiempo antes de volver a transmitir los datos. 
Utilizando switchs podemos crear una topología en estrella o malla conmutada y 
conseguir así una gran redundancia. 
Ethernet permite un buen equilibrio entre velocidad, costo y facilidad de 
instalación. Estos puntos fuertes, junto al hecho de soportar los protocolos de red más 
populares y la amplia aceptación en el mercado, hacen a Ethernet la tecnología ideal 
para nuestra red. 
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2. DESCRIPCIÓN DEL SISTEMA. 
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2.3.1. Nodos SDH del CIVICAT. 
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El sistema que vamos a describir permite el control del tráfico en la zona sur de la red 
de carreteras de Cataluña.  
El sistema de control está formado por una serie de nodos ubicados a lo largo de cada 
una de las carreteras y en el centro de control CIVICAT, conectados por una red 
cableada de fibra óptica que permite la comunicación de estos equipos. A estos nodos se 
conectan una serie de periféricos que se encuentran situados a lo largo de la carretera, 
estos elementos son una pieza indispensable para el funcionamiento de los servicios de 
gestión del tráfico y captan la información de la vía que a su vez es procesada y enviada 
por otros equipos. Dentro de estos periféricos podemos encontrar los paneles de 
señalización, las cámaras de vídeo, los postes SOS y los equipos de toma de datos. A 
este último grupo pertenecen las estaciones meteorológicas y las espiras detectoras.  
Las cámaras que no son IP y los SOS van conectados entre sí por diferentes vías o 
enlaces troncales hasta llegar al CIVICAT, donde la señal se procesa para extraer la 
información. 
Los periféricos para la obtención de datos y para la señalización están conectados a las 
ERU, ordenadores de diseño industrial que gestionan los datos de entrada y salida. Cada 
una de estas ERU tiene asociada una dirección IP y está conectada a un switch que se 
encuentra en el mismo armario, alimentado por una acometida. 
Estos switch están conectados entre sí formando varios anillos y cada uno de ellos va 
conectado a un equipo SDH que hace llegar la información al Centro de control 
CIVICAT. [8] 
 
 
 
Figura 2.1. Armario ERU. 
 
 
Desde el CIVICAT los operarios pueden gestionar los diferentes servicios mediante 
aplicaciones instaladas en ordenadores destinados para dicha función, que permiten 
controlar los equipos instalados en carretera de forma remota. Estos servicios facilitan 
las tareas de control del tráfico y permiten informar a los conductores de las posibles 
incidencias de la vía.  
Ahora hablaremos del centro de control CIVICAT y en el próximo capítulo 
detallaremos cada uno de los servicios y elementos que los hacen posible, explicando el 
funcionamiento de las partes que intervienen. 
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2.1. El centro de control CIVICAT. 
El CIVICAT es el centro de información viaria de Cataluña y efectúa el seguimiento y 
control de las acciones de gestión del tráfico para el SCT. Es un centro atendido las 24 
horas del día, los 365 días del año. Dispone de técnicos que gestionan las diferentes 
aplicaciones destinadas a garantizar la seguridad y fluidez del tráfico. 
El centro de control dispone de la tecnología necesaria para gestionar todos los servicios 
que hemos mencionado, con una serie de equipos y aplicaciones que controlan los 
dispositivos de carretera. Servidores y ordenadores cliente que ejecutan las aplicaciones 
y nos sirven de herramientas para la gestión del tráfico. Estas aplicaciones en entorno 
Windows presentan menús sencillos donde seleccionar los equipos que se quieren 
utilizar. 
En la sala de control disponemos de monitores TV y paneles de Video Wall donde 
visualizar las imágenes de las cámaras o de la aplicación Amictba. 
El cliente de vídeo permite controlar las cámaras mediante el telemando y la 
visualización de éstas por el monitor deseado. 
 
 
 
Figura 2.2. Fotografía del centro de control CIVICAT. 
 
 
2.2. Aplicación Amictba. 
La aplicación Amictba es un cliente multiplataforma a través del cual el operador del 
CIVICAT puede visualizar en tiempo real el estado y alarmas de todos los dispositivos 
de carretera. También permite controlar estos equipos de forma individual o en grupo. 
Desde su interfaz se pueden crear, modificar o eliminar los planes de ejecución, además 
gestiona los históricos de tráfico y actuaciones así como los paneles de velocidad 
variable. 
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2.3. Distribución y conexión de los nodos. 
Los nodos son cada uno de los puntos de interconexión de la red, están conectados entre 
sí mediante fibra óptica monomodo y se encuentran ubicados en diversos puntos de la 
zona sur de la red de carreteras de Cataluña y en el centro de control CIVICAT. 
Las ERU se conectan entre sí mediante un par de fibras monomodo (TX y RX) a través 
de un switch que hace la conversión de fibra a cobre (Ethernet), para cada una de las 
carreteras hay un troncal de ERU y otro de cámaras. 
Los switch a los que se conectan las ERU se encuentran en armarios a lo largo de cada 
una de las carreteras y se agrupan formando anillos, conectados en serie por fibra en 
modo troncal. Hay un total de 10 anillos distribuidos por la zona sur que se conectan por 
sus dos extremos a un equipo SDH. Por lo tanto cada uno de los nodos SDH cierra un 
anillo. 
 
 
Figura 2.3. Esquema de la conexión de los anillos de fibra a la red SDH. 
 
 
Hay un total de cinco nodos SDH en carretera ubicados en cada una de las cinco 
centrales de zona que existen y se ocupan de transmitir todos los datos al centro de 
control CIVICAT. 
Estos equipos son los encargados de transportar los datos por toda la red y realizar la 
conversión Ethernet/E1. 
En el Anexo A.2 podemos ver un esquema de los anillos de ERUs y las conexiones por 
fibra entre los nodos SDH de carretera y los del centro de control CIVICAT. 
En el centro CIVICAT encontramos dos nodos SDH más, junto a otros equipos de red 
que hacen posible que funcione todo el sistema. 
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2.3.1. Nodos SDH del CIVICAT. 
Mediante un router y unos switch conectamos a la red todos estos equipos y servidores. 
En concreto contamos con dos switch que se conectan a cada uno de los equipos SDH 
ubicados en el centro de control. Éstos se conectan a los otros nodos SDH ubicados en 
cada una de las centrales de zona. Hay una conexión directa entre el nodo SDH de la C-
32 y el nodo SDH 2 del CIVICAT. El resto de nodos de carretera se conectan al nodo 
SDH 1. 
 
2.3.2. Las centrales de zona. 
Cada uno de los nodos SDH que se encuentran en carretera están ubicados en alguna de 
las centrales de zona, a partir de ahora CZ. 
La relación central de zona-nodo de carretera es la siguiente: 
A) CZ 1- Nodo el Prat. Situado en el Prat de Llobregat. Corresponde a uno de los 
dos nodos SDH de la C-31. A éste van conectados dos anillos, el primero con un 
total de 14 ERUS y el segundo con 9 ERUS. 
B) CZ 2- Nodo Gavà. Corresponde al otro nodo SDH de la C-31. Se encuentra 
cerca del municipio de Gavà. A él se conectan un anillo compuesto por 7 ERUS 
y otro por 14 ERUS. 
C) CZ 3- Nodo Cerdà. Ubicado a la entrada de Barcelona, concretamente en plaza 
Cerdà. Es donde se concentra el troncal de cámaras de todas las carreteras, desde 
allí se envía la señal de vídeo al centro de control CIVICAT donde 
posteriormente se demodulará. 
D) CZ 6-Nodo Castelldefels. Conecta el troncal de ERUS de la C-32 con el 
CIVICAT de forma directa. Hay un total de 9 ERUS conectadas a él en 
topología de anillo. 
E) CZ 4-Nodo Sant Joan. Situado en la población de Sant Joan Despí, corresponde 
a uno de los nodos SDH de la B-23. A él van conectados dos anillos que 
transmiten los datos de un total de 26 ERUS. Un primer anillo de 17 y otro de 9. 
F) CZ 5-Nodo El Papiol. En él encontramos el otro nodo SDH de la B-23. Conecta 
dos anillos de 10 y 23 ERUS respectivamente con el centro de control. Es en 
este nodo donde se pretende realizar una conexión con los equipos de A-2. 
Actualmente el anillo que engloba los equipos de A-2 y la N-340 va conectado de forma 
directa al equipo SDH del CIVICAT. 
En el mapa del Anexo A.1 podemos ver la ubicación de cada una de las centrales de 
zona y todas las conexiones entre nodos que actualmente existen. 
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3. DESCRIPCIÓN Y 
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3.1. Servicios de datos. 
Nos referimos a los servicios que recopilan información en las carreteras. Los datos que 
se recogen son almacenados para su posterior estudio en una base de datos del servidor 
Amictba que se gestiona desde el CIVICAT y pueden verse a través de la aplicación 
Amictba por las pantallas TV o pantallas de Video Wall. 
La información obtenida se utiliza para mejorar la seguridad y fluidez del tráfico, 
aumentando el confort de los conductores y usuarios de la vía. 
Por ejemplo, los datos que se recogen sirven para determinar la velocidad de la vía. Este 
proceso consiste en un cálculo que realiza el servidor a tiempo real mediante un 
algoritmo que introduce los datos de la vía y los datos medioambientales. El cálculo que 
se realiza es instantáneo y mediante los paneles de señalización mostrará la velocidad a 
la que se debe circular por la vía, evitando la congestión del tráfico y reduciendo los 
niveles de contaminación en las zonas de acceso a la ciudad. 
La aplicación Amictba está basada en una arquitectura cliente/servidor, este último en 
configuración cluster para una mayor seguridad de los datos. 
Según el tipo de datos que obtiene y los periféricos utilizados para su detección 
distinguiremos cuatro clases de datos divididos en dos grupos. Los datos de carretera 
obtenidos por ETD y LPR y los datos obtenidos por la estación meteorológica que 
también corresponden a los datos medioambientales. 
 
3.1.1. Datos de carretera. 
Este servicio hace referencia al sistema para capturar la información sobre el estado de 
las vías y la situación del tráfico. Mediante detectores situados en la calzada se recoge 
información como la intensidad del tráfico, la velocidad, la ocupación de cada carril y el 
tanto por ciento de vehículos ligeros. 
Los detectores, llamados espiras, son unos bucles electromagnéticos encastados en el 
asfalto, estos se conectan a unas tarjetas detectoras ubicadas en los equipos de toma de 
datos (ETD).  
Las ETD son un mini ordenador en el que está instalado un programa en entorno MS- 
DOS el cual organiza y contabiliza los datos de las tarjetas. Hay como mínimo una ETD 
conectada a cada ERU, encargada de gestionarlas. 
Estos datos se recogen para su posterior estudio, pero también se muestran por el 
monitor o en la pantalla Video Wall de la interfaz gráfica de la aplicación Amictba, 
cambiando el color del tramo en función del tráfico. Así se puede visualizar la 
congestión de una vía más fácilmente. 
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Figura 3.1. Armario ETD y tarjetas detectoras. 
 
 
También pertenecen a este grupo los LPR, que son unos dispositivos de detección de 
vehículos por lectura de matrícula. Permiten la captación de vehículos a alta velocidad 
en los puntos iniciales y finales de los tramos más conflictivos, se utilizan para 
determinar los tiempos de trayecto reales que emplean los vehículos y permite realizar 
estudios sobre estos tiempos. Van conectados al switch de la ERU más cercana. 
 
3.1.2. Datos meteorológicos y medioambientales. 
Mediante un equipo provisto de sensores se recoge información de fenómenos 
atmosféricos y medioambientales. Este equipo va conectado directamente a la ERU y en 
él se recogen datos como la temperatura del aire, la humedad del aire, la presión 
atmosférica, la cantidad de las precipitaciones, la intensidad de éstas, la velocidad y 
dirección del viento, la temperatura de aparición de la escarcha. 
También se miden una serie de índices de contaminación como NO, NOx, PM10 o 
NO2.  
Estos datos se gestionan por parte de la aplicación Amictba para establecer el control de 
la velocidad de la vía. También podemos acceder de forma sencilla a esta información 
mediante esta misma aplicación a través de su interfaz gráfica. 
 
 
3.2. Servicios de señalización. 
En esta categoría agrupamos los servicios que hacen posible que se pueda informar a los 
conductores mediante mensajes desde el SCT. Esta información se muestra en los 
paneles situados a lo largo de la vía. 
El proceso se realiza desde el centro de control a través del cliente Amictba, que 
permite de forma sencilla escribir un mensaje o utilizar uno ya existente (predefinido) y 
enviarlo a los paneles deseados por donde se mostrará la información. 
Estos paneles son un periférico más de la ERU. Van conectados a ella y nos permite 
comunicarnos con cada uno de los paneles, no sólo para mostrar la información deseada 
sino también para gestionar las alarmas. 
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Desde el CIVICAT se envía la trama de bits correspondiente a cada mensaje, que 
indican a la ERU que LEDS deben encenderse del panel. A su vez, la ERU envía tramas 
al centro de control para indicar algún tipo de alarma.  
Hay tres tipos según el dispositivo de señalización: 
 PIV: servicios de información variable de la vía. 
 PVV o paneles de velocidad variable: servicio de control dinámico de la 
señalización de velocidad. 
 ASF, comúnmente llamados Aspa-Fecha: servicio de señalización de carril. 
 
 
 
Figura 3.2. Paneles de señalización. 
 
 
3.2.1. Paneles de información variable (PIV).  
Los PIV están situados en lo alto de los pórticos, que son las estructuras que podemos 
encontrar a lo largo de la vía en todas las carreteras del territorio catalán. 
A través de ellos se puede informar del estado de la carretera, alertar de algún accidente, 
de obras en la vía o mostrar algún mensaje del tipo campaña. Estos mensajes se pueden 
enviar de forma manual o mediante planes ya establecidos en la aplicación Amictba. [9] 
 
3.2.2. Paneles de velocidad variable (PVV). 
La creación de este nuevo servicio es una de las causas que ha impulsado este estudio. 
Estos paneles LED de alta luminosidad y bajo consumo muestran la velocidad máxima 
a la que se debe circular por la vía y están situados a lo largo de ésta. Habitualmente uno 
por carril, situados en lo alto de los pórticos, generalmente asociados a los paneles ASF. 
También los encontramos en las incorporaciones a la vía, clavados al suelo como una 
señal vertical. 
23 
 
La información se puede mostrar de forma automática, siendo la misma aplicación la 
que determina la velocidad a la que debe ir el tráfico en función de los datos recibidos. 
También podemos gestionarla de forma manual, determinando la velocidad a la que se 
debe circular por la vía. 
Este servicio se puede gestionar desde la aplicación Amictba y se puede hacer el 
seguimiento a través del mapa continuo de velocidad variable. En este mapa se puede 
ver de forma inmediata la velocidad establecida para cada tramo. También muestra la 
velocidad a la que circulan los vehículos y las alarmas de cada uno de los paneles. [10] 
 
 
 
Figura 3.3. Mapa de velocidad variable. 
 
 
3.2.3. Paneles ASPA-FLECHA (ASF). 
Estos paneles indican al usuario de la vía si puede circular o no por un determinado 
carril. Se encuentran ubicados en lo alto de los pórticos, uno por carril. Indican la 
disponibilidad o prohibición de carril de circulación mediante los símbolos de aspa y 
flecha. 
La flecha de color verde indica que se puede circular por dicho carril, mientras que el 
aspa roja prohíbe la circulación. Las flechas inclinadas de color amarillo indican un 
cambio de carril. 
Se gestionan a través de la aplicación Amictba, ya sea de forma individual o de forma 
conjunta, generalmente agrupados por carril. Mediante la interfaz gráfica de la 
aplicación seleccionamos el panel o paneles deseados e indicamos el símbolo a utilizar. 
Según el mensaje que se quiera mostrar se enviará un código de bits u otro, que 
iluminará en el panel los pixeles correspondientes a la imagen a mostrar. 
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Figura 3.4. Fotografía de paneles PVV y ASF. 
 
 
3.3. Control de cámaras. 
Este servicio nos permite la gestión de las cámaras instaladas a lo largo de la vía, es un 
sistema compuesto por más de 100 cámaras que reciben en tiempo real la información 
de la vía que nos permite controlar el tráfico y los posibles accidentes que puedan 
ocurrir en cualquiera de las carreteras, así como alertar de algún peligro que ocurra en la 
vía. 
Podríamos hablar de dos servicios, ya que por un lado tenemos el control de la cámara 
mediante el telemando y por otro la transmisión de la señal captada por las cámaras, 
pero hemos decido tratarlo como uno solo ya que el proceso de transmisión se realiza 
por la misma vía. 
Las cámaras están provistas de un dispositivo con dos servomotores para realizar 
movimientos verticales y horizontales. El control del telemando, que permite estos 
movimientos, se realiza desde el CIVICAT mediante la aplicación de vídeo, que 
también permite controlar el zoom y el foco de la cámara. 
La imagen captada por las cámaras se transmite al centro de control donde la señal que 
llega se demodula y se envía a la matriz de vídeo. Gracias a una aplicación podemos 
decidir que cámaras visualizar en las pantallas que se encuentran en la sala del 
CIVICAT. 
Las funciones de esta aplicación son realizar la gestión de la matriz de vídeo y controlar 
el telemando.  Podemos realizar estas funciones de forma sencilla mediante la interfaz 
gráfica de la aplicación. Su funcionamiento es el siguiente: 
Para ver las imágenes en la pantalla deseada, primero escogemos en que pantalla 
queremos mostrar las imágenes mediante la interfaz gráfica de la aplicación y esta se 
encarga de seleccionar la salida de la matriz correspondiente a dicha pantalla. Acto 
seguido escogemos que cámara visualizar mediante la interfaz, entonces la aplicación 
selecciona la entrada de la matriz correspondiente a dicha cámara y la envía a la salida 
seleccionada anteriormente. 
Existen diferentes configuraciones, que pueden estar previamente grabadas, como hacer 
un barrido de todas las entradas de la matriz y mostrarlas por una misma salida. 
Para gestionar el telemando de las cámaras, utilizaremos los cursores del teclado, 
mediante los cuales podremos mover las cámaras según se requiera a través de los 
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servomotores. En función del lado hacia el que se quiera mover la cámara la aplicación 
genera un código de bits que el sistema posteriormente traduce en movimiento 
horizontal o vertical, en un sentido u otro. 
En cuanto a la comunicación, las cámaras que no son IP van por un troncal de fibra 
monomodo a través de un conversor de datos, dependiendo del sistema de cada 
carretera irá por una sola fibra transmitiendo a 1350nm y recibiendo a 1550nm o por 
dos fibras (TX y RX), hasta un concentrador de vídeo. Es entonces cuando se modulan 
(multiplexan) todas las señales de vídeo en una sola fibra que va hacia el centro de 
control donde se encuentra el demodulador (demultiplexor) y luego hacia la matriz de 
vídeo. 
Las cámaras que se codifican en IP van al switch de la ERU más cercana o al nodo más 
cercano, ya que alguna de las ERU va conectada directamente al nodo. 
A día de hoy todas las cámaras se están cambiando a IP y son un elemento a tener en 
cuenta en el estudio de viabilidad de la nueva red ya que el cambio producirá un 
incremento de tráfico considerable. 
 
 
3.4. Postes SOS. 
Los postes SOS son un servicio que se ofrece a los conductores en caso de alguna 
incidencia en la vía, por lo general una avería o accidente. 
Consiste en un hilo de comunicación directa con el centro de control CIVICAT para que 
los usuarios de la vía puedan pedir ayuda ante cualquier tipo de emergencia.  
El conductor que lo necesite sólo debe acercarse al poste más cercano, que se 
encuentran en ambos sentidos, y apretar un botón para ponerse en contacto con el centro 
de control. Una vez establecida la comunicación deberá explicar al operador que se 
encuentra en el CIVICAT la emergencia. El operador localiza la llamada, toma los datos 
del conductor y lo sucedido para activar los servicios oportunos. 
Actualmente se comunican por un cable de cuatro hilos rígidos de cobre bien aislados 
para comunicaciones largas llamado cuadrete. Mediante comunicación RS485, los SOS 
están enlazados en serie de poste Maestro a poste Maestro hasta llegar al centro de 
control. 
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Figura 3.5. Fotografía de un poste SOS. 
 
 
Los postes SOS se gestionan desde el FEI, centralita que se encuentra en el centro de 
control. Existe un FEI por carretera. [11] 
Debido al aumento del uso del móvil este servicio está prácticamente en desuso y en 
vías de ser retirado. 
 
 
 
3.5. Radares fijos. 
Este servicio se utiliza para el control de la velocidad del tráfico. Está basado en el 
efecto Doppler y usa ondas electromagnéticas para medir la distancia al vehículo. El 
equipo radar emite un impulso de radio que se refleja en el vehículo y vuelve a la misma 
posición donde se determina la velocidad a la que circula el vehículo. En caso de 
exceder el máximo permitido el equipo realiza una fotografía para identificar la 
matrícula y así poder sancionar al infractor. Esos datos se envían para ser tratados con 
posterioridad por los Mossos d’Esquadra. 
El mantenimiento y supervisión de las alarmas lo realiza una empresa desde el centro de 
control. 
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4. ESTUDIO DE VIABILIDAD Y 
JUSTIFICACIÓN DEL CAMBIO. 
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4.1. Necesidades de la nueva red.  
El nuevo sistema de gestión del tráfico genera una gran cantidad de datos, ya que 
primero las ETD, LPR y estaciones meteorológicas envían datos constantemente al 
centro de control para que desde la aplicación Amictba se procesen en tiempo real y se 
envíen a cada uno de los periféricos las tramas de control correspondientes y segundo se 
van a cambiar todas las cámaras a tecnología IP. Hay que señalar que cada ETD tiene 
detectores dobles en cada uno de los carriles y que por lo general todas las ERU tienen 
más de 2 ETD. Si contamos que las cámaras envían señal de vídeo al CIVICAT en 
tiempo real, podemos hablar de más de 500 equipos generando datos constantemente. 
El enlace de la red SDH es el STM-1, que trabaja a una velocidad máxima de 
transmisión de 155Mbps. Las tramas de datos eran hasta ahora de unos pocos Kbit por 
lo que la tecnología actual era suficiente. Con la implantación de la velocidad variable 
el tamaño de estas tramas se multiplicará por 10, por lo que la capacidad de la red SDH 
quedará comprometida, ya que calculamos un tráfico de cerca de 150 Mbps solo con los 
equipos de toma de datos y señalización. Pero es el cambio de todas las cámaras 
analógicas a IP lo que nos provoca unas necesidades de ancho de banda mayores, ya 
que el cambio de todas ellas supondrá una tasa máxima de entre 3 y 4 Mbps por cada 
cámara, haciendo un total de más 400 Mbps. Así pues necesitamos una red con un 
ancho de banda del orden de Gigabit que cumpla una serie de requisitos. 
Para que la nueva red pueda absorber los nuevos servicios sin problemas es necesario: 
 
 Optimizar la capacidad de la red y un ancho de banda flexible capaz de 
transportar un gran volumen de datos a una velocidad del orden de gigabit.  
 Se requiere una red robusta y segura, con gran redundancia para tener siempre 
comunicación con los equipos de carretera y no perder nunca la gestión de éstos.  
 La utilización de la red y de sus recursos debe ser lo más eficiente posible, con 
lo que todas las líneas se deben poder utilizar para el tráfico real, pudiendo así 
balancear el tráfico de la red cuando la carga de datos lo requiera. 
 Se debe poder gestionar la red con facilidad. No requiriendo personal con un 
alto nivel de especialización. 
 En un futuro se desea ampliar la red y unificar las diversas redes en que está 
dividida la WAN del SCT, para ello se pretende realizar la unión de los accesos 
de la zona sur con la zona norte y también con la red de autopistas. Así pues, 
esta red debe ser flexible para que los cambios futuros se hagan con facilidad y 
no sean muy costosos. 
 Los costes de integración de la red y más aún los de mantenimiento, no deben 
ser muy elevados. Debido al actual momento de crisis aún es más importante 
este punto. 
 Ya que se requiere una red segura, el sistema debe ser independiente de otras 
redes de comunicaciones que puedan comprometer la seguridad de esta con la 
conexión a otras redes externas. 
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Por esta razón en el edificio de Vía Laietana se tendrán que realizar una serie de 
cambios. Las redes WAN de gestión del tráfico correspondiente al centro de control 
CIVICAT y la LAN correspondiente a las oficinas no deberán compartir ningún tipo de 
recurso y por lo tanto ninguno de sus elementos debe pertenecer a la misma red. 
 
 
4.2. Limitaciones de la red SDH.  
En el pasado, los sistemas SDH eran las únicas opciones cuando se trataba de la 
construcción de grandes redes de comunicaciones. Así se creó esta red, siendo entonces 
SDH la mejor opción. Pero este sistema heredado, aunque es fiable, es relativamente 
inflexible y difícil de escalar, y sobre todo, no se optimiza para la transmisión de datos 
de paquetes. [12] 
 
4.2.1. Ineficiencia del ancho de banda. 
Las redes SDH están diseñadas para utilizar circuitos de ancho de banda fijo que 
contribuyen a las ineficiencias generales de complejidad y de operación. En resumen, la 
asignación de ancho de banda de SDH es rígido y precisaría un ancho de banda más 
flexible.  
Por ejemplo, la asignación excesiva de capacidad combinada con la redundancia de red 
necesaria para la auto - protección, se traduce en un uso ineficiente de la capacidad de 
red disponible. 
 
4.2.2. Ancho de banda de protección. 
 Nuestra tecnología SDH utiliza n +1 protección. Esto quiere decir que la capacidad de 
red diseñada para la protección está enteramente dedicada a la protección y no se utiliza 
para llevar el tráfico real. 
 
4.2.3. Topologías no flexibles. 
La mayoría de las redes SDH, como es nuestro caso, se despliegan en diseños basados 
en anillos fijos donde es muy difícil realizar cambios en la red. La adición de un nodo 
requiere la re-configuración de todo el sistema. Nuestro sistema requiere una topología 
mallada para mejorar la redundancia y con ello la fiabilidad y tiene que ser flexible para 
poder realizar cambios en un futuro. 
 
4.2.4. Poco control y alta necesidad de sincronización. 
Nuestra tecnología no permite controlar la información fácilmente. Ni tampoco realizar 
el diagnóstico de red o llevar la gestión de esta de forma sencilla. La sincronización 
requiere que todos los servicios trabajen bajo una misma referencia de temporización lo 
que aumenta la complejidad de la comunicación. 
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4.2.5. Complejidad operacional y costes elevados. 
Muchos elementos de la tecnología SDH requieren de una complejidad y precisión que 
no sólo afecta a los gastos de capital inicial, sino también al coste de mantenimiento y 
cada ampliación de red.  
Incluso las pequeñas modificaciones en el ancho de banda de SDH requieren grandes 
re-configuraciones de los equipos, que pueden llevar mucho más tiempo que para 
cambios similares usando Ethernet. 
 
 
4.3. Estudio de alternativas a la red SDH. 
En la actualidad, debido a su superior velocidad, coste y ubicuidad, se prefiere 
utilizar Fast Ethernet y Gigabit Ethernet en lugar de FDDI u otras alternativas a la red 
SDH como Frame Relay o MPLS. 
Los servicios Frame Relay han sido ampliamente aceptados y han demostrado ser muy 
rentables en comparación con el servicio de línea privada punto a punto. Ethernet 
proporciona la mayor parte de los beneficios de éste con mejor escalabilidad en cuanto a 
proporcionar mayor ancho de banda y servicios multipunto a multipunto. Ethernet 
puede funcionar a velocidades mayores, de hasta 10 Gbps. 
MPLS (Multiprotocol Label Switching) es un mecanismo de transporte que lleva datos 
de alta velocidad y voz digital en una sola conexión y da prioridad a los paquetes de voz 
con respecto al tráfico de datos, esto hace que sea una solución perfecta para llevar 
llamadas VoIP. No obstante en nuestro sistema la prioridad es el tráfico de datos y 
Ethernet trabaja a mayor velocidad que MPLS. 
FDDI o Interfaz de Datos Distribuida por Fibra es un conjunto de estándares ISO y 
ANSI para la transmisión de datos en redes de computadoras de área extendida o local 
mediante cable de fibra óptica. Permite una comunicación tipo Full Duplex y utiliza dos 
arquitecturas token ring, una de ellas como apoyo en caso de que la principal falle. 
Empleando uno solo de esos anillos la velocidad es de 100 Mbps y el alcance de 200 
km, con los dos la velocidad sube a 200 Mbps pero el alcance baja a 100 km. La forma 
de operar de FDDI es muy similar a la de token ring, sin embargo, el mayor tamaño de 
sus anillos conduce a que su latencia sea superior y más de una trama puede estar 
circulando por un mismo anillo a la vez. 
 
 
4.4. Justificación del cambio a la red Gigabit Ethernet. 
Como Ethernet se ha diseñado para el transporte de datos y SDH para la voz, cada uno 
es superior al otro para ciertas aplicaciones, siendo mejor para nuestro sistema el uso de 
la Gigabit Ethernet, por el gran volumen de datos que soporta. 
Hoy en día, la red Ethernet ofrece una eficiente alternativa de bajo coste y altas 
prestaciones a soluciones de redes SDH para la mayoría de aplicaciones y promete una 
escalabilidad sencilla para todas las topologías de red y tamaños. 
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Para empezar, la asignación de ancho de banda de Ethernet es más flexible que SDH. 
En contraste a la de SDH, la naturaleza de multiplexación estadística de Ethernet 
tradicional ofrece utilización de la red más eficiente. 
Ethernet soporta el protocolo Rapid Spanning Tree (RSTP-IEEE 802.1w) y Multiple 
Spanning Tree Protocol (MSTP-IEEE 802.1) que ofrecen, con menos de un segundo de 
recuperación, el equilibrio de carga entre los ejes centrales de trabajo y de protección 
para utilizar de manera más eficiente los recursos de red. 
Ethernet ofrece mucha más flexibilidad de diseño y opciones de implementación para 
grandes redes de comunicación.  
Ethernet también permite controlar la información, la configuración, el diagnóstico, la 
seguridad y la sincronización en la misma red sin problemas. 
Debido a que la maquinaria Ethernet es funcionalmente compatible, los usuarios suelen 
gozar de "plug-and-play" de aprovisionamiento y grandes posibilidades de 
escalamiento. 
Ethernet es menos costoso que SDH en términos de costes de equipos iniciales, 
mantenimiento y aprovisionamiento. Por otra parte, la naturaleza técnica complicada de 
las redes SDH normalmente requiere personal altamente capacitado para la 
configuración y el mantenimiento del sistema actual. A medida que el tamaño y el 
alcance de las redes de comunicación aumentan, la búsqueda de más ancho de banda 
será muy importante. 
Cada vez es mayor el número de proveedores que aumentan los volúmenes de 
producción y el entorno de mercado es más competitivo. Esto reduce los costos de 
equipo (CAPEX). Por contra, los fabricantes de semiconductores están empezando a 
eliminar la producción de algunos componentes para los sistemas SDH grandes. 
Además, los costes de operación y mantenimiento (OPEX) también son más bajos para 
Ethernet. En comparación con las complicadas jerarquías de sistemas basados en SDH, 
Ethernet reduce los gastos operativos mediante la eliminación de las capas de hardware 
innecesarios. Este es un gran beneficio, ya que reduce significativamente el nivel de 
conocimientos (y los costos relacionados) que se requieren para la instalación, 
mantenimiento y resolución de problemas. 
La cualificación del personal, nivel de experiencia y requisitos de formación son más 
estrictos para los sistemas SDH. Personal con formación básica IP pueden aprender con 
relativa rapidez la forma de configurar, administrar y mantener la mayoría de los 
sistemas Ethernet. Por otra parte, el personal del sistema de SDH normalmente debe 
tener una mayor formación técnica. 
Debido a la escalabilidad de Ethernet, que permite la migración fácil a 10GEthernet y 
más allá, el grueso de la inversión en tarjetas NIC Ethernet, la infraestructura y los 
dispositivos de control industrial de conmutación está protegida. 
En conclusión, plataformas SDH centradas en voz ya no ofrecen soluciones viables o 
rentables para grandes redes de datos en comparación con Ethernet. Impulsado por las 
mejoras en las tecnologías de comunicación de control y la informática el despliegue de 
redes futuras estará dominado por Ethernet. 
A efectos de este estudio hemos observado que en la mayoría de las áreas Ethernet 
supera a los sistemas SDH. 
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5. ARQUITECTURA DE LA NUEVA 
RED. 
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5.1. Cambios y redes. 
Una vez finalizado el estudio de viabilidad y viendo que la actual tecnología no es la 
adecuada para cumplir con las necesidades del sistema, queda determinar los cambios 
que se deben realizar para cumplir con los requisitos exigidos. 
Para determinar los cambios y realizar el diseño de la nueva red hemos creído oportuno 
dividir el sistema en dos redes atendiendo a los equipos que conecta, el uso que se hace 
de ésta y por sus dimensiones. Quedando una red de área extendida (WAN), constituida 
por un gran número de nodos distribuidos por toda la zona sur de la red de carreteras de 
Cataluña y una red de área local (LAN), localizada en el edificio del SCT de Vía 
Laietana que conecta los equipos de las oficinas que se encuentran en él. Estas dos redes 
actualmente comparten recursos y uno de los requisitos es que no lo hagan. 
La WAN corresponde a la red de comunicaciones establecida entre los equipos de 
carretera y el centro de control CIVICAT. 
En esta red se van a crear nuevas centrales de zona para fortalecer las comunicaciones y 
aumentar el número de conexiones entre equipos. También se van a sustituir los 
antiguos equipos SDH por nuevos equipos de red de tecnología Gigabit Ethernet, lo que 
provocará algún que otro ajuste en la red. 
La LAN, corresponde a la red de área local del edificio de oficinas del SCT situado en 
Vía Laietana, donde realizaremos las canalizaciones de cableado estructurado e 
instalaremos nuevos equipos de red y servidores. 
 
 
5.2. Distribución y cambios de la red WAN. 
El nuevo sistema permitirá al operador situado en el centro de control, la comunicación 
con el resto de quipos de carretera, la recepción de datos y la transmisión de imágenes 
de vídeo a mayor velocidad gracias a los nuevos equipos Gigabit Ethernet. 
Además nos ofrecen la posibilidad de diagnosticar el estado de la red, configurar las 
alarmas y monitorizarlas, al igual que nos permite la detección de fallos en el cable de 
fibra óptica. También dispone de una herramienta para ver las estadísticas de la red y así 
poder detectar problemas de colisión o problemas de CRC (auto negociación). 
La nueva red tendrá mayor fiabilidad ya que se van a crear nuevos enlaces dentro de la 
red permitiendo más rutas de encaminamiento. 
Se crearán 11 centrales de zona además del CIVICAT para albergar los equipos 
Hirschmann, con la implantación de un total de 14 nodos se obtendrá una malla con 
múltiples conexiones que harán de ésta una red robusta y balanceada. 
Para crear estos enlaces y rutas será necesario realizar nuevos caminos de fibra que 
conecten todos los equipos Hirschmann atendiendo al nuevo diseño de la red. 
Los cambios no solo afectarán a los equipos de red, en la nueva arquitectura, los postes 
SOS utilizarán el cableado antiguo sólo en el tramo de carretera, pasando a funcionar 
con fibra desde el centro de control hasta el nodo. La conversión de fibra óptica a cuatro 
hilos se realizará mediante el códec IP, este adaptador de interfaz óptico-eléctrica 
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permite pasar de fibra a cobre. El audio seguirá funcionando desde el FEI hasta las CPU 
en modo de trabajo half duplex. 
Las cámaras que no sean IP se cambiarán a esta tecnología e irán conectadas al switch 
de la ERU más cercana. Este proceso se realizará paulatinamente, conviviendo ambas 
tecnologías durante un tiempo. 
Los switch de las ERUS, a su vez, se conectarán a los nuevos equipos Hirschmann 
como lo hacían hasta ahora, formando anillos y conectando los extremos de éste a los 
nuevos equipos. 
 
 
Figura 5.1. Ejemplo conexión ERUS con nodo carretera. 
 
El mayor cambio se producirá en las centrales de zona y el CIVICAT, donde se 
realizará el cambio de equipos SDH por los equipos Gigabit Ethernet. 
 
5.2.1. Distribución de los nodos y nuevas conexiones. 
En base a la nueva arquitectura y atendiendo al diseño de red se requiere instalar un 
total de 14 nodos. Se crearán centrales de zona para albergar los nodos que no existían 
en la red antigua y canalizaciones de fibra para conectar estas centrales de zona. 
Cada una de las centrales de zona estará provista de un equipo Hirschmann MACH 
4002 -48G que hará las veces de router y de switch. 
Estos equipos irán conectados entre sí y al centro de control CIVICAT creando una 
malla redundante, ya que estará provista de dos líneas de comunicación, una primaria y 
otra secundaria. 
Para hacerla más robusta se crearán nuevos enlaces físicos, que harán posible que la 
comunicación con los equipos de carretera no se pierda en caso de rotura de alguna de 
las fibras. 
En C-31 podemos contabilizar un total de 23 cámaras situadas a lo largo de la vía, cabe 
diferenciar entre cámaras analógicas y cámaras IP. Nueve paneles, contando el que nos 
encontramos dirección al aeropuerto que en realidad pertenece a B-22 pero que queda 
englobado en esta carretera a nivel de diseño. Hay 16 postes SOS (8 maestros y 8 
esclavos), 4 LPR y un total de 44 ERUS. 
Todos estos equipos instalados en carretera se deben gestionar por uno de los siguientes 
nodos: 
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 NODO EL PRAT: 
A este nodo van conectados del switch de la ERU-1 de C-31 al de la ERU-23 de C-31. 
También se conecta a este nodo la ERU de la B-22.  
En el Anexo C.1 podemos ver el equipo Hirschmann utilizado en El Prat de Llobregat y 
los puertos asignados para las conexiones con los otros nodos. 
 
 NODO GAVÀ: 
A este nodo van conectados del switch de la ERU-24 de C-31 al switch de la ERU-44 
de C-31.  Ver equipo y conexiones en Anexo C.2. 
 
En C-32 encontramos un único nodo.  
 
 NODO CASTELLDEFELLS: 
Gestiona un total de 13 cámaras, 4 LPR y 9 ERUS. A cada una estas ERU se conectan 
un panel y varias ETD. En Anexo C.3 vemos el nodo y las conexiones con el resto. 
 
En la B-23 (incluida AP7 y AP2 accesos sur) podemos encontrar un total de 21 cámaras 
situadas a lo largo de la vía y un total de 16 postes SOS, 8 maestros y 8 esclavos. Todos 
estos equipos se gestionan junto a un total de 59 ERUS por alguno de los tres nodos: 
 
 NODO SANT JOAN: 
A este nodo van conectados del switch de la ERU-1 de B-23 al switch de la ERU-26 de 
B-23. Ver Anexo C.4. 
 
 NODO PAPIOL: 
A este nodo van conectados del switch de la ERU-27 de B-23 al switch de la ERU-36 
de B-23. Equipo y conexiones en Anexo C.5. 
 
 NODO MARTORELL: 
Se reservan los puertos 1.3 y 1.4 para las conexiones futuras con la red de autopistas 
ACESA y Tarragona. Tal y como aparece en Anexo C.6. 
 
 NODO AMADEU: 
En Anexo C.7 vemos el nodo Amadeu y los puertos reservados para las conexiones con 
los otros nodos. 
 
En la A-2 encontramos un total de 40 cámaras, 169 postes SOS y 36 ERUS. Tenemos 
que sumar a estas la ERU de la N-340 que queda englobada por razones de diseño en 
este grupo. Estas ERUS gestionan un total de 35 paneles y más de 40 ETDS y se 
comunican gracias a los siguientes nodos: 
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 NODO PALLEJÀ: 
A este nodo van conectados dos anillos, uno del switch de la ERU-1 de A-2 al switch de 
la ERU-8 de A-2 junto con el switch de la ERU de la N-340 y otro del switch de la 
ERU-9 de A-2 al switch de la ERU-17 de A-2. Ver Anexo C.8. 
 
 NODO CASTELLOLÍ: 
A este nodo van conectados del switch de la ERU-18 de A-2 al switch de la ERU-21 de 
A-2. En Anexo C.9 vemos el nodo Castellolí y los puertos reservados para las 
conexiones con los otros nodos. 
 
 NODO TÀRREGA_1: 
A este nodo van conectados del switch de la ERU-22 de A-2 al switch de la ERU-28 de 
A-2. Como indica Anexo C.10. 
 
 NODO SOSES: 
A este nodo van conectados del switch de la ERU-29 de A-2 al switch de la ERU-36 de 
A-2. Ver Anexo C.11. 
 
 NODO TÀRREGA_2: 
En Anexo C.12 vemos el nodo Tàrrega-2 y los puertos reservados para las conexiones 
con los otros nodos. 
 
En el centro de control del SCT disponemos de dos equipos Hirschmann MACH 4002 
486+3X L3P llamados SCT-1 y SCT-2. Cuentan con dispositivos transceiver para hacer 
posible la conexión con la red de fibra óptica. 
 
 NODO SCT-1: 
Ver conexiones en Anexo C.13. También se conectan a él dos códec IP, uno por cada 
FEI, por tal de hacer posible la comunicación con los postes SOS y otros equipos del 
CIVICAT como se detalla en la tabla del Anexo F.1. 
 
 NODO SCT-2: 
La conexión entre los nodos del SCT es doble ya que el flujo de datos es muy elevado y 
por razones de rendimiento se ha optado por esta solución. Ver Anexo C.14. 
 
En el Anexo C podemos ver los equipos Hirschmann que corresponden a cada uno de 
los nodos, indicando la interfaz que utilizan en cada caso para conectarse al resto de 
nodos con el fin de crear una malla redundante y en el Anexo A.3 se encuentra el mapa 
de carreteras con la ubicación de los nodos y las conexiones entre éstos. 
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5.2.2. Elección del cableado. 
En la nueva arquitectura se han creado rutas para conectar todos los equipos, para los 
nuevos enlaces será necesario realizar caminos de fibra que conecten todas las centrales 
de zona y equipos atendiendo al nuevo diseño de la red.  
El cable de fibra utilizado en carretera es fibra monomodo 10 GBase configurada para 
trabajar en ventana de 1550nm. El conector utilizado en los nodos es el LC/PC y para 
conectar las ERUs los SC/PC, las siglas PC nos indican que el tipo de corte es de 90 
grados. Hemos realizado esta elección porque cubre distancias de hasta 80 Km con una 
atenuación de 0,35 dB/Km. 
 
 
 
 
 
Figura 5.2 Conectores LC y SC. 
 
 
El cable utilizado para conectar los equipos del CIVICAT a los nodos SCT-1 y SCT-2 
es UTP categoría 6. Hemos elegido este cable ya que es superior al de categoría 5 y nos 
permite conexiones de hasta 1000Mbps.  
 
5.2.3. Equipos de red. Los nodos Hirschmann. 
Existen diversos equipos que conforman la red de comunicaciones accesos sur. De entre 
ellos cabe destacar el router Hirschmann, ya que realiza la tarea de conmutación y 
enrutamiento de datos. Además nos permite conseguir una serie de ventajas con 
respecto la antigua red SDH. 
El equipo utilizado para configurar la red de la WAN es el Hirschmann MACH 4002 
48G 3X-L3P. En todas las centrales de zona habrá un equipo menos en el CIVICAT y 
en Tàrrega que tendremos dos equipos. Estarán debidamente configurados para dejar 
pasar el tráfico de las VLAN. Alguna de las características de este equipo de Belden son 
las siguientes:  
 Es un equipo modular que dispone de hasta 48 puertos Gigabit Ethernet y 3 
puertos 10 Gigabit-Ethernet. 
 Transmite la señal óptica mediante emisores láser de segunda ventana que hacen 
que la luz se propague a través de la fibra en un solo modo a distancias mayores 
que los emisores por diodo, pudiendo alcanzar unos 80 km sin amplificadores 
intermedios. 
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 Incorpora una interfaz USB para transferir automáticamente la configuración del 
equipo. Es una herramienta muy útil cuando se pierde la gestión remota del 
equipo, ya que los técnicos de mantenimiento pueden reconfigurarlo de forma 
manual en caso de ser necesario. 
 En caso que se produzca una rotura de alguno de los enlaces el tiempo de 
recuperación será inferior a 50 ms. 
 Posibilidad de cambiar el ventilador en caliente, sin necesidad de apagar el 
equipo, siempre y cuando el cambio se realice en un tiempo no superior a los 5 
minutos. 
Además quedará provisto de transceptores SFP (100/1000MBit/s), unidad de fuente de 
alimentación, gestión de la red con Industrial HiVision. 
Allí donde sea necesario utilizaremos transceiver para convertir la señal óptica que nos 
llega a través de la fibra en señal digital. 
Para la gestión de este equipo utilizamos HiVision y transferencia de archivos HTTP / 
TFTP. 
Éstos equipos disponen de diagnóstico de alarmas, señalización de errores (como por 
ejemplo detección de errores en el cable) y estadísticas para ver los problemas de 
colisión, problemas de auto negociación y problemas de CRC. 
También dispone de diagnóstico LED y gestión de la redundancia. [13] 
 
5.2.4. Servidores DELL. 
Los servidores utilizados son los ya existentes de la marca DELL y el almacenamiento 
de los datos se hace con una cabina de discos DELL EqualLogic FS7600, a la que los 
servidores acceden a través de interfaces de red con un ancho de banda de 1GbE. 
La cabina cuenta con 8 unidades de disco de 4TB cada una obteniendo un total de 
32TB, sólo ocupando una tercera parte del total que admite la cabina (24 unidades). Por 
lo tanto se podrá aumentar su espacio de almacenamiento de forma gradual según las 
necesidades añadiendo nuevos discos. El modelo escogido permitirá interconectar una 
segunda cabina igual para llegar al doble del almacenamiento. 
La conexión de la cabina de discos con los servidores se realizará a través de interfaces 
de 1GbE, mediante un switch independiente del resto de la red. 
Gracias a la configuración en RAID 5 en el caso en que una de las unidades de disco 
llegara a fallar el nuevo volumen se reconstruirá de forma automática sólo 
sustituyéndola por una nueva "en caliente" (sin tener que parar todo el sistema). 
Esto permite que en ningún momento la actividad se detenga ante el error de hardware 
de algún disco duro. Además, a medida que se añadan más discos en la cabina para 
obtener más espacio, el sistema RAID 5 se hará más eficaz sólo por el mero hecho de 
tener más unidades de disco, permitiendo que el número de posibles unidades que 
puedan fallar a la vez aumente (2 o 3 discos a la vez) y que se reduzca de forma 
considerable el tiempo de reconstrucción de los datos. 
Para mantener la estabilidad eléctrica se utiliza un SAI. 
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Para convertir la señal analógica que recibimos de los postes SOS en señal digital ha 
sido necesario incluir el Códec IP. Este equipo nos permite adaptar la interfaz óptica a 
eléctrica y viceversa, cabe destacar lo siguiente. 
 
5.2.5. Códec IP. 
El Códec IP Modelo 7100 de AUMAT, es un equipo destinado a la transmisión full 
dúplex de información de audio a través de un enlace IP sobre Ethernet a 10Mbits. Está 
específicamente diseñado para conectarse a líneas de transmisión con impedancia de 
600 ohm, estando aislado galvánicamente de las mismas a través de sendos 
transformadores. Así mismo, su funcionalidad está orientada a mantener un retardo en 
la transmisión de información constante y del menor valor posible. El ancho de banda es 
el estándar en transmisiones telefónicas, esto es, entre 300 y 3400 Hz, y no introduce 
atenuación en la señal. Como característica adicional, suministra un canal RS232, 
configurable y hasta velocidades de 38400 baudios, el cual puede funcionar 
simultáneamente al canal de voz, y sin perturbar su funcionamiento. El equipo dispone 
en su panel de cinco indicadores luminosos de funcionamiento. 
Su funcionamiento es sencillo. La digitalización de la señal se efectúa mediante un 
Códec PCM, con una frecuencia de muestreo de 8Kb/s, suministrando un ancho de 
banda adecuado para telefonía. Esta información es empaquetada y transmitida a través 
de la red local Ethernet empleando el protocolo UDP, con el fin de minimizar los 
retardos propios de transmisión internos al sistema. El tiempo de retardo total por el que 
se ve afectada la señal no son superiores a 100ms. 
La configuración se efectúa mediante un terminal virtual al que se accede o bien a 
través del canal RS232 o mediante un acceso Telnet al equipo, con lo que se puede 
configurar desde el centro de control. 
 
 
5.3. Distribución de los elementos en la LAN. 
En la red LAN, tenemos que rediseñar las 4 plantas para proporcionar los servicios de 
BD, intranet, extranet, DNS y directorio activo sin comprometer la seguridad de la red 
de comunicaciones de carreteras. Por ello se realizará una red independiente que no 
comparta recurso alguno con la red WAN. 
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Figura 5.3. Esquema red LAN. 
 
 
5.3.1. Distribución de los equipos por plantas. 
El edificio se compone de 3 plantas de altura más una planta subterránea.  
La planta del edificio es de 24mx16m (medidas: largo x ancho).  
 Todas las plantas disponen de un baño para hombres y otro para mujeres, 
también de ascensor y escaleras.  
 En la planta -1 se encuentra la Central de Procesamiento de Datos (CPD), 
ubicada en la sala técnica del CIVICAT. 
 Las comunicaciones entre host debe ser de 100 Mbps, para la conexión entre 
plantas se realizará a 1Gbps. 
 El esquema de cableado estructurado consta de un conjunto de elementos 
funcionales básicos que, a la vez, se agrupan en varios subsistemas. Para el 
diseño de esta red tendremos que hablar de dos subsistemas, el vertical y el 
horizontal. 
El subsistema vertical empieza en el distribuidor de edificio (BD) que se situará en la 
planta -1, dentro de la sala técnica del CIVICAT y acaba en el distribuidor de planta 
(FD) de cada una de las plantas. Quedando el troncal vertical formado por un 
distribuidor de edificio (BD) y 4 distribuidores de planta (FD). 
El subsistema horizontal se extiende desde el área de trabajo hasta el distribuidor de 
planta (FD). 
De los elementos que incorpora el sistema podemos reutilizar los siguientes: 
 Tomas de usuario (TO), también llamadas rosetas. Necesitamos como mínimo 
un total de 60, una por cada host que queremos conectar. Utilizaremos las que 
hay instaladas, dejando las sobrantes para posibles ampliaciones. 
 Cables y conectores de transición instalados entre la toma de usuario y el 
distribuidor de planta (FD), con la canalización correspondiente que marca la 
normativa. Tan solo tenderemos que adecuarlo al nuevo diseño, cortando e 
insertando el cableado en el Patch Panel. 
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 "latiguillos" UTP de categoría 5e para conectar el área de trabajo con las tomas 
de usuario. 
Los elementos que no podemos reutilizar son los paneles de conexión (patch panel) y 
los cables de conexión (pachcord) utilizados para las conexiones del cableado horizontal 
a los equipos de red que se encuentran en el distribuidor de planta. 
También necesitaremos un armario o Rack por planta para los equipos y paneles de 
conexión. 
El dimensionado de los armarios de distribución será lo que más se ajuste al mercado 
tras realizar la suma de las U que necesitemos más un 25% por posibles ampliaciones en 
un futuro. 
A continuación detallamos como están distribuidos los host por departamento dentro del 
edificio y los armarios completos que se utilizarán por planta. 
En el Anexo B se puede ver con detalle cada una de las plantas y la canalización del 
cableado estructurado desde la sala técnica hasta la toma de usuario. 
 
 Planta 1. 
En esta planta hay un total de 15 host del departamento de Recurso de Multas y tres 
impresoras conectadas a la red. Ver Anexo B.1. 
 
 Planta 2. 
El departamento de Prensa se encuentra en esta planta y dispone de un total de 18 host y 
tres impresoras que solo podrán ser usadas por este departamento. Ver Anexo B.2. 
 
 Planta 3. 
Esta planta consta de 18 host que corresponden al departamento de Administración y de 
tres impresoras conectadas a la red. Ver Anexo B.3. 
 
Las plantas 1, 2 y 3 utilizarán un armario de 9U cada una como se muestra en los 
Anexos D.2, D.3, D.4, ubicado en la sala técnica. La electrónica de red será la siguiente: 
 
EQUIPO unidades  MODEL U 
Patch panel 1 Patch panel de 24 RJ45 cat 5e 2 
Switch 1 Catalyst 2960 48 TS-S 1 
Pasahilos 2 Panel pasa cables 19” brida 2 
Schuko 1 Schuko 19”, 12 enchufes  1 
Tabla 5.1. Equipos en racks plantas 1,2 y 3. 
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 En Planta -1. 
En esta planta se dará acceso vía WIFI a 20 host, para poder conectar los ordenadores 
portátiles de uso personal de los técnicos y operarios del CIVICAT. Ver Anexo B.4. 
En esta planta el armario estará compartido por el BD y FD y es de 15U. Ver Anexo 
D.1. 
 
EQUIPO unidades  MODELO U 
Router wifi 1 Cisco1941W-A/k9 Wireless 1 
Router 2 Cisco2691 6 
SAI 1 SAI APC samrt-ups SC 450va 230v 1 
Pasahilos 3 Panel pasa cables 19” brida 3 
Schuko 1 Schuko 19”, 12 enchufes  1 
Tabla 5.2. Equipos en rack planta -1. 
 
 
También disponemos de un armario de servidores que dispone de los siguientes 
servicios: DNS (Cluster de 2 servidores), Correo (Cluster de 2 servidores), Web 
Extranet Cluster de 2 servidores), Web Intranet, Base de Datos (Cluster de 2 
servidores), Directorio Activo (Cluster de 2 servidores), Servidor de archivos e 
Impresión (Cluster de 2 servidores). 
Se utilizará un armario de 42U y 600mm por 1070, que estará ubicado en la sala técnica 
del CIVICAT por exigencia del SCT. Ver Anexo D.1. 
 
EQUIPO unidades  MODELO U 
Patch panel 1 Patch panel de 48 rj45 cat 5e 2 
Switch 2 Catalyst 2960 24 TS-S 2 
servidors 13 Dell r320 13 
Pasahilos 3 Panel pasa cables 19” brida 3 
Unidad de disco 1 DEll Equallogic FS7600 2 
Consola kvm 1 LCD KVM Switch Rackmatic 16 P 1 
SAI 1 Apc Smart-ups RT8000VA Rm230 6 
schuko 2 Schuko 19”, 12 enchufes  2 
Tabla 5.3. Equipos en rack servidores. 
 
 
Todas las conexiones con electrónica de red que estén en el mismo armario se 
conectarán con patch cord.  
La electrónica de red utiliza Sistemas de Alimentación Ininterrumpida SAI. 
Encontramos uno situado en el armario de servidores para alimentar a éstos. Para 
alimentar los armarios del subsistema vertical se utilizará sólo un SAI, situado en el 
armario BD de la planta -1. El cableado de alimentación del armario se subirá por la 
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misma canalización del sistema de datos, ya que la fibra óptica es inmune al ruido 
electromagnético. 
 
5.3.2. Elección del cableado. 
El cable que utilizaremos en las capas de núcleo y distribución será la fibra óptica y en 
la de acceso el cable UTP de categoría 6. 
Así pues, para el subsistema vertical se utilizará fibra óptica multimodo de 2 fibras 
OM3 F-300 en la ventana 850nm. Este cableado nos permite obtener una velocidad de 
transmisión de 1Gbps, tiene una alta inmunidad electromagnética y una atenuación de 
3,5 dB por Km. Se utilizarán conectores SFP mini GBIC. 
Para conectar los distribuidores de planta (FD) con el distribuidor de edificio (BD) 
pasaremos el cableado por una canaleta que va de la sala técnica de la planta -1 a cada 
una de las salas de cada planta. 
En el subsistema horizontal realizaremos la canalización e instalación de cables de 
categoría 6 de transición instalados entre tomas de usuario y el pach panel del 
distribuidor de planta (FD). También utilizaremos “latiguillos” UTP de categoría 6 para 
conectar los equipos de trabajo a las rosetas, este cable trenzado tiene un ancho de 
banda de 1000MHz. 
 
 
5.3.3. Electrónica de red. 
Para la elección de los equipos de red hemos tenido que tener en cuenta que tanto la 
conexión entre routers como la conexión de cada uno de los switch al router se realizará 
con fibra óptica a una velocidad de Gigabit, por lo tanto deberán disponer de módulos 
de fibra que soporten dicha velocidad. También se realizarán conexiones mediante cable 
UTP entre los host y los switchs a una velocidad de 1000Mbps, así que necesitaremos 
interfaces RJ45 FastEtheret. En resumen, necesitaremos equipos con módulos que 
soporten fibra y cobre. 
El switch que vamos a utilizar es el Catalyst 2960 Series de CISCO, el 24 TS-S de 24 
puertos RJ45 FastEthernet. Este equipo también dispone de dos puertos SFP 
GigabitEthernet, gracias a éstos módulos transceptores podemos conectar el switch al 
router mediante fibra óptica. 
El router elegido es el 2691 de CISCO, ya que soporta los módulos PT-ROUTER-NM-
IFGE que permite conectividad Gigabit Ethernet mediante fibra, este módulo de red 
tiene un convertidor de 1 Gigabit (GBIC) a cobre estándar o Cisco GBIC. 
El router WIFI será el Cisco1941W-A/k9 Wireless. 
 
5.3.4. Servidores y otros equipos. 
Según las necesidades y características de los servicios (correo, DNS, DHCP, Intranet, 
etc) se montarán un total de 13 servidores. Crearemos una estructura a medida con 
servidores organizados en clúster a excepción del servicio de intranet, que será de un 
único servidor sin redundancia. 
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La configuración en modo clúster permitirá obtener un mayor rendimiento y alta 
disponibilidad en caso que uno de los dos servidores deje de funcionar. 
Los servidores escogidos son de la marca DELL, que se caracteriza por ofrecer una 
completa personalización de cada uno de los elementos de hardware que componen el 
servidor, permitiendo ajustar cada uno de los servidores que se utilizarán en cuanto al 
rendimiento y especificaciones necesarias al tipo de servicio que proporcionarán. 
Partiendo de la base del modelo DELL PowerEdge R320, se han realizado 
configuraciones a medida de hardware en función del servicio, tal y como muestra la 
siguiente tabla. 
 
 
Servidor Modelo 
Memoria 
RAM Sistema Operativo 
DNS/DHCP 
S.DNS/DHCP 1 DELL PowerEdge R320 16 GB 
Windows Server 2012 R2 
Essentials 
S.DNS/DHCP 2 DELL PowerEdge R320 16 GB 
Windows Server 2012 R2 
Essentials 
Correo 
S.Correo 1 DELL PowerEdge R320 32 GB 
Windows Server 2012 R2 
Essentials 
S.Correo 2 DELL PowerEdge R320 32 GB 
Windows Server 2012 R2 
Essentials 
Web 
Extranet 
S.Web Extranet 1 DELL PowerEdge R320 16 GB 
Windows Server 2012 R2 
Essentials 
S.Web Extranet 2 DELL PowerEdge R320 16 GB 
Windows Server 2012 R2 
Essentials 
Intranet 
S.Intranet DELL PowerEdge R320 8 GB 
Windows Server 2012 R2 
Essentials 
Base Datos 
S.Base de Datos 1 DELL PowerEdge R320 32 GB SUSE Linux Enterprise Server 11.3 
S.Base de Datos 2 DELL PowerEdge R320 32 GB SUSE Linux Enterprise Server 11.3 
Directorio 
Activo 
S.Directorio 
Activo 1 DELL PowerEdge R320 16 GB 
Windows Server 2012 R2 
Essentials 
S.Directorio 
Activo 2 DELL PowerEdge R320 16 GB 
Windows Server 2012 R2 
Essentials 
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Ficheros y 
impresoras 
S.Ficheros 1 DELL PowerEdge R320 32 GB SUSE Linux Enterprise Server 11.3 
S.Ficheros 2 DELL PowerEdge R320 32 GB SUSE Linux Enterprise Server 11.3 
Tabla 5.4. Servidores utilizados. 
 
Todos los servidores se han elegido pensando en futuras ampliaciones para soportar el 
incremento si las necesidades aumentasen. 
Los servidores se instalarán y configurarán con el sistema operativo y los servicios 
básicos necesarios. 
Un accesorio que también será incluido es el frontal para los servidores que aporta la 
posibilidad de cerrarlo con llave para evitar accesos no autorizados 
(independientemente de si la puerta del armario rack está abierta). 
Los servidores se instalarán en el rack con las guías móviles y el brazo articulado para 
cables, específicos del fabricante para los modelos de servidores que se configurarán.  
Las guías móviles permiten que el servidor se pueda extraer del rack para su 
mantenimiento de forma rápida, sin herramientas y sin la necesidad de varias personas. 
También se incluye un brazo articulado que se sitúa en la parte posterior del servidor, 
para organizar los cables, de tal manera que al extraerlo del rack, los cables se desplazan 
conjuntamente permitiendo que no se enreden los unos con los otros. 
El almacenamiento de todos los datos se hará como en la red LAN, con una cabina de 
discos DELL EqualLogic FS7600, a la que los servidores acceden a través de interfaces 
de red con un ancho de banda de 1GbE. 
Esta cabina permite configurarla con un total de hasta 24 unidades de discos colocadas 
en una única cabina, o hasta 48 interconectando 2 cabinas iguales.  
Para mantener una estabilidad eléctrica se utilizará un Sistema de Alimentación 
Ininterrumpida (SAI). Este equipo filtra todo tipo de subidas y bajadas de tensión 
proporcionando una alimentación continua. 
También permitirá a los servidores mantener el funcionamiento durante un tiempo 
determinado en caso de un corte en el suministro eléctrico, evitando que se produzca 
una caída repentina de los servidores causando errores de hardware o corrupción de 
datos. De esta manera el SAI nos permitirá parar de forma controlada los servidores. 
El SAI escogido para el armario de servidores es el APC Smart-UPS RT 8000VA RM 
230V y para el armario BD el modelo que se instalará es el APC Smart-UPS SC 450V 
230V. 
Para realizar la gestión de los servidores de forma cómoda y eficiente hemos decidido 
poner un sistema centralizado de KVM, que permitirá controlar todos los servidores 
mediante una única pantalla, teclado y ratón.  
El modelo a utilizar permite conectar hasta un total de 16 servidores. Teniendo en 
cuenta que el sistema que se monta consta de 13 servidores, todavía quedarían libres 
conexiones para futuras ampliaciones. 
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6. DISEÑO LÓGICO. 
 
 
 
6.1. Estructura lógica de la WAN. 
6.1.1. Descripción. 
6.1.2. Estructura del centro de control. 
6.1.3. Direcciones IP. 
6.2. Estructura lógica de la LAN. 
6.2.1. Descripción. 
6.2.2. Direcciones IP.  
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En nuestro diseño, tanto en la WAN como en la LAN, utilizaremos VLAN y subredes 
para segmentar el tráfico broadcast que se expande en modo de difusión. En la primera 
delimitaremos la red con una VLAN por carretera y/o servicio, en la segunda lo 
haremos con subredes. 
En el diseño de la WAN utilizaremos direcciones privadas de clase A y clase C, para la 
LAN tan solo usaremos direcciones de clase C privadas. 
Ahora detallaremos la estructura lógica de cada una de las redes y profundizaremos en 
el direccionamiento IP de sus equipos. 
 
 
6.1. Estructura lógica de la WAN. 
La VLAN es una red independiente que permite a dos equipos que comparten la misma 
infraestructura estar separados. Haremos uso de las VLAN principalmente para 
segmentar los dominios de broadcast. Además de la administración, mejorarán la 
seguridad y el rendimiento. Su uso también reducirá los costes.  
La VLAN admite el tráfico de datos, voz, protocolo de red y administración de red por 
lo que la red se ha diseñado de la siguiente manera. 
 
6.1.1. Descripción. 
Para segmentar la red se crearán 13 VLAN dividiendo el tráfico por servicios y 
carreteras, son las siguientes: 
- VLAN10 y VLAN110: Crearemos esta VLAN para la gestión de los datos del centro 
de control Accesos Sud. Tendrá acceso al resto de VLANs ya que los equipos de este 
centro gestionan los de carretera. 
- VLAN11 y VLAN111: Para la gestión del centro de control Accesos Norte. 
- VLAN2 y VLAN12: Para el tráfico de datos de las líneas A y B de las ERUS de la 
autovía A-2. 
- VLAN23 y VLAN123: Para el tráfico de datos de las líneas A y B de las ERUS de la 
B-23. 
- VLAN31 y VLAN131: Para el tráfico de datos de las líneas A y B de las ERUS de la 
C-31. 
- VLAN32 y VLAN132: Para el tráfico de datos de las líneas A y B de las ERUS de la 
C-32. 
- VLAN55: Para gestionar el tráfico de voz y datos procedente de los postes SOS. 
- VLAN66: Para gestionar el tráfico de datos de vídeo y telecontrol de las cámaras.  
- VLAN99: Se utilizará para la administración de los nodos a nivel de switching. 
 
Utilizaremos enlaces troncales para enviar todo el tráfico de la red, tal y como se 
muestra en el Anexo E.1. 
Una vez establecida la conexión física entre equipos crearemos un enlace troncal lógico, 
obteniendo un único canal de transmisión entre dos puntos que admitirá varias VLAN. 
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Mediante protocolos estableceremos un acuerdo para la distribución de tramas a los 
puertos asociados en ambos extremos del enlace troncal. Lo utilizaremos para 
administrar la transferencia de tramas de diferentes VLAN en una sola línea física de 
forma eficaz. 
Nosotros utilizaremos el estándar IEEE 802.1 Q, que establece el etiquetado de tramas 
como método para implementar las VLAN. 
El etiquetado de trama coloca un identificador único a la cabecera de cada trama que se 
envía por todo el backbone de la red. Este identificador se examina y compara por cada 
switch antes de enviar tráfico broadcast o cualquier transmisión de datos a otros 
switchs, routers o estaciones finales. 
El encaminamiento se realizará de forma dinámica mediante OSPF, que permite abarcar 
grandes redes con tiempos de respuesta muy inferiores a otros. Este protocolo es más 
escalable que otros protocolos, como por ejemplo el RIP que es estático, con lo que 
podremos cambiar costes según nos convenga, de esta forma el equipo elije la ruta con 
menor número de saltos para llegar al destino. 
Crearemos una malla de varios anillos controlados por el protocolo de redundancia 
Hiper-ring que en tan solo 0,5 segundos de tiempo restablece una nueva ruta en caso de 
rotura de algún anillo. Para ello tendremos que configurar uno de los equipos como 
“Redundancy Manager”, éste será por conveniencia el equipo más alejado (mayor 
número de saltos) del centro de control. 
Diseñaremos la malla con acoplamiento redundante entre anillos utilizando el protocolo 
RingNetwork Coupling. Para ello hará falta configurar dos switch dentro del mismo 
anillo, uno llevará la línea de acoplamiento principal y otro la secundaria.  
 
6.1.2. Estructura del centro de control. 
El centro de control gestiona todos los equipos de carretera y da servicio a una serie de 
equipos tales como servidores, servidores de vídeo, clientes de vídeo, matriz de vídeo, 
PC Workstation. 
En el centro de control hay dos equipos Hirschmman conectados entre sí y con el resto 
de nodos de la red Gigabit Ethernet. 
Para poder operar desde el centro de control con los equipos Hirschmann se van a 
establecer varios niveles de usuarios según convenga. Así pues solo tendrán derecho a 
escritura los técnicos o administradores, quedando limitado el uso por parte del 
operador a la lectura. En un principio los usuarios son genéricos. 
Como hemos mencionado estos equipos se pueden configurar desde el centro de control 
si hubiese algún tipo de problema, no obstante, en caso de no poderse realizar la 
configuración remota, los equipos Hirschmann tienen la opción de poder configurarse 
en local. Esto se realizaría en caso necesario mediante un dispositivo de memoria flash 
USB, con la configuración previamente cargada. 
Las configuraciones de cada uno de los equipos ya han sido grabadas y está a 
disposición de los equipos de mantenimiento en caso de ser necesario. 
50 
 
También se ha creado una VLAN propia del SCT por tal de aislarlos del resto de la red, 
no obstante el resto de equipos si permiten el paso a esta VLAN a través del enlace 
troncal. 
Para que la red Norte no afecte a la red Sur se ha creado una VLAN para esta red y así 
poder separar su tráfico del resto. Estará conectada con el SCT y el resto de equipos se 
deberá permitir el paso a dicha VLAN. 
Los nodos del SCT dan servicio a una serie de equipos que ahora indicaremos y a los 
cuales hemos modificado su IP.  
 
6.1.3. Direcciones IP. 
Utilizaremos direcciones privadas de clase C para establecer los enlaces troncales. 
Dentro del rango que podíamos escoger (192.168.0.0 – 192.168.255.255) utilizaremos 
la red 192.168.1.0/24 para nuestro diseño. 
A continuación presentamos la tabla de direcciones de red de cada uno de los routers. 
 
Router SCT-1 192.168.1.2 
Router SCT-2 192.168.1.3 
Router el PRAT 192.168.1.5 
Router GAVA 192.168.1.6 
Router CASTELLDEFELS 192.168.1.7 
Router PAPIOL 192.168.1.8 
Router ST.JOAN 192.168.1.9 
Router MARTORELL 192.168.1.10 
Router AMADEU 192.168.1.11 
Router PALLEJA 192.168.1.12 
Router TARREGA-1 192.168.1.13 
Router SOSES 192.168.1.14 
Router TARREGA-2 192.168.1.15 
Router CASTELLOLI 192.168.1.16 
Tabla 6.1. IP de los nodos. 
 
 
Para las VLAN y el resto de equipos haremos uso de direcciones privadas de clase A, 
cosa que nos permiten crear un gran número de redes. 
A continuación detallamos el rango de IPs para cada una de las VLAN. 
- VLAN10 y VLAN110: rangos 10.10.10.x y 10.10.110.x corresponde a todos 
los equipos de Accesos Sud del centro de control. 
En el Anexo F.1 mostramos una tabla con las direcciones IP nuevas de la línea A de los 
equipos del CIVICAT. 
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- VLAN11 y VLAN111: rangos 10.10.11.x y 10.10.111.x, que corresponden a 
todos los equipos de Accesos Sud del centro de control. 
- VLAN2 y VLAN12: rangos 10.10.2.x y 10.10.12.x correspondiente a las líneas 
A y B de las ERUS y otros equipos de datos de la autovía A-2. 
- VLAN23 y VLAN123: rangos 10.10.23.x y 10.10.123.x correspondiente a las 
líneas A y B de las ERUS y otros equipos de datos de la B-23. 
- VLAN31 y VLAN131: rangos 10.10.31.x y 10.10.131.x correspondiente a las 
líneas A y B de las ERUS y otros equipos de datos de C-31. 
- VLAN32 y VLAN132: rangos 10.10.31.x y 10.10.131.x correspondiente a las 
líneas A y B de las ERUS y otros equipos de datos de C-32. 
En el Anexo F.2 mostramos una tabla con las direcciones IP de línea A de los 
equipos de carretera de esta VLAN. 
- VLAN55: rango 10.10.55.x para voz y datos procedente de los postes SOS. 
- VLAN66: rango 10.10.66.x destinado para las cámaras de vídeo y el 
telecontrol de éstas. 
- VLAN99: Administración. 
Con el rango 10.10.99.x esta VLAN se ha creado para la administración de las VLAN 
dentro de los switch. 
 
 
6.2. Estructura lógica de la LAN. 
Se va a establecer subredes para cada uno de los departamentos ya que permite 
controlar mejor el tráfico y sobre todo reduce significativamente el número de mensajes 
en modo difusión o broadcast (que podrían terminar afectando al rendimiento de la red). 
Por otro lado configuraremos un servidor con DHCP para asignar de manera más 
eficiente un número limitado de direcciones IP. 
 
6.2.1 Descripción. 
En el diseño de la red LAN se han dispuesto un total de 4 switch, uno para gestionar los 
servidores y los tres restantes para cada una de las plantas del edificio del SCT, tal y 
como se muestra en el Anexo E.2. 
Configuraremos los equipos para que los enlaces troncales tengan IP estática y los 
equipos de usuario IP dinámica. 
Las impresoras y los servidores se configuraran con IP estática. 
Las IP utilizadas serán privadas de clase C, que corresponden al rango que va de la IP 
192.168.0.0- a la 192.168.255.255. 
Dividiremos el tráfico de las plantas en cuatro redes, una por departamento, con una 
máscara de red 255.255.255.224 para obtener tan solo 30 host cada una, ya que de las 
32 direcciones IP una corresponde a la de red y otra es la de broadcast. En la planta -1, 
con conexión WIFI, se creará una red limitada a 20 conexiones por DHCP. 
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Para los servidores utilizaremos una red diferente, creando enlaces troncales que 
permitan a los hosts utilizar los servicios que se configuren. En el Anexo E.3 se muestra 
un esquema lógico de la conexión de los servidores. 
 
6.2.2 Direcciones IP. 
Usaremos direcciones privadas de clase C, al ser redes independientes no habrá 
problemas de conflicto de IP con la red WAN.  
Utilizaremos IPs estáticas en los servidores, impresoras y por supuesto en los routers, 
para el resto de equipos utilizaremos direcciones dinámicas que se obtendrán mediante 
un servidor DHCP previamente configurado. 
Para los servidores utilizaremos la red 192.168.1.0/24 y a cada uno de los servidores se 
le asignará una IP tal y como se indica en el Anexo F.3. 
Los hosts forman parte de alguna de las 4 redes que se han creado, una por planta según 
departamento de la siguiente manera. 
 
 
 
subred Primera IP Ultima IP Broadcast 
P1 192.168.2.0/27 192.168.2.1 192.168.2.30 192.168.2.31 
P2 192.168.3.0/27 192.168.3.1 192.168.3.30 192.168.3.31 
P3 192.168.4.0/27 192.168.4.1 192.168.4.30 192.168.4.31 
Wifi P -1 192.168.5.0/27 192.168.5.1 192.168.5.30 192.168.5.31 
Tabla 6.2. IP de red de cada planta. 
 
 
Los hosts de estas plantas tendrán una IP dinámica dentro del rango que le corresponda 
y la Ip de las impresoras será como se indica en la tabla del Anexo F.4. 
Para las conexiones entre routers utilizaremos la red 192.168.8.0/24. Al router BD le 
asignaremos la IP 192.168.8.1 y al router CP la IP 192.168.8.2. 
 
Router_CP Router_BD 192.168.8.0/24 
Tabla 6.3. IP red enlace troncal. 
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7. PUESTA EN MARCHA Y 
VALIDACIÓN DE LOS 
RESULTADOS. 
 
 
 
7.1. Periodo de convivencia en la WAN. 
7.2. Simulación con Packet Tracer de la LAN. 
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7.1. Periodo de convivencia en la WAN. 
Para poder realizar el cambio con total garantía vamos a dejar un periodo de 
convivencia entre las dos tecnologías, por la línea A de comunicación seguiremos 
utilizando la tecnología SDH y por la línea B la nueva red Gigabit Ethernet. Para ello 
vamos a realizar una serie de modificaciones en los equipos y en sus archivos de 
configuración para habilitar la línea B a la nueva tecnología. Estas modificaciones 
consistirán en cambiar la dirección IP en la tarjeta de red secundaria de todos los 
equipos (correspondiente a la línea B) por las nuevas IP asignadas. También se 
modificarán las IP en los archivos de configuración de las ERUs y se añadirán los 
nuevos centros de control. 
Desde el centro de control se podrá diagnosticar el estado de la red Gigabit Ethernet. 
Hay herramientas de monitorización y de diagnóstico de alarmas que hacen posible 
visualizar problemas que puedan surgir por el mal funcionamiento de algún elemento de 
los equipos o de la propia red. Así pues, se podrán detectar errores físicos como por 
ejemplo, el fallo de una fuente de alimentación o de la fibra óptica, o también errores de 
configuración o de colisión, permitiéndonos realizar los cambios necesarios. 
Así pues podremos comprobar sin riesgo que no existe problema alguno en el diseño de 
la nueva red ni en la configuración de los equipos. 
El siguiente paso será dejar la C-32 operando tan solo con la red Gigabit Ethernet, 
pudiendo constatar así la robustez de la misma.  
Tras un periodo de tiempo observando la red Gigabit funcionando correctamente por las 
dos líneas en C-32 se procederá a realizar la migración en su totalidad. 
 
 
7.2. Simulación con Packet Tracer de la LAN. 
Ya que para esta red los equipos escogidos son de la marca CISCO, hemos pensado que 
era oportuno realizar una simulación con Packet Tracer mediante la cual comprobar el 
diseño y comportamiento de la red. 
Cisco Packet Tracer es un potente programa de simulación de red que permite a los 
usuarios crear topologías de red, configurar dispositivos y realizar pruebas de forma 
visual para comprobar que todo funcione correctamente. 
Aunque su propósito es educativo, creado como herramienta de aprendizaje interactiva 
para los instructores y alumnos del curso CiscoCCNA, nos ayudará a realizar la 
configuración física y lógica de nuestra red y nos permitirá hacer pruebas que constaten 
el correcto funcionamiento de nuestro diseño de forma virtual. 
Una de las ventajas de Packet Tracer es que permite realizar una serie de simulaciones y 
pruebas, como por ejemplo observar mediante la opción “Simulación” cómo circulan 
los paquetes de datos por los diferentes equipos de la red, pudiendo analizar de forma 
rápida el contenido de cada uno de ellos en las diferentes capas del modelo TCP/IP. 
A continuación detallaremos cuales han sido los pasos para realizar estas simulaciones y 
pruebas y los resultados de las mismas. [14] 
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7.2.1. Implementación topología de red. 
Packet Tracer nos permite crear una red con un número casi ilimitado de dispositivos 
con tan solo arrastrarlos a la pantalla. 
Para crear la topología de red seguiremos los siguientes pasos: 
 
1- Agregamos todos los elementos (routers, switchs y dispositivos finales) que 
forman parte de nuestra topología. 
 
2- Para crear los clusters, seleccionamos cada servidor y clicamos en el botón 
nuevo cluster situado en la parte superior derecha de la pantalla. 
 
 
 
Figura 7.1. Creación de un cluster. 
 
 
3- Añadimos los módulos necesarios a los equipos de distribución para poder 
realizar los troncales. Entramos en cada uno de ellos y lo apagamos para poder 
arrastrar los módulos, una vez instalados volvemos a encender cada dispositivo. 
 
4- Siguiendo el diagrama de topología conectamos los dispositivos, prestando 
especial atención a las interfaces que van etiquetadas y al tipo de cable que 
debemos utilizar. 
 
5- Por último entramos en cada uno de ellos para etiquetarlos con el nombre que le 
hayamos asignado modificando nombre a mostrar en la configuración global. 
Una vez realizada la parte física quedará de la siguiente manera: 
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Figura 7.2. Conexión física de los equipos. 
 
 
7.2.2. Configuración y comprobación de los equipos y servicios. 
En este apartado configuraremos las direcciones IP, interfaces y red troncal, tablas de 
enrutamiento, servicios y la seguridad de los equipos. 
 
1- Primero configuramos las direcciones IP, Gateway y dirección DNS de los 
equipos finales. Las direcciones IP de los servidores y la de las impresoras se 
muestran en las tablas de los Anexos E.3 y E.4 respectivamente. 
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Figura 7.3. Configuración IP estática. 
 
 
Las direcciones IP de los PC son dinámicas con lo que solo activaremos el modo DHCP 
por el momento. 
 
 
 
Figura 7.4. Configuración IP dinámica. 
 
 
Entrando en cada uno de los equipos se puede acceder a sus consolas de configuración, 
donde están soportados todos los comandos del Sistema Operativo de Cisco. 
 
2- Configuramos cada una de las interfaces de los equipos para establecer los 
enlaces troncales. 
 Para realizar el enlace troncal de los servidores configuraremos el Router CP de 
la siguiente manera: 
 
Router>en 
Router#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Router(config)#in gi 4/0 
Router(config-if)#ip address 192.168.1.1 255.255.255.0 
Router(config-if)#no shutdown 
Router(config-if)#%LINK-5-CHANGED: Interface GigabitEthernet4/0, changed state to up 
Router(config-if)#description conexion con switch servidores 
Router(config)#hostname RouterCP 
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Una vez configurado observamos que el enlace se ha establecido. 
 
 
 
Figura 7.5. Conexión Router CP y Switch Servidores. 
 
 
 Para realizar el enlace troncal de los switch de cada una de las plantas con el 
Router BD configuramos este último de la siguiente manera: 
 
RouterBD(config)#in gi 6/0 
RouterBD(config-if)#ip address 192.168.2.1 255.255.255.224 
RouterBD(config-if)#no shutdown 
RouterBD(config-if)#%LINK-5-CHANGED: Interface GigabitEthernet6/0, changed state to up 
RouterBD(config-if)#in g 5/0 
RouterBD(config-if)#ip add 192.168.3.1 255.255.255.224 
RouterBD(config-if)#no shutdown 
RouterBD(config-if)#%LINK-5-CHANGED: Interface GigabitEthernet5/0, changed state to up 
RouterBD(config-if)#in g 4/0 
RouterBD(config-if)#ip add 192.168.4.1 255.255.255.224 
RouterBD(config-if)#no shutdown 
RouterBD(config-if)#%LINK-5-CHANGED: Interface GigabitEthernet4/0, changed state to up 
 
 
Una vez configurado el Router BC el estado de las conexiones es el siguiente. 
 
 
 
Figura 7.6. Conexión Router BD con los switch de plantas. 
 
 
 Configuramos el router CP de la siguiente manera para conectar el router WIFI. 
RouterCP(config)#in f 0/0 
RouterCP(config-if)#ip address 192.168.5.1 255.255.255.224 
RouterCP(config-if)#no shutdown 
RouterCP(config-if)#%LINK-5-CHANGED: Interface FastEthernet0/0, changed state to up 
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 Configuramos el router WIFI con la IP 192.168.5.2 y clave secreta WPA2-PSK 
de la siguiente manera. 
 
  
 
Figura 7.7. Captura de pantalla configuración router WIFI. 
 
 
Al final como podemos ver en la siguiente captura el enlace queda establecido. 
 
  
Figura 7.8. Captura de pantalla enlace Router CP y router WIFI. 
 
 
 Para conectar los dos routers establecemos un enlace troncal en los dos equipos 
de la siguiente manera. 
RouterCP(config-if)#in g 5/0 
RouterCP(config-if)#ip add 192.168.8.2 255.255.255.0 
RouterCP(config-if)#no shutdown 
 
RouterBD(config)#in gi 7/0 
RouterBD(config-if)#ip address 192.168.8.1 255.255.255.0 
RouterBD(config-if)#no shutdown 
RouterBD(config-if)#%LINK-5-CHANGED: Interface GigabitEthernet7/0, changed state to up 
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Figura 7.9. Conexión entre routers. 
 
 
 Para realizar las tablas de enrutamiento que permitan encaminar correctamente 
los paquetes, hemos decidido que el enrutamiento sea estático mediante el 
protocolo RIP versión 2. Para configurar los dos routers entramos en la pantalla 
de configuración, en el CLI, y ponemos la versión RIP v2 en cada uno de los 
dispositivos de la siguiente manera: 
 
RouterCP>enable 
RouterCP#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
RouterCP(config)#router rip 
RouterCP(config-router)#v 2 
 
RouterBD(config)#router rip 
RouterBD(config-router)#v 2 
 
 
A continuación creamos una tabla de enrutamiento con todas las redes en cada uno de 
los routers.  
 
 
 
Figura 7.10. Tabla de enrutamiento RIP del router BD. 
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Los equipos de red también se configurarán con contraseña de acceso, de administrador 
y telnet. A continuación mostramos un ejemplo de configuración de seguridad. 
 
RouterBD>en 
RouterBD#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
RouterBD(config)#enable secret civicat 
RouterBD(config)#line console 0 
RouterBD(config-line)#password sct 
RouterBD(config-line)#login 
RouterBD(config-line)#line vty 0 15 
RouterBD(config-line)#password sct 
RouterBD(config-line)#login 
 
 
3- Configuración y comprobación de todos los servicios. 
 
 Servidor DHCP: Este servicio se puede configurar por servidor o por router, en 
este caso lo vamos a configurar por servidor. 
En el servidor activaremos el servicio DHCP, le asignaremos una IP y crearemos todos 
los pool de las redes y subredes para que obtengan dirección IP de forma dinámica. 
 
 
 
Figura 7.11. Captura de pantalla configuración servidor DHCP. 
 
 
En los routers configuramos cada interfaz con el comando IP HELPER 192.168.1.3, ya 
que esta es la IP del servidor DHCP. 
 
RouterCP>en 
RouterCP#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
RouterCP(config)#in g 4/0 
RouterCP(config-if)#ip helper 192.168.1.3 
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RouterCP(config)#in g 5/0 
RouterCP(config-if)#ip helper 192.168.1.3 
RouterBD>en 
RouterBD#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
RouterBD(config)#in g 7/0 
RouterBD(config-if)#ip helper 192.168.1.3 
RouterBD(config)#in g 6/0 
RouterBD(config-if)#ip helper 192.168.1.3 
RouterBD(config)#in g 4/0 
RouterBD(config-if)#ip helper 192.168.1.3 
RouterBD(config-if)#in g 5/0 
RouterBD(config-if)#ip helper 192.168.1.3 
 
 
Como en los equipos ya hemos activado el modo DHCP con anterioridad no tendremos 
que hacer nada más, si entramos en la configuración de cada uno de los equipos 
podemos ver que tiene una IP asignada. 
 
 
 
Figura 7.12. IP asignada de forma dinámica mediante DHCP. 
 
 
Ahora también podemos conectarnos a la red WIFI de la planta -1 con tan solo 
configurar el dispositivo inalámbrico con la clave WPA2-PSK. 
 
 
 
Figura 7.13. Pantalla de configuración clave wireless. 
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Figura 7.14. Captura de pantalla conexión WIFI. 
 
 
Ahora que ya tenemos establecidas todas las direcciones IP gracias al servidor DHCP y 
las conexiones troncales están establecidas acabaremos por configurar los servicios 
DNS, WEB y correo. 
 
 Servidor DNS. Configuramos la dirección web de prueba www.SCT.com 
agregándola en el servidor DNS junto con la dirección IP del servidor WEB. 
 
 
 
Figura 7.15. Captura de pantalla configuración servicio DNS. 
 
 
 Servidor WEB. Creamos una página de prueba con un mensaje de bienvenida en 
el servidor web pestaña HTTP. 
 
 
64 
 
 
 
Figura 7.16. Captura configuración servicio WEB. 
 
 
Una vez configurados los servicios DNS y WEB en nuestro sistema 
comprobamos que desde cualquier host podemos acceder a la página del SCT a 
través del navegador web de su escritorio como se muestra a continuación. 
Para el caso de la Intranet se realizará de igual manera que para el servicio 
WEB. 
 
 
 
Figura 7.17. Captura del escritorio de un PC. 
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Figura 7.18. Captura navegador web. 
 
 
 Servidor de correo. Configuramos el correo en los equipos para comprobar que 
funciona correctamente. 
En el servidor añadimos todas las cuentas de correo de todos los usuarios como se 
muestra a continuación. Siempre podremos añadir o quitar cuentas según se requiera. 
 
 
 
Figura 7.19. Captura configuración servicio de correo. 
 
 
Configuramos en cada uno de los ordenadores las cuentas de correo correspondientes al 
usuario del PC desde la opción e-mail del escritorio. 
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Figura 7.20. Captura configuración mail en PC1. 
 
 
Para comprobar que todo funciona correctamente enviaremos un correo de prueba desde 
una cuenta a otra. 
 
 
 
 
Figura 7.21. Captura envío de correo a una cuenta de e-mail. 
 
 
Por último comprobamos que realmente recibimos el correo. 
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Figura 7.22. Captura recepción de e-mail. 
 
 
Con la herramienta inspeccionar podemos ver las tablas de enrutamiento, tablas ARP y 
estado de los puertos. 
 
 
 
 
Figura 7.23. Tablas de enrutamiento. 
 
Comprobamos que los equipos están bien conectados haciendo ping entre ellos. 
Desde el escritorio de cada equipo podemos entrar al símbolo del sistema para poder 
realizar ping a la dirección que queramos. Realizamos un ping desde el equipo con IP 
192.168.2.9 al equipo 192.168.2.7. 
 
Packet Tracer PC Command Line 1.0 
PC>ping 192.168.2.7 
Pinging 192.168.2.7 with 32 bytes of data: 
Reply from 192.168.2.7: bytes=32 time=1ms TTL=128 
Reply from 192.168.2.7: bytes=32 time=0ms TTL=128 
Reply from 192.168.2.7: bytes=32 time=0ms TTL=128 
Reply from 192.168.2.7: bytes=32 time=0ms TTL=128 
Ping statistics for 192.168.2.7: 
    Packets: Sent = 4, Received = 4, Lost = 0 (0% loss), 
Approximate round trip times in milli-seconds: 
    Minimum = 0ms, Maximum = 1ms, Average = 0ms 
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Mediante la herramienta de simulación observamos el comportamiento de los paquetes 
de datos. En el panel de esta podemos ver el tipo de paquete que se envía e información 
de este, como ejemplo detallamos los pasos de las peticiones ARP que se realizan al 
enviar un paquete de un equipo a otro por primera vez, en este caso concreto del PC 45 
al PC 46. 
Al enviar un paquete por primera vez, el switch al no tener información de los equipos 
que se conectan a él genera paquetes ARP para localizar el equipo que intenta localizar, 
que no es otro que el destinatario del paquete. 
 
 
 
 
Figura 7.24. Envío paquetes ARP. 
 
 
Una vez se han enviado, y cada uno de los equipos contesta a la petición, el switch 
conoce su destinatario y le envía el paquete de datos. 
 
  
 
 
Figura 7.25. Envío de paquetes de datos. 
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Desde el panel de simulación podemos ver información de los protocolos cada uno de 
los paquetes enviados. 
 
 
Figura 7.26. Lista de eventos. 
 
 
Estos son algunos de los protocolos más destacados con los que podemos realizar 
pruebas en Paquet Tracer, en los que podemos ver sus cabeceras y estudiar su 
comportamiento: 
 
ARP, BGP, CDP, DHCP, DNS, DTP, EIGRP, FTP, HTTP, HTTPS, ICMP, ICMPv6, NTP, 
OSPF, POP3, RIP, RTP, SCCP, SMTP, SNMP, SSH, STP, SYSLOG, TCP, TFTP, Telnet, UDP, 
VTP. 
 
Las posibilidades de Packet Tracer para realizar simulaciones son realmente amplias, 
para no extendernos en exceso en el estudio de la red LAN no realizaremos pruebas de 
análisis de paquetes y tramas, ya que nuestro objetivo era verificar las conexiones, la 
comunicación entre equipos y el correcto funcionamiento de los servicios. 
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7.2.3. Tabla de resultados. 
A continuación mostramos una tabla con las pruebas realizadas para comprobar el 
correcto funcionamiento de la LAN y los servicios. 
 
 
Tabla 7.1. Test de pruebas. 
 
 
  
Objetivo Prueba de verificación Resultado Descripción resultados obtenidos
Comprobar 
enlaces troncales
Se configura desde consola y se verifica 
visualmente y mediante la herramienta 
inspeccionar que las tablas sean correctas.
  ✔
Las tablas de enrutamiento y el estado de las 
interfaces son los esperados. Vemos que los 
enlaces de las interfaces están OK en "verde".
Comprobar 
DHCP
Verificar que todos los PC hayan obtenido IP 
dinámica en la ventana "Configuración IP".   ✔
Todos los PC tienen IP asignada mediante 
DHCP y ésta corresponde a su red.
Comprobar 
servicio WEB
Creamos una página de bienvenida por 
HTTP y comprobamos que podemos 
acceder a ella desde todos los PC.
  ✔
Vemos la página  accediendo a ella por IP, 
comprobaremos el servicio DNS para 
verificar que se puede acceder por nombre.
Comprobar 
servicio DNS
Comprobamos si se puede cargar la página 
www.SCT.com desde el navegador WEB 
todos los PC.
  ✔
Podemos acceder a la página sin tener que 
introducir la IP de la página, tan solo con el 
nombre. 
Comprobar 
servicio Intranet
Misma comprobación que con el servidor 
WEB para la página civicat.es.   ✔
 Accedemos a ella por nombre ya que estaba 
configurado el nombre en el servidor DNS.
Comprobar 
servicio de correo
Una vez creadas las cuentas de correo de 
usuario, se envían mensajes de prueba.   ✔
Se reciben el 100% de los mensajes enviados. 
Todos los correos llegan al destino deseado.
Comprobar 
conexiones host
Se realiza un ping -l 1024 -n 100 a cada uno 
de los host desde varios PC.   ✔
No se pierde ningun paquete de los 100 
enviados por PC y  los TTL son correctos.
Comprobar red 
WIFI
Comprobamos la red WIFI de la planta -1, 
que no puedan acceder más de 20 usuarios y 
sin contraseña WPA2-PSK
  ✔
No se puede acceder sin contraseña y  no 
permite conexión a más de 20 usuarios, que 
es lo establecido.
Comprobar 
seguridad Telnet
Intentamos acceder de forma remota, vía 
Telnet, sin el password.   ✔
Constatamos que sin el password no se puede 
acceder por Telnet. 
Comprobar 
seguridad Usuario
Intentamos acceder a los equipos sin el 
password de usuario.   ✔
Constatamos que sin el password no 
podemos entrar en la cónsola de los equipos 
de red. 
Comprobar 
seguridad 
Administrador
Una vez hayamos entrado en los equipos 
como usuarios, intentaremos entrar modo 
administrador sin la contraseña.
  ✔
Constatamos que sin el password no 
podemos entrar en modo administrador en los 
equipos de red. 
Comprobar 
seguridad de los 
puertos
Desconectamos los latiguillos de los puertos 
de switchs y routers de cada uno de los 
equipos y los conectamos a interfaces 
diferentes a las que se conectaban.
  ✔
 Comprobamos que la interfaz se apaga 
cuando se conecta otro equipo gracias al 
security switchport. Queda en estado 
"shutdown" al conectar una MAC diferente.
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8. PLANIFICACIÓN Y 
PRESUPUESTO. 
 
 
 
8.1. Presupuesto. 
8.2. Diagrama de Gantt. 
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8.1. Presupuesto. 
 
A) Presupuesto red WAN. 
En el presupuesto de la red de carreteras tan solo se incluye el coste de los equipos 
Hirschmann y la mano de obra correspondiente a su configuración, ya que el tendido de 
fibra óptica de los nuevos tramos y la instalación de otros equipos como los PVV 
corresponden a otro proyecto en temas presupuestarios. 
 
 
 
 
Tabla 8.1. Presupuesto red WAN. 
 
 
 
Elemento Detalle Unidades Precio/Unidad Total
Mano de obra Alta toma datos sin infraestructura existente, cat 6, en edificio social 
Zona.Incluye suministro e instalación de cable de cat 6 de la 
longitud necesaria, elementos de conexión (bridas, cajas, módulo de 
conexión, etc), conectores RJ-45 y el suministro e  instalación del 
latiguillo hasta el servicio la instalación de latiguillos. Incluye 
pruebas de puesta en servicio, certificación de la instalación y 
actualización de la documentación. Programado en horario laboral.
32 93,44 € 2.990,08 €
Mano de obra Instalación de armario telecomunicaciones tipo 1", sobre falso suelo 
o suelo técnico. Incluye la ubicación, instalación de bancada 
soporte y anclaje armario telecomunicaciones de 
2000x800x600/1400x1000x300 y accesorios internos,  incluido 
suminstro y cable puesta a tierra. Programado en horario laboral. 12 280,00 € 3.360,00 €
Mano de obra Instalación, configuración y puesta en servicio de equipo de 
networking (Hirschmann MACH 400 48 G 3X-L3P o similares) en 
sala, armario o bastidor existente, incluido el ensamblado de 
modulos en chasis, cableado a repartidor y alimentación, cables 
incluidos. Pruebas locales para comprobación de los cableados. 
Suministro, instalación y cableado de ''Patch Panel'' o similar para 
adaptar conectores del equipo de interfaces opticos, G.703 y 
RS232/V.35  a conectores existentes en la instalación, incluyendo el 
suminstro de los cables. Generación y carga local del ficehro de 
configuración. Programado en horario laboral. 14 421,00 € 5.894,00 €
Mano de obra Fusión hasta 12 fibras en un mismo punto incluyendo la mano de 
obra. Programado en horario laboral. 12 526,00 € 6.312,00 €
Mano de obra Reflectometrías + medida de potencia hasta 12 fibras en una mismo 
punto en los dos sentidos más el documento de análisis  del tramo 
de fibra. Programado en horario laboral. 32 366,00 € 11.712,00 €
Mano de obra Instalación de equipo conversor de medio, conversor de norma, 
modulo SFP,  en equipo. Se incluirá la configuración hardware y 
software del equipo y la puesta en servicio, pruebas locales y de 
enlace según especificación de las hojas de prueba del fabricante. 32 120,00 € 3.840,00 €
Mano de obra Instalación de SAI en rack de 19" incluido cableado y el suministro 
de los materiales necesarios para la alimentación eléctrica.
12 110,00 € 1.320,00 €
Material SAI  APC Smart-UPS RT 8000VA RM 230V + (1)SURT192RMXLBP 
Battery Unit 12 4.566,11 € 54.793,32 €
Material Equipo Hirschmann MACH 4002 48G 3X- L3P 14 16.468,00 € 230.552,00 €
Material Modulo SFP M-XFP-ZR/LC. Monomodo (40-80 Km) 28 11.106,00 € 310.968,00 €
Material Modulo SFP M-XFP-ZR/LC. Monomodo (10-40 Km) 4 7.913,00 € 31.652,00 €
SUBTOTAL 663.393,40 €
IVA 139.312,61 €
TOTAL 663.393,40 €
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B) Presupuesto red LAN. 
 
A continuación presentamos el presupuesto de la LAN, correspondiente tanto a la 
canalización, provisión de cableado e instalación de todas las tomas de usuario, como a 
la provisión e instalación necesaria para dar el servicio de networking a todos los 
usuarios de los diversos departamentos del edificio del SCT situado en el Vía Laietana 
(Barcelona). Se presenta dividido en cuatro bloques de la siguiente manera. 
 
 
 
 Electrónica de red la red: 
 
 
 
Tabla 8.2. Presupuesto electrónica de red de la red LAN. 
 
 
 
 Sala de servidores: 
 
 
 
Tabla 8.3. Presupuesto sala de servidores de la red LAN. 
 
Equipo Electrónica de red Unidades Precio/Unidad Total
Router Cisco2691 series 2 1.193,00 € 2.386,00 €
Router Cisco1941W-A/k9 Wireless 1 752,13 € 752,13 €
Switch Cisco Catalyst 2960 24 P TS-S 6 571,22 € 3.427,32 €
Modulo Expansión SFP-GE-T 1000BASE-T SFP 8 147,94 € 1.183,52 €
SUBTOTAL 7.748,97 €
IVA 1.627,28 €
TOTAL 9.376,25 €
Equipo Servidores, Armarios Rack y otros elementos Unidades Precio/Unidad Total
Rack Armario Rack DELL NetShelter SX 42U (600mm x 1070mm) 1 1.097,01 € 1.097,01 €
Rack RACK Rackmatic 19"  Mural 9U 3 83,82 € 251,46 €
Rack RACK Rackmatic 19"  Mural 15U 1 113,24 € 113,24 €
Patch Pannel Patch Panel 24 ports RJ45 con cajón extraible 4 47,06 € 188,24 €
Pasahilos Panel pasahilos 19” 11 8,40 € 92,40 €
Regleta Eléctrica Regleta Schucko 19”, 12 enchufes 6 35,02 € 210,12 €
Varios Cable adaptador alimentación IEC-60320 C14 a Schucko H para conectar al SAI 2 4,59 € 9,18 €
SAI SAI  APC Smart-UPS RT 8000VA RM 230V + (1)SURT192RMXLBP Battery Unit 1 4.566,11 € 4.566,11 €
SAI SAI APC Smart-UPS SC 450VA 230V 1 190,07 € 190,07 €
Servidor Servidor DELL PowerEdge R320, Intel Xeon 2,4GHz, 8 GB, Windows Server 2012 R2 Essentials 1 1.553,00 € 1.553,00 €
Servidor Servidor DELL PowerEdge R320, Intel Xeon 2,4GHz, 16 GB, Windows Server 2012 R2 Essentials 6 1.715,00 € 10.290,00 €
Servidor Servidor DELL PowerEdge R320, Intel Xeon 2,4GHz, 32 GB, SUSE Linux enterprise Server 11.3 6 1.669,00 € 10.014,00 €
Cabina Discos Cabina Discos DELL EqualLogic FS7600, 6x discos 4 Tb (total 24Tb) 1 12.840,00 € 12.840,00 €
Varios Tornillos para rack (100 unidades) 1 25,33 € 25,33 €
Varios Consola KVM Rackmatic 16 puertos 1 1.047,89 € 1.047,89 €
Varios Cables conexión 2-en-1 pera KVM 13 14,12 € 183,56 €
Varios Bandeja frontal para rack 1 13,50 € 13,50 €
SUBTOTAL 42.685,11 €
IVA 8.963,87 €
TOTAL 51.648,98 €
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 Cableado y canalizaciones: 
 
 
 
Tabla 8.4. Presupuesto cable y canalizaciones de la red LAN. 
 
 
 
 
 
 
 
 
 
 
Elemento Canalización y cableado Unidades Precio/Unidad Total
Canaleta Canalización Horizontal 300*50 mm. Gestion Horizontal (Metros) 40 28,00 € 1.120,00 €
Canaleta Canalización Horizontal 200*50 mm. Gestion Horizontal (Metros) 100 22,00 € 2.200,00 €
Canaleta Canalización Horizontal 100*50 mm. Gestion Horizontal (Metros) 100 16,00 € 1.600,00 €
Canaleta Canalización Horizontal 50*50 mm. Gestion Horizontal (Metros) 65 10,00 € 650,00 €
Canaleta Canalización Horizontal 300*50 mm. Angulo externo-interno (unidades) 5 9,00 € 45,00 €
Canaleta Canalización Horizontal 300*50 mm. Angulo Plano (unidades) 8 9,00 € 72,00 €
Canaleta Canalización Horizontal 300*50 mm. Uniones (unidades) 7 9,00 € 63,00 €
Canaleta Canalización Horizontal 200*50 mm. Angulo externo-interno (unidades) 23 8,00 € 184,00 €
Canaleta Canalización Horizontal 200*50 mm. Angulo Plano (unidades) 18 8,00 € 144,00 €
Canaleta Canalización Horizontal200*50 mm. Uniones (unidades) 7 8,00 € 56,00 €
Canaleta Canalización Horizontal 100*50 mm. Angulo externo-interno (unidades) 8 6,00 € 48,00 €
Canaleta Canalización Horizontal 100*50 mm. Angulo Plano (unidades) 2 6,00 € 12,00 €
Canaleta Canalización Horizontal 100*50 mm. Uniones (unidades) 6 6,00 € 36,00 €
Canaleta Canalización Horizontal 50*50 mm. Angulo externo-interno (unidades) 18 5,00 € 90,00 €
Canaleta Canalización Horizontal 50*50 mm. Angulo Plano (unidades) 2 5,00 € 10,00 €
Canaleta Canalización Horizontal 50*50 mm. Uniones (unidades) 8 5,00 € 40,00 €
Canaleta Canalización Horizontal 200*50 mm. Tapa Final (unidades) 4 3,00 € 12,00 €
Canaleta Canalización Horizontal 300*50 mm. Tapa Final (unidades) 8 3,00 € 24,00 €
Canaleta Canalización Horizontal 100*50 mm. Tapa Final (unidades) 8 3,00 € 24,00 €
Canaleta Canalización Horizontal 50*50 mm. Tapa Final (unidades) 12 3,00 € 36,00 €
Cable Cable UTP categoria 6e. Metros. 2000 0,40 € 800,00 €
Cable Fibra óptica 9125 OM3 multimodo de 50/125um  metros 20 2,00 € 40,00 €
Conector Conectorfibra óptica SFP mini Gbit 10 2,00 € 20,00 €
Cable Latiguillo RJ45 UTP CAT 6e 1´5 mt  [Conexión TO pcs, printers. Etc...] 55 0,98 € 53,90 €
Cable Latiguillo RJ45 UTP CAT 6e 1 mt  [Path Cord] 100 0,98 € 98,00 €
Cable Latiguillo RJ45 UTP CAT 6e  2 mt [Path Cord] 55 1,20 € 66,00 €
Cable Latiguillo RJ45 UTP CAT 6e 5 mts 5 2,26 € 11,30 €
Varios Roseta Superficie Rj-45. 1 Toma. Blanco 55 0,70 € 38,50 €
Varios Registro de enlace de 45x45x12 cm mod CT4T Urano o similar 10 60,00 € 600,00 €
Varios Bandeja para cables "Alambre de hierro.  OnTrak" Gestion Horizontal (Metros) 46 11,00 € 506,00 €
Varios Bridas de nylon blanco 100 uds de 250x4.8mm 1 2,26 € 2,26 €
Varios Bridas Señalizadoras 100uds 200x4.6mm 1 5,00 € 5,00 €
Varios Tira velcro ordena cables 20x160mm 100 unidades negro 1 11,51 € 11,51 €
Varios Soporte adhesivo para bridas 14 0,08 € 1,12 €
Varios Bridas Naylon 100 unidades 4 8,00 € 32,00 €
Varios Tornilleria, pequeño material de instalacion 1 80,00 € 80,00 €
Varios Etiqueta adhesiva blanca 100mmx50m 1 12,00 € 12,00 €
SUBTOTAL 8.843,59 €
IVA 1.857,15 €
TOTAL 8.843,59 €
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 Mano de obra: 
 
 
 
Tabla 8.2. Presupuesto electrónica de red de la red LAN. 
  
Elemento Detalle de la instalación Unidades Precio/Unidad Total
Mano de obra Alta toma datos sin infraestructura existente, cat 6, en edificio social 
Zona.Incluye suministro e instalación de cable de cat 6 de la 
longitud necesaria, elementos de conexión (bridas, cajas, módulo de 
conexión, etc), conectores RJ-45 y el suministro e  instalación del 
latiguillo hasta el servicio la instalación de latiguillos. Incluye 
pruebas de puesta en servicio, certificación de la instalación y 
actualización de la documentación. Programado en horario laboral.
55 93,44 € 5.139,20 €
Mano de obra Instalación de armario telecomunicaciones tipo 1", sobre falso suelo 
o suelo técnico. Incluye la ubicación, instalación de bancada 
soporte y anclaje armario telecomunicaciones de 
2000x800x600/1400x1000x300 y accesorios internos,  incluido 
suminstro y cable puesta a tierra. Programado en horario laboral.
5 280,00 € 1.400,00 €
Mano de obra Instalación y conexionado de repartidores digitales. Programado en 
horario laboral. 4 36,00 € 144,00 €
Mano de obra Instalación, configuración y puesta en servicio de equipo de 
networking (router CISCO, switch CISCO o similares) en sala, 
bandeja 19", armario o bastidor existente, incluido el ensamblado de 
modulos en chasis, cableado a repartidor y alimentación, cables 
incluidos. Pruebas locales para comprobación de los cableados. 
Suministro, instalación y cableado de ''Patch Panel'' o similar para 
adaptar conectores del equipo de interfaces opticos, G.703 y 
RS232/V.35 CISCO a conectores existentes en la instalación, 
incluyendo el suminstro de los cables. Generación y carga local del 
ficehro de configuración. Programado en horario laboral.
9 421,00 € 3.789,00 €
Mano de obra Fusión hasta 12 fibras en un mismo punto incluyendo la mano de 
obra. Programado en horario laboral. 1 526,00 € 526,00 €
Mano de obra Reflectometrías + medida de potencia hasta 12 fibras en una mismo 
punto en los dos sentidos más el documento de análisis  del tramo 
de fibra. Programado en horario laboral. 1 366,00 € 366,00 €
Mano de obra Verificación y certificación de toma LAN comporta la verificación 
del cable, puentes, conectores, rosetas y puntos de red en armario, 
incluido suministro y sustitución de elemento en caso de avería. 
Programado en horario laboral. 5 58,00 € 290,00 €
Mano de obra Instalación de SAI en rack de 19" incluido cableado y el suministro 
de los materiales necesarios para la alimentación eléctrica.
2 110,00 € 220,00 €
Mano de obra Instalación de Servidor en rack de 19" incluido cableado y el 
suministro de los materiales necesarios para la conexión a equipo de 
red. 13 110,00 € 1.430,00 €
Mano de obra Instalación de Cabina de Discos en rack de 19" incluido cableado y 
el suministro de los materiales necesarios para la conexión a equipo 
de red. 1 110,00 € 110,00 €
Mano de obra Instalación de consola KVM en rack de 19" incluido cableado y el 
suministro de los materiales necesarios para la conexión a equipo de 
red. 1 110,00 € 110,00 €
SUBTOTAL 13.524,20 €
IVA 2.840,08 €
TOTAL 13.524,20 €
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8.2. Diagrama de GANTT. 
La planificación para la ejecución de la obra en su totalidad queda reflejada en el 
siguiente diagrama de GANTT. 
 
TRABAJOS 
FECHA 
INICIO 
FECHA 
HITO 
01 02 03 04 05 06 07 08 09 10 11 12 
Definición de Alcance y 
Replanteo 
19/05/2014 09/06/2014       
Elaboración de Ingeniería 01/06/2014 14/07/2014       
Adquisición y Gestión de 
Materiales 
14/07/2014 28/07/2014       
Instalación 22/09/2014 15/12/2014     
Puesta en Marcha 15/12/2014 22/12/2014     
Figura 8.1. Diagrama de GANTT. 
 
“La anterior planificación se considera una estimación del tiempo a emplear, teniendo en cuenta los  
elementos constitutivos del proyecto”. 
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9. CONCLUSIONES Y 
PERSPECTIVA DE FUTURO. 
 
 
 
9.1. Conclusiones y nuevas funcionalidades. 
9.2. Posibles mejoras y perspectiva de futuro. 
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9.1. Conclusiones y nuevas funcionalidades. 
Los nuevos servicios que se han implantado en el sistema de gestión del tráfico para 
cumplir con los objetivos marcados por el SCT han provocado una serie de cambios en 
la red de comunicaciones. En el momento del diseño se han tenido en cuenta aspectos 
como la alta fiabilidad que requiere un servicio como el de la velocidad variable, ya que 
de él depende la seguridad de los conductores. También se ha tenido en cuenta la 
necesidad de una velocidad de transmisión mayor para poder absorber el incremento en 
el volumen de datos que generarán los nuevos servicios y la implantación de las 
cámaras IP. 
Ahora contamos con una red mucho más rápida y eficaz que podemos gestionar de 
forma sencilla. Gracias a la aplicación Amictba se gestionan los nuevos servicios de una 
forma más gráfica e intuitiva. A su vez, estos nuevos servicios reducen la congestión del 
tráfico, la contaminación del aire en el área metropolitana de Barcelona y los accidentes 
mortales. 
Para aumentar la seguridad se han tomado una serie de medidas, como aislar la red de 
carreteras WAN del resto de equipos y redes, motivo por el cual nos hemos visto 
obligados a crear una LAN, exclusiva para la red interna del edificio de Vía Laietana de 
Barcelona. 
Desde el centro de control se podrá diagnosticar el estado de la red Gigabit Ethernet y 
así detectar errores físicos como por ejemplo, el fallo de una fuente de alimentación o 
de la fibra óptica, o también errores de configuración o de colisión, permitiéndonos 
solucionar cualquier problema. 
Para poder realizar el cambio con total garantía en la red dejamos un periodo de 
convivencia entre las dos tecnologías, por la línea A de comunicación seguiremos 
utilizando la tecnología SDH y por la línea B la nueva red Gigabit Ethernet. 
Para comprobar el funcionamiento de la red LAN, en concreto los equipos CISCO, se 
han realizado simulaciones con la herramienta Packet Tracer y se ha podido constatar 
que el comportamiento es el esperado. 
Quedará ver si en un futuro el servicio de velocidad variable cumple con los objetivos 
de reducción de los accidentes, congestión del tráfico y contaminación. 
 
 
9.2. Posibles mejoras y perspectiva de futuro. 
Tras un periodo de convivencia entre la red SDH y la Gigabit Ethernet, el siguiente paso 
será dejar la C-32 operando tan solo con la red Gigabit Ethernet, pudiendo constatar así 
la robustez de la misma.  
Transcurrido un tiempo que nos permita observar la red Gigabit funcionando 
correctamente por las dos líneas en C-32 se procederá a realizar la migración en su 
totalidad. 
En el futuro también se pretende unificar la comunicación de todos los equipos de la red 
de carreteras de Cataluña, es por ello que en el diseño de la nueva red se ha pensado en 
estas conexiones futuras, fruto de ello es el NODO SCT-2 dedicado a las conexiones de 
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la red Norte. También se han habilitado dos puertos en el NODO Martorell para los 
enlaces con ACESA y Tarragona. 
Se irán cambiando paulatinamente todas las cámaras a IP, lo que producirá un 
incremento considerable del tráfico que la nueva red Gigabit Ethernet podrá absorber 
gracias a los nuevos equipos Hirschmann.  
En la red LAN, se recomienda crear una VLAN por cada uno de los departamentos, con 
el fin de tener una mayor flexibilidad a la hora de realizar cambios y segmentar la red de 
una forma más eficiente, realizando un enlace troncal con el router mediante “router on 
a stick”, que nos brinda la posibilidad de utilizar una sola interfaz para enrutar los 
paquetes de varias VLAN. 
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GLOSARIO. 
 
A-2 – AUTOVÍA DEL NORDESTE 
La Autovía del Nordeste o A-2 es una de las seis autovías radiales de España y comunica 
Madrid con El Pertús (Le Perthus) pasando por Guadalajara, Zaragoza, Lleida, Barcelona y 
Girona entre otras localidades. Es parte de la E-90 de la Red de Carreteras Europeas. Además de 
su importancia como vía de entrada a la península desde el resto de Europa, la A-2 tiene un 
protagonismo vital entre las carreteras españolas al ser la comunicación entre las dos principales 
ciudades del país: Madrid y Barcelona. 
 
ADM – MULTIPLEXOR DE EXTRACCIÓN-INSERCIÓN (Multiplexor Add/Drop) 
El multiplexor de extracción-inserción (ADM) permite extraer en un punto intermedio de una 
ruta parte del tráfico cursado y a su vez inyectar nuevo tráfico desde ese punto. En los puntos 
donde tengamos un ADM, solo aquellas señales que necesitemos serán descargadas o insertadas 
al flujo principal de datos. El resto de señales a las que no tenemos que acceder seguirá a través 
de la red. 
 
AMICTBA 
Nombre de la aplicación utilizada en el CIVICAT para la gestión del tráfico. 
 
AP-7 – AUTOPISTA DEL MEDITERRÁNEO 
La Autopista del Mediterráneo o AP-7 es un eje que comunica toda la costa mediterránea desde 
la frontera con Francia hasta Algeciras. Esta autopista forma parte de la Red de Carreteras 
Europeas conocida como Carretera E-15 y tiene mayoritariamente tramos de peaje y algunos 
libres determinados en el Real Decreto 1421/02, de 27 de diciembre. El primer tramo de la 
autopista se inauguró en 1969 entre Barcelona y Granollers. 
 
B-22 – AUTOVÍA B-22 
La Autovía B-22 es un acceso a la altura del Prat de Llobregat que lleva de la C-31 a la 
Terminal T1 del Aeropuerto de Barcelona. 
 
B-23 – AUTOVÍA B-23 
La Autovía B-23 es un acceso al centro la ciudad de Barcelona desde la autopista AP-7. 
La B-23 comienza al final de la Avenida de la Diagonal y se dirige paralela a la Autovía A-2 y 
al río Llobregat hasta Molins de Rei, donde cambia la nomenclatura a AP-2 y poco después 
acaba entroncando con la AP-7 a la altura de El Papiol.  
Entre San Feliu de Llobregat y El Papiol pertenece al Itinerario Europeo E90. 
 
BD – DISTRIBUIDOR DE EDIFICIO (Building distributor) 
Es uno de los elementos funcionales en la estructura de cableado según la ISO/IEC-
11801. BD hace referencia al armario de edificio.  
Es el centro principal del cableado vertical donde convergen todos los cables que provienen de 
los varios FD (distribuidor de planta) y desde donde parten, siempre y cuando exista, las 
conexiones para el cableado del campus. 
 
C-31 – CARRETERA C-31. EJE COSTERO 
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La Carretera C-31, llamado también eje costero, es una carretera bajo gestión de la Generalitat 
de Catalunya que une el Vendrell y Figueres. La componen cuatro tramos discontinuos de 
carreteras, autopistas y autovías a lo largo de la costa, formando un total de 249 km. 
 
C-32 – AUTOPISTA C-32. CORREDOR DEL MEDITERRÁNEO 
La Autopista C-32 es una autopista de peaje que discurre por diversas comarcas catalanas 
paralela a la costa del mediterráneo. Es una autopista de peaje cuya concesionaria es Aucat 
(filial de Abertis). 
Está dividida en dos partes: el ramal sur (Vendrell - Barcelona), de 56 km y conocido como 
Autopista de Pau Casals y el ramal norte (Barcelona - Lloret de Mar), de 66 km también 
conocida como Autopista del Maresme. La autopista comienza en el enlace 31 de la AP-7 y 
termina en la N-II cerca de Malgrat de Mar, aunque se va a prolongar hasta Lloret de Mar. 
Tiene una longitud de 132 km juntando ambas partes. 
 
CAPEX – INVERSIONES EN BIENES DE CAPITALES. (CAPital EXpenditures)  
Son inversiones de capital que crean beneficios 
 
CO – MONÓXIDO DE CARBONO 
El CO es un gas inodoro, insípido e incoloro producido por la combustión incompleta de 
materiales que contienen carbón, incluyendo la mayor parte de los combustibles empleados en 
el transporte. El CO es tóxico, este gas impide el transporte normal de oxígeno por la sangre. 
Esto puede conducir a una reducción significativa del suministro de oxígeno al corazón, en 
particular en pacientes que sufren problemas cardíacos. Incluso en grandes centros urbanos, las 
concentraciones de CO raras veces exceden los límites establecidos. 
 
CISCO – CISCO SYSTEMS 
Cisco Systems es una empresa global con sede en San José, (California, EEUU), principalmente 
dedicada a la fabricación, venta, mantenimiento y consultoría de equipos de 
telecomunicaciones. 
 
CIVICAT – CENTRE D’INFORMACIÓ VIÀRIA DE CATALUNYA 
El Centre d’Informació Viària de Catalunya (CIVICAT) tiene como función principal informar 
a los usuarios del estado del tráfico, gestionar adecuadamente los tramos conflictivos de la red 
viaria catalana y mejorar la seguridad vial en las vías de Cataluña. Uno de los objetivos del 
CIVICAT y por el que trabaja prioritariamente es facilitar la movilidad dentro de Cataluña y 
acercar la información al usuario con la mayor o máxima rapidez posible. 
 
CLUSTER 
El término clúster se aplica a los conjuntos o conglomerados de computadoras construidos 
mediante la utilización de hardwar comunes y que se comportan como si fuesen una única 
computadora. La tecnología de clusters ha evolucionado en apoyo de actividades que van desde 
aplicaciones de súper cómputo y software de misiones críticas, servidores web y comercio 
electrónico, hasta bases de datos de alto rendimiento, entre otros usos. 
 
CPD – CENTRO DE PROCESAMIENTO DE DATOS 
Se denomina centro de procesamiento de datos (CPD) a aquella ubicación donde se concentran 
los recursos necesarios para el procesamiento de la información de una organización. 
CPU – UNIDAD CENTRAL DE PROCESAMIENTO (Central Processing Unit) 
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La Unidad Central de Procesamiento (CPU) o procesador, es el componente principal del 
ordenador y otros dispositivos programables, que interpreta las instrucciones contenidas en los 
programas y procesa los datos. 
CRC – COMPROBACIÓN DE REDUNDANCIA CÍCLICA  
Es un código de detección de errores usado frecuentemente en redes digitales y en dispositivos 
de almacenamiento para detectar cambios accidentales en los datos. Los bloques de datos 
ingresados en estos sistemas contienen un valor de verificación adjunto, basado en el residuo de 
una división de polinomios. 
 
CSMA/CD – ACCESO MÚLTIPLE CON PORTADORA Y DETECCIÓN DE 
COLISIONES (Carrier Sense Múltiple Access with Collision Detection) 
Es un conjunto de reglas que determina el modo de respuesta de los dispositivos de red cuando 
dos de ellos intentan enviar datos en la misma red simultáneamente.  
 
DHCP – PROTOCOLO DE CONFIGURACIÓN DINÁMICA DE HOST (Dynamic Host 
Configuration Protocol) 
Es un protocolo de red que permite a los clientes de una red IP obtener sus parámetros de 
configuración automáticamente. Se trata de un protocolo de tipo cliente/servidor en el que 
generalmente un servidor posee una lista de direcciones IP dinámicas y las va asignando a los 
clientes conforme éstas van quedando libres, sabiendo en todo momento quién ha estado en 
posesión de esa IP, cuánto tiempo la ha tenido y a quién se la ha asignado después. 
 
DNS – SISTEMA DE NOMBRES DE DOMINIO (Domain Name System) 
Es un sistema de nomenclatura jerárquica para computadoras, servicios o cualquier recurso 
conectado a Internet o a una red privada. Este sistema asocia información variada con nombres 
de dominios asignado a cada uno de los participantes. Su función más importante, es traducir 
(resolver) nombres inteligibles para las personas en identificadores binarios asociados con los 
equipos conectados a la red, esto con el propósito de poder localizar y direccionar estos equipos 
mundialmente. 
 
DOPPLER – EFECTO DOPPLER 
El efecto Doppler, llamado así por el físico austríaco Christian Andreas Doppler, es el aparente 
cambio de frecuencia de una onda producida por el movimiento relativo de la fuente respecto a 
su observador. 
 
ERU – ESTACIÓN REMOTA UNIVERSAL 
La Estación Remota Universal (ERU), es un equipo controlador local encargado de gestionar 
diferentes tipos de equipamiento vial: Paneles de Información Variable (PIV), Estaciones de 
Toma de Datos de tráfico (ETD), Lectores de matrícula, Estaciones de adquisición de valores 
medioambientales, etc. 
 
ETD – ESTACIÓN DE TOMA DE DATOS DE TRÁFICO 
La Estación de Toma de Datos (ETD), es un equipo dedicado a la obtención de datos dinámicos 
relacionados con el comportamiento del transporte rodado, el cual identifica la presencia de 
cada vehículo y obtiene sus parámetros de comportamiento individual para, posteriormente, 
poder integrarlos con los datos de los otros vehículos o tratarlos de forma independiente. 
 
 
86 
 
FD – DISTRIBUIDOR DE PLANTA (Floor Distributor) 
Elemento que sirve para la interconexión entre el cableado horizontal y el vertical. 
 
 
FEI – (Front End Interface) 
Se puede referir a cualquier hardware que optimiza o protege el tráfico de red. Se 
llama hardware front-end de aplicaciones, ya que se coloca en la red, orientado hacia el exterior 
frontal o cobertura. El tráfico de red pasa a través del hardware de front-end antes de entrar en la 
red. 
 
GANTT – DIAGRAMA DE GANTT 
El diagrama de Gantt es una útil herramienta gráfica cuyo objetivo es exponer el tiempo de 
dedicación previsto para diferentes tareas o actividades a lo largo de un tiempo total 
determinado. 
 
GBIC – CONVERTIDOR DE INTERFAZ GIGABIT (Gigabit Interface Converter) 
Elemento conversor de señal óptica a eléctrica y viceversa. 
 
IP – PROTOCOLO DE INTERNET (Internet Protocol) 
Protocolo de Internet o IP es un protocolo de comunicación de datos digitales clasificado 
funcionalmente en la Capa de Red según el modelo internacional OSI. 
Su función principal es el uso bidireccional en origen o destino de comunicación para transmitir 
datos mediante un protocolo no orientado a conexión que transfiere paquetes conmutados a 
través de distintas redes físicas previamente enlazadas según la norma OSI de enlace de datos. 
 
KVM – SWITCH KVM (Keyboard-Video-Mouse) 
Un switch KVM es un dispositivo de computación que permite el control de distintos equipos 
informáticos con un solo monitor, un único teclado y un único ratón. Este dispositivo permite 
dotar al puesto de trabajo de tan sólo una consola para manejar al mismo tiempo varios PC o 
servidores, conmutando de uno a otro según sea necesario. 
 
LAN – RED DE ÁREA LOCAL (Local Area Network) 
Una LAN es una red de comunicaciones de ámbito privado dentro de un área geográfica 
pequeña (edificios, oficinas, etc.). Su uso principal es conectar ordenadores personales y 
equipamiento de trabajo para compartir información y recursos (impresoras, escáneres…). En 
general, las LAN están configuradas con tecnologías de transmisión consistentes de un único 
cable al que se conectan todas las máquinas y por el que se realiza la difusión de los datos.  
 
LC/PC – (Lucent Connector / Physical Contact) 
Conector de fibra óptica para modo monomodo. LC hace referencia al tipo de conector y PC al 
corte, en este caso 90º. 
 
LED – DIODO EMISOR DE LUZ (Light-emiting diode) 
Un led es un componente opto-electrónico pasivo y, más concretamente, un diodo que emite 
luz. 
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LPR – LECTOR DE MATRÍCULAS PARA IDENTIFICACIÓN DE VEHÍCULOS. (License 
Plate Reader) 
Sistema capaz de leer matrículas de vehículos procedentes de distintos países o estados con la 
mayor precisión y en el menor tiempo posible. 
 
MS-DOS – SISTEMA OPERATIVO DE DISCO DE MICROSOFT (MicroSoft Disk 
Operating System) 
Es un sistema operativo para computadoras basado en x86. Fue el miembro más popular de la 
familia de sistemas operativos DOS de Microsoft, y el principal sistema para computadoras 
personales compatible con IBM PC en la década de 1980 y mediados de 1990, hasta que fue 
sustituida gradualmente por sistemas operativos que ofrecían una interfaz gráfica de usuario, en 
particular por varias generaciones de Microsoft Windows. 
 
N-340 – CARRETERA DEL MEDITERRÁNEO 
La carretera N-340 o Carretera del Mediterráneo es la más larga de las carreteras nacionales de 
España. Une Cádiz con Barcelona por toda la costa del Mediterráneo, atravesando diez 
provincias a lo largo de 1.248 km. 
 
NIC – TARJETA DE INTERFAZ DE RED (Network Interface Card) 
Una tarjeta de interfaz de red (NIC) o adaptador de red es un periférico que permite la 
comunicación con aparatos conectados entre sí y también permite compartir recursos entre dos o 
más computadoras (discos duros, CD-ROM, impresoras, etc.). 
 
NO – MONÓXIDO DE NITRÓGENO 
EL monóxido de nitrógeno (NO) es un gas incoloro y poco soluble en agua presente en 
pequeñas cantidades en los mamíferos. Está también extendido por el aire siendo producido en 
automóviles y plantas de energía. Se lo considera un agente tóxico. Es una molécula altamente 
inestable en el aire ya que se oxida rápidamente en presencia de oxígeno convirtiéndose en 
dióxido de nitrógeno. Por esta razón se la considera también como un radical libre. 
 
NO2 – DIÓXIDO DE NITRÓGENO 
El dióxido de nitrógeno (NO2), es un compuesto químico formado por los elementos nitrógeno y 
oxígeno, uno de los principales contaminantes entre los varios óxidos de nitrógeno. El dióxido 
de nitrógeno es de color marrón-amarillento. Se forma como subproducto en los procesos de 
combustión a altas temperaturas, como en los vehículos motorizados y las plantas eléctricas. Por 
ello es un contaminante frecuente en zonas urbanas. 
 
NOX – ÓXIDO DE NITRÓGENO 
El término óxidos de nitrógeno (NxOy) se aplica a varios compuestos químicos binarios 
gaseosos formados por la combinación de oxígeno y nitrógeno. El proceso de formación más 
habitual de estos compuestos inorgánicos es la combustión a altas temperaturas, proceso en el 
cual habitualmente el aire es el comburente. 
En función de la valencia atómica que utilice el nitrógeno, los óxidos de nitrógeno tienen 
distintas formulaciones y se aplican para ellos diferentes nomenclaturas. 
 
O3 – OZONO 
El O3, a diferencia de otros contaminantes, no es emitido directamente a la atmósfera, sino que 
es un contaminante secundario producido por la reacción entre el NO2, los hidrocarburos y la 
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luz solar. Los niveles de ozono no suelen ser altos en áreas urbanas, debido a que reaccionan 
con los niveles de NO emitidos por el tráfico. El O3 irrita las vías aéreas, aumentando los 
síntomas del asma y de las enfermedades pulmonares. 
 
 
OSPF – (Open Shortest Path First) 
Es un protocolo de enrutamiento jerárquico de pasarela interior o IGP (Interior Gateway 
Protocol), que usa el algoritmo SmoothWall Dijkstra enlace-estado (LSE - Link State 
Algorithm) para calcular la ruta más idónea. 
Su medida de métrica se denomina cost, y tiene en cuenta diversos parámetros tales como el 
ancho de banda y la congestión de los enlaces. OSPF construye además una base de datos 
enlace-estado (link-state database, LSDB) idéntica en todos los enrutadores de la zona. 
 
PATCH PANEL – PANEL DE CONEXIONES 
Un panel de conexiones, es el elemento encargado de recibir todos los cables del cableado 
estructurado. Sirve como un organizador de las conexiones de la red, para que los elementos 
relacionados de la Red LAN y los equipos de la conectividad puedan ser fácilmente 
incorporados al sistema y además los puertos de conexión de los equipos activos de la red 
(switch, router, etc.) no tengan algún daño por el constante trabajo de retirar e introducir en sus 
puertos. 
 
PANEL ASPA/FLECHA 
Panel de mensaje variable de Led que permite mostrar de forma alternativa, o bien un Aspa de 
color rojo (carril cerrado) o una Flecha de color verde (carril abierto). 
 
PCM – MODULACIÓN POR IMPULSOS CODIFICADOS (Pulse Code Modulation) 
La modulación por impulsos codificados (PCM) es un procedimiento de modulación utilizado 
para transformar una señal analógica en una secuencia de bits (señal digital). Este método fue 
inventado por Alec Reeves en 1937. Una trama o stream PCM es una representación digital de 
una señal analógica en donde la magnitud de la onda analógica es tomada en intervalos 
uniformes (muestras), cada muestra puede tomar un conjunto finito de valores, los cuales se 
encuentran codificados. Los flujos (streaming) PCM tienen dos propiedades básicas que 
determinan su fidelidad a la señal analógica original: la frecuencia de muestreo, es decir, el 
número de veces por segundo que se tomen las muestras; y la profundidad de bit, que determina 
el número de posibles valores digitales que puede tomar cada muestra. 
 
PDH – JERARQUÍA DIGITAL PLESIÓCRONA (Plesiochronous Digital Hierarchy) 
La jerarquía digital plesiócrona (PDH) es una tecnología usada en telecomunicación 
tradicionalmente para telefonía que permite enviar varios canales telefónicos sobre un mismo 
medio (ya sea cable coaxial, radio o microondas) usando técnicas de multiplexación por 
división de tiempo y equipos digitales de transmisión. También puede enviarse sobre fibra 
óptica, aunque no está diseñado para ello y a veces se suele usar en este caso SDH. 
 
PIV – PANELES DE INFORMACIÓN VARIABLE 
Los Paneles de Información Variable (PIV) son paneles de señalización diseñados para alertar o 
informar al usuario sobre el estado de la carretera. Un PIV puede mostrar un icono o mensajes 
escritos, los cuales pueden mostrarse alternativamente encendidos, apagados o intermitentes 
según sea necesario. Los PIV suelen colocarse en los postes con vistas a las carreteras, 
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especialmente en autopistas. Son dispositivos dinámicos que difunden mensajes en tiempo real, 
debiendo ajustarse a las normas, decretos y reglamentos en vigor. Estos mensajes pueden incluir 
las características del tráfico, los atascos, las condiciones meteorológicas, el asfalto mojado por 
la lluvia, la temperatura, y mensajes informativos como la existencia de un control radar.  
 
PM10/2.5 – MATERIAL PARTICULADO (Particulate Matter) 
Se denomina PM10 a pequeñas partículas sólidas o líquidas de polvo, cenizas, hollín, partículas 
metálicas, cemento o polen, dispersas en la atmósfera, cuyo diámetro es menor que 10 µm. y 
partículas PM2.5 las de diámetro inferior a 2.5 µm. Debido a su pequeño tamaño pueden 
penetrar profundamente en los pulmones, con potencial peligro para la salud. La fuente 
principal de emisiones en las ciudades europeas es el tráfico rodado, en particular por los 
vehículos diesel. Los valores límite son sobrepasados en las ciudades europeas con bastante 
frecuencia. 
 
PVV – PANELES DE VELOCIDAD VARIABLE 
Los Paneles de Velocidad Variable (PVV) son paneles de señalización diseñados para informar 
al usuario de las limitaciones de velocidad establecidas en cada momento. La velocidad variable 
es un sistema que permite modular la velocidad de la vía a la baja en fusión de diversos 
parámetros como la congestión, las incidencias meteorológicas o las condiciones ambientales. 
 
RAID – CONJUNTO REDUNDANTE DE DISCOS INDEPENDIENTES (Redundant Array 
of Independent Disks) 
Hace referencia a un sistema de almacenamiento de datos que usa múltiples unidades de 
almacenamiento de datos (discos duros o SSD) entre los que se distribuyen o replican los datos. 
Dependiendo de su configuración, los beneficios de un RAID respecto a un único disco son uno 
o varios de los siguientes: mayor integridad, mayor tolerancia a fallos, mayor rendimiento y 
mayor capacidad. 
 
SAI – SISTEMA DE ALIMENTACIÓN ININTERRUMPIDA 
Un sistema de alimentación ininterrumpida (SAI), es un dispositivo que, gracias a sus baterías u 
otros elementos almacenadores de energía, puede proporcionar energía eléctrica por un tiempo 
limitado y durante un apagón a todos los dispositivos que tenga conectados. Otra de las 
funciones que se pueden adicionar a estos equipos es la de mejorar la calidad de la energía 
eléctrica que llega a las cargas, filtrando subidas y bajadas de tensión y eliminando armónicos 
de la red en el caso de usar corriente alterna. 
 
SC/PC – (Subscriber Connector / Physical Contact) 
Conector de fibra óptica para modo monomodo. SC hace referencia al tipo de conector y PC al 
corte, en este caso 90º. 
 
SCT – SERVEI CATALÀ DE TRÀNSIT 
El Servei Català de Trànsit (SCT) es el gestor del tráfico y la seguridad vial en Cataluña. El 
SCT se remonta al antiguo Institut Català de Seguretat Vial (ICSV).  
Se creó en 1991 con dos objetivos principales: reducir la frecuencia y gravedad de los 
accidentes de circulación e incrementar los medios y los recursos destinados a la prevención de 
los siniestros y a la atención de las víctimas. A finales de 1997, la Generalitat de Catalunya 
asumió las competencias en materia de tráfico y circulación de vehículos a motor. En estos 
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momentos, se creó el SCT en sustitución del ICSV, a través de la Ley 14/1997, de 24 de 
diciembre. 
 
SDH – JERARQUÍA DIGITAL SINCRÓNICA (Synchronous Digital Hierarchy) 
La Jerarquía Digital Sincrónica (SDH) es un conjunto de protocolos de transmisión de datos. Se 
puede considerar como la revolución de los sistemas de transmisión como consecuencia de la 
utilización de la fibra óptica como medio de transmisión, así como de la necesidad de sistemas 
más flexibles y que soporten anchos de banda elevados. La jerarquía SDH se desarrolló 
en EE.UU. bajo el nombre de SONET o ANSI T1X1 y posteriormente el CCITT (Hoy UIT-T) 
en 1989 publicó una serie de recomendaciones donde quedaba definida con el nombre de SDH. 
 
SFP – (Small Form-Factor Pluggable)  
Es la evolución del GBIC, que se caracteriza por ser de menor tamaño. 
 
SOS – SISTEMA DE POSTES SOS 
El Sistema de Postes SOS permite comunicaciones de voz y datos entre los postes situados en 
carretera o túnel y el CIVICAT donde se reciben las llamadas y se gestiona todo el proceso. 
 
TCP – PROTOCOLO DE CONTROL DE TRANSMISIÓN (Transmission Control Protocol) 
Es el protocolo que proporciona un transporte fiable de flujo de bits entre aplicaciones. Está 
pensado para poder enviar grandes cantidades de información de forma fiable, garantiza que los 
datos serán entregados en su destino sin errores y en el mismo orden en que se transmitieron. 
También proporciona un mecanismo para distinguir distintas aplicaciones dentro de una misma 
máquina, a través del concepto de puerto. 
 
TX/RX – TRANSMISOR/RECEPTOR 
Son las abreviaturas de transmisión y recepción respectivamente. 
 
UDP – (User Datagram Protocol) 
User Datagram Protocol (UDP) es un protocolo del nivel de transporte basado en el 
intercambio de datagramas. Permite el envío de datagramas a través de la red sin que se haya 
establecido previamente una conexión, ya que el propio datagrama incorpora suficiente 
información de direccionamiento en su cabecera. Tampoco tiene confirmación ni control de 
flujo, por lo que los paquetes pueden adelantarse unos a otros; y tampoco se sabe si ha llegado 
correctamente, ya que no hay confirmación de entrega o recepción. Su uso principal es para 
protocolos como DHCP, BOOTP, DNS y demás protocolos en los que el intercambio de 
paquetes de la conexión/desconexión son mayores, o no son rentables con respecto a la 
información transmitida, así como para la transmisión de audio y vídeo en tiempo real, donde 
no es posible realizar retransmisiones por los estrictos requisitos de retardo que se tiene en estos 
casos. 
 
UTP – CABLE DE PAR TRENZADO NO BLINDADO (Unshielded twiste pair) 
Es un tipo de cable de par trenzado que no se encuentra blindado y que se utiliza principalmente 
para comunicaciones. Se encuentra normalizado de acuerdo a la norma 
estadounidense TIA/EIA-568-B y a la internacional ISO/IEC 11801. 
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VIDEOWALL 
Podemos entender un VideoWall como una matriz de monitores o pantallas que se encuentran 
sincronizadas para mostrar contenidos, simulando una pantalla de tamaño súper gigante. Puede 
estar compuesta por tantos monitores o pantallas como sea necesario para cubrir la superficie 
deseada. 
 
VLAN – RED DE ÁREA LOCAL VIRTUAL (Virtual LAN) 
Una red VLAN es un método para crear redes lógicas independientes dentro de una misma red 
física. Varias VLAN pueden coexistir en un único conmutador físico o en una única red física. 
Son útiles para reducir el tamaño de dominio de difusión y ayudan en la administración de la 
red, separando segmentos lógicos de una red de área local (los departamentos de una empresa, 
por ejemplo) que no deberían intercambiar datos usando la red local (aunque podrían hacerlo a 
través de un enrutador o un conmutador de capa 3 y 4). 
Una VLAN consiste en dos redes de ordenadores que se comportan como si estuviesen 
conectados al mismo PCI, aunque se encuentren físicamente conectados a 
diferentes segmentos de una red de área local. Los administradores de red configuran las 
VLANs mediante hardware en lugar de software, lo que las hace extremadamente fuertes. 
 
WAN – RED DE ÁREA AMPLIA (Wide Area Network) 
Una red de área amplia (WAN) es una red de computadoras que abarca varias ubicaciones 
físicas, proveyendo servicio a una zona, un país, incluso varios continentes. Es cualquier red 
que une varias redes locales LAN, por lo que sus miembros no están todos en una misma 
ubicación física. Las redes WAN pueden usar sistemas de comunicación vía radioenlaces o 
satélite. 
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ANEXOS. 
Anexo A. Planos y esquemas de carretera. 
 
A.1. Plano conexión nodos red SDH. 
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A.2. Esquema conexión entre nodos de la red SDH. 
 
95 
 
A.3. Plano conexión nodos red Gigabit Ethernet. 
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Anexo B. Planos del edificio del SCT. 
 
B.1. Plano edificio planta 1. 
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B.2. Plano edificio planta 2. 
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B.3. Plano edificio planta 3. 
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B.4. Plano edificio planta -1. 
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Anexo C. Conexión de Nodos. 
 
C.1. NODO EL PRAT: 
En el equipo Hirschmann de este nodo tenemos las siguientes conexiones: 
En el puerto 1.1 se conecta con el nodo CASTELLDEFELS. 
En el puerto 1.2 se conecta con el nodo GAVÀ. 
En el puerto 6.1 va conectado el switch de la ERU 1 de C-31. 
En el puerto 6.2 va conectado el switch de la ERU 14 de C-31. 
En el puerto 6.3 va conectado el switch de la ERU 15 de C-31. 
En el puerto 6.4 va conectado el switch de la ERU 23 de C-31. 
 
 
Nodo Hirschmann EL Prat. 
 
 
C.2. NODO GAVÀ: 
En el puerto 1.1 se conecta con el nodo EL PRAT. 
En el puerto 1.2 se conecta con el SCT-1, que es uno de los dos nodos del CIVICAT. 
En el puerto 1.3 se conecta con el nodo CASTELLDEFELS. 
En el puerto 6.1 va conectado el switch de la ERU 24 de C-31. 
En el puerto 6.2 va conectado el switch de la ERU 30 de C-31. 
En el puerto 6.3 va conectado el switch de la ERU 31 de C-31. 
En el puerto 6.4 va conectado el switch de la ERU 44 de C-31. 
 
 
Nodo Hirschmann Gavà. 
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C.3. NODO CASTELLDEFELLS: 
En el puerto 1.1 está configurada la conexión con el nodo GAVÀ. 
En el puerto 1.2 está configurada la conexión con el nodo SCT-1. 
En el puerto 6.1 va conectado el switch de la ERU 1 de C-32. 
En el puerto 6.2 va conectado el switch de la ERU 9 de C-32. 
 
 
Nodo Hirschmann Castelldefels. 
 
 
C.4. NODO SANT JOAN: 
En el puerto 1.1 se conecta con el nodo EL PRAT. 
En el puerto 1.2 se conecta con el nodo MARTORELL. 
En el puerto 1.3 se conecta con el nodo PALLEJÀ. 
En el puerto 6.1 va conectado el switch de la ERU 1 de B-23. 
En el puerto 6.2 va conectado el switch de la ERU 16 de B-23. 
En el puerto 6.3 va conectado el switch de la ERU 17 de B-23. 
En el puerto 6.4 va conectado el switch de la ERU 26 de B-23. 
En el puerto 6.5 va conectado el switch los SOS de B-23. 
 
 
Nodo Hirschmann Sant Joan. 
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C.5. NODO PAPIOL: 
En el puerto 1.1 se conecta con el nodo MARTORELL. 
En el puerto 1.2 se conecta con el nodo AMADEU. 
En el puerto 6.1 va conectado el switch de la ERU 27 de B-23. 
En el puerto 6.2 va conectado el switch de la ERU 35 de B-23. 
En el puerto 6.3 va conectado el switch de la ERU 37 de B-23. 
En el puerto 6.4 va conectado el switch de la ERU 59 de B-23. 
En el puerto 6.5 va conectado el switch de la ERU 36 de B-23. 
En el puerto 6.6 va conectado el switch de la ERU 36 de B-23. 
 
 
Nodo Hirschmann Papiol. 
 
 
C.6. NODO MARTORELL: 
En el puerto 1.1 se conecta con el nodo SANT JOAN. 
En el puerto 1.2 se conecta con el nodo PAPIOL. 
En el puerto 1.3 se conecta con el nodo ACESA. 
En el puerto 1.4 se conecta con el nodo TARRAGONA. 
 
 
Nodo Hirschmann Martorell. 
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C.7. NODO AMADEU: 
En el puerto 1.1 se conecta con el nodo PAPIOL. 
En el puerto 1.2 se conecta con el nodo SCT-1. 
 
 
Nodo Hirschmann Amadeu. 
 
 
C.8. NODO PALLEJÀ: 
En el puerto 1.1 se conecta con el nodo TÀRREGA-1. 
En el puerto 1.2 se conecta con el nodo SCT-2. 
En el puerto 1.3 se conecta con el nodo SANT JOAN. 
En el puerto 6.1 va conectado el switch de la ERU 1 de A-2. 
En el puerto 6.2 va conectado el switch de la ERU 8 de A-2. 
En el puerto 6.3 va conectado el switch de la ERU 9 de A-2. 
En el puerto 6.4 va conectado el switch de la ERU 17 de A-2. 
En el puerto 6.5 va conectado el switch de la ERU 36 de B-23. 
En el puerto 6.6 va conectado el switch de la ERU 36 de B-23. 
 
 
Nodo Hirschmann Pallejà. 
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C.9. NODO CASTELLOLÍ: 
En el puerto 1.1 se conecta con el nodo TÀRREGA-2. 
En el puerto 1.2 se conecta con el nodo SCT-2. 
En el puerto 6.1 va conectado el switch de la ERU 18 de A-2. 
En el puerto 6.2 va conectado el switch de la ERU 21 de A-2. 
 
 
 
Nodo Hirschmann Castellolí. 
 
 
C.10. NODO TÀRREGA_1: 
En el puerto 1.1 se conecta con el nodo PALLEJÀ. 
En el puerto 1.2 se conecta con el nodo SOSES. 
En el puerto 6.1 va conectado el switch de la ERU 22 de A-2. 
En el puerto 6.2 va conectado el switch de la ERU 28 de A-2. 
 
 
Nodo Hirschmann Tàrrega-1. 
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C.11. NODO SOSES: 
En el puerto 1.1 se conecta con el nodo TÀRREGA-1. 
En el puerto 1.2 se conecta con el nodo TÀRREGA-2. 
En el puerto 6.1 va conectado el switch de la ERU 29 de A-2. 
En el puerto 6.2 va conectado el switch de la ERU 36 de A-2. 
 
 
Nodo Hirschmann Soses. 
 
 
C.12. NODO TÀRREGA_2: 
En el puerto 1.1 se conecta con el nodo SOSES. 
En el puerto 1.2 se conecta con el nodo CASTELLOLÍ. 
 
 
Nodo Hirschmann Tàrrega-2. 
 
 
C.13. NODO SCT-1: 
En el puerto 1.1 se conecta con el nodo GAVÀ. 
En el puerto 1.2 se conecta con el nodo CASTELLDEFELS. 
En el puerto 1.3 se conecta con el nodo AMADEU. 
En el puerto 2.1 se conecta con el nodo SCT-2. 
En el puerto 2.2 se conecta con el nodo SCT-2. 
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Nodo Hirschmann SCT-1 
 
 
C.14. NODO SCT-2: 
En el puerto 1.1 se conecta con el nodo PALLEJÀ. 
En el puerto 1.2 se conecta con el nodo CASTELLOLÍ. 
En el puerto 2.1 se conecta con el nodo SCT-1. 
En el puerto 2.2 se conecta con el nodo SCT-1. 
 
Nodo Hirschmann SCT-2 
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Anexo D. Planos de armarios LAN. 
D.1. Racks planta -1. 
 
 
 
 
 
 
110 
 
D.2. Rack planta 1. 
 
 
 
 
 
D.3. Rack planta 2. 
 
 
 
 
 
D.4. Rack planta 3.  
 
 
 
111 
 
Anexo E. Esquema lógico de red. 
 
E.1. Esquema lógico WAN. 
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E.2. Esquema lógico LAN. 
 
 
 
 
E.3. Esquema lógico servidores. 
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Anexo F. Tablas de direcciones IP. 
 
F.1. Tablas de direcciones IP equipos conectados al nodo SCT-1. 
 
IP MASK GATEWAY DESCRIPTION 
10.10.10. 5 255.255.255.0 10.10.10.2 Impresora 
10.10.10. 16 255.255.255.0 10.10.10.2 Backup's 
10.10.10. 22 255.255.255.0 10.10.10.2 Operadores 
10.10.10. 24 255.255.255.0 10.10.10.2 Damelo 
10.10.10. 25 255.255.255.0 10.10.10.2 SIP 
10.10.10. 33 255.255.255.0 10.10.10.2 Amicba client 
10.10.10. 38 255.255.255.0 10.10.10.2 Videowallx3 
10.10.10. 55 255.255.255.0 10.10.10.2 Retengraf 
10.10.10. 58 255.255.255.0 10.10.10.2 Videowallx4 
10.10.10. 62 255.255.255.0 10.10.10.2 Telecom 
10.10.10. 68 255.255.255.0 10.10.10.2 Técnicos 
10.10.10. 92 255.255.255.0 10.10.10.2 Velocitat Variable 
10.10.10. 93 255.255.255.0 10.10.10.2 Amicba històric 
10.10.10. 97 255.255.255.0 10.10.10.2 Amicba server 
10.10.10. 98 255.255.255.0 10.10.10.2 Tarjeta Proto 
10.10.10. 111 255.255.255.0 10.10.10.2 Cliente de vídeo Civicat 1 
10.10.10. 112 255.255.255.0 10.10.10.2 Cliente de vídeo Civicat 2 
10.10.10. 113 255.255.255.0 10.10.10.2 Cliente de vídeo Civicat 3 
10.10.10. 114 255.255.255.0 10.10.10.2 Cliente de vídeo Civicat 4 
10.10.10. 115 255.255.255.0 10.10.10.2 Cliente de vídeo Civicat 5 
10.10.10. 116 255.255.255.0 10.10.10.2 Cliente de vídeo Civicat 6 
10.10.10. 120 255.255.255.0 10.10.10.2 Catalunya Radio 
10.10.10. 153 255.255.255.0 10.10.10.2 Grabadores 1 
10.10.10. 154 255.255.255.0 10.10.10.2 Grabadores 2 
10.10.10. 180 255.255.255.0 10.10.10.2 Matriz Ditel-1 
10.10.10. 181 255.255.255.0 10.10.10.2 Matriz Ditel-2 
10.10.10. 233 255.255.255.0 10.10.10.2 Cliente CUATRO 
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F.2. Tabla de direcciones IP equipos de carretera C-32. 
 
IP MASK GATEWAY DESCRIPTION 
10.10.32. 30 255.255.255.0 10.10.32.7 ERU 1 
10.10.32. 31 255.255.255.0 10.10.32.7 ERU 2 
10.10.32. 32 255.255.255.0 10.10.32.7 ERU 3 
10.10.32. 33 255.255.255.0 10.10.32.7 ERU 4 
10.10.32. 34 255.255.255.0 10.10.32.7 ERU 5 
10.10.32. 35 255.255.255.0 10.10.32.7 ERU 6 
10.10.32. 36 255.255.255.0 10.10.32.7 ERU 7 
10.10.32. 37 255.255.255.0 10.10.32.7 ERU 8 
10.10.32. 38 255.255.255.0 10.10.32.7 ERU 9 
 
 
F.3. Tabla de direcciones IP servidores LAN. 
 
Planta -1 Red Servidores 192.168.1.0/24 
DNS/DHCP 
S.DNS/DHCP (IP Cluster) 192.168.1.2 
S.DNS/DHCP 1 192.168.1.3 
S.DNS/DHCP 2 192.168.1.4 
Correu 
S.Correo (IP Cluster) 192.168.1.5 
S.Correo 1 192.168.1.6 
S.Correo 2 192.168.1.7 
Web Extranet 
S.Web Extranet (IP Cluster) 192.168.1.8 
S.Web Extranet 1 192.168.1.9 
S.Web Extranet 2 192.168.1.10 
Intranet S.Intranet 192.168.1.11 
Base de datos 
S.Base de Datos (IP Cluster) 192.168.1.12 
S.Base de Datos 1 192.168.1.13 
S.Base de Datos 2 192.168.1.14 
Directorio Activo 
S.Directorio Activo (IP Cluster) 192.168.1.15 
S.Directorio Activo 1 192.168.1.16 
S.Directorio Activo 2 192.168.1.17 
Ficheros e 
impresoras 
S.Ficheros/Impresoras (IP Cluster) 192.168.1.18 
S.Ficheros/Impresoras 1 192.168.1.19 
S.Ficheros/Impresoras 2 192.168.1.20 
 
Máscara de red 255.255.255.0 
 
Broadcast 192.168.1.255 
 
Gateway 192.168.1.1 
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F.4. Tabla direcciones equipos edificio SCT por plantas. 
 
RED SCT (P1) 192.168.2.0 /27 
P1_PRINT1 (impresora) 192.168.2.28 
P1_PRINT2 (impresora) 192.168.2.29 
P1_PRINT3 (impresora) 192.168.2.30 
Máscara de red 255.255.255.224 
Broadcast 192.168.2.31 
Gateway 192.168.2.1 
  
RED SCT (P2) 192.168.3.0/27 
P2_PRINT1 (impresora) 192.168.3.28 
P2_PRINT2 (impresora) 192.168.3.29 
P2_PRINT3 (impresora) 192.168.3.30 
Máscara de red 255.255.255.224 
Broadcast 192.168.3.31 
Gateway 192.168.3.1 
  
RED SCT (P3) 192.168.4.0/27 
P3_PRINT1 (impresora) 192.168.4.28 
P3_PRINT2 (impresora) 192.168.4.29 
P3_PRINT3 (impresora) 192.168.4.30 
Máscara de red 255.255.255.224 
Broadcast 192.168.4.31 
Gateway 192.168.4.1 
  
RED Wifi 192.168.5.0/27 
Máscara de red 255.255.255.224 
Broadcast 192.168.5.31 
Gateway 192.168.5.1 
 
