On Moore-Yamasaki-Kharazishvili type measures and the infinite powers of
  Borel diffused probability measures on ${\bf R} by Kintsurashvili, M. et al.
ar
X
iv
:1
50
6.
02
93
5v
1 
 [m
ath
.PR
]  
18
 M
ay
 20
15
ON MOORE-YAMASAKI-KHARAZISHVILI TYPE MEASURES
AND THE INFINITE POWERS OF BOREL DIFFUSED
PROBABILITY MEASURES ON R
M.KINTSURASHVILI, T.KIRIA AND G.PANTSULAIA
Abstract. The paper contains a brief description of Yamasaki’s remarkable
investigation (1980) of the relationship between Moore-Yamasaki-Kharazishvili
type measures and infinite powers of Borel diffused probability measures on R.
More precisely, we give Yamasaki’s proof that no infinite power of the Borel
probability measure with a strictly positive density function on R has an equiv-
alent Moore-Yamasaki-Kharazishvili type measure. A certain modification of
Yamasaki’s example is used for the construction of such a Moore-Yamasaki-
Kharazishvili type measure that is equivalent to the product of a certain infinite
family of Borel probability measures with a strictly positive density function
on R. By virtue of the properties of equidistributed sequences on the real axis,
it is demonstrated that an arbitrary family of infinite powers of Borel diffused
probability measures with strictly positive density functions on R is strongly
separated and, accordingly, has an infinite-sample well-founded estimator of
the unknown distribution function. This extends the main result established
in [ Zerakidze Z., Pantsulaia G., Saatashvili G. On the separation problem
for a family of Borel and Baire G-powers of shift-measures on R // Ukrainian
Math. J. -2013.- 65 (4).- P. 470–485 ].
1. Introduction
Let µ and ν be non-trivial σ-finite measures on a measurable space (X,M). The
measures µ and ν are called orthogonal if there is a measurable set E ∈ M such
that µ(E) = 0 and ν(X \ E) = 0. The measures µ and ν are called equivalent if
and only if the following condition
(∀E)(E ∈M → (µ(E) = 0⇐⇒ ν(E) = 0))
is satisfied.
It is well known that the following facts hold true in an n-dimensional Euclidean
vector space Rn (n ∈ N):
Fact 1.1 Let µ be a probability Borel measure on R with a strictly positive
continuous distribution function and λn be a Lebesgue measure defined on the n-
dimensional topological vector space Rn. Then the measures µn and λn are equiv-
alent.
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Fact 1.2 Let (µk)1≤k≤n be a family of Borel probability measures on R with
strictly positive continuous distribution functions and λn be a Lebesgue measure de-
fined on the n-dimensional topological vector space Rn. Then the measures
∏n
k=1 µk
and λn are equivalent.
Fact 1.3 Let µ1 and µ2 be Borel probability measures on R with strictly positive
continuous distribution functions. Then the measures µn1 and µ
n
2 are equivalent.
Fact 1.4 Let (µk)1≤k≤n be a family of Borel probability measures on R with
strictly positive continuous distribution functions. Then the measures µnk and µ
n
l
are equivalent for each 1 ≤ k ≤ l ≤ n.
The proof of the above mentioned facts employs the following simple lemma
which is well known in the literature.
Lemma 1.1 Let µk and νk be equivalent non-trivial σ-finite Borel measures on
the measurable space (Xk,Mk) for 1 ≤ k ≤ n. Then the measures
∏n
k=1 µk and∏n
k=1 νk are equivalent.
Proof. Note that for proving Lemma 1.1, it suffices to prove that if µk is absolutely
continuous with respect to νk(k = 1, 2), then so is
∏2
k=1 µk with respect to
∏2
k=1 νk.
Assume that E ∈ M1 ×M2 such that µ1 × µ2(E) = 0. We have to show that
ν1 × ν2(E) = 0.
By the Fubini theorem we have
0 = µ1 × µ2(E) =
∫
X1
µ2(E ∩ ({x} ×X2))dµ1(x).
This means that
µ1({x : µ2(E ∩ ({x} ×X2)) > 0}) = 0
or, equivalently,
µ1(X1 \ {x : µ2(E ∩ ({x} ×X2)) = 0}) = 0.
Since ν1 ≪ µ1, we have
{x : µ2(E ∩ ({x} ×X2)) = 0} ⊆ {x : ν2(E ∩ ({x} ×X2)) = 0}.
Since ν1 ≪ µ1 and
µ1(X1 \ {x : ν2(E ∩ ({x} ×X2)) = 0}) = 0,
we have
ν1(X1 \ {x : ν2(E ∩ ({x} ×X2)) = 0}) = ν1({x : ν2(E ∩ ({x} ×X2)) > 0}) = 0.
Finally, we get
ν1 × ν2(E) =
∫
X1
ν2(E ∩ ({x} ×X2))dν1(x) =
∫
{x:ν2(E∩({x}×X2))>0}
ν2(E ∩ ({x} ×X2))dν1(x)+
∫
{x:ν2(E∩({x}×X2))=0}
ν2(E ∩ ({x} ×X2))dν1(x) = 0.

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In order to obtain the infinite-dimensional versions of Facts 1.1-1.2, we must
know what measures in infinite-dimensional topological vector spaces can be taken
as partial analogs of the Lebesgue measure in Rn (n ∈ N). In this direction the
results of I. Girsanov and B. Mityagyn [5] and Sudakov [16] on the nonexistence
of nontrivial translation-invariant σ-finite Borel measures in infinite-dimensional
topological vector spaces are important. These authors assert that the proper-
ties of σ-finiteness and of translation-invariance are not consistent. Hence one can
weaken the property of translation-invariance for analogs of the Lebesgue mea-
sure and construct nontrivial σ-finite Borel measures which are invariant under
everywhere dense linear manifolds. We wish to make a special note that Moore
[12], Yamasaki [19] and Kharazishvili [9] give the constructions of such measures
in an infinite-dimensional Polish topological vector space RN of all real-valued se-
quences equipped with product topology, which are invariant under the group R(N)
of all eventually zero real-valued sequences. Such measures can be called Moore-
Yamasaki-Kharazishvili type measures in RN. Using Kharazishvili’s approach [9], it
is proved in [3] that every infinite-dimensional Polish linear space admits a σ-finite
non-trivial Borel measure that is translation invariant with respect to a dense linear
subspace. This extends a recent result of Gill, Pantsulaia and Zachary [4] on the
existence of such measures in Banach spaces with Schauder bases.
In this paper, we focus on the question whether Facts 1.1-1.2 admit infinite-
dimensional generalizations in terms of Moore-Yamasaki-Kharazishvili type mea-
sures in RN. To this end, our consideration will involve the following problems.
Problem 1.1 Let µ be a probability Borel measure on R with a strictly posi-
tive continuous distribution function and λ be a Moore-Yamasaki-Kharazishvili type
measure in RN. Are the measures µN and λ equivalent ?
Problem 1.2 Let (µk)k∈N be a family of Borel probability measures on R with
strictly positive continuous distribution functions and λ be a Moore-Yamasaki-
Kharazishvili type measure in RN. Are the measures
∏
k∈N µk and λ equivalent?
Concerning Facts 1.3-1.4, it is natural to consider the following problems.
Problem 1.3 Let µ1 and µ2 be Borel probability measures on R with strictly
positive continuous distribution functions. Are the measures µN1 and µ
N
2 equivalent?
Problem 1.4 Let (µi)i∈I be a family of all Borel probability measures on R with
strictly positive continuous distribution functions. Setting S(RN) := ∩i∈Idom(µNi ),
where µNi denotes a usual completion of the measure µ
N
i (i ∈ I), does there exist a
partition (Di)i∈I of RN into elements of the σ-algebra S(RN) such that µNi (Di) = 1
for each i ∈ I?
Problems 1.3-1.4 are not new and have been investigated by many authors in
more general formulations. In this direction, we should specially mention the result
of S. Kakutani [8](see Theorem 4.3) stating that if one has equivalent probability
measures µi and νi on the σ-algebra Li of subsets of a set Ωi, i = 1, 2, · · · and if
µ and ν denote respectively the infinite product measures
∏
i∈N µi and
∏
i∈N νi
on the infinite product σ-algebra generated on the infinite product set Ω, then
µ and ν are either equivalent or orthogonal. Similar dichotomies have revealed
themselves in the study of Gaussian stochastic processes. C. Cameron and W.E.
Martin [1] that if one considers the measures induced on a path space by a Wiener
process on the unit interval, then, if the variances of corresponding processes are
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different, the measures are orthogonal. Results of this kind were generalized by
many authors(cf. [2], [6] and others). A.M. Vershik [17] proved that a group of
all admissible translations(in the sense of quasiinvariance) of an arbitrary Gaussian
measure in an infinite-dimensional separable Hilbert space is a linear manifold.
For study of the general problem of equivalence and singularity of two product
measures was carried out by various authors using different approaches, among
which are the strong law of large numbers, the properties of the Hellinger integral
[7], the zero-one laws [11] and so on. In this paper, we propose a new approach for
the solution of Problems 1.3-1.4, which uses the properties of uniformly distributed
sequences [10].
In Sections 2-3, we give solutions of Problems 1.1-1.2 which are due to Yamasaki
[19]. In Section 4, we give solutions of Problems 1.3-1.4.
2. Negative solution of the Problem 1.1
A negative solution of Problem 1.1 is contained in the following
Fact 2.1([19], Proposition 2.1, p. 696)Let f(x) be a measurable function on R1
which satisfies f(x) > 0 and
∫ +∞
−∞ f(x)dx = 1. Let µ be the stationary product
measure of f (i.e. dµ =
∏∞
i=1 f(xi)dxi) and R
(N) be a linear vector space of all
eventually zero real-valued sequences. Then µ is R(N)-quasi-invariant but µ has no
equivalent Moore-Yamasaki-Kharazishvili type measure.
Proof. As proved in [14], the stationary product measure µ is R(N)-ergodic. Let∑
be the permutation group on the set of all natural numbers N = {1, 2, ...}.
∑
can be regarded as a transformation group on RN, and µ is
∑
-invariant. Let
∑
0
be the subgroup of
∑
generated by all transpositions (of two elements of N).
∑
0
consists of such a permutation σ ∈
∑
that satisfies σ(i) = i except finite numbers
of i ∈ N . As shown in [14], the measure µ is
∑
0-ergodic.
Now, we shall derive a contradiction assuming that µ has an equivalent R(N)-
invariant σ-finite measure ν. Since µ ≈ ν, where µ is
∑
0-invariant and
∑
0- ergodic,
and ν is
∑
0-invariant, then we have µ = cν for some constant c > 0. Thus, the
R(N)-invariance of ν implies that of µ, which is a contradiction.
Therefore it suffices to prove that ν is
∑
0-invariant, namely for each σ ∈
∑
0,
τσν = ν, where
τσν(B) = ν(σ
−1(B)), (2.1)
for each B ∈ B(RN ). Since τσµ = µ, we have τσν ≈ ν. On the other hand,
ν is R(N)-ergodic because µ is such. Therefore if τσν is R
(N)-invariant, then we
have τσν = cσν for some constant cσ > 0. In particular for a transposition σ,
σ2 = l implies c2σ = l, hence cσ = 1. This means that ν is invariant under any
transposition. Since
∑
0 is generated by the set of all transpositions, we have
proved the
∑
0-invariance of ν.
To complete the proof of Fact 2.1, it remains only to prove that τσν is R
(N)-
invariant. Since ν is R(N) -invariant, we have τxν = ν for any x ∈ R(N). Therefore
(∀x)(x ∈ R(N) → τστxν = τσν). (2.2)
However, we can easily show τστxν = τσxτσν, so (2.2) implies that τσ is σ(R
(N))-
invariant. Since σ maps R(N) onto R(N), namely σ(R(N)) = R(N) we have proved
the R(N)-invariance of τσν.

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3. Particular solution of Problem 1.2
Remark 3.1. If in the formulation of Problem 1.2 we have that µk = µn for each
k, n ∈ N , then, following Fact 2.1, the answer to the question posed in Problem 2.1
is no.
Example 3.1.([13], Section 1, p. 354 ). Let RN be the topological vector space
of all real-valued sequences equipped with the Tychonoff topology. Let us denote
by B(RN ) the σ-algebra of all Borel subsets in RN .
Let (ai)i∈N and (bi)i∈N be sequences of real numbers such that
(∀i)(i ∈ N → ai < bi).
We put
An = R0 × · · · ×Rn × (
∏
i>n
∆i) ,
for n ∈ N , where
(∀i)(i ∈ N → Ri = R & ∆i = [ai; bi[).
We put also
∆ =
∏
i∈N
∆i.
For an arbitrary natural number i ∈ N , consider the Lebesgue measure µi defined
on the space Ri and satisfying the condition µi(∆i) = 1. Let us denote by λi the
normed Lebesgue measure defined on the interval ∆i.
For an arbitrary n ∈ N , let us denote by νn the measure defined by
νn =
∏
1≤i≤n
µi ×
∏
i>n
λi,
and by νn the Borel measure in the space R
N defined by
(∀X)(X ∈ B(RN )→ νn(X) = νn(X ∩ An)).
Note that (see [13], Lemma 1.1, p. 354) for an arbitrary Borel set X ⊆ RN there
exists a limit
ν∆(X) = lim
n→∞
νn(X).
Moreover, the functional ν∆ is a nontrivial σ-finite measure defined on the Borel
σ-algebra B(RN ).
Recall that an element h ∈ RN is called an admissible translation in the sense
of invariance for the measure ν∆ if
(∀X)(X ∈ B(RN )→ ν∆(X + h) = ν∆(X)).
We define
G∆ = {h : h ∈ R
N & h is an admissible translation for ν∆}.
It is easy to show that G∆ is a vector subspace of R
N .
We have the following
Lemma 3.1. ([13],Theorem 1.4, p.356) The following conditions are equivalent:
1) g = (g1, g2, · · · ) ∈ G∆,
2) (∃ng)(ng ∈ N → the series
∑
i≥ng
ln(1−
|gi|
bi − ai
) is convergent).
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Let R(N) be the space of all finite sequences, i.e.,
R(N) = {(gi)i∈N |(gi)i∈N ∈ RN & card{i|gi 6= 0} < ℵ0}.
It is clear that, on the one hand, for an arbitrary compact infinite-dimensional
parallelepiped ∆ =
∏
k∈N
[ak, bk], we have
R(N) ⊂ G∆.
On the other hand, G∆ \R(N) 6= ∅ since an element (gi)i∈N defined by
(∀i)(i ∈ N → gi = (1− exp{−
bi − ai
2i
} × (bi − ai)))
belongs to the difference G∆ \R(N).
It is easy to show that the vector space G∆ is everywhere dense in R
N with
respect to the Tychonoff topology since R(N) ⊂ G∆.
Below we present an example of the product of an infinite family of Borel prob-
ability measures on R with strictly positive continuous distribution functions and
a Moore-Yamasaki-Kharazishvili type measure in RN, such that these measures are
equivalent.
Let (cn)n∈N be a sequence of positive numbers such that 0 < cn < l. On the
real axis R, for each n consider a continuous function fn(x) which satisfies:
0 < fn(x) < 1,
∫ +∞
−∞
fn(x)dx = 1,
fn(x) = ck for x ∈ [0, 1].
Such a function fn(x) exists certainly for any n ∈ N .
For n ∈ N , let us denote by µn a Borel probability measure on R defined by the
distribution density function fn.
Fact 3.1 If
∏
n∈N cn > 0, then the measures
∏
n∈N µn and ν[0,1]N are equivalent.
Proof. By the Fubini theorem, one can easily prove that the measure
∏
n∈N µn is
R(N)-quasiinvariant. According to [14], every product measure on RN is R(N)-
ergodic. Therefore,
∏
n∈N µn, hence ν[0,1]N , too is R
(N)- ergodic.
For x = (xn) ∈ R
N , define a function f(x) by:
f(x) =
∏
n∈N
fn(x). (3.1)
Since 0 < f(xn) < 1, the partial product decreases monotonically, so that the
infinite product in (3.1) exists certainly. If x ∈ An, then xk ∈ [0, 1] for k > n, so
we have
f(x) =
n∏
k=1
fk(xk)
∏
k>n
ck > 0.
Thus f(x) is positive on An, hence positive on ∪n∈NAn, too. On the other hand,
since ν[0,1]N (R
N \ ∪n∈NAn) = 0, we see that f(x) is positive for ν[0,1]N -almost all
x.
Now, define a measure ν
′
on RN by
ν
′
(X) =
∫
X
f(x)dν[0,1]N (x)
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for X ∈ B(RN ).
Let us show that
∏
n∈N µn = ν
′
. For this it suffices to show that for each
A ∈ B(Rn) we have
ν
′
(A×RN\{1,··· ,n}) =
∏
n∈N
µn(A×R
N\{1,··· ,n}).
Indeed, we have
ν
′
(A×RN\{1,··· ,n}) =
∫
A×RN\{1,··· ,n}
f(x)dν[0,1]N (x) =
lim
m→+∞
∫
Am∩(A×RN\{1,··· ,n})
f(x)dν[0,1]N (x) =
lim
m→+∞
∫
A×∏m
k=n+1
R×∏
k>m
[0,1]
f(x)dν[0,1]N (x) =
lim
m→+∞
∫
A×∏m
k=n+1
R×∏
k>m
[0,1]
f(x)d(
m∏
k=1
µk ×
∏
k>m
λk) =
lim
m→+∞
∫
A×∏m
k=n+1
R
(
∫
∏
k>m
[0,1]
f(x)d
∏
k>m
λk)d
m∏
k=1
µk =
lim
m→+∞
∫
∏
k>m
[0,1]
∏
k>m
fk(xk)d
∏
k>m
λk×
lim
m→+∞
∫
A×∏m
k=n+1
R
m∏
k=1
fk(xk)d
m∏
k=1
µk =
lim
m→+∞
∫
∏
k>m[0,1]
∏
k>m
fk(xk)d
∏
k>m
λk×
lim
m→+∞
∫
A
n∏
k=1
fk(xk)d
n∏
k=1
µk ×
∫
∏
m
k=n+1 R
m∏
k=n+1
fk(xk)d
m∏
k=n+1
µk =
lim
m→+∞
∏
k>m
ck ×
n∏
k=1
µk(A) =
n∏
k=1
µk(A) =
∏
k∈N
µk(A×R
N\{1,··· ,n}).
This ends the proof of Fact 3.1.

Remark 3.2. Let the product-measure
∏
k∈N µk comes from Fact 3.1. Then by
virtue of Lemma 3.1, we know that the group of all admissible translations (in
the sense of invariance) for the measure ν[0,1]N is l1 = {(xk)k∈N : (xk)k∈N ∈
RN &
∑
k∈N |xk| < +∞}. Following Fact 3.1, the measures
∏
k∈N µk and ν[0,1]N
are equivalent, which implies that the group of all admissible translations (in the
sense of quasiinvariance) for the measure
∏
k∈N µk is equal to l1.
For (xk)k∈N ∈ l1, we set νk(X) = µk(X − xk) for each X ∈ B(R). It is obvious
that µk and νk are equivalent for each k ∈ N . For k ∈ N and x ∈ R, we put
ρk(x) =
dνk(x)
dµk(x)
. Let us consider the product-measures µ =
∏
k∈N
µk and ν =
∏
k∈N
νk.
On the one hand, following our observation, the measures µ and ν are equivalent.
On the other hand, by virtue of Kakutani’s well known result (see, [8]), since the
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measures µ and ν are equivalent, we deduce that the infinite product
∏
k∈N
αk is
divergent to zero, where αk =
∫
R
√
ρk(xk)dµk(xk). In this case rn(x) =
n∏
k=1
ρk(x) is
convergent (in the mean) to the function r(x) =
∞∏
k=1
ρk(x) which is the density of
the measure ν with respect to µ, i.e.,
r(x) =
dν(x)
dµ(x)
.
Remark 3.3. The approach used in the proof of Fact 3.1 is taken from [19](see
Proposition 4.1, p. 702).
In the context of Fact 3.1 we state the following
Problem 3.1 Do there exist a family (µk)k∈N of linear Gaussian probability
measures on R and a Moore-Yamasaki-Kharazishvili type measure λ in RN such
that the measures
∏
k∈N
µk and λ are equivalent?
4. Solution of Problems 1.3 - 1.4
We present a new approach for the solution of Problems 1.3 - 1.4, which is quite
different from the approach introduced in [8]. Our approach uses the technique
of the so-called uniformly distributed sequences. The main notions and auxiliary
propositions are taken from [10].
Definition 4.1. [10] A sequence (xk)k∈N of real numbers from the interval (a, b)
is said to be equidistributed or uniformly distributed on an interval (a, b) if for any
subinterval [c, d] of (a, b) we have
lim
n→∞
n−1#({x1, x2, · · · , xn} ∩ [c, d]) = (b − a)−1(d− c),
where # denotes the counting measure.
Now let X be a compact Polish space and µ be a probability Borel measure on
X . Let R(X) be a space of all bounded continuous measurable functions defined
on X .
Definition 4.2. A sequence (xk)k∈N of elements ofX is said to be µ-equidistributed
or µ-uniformly distributed on X if for every f ∈ R(X) we have
lim
n→∞
n−1
n∑
k=1
f(xk) =
∫
X
fdµ.
Definition 4.3. ([10], Lemma 2.1, p. 199) Let f ∈ R(X). Then, for µN -almost
every sequence (xk)k∈N ∈ XN , we have
lim
n→∞
n−1
n∑
k=1
f(xk) =
∫
X
fdµ.
Lemma 4.4. ([10], pp. 199-201) Let S be a set of all µ-equidistributed sequences
on X. Then we have µN (S) = 1.
Corollary 4.5. ([20], Corollary 2.3, p. 473) Let ℓ1 be a Lebesgue measure on (0, 1).
Let D be a set of all ℓ1-equidistributed sequences on (0, 1). Then we have ℓ
N
1 (D) = 1.
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Definition 4.6. Let µ be a probability Borel measure on R with a distribution
function F . A sequence (xk)k∈N of elements of R is said to be µ-equidistributed
or µ-uniformly distributed on R if for every interval [a, b](−∞ ≤ a < b ≤ +∞) we
have
lim
n→∞
n−1#([a, b] ∩ {x1, · · · , xn}) = F (b)− F (a).
Lemma 4.7. ([20], Lemma 2.4, p. 473) Let (xk)k∈N be an ℓ1-equidistributed se-
quence on (0, 1), F be a strictly increasing continuous distribution function on R
and p be a Borel probability measure on R defined by F . Then (F−1(xk))k∈N is
p-equidistributed on R.
Corollary 4.8. ([20], Corollary 2.4, p. 473) Let F be a strictly increasing contin-
uous distribution function on R and p be a Borel probability measure on R defined
by F . Then for a set DF ⊂ RN of all p-equidistributed sequences on R we have :
(i) DF = {(F−1(xk))k∈N : (xk)k∈N ∈ D};
(ii) pN(DF ) = 1.
Lemma 4.9. Let F1 and F2 be different strictly increasing continuous distribution
functions on R, and p1 and p2 be Borel probability measures on R defined by F1
and F2, respectively. Then there does not exist a sequence of real numbers (xk)k∈N
which simultaneously is p1-equidistributed and p2-equidistributed.
Proof. Assume the contrary and let (xk)k∈N be such a sequence. Since F1 and
F2 are different, there is a point x0 ∈ R such that F1(x0) 6= F2(x0). The latter
relation is not possible under our assumption because (xk)k∈N simultaneously is
p1-equidistributed and p2-equidistributed, which implies
F1(x0) = lim
n→∞
n−1#((−∞, x0] ∩ {x1, · · · , xn}) = F2(x0).

The next theorem contains the solution of Problem 1.3.
Theorem 4.10. Let F1 and F2 be different strictly increasing continuous distribu-
tion functions on R and p1 and p2 be Borel probability measures on R, defined by
F1 and F2, respectively. Then the measures p
N
1 and p
N
2 are orthogonal.
Proof. LetDF1 andDF2 denote p1-equidistributed and p2-equidistributed sequences
on R, respectively. By Lemma 4.9 we know that DF1∩DF2 = ∅. By Corollary 4.8 we
know that pN1 (DF1) = 1 and p
N
2 (DF2) = 1. This ends the proof of the theorem. 
Definition 4.11. Let {µi : i ∈ I} be a family of probability measures defined on
a measure space (X,M). Let S(X) be defined by
S(X) = ∩i∈Idom(µi),
where µi denotes a usual completion of the measure µi. We say that the family
{µi : i ∈ I} is strongly separable if there exists a partition {Ci : i ∈ I} of the space
X into elements of the σ-algebra S(X) such that µi(Ci) = 1 for each i ∈ I.
Definition 4.12. Let {µi : i ∈ I} be a family of probability measures defined
on a measure space (X,M). Let S(I) denote a minimal σ-algebra generated by
singletons of I and the σ-algebra S(X) of subsets of X be defined by
S(X) = ∩i∈Idom(µi),
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where µi denotes a usual completion of the measure µi for i ∈ I. We say that
a (S(X), S(I))-measurable mapping T : X → I is a well-founded estimate of an
unknown parameter i (i ∈ I) for the family {µi : i ∈ I} if the following condition
(∀i)(i ∈ I → µi(T
−1({i}) = 1))
holds true.
One can easily get the validity of the following assertion.
Lemma 4.13. ([20], Lemma 2.5, p. 474) Let {µi : i ∈ I} be a family of proba-
bility measures defined on a measure space (X,M). The following propositions are
equivalent:
(i) The family of probability measures {µi : i ∈ I} is strongly separable;
(ii) There exists a well-founded estimate of an unknown parameter i (i ∈ I) for
the family {µi : i ∈ I}.
The next theorem contains the solution of Problem 1.4.
Theorem 4.14. Let F be a family of all strictly increasing and continuous distri-
bution functions on R and pF be a Borel probability measure on R defined by F
for each F ∈ F . Then the family of Borel probability measures {pNF : F ∈ F)} is
strongly separable.
Proof. We denote by DF the set of all pF -equidistributed sequences on R for each
F ∈ F . By Lemma 4.9 we know that DF1 ∩DF2 = ∅ for each different F1, F2 ∈ F .
By Corollary 4.8 we know that pNF (DF ) = 1 for each F ∈ F . Let us fix F0 ∈ F and
define a family (CF )F∈F of subsets of RN as follows: CF = DF for F ∈ F \ {F0}
and CF0 = R
N \ ∪F∈F\{F0}DF . Since DF is a Borel subset of R
N for each F ∈ F ,
we claim that CF ∈ S(R
N) for each F ∈ F \ {F0}. Since pNF (R
N \ ∪F∈FDF ) = 0
for each F ∈ F , we deduce that RN \ ∪F∈FDF ∈ ∩F∈Fdom(pNF ) = S(R
N ). Since
S(RN) is an σ-algebra, we claim that CF0 ∈ S(R
N) because pNF (R
N \∪F∈FDF ) = 0
for each F ∈ F(equivalently, RN \ ∪F∈FDF ∈ S(RN)), and
CF0 = R
N \ ∪F∈F\{F0}DF = (R
N \ ∪F∈FDF ) ∪DF0 .
This ends the proof of the theorem.

By virtue of the results of Lemma 4.13 and Theorem 4.14 we get the following
Corollary 4.15. Let F be a family of all strictly increasing and continuous dis-
tribution functions on R. Then there exists a well-founded estimate of an un-
known distribution function F (F ∈ F) for the family of Borel probability measures
{pNF : F ∈ F}.
Remark 4.16. The validity of Theorem 4.14 and Corollary 4.15 can be obtained for
an arbitrary family of strictly increasing and continuous distribution functions on
R. Note that Corollary 4.15 extends the main result established in [20](see Lemma
2.6, p. 476).
Remark 4.17. The requirements in Theorem 4.14 that all Borel probability measures
on R are defined by strictly increasing and continuous distribution functions on
R and the measures under consideration are infinite powers of the corresponding
measures are essential. Indeed, let µ be a linear Gaussian measure on R whose
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density distribution function has the form f(x) = 1√
2pi
e−
x2
2 (x ∈ R). Let δx be a
Dirac measure defined on the Borel σ-algebra of subsets of R and concentrated at
x (x ∈ R). Let D be a subset of RN defined by
D = {(xk)k∈N : lim
n→∞
∑n
k=1 xk
n
= 0}.
It is obvious that D is a Borel subset of RN.
For (xk)k∈N ∈ D we set µ(xk)k∈N =
∏
k∈N δxk
1. Let us consider the family of
Borel probability measures {µN} ∪ {µ(xk)k∈N : (xk)k∈N ∈ D}. It is obvious that
it is an orthogonal family of Borel product-measures for which Theorem 4.14 fails.
Indeed, assume the contrary and let {C}∪{C(xk)k∈N : (xk)k∈N ∈ D} be such a par-
tition of RN into elements of the σ-algebra S0(R
N ) = ∩(xk)k∈N∈Ddom(µ(xk)k∈N ) ∩
dom(µN ) that µ(xk)k∈N (C(xk)k∈N ) = 1 for (xk)k∈N ∈ D and µ
N (C) = 1. Since
(xk)k∈N ∈ C(xk)k∈N for each (xk)k∈N ∈ D we deduce that D ∩C = ∅. This implies
that µN (C) ≤ µN (RN \D) = 0 because by the strong law of large numbers we have
that µN (D) = 1. The latter relation is a contradiction and Remark 4.17 is proved.
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