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Abstract. Learning to generate natural scenes has always been a daunt-
ing task in computer vision. This is even more laborious when generating
images with very different views. When the views are very different, the
view fields have little overlap or objects are occluded, leading the task
very challenging. In this paper, we propose to use Generative Adver-
sarial Networks (GANs) based on a deformable convolution and atten-
tion mechanism to solve the problem of cross-view image synthesis (see
Fig. 1). It is difficult to understand and transform scenes appearance and
semantic information from another view, thus we use deformed convo-
lution in the U-net network to improve the network’s ability to extract
features of objects at different scales. Moreover, to better learn the cor-
respondence between images from different views, we apply an attention
mechanism to refine the intermediate feature map thus generating more
realistic images. A large number of experiments on different size images
on the Dayton dataset [1] show that our model can produce better results
than state-of-the-art methods.
Keywords: Cross-View Image Synthesis · GANs · Attention Mechanism
· Deformable Convolution.
1 Introduction
Cross-view image synthesis aims to translate images between two distinct views,
such as synthesizing ground images from aerial images, and vice versa. This
problem has aroused great interest in the computer vision and virtual reality
communities, and it has been widely studied in recent years [2,3,4,5,6,7,8,9].
Earlier work used encoder-decoder convolutional neural networks (CNNs) to
study the viewpoint code included in the bottleneck representation for urban
scene synthesis [10] and 3D object transformations [11]. Besides, when the view
fields have little overlap or objects are occluded, and similar objects in one view
may be completely different from another view (i.e., view invariance issues),
this task will be more challenging. For example, the aerial view of a building
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Fig. 1. Example images in overhead/aerial view (left) and street-view/ground-level
(right). The images reflect the great diversity and richness of features in two views
implying that the network needs to learn a lot for meaningful cross-view generation.
(i.e., the roof) tells very little about the color and design of the building seen
from the street-view. The generation process is generally easier when the image
contains a single object in a uniform background. In contrast, when the scene
contains multiple objects, generating other view becomes much more challenging.
This is due to the increase in underlying parameters that contribute to the
variations (e.g., occlusions, shadows, etc). An example scenario, addressed here,
is generating street-view (a.k.a ground level) image of a location from its aerial
(a.k.a overhead) image. Fig. 1 illustrates some corresponding images in the two
different views.
To solve this challenging problem, Krishna and Ali [6] proposed a conditional
GAN model that jointly learns the generation in both the image domain and the
corresponding semantic domain, and the semantic predictions are further utilized
to supervise the image generation. Although this method has been interestingly
explored, there are still unsatisfactory aspects of the generated scene structure
and details. Moreover, Tang et al. [12] recently proposed the multi-channel atten-
tion selection generation adversarial network (SelectionGAN), which can learn
conditional images and target semantic maps together, and the automatically
learned uncertainty map can be used to guide pixel loss to achieve better network
optimization. However, we observe that there are still unsatisfactory aspects in
the generated scene structure and details. For example, for the outline bound-
aries of some objects, there are obvious wrong marks and unclear.
To tackle this challenging problem, we add deformed convolution to the U-
net network to improve the network’s ability to extract features of objects at
different scales. At the same time, we use the attention mechanism [13] to refine
the feature map to obtain a more detailed feature map for generating more
realistic images. A large number of experiments show that our model can produce
better results than state-of-the-art models, i.e., Pix2Pix [2], X-Fork [6], X-Seq [6]
and SelectionGAN [12].
In summary, our contributions of this paper are as follows:
Cross-View Image Synthesis 3
– We employed the attention mechanism to refine the feature map to generate
more realistic images for the challenging cross-view image translation tasks.
– We also embed deformable convolutions in the U-net network to improve the
network’s ability for extracting features of objects at different scales.
– An additional loss function is added to improve the network training, thereby
achieving a more stable optimization process.
2 Related work
Existing work on viewpoint transformation has been performed to synthesize
novel views of the same object [14,15,16]. For example, Zhou et al. [16] pro-
posed models learn to copy pixel information from the input view and uses
them to retain the identity and structure of the object to generate a new view.
Tatarchenko et al. [15] trained a network of codes to obtain 3D representation
models of cars and chairs, which were subsequently used to generate different
views of unseen images of cars or chairs. Dosovitskiy et al. [14] learned to gener-
ate models by training 3D renderings of cars, chairs, and tables, and synthesize
intermediate views and objects by interpolating between views and models. Zhai
et al. [17] explored the semantic layout of predicting ground images from their
corresponding aerial images. They synthesized ground panoramas using the pre-
dicted layouts. Previous work on aerial and ground images has addressed issues
such as cross-view co-localization [18,19], ground-to-aerial geo-localization [20]
and geo-tagging the cross-view images [21].
Compared with existing methods such as Restricted BoltzmannMachines [22]
and Deep Boltzmann Machines [23], generative adversarial networks (GANs) [24]
have shown the ability to generate better quality images [25,26,27,28]. The vanilla
GAN model [24] has two important components, i.e., the generator G and the
discriminator D. The generator G aims to generate realistic from the noise vec-
tor, while D tries to distinguish between real image and image generated by
G. Although it has been successfully used to generate high visual fidelity im-
ages [26,29,30,31], there are still some challenges such as how to control the
image generation process under specific settings. To generate domain-specific
images, the conditional GAN (CGAN) [28] has been proposed. CGAN usually
combines vanilla GAN with some external information.
Krishna and Ali [6] proposed two structures (X-Fork and X-Seq) based on
Conditional GANs to solve the task of image translation from aerial to street-
view using additional semantic segmentation maps. Moreover, Tang et al. [12]
proposed the multi-channel attention selection generation adversarial network
(SelectionGAN), which consists of two generation stages. In the first stage, a
cyclic semantically guided generation sub-net was proposed. This network re-
ceives images and conditional semantic maps in one view, while synthesizing
images and semantic maps in another view. The second stage uses the rough
predictions and learned deep semantic features of the first stage, and uses the
suggested multi-channel attention selection the module performs fine-grained
generation.
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Fig. 2. Architecture of the proposed network.
3 Network Design
The network structure we proposed is based on the SelectionGAN model, which
consists of three generators (i.e., Gi, Ga, Gs), two discriminators (i.e., D1, D2),
and an attention mechanism module. The network structure can be divided into
two stages, as shown in Fig. 2.
In the first stage, an image Ia of one perspective and a semantic map Sg
of another perspective are input to the generator Gi to generate an image I
′
g
of another perspective and the feature map Fi of the last convolution layer.
Then the generated image I ′g is input into the generator Gs to generate the
corresponding semantic map S′g.
In the second stage, the feature maps Fi and Fs generated in the first stage
are refined through the attention mechanism module to obtain the refined feature
maps F ′i and F
′
s. Next, they are combined with the image Ia and the generated
image I ′g and inputted to the generator Ga to generate a refined image I
′′
g as the
final output. This refined image I ′′g is then input to the generator Gs to generate
the corresponding semantic map S′′g .
Note that we use only one generator Gs in both the first and second stages,
since the purpose is to generate a corresponding semantic image from an image.
3.1 Attention Mechanism
Since the SelectionGAN model takes the coarse feature map as input of the sec-
ond stage. So we consider that we can use the attention mechanism to refine
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Fig. 3. Attention Mechanism Module.
the feature map before inputting it into the generator Ga. The attention mech-
anism is consisted of Channel Attention Module and Spatial Attention Module,
as shown in Fig. 3. Given an intermediate feature map, the attention mechanism
will follow two separate dimensions to infer the attention maps, and then the
attention maps are multiplied with the input features to map adaptive features.
Experiments show that after adding the attention mechanism, the generation
performance is indeed improved.
3.2 Deformable Convolution
Deformable convolution [32] adds spatial sampling positions with additional off-
sets and learns offsets in the target task without additional supervision. The
new module can easily replace the ordinary peers in existing CNNs and a large
number of experiments have verified that this method learns dense spatial trans-
formations in deep CNNs and is effective for complex visual tasks such as object
detection and semantic segmentation.
Therefore, we embed deformable convolutions into U-net. The outermost
layer of the network can better extract the features from the input maps. The
network structure is shown in Fig. 4.
3.3 Overall Optimization Objective
Adversarial Loss. SelectionGAN [12] uses one discriminator D1 for the gener-
ated images on two stages. D1 takes the input and the generated fake image as
input, however, the semantic map is not take into consideration. Therefore, we
propose a new discriminator D2, which also takes the semantic map as input.
The proposed semantic-guided adversarial losses can be expressed as follows,
LcGAN
(
Ia+©Sg, I
′
g+©S
′
g
)
=E [logD2 (Ia+©Sg, Ig+©Sg)]
+E
[
log
(
1−D2
(
Ia+©Sg, I
′
g+©S
′
g
))]
,
(1)
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Fig. 4. Network structure of the proposed generator. BN means batch-normalization
layer.
LcGAN
(
Ia+©Sg, I
′′
g +©S
′′
g
)
=E [logD2 (Ia+©Sg, Ig+©Sg)]
+E
[
log
(
1−D2
(
Ia+©Sg, I
′′
g +©S
′′
g
))]
,
(2)
where the symbol +© denotes the channel-wise concatenation operation. Thus,
the total adversarial loss can be formulated as follows,
LcGAN =LcGAN
(
Ia, I
′
g
)
+ λLcGAN
(
Ia, I
′′
g
)
+LcGAN
(
Ia+©Sg, I
′
g+©S
′
g
)
+λLcGAN
(
Ia+©Sg, I
′′
g +©S
′′
g
)
,
(3)
where LcGAN
(
Ia, I
′
g
)
and LcGAN
(
Ia, I
′′
g
)
are the adversarial losses defined in
SelectionGAN.
Overall Loss. The total optimization loss is a weighted sum of several losses.
The generators Gi, Gs, Ga and discriminators D1, D2 are trained in an end-to-
end fashion optimizing the following min-max function,
min
{Gi,Gs,Ga}
max
{D1,D2}
L =
4∑
i=1
λiL
i
p + LcGAN + λtvLtv, (4)
where Lip uses the L1 reconstruction to separately calculate the pixel loss between
the generated images I ′g, S
′
g, I
′′
g and S
′′
g and the corresponding real ones. Ltv
is the total variation regularization on the final synthesized image I ′′g . λi and
λtv are the trade-off parameters to control the relative importance of different
objectives.
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Table 1. Accuracies of different methods.
Dir
Method
Dayton (64×64) Dayton (256×256)
⇋
Top-1 Top-5 Top-1 Top-5
Accuracy(%) Accuracy(%) Accuracy(%) Accuracy(%)
a2g
Pix2pix [2] 7.90 15.33 27.61 39.07 6.80 9.15 23.55 27.00
X-Fork [6] 16.63 34.73 46.35 70.01 30.00 48.68 61.57 78.84
X-Seq [6] 4.83 5.56 19.55 24.96 30.16 49.85 62.59 80.70
SelectionGAN [12] 45.37 79.00 83.48 97.74 42.11 68.12 77.74 92.89
Ours 47.61 81.24 86.12 98.44 45.07 77.12 80.04 94.54
g2a
Pix2pix [2] 1.65 2.24 7.49 12.68 10.23 16.02 30.90 40.49
X-Fork [6] 4.00 16.41 15.42 35.82 10.54 15.29 30.76 37.32
X-Seq [6] 1.55 2.99 6.27 8.96 12.30 19.62 35.95 45.94
SelectionGAN [12] 14.12 51.81 39.45 74.70 20.66 33.70 51.01 63.03
Ours 14.26 52.17 52.55 78.72 20.81 38.41 55.51 65.84
Table 2. SSIM, PSNR, and KL score of different methods.
Dir
Method
Dayton(64×64) Dayton(256×256)
⇋ SSIM PSNR KL SSIM PSNR KL
a2g
Pix2pix [2] 0.4808 19.4919 6.29±0.80 0.4180 17.6291 38.26±1.88
X-Fork [6] 0.4921 19.6273 3.42±0.72 0.4963 19.8928 6.00±1.28
X-Seq [6] 0.5171 20.1049 6.22±0.87 0.5031 20.2803 5.93±1.32
SelectionGAN [12] 0.6865 24.6143 1.70±0.45 0.5938 23.8874 2.74 ±0.86
Ours 0.7100 24.9674 1.55±0.51 0.6524 24.4012 2.47±0.76
g2a
Pix2pix [2] 0.3675 20.5135 6.39±0.90 0.2693 20.2177 7.88±1.24
X-Fork [6] 0.3682 20.6933 4.55±0.84 0.2763 20.5978 6.92±1.15
X-Seq [6] 0.3663 20.4239 7.20±0.92 0.2725 20.2925 7.07±1.19
SelectionGAN [12] 0.5118 23.2657 2.25±0.56 0.3284 21.8066 3.55±0.87
Ours 0.6116 24.5445 2.13±0.48 0.3924 22.7143 3.17±0.82
4 Experiments
Datasets. We follow [6,12,33] and perform extensive experiments on the chal-
lenging Dayton dataset in a2g (aerial-to-ground) and g2a (ground-to-aerial) di-
rections with two different image resolutions (i.e., 256×256 and 64×64). Specifi-
cally, we select 76,048 images and create a train/test split of 55,000/21,048 pairs.
The images in the original dataset have 354×354 resolution. We then resize them
to 256×256.
Parameter Settings. Similar to [12], the low resolution (64×64) experiments
on the Dayton dataset are carried out for 100 epochs with batch size of 16,
whereas the high resolution (256×256) experiments for this dataset are trained
for 35 epochs with batch size of 4. We also set λ1=100, λ2=1, λ3=200, λ4=2
and λtv=1e− 6 in Eq. (4), and λ=4 in Eq. (3).
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Fig. 5. Results generated by the proposed method and SelectionGAN [12] in 64×64
resolution in both a2g (top) and g2a (bottom) directions on the Dayton dataset.
Evaluation Protocol. We employ KL Score and top-k prediction accuracy
as the evaluation metrics. These metrics evaluate the generated images from a
high-level feature space. We also employ pixel-level similarity metrics to evaluate
our method,i.e., Structural-Similarity (SSIM) and Peak Signal-to-Noise Ratio
(PSNR).
State-of-the-art Comparisons.We compare the proposed model with exiting
cross-view image translation methods, i.e., Pix2Pix [2], X-Fork [6], X-Seq [6] and
SelectionGAN [12]. Quantitative results of different metrics are shown in Tables 1
and 2.
We compute top-1 and top-5 accuracies in Table 1. As we can see, for lower
resolution images (64×64) our method outperforms the existing leading cross-
view image translation methods. For higher resolution images (256×256), our
method also achieves the best results on top-1 and top-5 accuracies. This shows
the effectiveness of our method and the necessity of the proposed modules.
Moreover, we provide results of SSIM, PSNR, and KL scores Table 2. We ob-
serve that the proposed method is consistently superior to other leading methods,
validating the effectiveness of the proposed method.
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Fig. 6. Results generated by the proposed method and SelectionGAN [12] in 256×256
resolution in a2g direction on the Dayton dataset.
Table 3. Ablations study of the proposed method.
Baseline Method PSNR SSIM
A SGAN [12] 23.9310 0.6176
B SGAN + AM 24.0539 0.6309
C SGAN + AM + DC 24.3345 0.6507
D SGAN + AM + DC + LS 24.6421 0.6927
Qualitative Evaluation. Qualitative results compared with the most related
work, i.e., SelectionGAN [12] are shown in Fig. 6 and 7. We can see that our
method generates sharper details than SelectionGAN on objects/scenes, e.g.,
houses, buildings, roads, clouds, and cars. For example, we can see that the
houses generated by our method are more natural than those generated by Se-
lectionGAN as shown in Fig. 6.
Ablation Study. We also conduct an ablation study in a2g (aerial-to-ground)
direction on the Dayton dataset. To reduce the training time, we follow Selection-
GAN and randomly select 1/3 samples from the whole 55,000/21,048 samples,
i.e., around 18,334 samples for training and 7,017 samples for testing. The pro-
posed model consists of 4 baselines (A, B, C, D) as shown in Table 3. Baseline
A uses SelectionGAN (SGAN). Baseline B combines SGAN and the proposed
attention mechanism (AM). Baseline C employs deformable convolution (DC)
on baseline B. Baseline D adopts the proposed loss function (LS). It is obvious
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Fig. 7. Results generated by the proposed method and SelectionGAN [12] in 256×256
resolution in g2a direction on the Dayton dataset.
that as each module is added, we can obtain better results of both SSIM and
PSNR metrics. This means by adding the proposed attention mechanism, de-
formable convolution, and the proposed loss function, the overall performance
can be further boosted.
5 Conclusion
In this paper, we propose a novel generative adversarial network based on de-
formable convolution and attention mechanisms for solving the challenging cross-
view image generation task. We propose a novel attention mechanism to refine
the feature maps, thus improving the ability of feature representation. We also
embed deformed convolution in our generator to improve the network’s ability for
extracting object features at different scales. Moreover, a novel semantic-guide
adversarial loss is proposed to improve the whole network training, thus achiev-
ing a more robust and stable optimization. Extensive experimental results show
that the proposed method obtains better results than state-of-the-art methods.
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