Upper and lower bounds are determined for a function which counts the approximation numbers of the Sobolev embedding We dedicate this paper to Jerry Goldstein on his 60th birthday.
Introduction
Let be a domain (that is, a connected open set) in R n , n 1, of finite volume | |, and let E C ( ) : W The objective of this paper is to determine, for a wide class of domains (including ones with highly irregular, even fractal, boundaries), upper and lower bounds for ν C (ε, ) as ε → 0, which can readily be estimated in examples. Roughly speaking, the core of our is the union of rectanglular blocks or other regular polyhedra, and the remainder is made up of sets of small diameter and irregular sets which are generalized ridged domains (GRDs); see Definition 1.1 below. The latter portions include regions near parts of the boundary of which may be horns, cusps, spirals or fractal curves. Any GRD which is not unduly pathological falls within this category. The lower bound for ν C (ε, ) is determined in terms of the number µ 0 (ε, ) := max{dim S : α(S) 1/ε}, (1.3) where S is a subset of W 1, p 0 ( ) of finite dimension dim S and
When p = 2, ν C (ε, ) = N (ε −2 , − N , ), the counting function for the positive eigenvalues of the Neumann Laplacian − N , , and µ 0 (ε, ) = N (ε −2 , − D, ), where − D, is the Dirichlet Laplacian on ; see [6, Lemma 5.2] . Note that in our present notation, ν (ε), µ 0 (ε) in [6] are denoted by ν C (ε, ), µ 0 (ε, ) respectively. In the estimates we derive, there are 'main' terms involving (1.2) and (1.3) on the unit cube (0, 1) n and error terms determined by the nature of the boundary of . When p = 2, these estimates yield asymptotic formulae for N (ε −2 , − N , ) and N (ε −2 , − D, ) with error terms.
In [6, section 5] , an analogue of Dirichlet-Neumann bracketing is developed for ν C (ε, ), µ 0 (ε, ) and related quantities, for 1 < p < ∞. This forms the basis of the method used in this paper. Another significant feature of the analysis is the role of Hardy-type operators on trees associated with those portions of which are generalized ridged domains. This allows recent work on the approximation numbers of such operators to be applied.
We refer to [4, 6] for a detailed description of GRDs and their properties, and also to a discussion of the analysis on trees. Here we just give a brief summary. Let be a tree, that is, a connected graph without loops or cycles, where the edges are non-degenerate closed line segments whose endpoints are the vertices. The distance, dist(x, y), between x, y ∈ is defined to be the length of the unique polygonal path which joins x and y, and this defines a metric topology on . When endowed with the natural one-dimensional Lebesgue measure, is a σ -finite measure space. The path joining two points x, y ∈ may be parametrized by s(t) := dist(x, t), and for g ∈ L 1 loc ( ) we have • u : → , ρ : → R + ≡ (0, ∞) are Lipschitz;
• τ : → is surjective and for each x ∈ , there exists a neighbourhood V (x) such that for all y ∈ V (x), |τ (x) − τ (y)| γ |x − y|, where | · | denotes the metric on ; thus τ is uniformly locally Lipschitz;
• |u (t)| + |ρ (t)| β for all t ∈ ;
• with B t := B(u(t), ρ(t)) and C(x) := {y : sy
The map τ in Definition 1.1 defines a positive Borel measure µ on such that for any open subset 0 of , µ( 0 ) = |τ −1 ( 0 )|, and
this is initially defined on compactly supported functions on but extends by continuity to give an isometry
When µ is replaced by the Lebesgue measure on we use the notation L p ( ). The paper is organized as follows. Section 2 contains an analysis of the one-dimensional problem when is an open interval. In this case the norms of E C ( ) and E 0 ( ) are equal and are determined precisely (Theorem 2.1), and bounds for ν C (ε, ) and µ 0 (ε, ) given which yield the same asymptotic limit (Theorem 2.3). Similar results have also been independently obtained recently in [2, 7] ; see also Remark 7.1 below. In order to apply results from [6] , relationships between E C ( ) and embeddings [6] ) are needed, and these are presented in section 3. This requires a comparison of various norms on quotient spaces; we note in particular Theorem 3.2 which asserts that the quotient norm on
Similar results are obtained for spaces defined on trees. The main theorems, in which the upper and lower bounds for ν C (ε, ) are established, are given in sections 4 and 5. Examples are discussed in
Note that elements of the quotient spaces W
, members of the same equivalence class differing by a constant. If the Poincaré inequality is valid on , that is, 
We shall assume throughout that the Poincaré inequality (1.4) holds on , or equivalently, that W 1, p C ( ) is a Banach space and E C ( ) is bounded. In fact, we are mainly interested in the case when E( ) is compact, which is so if and only if the quantity on the left-hand side of (1.5) is 0, and hence (1.4) is satisfied.
The norm of a bounded operator T : X → Y will be denoted by T |X → Y , but simplified to T when the spaces involved are clear. Various positive constants are denoted by the same letter K .
The case = (a, b)
Let c ∈ = (a, b), and let G c be the Hardy operator
We also have by scaling that
where
for p = p/( p − 1); see [1] and Remark 7.1 below.
by (2.3) . Define the function
which is symmetrical about the mid-point c.
is anti-symmetrical about c and we have
These equations and (2.6) yield
and hence
We also have for the above that
To see this, first note that, for any f ∈ L p ( ), there exists a unique constant c f such that
see [8, Lemma 3.6 ]-this is a consequence of the uniform convexity of L p . If k 0 = c , we have,
p, and this implies that k 0 = 0 and (2.9) holds. It therefore follows from (2.7) that
and so
Furthermore, by (2.3)
Thus (2.8) and (2.10) give (2.5) for E C ( ) and G c . The proof for E 0 ( ) is similar, with the above replaced by
REMARK 2.2 It is proved in [2, 7] (see also Remark 7.1 below) that
where sin p t is the inverse of the function
and is defined elsewhere on R by periodicity.
In the next theorem we use the following notation:
Hence,
Proof. In view of evident scaling properties, it is sufficient to give the proof for
, where c i = 1 2 (a i+1 + a i ) and χ i is the characteristic function of i . Then, by (2.5), for f ∈ C 1 0 ( ) and with c 0 = 0, c n = 1,
Since rank P n − 1, it follows that a n (E 0 ( )) α p 2n (2.16) and so 
see Remark 2.2. Then dim M = n and for non-zero φ ∈ M,
is always true by [6, Lemma 5.1, (5.6)], we have proved that
and therefore a n (E 0 ( )) = α p /2n. To prove the result for E C ( ), we again choose the partition = n i=1 i , where
, where c i is the mid-point of i . As a map from W
and so, since rank P n − 1,
Define ψ i to be zero outside i and such that, by a suitable selection of constant values outside
Since P of rank less than n and δ < α p /2n are arbitrary, we have proved that
and hence the proof is complete.
The results for ν 0 and ν C in Theorem 2.3 have been obtained independently in [2, 7] .
Quotient spaces, norms and approximation numbers
The domain is now a subset of R n , n 1, of finite volume
and functions are equivalent if and only if they differ by a constant almost everywhere. Another relevant space in subsequent analysis is
Proof. The first inequality in (3.4) is obvious, while the second is a consequence of
which follows from Hölder's inequality. The identity (3.5) is well known.
We now set
and
We have the direct sum decomposition
, and the map
(3.9)
In the analysis to follow, it is helpful to distinguish between the maps
(3.10)
From the preceding remarks, both maps are surjective, W 1 is an isometry and
It is readily seen that
Proof. If f 0 ∈ L p ( ) and V f 0 = 0, then f 0 = c, a constant a.e., and, for any g ∈ S, Lemma 3.6] ). Since f − c = 0, the one-dimensional vector space {λ( f − c) : λ ∈ C} does not contain the constant function 1. Therefore, by the Hahn-Banach theorem, there exists
for any g ∈ S, (3.15) follows. The case p = 2, g = 1 was noted in (3.5).
The approximation numbers of E g ( ) and E C ( ) both feature in the analysis to follow. They are related by a lemma. 
LEMMA 3.3 For any g ∈ S,
C ( ) be of rank less than m. Then, from (3.13) and (3.14),
Since rank(W 0 PW −1 1 ) rankP < m, the second inequality in (3.16) follows. The first inequality is proved similarly. The inequalities (3.17) are immediate consequences of (3.15).
Similar results to the preceding ones in this section hold also on the tree . The analogous spaces defined on are the following:
where h ∈ L p ( , dµ) and hdµ = 0;
We denote the associated embeddings by
The maps
are respectively an isometry and an isomorphism, with
The analogue of Lemma 3.3 is as follows. 
An upper bound for ν 1 (ε, )
Let be a generalized ridged domain and, for ε > 0, set
where the j (ε) are the connected components of \ (ε).
The following is proved in [5, section 3] . Let F ε be a tesselation of R n by cubes Q of side s(ε), where
ε, and 4βγ κ < n; the tesselation can be either by closed cubes with disjoint interiors or disjoint halfopen cubes. For each x ∈ (ε), there exists Q ∈ F ε such that the cone C(x, Q) :
Denoting by V Q the union of all the cones C(x, Q) for a given Q, and setting
it follows that (ε) ⊆ Q(ε) V Q , and hence we have
where W Q is a measurable subset of V Q . Furthermore, it is proved in [5, Lemma 3.4] 
with a constant c p which depends only on p and n. Hence for sufficiently small κ we have
If for each x ∈ j (ε), the cone C(x) ∩ B τ (x) in Definition 1.1 contains a ball B(x) which lies in j (ε) then j (ε) has all the important features of a GRD. If each j (ε) has this property and q(ε) < ∞, then can be decomposed in accordance with (4.1) in the first of our two main theorems.
where the i (ε) are disjoint open sets, N is a null set and 
For any δ ∈ (0, 1) and
where l 0 (ε, j) = 0. Then
where U is the unit cube (0, 1) n and K , c i are constants independent of ε and δ. Moreover,
Proof. We are motivated by ideas from [5] and use results which are proved in [6, section 5] for E 1 (which is denoted in [6] by E M ). From [6, Lemma 5.3] 6) say. Let Q be a rectangular block with edges l 1 l 2 · · · l n . Suppose first that
and set M r = ε −1 δl r . Then, M r 1 and, for some θ r ∈ [0, 1), we have 
Next, suppose that
for some k ∈ (0, n − 1). We then have that
This time we divide ε −1 Q into at most n s=k+1 (M s + 1) rectangular blocks whose sides are of length at most µ. As in the previous case, each of these rectangular blocks is divided into O(µ n ) blocks T which are sufficiently small that ν 1 (1, T ) = 0. We now have
Finally, suppose that
We again divide ε −1 Q into O(µ n ) blocks T for which ν 1 (1, T ) = 0 and obtain
From (4.9), (4.11) and (4.13) we have
(4.14)
Let be any GRD with associated tree , and, in the notation of [4, 6] , set
16) where B t = B(u(t), ρ(t)), t ∈ , and set
where ds denotes Lebesgue measure on . The maps
are well defined, and we have a commuting diagram Fig. 1 . The following identities have important implications for the proof:
we suppress the dependence on and to simplify the notation. From
and, on using (4.19),
Furthermore, from [6, Lemma 3.4],
where ζ, α are the constants in Definition 1.1, and c p is the norm of the maximal function as a
In view of the hypothesis, when = i (ε), i = 1, 2, . . . , q(ε), the associated constants c( ) are bounded independently of ε. Hence,
and hence 
and in (4.6),
For the i (ε) in I 3 , we have that
The existence of the limit L U and the identity (4.5) are proved in [6, Theorem 5.7] . The theorem is therefore proved. REMARK 4.2 In the hypothesis of Theorem 4.1, is predominantly composed of the set 0 (ε) which is a union of rectangular blocks, the remainder being made up of q(ε) GRDs of 'small width' and h(ε) sets satisfying the Poincaré inequality and having 'small diameter'. The GRDs are irregular portions of (like cusps or spirals) left over after 0 (ε) has been removed, while the Poincaré domains are less singular. If we choose δ = δ(ε), say, in (4.4), the first term on the right-hand side is the main term as ε → 0, except in pathological cases when the other terms might dominate and yield a non-standard asymptotic estimate even in the case p = 2 for the counting function of the eigenvalues of the Neumann Laplacian. In all cases an appropriate choice of δ is crucial. 
as δ → 0, where ω n is the volume of the unit ball in R n ; see [6, (5.12) ]. When n = 1, it follows from (2.14) that
and hence, from (3.17),
where c(2, 1) = 1 and c( p, 1) = 2 for p = 2. 
Recent research has uncovered a great deal of information about the quantity ν 1 (ε, ) which features on the right-hand side of (4.4). Before we can comment further, we need to establish the connection with the Hardy operator
F (s)v(s)u(s)ds
by (4.17) . This can be written as
Note that D is surjective, and is isometric since
Also, (4.29) gives
where .17), and so uv = 1. Then 
since v −1 and D are isometries and V 1. To derive the first inequality in (4.34), define A : L p ( , dµ) → C to be the one-dimensional operator
Denote the kernel of A by N and the restriction of V to N by V N . Then V N is one-one, since
where I is the identity on L p ( ). This gives in (4.33)
hence AR c + V
is bounded and of rank at most rankP +1 < m +1.
It follows that
The lemma is therefore proved.
REMARK 4.6 In the case when is an interval (c, ∞), H c is bounded if Muckenhaupt's A pcondition holds, namely
that is, in the notation (4.17)
Also H c K A p for some constant K . For a general tree , a necessary and sufficient condition for H c to be bounded is given in [9] . where α p is given in (2.4) ; u ∈ L p ( ), v ∈ L p ( ) are sufficient conditions for (4.37) to hold. Estimates for l q and weak-l q norms of the approximation numbers are also given in [8] . Analogous results for the case p = 2 are obtained in [11] by different techniques. The following result can be extracted from [8] to give significant information about the term involving ν(c i ε, i (ε)) on the right-hand side of (4.4). A comprehensive analysis of such results is given in [13] , where, inter alia, a sharp upper bound for the approximation numbers of a Sobolev embedding is derived for metric graphs of finite length.
LEMMA 4.8 Let be a tree with u
∈ L p ( ) and v ∈ L p ( ) in (4.28). Then a N +4 (H c ) 3γ p N u L p ( ) v L p ( ) ,(4.
38)
where γ p = 2 when p = 2 and γ 2 = 1. If is compact, we can take γ p = 1 for all p ∈ (1, ∞).
Proof. A central role in the argument in [8] is played by two partitions of into M( , ε) and N ε ( ) subtrees i defined in terms of the quantity
In [8, Lemmas 3.9 and 3.15] it is proved that
where γ p = 2 when p = 2 and
by Hölder's inequality, and
whence (4.38) follows.
On substituting (4.38) in (4.4), and using Lemmas 3.4 and 4.5, we get the following.
COROLLARY 4.9 Let the hypothesis of Theorem 4.1 hold and suppose that for each
where K is a positive constant. 
Suppose that, for i = 1, . . . , q(ε),
where J t is a subtree of i (ε) containing t and τ (B t ),
and dθ(x) denotes (n − 1)-dimensional Hausdorff measure. Then
for some constant c, where α p is given in (2.10).
Proof. It follows from [8, Lemma 5.4] that
say. By an argument similar to that for (4.14) with respect to a rectangular block Q, we obtain from [6, Lemma 5.4] that, for ε −1 δl 1 1,
We therefore get
For the terms in J 3 , we obtain, as for those in I 3 in (4.6) and on using Lemma 5.1 in [6] that
Thus (5.1) is proved. The inequality (5.4) is obtained by an argument similar to that used for Fig. 1 except that now we use instead of Fig. 1 the commuting diagram Fig. 2 . In Fig. 2 the zero suffices indicate that the compact support functions are dense in the spaces; further is a GRD and is an associated tree. We have
(5.10)
where s = s(σ ) is the natural parametrization of in terms of the polygonal distance σ ,
where L t = max x∈B t {dist(t, τ (x)} and J t = {s = s(σ ) : 0 < σ < L t }. Then, in the notation (5.3) we have
on using the co-area formula (see [10, Theorem 1.2.4] ), namely
Hence 
we have from (5.12) and [6, (3.6) ]
and so, for some positive constant c,
Consequently, since S and T 1 S have the same dimension,
(5.14) It follows from [6, Lemma 5.4 ] that, for any finite subset E i of edges of i (ε),
by the first inequality in (2.11), whence (5.5) follows. The identity (5.2) is proved in [6, Theorem 5.8] . The proof is therefore complete.
where L U , L 0 U are the limits in (4.5) and (5.2) respectively, and ω n is the volume of the unit ball in R n ; see [6, (5.12) ]. When n = 1, (2.12) yields
cf. Remark 4.3.
Example 1
In the first example we illustrate the applicability and efficacy of our results for a self-similar domain in R 2 which was analysed in [6] . It is constructed from a succession of finite sets (generations) Let 
For each i, A i,m is a GRD which is similar to . To apply Theorem 4.1, we choose 0 (ε) = m for an appropriate choice of m, with the remainder of made up of the GRDs A i,m . In A i,m , the generalized ridge is the tree rooted at the point O in Fig. 4 , and the map τ is the projection of PA onto OL (or what corresponds to SL in the first rectangle) and BC onto LR. The following facts are established in [6, section 6] . The symbol ≈ means that the quotient of the two sides exhibited is bounded between positive constants.
• For x ∈ Q m and t on the part of the generalized ridge in Q m
Upper bound
We apply Theorem 4.1 with
Note that the number n i of rectangles in i satisfies n 0 = 1, n i = 2 i−1 , i 1 , and hence in the notation of Theorem 4.1,
From Theorem 4.1 we have (6.8) where l 1 (ε, j) = 2c α j and l 2 (ε, j) = 2c j . Furthermore, j ∈ L 0 if and only if l 1 (ε, j) ε/δ and hence j j 0 , where
Thus from (6.8)
In (6.10), on noting that for j ∈ L 0 , εδ −1 < c α j /2 < 1, it readily follows that
Hence, we have
In particular, this gives
Lower bound
We now take
14)
where m = m(ε). Thus the GRDs i (ε) are the rectangles of side 2c αm × 2c m in m , and q(ε) = 2 m . We therefore have, using | · | to denote Lebesgue measure,
Since dµ/dt ≈ c αm from (6.5), it is readily seen that
and, in view of (5.5), we have for the GRDs i (ε)
It is shown in [4, section 6.3] 
where by (4.22) and [5, section 6] there exists a constant K depending on but not on R such that We now partition as follows: 9) where N is a null set and
The sets T say. We already know from (7.8) that I 3 = 1. We use the same technique as in Example 1 to estimate I 1 . For the shorter of the side lengths l i (ε, j), i = 1, 2, of Q j we now have
Hence, on setting n ε := l −1 ε ln(2l −1 ε ) 1/θ ≈ ε −1+σ {ln(ε −1+σ )} 1/θ , we have
We now repeat the argument used for (6.10) to obtain, with 0 := k ε j=1 Q j , We now repeat the above procedure and divide into m ε = l ε /κε intervals of lengthε = κε, and one of length less thanε, where κ is a constant to be chosen later. We write From [6, Lemma 5.3] and (7.12), [12] .
