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We present a range-gated camera system designed for real-time (10 Hz) 3D estimation underwater. The system
uses a fast-shutter CMOS sensor (1280 × 1024) customized to facilitate gating with 1.67 ns (18.8 cm in water)
delay steps relative to the triggering of a solid-state actively Q-switched 532 nm laser. A depth estimation
algorithm has been carefully designed to handle the effects of light scattering in water, i.e., forward and backward
scattering. The raw range-gated signal is carefully filtered to reduce noise while preserving the signal even in the
presence of unwanted backscatter. The resulting signal is proportional to the number of photons that are reflected
during a small time unit (range), and objects will show up as peaks in the filtered signal. We present a peak-
finding algorithm that is robust to unwanted forward scatter peaks and at the same time can pick out distant peaks
that are barely higher than peaks caused by sensor and intensity noise. Super-resolution is achieved by fitting a
parabola around the peak, which we show can provide depth precision below 1 cm at high signal levels. We show
depth estimation results when scanning a range of 8 m (typically 1–9 m) at 10 Hz. The results are dependent on
the water quality. We are capable of estimating depth at distances of over 4.5 attenuation lengths when imaging
high albedo targets at low attenuation lengths, and we achieve a depth resolution σ ranging from 0.8 to 9 cm,
depending on signal level. © 2018 Optical Society of America
OCIS codes: (150.6910) Three-dimensional sensing; (110.0113) Imaging through turbid media; (110.6880) Three-dimensional
image acquisition; (150.5670) Range finding.
https://doi.org/10.1364/AO.57.003927
1. INTRODUCTION
The oceans regulate weather, produce vast amounts of biomass,
and are a vital part of global transport and commerce. However,
despite oceans covering more than 70% of the planet’s surface
and ultimately supporting all living organisms, only 5% is
explored by humans, and vast resources are untapped.
Consequently, there is a great need for technology that can in-
crease our knowledge of the oceans through surveillance and
monitoring. Monitoring marine habitats for biodiversity, bio-
mass, and healthiness requires sensors that provide high-quality
texture and 3D data at high frame rates.
Many technologies have been proposed for underwater
imaging and ranging such as sonars [1], structured light tech-
niques [2–4], and lidars [5–7]. However, none of these tech-
nologies have been shown to provide cost-effective technology
with a small footprint that makes them easily integratable with
underwater vehicles, and at the same time provide high-
resolution 3D data at real-time speeds that facilitate monitoring
marine life. In this paper we present a compact range-gated
system based on a fast CMOS camera chip that provides a
performance compromise between the long range of sonars
and the high resolution of scanning lidars.
Range-gated imaging has been shown to provide accurate
time-of-flight (TOF) measurements underwater by using the
travel time between a laser pulse is emitted and the reflected
laser pulse is detected to determine distances [8,9]. Another
use of range-gated systems is to effectively reduce the impact
of backscatter on image contrast by gating near objects of
interest [10–12].
Current state-of-the-art range-gated systems use gated image
intensifiers, coupled to CCD image sensors. The image inten-
sifier performs two functions: short time gating, which allows
for ultrashort exposure times, and optical signal level amplifi-
cation. The combination of CCD and intensifiers allows for
effective range-gating, but it has a number of drawbacks, pri-
marily related to speed, spatial resolution, cost, and complexity
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of the instruments. Most range-gated systems are made for use
in air, and only few examples of commercial systems have been
available underwater, e.g., LUCIE [13] and Aqua Lynx [14].
The main advantages of using these systems underwater is
that they can effectively suppress backscatter [10], work at long
ranges because they are very light sensitive [9], and can produce
high depth precision because of picosecond gating resolution.
In [8], the authors describe a method for estimating 3D using
an intensified range-gated CCD camera. They achieve better
than 1 mm range accuracy for 0.5 Mpixels because they use
very short laser pulses (200 ps) in combination with gate times
of 200 ps. However, construction of a depth image took 1 s,
and the scanning range was limited at this update rate.
Dalgleish et al. [6] demonstrated that a pulse-gated laser line
scanner was able to detect a target at up to seven attenuation
lengths. A range-gated spot scanner is presented in [5] that
acquires 40 k points per second with high precision and
constructs a 3D point cloud on the fly.
Methods that are designed for estimating distance based on
range-gated signals must be robust to the effects of attenuation
and forward and backward scatter. A number of methods have
been proposed to exploit the reflected signal for range estima-
tion. In leading edge detection, the leading edge is detected as
the signal crosses a certain threshold, but to find a suitable
threshold can be difficult when dealing with noisy and inter-
fering signals [15]. With varying noise and background signals,
a dynamic threshold may be suitable [16]. Constant fraction
detection is insensitive to pulse amplitude, but it depends
on the pulse waveform (should be close to symmetric) and
width [17]. Peak detection determines the range by finding
the maximum of the returned signal [15]. Different weighted
averaging methods have also been investigated [9,18], as well as
using least squares fit of an idealized curve to the response curve
[19]. In [20], they propose to use the full laser waveform to
extract information beyond the first reflection to get richer
information in urban settings. The returned intensity has an
inverse range-squared dependency, which they model in [21]
to improve the range estimates compared to a weighted average
method. Some authors have also investigated how to improve
the depth resolution below the gating delay step by using super-
resolution methods. Super-resolution has been mostly investi-
gated in long-range applications where long laser pulses are
used [22,23]. One approach when using shorter pulses is
the weighted average approach [18], but it is sensitive to curve
shape and interfering scattered signals.
In this paper, we first introduce the effect scattering has
on the ranged gated signals. Next, we propose an underwater
range-gated system that uses a fast CMOS camera chip
together with a 532 nm solid-state laser integrated in a 7-liter
housing. The use of a CMOS chip facilitates high frame rates
while at the same time achieves high spatial and depth resolu-
tion at a potentially lower cost and system complexity com-
pared to a system using a gated intensifier and a CCD
camera chip. We present a peak determination algorithm that
is robust to scattering, and a method to improve the depth res-
olution 18 times beyond the resolution of the range slicing.
Lastly, we validate the range estimation model and discuss
the results.
2. EFFECT OF SCATTERING ON RANGE-GATED
SIGNALS
In a nonturbid environment that does not exhibit any light
scattering, nor light attenuation other than the r2 falloff with
distance, the range from which the most number of photons
(i.e., the highest peak of the signal) is reflected will be the best
depth estimate. However, turbid environments may introduce
other signal peaks, due to forward and backward scatter. An
example is shown in Fig. 1, where we show a response trace
for a pixel using the proposed range-gated system. Seven iden-
tical targets are placed at different distances from the camera.
The albedo properties of five regions of the target (top to bot-
tom) are approximately 10%, 75%, 50%, 25%, and 90%. The
blue trace shows the intensity recorded at the location of
the turquoise square for different gating distances. The object
at the location of the turquoise square is at a range of 7 m from
the camera, while the object to the right of the turquoise square
is found at a range of 3.2 m. In the proposed range-gated
system, an image gated at 2 m contains all photons that are
reflected off objects in the range 2m,∞, hence the cumulative
form of the blue trace. This is formalized in Eq. (1). The (neg-
ative) derivative of this cumulative blue trace (shown in dashed
red) is proportional to the number of photons that were col-
lected on the chip from a specific distance. The derivative trace
exhibits a peak in signal at 7 m due to the target, at 3.2 m due to
forward scatter from the target on the right of the marker, and a
continuous rise in signal from 2 m to 0 m due to backscatter
from particles close to the camera. Furthermore, notice that the
forward scatter peak at 3.2 m of the derivative signal is higher
than the peak caused by the target at 7 m due to the attenuation
of the signal with distance.
3. MATERIAL AND METHODS
In this section, we first present the hardware and the sequencer,
which constitutes the range-gated system. Next, we describe
our approach to range-gated depth estimation, an approach
to achieve super-resolution, and the FPGA implementation
of the algorithms to facilitate real-time depth calculations.
The performance of an underwater 3D camera is dependent
on the water quality/attenuation. In the Appendix, we describe
the system we developed for measuring water attenuation.































Fig. 1. Effect of scattering and attenuation on delay sweeps acquired
in water with attenuation length of 2.7 m. Left, histogram-equalized
intensity image gated at 2 m from the camera. Right, range-gated
sweep in blue from the location of the turquoise square. Markers in-
dicate the gating distances. The (negative) derivative of the range gated
sweep is included in dashed red.
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A. System Overview
The range-gated system consists of a camera from ODOS
imaging and a laser from Bright Solutions. Figure 2 shows
images of the housing and camera internals. The housing
has a diameter of 155 mm and a length of 370 mm, which
constitutes approximately 7 liters.
The camera has a fast black-and-white CMOS chip with a
minimum shutter duration of 10 microseconds at a resolution
of up to 1280 × 1024 pixels. The number of images that can be
acquired per second is correlated with the region of interest that
is used. At 0.5 Mpixels, the camera delivers a frame rate of
1 kHz, but if the full frame is used it delivers 400 Hz. An on-
board sequencer is integrated in the camera firmware, which
allows for fine-tuned control of the opening of the camera shut-
ter in relation to triggering of the laser pulse at steps of 1.67 ns,
which facilitates range gating. A Gigabit Ethernet connection
over a 70 m cable is used to control and transfer images from
the camera.
The laser is a 532 nm solid-state laser with active Q-switch
and a pulse width of 1 ns, repetition rate of 1 kHz, and a pulse
energy of 3.5 mJ.
A software API provides the user with full freedom in
customizing acquisition sequences, i.e., how to best utilize
the 1000 exposures per second. The user can control the num-
ber of distances to gate in a sequence, the spatial/temporal step
size between consecutive ranges, as well as how many exposures
to average at each range.
B. Range Gating/Sequencer
For 3D ranging purposes, a shutter duration of 10 microsec-
onds means that the shutter closes after the return of the entire
signal, and an image Ix, z:R3 → R, where x ∈ ΩI ⊂ R2 is a
point in the 2D image domain, gated at a distance z can be
viewed as the integration of photons returned from distances





I 0x, zdz, (1)
where I 0 ≡ ∂I∂z is a measure for the number of photons that were
detected from an infinitesimal range.
The system facilitates range gating with a temporal sample
increment of Δt  1.67 ns. The speed of light underwater is
cw ≈ 22.5 cm∕ns, and because the light has to travel back and
forth, the minimum spatial sample increment is Δz 
1
2
Δt cw  18.8 cm. The zero point in time/space is defined
by the emission of the laser pulse, and the gating is defined
as delays of increments Δz relative to the laser pulse trigger.
The sequencer facilitates acquisition of delay sweeps, i.e., ac-
quisition of a set of images fÎx, zmin  Δz igi1,…,N r , where
Îx, zmin  Δz i 
PNa
j1 Ix, zmin  Δz i are Na averaged
images from the same distance, gated at regular distances from
the camera. The sequencer also facilitates binning N 2b pixels,
whereNb ∈ f1, 2, 4, 8g. In Fig. 1, we show a delay sweep curve
for a pixel, and notice that the response of the delay sweep curve
is a result of the temporal convolution between the returned
(1 ns) laser pulse and the temporal response curve of the cam-
era. The opening of the shutter takes approximately 15 ns. The
range gating plots can be viewed as a cumulative plot of the
number of photons that are reflected from a certain distance
from the camera and outwards. The derivative I 0x, zi 
Ix, zin − Ix, zi−n is a measure of the number of photons
that are collected in a pixel from the range zi−n, zin. Example
images gated at two different distances are shown in Fig. 3. The
albedo for the five regions (top to bottom) of the targets are
10%, 75%, 50%, 25%, and 90%. The intensity axis is set
to the 1st and 98th percentile of the image intensities.
Notice the backscatter halo in the image gated at 0.1 m, which
is gated away in the two images gated further from the camera
(2.2 m and 3.4 m).
C. Depth Estimation
The main assumption, which lays the foundation for the design
of the depth estimation algorithm, is that the point on the delay
sweep curve where a pixel (photosensitive area) detects the most
photons per unit time represents the distance to the target.
Consequently, the proposed algorithm aims to find the peak
of a differentiated delay sweep curve.
Fig. 2. Total weight of the 3D imaging system is approximately
9 kg, and the volume is 7 liters. Left, the front of the housing is shown
with openings for the (lower) camera and (upper) laser. Right, the in-
ternals of the camera consist of a solid-state laser, a CMOS camera,
which includes a sequencer and 3D processor, and a 70 m
























Fig. 3. Range-gated images acquired in water with attenuation
length 1.2 m. Top left, 1 m × 0.3 m multi-albedo targets placed in
a 4 m × 8 m × 1 m pool. Top right, image gated at 0.1 m from cam-
era. Bottom left, image is gated at 2.2 m. Bottom right, image is gated
at 3.4 m from the camera.
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D. Derivative Filter
We observe from Fig. 1 that the steepest part of the delay sweep
curve, which represents the position of the target that we are
interested in detecting, is approximately 2Δz  37.6 cm long.
Hence, the derivative kernel we use is D   −1 0 1  to be
sensitive to the signal increase caused by objects while limiting
the influence of the signal increase due to backscatter, which
has a longer rise time.
Signals from objects far away (or signals from objects with a
low albedo) will quickly drown in noise due to low signal levels.
Several sources contribute with noise to the delay sweep signal,
e.g., readout/sensor noise, shot noise, and intensity noise from
the laser. Some of this noise can be reduced by averaging and/or
binning images. However, because of different constraints
(1 kHz image acquisition, and the wish for high observed frame
rate), it is only practical to average a few frames (1–8) at each
delay step, which only reduces the noise by a relatively small
factor (square root of the number of averages). As mentioned
in the previous section, the depth estimation is based on
detecting peaks in the derivative signal. Any noise in the delay
sweep curve is increased during differentiation by a factor offfiffiffi
2
p
. Consequently, to improve the signal to noise before peak
finding we apply a Gaussian low-pass filter in the z direction.
We have found through Monte Carlo simulations that a
smoothing filterG of length 4Δz and with a standard deviation
of σ  Δz provides a good compromise between smoothing
out noise, while retaining pertinent information. The two fil-
ters are convolved such that a combined derivative/smoothing
F  G  D filter of length 6 Δz is convolved with the delay
sweep curve. However, to avoid cropping the resulting deriva-
tive delay sweep signal by the length of the filter (i.e., reducing
the range), we rather perform a linear extrapolation of the delay
sweep curves by three samples on each end. A linear extrapo-
lation also limits the introduction of peaks at the boundaries,
especially close to the camera in backscatter.
E. First Peak Finding
As can be observed from the delay sweep in Fig. 1, the derivative
of a sweep may have several peaks—there may be many small
peaks caused by noise, there may be peaks caused by forward
scatter from nearby objects, a peak from backscatter, and a peak
caused by the actual object. The simplest approach of searching
for Z x  argmax
zi
fI 0x, zigi1,…,N will in many cases detect
backscatter, and may also pick out the peak caused by forward
scatter of a nearby bright object, which can often be stronger than
the peak caused by an object further away (see Fig. 1 for example).
The design of our algorithm is based on the insight that the most
distant peak, which is higher than a noise floor T n, is the most
probable object peak. By always selecting the most distant peak,
we avoid selecting forward scatter peaks caused by bright objects
that are closer to the camera, and peaks caused by backscatter,





I 0x, zi−1hI 0x, ziiI 0x, zi1
I 0x, zi > T n
: (2)
In areas where there is no object, but where the pixel rep-
resents a ray that carves space close to a bright object, we may
observe a peak caused by forward scatter. We have not found an
effective approach to filter out these peaks, but this will be
addressed in further work.
F. Max Peak Finding
The sensor noise is approximately σsensor  72 DN. The noise
of the derivative signal that we perform peak finding on isffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2sensor  σ2sensor
p
 ffiffiffi2p σsensor. Through simulations, we have





good compromise between picking up distant peaks, while
avoiding to pick up peaks caused by sensor noise. According
to statistical theory, only 0.3% of samples from a Gaussian dis-
tribution will fall outside of the range −3σ, 3σ. Consequently,






and N 2b are the number of pixels that are averaged and binned
respectively, should only provide a 0.3% chance of picking up a
noise peak.
However, for some pixels, there may not be any peaks
higher than T n even when there is an object along the pixel ray,
because the signal has been strongly attenuated. Consequently,
for the pixels where no peak was found using the first-peak
finding algorithm, we do a second pass and report the maxi-
mum peak: Z x  argmax
zi
fI 0x, zigi1,…,N r .
The peak heights I 0x,Z x can be viewed as a confidence
measure of the detected peaks and, depending on the use-cases,
can be used to filter out unlikely peaks in postprocessing.
G. Super-Resolution
The maximum depth resolution we can achieve based on the
previous first- and max-peak procedures is Δz  18.8 cm
since we are searching through discrete samples. However,
the underlying signal is strong enough to support a significant
improvement in depth precision by carefully designing an
interpolation (super-resolution) algorithm. The discrete sam-
ples I 0z  iΔz, i  1,…,Nr are samples from a continuous
underlying function. We measured this function with high res-
olution (after performing derivative and Gaussian filtering as
noted above), through repeated measurements with small shifts
in the sample points, in a scatter-free environment. The result-
ing curve I 0 is shown in Fig. 4 (left), and without super-
resolution, the algorithm would report the position of one
of the data points (red crosses) which are distributed with fixed
spacing of Δz  18.8 cm. In principle, calculating a weighted
average on the full curve will allow accurate positioning of the
Fig. 4. Left, (black) finely resolved signal curve; (red) parabolic fit
to three data points. Right, positioning bias with respect to shifts in
position of the sample points relative to the signal peak, using weighted
average or parabolic peak fit. Parabolic fit provides a robust method,
with the use of only three data points.
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center of the curve. However, in our case, the response curve
will be influenced by backscatter and forward scatter, ambient
light, etc. This prevents us from using the entire curve for
center positioning. If using only a central part of the curve
[e.g., N points around Z x], the calculated center position
will be biased with regards to the position of the data points
relative to the actual peak of the response curve. This is shown
in Fig. 4 (right). In a real situation, we are often limited to using
only a few data points around the signal peak, e.g., 3–7 points
in total. With such a limited number of data points available,
we observe a significant bias, which in practice will limit our
measurement accuracy.
An alternative method is based on the observation that the
peak of the curve, where we find the distance to our object,
closely resembles a parabola. Therefore, we choose a parabolic
fit for our interpolation, using only the three central data points
[Fig. 4 (top)]. In Fig. 4 (bottom), we see that the parabolic fit has
below 3 mm bias with regards to the position of the data points,
due to the good resemblance between the signal curve and a
parabola close to the peak of the signal curve. The bias can
be further reduced by applying a wider Gaussian filter; however,
this will increase influence from other close-lying signal peaks.
In the results section (Fig. 8), we show that a depth resolution
down to 0.8 cm can be achieved using the super-resolution
algorithm. This is more than 20 times higher resolution than
the sampling interval of 18.8 cm, i.e., the super-resolution
method is highly efficient in increasing depth precision.
These results show that an interpolating parabola provides a
robust and accurate fit of the peak position around the discrete
maximum I 0x, zi and can be used to detect the underlying
peak with minimum bias with regards to small shifts in the
sample points. By fitting a parabola to the three points near
the peak [I 0x, zi−1, I 0x, zi, and I 0x, zi1], differentiating,
and setting to zero, the super-resolved peak is computed as
Z xZ x
 I
0x,Z x−Δz−I 0x,Z xΔz




A Gigabit Ethernet connection is used to interface with the
camera, which constrains the effective transfer rate to approx-
imately 600 Mb/s. This means that it is not feasible to transfer
the 1000 images (with a resolution of 960 × 512 and 16-bit
pixels, this would be about 1 GB/s) that are acquired every
second to a PC for processing and visualization. Consequently,
the depth estimation algorithm has been implemented in the
camera FPGA to facilitate real-time streaming of image data for
visualization on the PC side. The following data can be
streamed to the PC side:





Îx, zmin  iΔz∕k − j 1, (4)
• Depth related data:
○ Depth image: Z x
○ Peak height image (confidence): I 0x,Z x
• Full set of sweep data: fÎx,z  iΔzgi1,…,N r .
Individual pixel binning with factors of 1, 2, 4, or 8 can be
performed on the three data streams. Binning of the data in the
FPGA is generally performed either to increase the signal-
to-noise ratio, or to reduce the required data bandwidth.
The ability to transfer the full set of sweep data has been
included here so that we can use it in the future to estimate
backscatter profiles and subtract the backscatter from the
images to improve the contrast and visual appearance.
The two main constraints that affect the PC side frame rate
are (1) that the camera can only acquire images at a 1000 Hz
and (2) that the transfer bandwidth is limited to approximately
600 Mb/s. Assuming we would like to keep a PC-side frame
rate of 10 Hz, that means we have 100 exposures to construct a
depth measurement. The more exposures that are averaged at
each range, the higher depth precision is feasible (this is shown
in Fig. 5), but at the cost of being able to cover a smaller range.
A good compromise between range and depth precision is to
use Na  4, which allow us to sample 25 ranges. With Δz
distance between samples, we cover a range of 4 m. It is also
possible to increase the step between samples, e.g., to 2Δz to
cover 8 m, but this comes at a small cost of being a little less
sensitive to peaks in the backscatter region.
4. EXPERIMENTS AND RESULTS
In this section, we first present predictions of the theoretical
depth precision of the system derived from measureable char-
acteristics of the signal/sensor noise and system response. We
validate the system in terms of depth precision, at what distan-
ces we can detect objects, and how robust the system is to scat-
tering both in a controlled indoor pool environment where the
attenuation length of the water is varied by adding clay to the
water, and in the wild. We show that the empirical results cor-
respond to the theoretical predictions. Finally, we show some
Fig. 5. Dashed lines, theoretical limit to depth precision due to sen-
sor noise, shot noise, and laser intensity noise for varying number of
accumulations and binning. Solid lines, individual noise contributions
for Na  4 and Nb  4.
Research Article Vol. 57, No. 14 / 10 May 2018 / Applied Optics 3931
qualitative results from imaging fish in a fish farm. A robust
attenuation measurement tool was developed to provide an easy
reference for the results. The tool is presented in Appendix A.
A. Theoretical Depth Resolution
In a previous work [24], we have developed theory to predict









where m is the number of temporal data points used, c is the
speed of light, τresponse is the total system response time, and S
and σtot are the signal and the total noise of a single datapoint
(both in units of photoelectrons). The effective signal S 
S1NaN 2b where S1 is the signal from a single acquisition,
Na and N 2b are the number sample points that are averaged
and binned respectively. Total noise is
σtot 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi





p 2q , (6)
where the contributions are from shot noise, readout noise, and
laser intensity noise. Considering the ratio σtot∕S, which ulti-




















We see that shot noise and sensor noise are both reduced
with increasing Na and N 2b , as each measurement and pixel
are statistically independent, while intensity noise is reduced
only with increasing Na, as intensity noise is common mode
for all binned pixels. We also see that the three contributions
have a different dependence on signal level. Intensity noise is
independent on S1, while shot noise and dark noise contribu-




and 1∕S1, respectively. These
trends are shown in Fig. 5, where we also see that increased
binning does not improve precision at high signal levels where
intensity noise dominates. In our system, the Gaussian/
derivative filter has a length of m  7. We have measured
τresponse ∈ 15 ns, 17 ns, σsensor ∈ 70, 85 AD counts, and
σint ∈ 3.0%, 4.5%.
B. Pool Results: General Setup
A number of studies were performed in an 8 m × 4 m pool
with a depth of 1 m, which can be seen in Fig. 3. The walls
and floor of the pool were painted a matted black to avoid re-
flections off the pool surfaces. Brown clay was used to increase
the turbidity (lower the attenuation length) of the water.
Appendix A describes the tool we built to measure the
attenuation length of the water.
The same acquisition parameters were used across all pool
experiments. We acquired sweeps covering the whole range of
the pool [0–8 m] with Δz  18.8 cm, number of averages per
range was Na  4, binning before depth estimation Nb  4,
and a noise threshold of T n  36.
C. Pool Results: Depth Precision
To study how far and at what precision we were able to detect
an object under different conditions, we imaged a flat 1 m ×
1 m multi-albedo (70%, 30%, 50%, 10%, 90%) target at
different distances ranging from 2.5 to 7 m from the camera
and in water qualities ranging from 0.7 m attenuation length
up to 2.6 m. With one target at one distance in the pool, for-
ward scattering will not be an issue. Figure 6 shows an example
intensity image from the acquired dataset gated at 1.9 m with
the target at 4 m as well as the corresponding depth map.
In Fig. 7 we summarize the findings, where we plot for each
distance, the mean and standard deviation of the depth esti-
mates over an 8 × 8 neighborhood for each of the attenuation
lengths. The plot shows that at 0.7 m attenuation length, we
are able to get reliable depth estimates (standard deviation of
less than 10 cm) up to a distance of 4.5 m, while at 1.6 m
attenuation length we get reliable depth estimates up to
6.5–7.0 m. At long attenuation lengths, we are limited by
the r2 effect, but at shorter attenuation lengths, we have em-
piric evidence that we are able to see at least 4.5 attenuation
lengths.
To validate the theoretical depth precision we presented in
Fig. 5, we also present the depth precision as function of signal
level in different water qualities based on the pool data in Fig. 8.
Note that when using only a single 3D frame for estimating
depth precision, the noise contribution due to laser intensity
noise is not taken into account. Intensity noise will cause a
Fig. 6. Flat target with five albedos (left to right: 70%, 30%, 50%,
10%, 90%) acquired at 4 m in water with attenuation length of 1.6 m.
Left, an intensity image of the flat target with varying optical reflective
properties. Image is gated at 1.9 m. Colorbar shows AD counts. The
square indicates the ROI used when calculating the depth precision as
reported in Fig. 7. Right, estimated depth map (cm).
Fig. 7. Depth estimation results of single flat target. The x axis
shows the target placed at seven different distances from 4 to 7 m
at 0.5 m intervals. The circle denotes the mean over an 8 × 8 spatial
neighborhood, while the length of the bar indicates 2σ. The various
colors represent different attenuation lengths.
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common mode noise in the entire depth image, which will
cause the measured range to vary between 3D frames.
The results show that depth precision is independent of
water quality, and it depends only on signal intensity.
Furthermore, it is clear that the experimentally obtained depth
precision is consistent with system parameters at low signal
levels only, using (lower curves) σdark  70, τresponse 
15 ns, and (upper curve) σdark  85, τresponse  17 ns. At high
intensities, the depth precision is limited to around
0.8∕− 0.1 cm. As described above, we estimate depth pre-
cision by calculating the standard deviation over a small region
of pixels. The remaining standard deviation of 0.8∕− 0.1 cm
arises from fixed pixel-to-pixel variations in absolute distance.
It is clear that for signals above ∼1000 counts, this variation
constitutes the limit of our depth precision.
D. Pool Results: Effect of Scattering
As shown in Fig. 1, scattering can cause peaks in the derivative
and can therefore cause faulty depth detections. The depth es-
timation algorithm has incorporated two measures to reduce
detection of unwanted peaks caused by scattering: linear
extrapolation (instead of a constant extrapolation, which would
cause a peak in the derivative, especially in the backscatter re-
gion) of signal before convolving with the derivative filter to
avoid detecting backscatter peaks, and a first peak search before
defaulting to a max peak search to detect objects further out
than peaks caused by forward scatter. To study how well the
algorithm handles scattering, we imaged a “forest” of multi-
albedo 100 cm × 30 cm targets placed at different distances
and positions relative to the camera, as shown in Fig. 3.
Sweeps were acquired at different attenuation lengths, and
the estimated distance and depth precision were calculated
from the resulting depth maps. In Fig. 9, we summarize the
results. The targets are numbered 1–7 as going from left to
right in the image in Fig. 3. In the top plot of Fig. 9, we plot
the mean and standard deviation of the depth estimates for the
different attenuation lengths. The plots for each target are or-
dered from left to right with decreasing attenuation length. The
results show that targets 4, 5, and 7 are detected with high pre-
cision across all turbidities. However, target 3 at 7.7 m distance
is only detected in water with a high attenuation length (4.1 m
and 3.1 m). For lower attenuation lengths, the forward scatter
from target 4 is detected because the signal from target 3 is so
attenuated that the peak caused by the target is lower than T n,
and the peak caused by the forward scatter is higher. We also
observe that forward scatter affects target 6 for the most turbid
water (attenuation length of 1.2 m). The estimated results from
target 2 and 3 at high turbidities are drawn even closer to the
camera than the targets causing forward scattering at 3.8 m,
which means that there are some backscatter peaks that are
not suppressed. This is a consequence of the real signal being
too attenuated to be reliably detected. The corresponding
height of the detected peak is shown in the bottom plot
of Fig. 9.
Fig. 8. Depth precision plotted against signal at different attenua-
tion lengths (crosses). Notice that the results are independent of at-
tenuation lengths. The results are in agreement with the theoretical
results, using σdark  70, τresponse  15 ns and σfixed  0.7 cm (lower
curves); and σdark  85, τresponse  17 ns and σfixed  0.9 cm (upper
curves).
Fig. 9. Top, depth estimation results from dataset with multiple
targets at fixed distances. The flat stapled lines show the ground truth
distances. Bottom, corresponding plot where the y axis (log scale)
shows the peak height (AD counts∕Δz ), which is proportional to
the number of photons that are reflected and collected from the object.
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E. Sea Trials: Signal-to-Noise Ratio Versus Depth
Resolution
The 3D precision that is possible to attain is highly correlated
with the signal-to-noise ratio (SNR). We define SNR ≡
Swhite∕σdark. A white or reflective target far away should give
the same accuracy and standard deviation as a dark and close
target (they will exhibit the same SNR). The signal level is de-
pendent on the distance to the target, the albedo of the target, as
well as the attenuation length of the water. The noise is
reduced with increasing binning and accumulations.
Figure 10 shows a multi-albedo target (1 m × 0.3 m with
albedos right to left: 10%, 75%, 50%, 25%, 90%, for the five
regions) acquired at approximately 10 m during sea trials where
we estimated the attenuation length to be 3.5 m. Notice that
there is a weak ghost of the rope visible in the image gated at 8 m
in Fig. 10. The reason for that is the exponential decay of photo-
electrons in the shutter. The light reflected from the rope close
to the camera generates a high number of photoelectrons. In a
first-order description, these photoelectrons will be drained ex-
ponentially with a short time constant. However, there are some
residual photoelectrons left when the shutter opens at 8 m.
We imaged the target at 10 different distances and varying
positions in the image (illumination is lower on the edges of the
image compared to the center). In Fig. 11, we summarize all the
sample points from the sea trials in the way of SNR versus
depth precision from experiments imaging the target at differ-
ent distances. Notice the trend, which shows that with increas-
ing SNR, the depth precision increases. We got an SNR of 3 at
14 m range and a standard deviation of 10 cm. With good
signal levels at shorter ranges, we approach a depth precision
of 1 cm. Also in sea trials, the achieved depth precision is in
agreement with theory. We found that when we were further
out than approximately 4 times the attenuation length, we could
not detect the target reliably anymore. The variation around the
theoretical precision can be explained by the use of a relatively
small target (in pixels). Imaging it from 10 m resulted in very
small areas that we could extract meaningful information from.
Hence, the neighborhoods that were used to extract SNR and
depth precision were small (3 × 3), which made the standard
deviation calculations sensitive to outliers.
F. Contrast Enhancement Through Range Gating
In turbid waters, backscatter is known to reduce the contrast/
SNR in the images because it adds a slowly spatially varying veil
(a DC component) of intensity to the image. This effectively
increases both the intensity and the noise of areas representing
black objects and consequently reduces the apparent contrast.
In Fig. 12, we show the SNR as a function of gating distance
(0 to 6 m) when an object is placed 3 m from the camera. The
target is a multi-albedo target (same as in Fig. 1), and the SNR
is computed as the difference between a white-and-black region
divided by the standard deviation of the signal in the black
region. The plot shows that the SNR is highest when gating
approximately 0.5 m in front of the target.
The plot also shows that the SNR stays relatively constant
until the backscatter response takes off at distances closer than
1 m to the camera (see the intensity plot). From this we can
interpret that we can in general average intensity images from
0.5 m in front of a target and towards the camera until we ap-
proach 1 m from the camera to increase the SNR. The camera
interface is designed to be able to do this. Based on the previous
depth frame, we can estimate at what distances we have objects
and adjust the j and k parameters of Î kj accordingly to extract
high-contrast intensity images.
G. Sea Trials: Schools of Fish
One important potential application of the proposed system is
surveillance and monitoring of fish for sustainable farming and
Fig. 10. Corresponding intensity image (gated at 8 m) and depth
map (in meters) from sea trial. The signal of the brightest part of the
target was used to compute the SNR. A 3 × 3 region over the target in
the depth map was used to compute the depth precision and distance.
The target was estimated to be at 9.7 m, and we obtained an SNR of
17 and a depth precision of 2.3 cm.















Fig. 11. SNR versus depth precision during field trials. At high sig-
nal levels, we approach a depth precision of 1 cm. These measurements
correlate with the theoretical precision presented in Fig. 8.
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harvesting. We show here some qualitative results from imaging
fish in a fish farm. The fish were salmon, approximately 50 cm
long and with a mass of ∼2 kg. We usedNa  4 per range and
used a step between ranges of 2Δz that resulted in a range of
(1–9 m) and a frame rate of 10 Hz. Figure 13 shows some
qualitative results of a school of fish swimming.
5. DISCUSSION
We have presented an underwater range-gated system built
around a customized fast-shutter CMOS camera and a
solid-state actively Q-switched 532 nm laser. The system pro-
vides an effective solution for underwater imaging with a great
compromise between speed of acquisition, imaging range, and
resolution compared to other available underwater imaging
technologies. The use of a CMOS sensor instead of a combined
CCD chip and an intensifier may potentially lead to lower cost
and complexity of the range-gated system.
We present an algorithm for peak detection in the range-
gated signal trace that is designed to be sensitive to peaks caused
by objects and suppress forward scatter and backscatter peaks.
The system allows for range slicing with steps of 18 cm. To
achieve super-resolution depth precision below the slicing step
size, we fit a parabola to the sample points around a peak and
find the analytical maximum peak position.
There is always a trade-off between frame rate, range, and
depth precision. We have found a good compromise is to image
25 ranges and use four exposures per range for a total of 100
images per frame. This facilitates real-time (10 Hz) depth es-
timates over a range of up to 8 m, and depending on the SNR,
down to a depth resolution of 1 cm. The empirical performance
results agree with theoretical performance predictions that we
present. We also show that we are able to estimate the distance
of objects with high albedos at distances of at least 4.5 times the
attenuation length of the water in low attenuation length
situations.
Forward scatter may cause signal peaks in pixels where the
corresponding pixel ray does not intersect any objects. An un-
resolved issue is how to handle such forward scatter peaks, but
in future works we will investigate whether the peak width can
help discriminate between forward scatter and object peaks. We
will also investigate whether generative Bayesian models can
discriminate between these peaks in postprocessing.
Range gating is also an important technique to increase
contrast in underwater imaging. We show that backscatter
degrades the contrast in images, but with selective gating,
e.g., based on the depth estimates, high-contrast images can
be acquired. The ideal gating distance in terms of the image
SNR is shown to be approximately 1 m in front of the target of
interest. However, even when gating past the worst of the back-
scatter (1 m and outwards), there may still be backscatter
present in the image, which can be detrimental to contrast
when we are viewing object signals that are barely above
the noise level. In future work, we will aim to estimate the
backscatter profile based on 8 × 8 binned full delay sweeps,
and subtract the backscatter from the gated image to enhance
the contrast.
Even though the current system is designed for underwater
use, the performance in terms of depth precision versus SNR
should be comparable in air (scaled by the difference between
speed of light in water/air). In a nonturbid air environment, the
attenuation length would be a negligible factor and the range of
the system would be limited by the r2 falloff in illumination
with distance. In turbid air environments caused by, e.g., rain,
fog, snow, or smoke, the system should be just as effective as























Fig. 12. SNR variation with regards to the gating distance. Top,
blue curve shows the SNR with respect to gating delay. The orange
curve shows the delay sweep curve of the signal (magenta square).
Bottom, images from the sweep stack at 0.1 m with an SNR of 5,
2.2 m with an SNR of 9, and 3.4 m with an SNR of 1. The squares
in the images illustrate where the pixel values were taken to calculate
the SNR.
Fig. 13. Corresponding depth map (in cm) and intensity
image (gated at 2 m) of a school of fish. All distances that were
detected with peak heights lower than 40 were filtered out
(represented as dark blue). Notice that the fish cage net is detected
at 6 m, which cannot be easily seen in the histogram-equalized inten-
sity image.
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We believe that the presented range-gated system is suitable
for a wide range of underwater surveillance and monitoring
applications. Specifically, we believe that it is ideal for monitor-
ing marine habitats and estimating biomass and generally for
underwater surveillance. We have shown qualitative results
from imaging schools of fish, and future work will involve
using the system to extract measurements (length, estimates
of weight, swimming speed) of fish in both fish farms and
the wild.
APPENDIX A: ATTENUATION MEASUREMENT
TOOL
In this section, we provide a description of the instrument we
developed to measure the optical attenuation in different
waters. The instrument can be seen in Fig. 14. The require-
ments were that we needed to have a simple instrument that
could quickly provide us with a measurement of water quality.
As the water quality may change along the water column, the
instrument needed to be submersible to 70 m (the length of the
Ethernet cord of the range-gated camera) and provide rapid
updates of the measured attenuation length.
Optical attenuation in water is characterized by absorption
and scattering. Optical transmission is described by
T l  exp−la b, where l is the length the light has
traveled, a is the absorption coefficient, and b is a scatter-
ing-loss coefficient. Both a and b are functions of the optical
wavelength. The sum c  a b is called the attenuation co-
efficient and 1∕c the attenuation length. Some advanced instru-
ments can determine a and b separately, while simpler
instruments, like the one described, measure only c. When just
c is measured, the measured value will depend on the accep-
tance angle of the instrument. Therefore, the acceptance angle
is often given along with the measured value.
The attenuation meter consists of a 525 nm blinking LED
light source (duty cycle of 5 s) and a monochrome camera
with an 8 mm focal length f ∕#1.4 lens. The camera and light
source are mounted facing each other at a distance of l 
0.95 m on a rigid pole. The LED is placed in a white cavity
resembling an integrating sphere. There are two layers of dif-
fusing plastic foils, separated 5 mm, at the exit. This gives a
uniform light source. The light source is circular with
37 mm diameter. The camera resolution is 1280 × 1024 with
5.3 μm pixel pitch, which means that the angular extent of the
light source, as seen from the camera, is 2.2 deg (59 pixels)
diagonally. The uniformity measured by the camera is better
than 1%.
The camera streams a live video to a top-side computer
through a 100 m Ethernet cable. The camera is powered via
the cable (POE), while the LED is battery powered with a life-
time of 48 h. We use images in a full-duty cycle to estimate the
signal (average images where light source is on and subtract the
average of images where light source is off ). The maximum
signal value is used as the measured signal level vm. The optical
transmission can be written as T  exp−l c  vm∕vr , where
vr is a reference signal value found through calibration. The
reference value vr is the theoretical value measured in water
with 0 attenuation. This value cannot be measured directly
since there is no such water. We propose two different methods
to approximate vr in air. One approach to approximate vr in air
is by moving the light source closer to the camera (0.95 m/
1.32) so that the light source has the same extent as it would
have at 0.95 m in water. When using the estimated vr at
0.95 m, we measure a transmission of 89%. 9% of this is
related to increased Fresnel reflection at the polycarbonate
windows n  1.6 in air n  1 as compared with water
n  1.32. The remaining 2% is related to the point-spread
function of the camera and lens. A more convenient way to
calibrate way to vr in air is to adjust vr to give a reading of
8.2 m, which corresponds to 89% transmission.
Generally the signal vr will vary with LED emission
intensity and camera sensitivity, which could both vary with
temperature. In use, we observe a drift in vm of less than
1%. This results in an estimated accuracy in measured attenu-
ation length of 1% at 1c  1 m, 5% at 1c  5 m, and 6%
at 1c  8 m.
In this paper, we report the ability to perform 3D measure-
ments at at least 4.5 attenuation lengths (at low attenuation
lengths), where the attenuation length is measured as described
in this appendix. 4.5 attenuation lengths correspond to a trans-
mission back and forth of 1/8100 if all the attenuation is cal-
culated as absorption. In lab measurements, we obtain similar
performance when introducing signal transmission of 1/5500
by using attenuation filters and a smaller camera aperture. This
factor, 1/5500, corresponds to 4.3 attenuation lengths. Because
forward scattered light, within the field of view, is still good for
illumination, we are able to see slightly longer than what pure
absorption would have allowed. The agreement between these
numbers provides an indication that the attenuation measured
with our tool is adequate for predicting camera system
performance in different waters.
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Fig. 14. Attenuation measurement instrument. The blinking green
light source can be seen in the upper left corner, while the camera is
located in the lower right corner. They are mounted 0.95 m from each
other.
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