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Abstract
We study quantum mechanics in one space dimension in the stochastic formalism.
We show that the partition function of the theory is, in fact, equivalent to that of a
model, whose action is explicitly invariant (up to surface terms) under supersymmetry
transformations–but whose invariance under the stochastic identities is not obvious, due
to an apparent mismatch between fermions and bosons. The resolution of the riddle is
that one “fermion” is a gauge artifact and, upon fixing the local, fermionic symmetry,
called κ−symmetry, we recover the stochastic partition function.
The “fermions” do not propagate in the bulk, since their kinetic term is a total deriva-
tive. Their contribution to the action is through an ultra–local bilinear term, that may be
exactly integrated out, as long as the superpotential has a unique minimum and we obtain
a local action for the scalar. When the superpotential does not have a unique minimum,
we use a Hubbard-Stratonovich transformation of the kinetic term to obtain an action in
terms of the Fourier transform of the velocity, a kind of duality transformation.
The classical particle thus moves in a medium of dipoles, that parametrize the quantum
fluctuations and the classical trajectory φ(τ), becomes a chiral superfield, (φ(τ), ψα(τ), F (τ)),
when quantum effects are taken into account. The observable superpartner of the scalar,
however, is the fermion bilinear and thus, while supersymmetry may be realized, the
observable partner excitations are not degenerate in mass.
We compute the stochastic identities of the auxiliary field, using a lattice regularization
of the equivalent “bosonic” action, for the case of a superpotential with a single minimum.
We show that the lattice action can be expressed as an ultra–local functional of the
auxiliary field, up to terms that vanish with the lattice spacing.
1E-Mail: Stam.Nicolis@lmpt.univ-tours.fr
1 Introduction
The stochastic approach to quantum dynamics of commuting degrees of freedom starts with
the Langevin equation
∂φ(t)
∂t
= −∂U(φ)
∂φ(t)
+ η(t) (1)
where t is the equilibration time. The field, η(t), is a Gaussian stochastic process:
〈η(t〉 = 0
〈η(t)η(t′)〉 = δ(t− t′)
〈η(t1)η(t2) · · · η(t2n)〉 =
∑
pi
〈
η(tpi(1))η(tpi(2))
〉 · · · 〈η(tpi(2n−1))η(tpi(2n))〉 (2)
where the sum is over all permutations. (We work in units where ~ = 1.)
At equilibrium, t→∞,
η =
∂U(φ)
∂φ
(3)
We haven’t yet committed to whether η and φ depend on other variables; if they don’t, we
have a problem in probability theory, that is interesting, not only in its own right, but can,
also, provide insights for physics [1]. If they do, we have a bona fide problem in quantum
field theory, where the noise, η, models the fluctuations [2, 3]. Indeed, depending on how we
interpret the coefficient of the 2–point function of the stochastic field, η, this framework can
describe quantum fluctuations, if the coefficient is proportional to ~, thermal fluctuations, if it
is proportional to kBT , or disorder, if it is proportional to the “strength of the noise” (cf. the
paper by Aron et al. in ref. [2] for an example of non-Gaussian noise in this framework).
If U(φ) is a local functional of φ, in particular, if
∂U(φ)
∂φ
=
∂φ(τ)
∂τ
+
∂W (φ)
∂φ(τ)
(4)
where τ ∈ R and W (φ(τ)) an ultralocal functional of φ(τ), we obtain the following stochastic
equation for φ(τ):
∂φ(τ)
∂τ
= − ∂W
∂φ(τ)
+ η(τ) (5)
This is the Langevin equation that describes quantum mechanics, i.e. a quantum field theory
in one Euclidian dimension. The essential difference to eq. (1) is that we are not interested,
only, in the limit τ → ∞, but in the solution for all values of τ . This assertion is meaningful
only at the level of the correlation functions, of course.
In this case, η(τ) is a Gaussian stochastic process, whose correlation functions obey the
same identities as in eq. (2), only the time is, now, the Euclidian time.
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We are interested in the correlation functions, 〈φ(τ1)φ(τ2) · · ·φ(τn)〉, of the field φ and the
identities that constrain them. We shall compute them from the following partition function
Z =
∫
[dη(τ)dφ(τ)] e−
∫
dτ η(τ)
2
2 δ
(
η(τ)− ∂φ
∂τ
− ∂W
∂φ(τ)
)
=∫
[dφ(τ)] e−
∫
dτ 1
2(
∂φ
∂τ
+ ∂W
∂φ(τ))
2
∣∣∣∣det
(
δ(τ − τ ′)
(
∂
∂τ
+
∂2W
∂φ(τ)2
))∣∣∣∣ =∫
[dφ(τ)dψ(τ)] e
−
∫
dτ 1
2(
∂φ
∂τ
+ ∂W
∂φ(τ))
2
+ 1
2
∫
dτ dτ ′ ψα(τ)εαβ
(
δ(τ−τ ′)
(
∂
∂τ
+ ∂
2W
∂φ(τ)2
))
ψβ(τ
′)
(6)
We have introduced the determinant of the local operator, ∂2U/∂φ(τ)∂φ(τ ′), in the action using
anticommuting fields, ψα(τ). These are not ghosts! There isn’t any spin in one dimension–so
the spin–statistics theorem is vacuous [4].
This is a formal expression, since the measure, [dφ(τ)dψ(τ)], is not well-defined and the
determinant of the operator is not well-defined either. Indeed, the passage from the first line to
the second only holds, if the determinant can’t vanish–if it can, then, already, the first line is
ill-defined, since the delta function doesn’t fully constrain the function η(τ). So what we really
are after is a way to define the expression in the third line–and use that definition to define the
expression in the first line.
Let us discuss a bit more, why exactly the transformations in eq. (6) are interesting.
They are interesting because they express the fact that, while the function, φ(τ), may have
a quite complicated distribution–the object of our study!–there exists a functional of φ(τ),
η(τ) =
∂φ
∂τ
+
∂W
∂φ(τ)
(7)
that is a Gaussian field, with ultra–local two–point function–it’s a non–propagating field–in
contrast to φ(τ), whose propagator, 〈φ(τ)φ(τ ′)〉, is, a priori, not ultra–local. This is very
surprising. There are two cases, where such fields are known to appear: (a) when a gauge
symmetry is present and these fields express the redundancy of the degrees of freedom and/or
(b) when supersymmetry is present and these fields are the auxiliary fields that ensure it is
realized off–shell [5, 6]. So a natural question is, whether it’s possible to understand which case
is realized in the class of theories described by the partition function in eq. (6). Of course it
may happen that none is realized, if the partition function cannot be defined, absent a cutoff.
(In fact, as we shall find, both cases are realized: a gauge symmetry is, indeed, present and
auxiliary fields do appear.)
We shall try to elucidate these issues in this paper, in a context that allows us to perform
calculations in a controlled way. For, indeed, the reason eq. (6) is, also, useful, is that it provides
the framework to perform calculations that are not limited to perturbation theory. We use a
lattice regularization and compute the correlation functions by Monte Carlo simulations. A
check on our numerical calculations is thus provided by the identities that stem from the
Gaussian distribution of η(τ). The classical equations of motion imply that the right–hand
side of eq. (7) is drawn from the same Gaussian distribution as η(τ) so, if we can compute the
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correlation functions of the scalar, we can check, whether quantum corrections respect this–or
not.
Such calculations seem to involve “dynamical fermions”–since the “classical action” contains
a term such as ψα(τ)ε
αβ∂ψβ(τ)/∂τ– and, thus, seem very challenging (albeit much less than
in four space-time dimensions). A nice feature of quantum mechanics, however, is that the
“fermion” kinetic term is a total derivative–individual “fermions” do not propagate in the
bulk, only “fermion” bilinears, whose propagator is completely determined by the correlation
functions of the scalar, propagate: The fermions are “confined” in dipoles, can be exactly
integrated out and leave behind a “Polyakov loop” of a functional of the scalar–that makes an
ultra–local contribution to the action.
For ease of exposition we shall use the terms “bosonic” (or “scalar”) resp. “fermionic” to
denote “commuting” resp. “anticommuting” worldline fields. They are, of course, both, “target
space” scalars.
The plan of the paper is as follows: in section 2 we study, whether the classical action in
eq. (6) is invariant under a transformation, whose parameters are anticommuting variables and
whose anticommutator closes on translations in Euclidian time. The difficulty in realizing this
symmetry, already at the classical level, as we shall see, stems from the local terms, those that
contain derivatives. We show that the “fermionic” kinetic term is, always, a total derivative,
therefore the “fermions” appear as ultra–local bilinears on the boundary and in the bulk.
We recall that an action, that contains two “fermions”–and one “boson”–is invariant under
such transformations and that one of the “fermions” is a gauge artifact, since only one of them
enters in the action with a time derivative, they transform differently under the supersymmetry
transformations and we may choose which one transforms which way. This gauge symmetry is
known as κ−symmetry [7]. The constraints, that project out the “spurious” fermion, are “pure
spinor” type constraints. Introducing a (non covariant) gauge-fixing term, we show that the
gauge-fixed partition function coincides with that of the stochastic approach. We shall use this
(gauge-fixed) partition function to compute the relations between the correlation functions of
the auxiliary field that stem from Wick’s theorem and, thereby, check supersymmetry beyond
the classical action. We, also, discuss why the “second” fermion is necessary, within the context
of a consistent quantum mechanics and that the “observable” superpartner of the “scalar”, φ(τ),
is another scalar, the fermion bilinear, ψα(τ)ε
αβψβ(τ) ≡ s(τ), whose correlation functions may
be computed from the correlation functions of exp(− logW ′′(φ(τ))).
In section 3 we set up the framework to compute the relations between the correlation
functions using a lattice regularization. We first treat the case where W ′′(φ) never vanishes.
We explicitly show that the change of variables from the scalar to the auxiliary field, within
the lattice discretization, does lead to a Gaussian distribution for the auxiliary field, with an
ultra–local 2–point function, up to terms that vanish as powers of the lattice spacing, or are
surface terms.
In subsection 3.2 we show how the calculation may be set up, when W ′′(φ) can vanish,
i.e. fermionic zeromodes are present. This case is quite involved, so we do not present, yet,
numerical results for it here, only several consistency checks of the expressions involved to show
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they are well-defined. Specifically we show that the appropriate field seems to be not φ(τ), but
p(τ), the Fourier transform of its time derivative, dφ(τ)/dτ , through a Hubbard–Stratonovich
transform, that linearizes the kinetic term of the scalar.
The numerical results, for the case W ′′(φ) > 0, are presented in section 4. We show that
the 1–point function of the auxiliary field does vanish, within the precision of the Monte Carlo
simulation, the 2–point function vanishes, within precision, for non–zero values of its argument
and that the connected part of the 4–point function vanishes, as well. These results are all
compatible with the auxiliary field being drawn from a Gaussian distribution, centered at zero
and with ultra–local propagator, thereby confirming supersymmetry of the partition function.
We cannot, yet, complete the proof by showing that all correlation functions of the auxiliary
field satisfy Wick’s theorem, however. Completing the induction step remains, thus, an open
problem. While for the 1–point function the proof is complete, the proof for the 2–point function
requires that we show that the irrelevant terms we have discarded, when writing the action as
a perfect square, do remain irrelevant. This would, in fact, suffice to complete the proof for all
correlation functions.
We end with our conclusions and ideas about directions of further inquiry. One natural di-
rection is towards more than one Euclidian dimensions: φ(τ)→ φI(τ), ψα(τ)→ ψIα(τ), F (τ)→
F I(τ), I = 1, 2, . . . , D, describing a D−dimensional target space(time), in the classical case–
and the corresponding superspace in the quantum case. The ψIα(τ) may then be identified
with the components of the spin vector [29], contributing a Pauli term, ψIασ
αβ
1 ψ
J
βFIJ(φ), where
FIJ(φ) is the electromagnetic field strength, whereas the classical coordinates φ
I(τ) couple,
directly, to the gauge potential through the term φ˙IAI .
The generalization to field and string theory [30, 31] is, of course, one goal. One way to
attain it might be through the worldline formalism to field theory [38].
Another is how to describe entanglement. This topic has, so far, been treated, in the
canonical formalism, in terms of density matrices. The path integral approach, presented here,
should be able to provide a space-time description of entanglement. To achieve this we must
describe two–particle configurations in the stochastic formalism. Intuitively we expect that two,
classically non-interacting, particles will exhibit entanglement if they interact with the same
noise configuration. How this may be achieved in practice will be described in future work.
Some technical details are presented in the appendices, namely, how the “fermion” con-
tribution encodes the more familiar loop expansion and how the correlation functions of the
“superpartner” to the scalar are expressed in terms of the correlation functions of the scalar
itself in a way that is reminiscent of disorder variables in spin models [11]. We, also, prove that,
for the cubic superpotential, the partition function, defined by the dual variables, is, indeed,
real and positive, by showing that the probability density the moments, implicitly, define is
symmetric about the average value.
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2 On the supersymmetry of the classical action
Let us look at Sclass[φ, ψ] more closely. It would seem that
Sclass[φ, ψ] =
∫
dτ
1
2
[(
∂U
∂φ(τ)
)2
− ψα(τ)εαβ ∂
2U
∂φ(τ)2
ψβ(τ)
]
(8)
is invariant under the non-linear transformation [2]
δφ(τ) = ζαε
αβψβ(τ)
δψα(τ) = ζα
∂U
∂φ(τ)
(9)
with ζα, α = 1, 2, a pair of anti commuting variables.
This transformation can, in fact, be linearized by introducing an auxiliary field, F (τ), and
writing the action as follows:
Seff [φ, ψ, F ] =
∫
dτ
[
−1
2
F (τ)2 + F (τ)
∂U
∂φ(τ)
− 1
2
ψα(τ)ε
αβ ∂
2U
∂φ(τ)2
ψβ(τ)
]
(10)
The transformation (9) becomes
δφ(τ) = ζαε
αβψβ(τ)
δψα(τ) = ζαF (τ)
δF (τ) = 0
(11)
If this transformation leaves the action invariant:
δS =
∫
dτ
[
FU ′′δφ− 1
2
δψαε
αβU ′′ψβ − 1
2
ψαε
αβU ′′δψβ
]
=∫
dτ
[
FU ′′ζαε
αβψβ − 1
2
ζαFε
αβU ′′ψβ − 1
2
ψαε
αβζβU
′′F
] (12)
the expression in brackets in the second line should either vanish or become a total derivative.
This expression does vanish, if [U ′′, ψ] = 0 = [U ′′, F ], i.e. if U ′′ is an ultra–local functional. It
fails to vanish, if U ′′ is not ultra–local, but contains derivatives, since, in that case, U ′′ψβ 6= ψβU ′′
and U ′′F 6= FU ′′. Indeed, we remark that the ultra–local terms in U ′′ will cancel out in δS, but
the local terms will not leave a total derivative. So there are terms missing in the transformation.
An easy calculation leads to the expression:
δS =
∫
dτ
1
2
[
ζαε
αβψ˙βF − ψαεαβζβF˙
]
(13)
Now
ψαε
αβζβ = ζαε
αβψβ (14)
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since {ψα, ζβ} = 0. Therefore
δS = ζαε
αβ
∫
dτ
1
2
[
Fψ˙β − F˙ψβ
]
(15)
Were the relative sign a plus, instead of the minus, then we would have obtained a total
derivative.
In fact transformations (11) are not the most general, linear in the fields, we can write,
consistent with all symmetries (namely the SL(2,R) transformations of the fermions). We can
add the following terms to the variations of the fermion and the auxiliary field
δψ(1)α = Bαβζβφ˙
δF (1) = Aζαε
αβψ˙β = A
∂
∂τ
δφ
(16)
If we include these terms, we shall find that A = 1, but that the choice of Bαβ doesn’t have any
effect at all in making the variation of the Lagrangan a total derivative. We realize that the
action is not invariant under these transformations. Therefore we conclude that the stochas-
tic identities satisfied by η(τ), as a functional of φ(τ), seem logically distinct from invariance
under transformations with anticommuting parameters, in the presence of derivatives. In-
deed, the paradox becomes even more acute, if we consider the case W = 0. In that case,
that of a massless, free, scalar, if we impose an infrared cutoff, by putting the system in a
box, we do, apparently, find that Z = 1, since the contribution of the “bosonic” determi-
nant, det(−d2/dτ 2)−1/2, seems to be exactly cancelled by the contribution of the “fermionic
determinant,
∣∣det (εαβd/dτ)∣∣, while the action is, apparently, not invariant under the transfor-
mations (11) (16).
In fact, let us write the variation of the action, under arbitrary variations, δφ, δF, δψα, that
vanish at the boundaries (or infinity). We find the following expression:
δS =
∫
dτ
[
δF
(
−F + ∂φ
∂τ
+
∂W
∂φ
)
+ δφ
(
−∂F
∂τ
+ F
∂2W
∂φ2
)
+
δψα
(
−∂
2W
∂φ2
εαβψβ
)
+
∂
∂τ
(
−1
2
δψαε
αβψβ
)] (17)
The last term tells us that the fermions don’t propagate in the “bulk”–and the next to last
term that, unless the matrix W ′′(φ)εαβ has zero modes, the fermions vanish in the bulk, in the
classical limit. Indeed, the kinetic term of the fermion is a total derivative:
ψαε
αβ ∂ψβ
∂τ
=
1
2
(
ψαε
αβ ∂ψβ
∂τ
+
∂ψα
∂τ
εαβψβ
)
=
∂
∂τ
(
1
2
ψαε
αβψβ
)
(18)
and, therefore, contributes a surface term, whatever the variations are.
So there are further features of the relation between the stochastic identities and “super-
symmetric” transformations that remain to be clarified.
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It is, indeed, possible to write an action,
SSUSYQM =
∫
dτ
[
−F
2
2
+ F
(
∂φ
∂τ
+
∂W
∂φ
)
− ψαεαβ
(
∂
∂τ
+
∂2W
∂φ2
)
χβ
]
(19)
that contains derivatives and that is invariant–up to total derivatives–under transformations
with anticommuting parameters [9, 10], for instance:
δ1φ = −ζαεαβχβ
δ1ψα = −ζα
(
φ˙+ F
)
δ1F = δ1φ˙
δ1χα = 0
(20)
Under this transformation we remark that the fermion χα, that does enter in the action through
its derivative, is inert, whereas the fermion, ψα, that does transform non-trivially, seems to
play the role of a Lagrange multiplier. It is possible to find another transformation, with
anticommuting parameters, under which the role of the two fermions is exchanged [9, 10]:
δ2φ = ζ
′
αε
αβψβ
δ2χα = −ζ ′α
(
φ˙− F
)
δ2F = δ2φ˙
δ2ψα = 0
(21)
As [9, 10] note, it is the anticommutator of these two transformations that closes on the gen-
erator of the (Euclidian) time translations,
{δ1, δ2} = −2ζαεαβζ ′β
∂
∂τ
(22)
thereby providing the justification for bestowing the name “supersymmetric” to these transfor-
mations. It is noteworthy that which of the two fermions we call ψ and which χ is a choice we
are free to make independently, at each time instant. This can be seen to follow from the fact
that we can exchange ψ and χ in the potential term exactly and, up to a total derivative, in
the kinetic term, as well. We must make such a choice, since the two don’t enter the transfor-
mations in the same way–but any one choice is as good as any other: this is an example of a
gauge symmetry, called “κ−symmetry” [7] in this context. The action, obtained through the
stochastic approach, is, thus, already, “gauge–fixed”, with respect to the κ−symmetry. Let’s
try to understand how this is realized.
It becomes easier to apprehend what is happening, if we consider the ψα(τ) ≡ Ψα,1(τ) and
χβ(τ) ≡ Ψβ,2(τ) as two different “flavors”, Ψα,I(τ), I = 1, 2, in the fundamental representation
of flavor SU(2). Then we notice that the kinetic term
Skinetic,f =
∫
dτ
1
2
[
−∂ψα
∂τ
εαβχβ + ψαε
αβ ∂χβ
∂τ
]
+
∫
dτ
∂
∂τ
(
1
2
ψαε
αβχβ
)
=∫
dτ
∂Ψα,I
∂τ
[−iσ2
2
]IJ
εαβΨβ,J +
∫
dτ
∂
∂τ
(
1
2
Ψα,I [σ1]
IJ εαβΨβ,J
) (23)
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Similarly, the potential term can be written as follows:
Spotential,f =
∫
dτ
1
2
[
ψαε
αβχβ + χαε
αβψβ
]
W ′′(φ) =
∫
dτ W ′′(φ)Ψα,I
[σ1
2
]IJ
εαβΨβ,J (24)
We can diagonalize the kinetic term by a global, unitary, transformation in “flavor” space,
Ψα,1 =
1√
2
(Xα,1 + iXα,2)
Ψα,2 =
1√
2
(Xα,1 − iXα,2)
(25)
which, therefore, preserves the measure of the path integral. The eigenvalues, λI = ±i.Then
we see that the kinetic term
∂Ψα,I
∂τ
[−iσ2
2
]IJ
εαβΨβ,J =
∂Ψα,I
∂τ
εIJ
2
εαβΨβ,J =
∂Xα,I
∂τ
λI
2
δIJεαβXβ,J =
1
4
(
λI
∂Xα,I
∂τ
δIJεαβXβ,J + λ
JXα,Iε
αβδIJ
∂Xβ,J
∂τ
)
=
∂
∂τ
(
i
4
Xα,Iε
αβ [σ3]
IJ Xβ,J
) (26)
becomes, indeed, a total derivative.
The potential term takes the following form under this transformation:
Spotential,f =
1
4
(
Xα,1ε
αβXβ,1 +Xα,2ε
αβXβ,2
)
W ′′(φ) = Xα,Iε
αβδIJXβ,J
W ′′(φ)
4
(27)
Eq. (26) implies that the fermions do not propagate in the bulk, or the boundaries. It implies
that only as ultra–local fermion bilinears do they contribute to the action. We can decompose
the fermion bilinears in combinations of given isospin, namely an isotriplet and an isosinglet. We
notice that the kinetic term and the potential term contain the (I = 1, I3 = ±1) combinations;
the isosinglet, I = 0, and the (I = 1, I3 = 0) component of the triplet, i.e. two of the four
fermionic fields, are “projected out” and only two are “physical”.
The particle, as it propagates, creates a medium, where the “fermions” are “confined”
in pairs, “dipoles”. These “dipoles” don’t “see” the scalar itself, φ(τ), however, but the–
generically–composite field, W ′′(φ). Therefore it will be the “dipoles” that will have interesting
correlations, that can be probed through the correlations of W ′′(φ). However it is not possible
to “break” the dipoles, to “deconfine” the fermions. To achieve this requires propagating
“fermions”, i.e. a non-trivial γ−matrix algebra, that does not exist here, where the Poincare´
group consists only of time translations.
What this, also, means is that, while the “microscopic” fields are a (worldline) “scalar” and
a (worldline) “fermion”, components of a chiral supermultiplet, in fact the “observable” degrees
of freedom are two scalars, φ(τ) and s(τ) ≡ ψα(τ)εαβψβ(τ), a bound state of the “fermion”,
that couples to the Polyakov loop ofW ′′(φ) (for periodic bounder conditions; to the Wilson line
for Dirichlet boundary conditions), i.e. to non–local quantities. Of course, what this statement
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means is that, when φ(τ) has local correlation functions, s(τ) has non-local ones and vice versa.
This is a typical duality relation, with the s(τ) playing the role of a “disorder variable”, in the
context of spin models. The correlation functions of s(τ) can, indeed, be computed, from the
stochastic action, as follows:
〈s(τ0)s(τ1) · · · s(τn−1)〉 =
〈
n−1∏
l=0
e−
∫
dτ δ(τ−τl) logW
′′(φ(τ))
〉
(28)
The minus sign in the exponent is crucial: it identifies the exponentials as “defects”.
In other words, an insertion of the fermionic bilinear corresponds to an insertion of exp(− logW ′′(φ(τ)))
at that point. We prove this relation in appendix B. This is, of course, true if W ′′(φ) > 0. If
W ′′(φ) can vanish these expressions aren’t well-defined. What should replace them in that case
is not, yet, clear. We note that, for the quadratic superpotential, these correlation functions
are all constants, which illustrates that the s(τ) is not described by a local field theory–when
the φ(τ) is.
Even though supersymmetry may be realized–the classical action is invariant and κ−symmetry
is fixed–thus the “scalar” and the “fermion” are degenerate in mass, the “observable” partners
φ(τ) and s(τ) are not degenerate in mass–the mass of s is, at least, twice the mass of the
“fermion”. The partner exists only as a bound state of the fundamental “fermion”, in a way
similar to the Schwinger model. This means that, in the model under investigation, supersym-
metry is realized, nevertheless the spectrum can be non–degenerate, with the “fermion” hidden
in a composite particle.
The advantage of the present formalism is, first of all, that it does allow concrete calculations
and, equally important, allows us to imagine experiments: ion trap technology, quantum wires
and quantum dots [13] allow us to study (quantum) features of particles in ways that were not
available thirty years ago.
To be able to provide specific predictions, we need to study what happens beyond the
classical action, i.e. take into account field configurations that are not solutions of the equations
of motion. We need to study the partition function
Z =
∫
[dXα,I(τ)dφ(τ)dF (τ)] e
−S[φ,F,X] (29)
In this expression we integrate over all possible configurations of the fermions, Xα,I . In order
for this expression not to vanish, we must check that, when we expand the exponential, we
have enough fermionic factors from the expansion to saturate the measure. However we must,
also, ensure that we’re not overcounting, that we have “fixed” non-compact gauge symmetries.
Let us show how the calculation goes. The integral over the fermions factorizes over the
Euclidian time, so let us present the computation for one time instant. The integral over the
Xα,I , at a fixed time, τ , is given by
Zfermionic =
∫
dXα,I e
W ′′(φ)
4 (Xα,1εαβXβ,1+Xα,2εαβXβ,2) (30)
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Since the Xα,I anticommute, their ultra–local bilinears commute: [Xα,1ε
αβXβ,1, Xα,2ε
αβXβ,2] =
0. Therefore
e
W ′′(φ)
4 (Xα,1ε
αβXβ,1+Xα,2ε
αβXβ,2) =
∞∑
l=0
W ′′(φ)l
4ll!
(
Xα,1ε
αβXβ,1 +Xα,2ε
αβXβ,2
)l
=
∞∑
l=0
W ′′(φ)l
4ll!
l∑
m=0
(
l
m
)(
Xα,1ε
αβXβ,1
)l−m (
Xα,2ε
αβXβ,2
)m (31)
When we insert this expression in eq. (30), we remark that the terms l = 0 and l = 1 give
vanishing contribution to the partition function, since the anticommuting variables of the mea-
sure are not fully paired with the anticommuting variables of the integrand. The terms l > 2
vanish since the Xα,I are nilpotent. The only term, therefore, that provides a non-vanishing
contribution, is the term l = 2, m = 1. And here we see that we have a problem, since this
contribution is proportional to W ′′(φ)2. This is the contribution of two fermion flavors, not
one.
Indeed, we haven’t projected out two anticommuting variables, among the four, i.e. one
fermion. Since the measure contains four anticommuting variables–whereas the action is quadratic
in these variables–the latter’s expansion will contain contributions from both fermions. Fermion
doubling is, thus, present, since we haven’t fixed the κ−symmetry . We must include a term
in the partition function, that will stop the expansion to quadratic order. We need, in the
fermionic measure, a “gauge–fixing” term of the form Xα,Iε
αβ
[
σA
]IJ
nBδABXβ,J , that projects
out the I3 = 0 states. We note that this projection is the avatar of the “GSO projection” [14]
in higher dimensions and recognize in the conditions
Xα,Iε
αβσ1,2Xβ,J = 0 (32)
the one–dimensional avatar of the “pure spinor constraints” [15]. These hold at the level of
the classical action, as we saw above. At the quantum level they imply that the “physical”
correlation functions contain an insertion of this combination, i.e. are given by the expressions
[〈O〉]physical =
〈
Xα,Iε
αβσAnBδABXβ,JO
〉
〈Xα,IεαβσAnBδABXβ,J〉 (33)
where the expectation values of the RHS are evaluated from the partition function (29). This
should imply that the σA that enter these expressions are the identity and σ3. As we shall
see below this expression is well defined because neither denominator nor numerator vanish
identically.
This equation is a definition of the LHS and raises the question of the partition function that
can compute it. Of course the constraint (32) is not “covariant”, in the following sense: since
it projects out one “fermion”, it, actually, picks out a direction of time. Indeed, the Langevin
equation is a dissipative equation, while quantum evolution is invariant under time-reversal.
That is the reason a second “fermion” is required for manifest supersymmetry, to introduce
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the time reversed dynamics [10]. In a relativistic setting the two “fermions” would be each
other’s antiparticle, thereby realizing Feynman’s picture of antiparticles as particles evolving
“backwards” in time. The non-relativistic setting, where the action is invariant only under time
translations, breaks the relation particle/antiparticle and, thus, singles out one time direction,
controlled by each “fermion” separately-along each direction, the “other fermion” imposes a
constraint.
How this choice can be introduced in the action in a covariant way is a non-trivial and, still,
not fully solved problem [15]. If we take it at face value in the present context, we remark that
the RHS of eq. (33) can be computed as follows:〈
Xα,Iε
αβσAnBδABXβ,JO
〉
〈Xα,IεαβσAnBδABXβ,J〉 = Z
−1
gauge fixed
∫
[dXα,IdφdF ]Xα,Iε
αβσAnBδABXβ,JO×
e
−
∫
dτ
[
−F
2
2
+F( ∂φ∂τ +W ′(φ))
] ∞∑
l=0
W ′′(φ)l
4ll!
l∑
m=0
(
l
m
)(
Xα,1ε
αβXβ,1
)l−m (
Xα,2ε
αβXβ,2
)m (34)
with
Zgauge fixed =
∫
[dXα,IdφdF ] Xα,Iε
αβσAnBδABXβ,Je
−
∫
dτ
(
−F
2
2
+F( ∂φ∂τ +W ′(φ))
)
×
∞∑
l=0
W ′′(φ)l
4ll!
l∑
m=0
(
l
m
)(
Xα,1ε
αβXβ,1
)l−m (
Xα,2ε
αβXβ,2
)m (35)
This time the sums stop at l = 1, thanks to the presence of the Xα,Iε
αβ
[
σA
]IJ
nBδABXβ,J .
In fact, from the structure of the terms in (30), we realize that, only if σA = I or σA = σ3,
will we obtain a non-zero expression to integrate over the Xα,I at all, thereby confirming our
expectation. The result of this calculation is, therefore, that Zgauge fixed is given by the following
expression:
Zgauge fixed = 2(n
0 + n3)
∫
[dφdF ]
(
N−1∏
n=0
W ′′(φn)
)
e
−
∫
dτ
[
−F
2
2
+F(∂φ∂τ +W ′(φ))
]
(36)
since theXα,I are ultra–local. As long as n
0+n3 6= 0, this expression does not vanish identically2.
The product is, of course, a shorthand for the continuum path ordered product and anticipates
the lattice regularization that will be discussed in the next section.
We may now introduce it in the action using anticommuting variables,
W ′′(φ(τ)) =
∫
dψ1(τ)dψ2(τ) e
1
2
ψα(τ)εαβW ′′(φ)ψβ(τ) ⇒
N−1∏
n=0
W ′′(φn) =
∫
[dψα(τ)] e
∫
dτ 1
2
ψα(τ)εαβW ′′(φ(τ))ψβ (τ)
(37)
2Of course this, simply, illustrates the non-covariance of this gauge choice-using the “other fermion”, we
would have found the expression n0 − n3. These expressions illustrate the choice of the time direction.
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and recover the partition function of eq. (6)–without the kinetic term for the “fermion”.
Within this class of gauges, the correlation functions, computed by the two partition func-
tions, are the same, so these describe the same physics. To understand what this physics is
and whether it is affected by the gauge–fixing procedure we must compute relations between
correlation functions that express supersymmetry. Such relations exist between the correlation
functions of the auxiliary field,
F (τ) ≡ dφ
dτ
+W ′(φ(τ)) (38)
and are expressed by Wick’s theorem, since it’s supposed to be a Gaussian field. More pre-
cisely the 1–point function should vanish, the 2–point function should be ultra–local and all
higher, connected, correlation functions should vanish. To do the computation we shall use
a lattice regularization, for computational and conceptual reasons: Computational, because
we have to evaluate integrals over many variables and conceptual because we are not limited
to perturbation theory. On the other hand, we can show how perturbation theory fits in the
calculation.
It is very easy to prove that the 1–point function, 〈F (τ)〉, vanishes. To prove that the
other correlation functions of the auxiliary field do satisfy Wick’s theorem, we seem to have a
problem. The reason is the following;
We may integrate out the fermions and the auxiliary field and write the partition function
as follows:
Z =
∫
[dφ(τ)]
(
N−1∏
n=0
∣∣∣∣∂2W∂φ2n
∣∣∣∣
)
e−
∫
dτ 1
2(
∂φ
∂τ
+ ∂W
∂φ )
2
= Z0
〈
N−1∏
n=0
∣∣∣∣∂2W∂φ2n
∣∣∣∣
〉
0
(39)
where
Z0 ≡
∫
[dφ(τ)] e−
∫
dτ 1
2(
∂φ
∂τ
+ ∂W
∂φ )
2
(40)
and 〈·〉0 denotes the average with respect to Z0. We have anticipated the use of a lattice
regularization to write the infinite product we obtain when we integrate out the fermions.
What this term amounts to is the “Polyakov loop” of W ′′(φ).
The correlation functions with respect to the partition function, Z, can, therefore, be ex-
pressed as the ratios
〈O〉 =
〈(∏N−1
n=0
∣∣∣∂2W (φn)∂φ2 ∣∣∣)O〉
0〈(∏N−1
n=0
∣∣∣∂2W∂φ2 ∣∣∣)〉
0
(41)
These expressions reduce to those derived in ref. [1], if we consider uniform configurations,
φ(τ) ≡ φ, for the scalar. The product contributes ultra–local terms in the action, namely
a
∑
n log |W ′′(φn)|–if we assume (as we do) that W ′′(φ) can never vanish. In fact it is better
to write this as
∑
n log |aW ′′(φn)|, which is obtained by replacing the integral by a sum before
integrating out the fermions. If W ′′(φn) can vanish, then we must introduce a regularization
and take into account the sign of the Polyakov loop. The effective action for the scalar must
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be reconstructed from the correlation functions, defined by the insertion of this regularized
product ([1] for the zero–dimensional case).
If W ′′(φ) > 0 for all field configurations, however, we can include the Polyakov loop in the
action, since it makes an ultra–local contribution and compute 〈O〉 by sampling with respect
to Z and not Z0. This we shall do for the case studied in the present paper.
However, we remark that there seems to be an obstruction: If we perform the change of
variables from the scalar, φ(τ), to the auxiliary field, F (τ), we find that Z is, apparently, given
by the following expression
Z =
∫
[dF (τ)]
∏N−1
n=0 W
′′(φ(F (τn))
det
(
d
dτ
+W ′′(φ(F (τ)))
) e− ∫ dτ 12F 2 (42)
Not only does it seems difficult to prove that the ratio is equal to 1–it, actually, seems impossible.
This would be fatal, not only, to the realization of supersymmetry, since it would imply that the
auxiliary field wouldn’t have an ultra–local 2–point function and, thus, would be a ghost, but,
also, for the consistency of the theory, since the ghost would not decouple and the theory could
only be defined in the presence of a cutoff procedure and be sensitive to the details thereof.
Indeed, while the ratio, as written, cannot be equal to 1, it is, in fact, equal to 1, up to a
surface term contribution. The reason is that the contribution of the operator d/dτ is a total
derivative. So we realize that, formally, at least,
N−1∏
n=0
W ′′(φ(τn)) =
∫
[dψα(τ)] e
∫
dτ 1
2
ψα(τ)εαβW ′′(φ(τ))ψβ(τ)
det
(
d
dτ
+W ′′(φ(τ))
)
=
∫
[dψα(τ)] e
∫
dτ 1
2
ψαεαβ( ddτ ψβ+W
′′(φ(τ))ψβ) =∫
[dψα(τ)]e
1
2 [ψα(T )εαβψβ(T )−ψα(0)εαβψβ(0)] × e
∫
dτ 1
2
ψα(τ)εαβW ′′(φ)ψβ(τ)
(43)
We note that with (anti)periodic boundary conditions for the “fermions”, ψα(T ) = ±ψα(0), the
bilinears, ψα(τ)ε
αβψβ(τ) satisfy periodic boundary conditions, ψα(T )ε
αβψβ(T ) = ψα(0)ε
αβψβ(0),,
so, formally, we have an equality. As long as W ′′(φ) is of fixed sign, these expressions should
make sense.
In the next section we shall regularize the partition function, in order to evaluate the
correlation functions of the auxiliary field and compute the identities they should satisfy, that
stem from Wick’s theorem. To compute the averages without recourse to perturbation theory,
we shall use a lattice regularization and use Monte Carlo methods to sample the configuration
space.
The new, technical, feature with respect to the zero–dimensional case is that, since the
scalar can propagate in the bulk, we must compute an N−dimensional integral, instead of a
one–dimensional one, so we must use Monte Carlo methods to sample it.
13
3 Beyond the classical action: the correlation functions
of the auxiliary field
3.1 The lattice setup
We introduce an infrared cutoff, 0 ≤ τ ≤ T , and an ultraviolet cutoff, a = T/N , τ ≡ n · a,
0 ≤ n ≤ N . We shall impose periodic boundary conditions on the scalar.
Replacing the derivatives by finite differences, we write the scalar action (having dropped
the total derivative, thanks to the boundary conditions)
S[φ] =
∫
dτ
[
1
2
(
∂φ
∂τ
+
∂W
∂φ
)2
− logW ′′(φ)
]
=
∫
dτ
[
−1
2
φ
∂2
∂τ 2
φ+
1
2
(
∂W
∂φ
)2
− logW ′′(φ)
]
(44)
as follows:
S[φ] = a
N−1∑
n=0
[
−φnφn+1 − 2φn + φn−1
2a2
+
1
2
(
∂W
∂φn
)2
− logW ′′(φn)
]
(45)
The superpotential, W (φn), we shall consider will be the quartic superpotential,
W (φn) =
m2
2
φ2n +
λ
4!
φ4n (46)
with m2 > 0, λ > 0, so that W ′′ > 0 thereby avoiding having to deal with fermionic zeromodes.
Let us define the lattice parameters
ϕn ≡ a−1/2φn, m2latt ≡ m2a, λlatt ≡ λa2 (47)
in terms of which the lattice action becomes
Slatt[ϕ] =
N−1∑
n=0
[
−ϕnϕn+1 + ϕ2n +
1
2
(
m2lattϕn +
λlatt
6
ϕ3n
)2
− a log
(
m2latt +
λlatt
2
ϕ2n
)
+ a log a
]
(48)
This expression is interesting for several reasons:
• We remark that the term
SPolyakov[ϕ] = −a
N−1∑
n=0
[
log
(
m2latt +
λlatt
2
ϕ2n
)
− log a
]
(49)
seems to be an “irrelevant” term, since it is proportional to the lattice spacing, after
rescaling. It would, indeed, be irrelevant, if there weren’t any correlation functions,
in which it could contribute, that were linearly divergent. Such correlation functions do
exist, however, namely those that involve energy fluctuations and express the time–energy
uncertainty relation.
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• The “classical” potential on the lattice,
V (ϕn) = ϕ
2
n +
1
2
(
m2lattϕn + λlatt
ϕ3n
6
)2
(50)
has its, unique, minimum at ϕn = 0. The first term is a contribution from the kinetic
term.
For uniform configurations, ϕn = ϕ, we might have expected that the “Polyakov loop
term” provides the Jacobian for the change of variables to the Gaussian integral:
∫ N−1∏
n=0
dϕn e
−Slatt[ϕn=ϕ] ?=
∫ N−1∏
n=0
dW ′(ϕn) e
−W
′(ϕn)
2
2 (51)
and we see that we’ve been, somewhat, careless with the lattice action. We should take
more care with the rescaling of the lattice spacing.
Let us, therefore, recall that the “Polyakov loop term” originated from integrating out
Grassmann variables:
∫
[dψα(τ)] e
∫
dτ 1
2
ψα(τ)εαβψβ(τ)W
′′(φ) =
∫ N−1∏
n=0
dψα,n e
a
∑N−1
n=0
1
2
ψα,nεαβψβ,nW
′′(φn) (52)
This expression suggests that we should absorb the lattice spacing in W ′′(φn) and write the
above expression as
∫ N−1∏
n=0
dψα,n e
∑N−1
n=0
1
2
ψα,nεαβψβ,naW
′′(φn) =
N−1∏
n=0
(aW ′′(φn)) =
N−1∏
n=0
W ′′(ϕn;m
2
latt, λlatt) (53)
where
W ′′(ϕ;m2latt, λlatt) = m
2
latt +
λlatt
2
ϕ2n (54)
Introducing this term in the action, we obtain the following expression
Slatt[ϕn] =
N−1∑
n=0
[
−ϕnϕn+1 + ϕ2n +
1
2
(
m2lattϕn +
λlatt
6
ϕ3n
)2
− log
(
m2latt +
λlatt
2
ϕ2n
)]
(55)
that does have the correct uniform limit.
We remark that
g ≡ λ
m4
=
λlatt
m4latt
(56)
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This combination, which vanishes for vanishing coupling constant, therefore can be taken as an
effective measure of its strength, is scale invariant. On the other hand, the ratio
s ≡ m
2
λ
= a
m2latt
λlatt
(57)
provides a good definition of a length scale. The scaling limit may thus be defined by taking
the ratio m2latt/λlatt → ∞, as the lattice spacing a → 0 and the lattice size, N → ∞, keeping
the ratio m2/λ fixed. The ratio g ≡ λ/m4 is arbitrary–if it’s less than 1, the theory is weakly
coupled, if it’s greater than, or of order 1, the theory is strongly coupled. We remark that the
case s = 0 requires special care and we defer its study.
Of course these statements are “classical”, since they don’t take into account the dynamics–
this is just dimensional analysis. What we should do, to check that these statements are, indeed,
consistent with the dynamics, is to express m2latt and λlatt in terms of correlation functions of
the lattice theory, using the Schwinger–Dyson equations [3]∫
[dϕn]
∂
∂ϕj
(
ϕn1ϕn2 · · ·ϕnK e−Slatt[ϕ]
)
= 0 (58)
and Monte Carlo renormalization group (MCRG) techniques [16] to compute their flow. The
main obstacle here is storage of the configurations necessary to compute the correlation func-
tions. This was the main reason why this method was not pursued in the eighties. Once
gigabyte (and, now, terabyte) storage media became available, this method can become, once
more, effective, beyond the technological limitations of the past.
The details and results of such calculations will be reported in future work. For the model at
hand, in any case, we do not expect that this, more refined, analysis, will bring forth something
new, because the “divergence” structure of this model is “straightforward”: it is a quantum
field theory, in one spacetime dimension, so, usually, normal ordering would be sufficient. Here
the worldline supersymmetry enforces this automatically. Let us perform one more rescaling,
that will prove useful:
ϕn =
(
m2latt
λlatt
)1/2
Φn (59)
The lattice mass, m2latt can be expressed in terms of the scale invariant coupling and the lattice
size and spacing as follows:
m2latt =
1
g(N/L)(m2/λ)
=
a
gs
(60)
The lattice coupling, λlatt, in turn, is given by
λlatt = gm
4
latt =
a2
gs2
(61)
This means that the scaling limit consists in sending m2latt → 0 and λlatt → 0 while keeping
λlatt/m
4
latt fixed and the scale, s, fixed.
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In this way we obtain the following expression for the lattice action,
Slatt =
1
m2lattg
N−1∑
n=0
[
−ΦnΦn+1 + Φ2n +
m4latt
2
(
Φn +
1
6
Φ3n
)2]
(62)
To this expression we should add the contribution of the Polyakov loop,
SPolyakov = −
N−1∑
n=0
log
[
m2latt
(
1 +
Φ2n
2
)]
(63)
Since it gives an ultra–local contribution to the action, it is much more efficient to include it
in the action to be sampled rather than include it in the correlator, that must be recomputed
after each update.
Slatt + SPolyakov, where the terms are given by eqs. (62) and (63), is the expression of the
action, that seems best suited for numerical work. We remark that the scale, s, does not appear
explicitly: It is “hidden” in the definition of the “lattice field”, Φn (and the lattice mass, m
2
latt).
The observable we shall concentrate on is the auxiliary field, appropriately rescaled. Recall
that, in the continuum, it is given by its equation of motion:
F =
∂φ
∂τ
+
∂W
∂φ(τ)
(64)
On the lattice the corresponding quantity would read
Fn =
φn+1 − φn−1
2a
+m2φn +
λ
6
φ3n =
ϕn+1 − ϕn−1
2a1/2
+m2latta
−1/2ϕn +
λlatt
6
a−1/2ϕ3n ⇒
a1/2Fn ≡ Fn = 1
2
(ϕn+1 − ϕn−1) +m2lattϕn +
λlatt
6
ϕ3n ⇒(
m2latt
λlatt
)−1/2
Fn ≡ Fn = 1
2
(Φn+1 − Φn−1) +m2latt
(
Φn +
Φ3n
6
) (65)
We see immediately that 〈Fn〉 = 0 is preserved by the lattice regularization. Let us now write
the partition function in terms of the auxiliary field, in order to understand, whether the lattice
regularization respects the stochastic identities.
The partition function, at finite lattice spacing and lattice size, takes the following form
Zlatt =
∫ [N−1∏
n=0
dϕn
(
m2latt +
λlatt
2
ϕ2n
)]
e
−
∑[
−ϕnϕn+1+ϕ2n+
1
2
(
m2lattϕn+
λlatt
6
ϕ3n
)2]
(66)
We would like to show that, up to terms that vanish in the limit of vanishing lattice spacing,
the expression in the exponent is a perfect square, namely,
−ϕnϕn+1 + ϕ2n +
1
2
(
m2lattϕn +
λlatt
6
ϕ3n
)2
=
1
2
(
(ϕn+1 − ϕn)2 +
(
m2lattϕn +
λlatt
6
ϕ3n
)2)
=
1
2
(
ϕn+1 − ϕn +m2lattϕn +
λlatt
6
ϕ3n
)2
− (ϕn+1 − ϕn)W ′(ϕn;m2latt, λlatt)
(67)
17
If we expand the last term in powers of the lattice spacing we find that
(ϕn+1 − ϕn)W ′(ϕn;m2latt, λlatt) =
a
d
dτ
W (ϕn;m
2
latt, λlatt) +
∞∑
m=1
a2m+1
(2m+ 1)!
[
d
dτ
(
d2mϕ
dτ 2m
W ′
)
− d
2mϕ
dτ 2m
d
dτ
W ′
]
(68)
The superpotential, W (ϕn;m
2
latt, λlatt), has a smooth limit, as a → 0, so does not cancel the
explicit lattice spacing factor:
W (ϕn;m
2
latt, λlatt) =
1
2
(m2a)a−1φ2n +
1
4!
(λa2)a−2φ4n = W (φn, m
2, λ) (69)
Of course, at this point, this is an assumption, which we shall test by our simulations. We
expect it to hold for the theory we are studying, of course.
We remark that the O(a) term is, apparently, a surface term and the higher order terms are
a sum of surface terms and terms that vanish in the limit of vanishing lattice spacing, provided
the series converges. Assuming that their contribution in correlation functions is not cancelled
by a linear divergence, they may, thus, be neglected, in the continuum limit. Their presence
expresses how supersymmetry is broken by the lattice regularization.
We should keep in mind, however, that, when we wrote down the lattice action, upon
discretizing the kinetic term for the scalar,
φ
d2
dτ 2
φ ≈ φnφn+1 − 2φn + φn−1
a2
(70)
we kept a subset of all possible terms in the Taylor expansion and have assumed that the terms
neglected, proportional to higher powers of the lattice spacing, do not, in fact, give rise to finite
contributions, when inserted in correlation functions. Since we have neglected those, we cannot,
a priori, distinguish their contribution from that of the terms neglected here. Therefore it is
consistent to neglect these, too.
The lattice calculation of the correlation functions will allow us to test these assumptions. It
might, therefore, be useful to investigate whether “perfect lattice actions” [20] could be written
for this case, that could reduce the systematic errors. (Of course these do not eliminate possible
non-analytic dependence on the lattice spacing. But such singularities reflect physical effects,
like phase transitions, that herald the appearance of new degrees of freedom.)
Of course corresponding expressions are obtained if we work with the rescaled lattice field,
Φn, instead of ϕn.
There remains the Jacobian of the transformation, whose contribution, we wish to show, is
cancelled by the product over W ′′(ϕn;m
2
latt, λlatt).
The idea is to implement the lattice version of eq. (43), namely that
det
∂Fn
∂Φm
=
N−1∏
n=0
W ′′(Φn) (71)
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up to surface terms. The proof of this statement goes as follows:
The left–hand–side may be exponentiated, using anticommuting variables:
det
∂Fn
∂Φm
=
∫ [N−1∏
l=0
dψα,l
]
e
1
2
ψα,nεαβ
∂Fn
∂Φm
ψβ,m (72)
The expression in the exponent is given by
1
2
ψα,nε
αβ ∂Fn
∂Φm
ψβ,m =
1
2
∑
n,m
ψα,nε
αβ
(
δn+1,m − δn−1,m
2
+W ′′(Φ)δn,m
)
ψβ,m =
1
4
N−1∑
n=0
[
ψα,nε
αβψβ,n+1 − ψα,nεαβψβ,n−1
]
+
N−1∑
n=0
ψα,nε
αβψβ,nW
′′(Φn)
(73)
The first sum does leave behind a surface term, since ψα,nε
αβψβ,n−1 = ψα,n−1ε
αβψβ,n.
Therefore, we conclude that the partition function, up to irrelevant terms, is, indeed, given
by a product of Gaussian integrals over the auxiliary field and, assuming the irrelevant terms
remain irrelevant, the lattice action, in terms of the auxiliary field, does respect the stochastic
identities.
Let us, finally, note the following fact: For a finite system, the lattice action is defined up to
an additive constant. Such a contribution will not affect the value of any correlation function,
since it cancels in the ratio. Furthermore, we remark that the value of the parameter m2latt,
that enters eq. (63), can be rescaled by an arbitrary, finite, constant. Such a rescaling will
only give rise, precisely, to an additive contribution to the action and, thus, will be completely
invisible to any correlation function. Therefore the vacuum energy remains undefined, even
though the partition function can be written as a Gaussian integral. The correct statement
is that this constant is independent of the field configuration: “fermions” and “bosons” make
equal contributions to its value. Conversely, if m2latt, in the term, logW
′′, does not have the
same value as the m2latt, that multiplies W
′2, by adding an appropriate constant to the action,
that cannot contribute to any correlation function, we can make it take the same value. Once
more, this is due to the fact that the anticommuting variables do not propagate individually,
but contribute an ultra–local term, of fixed sign.
In section 4 we discuss how to relate the correlation functions of the auxiliary field to those
of the scalar in practice–and test the assumption that the, neglected, irrelevant terms, do not
contribute to linearly divergent correlation functions.
Before we do that, let us discuss how to set up the calculation, when fermionic zeromodes
are present.
3.2 In presence of fermionic zeromodes
If W ′′(φn) = 0 does have real roots, we have the following problem: The (classical) effective
potential, in the continuum,
V [φ(τ)]cont =
1
2
(W ′(φ))
2 − log |W ′′(φ)| (74)
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or on the lattice,
V [φn]latt = φ
2
n +
1
2
(W ′(φn))
2 − log |W ′′(φn)| (75)
(if we include the explicit quadratic contribution from the kinetic term) displays infinitely
high barriers at the roots of |W ′′(φn)| = 0. Therefore the configuration space seems to split
into disconnected components–ergodicity is, apparently, broken and so is supersymmetry, since
configurations, with φn on the other side of the barrier than the minimum, can never be
connected to configurations in the same well as the minimum.
The infinite barriers at finite field values are the signal that this expression may be misleading–
since they would imply symmetry breaking in one dimension [21]. This occurs if there appear
degrees of freedom, with long range interactions. These will be dual to the velocity, as we shall
see presently.
For there is the following ambiguity: When we attempt to express the Jacobian as an
integral over Grassmann variables, if the Jacobian can vanish, then the integral over the Grass-
mann variables is ill–defined, since the integration volume is infinite and the integrand has flat
directions.
So we cannot draw the conclusion of the preceding paragraphs, without, first, having regu-
larized this ambiguity.
The idea–which isn’t, specifically, tailored to the case where W ′′(Φ) = 0 has real roots, in
fact–is the following: In the partition function,
Z =
∫ ∞
−∞
[dΦn |W ′′(Φn)|] e
−
∑N−1
n=0
[
1
2
(
Φn+1−Φn−1
2
)2
+
g22
2
(W ′(Φn))
2
]
(76)
we use a Hubbard–Stratonovich transformation, through which we introduced the auxiliary
field in eq. (10), to linearize the kinetic term:
e
− 1
2
(
Φn+1−Φn−1
2
)2
=
∫ ∞
−∞
dpn√
2pi
e−
p2n
2
+ipn
Φn+1−Φn−1
2 (77)
The {pn} variables, dual to the (Φn+1−Φn−1)/2, through this transform, live, therefore, on the
sites of the “dual lattice”, between site n− 1 and site n+ 1 of the original one.
If we have imposed periodic boundary conditions, then
N−1∑
n=0
pn (Φn+1 − Φn−1) =
N−1∑
n=0
Φn (pn+1 − pn−1) (78)
up to a surface term, that vanishes by the boundary conditions.
Therefore, the integral over Φn factorizes over the scalar field at the sites. The partition
function is given, then, by the following expression
Z = ZΦ
∫ [
dpn√
2pi
]
e−
∑N−1
n=0
p2n
2
N−1∏
n=0
〈
eiΦn(
pn+1−pn−1
2
)
〉
Φ
(79)
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The average value is with respect to the zero–dimensional partition function, over each site,
that was studied in ref. [1] and ZΦ is their product:
ZΦ ≡
N−1∏
n=0
∫
dΦn |W ′′(Φn)| e−
g22
2
(W ′(Φn))
2
(80)
so the effect of the kinetic term is expressed by the integral over the pn. If the average value in
this integral is equal to 1, then the partition function reduces to that over independent sites.
These expressions seem to indicate that the variables, that are the most useful, when kinetic
coupling of single-site distributions is present, are the {pn}, variables that live on the dual lattice
and not the {Φn} variables, that live on the sites of the original lattice.
To confirm this expectation, we must show that the average value in eq. (79) is real and
positive.
That it is real, is easy to show, since the domain of integration is symmetric about the origin
and the rest of the integrand is positive and symmetric too (in technical terms the integrand
enjoys reflection positivity).
That it is positive is a bit more involved–it’s a consequence of Bochner’s theorem [8]: For
we can consider 〈exp(iΦn(pn+1−pn−1)/(2))〉 as, either the expectation value of the exponential,
or the Fourier transform of the measure, dµ(Φ) ≡ dΦn |W ′′(Φn)| exp(−W ′(Φn)2/2). Then we
must show that the “matrix” , fk,l = 〈eiΦk
(
pk−pl
2g1
)
〉Φ is Hermitian. Formally this follows from
the fact that the measure dµ(Φ) is non-negative.
So there isn’t a “sign problem” here–the partition function is non-negative and the average
value can be, in principle, computed, using the measure dµ(Φ)-which is a single-site measure.
The issue that arises, if W ′′(Φ) has real roots, is that we cannot use dµ(Φ), as defined,
to compute the moments, in particular 〈exp(iΦn(pn+1 − pn−1)/(2))〉, due to the infinitely high
barriers at the roots of W ′′(Φ). In this case the “sign problem” is, simply, a consequence of the
fact that we are not using the correct measure for sampling.
Therefore, in this, latter, case, we must reconstruct the “true” measure” from its mo-
ments [1], for which Bochner’s theorem then will apply. How this calculation can be carried out
efficiently will be reported in future work. Indeed, Bochner’s theorem contains an additional
assumption on the measure, dµ(Φ), that it be non–decreasing. It is this assumption that does
not hold, for the measure |W ′′(Φ)| exp(−g2W ′(φ)2/2)dΦ, when W ′′(Φ) can vanish. In any case
the procedure presented in ref. [1] is constructive.
The “sign problem” might appear, if 〈Φn〉 6= 0. Then we remark that, apparently, 〈exp(i(pn+1−
pn−1)Φn/2〉, is not real. Let’s see how this issue can be resolved.
If we write Φn ≡ un + 〈Φ〉, we would find that
〈exp(i(un + 〈Φ〉)(pn+1 − pn−1)/2)〉Φ = exp(i〈Φ〉(pn+1 − pn−1)/2) 〈exp(iun(pn+1 − pn−1)/2)〉u
(81)
Periodic boundary conditions imply that the term involving 〈Φ〉 does not contribute to the
action of the {pn}, since the sum over pn+1 cancels the sum over pn−1 as 〈Φ〉 does not depend
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on the site. The average over the {un} will be real and positive if the distribution, centered
at Φn = 〈Φ〉 ⇔ 〈un〉 = 0, is symmetric about the average, i.e. if the centered moments of
odd order vanish. For the Gaussian this is obvious. For the cubic superpotential it isn’t that
obvious and we prove it in appendix C.
Eq. (79) is, thus, a definition of the partition function, when the classical potential has mul-
tiple minima. Whether it is a correct definition can be tested: we can compute the correlation
functions using a lattice regularization of the original classical action and check that we get the
same results. This requires a detailed analysis that will be presented in forthcoming work. It
passes the basic consistency check of reproducing the expression for the partition function, for
the case that W ′′[Φ] > 0 always, by construction.
In eq. (79) {pn} label the position in the dual system–whereas their “dual variables”, (Φn+1−
Φn−1)/2,, label the velocity in the original system. Therefore dpn/dτ is the velocity of the dual
system–and the force (per unit mass) in the original system. The physical meaning of the
condition that 〈exp(iΦn((pn+1−pn−1)/(2))〉 = 1, which implies that Z = 1, is that the (average)
velocity, dp/dτ , is constant, so the dual system describes a free particle. For the original system
it means that the force is constant. This is the expression, in this context, of the well-known
criteria for supersymmetry breaking [12].
We deduce that, if these conditions do not hold, then supersymmetry will be broken–and
they express what this breaking means: that the dual variables do not describe a free particle.
For, in order to reconstruct the probability density of the {Φn} it is necessary to compute,
not only the correlation functions of the ultra–local quantities, Φqkn , 〈Φq1n1 · · ·Φqknk〉, but to take,
also, into account the insertion and the correlation functions of the kinetic terms, expressed,
here in terms of the {pn}, dual variables.
What remains to be understood is how the duality transformation, between the {pn} vari-
ables and the {Φn} variables is, explicitly, realized at the level of correlation functions. From
eq. (79) we obtain the correlation functions, 〈pn1pn2 · · · pnk〉, of the {pn} variables. From the
definition (77) we realize that the {pn} are the Fourier transforms of (Φn+1 − Φn−1)/(2).
How these insights can translate readily to computationally efficient code remains to be
seen. A possible strategy, however, can be the following: To generate configurations {Φn},
using the scalar action and, from them, to compute the identities that should be satisfied by
Fn. For, as we recall in appendix A, the loop expansion of the scalar action is encoded in the
expansion of the Polyakov loop. So by computing the correlation functions of the auxiliary field
by Monte Carlo simulations, we are taking into account configurations that are, in fact, sensitive
to the effects encoded by the loop expansion and, eventually, beyond it, since the correlation
functions, sampled from the lattice action, close to the scaling limit, are expected to encode
the properties of the true measure in the space of field configurations. To test, whether this
measure is, indeed, supersymmetric, it suffices to compute the identities that express Wick’s
theorem for the auxiliary field.
In the next section we, therefore, return to the case of the quartic superpotential with a
single minimum and test the formalism that was developed in section 3.1. In this way we
shall understand much better, why it’s not easy to detect worldline supersymmetry in quantum
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mechanics.
4 Numerical results
We use a standard Metropolis algorithm to generate configurations and compute the correlation
functions. We tune the parameters so that the acceptance rate is, at least, 70%. (If it’s too high,
the configurations are too correlated, if it’s too low they are too few.) We would like to take
m2latt → 0, asN →∞, at fixed g ≡ λlatt/m4latt and fixed scale s ≡ m2/λ = lima→0(a(m2latt/λlatt)).
In practice, therefore, we shall retain m2latt, N and g as our parameters.
For the “Polyakov loop term”,
log
[
m2latt
(
1 +
Φ2n
2
)]
= logCmlatt + log
[
mlatt
C
(
1 +
Φ2n
2
)]
(82)
we remark that we can eliminate its–explicit–dependence on the value of m2latt, by choosing
C = mlatt. By choosing some other, positive, value of C, we will not affect the physics,
since the term logCmlatt will not affect any Monte Carlo update (we used this freedom in the
simulations reported in ref. [17]). This ambiguity, of course, reflects the fact that the “fermion”
is in a bound state, therefore its mass is not well–defined.
If we compute the variation, δS[Φn] ≡ S[Φn + δΦn]− S[Φn], of the full lattice action, when
we attempt the update Φn → Φn + δΦn, we find
δS[Φn] =
1
m2lattg
(
−δΦn (Φn+1 + Φn−1) + δΦn (2Φn + δΦn) + m
4
latt
2
(
W ′(Φn + δΦn)
2 −W ′(Φn)2
))
− log W
′′(Φn + δΦn)
W ′′(Φn)
(83)
For the case at hand,
W ′′(Φn) = m
2
latt
(
1 +
Φ2n
2
)
we remark that the mass cancels, upon taking the ratio, illustrating, also, the independence of
the correlation functions on the constant C. Here we realize why writing the lattice action in
terms of the Φn field is useful. We accept the update if exp(−δS[Φn]) > r, where r is a random
number, uniformly distributed in the interval 0 ≤ r < 1.
The 1–point function of the auxiliary field,
〈Fn〉 =
〈
1
2
(Φn+1 − Φn−1) +m2latt
(
Φn +
Φ3n
6
)〉
, (84)
is expected to vanish by translation invariance and due to the fact that it is an odd function
of the field, whereas the action is an even function and the only minimum is at Φn = 0 = 〈Φ〉.
23
So we can use the value of these 1–point functions as a check of the precision of the numerical
simulations. For instance, for the figures displayed in the following, where N = 128, m2latt =
0.001 and g = 0.1, we find that 〈F〉 = 0.18× 10−6 ± 4.01× 10−6 and 〈Φ〉 = 0.018± 0.04.
The non-trivial information is in the 2–and 4–point functions of the auxiliary field.
We compute 〈FnFn′〉 =
〈
F0F|n−n′|
〉
, thanks to translation invariance. This, also, implies
that we must take |n − n′| < (N/2). To reduce numerical error of the estimator, it is a good
idea to compute, in practice, the “smeared” correlator
〈
F|n−n′|F0
〉
=
〈
F|n−n′|+lFl
〉
=
1
M
M−1∑
m=0
1
N
N−1∑
l=0
F
(m)
mod(|n−n′|+l,N)F
(m)
l (85)
where m = 0, 1, . . . ,M − 1 are the samples.
The ultra–local part of the connected 4–point function,
B(F) ≡ 〈F4n〉− 3 〈F2n〉2 (86)
(the so-called Binder cumulant) should, also, vanish, as a consequence of Wick’s theorem, if the
auxiliary field is, indeed, drawn from a Gaussian distribution, with 〈F〉 = 0. Of course the full,
connected 4–point function should vanish–it’s just much easier to check the ultra–local part,
which is a necessary condition, anyway. Computationally, it’s better to evaluate the expression
B1(F) ≡ B(F)
3 〈F2〉2 =
〈F4〉
3〈F2〉2 − 1 (87)
if we simply want to test whether it’s non-zero or not. The reason is that 〈F4〉 and 3〈F2〉2 are
quite comparable in magnitude, so their difference is subject to large numerical uncertainties.
Since 3〈F2〉2 is a strictly positive quantity, the vanishing–or not–of B is equivalent to that
of B1. It is, thus, B1 that we will try to estimate. We can then compute 3〈F2〉2B1(F) and
3〈Φ2〉2B1(Φ).
In section 3.1 we showed that these results for the auxiliary field test that the terms of the
effective action, when written as a functional of the auxiliary field, that are proportional to
positive powers of the lattice spacing, are, truly, irrelevant. Therefore we do expect that B1(F)
vanish. It is then useful to check that the field, Φn, in the scaling limit, does propagate and
doesn’t have Gaussian correlation functions: so we should calculate
〈
Φ|n−n′|Φ0
〉
and B(Φ) or,
rather, B1(Φ) and check that the former isn’t ultra–local and the latter two are non-zero, at
the same level of numerical accuracy as we checked the correlators for the auxiliary field.
This is very challenging. The time series for the scalar shows long autocorrelation times. We
do find that |B1(Φ)| is, typically, 10 times greater than B1(F). Since 〈Φ2〉, also, is about 10 times
greater than 〈F2〉, we estimate |B(Φ)|, at least, a factor of 103 greater than B(F). But things can
be more favorable: for example, for N = 128, m2latt = 0.0001, g = 0.1, we find B1(F) = −0.0035,
whereas B1(Φ) = 0.5313 and B(F) = −2.57× 10−13, whereas B(Φ) = 2.7× 10−8.
We hope to improve on these results using Hybrid Monte Carlo methods.
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In fig. 1 we display typical Monte Carlo time series for the 2−point function of the auxiliary
field and the scalar respectively, that provide support for the thesis that the former is ultra–
local and the latter is not, for N = 128 and g = 0.1. These results, along with the indications
from the Binder cumulants, illustrate that, while supersymmetry is realized in this system, it
can be hard to spot. A detailed finite size scaling analysis is a priority.
In fig. 2 we show results for the 2–point functions at “strong coupling”, g = 1.0. In this
case we find that B1(F) = 0.0064, B1(Φ) = 0.67, B(F) = 4.1× 10−11 and B(Φ) = 4.41× 10−7.
The 1–point functions are compatible with zero, 〈F 〉 = 3.14 × 10−7 ± 4.11 × 10−7 and 〈Φ〉 =
3.14× 10−3 ± 4.11× 10−3.
We generated 107 samples, beyond 106 initial configurations that were not taken into ac-
count, in order to reduce initialization effects and we kept every 5000th configuration, in an
effort to reduce autocorrelation further. The time series for the 2–point function of the scalar
indicates that this, still, isn’t enough. However the difference between the behavior of the aux-
iliary field and the scalar is visible, the Binder cumulant for the former is significantly smaller
than for the latter and being able to detect these differences is what counts here.
As expected, the qualitative behavior does not change and supersymmetry is realized in the
“Wigner mode” at both “weak” and “strong” coupling.
5 Conclusions
In this paper we have shown, using the stochastic formulation of quantum mechanics, that
worldline supersymmetry is not a property that must be added to quantum mechanics, to
obtain “supersymmetric quantum mechanics”, but is an intrinsic property thereof–far from
being surprised at its presence, we should be surprised it hasn’t been noticed till now. What
had not been appreciated was the fact that, when the algebra of the γ−matrices is abelian, the
kinetic term for Grassmann variables is a total derivative–they can’t propagate, only composite
quantities thereof can have local correlation functions, that are completely determined by the
correlation functions of the “scalar” fields (the coordinate(s) of the particle). How constraints
can be taken into account [22] is, of course, an interesting challenge to take on, with the tools
developed here.
On the mathematical level these facts were known [23]–however the relation to the work
of refs. [2, 5, 6] was not made, so the Grassmann variables were seen as new objects, to be
added at our discretion and were not recognized as already present, as the local expression of
quantum fluctuations. While such variables were noticed in ref. [24] to evade the assumptions
of Bell’s theorem, nonetheless, there, also, they were introduced in an ad hoc manner and their
physical origin and relevance was left an open issue. As we found, they appear only as bilinears
that have non-local correlation functions–this is how the non-locality of quantum mechanics is
realized.
The question of whether the Grassmann variables studied here can be identified with the
“hidden variables” of Einstein is thus answered in the affirmative, for the case that W ′′[φ] > 0.
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Figure 1: Monte Carlo time series, for the 2–point, functions, 〈F|n−n′|F0〉, and 〈Φ|n−n′|Φ0〉, for
|n− n′| < 64, for N = 128, g = 0.1. The value of m2latt = 0.0001.
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Figure 2: Monte Carlo time series, for the 2–point, functions, 〈F|n−n′|F0〉, and 〈Φ|n−n′|Φ0〉, for
|n− n′| < 64, for N = 128, g = 1.0. The value of m2latt = 0.0001.
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The reason is that they can be identified with the degrees of freedom, that make a local
contribution to the partition function, that allow us to take it equal to 1. The fact that the
partition function is finite means, simply, that the free energy can be reconstructed from the
correlation functions. It doesn’t mean that the degrees of freedom that can lead to its taking
a universal value (independent of the parameters of the theory) have local dynamics. The
anticommuting variables studied here do have this latter property.
For the case whereW ′′[φ] can vanish, the calculations require more care and will be presented
in future work.
What these results highlight is the relevance of the solutions to the first order equations, F =
0, the so-called BPS states [28]. The correlation functions of the auxiliary field, as functionals
of the scalar(s) (for chiral supermultiplets), and the relevance of the identities these satisfy, for
describing supersymmetry breaking, encode, in particular, the non-renormalization theorems
of supersymmetry [32]; however, since their study involves non-perturbative aspects, how to
use them effectively is non-trivial and is at the heart of the breakthroughs in supersymmetric
gauge theories (cf. ref. [33] for a review). In the present work we have pushed the work of
refs. [2, 5, 10] to its logical conclusion, by harnessing the power of numerical techniques for
testing the validity of the stochastic identities. These identities express how supersymmetry
is–or is not–realized, beyond the classical action. It can be realized in the “Wigner mode”, when
the superpotential possesses a unique minimum. In this case the auxiliary field is Gaussian,
but with special features: (a) its 1–point function vanishes, 〈F 〉 = 0, its 2–point function is
ultra–local, 〈FnFn′〉 = const× δn,n′; the multi–point functions, 〈Fn1Fn2 · · ·Fn2k〉 are, of course,
given by Wick’s theorem.
In the “Nambu–Goldstone mode” the only thing that changes in these statements is that
the 1–point function of the auxiliary field is non-zero, 〈F 〉 6= 0. All other correlation functions
satisfy the same relations, that express the fact that the auxiliary field has Gaussian correla-
tions. In this case the supersymmetry transformations imply that the “fermion”, ψα, or χα
can be identified with the goldstino, the massless particle that appears when a global symme-
try is spontaneously broken [34]. Its presence is, of course, a major issue in supersymmetry
phenomenology. How it appears in this context, where only “fermionic bilinears” are defined,
remains to be described.
However, as was found in ref. [1], there is a third option, in the zero–dimensional case: The
identities for the correlation functions of the auxiliary field can have additional, anomalous,
terms. The issue that remains to be clarified, therefore, is, whether this option can occur in
one dimension. If it could, this would imply that the theory isn’t unitary, since the auxiliary
field would not have an ultra–local 2–point function. This means that new degrees of freedom
should appear. In section 3.2 we showed what these may be: the “dual field(s)”, {pn}, cf.
also [6]. Since these do not have dynamics that can be usefully studied in perturbation theory,
in terms of the original scalar, numerical simulations are the natural tool. Whether, in this way,
it may be possible to break supersymmetry in a new way, in quantum mechanics and, then, in
quantum field theory, while retaining the usefulness of the stochastic identities remains to be
studied.
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What renders this approach effective is the control the Grassmann variables offer over the
quantum fluctuations. Quantum mechanics is, in fact, a local theory but the variables that
are needed to realize locality are Grassmann variables. These appear as bilinears, that are not
described by a local action, however, as can be seen from the properties of their correlation
fuctions. This, of course, leads to the issue of their precise relation with entanglement, which
remains to be elucidated. The boundary fermionic terms are expected to play a role here. We
hope to provide a fuller account in future work.
Quantum mechanics has been, traditionally, studied in phase space, i.e. in the Hamiltonian
formalism–while quantum field theory has been studied in configuration space, i.e. in the
Lagrangian formalism. While the Lagrangian formalism for quantum mechanics was introduced
by Dirac and Feynman [25] as an explicitly space-time approach to quantum mechanics, in what
way a quantum test particle probes spacetime differently than a classical test particle has not
been spelled out–indeed what might replace the concept of a trajectory, when quantum effects
are taken into account, was often declared to be meaningless.
In this paper we have shown, by explicit calculation that this is not true–by considering
quantum mechanics as a quantum field theory, where the Poincare´ group consists of the time
translations only, we have found that how a quantum test particle can probe space-time can be
described using the tools of quantum field theory3 and that it explores superspace in the same
sense that a classical test particle explores space: the trajectory of a quantum test particle
probes (super)space, with the anticommuting coordinates describing the quantum fluctuations:
the classical trajectory, φ(τ), becomes a chiral superfield, (φ(τ), ψα(τ), F (τ)), per direction
of time, which is controlled by the anticommuting variables. We therefore realize that the
superparticle [7, 28] is, in fact, the quantum particle. Supersymmetric quantum mechanics is
quantum mechanics.
A quantum test particle explores superspace in a very special way, as can be seen from
the correlation functions of the fields. The “anticommuting” dimensions, ψα(τ) are described
through ultra–local scalar fields, s(τ) ≡ ψα(τ)εαβψβ(τ), whose correlation functions are given
by correlators of exp(− logW ′′(φ)), when W ′′(φ) > 0. A superspace formulation should be
possible, which may lead to a covariant gauge–fixing for the κ−symmetry. 4
It is, of course, legitimate to ask, whether this approach is another formulation of quantum
mechanics and whether it might have consequences that might be amenable to a particular
experimental test. The answer to both is Yes. Regarding the first question, however, the
present formulation highlights that supersymmetry is not, simply, mathematically interesting
and a tool for quantum field theory, but appears in ordinary quantum mechanics, in a way
that had not been noticed to date. The stochastic approach allows us to identify the degrees
of freedom that give rise to quantum fluctuations, to simplify considerably the calculations
performed to date with them in the context of supersymmetric quantum mechanics and leads
to numerical algorithms that are straightforward to implement.
It allows us to imagine new experiments for quantum matter on the one hand and, on the
3Ref. [26], too, remains within classical space-time.
4The constraints, within the path integral formalism, were, also, studied in ref. [27].
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other hand, to use it as a testing ground in order to better understand the role supersymmetry
might play in physics in general. For the moment we have studied one chiral multiplet. By
introducing more, we are probing a richer target space, where spin can play a role [29] and, thus,
that could accommodate target space supersymmetry [30, 31]. We hope to report on progress
on this in the near future. Let us just remark that, in D space dimensions, the Langevin
equation is given by
dφI(τ)
dτ
= − ∂W
∂φI(τ)
+ ηI(τ) (88)
for I = 1, 2, . . . , D. Therefore the classical action takes the following form
Seff [φ
I , ψIα] =
∫
dτ
[
1
2
(
dφI
dτ
+
∂W
∂φI
)2
− 1
2
ψIα(τ)ε
αβ
(
d
dτ
δIJ +
∂2W
∂φIφJ
)
ψJα(τ)
]
(89)
with {ψIα, ψJβ} = 0. Since we are working in the functional integral formalism, all variables
are “classical”, therefore it’s expected that, in this relation, the right hand side isn’t non-zero,
proportional to δIJ [29]. Once more, the anticommuting variables are not ghosts [4]. This
relation implies that ψIαε
αβψJβ = ψ
J
αε
αβψIβ , therefore it is symmetric under exchange of the
indices I and J and can give a non-zero result when it couples to the second derivative of the
superpotential. In this way it is possible to describe massive “fermions” on the worldline. Here,
too, the action in eq. (89) does not have manifest supersymmetry–the κ−symmetry has been
fixed. This action is invariant under time translations and spatial rotations and is, of course,
non-relativistic.
The fermionic kinetic term is, still, a total derivative. To elucidate the physical meaning
of the anticomuting variables, let us introduce a, background, electromagnetic field [35]. The
vector potential is described by the functions AI(φ) and can be introduced in the action through
the standard minimal coupling prescription, leading to a coupling with the trajectory
qAI
dφJ
dτ
δIJ (90)
with q the electric charge.
The way the AI(φ) couple to the fermions is through a “Pauli term”,
SPauli =
∫
dτ gψIα
[σA
2
]αβ
nBδAB∂IAJ(φ)ψ
J
β (91)
and this allows us to identify the ψIα with the components of the spin vector [29], since this is,
in fact, the term gσ · B, with g the gyromagnetic ratio. This is, of course, consistent with the
non-relativistic dynamics of a point particle.
It is intriguing to attempt to integrate out the “fermions” in this case. We would then
obtain as partition function
Z[AI ] =
∫
[dφ]
∣∣∣∣det
(
∂2W
∂φI∂φJ
+ gFIJ
)∣∣∣∣ e−S[φ,AI ] (92)
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with FIJ = ∂IAJ − ∂JAI . The vanishing of the determinant would be expressed in a condition
on the flux–reminiscent of flux compactifications [36].
We need to describe, in the stochastic formalism, the corresponding relativistic dynamics,
which will lead to quantum field theory and target space spinors. We, also, realize that the
action, that contains the vector potential terms, is not invariant under supersymmetry trans-
formations: we have attempted to couple chiral superfields to a vector field. We should, of
course, include the other components of the vector multiplet. How this may be done in the
stochastic formalism remains to be worked out.
The present calculations describe the “bulk” behavior of Euclidian quantum mechanics. The
(zero–dimensional) “boundary” dynamics alone was studied in ref. [1]. By imposing Dirichlet
boundary conditions we may study boundary–bulk effects [37] using the tools developed here.
Regarding possible experimental consequences, these rely on atom trap technology that
has been developed in the 90’s and thereafter–and was not available in the 80’s. It should
be possible to measure the correlation functions of the auxiliary field, which hasn’t been the
subject of any particular attention to date. We hope to report on a more detailed proposal in
future work.
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A Perturbation Theory
In this appendix we want to show how the contribution of the anticommuting variables repro-
duces the contributions of the familiar loop expansion. We shall use the partition function as
a particularly simple example.
The loop expansion of the partition function is given by the following expression about the
extremum φ = φ∗, defined by S ′[φ∗] = 0:
Z =
∫
[dφ] e−S[φ] = e−S[φ
∗]
∫ [
du√
2pi
]
e−
u2
2!
S′′[φ∗]
∞∑
p=0
(−)p
p!
(
∞∑
l=3
ul
l!
S(l)[φ∗]
)p
=
e−S[φ
∗]− 1
2
log S′′[φ∗]
∞∑
p=0
(−)p
p!
〈(
∞∑
l=3
vl
l!
S(l)[φ∗]
(S ′′[φ∗)l/2
)p〉 (93)
The index p counts the loops, as follows: p = 0 is the one–loop contribution (included explicitly
as (1/2) logS ′′[φ∗]), p = 1 is the two–loop contribution, so the pth term is the p + 1−loop
contribution. The notation is compact and must be specified more carefully for the case when
S is not ultra–local. We shall use the ultra–local case, since the expressions are simpler and
comment on the differences the local case introduces.
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The average is with respect to the Gaussian weight exp(−v2/2)/√2pi, therefore, only even
powers contribute.
The stochastic approach now allows us to understand that the corrections to S[φ∗] can be
obtained by the expansion ofW ′′[φ∗], in the sense that they can be cancelled by its contribution.
This means that, if we compute
Z =
∫
dφ√
2pi
e−S[φ]W ′′[φ] = e−S[φ
∗]− 1
2
logS′′[φ∗]+logW ′′[φ∗]×∫
dv√
2pi
e−
v2
2
(
1 +
∑
p=1
(−)p
p!
(
∞∑
l=3
vl
l!
S(l)[φ∗]
(S ′′[φ∗])l/2
)p)(
1 +
∞∑
n=1
vn
n!
W (n+2)[φ∗]
W ′′[φ∗] (S ′′[φ∗])n/2
)
(94)
with S[φ∗] = (W ′[φ∗])2/2, we expect to find
Z = e−S[φ
∗] = 1 (95)
We remark that the corrections are labeled by two integers, p and n. For example, if we take
p = 0, n = 0 we find
Z1s = e
−S[φ∗]− 1
2
logS′′[φ∗]+logW ′′[φ∗] = e−S[φ
∗] = 1 (96)
This is true, because S ′′[φ∗] = W ′′[φ∗]2, since we are expanding about the point where S ′[φ∗] =
W ′[φ∗]W ′′[φ∗] = 0 and, since W ′′[φ∗] > 0, therefore W ′[φ∗] = 0.
As we expand eq. (94)
Z = e−S[φ
∗]− 1
2
logS′′[φ∗]+logW ′′[φ∗]
[
1 +
∫
dv√
2pi
e−
v2
2
∞∑
p=1
(−)p
p!
(
∞∑
l=3
vl
l!
S(l)[φ∗]
(S ′′[φ∗])l/2
)p
+
∫
dv√
2pi
e−
v2
2
∞∑
n=1
vn
n!
W (n+2)[φ∗]
W ′′[φ∗] (S ′′[φ∗])n/2
+
∫
dv√
2pi
e−
v2
2
(
∞∑
p=1
(−)p
p!
(
∞∑
l=3
vl
l!
S(l)[φ∗]
(S ′′[φ∗])l/2
)p)( ∞∑
n=1
vn
n!
W (n+2)[φ∗]
W ′′[φ∗] (S ′′[φ∗])n/2
)] (97)
we can track the cancellation, as a function of n and p. We notice that the first sum contains
the loop corrections that involve the “scalar”, the second–which can be computed immediately–
involve the “fermions”. There is, however, a third term, that involves both. We see that we
can perform the sum over n (i.e. sum over the “fermion loops”) independently of the sum over
p. For a polynomial superpotential the sum over n is finite–for the quartic example, n = 0, 2
in the second term, while the n = 1 term contributes, also, in the third sum.
The partition function is a function only of the parameters that define S[φ], namely the
mass and coupling constant m2 and λ. The computation shows that, to leading order in the
loop expansion, it is equal to 1, since S[φ∗] = 0, therefore doesn’t depend on the parameters of
the theory. The corrections, that depend on S, reinstate this dependence: (1/2) logS ′′[φ∗] does
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depend on m2 and λ and so do the higher derivatives and the loop corrections they contribute
to the partition function. In addition, the corrections embodied in the sum over p indicate
that this dependence can be very complicated and the expansion is by no means guaranteed to
converge at all.
What does ensure convergence is the term W ′′[φ] and its expansion. And this is achieved
through the relation between S[φ] and W [φ] and the fact that W ′′[φ] never vanishes. The
corrections do not affect the relation S[φ] = (W ′[φ])2/2, which implies that the higher order
derivatives, S(l)[φ∗], l > 2, are given by the relation
S(l)[φ∗] =
l∑
k=0
(
l
k
)[
W (k+2)[φ∗]W (l−k+2)[φ∗] +W (k+1)[φ∗]W (l−k+3)[φ∗]
]
(98)
Along with the fact that W ′′[φ] > 0, this relation ensures the cancellations between the contri-
butions coming from the S terms and the W terms and is a “zero–dimensional” illustration of
the non-renormalization theorems [32].
We can carry out the calculation for the one–dimensional case, i.e. quantum mechanics,
also. This time the equation S ′[φ∗] = 0 is a differential equation. However, since the action is
a perfect square, it satisfies the inequality S[φ] ≥ S[φ∗]. Therefore, φ∗, solution of the second
order equation
S ′[φ] = 0⇔ − d
2
dτ 2
φ+W ′[φ]W ′′[φ] = 0 (99)
is, in fact, the solution of the first order equation
dφ
dτ
+W ′[φ] = 0 (100)
subject to the boundary conditions φ(0) = φ(T ). Since W ′′[φ] > 0, the only translation
invariant solution is φ(τ) = φ∗ = 0, where W ′[φ∗] = 0. This is a solution of both equations (99)
and (100).
To 1–loop order we have
Seff [φ
∗] = S[φ∗] +
1
2
Tr log
(
− d
2
dτ 2
+ (W ′′[φ∗])
2
+W ′[φ∗]W ′′′[φ∗]
)
− Tr log
(
d
dτ
+W ′′[φ∗]
)
(101)
Since W ′[φ∗] = 0, these expressions simplify considerably:
1
2
Tr log
(
− d
2
dτ 2
+ (W ′′[φ∗])
2
+W ′[φ∗]W ′′′[φ∗]
)
=
1
2
N−1∑
n=0
log
(
4pi2n2
T 2
+ (W ′′[φ∗])
2
+W ′[φ∗]W ′′′[φ∗]
)
=
N−1∑
n=0
1
2
log
(
4pi2n2
T 2
+ (W ′′[φ∗])
2
)
(102)
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for the “scalar” contribution and
Tr log
(
d
dτ
+W ′′[φ∗]
)
=
N−1∑
n=0
log
(
i
2pin
T
+W ′′[φ∗]
)
(103)
for the “fermionic” contribution. We have introduced an infrared cutoff, T and an ultraviolet
cutoff, N–the latter is a cutoff on the eigenvalues of the operators.
We notice that
i
2pin
T
+W ′′[φ∗] =
(
4pi2n2
T 2
+ (W ′′[φ∗])
2
)1/2
eiθn ⇔
log
(
i
2pin
T
+W ′′[φ∗]
)
=
1
2
log
(
4pi2n2
T 2
+ (W ′′[φ∗])
2
)
+ i tan−1
(
2pin
W ′′[φ∗]T
) (104)
The phase gives rise to the winding number computed in ref. [6]. Periodic boundary conditions
imply that, when we sum over all values of 0 ≤ n ≤ N − 1, with W ′′[φ∗] > 0, we are summing
over all possible values of θn, therefore the sum vanishes–which expresses the stability of the
ground state, since this sum represents the imaginary part of the free energy and, thus, the
putative decay rate of the vacuum.
We deduce that the cancellation
1
2
Tr log
(
− d
2
dτ 2
+ (W ′′[φ∗])
2
+W ′[φ∗]W ′′′[φ∗]
)
− Tr log
(
d
dτ
+W ′′[φ∗]
)
=
1
2
N−1∑
n=0
log
(
1 +
W ′[φ∗]W ′′′[φ∗]
4pi2n2
T 2
+ (W ′′[φ∗])2
) (105)
is exact, between the 1–loop contribution of the scalar and that coming from the contribution
of the “fermions”. Using the Euler–Maclaurin formula we may replace the sum by an integral
and find
V
(1)
eff (φ
∗) =
1
2
(W ′[φ∗])
2
+
1
2
∫ ∞
−∞
dk
2pi
log
(
1 +
W ′[φ∗]W ′′′[φ∗]
k2 + (W ′′[φ∗])2
)
=
1
2
(W ′[φ∗])
2
+
1
2
(
W ′′[φ∗]−
√
W ′[φ∗]W ′′′[φ∗] + (W ′′[φ∗])2
) (106)
which corresponds, reassuringly, to the, usual, perturbative, result. We readily identify the
zero–point energy, W ′′[φ∗]/2 and the correction thereto, given by the square root term, that
suppresses it, since W ′[φ∗] = 0 and W ′′[φ∗] > 0. . In the usual approach we must perform
the subtraction, in order to obtain a finite result, by hand–here we see that the “fermionic
contribution” realizes such a subtraction–but the boundary contribution, represented by the
contribution of the εαβd/dτ term is crucial.
Now we may ask, (a) whether these cancellations hold to all orders of the loop expansion; (b)
even if we prove that they do, whether there are non-perturbative corrections and ( c ) whether
the expansion converges at all, in order for the calculation to make sense. The answer to all
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these questions lies in the fact that the stochastic fluctuations, for the case of a superpotential
with a single minimum, satisfy the relations∫
dφ√
2pi
W ′′[φ] e−
W ′[φ]2
2 = 1∫ [
dφ(τ)√
2pi
]
det
(
d
dτ
+W ′′[φ]
)
e−
∫
dτ 1
2(
dφ
dτ
+W ′[φ])
2
= 1
(107)
therefore that the expression within the square brackets of eq. (97) does exponentiate to give
contributions that cancel between those that come from S and those that come fromW , thereby
confirming that the system, made up of the original scalar variable and the fluctuations, is
closed–and the fluctuations are, indeed, given by the contribution of the W ′′ factor in the
integral.
The stochastic approach, thus, not only sums up the quantum corrections, but provides
insight as to their origin, in terms of physical degrees of freedom.
If W ′′ can vanish, however, the calculation is more complicated and the dual description
of subsection 3.2 remains to be spelled out. This would imply that new degrees of freedom
appear. The reason is that, the classical vacuum isn’t, just, φ = φ∗, but there exist instanton
configurations, that interpolate between the different minima of the classical potential and their
contribution must be taken into account. This might be achieved by working with the dual
variables, {pn}.
The bottom line is that, when the partition function is finite, therefore the free energy
can be reconstructed from its correlation functions, we may ask whether there exist degrees of
freedom that close the system, thus make the partition function independent of the particular
parameters (mass and coupling constant) of the degrees of freedom and what is their dynamics.
For quantum mechanics of a point particle in one dimension we have found that such, local,
degrees of freedom can be found: they are, however, anticommuting and not commuting and mix
with the position of the particle in an interesting way. In the non-relativistic case studied here
they appear as effective scalars, with non-local dynamics, thereby illustrating both Einstein’s
intuition and Bell’s theorem.
B The correlation functions of the s(τ )−field
We prove eq. (28). The n−point function of the fermion bilinear, s(τ) ≡ ψα(τ)εαβψβ(τ) is given
by the expression
〈s(τ0)s(τ1) · · · s(τn−1)〉 =
Z−1
∫
[dφ] e−Sφ[φ] [dψα]ψα0(τ0)ε
α0β0ψβ0(τ0) · · ·ψαn−1(τn−1)εαn−1βn−1ψβn−1(τn−1) e
∫
dτ 1
2
ψα(τ)εαβψβ(τ)W
′′(φ(τ))
(108)
When we expand out the exponentials, we will produce a product of (1+W ′′(φ(τ)s(τ)) factors.
Every time theW ′′(φ(τ))s(τ) factor from the exponential encounters the matching s factor from
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the correlator, the contribution of W ′′ will be eliminated. All other factors will be eliminated
by the measure, since their Grassmann variables will not be saturated. “Elimination” of a W ′′
factor means that we divide it out of the product, which is well–defined, since we assume that
W ′′ remains of fixed sign. For example, for the 1–point function,
〈s(τ)〉 = Z−1
∫
[dφ] e−Sφ[φ][dψα]ψα(τ)ε
αβψβ(τ)
N−1∏
k=0
(1 +W ′′(φ(τk))s(τk)) (109)
where we have used a lattice regularization. In the absence of the s(τ) ≡ ψα(τ)εαβψβ(τ), only
the term of the product that contains all s factors will saturate the corresponding fermionic
factors of the measure and, thus, give rise to the product of W ′′(φ) factors that exponentiate
to exp(
∫
dτ logW ′′(φ(τ))). In the presence of s(τ), the term that will saturate the factors of
the measure will be the term of the product that does not contain this term, therefore does not
contain the corresponding W ′′(φ(τ)) factor. The result will be a product of N − 1, instead of
N , terms, which we can write as
[W (φ(τ))]−1
N−1∏
n=0
W ′′(φ(τn)) = e
−
∫
dσ δ(σ−τ) logW ′′(φ(σ)) e
∫
dσ 1
2
ψα(σ)εαβψβ(σ)W
′′(φ(σ)) (110)
which proves eq. (28) for n = 1. By induction we may easily extend the proof to any value of
n. This expression is an example of the Ward–Takahashi identity mentioned in ref. [2], namely
〈
ψα(τ)ε
αβψβ(τ)
〉
=
〈
(W ′′[φ(τ)])
−1
〉
=
〈
e− logW
′′[φ(τ)]
〉
(111)
Once more this holds, if W ′′ can’t vanish, of course.
C The centered moments of the cubic superpotential
In ref. [1] we found explicit expressions for the moments of the ultra–local density, with cubic
superpotential,
W (φ) = cφ+
m2
2
φ2 +
λ
3!
φ3 (112)
namely
〈φp〉 = (−)p
(
m2
λ
)p p∑
k=0
(
p
2k
)(
2λ
m4
)k 〈
F k
〉
F
(113)
where 〈
F k
〉
F
=
∫∞
c−m
4
2λ
dF F k e−F
2/2∫∞
c−m
4
2λ
dF e−F 2/2
(114)
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This cubic superpotential leads to the following classical, scalar potential:
V (φ) =
1
2
W ′(φ)2 =
1
2
(
c− m
4
2λ
+
(
φ+
m2
λ
)2)2
(115)
We note that, for c ≥ m4/(2λ), the, classical, potential has one minimum, while, for c <
m4/(2λ), it has two. The quantum potential, always, has one minimum, at 〈φ〉 = −m2/λ.
Its expression is completely different from V (φ) and must be determined from the correlation
functions [16].
We would like to show that these expressions imply that
〈(φ− 〈φ〉)2p+1〉 = 0 (116)
This then implies that 〈exp(iα(φ− 〈φ〉))〉 is real, for α real.
To use Bochner’s theorem, we must prove that the measure, defined by these moments, is
convex, i.e. that
〈exp(φ− 〈φ〉)〉 ≥ exp(〈φ− 〈φ〉〉) = 1 (117)
This inequality, in fact, is a consequence of eq. (116), since, in that case, the left hand side of
the inequality is a sum of even powers of φ − 〈φ〉 only and, therefore, is greater than or equal
to the constant term, which is equal to 1. The converse is not true, of course.
The proof of eq.(116) goes as follows:
We expand
〈(φ− 〈φ〉)2p+1〉 =
2p+1∑
l=0
(
2p+ 1
l
)
〈φl〉(−)2p+1−l〈φ〉2p+1−l =
(
m2
λ
)2p+1 2p+1∑
l=0
(
2p+ 1
l
)
(−)l
l∑
k=0
(
l
2k
)(
2λ
m4
)k 〈
F k
〉
F
(118)
and remark that the sum over the 2p + 2 terms splits into two sums, each over p + 1 terms:
One over the even values of the index l = 2r,
p∑
r=0
(
2p+ 1
2r
) r∑
k=0
(
2r
2k
)(
2λ
m4
)k 〈
F k
〉
F
(119)
and one over the odd values of the index l = 2r + 1,
p∑
r=0
(
2p+ 1
2r + 1
) r∑
k=0
(
2r + 1
2k
)(
2λ
m4
)k 〈
F k
〉
F
(120)
We would like to prove that these expressions are equal.
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We rearrange the sums, collecting the terms that contribute to the coefficient of the 〈F k〉F (2λ/m4)k.
We find that the coefficient of this term, in eq. (119), is given by the expression
p∑
r=0
(
2p+ 1
2k + 2r
)(
2k + 2r
2k
)
=
(2p+ 1)!
(2k)!
p∑
r=0
1
(2r)!(2p+ 1− 2k − 2r)! (121)
whereas the coefficient of the corresponding term in eq. (120) is
p∑
r=0
(
2p+ 1
2k + 2r + 1
)(
2k + 2r + 1
2k
)
=
(2p+ 1)!
(2k)!
p∑
r=0
1
(2r + 1)!(2p− 2k − 2r)! (122)
We shall now prove that these expressions are equal, for all values of k. The idea is to multiply
both by (2p+ 1− 2k)!. Then the right hand side in eq. (121) becomes
(2p+ 1)!
(2k)!
p∑
r=0
(2p+ 1− 2k)!
(2r)!(2p+ 1− 2k − 2r)! =
(2p+ 1)!
(2k)!
p∑
r=0
(
2p+ 1− 2k
2r
)
(123)
The right hand side of eq. (122) becomes
(2p+ 1)!
(2k)!
p∑
r=0
(2p+ 1− 2k)!
(2r + 1)!(2p− 2k − 2r)! =
(2p+ 1)!
(2k)!
p∑
r=0
(
2p+ 1− 2k
2r + 1
)
(124)
If we subtract the right hand sides we find the expression
(2p+ 1)!
(2k)!
2p−2k+1∑
l=0
(
2p+ 1− 2k
l
)
(−)l (125)
This expression equals (1− 1)2p−2k+1 = 0.
This, argument does not go through for 〈(φ−〈φ〉)2p〉, an expression that contains 2p+1, i.e.
an odd number of terms–thus the cancellation is incomplete and these moments do not vanish.
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