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1. INTRODUCTION 
Let 7 be the formal differential operator given by 
TU = - & [PW u’l’, O<x<l. (1.1) 
We assume m and p are infinitely differentiable on (0, l] and satisfy m(x) > 0, 
P(X) > 0 for 0 < x’ < 1. We further assume that 
(1.2) 
Note that T may be singular at s = 0. 
In [2], two, in general, distinct self-adjoint operators defined by 7 in 
the Hilbert space L2(m) (= all measurable functions on (0, 1) for which 
li /f I2 m dx < KJ) were investigated. These operators were strictly positive 
with compact inverses. Particular finite difference operators were defined and 
it was seen that the eigenvalues of these difference operators approximated 
the eigenvalues of the self-adjoint differential operators. 
In this paper, we attack the eigenvalue problem for higher order singular 
differential operators by considering iterates of 7. We shall investigate two 
self-adjoint operators defined by TW ( w a positive integer) in C(m). These 
operators, as was the case in [2], are strictly positive with compact inverses. 
The results obtained here degenerate in the case w = 1 to the results in [2]. 
With an eye to certain applications in the theory of Toeplitz matrices, we 
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consider a more general class of finite difference operators than those discussed 
in [2]. The approximating operators consist of a “nice” approximation plus a 
perturbing operator. 
In [4] these results are used to prove a theorem of Hirschman [7] on 
Toeplitz matrices associated with Jacobi polynomials and to generalize earlier 
results [3] on Toeplitz matrices associated with Laguerre polynomials. 
2. DIFFERENTIAL OPERATORS AND FRIEDRICHS EXTENSIONS 
In the case m(x) = p(x) = 1, th e operators we will investigate are 
simple boundary-value problems for the formal differential operator 
PU = (- l)m Dpwu, where Du = u’. One of our self-adjoint operators will 
correspond to the boundary conditions (Dk) (1) = 0, k = 0, l,..., w - 1, 
(DzL+4)(0) = 0, 12 = 0, l,..., w - 1; the other will correspond to the 
boundary conditions (04) (I) = 0. k = 0, l,..., w - 1, (Pu) (0) = 0, 
k = 0, 1,. . ., w - 1. 
In the following, we use the notation and symbols of [2]. \%‘e begin by 
introducing certain restrictions of the self-adjoint operators F and G studied 
in [2]. Define 
T,u = Gu, u E D(T,) (2. la) 
D(T,) = {u E D(G) n C”(0, 1) : u = 0 near x = l> (2.lb) 
and 
L,u =Fu, 11 ED(L) (2.2a) 
D(LJ = {U E D(F) n C”(0, 1) : u = 0 near x = l}. (2.2b) 
Note that D(T) C D(T,) C D(G) and D(L)CD(L,)CD(F). 
The following lemmas are immediate consequences of Theorems 2.3(b) and 
2.2(b) of [2]. 
LEMMA 2.1, If u E D(T,), then 
h-4 I &J - 4d12 G (T *u, 4 fZ' CP(W & for0 <x, <x2 < 1. I r 1 
(b) (u,u) < M(T,u,u). 
LEMMA 2.2. If u E D(L,), then 
(4 I 4%) - 4xI>lz < (-Lu, 4 /y MW dt, forO<r,<x,~1. 1 
(b) (u, u) < M(L,u, u). 
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Note that both T, and L, , being restrictions of G and F, are symmetric 
and semibounded (below by 0). Let w be a positive integer. Then T,“’ and 
L,w are symmetric and semibounded (below by 0). We are interested in the 
Friedrichs extension of T,w and Lkw but for our purposes it will be convenient 
to restrict slightly their domains before extending. To this end, let 
T,u = T,w, 11 E D(TJ, (2.3a) 
D(T,) = {U E D(T,w) : +U = 0 near x = 0}, (2.3b) 
L,u = L*w, u E q-L)> (2.4a) 
D(L,) = (24 E D(L*m) : T~U = 0 near .r = O}. (2.4b) 
Note that both T, and L, are defined for u E C,“(O, 1) and so have dense 
domains. Let G, be the Friedrichs extension of T, and F, be the Friedrichs 
extension of L, . Then 
W-J C D(G,) C W”w*) and W,) C WuJ C Ww”). 
Observe that D(T) C D(T,) C D(G) and D(L) C D(L,) C D(F) and hence by 
[2, Theorem 2.71, Gr = G and Fl = F. Further, using [2, Theorem 2.81, if 
I 
1 
o [N)l-’ dt = ~0, 
then L, = T, and F, = G, . 
LEMMA 2.3. If u E D(Tew), then 
(a) (T,%, u) < M(TF’u, u), for k = 0, l,..., w - 1. 
(b) 1 u(xs) - Use < Mw-l(T*W~, u ) J“’ b(t)]-’ dt, 
Xl 
forO<s,<xs<l. 
Proof. The hypothesis implies that T=u E D(T,) for n = 0, l,..., w - 1. 
Let 1 < K < w - 1. If k = 2n is even, Lemma 2.lb gives 
(T*‘u, u) = (T*“u, T,“u) < M(T;+:+‘u, T,%) = M(Ty”lu, u). 
If k = 2n + 1 is odd, Lemma 2.1 b gives 
(I T,“u 11’ < M(T;+%, T,%) < M // T:+‘u 11 . /j Tpu 11 
and thus 
from which we get 
and (a) is proved. To get (b) combine (a) with Lemma 2.1(a). 
Using Lemma 2.2 and the same techniques, we obtain 
LEMNA 2.4. If u E D(L,~J), then 
(a) (L,%, u) < M(L?‘u, u), for k = 0, l,..., w - 1, 
.x2 
(b) / z&J - z&)1” < M+l(L*w~, U) 
J s1 EPW’ dtt 
for0 <x, <.-c, < 1. 
THEOREM 2.5. suppose u E D(G,,,). Then 
(a) (D”u)(l)=O,fork=O,l,..., w- 1. 
32 
(b) 1 u(xJ - u(xJ” < iVP1(Gwu, u) 
J ~1 MW dt, 
for0 <r, <x2 < 1. 
(c) (u, u) 5; ilP(G,,u, u). 
Proof. If u E D(G,), there exists u,,, E D( T,) such that /j u, - u II+ 0 and 
(Twu,, 3 u,,) - (Guy, u) as n --, co. Writing 
p(s2) (T*%,,)’ (q) - p(q) (T*%J’ (x1) = I’* [p( T*%,J’] ds 
- .‘I 
and using Schwarz’s inequality, we get 
1 p(x,) (T,“u,)’ (x?;) - p(q) (T&J’ (.x1)/’ < (Ty’u,, , u,) ( 
.l? 
m(t) dt (2.3) 
- 71 
for 0 < x1 < x2 < 1 and 2 -5 2k + 2 < w. 
It follows from (2.3) and Lemma 2.3 that 
’ j(T,%,) (xp) - (T,“u,) (x1)1 < Afi-*~~l( T,u, , 4 iA’ MW dt (2.4) 
- .(‘I 
for 1 < 2k + 1 < w and 
I p(.~p) (T,“u,)’ (x2) - $(x1) (Tyke,)’ (x1)1” < AJP’-~~-~( Twu, , un) 1 
m(t) dt 
T1 
for 2 :.< 2k + 2 ::< w. 
(2.5) 
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Thus the functions {T*%,J, 1 < 2K + 1 < w, and {p(T*%u,)‘}, 
2 < 2k + 2 < w, are uniformly bounded and equicontinuous on compact 
subsets of (0, 11. Using Ascoli’s theorem and a diagonalization argument, we 
find a subsequence of {un} which converges, together with derivatives up to 
and including order w - 1, uniformly on compact subsets of (0, I]. It is easy 
to see that the limit function zl has w - I continuous derivatives on (0, l] 
and that the derivatives (up to and including order w - 1) of the functions 
in the subsequence converge to the corresponding derivatives of u. Hence 
(DQ) (1) = 0 for k = 0, l,..., w - 1. 
Letting k = 0 in (2.4) and taking limits (through the subsequence xtracted 
above) gives (b). Putting xp = 1, x1 = x in (b) and integrating yields (c). 
Using Lemma 2.4 and the same technique, we get 
THEOREM 2.6. The statements of Theorem 2.5 remain true if G, is replaced 
by F, throughout. 
THEOREM 2.7. All eigenvahes of G, and F, are strictly positive. Further, 
both G;l and F;l are compact operators. 
Proof. Use Theorems 2.5 and 2.6 and the technique used in the proof of 
[2, Theorem 2.41. 
Remarks. (1) Th e method used in [6, pp. 1291-12941 can be modified to 
show that any u E D(T,*) has 2w - 1 continuous derivatives on (0, l] and 
that Dzw-% is absolutely continuous over each compact subinterval of (0, 11. 
Hence De% exists almost everywhere on (0, I] and is integrable over any 
compact subinterval of (0, 11. In addition, if u E D(T,*), then T,,*u = VU. 
Similar statements are valid for L,*. 
(2) T, is not a closed linear operator. If we let TW be the closure of T, , 
the techinque used in [I, p. 1721 can be applied to show that any u E D(Tw) 
satisfies the conditions (D4) (1) = 0 for K = 0, l,..., 2~ - 1. Note that 
since D(T,) C D(T,*), adequate smoothness is assured so that these condi- 
tions are meaningful. 
LEMMA 2.8. If u E D(T,*), then p(x) (7%)’ (x) + 0 as x + Of, for 
k = 0, l,..., w - 1. 
Proof. For 0 < x < 1, we define 
Q&4 = 1, 
(2.6) 
Qj+d4 = j,“& [j: 44 Q&> dt] dy, . ’ j = 0, I,... . 
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That each Qj is continuous and bounded on the closed interval [0, l] follows 
easily by induction and the fact that 
J-l& [J’)n(r)dt] dy = Al, 
as can be seen from interchanging the order of integration. The functions Qj 
have the following significance: 
GQj = (- I)‘, j = 0, l,... . (2.7) 
Now we choose zlj E C”(0, 1) such that ui = Qj for 0 < N < 1, Uj = 0, for 
2 < x < 1. Then we easily verify that ujgD(T,) for j = 0, I,..., w - 1. 
Now suppose u E D(T,*). Then 
(T,*Uj Uj) = (us Tw”j)* forj = 0, l,..., w - 1. 
Takingj = 0, l,..., w - 1 in turn and integrating by parts, we see from (2.7) 
that 
h+ p(x) (Tw-(j+l)24)’ (x) = 0, j = 0, I,..., w - 1. 
LEMMA 2.9. The deficiency indices of T, are (w, UJ). 
Proof. Since 0 is a point of regular type of T, , it is well known (see 
[l, pp. 91-931) that the deficiency indices of T, are equal to the dimension 
of the null space N(T,,*) of T,,, *. Now u E N(T,,,*) implies u E D(Tw*) and 
TW = 0. Integrating and imposing the conditions of Lemma 2.8, we get the 
representation 
W-l 
u = z. crQi 
for each u E N(T,*) and hence N(T,,*) has dimension w. 
THEOREM 2.10. u E D(G,) if and m’y if u E D(T,*) and (Wu) (1) = 0, 
k = 0, l,..., w - 1. 
Proof. The necessity of the boundary conditions follows from Theorem 
2.5. To prove sufficiency define rZ, by 
r2,u = T,*u 
D&4,) = {u E D(T,*) : (LA) (I) = 0, k = 0, I,..., w - I>. 
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Then we know A, is an extension of G, . We complete the proof by showing 
that A, is symmetric. It is well known (see [l, p. 981 or [6, Lemma X11.4.101) 
that any 2w-dimensional linear manifold M C D( T,*) whose intersection 
with D( TW) is trivial satisfies 
D( T,*) = D( TJ @ M (2.8) 
where @ is the direct sum. Motivated by the technique of [l, pp. 175-1761, 
we choose 2w functions #i , #a ,..., $aW which belong to C”(0, l), vanish on 
[0, $1, and satisfy (Di-l#j) (x) = 1 for 8 < x < 1. These functions, which 
are easily seen to be linearly independent, are not in D(T,) (recall Remark 2), 
but are in D(T,*). Let 111 be the span of &, #a ,..., $&, , and use this M in 
(2.8). Thus, u E D(A,) C D(T,*) implies u = 9) + # where g, E D(T,) and 
# E M. Then # = u - q must satisfy (WU) (1) = 0, k = 0, l,..., w - 1 and 
$(x) = 0 for 0 < x < $. Integration by parts shows that 
(++f4 v) = (h +w, v E D(A,). 
Therefore, if u, v E D(A,), we have 
MA 4 = (Twv, v) + (+‘A 4 = (P, T,*v) + (4, 4 = (u, 4~) 
and A, is a symmetric operator. 
THEOREM 2.11. u E D(F,) if and onb ;f u E D(L,*) and (Pu) (1) = 0, 
K = 0, l)...) w - 1. 
Proof. If ji [p(t)]-l dt = co, then F, = G, and L,* = T,*; so the result 
is identical with Theorem 2.10. If si [p(t)]-l dt < co, similar techniques 
lead to the proof. In particular, replacing Lemma 2.8 would be the statement: 
If u E D(L,*), then (A) (x) -+ 0 as x + Of, for k = 0, l,..., w - 1. Replacing 
the functions Qj in the proof would be the functions Rj defined by 
R&4 = j: b(W dt 
R,+lW = j: Mr)l-’ [j: W> R,(t) d’] @> j = 1, 2,... . 
3. FINITE DIFFERENCE APPROXIMATIONS OF G, 
In this section, we shall define certain finite difference operators whose 
eigenvalues will approximate the eigenvalues of G, . Let J be a fixed non- 
negative integer; the role played by j will become clear below. For each 
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positive integer N, let 3x == (TZ + 2J + 2w + 3)-l and let sj m= j&, 
j = 0, I,..., n + 2J + 2, + 3 be the lattice points in [0, 11. 
Let X,, be the space of piecewise linear functions h(“)(x), 0 < s <, 1, 
determined by their values at the lattice points xi and for which /Z(~)(O) = 0, 
h(“)(l) = 0. For A(?‘) E S, , we define the difference operators 8, and 6- 
by 
(S+iP’) (Lq) = 
1 L [h(“‘(Xj+l) - h’n’(Sj)], 
Ax 
0 < *Tj < 1’1 
I 
(3.1) 
0, sj = 0, xj = 1 ! 
’ J- [h’“‘(Xj) - h’“‘(xj-l)], 
(SJP’) (Xj) = Ax 
i: 
O<Xj<l 
I 
(3.2) 
0, xj = 0 
Let 01J.z~) and pII be any two strictly positive functions defined on the 
lattice points for 0 < .vj -6 1. If h(‘l) E X,, , define 
’ , 
!( O<Xj<l 
(SJP’) (Xi) = 
1 ’ 
; 
- t s-fhs+h(“‘) xj s 
I 
(3.3) 
xj = 0 
Note that, in general, (SJz(~)) (1) # 0, even though h(“)(l) = 0. 
We use as an inner product in X,: 
and let 
[h(“‘, g’“‘] = ,,F,, h’“‘(Xj) gtn’(Xj) O+(Xj) AX 
* 
be the induced norm in X,, . 
Now let $< be the (n + l)-dimensional subspace of X, consisting of all 
h(n) E X, such that &(x) = 0 for x > 3~,+~. For K = 1, 2,..., 2w + 21 + 1, 
we define OF) : 9$ --f Pn by 
Here, Snk is just the K-th iterate of S, and a:‘) is the restriction of S,,k to 
Pn followed by truncation of the result back to P* . Note that, in general, 
if k = 2w + 2J + 1, S,%(“’ will take nonzero values all the way out to 
(1 - Ax). In fact, the reason we chose Ax = (n + 2J + 2~ + 3)-l is that 
we shall need to consider S,,k for 0 < K < 2w + 2J + 1 and prefer to keep 
all activity inside (0, 1). We observe that this CT:) is essentially the & of [2]. 
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The assumptions A-l and A-2 below are designed to make a:” a reason- 
able approximation of 9. 
A-l. Let 6 = 6-6, . For each i = 0, l,... and Fz = 0, 1, assume that 
for each E such that 0 < E < 1. Similarly, assume that 
kz [c2Y-& 1 [s+‘si ($)1 (.yi) - [D”+” (&)I (%) I] = O 
for each E such that 0 < E < 1. 
A-2. Assume that there exist positive constants E, and E, , independent 
of n, such that 
Ax,) G ElPnn(~jh 
44 < &44 
for 0 < xi < 1. 
We note in passing that A-l and A-2 are obvious if a,(~,), pn(Xj) are just 
sampled from m(x), p(x). The assumption A-3 prevents excessive pathology 
in the behavior of 7 near the (possibly) singular endpoint x = 0. 
A-3. Let 
Assume that 
Of course, if x = 0 is not singular, the numbers iI& are just Riemann sums 
for the Riemann integral M and certainly A-3 is valid. It can be shown, using 
advanced calculus techniques, that A-3 holds if both m(x), p(x) are appro- 
priately monotone near x = 0. Thus, the restriction in A-3 is not especially 
serious. 
We take as our basic finite difference approximation to G, the operator up). 
However, we shall allow a perturbing term to be added. Precisely, we consider 
the finite difference operator t;, : .C?$ - 9n defined by 
(fnh’“‘) (Xj) = i ai,n(Up)h(n)) (Xi), 
i=O 
(3.5) 
where a,,, > 0, CZ,,,~ is real for i = I,..., J, lirnnda, a,,, == a, > 0 and 
limn+m a, n = 0, i = 1, 2 ,..., J. 
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Note that the term corresponding to i = 0 is approximately a,(a~~)h’“)) (xj) 
and the other terms are viewed as a perturbation whose effect formally dies 
out as n --f m. Our goal is to prove that the eigenvalues of 1,1 converge as 
n + m to the eigenvalues of a,G,, . \Ve shall need one more assumption 
relating the perturbed operator to the unperturbed operator. 
A-4. Assume that there exists a positive constant cu, independent of n, 
such that 
[uyh’“‘, h’“‘] < c,[t,h’“‘, hy, n == 1, 2,..., 
for all /zcn) E 5$ . 
We assume henceforth that A-l through A-4 are satisfied. Note that in 
the simple case that no perturbation is present and that r, = u;~), A-4 is 
trivial. If, in addition, a,(~~), /3,Jxj) are just sampled from m(x), p(x), the only 
restrictive assumption is A-3. It turns out that A-3 is used only if w >, 2. 
If w = 1, the situation reduces to that in [2]. 
The proof of the following lemma is a standard argument using Taylor’s 
theorem and assumption A-l. One should note in particular that the lemma 
depends critically on the fact that in our definition (3.1) we truncated 8, at 
xj = 0. 
LEMMA 3.1. Let u E C,“(O, 1) = D(T) and define utn) E Pn 6y 
Ufn’(Xj) = u(x~), j = 1, 2,..., n + 1. Then c~$!)u(~’ + 9’~ uniformb OTZ [0, 11, 
fork = 1, 2,... . 
Knowing that ultimately we need to derive the analogue of equation (4.9) 
of [2] in this more general setting, we would like to be able to strengthen 
Lemma 3.1 so that a~r%P) + T~U uniformly on [0, 1] for II E D(T,,,) and 
k = w, w + l,... . However this appears to be false. Clearly ojl’)~(~) + 7% 
uniformly on compact subsets of (0, l] for all u E D( T,) and k = 1, 2,... . 
If we could gain adequate control over the behavior of c$‘)u(“r near x = 0, 
this remark would be useful. Unfortunately, even if ok%@ for K 3 w does 
behave satisfactorily near x = 0 for u E D(T,,,) (which is doubtful), it seems 
very difficult to verify. We attack along different lines and for u E D(T,), 
we sample FU (which vanishes near x = O!) instead of 2( and define 0) so 
that (u(nWr~(~) ) (Xj) = (T”U) (Xi), j = 1, 2,..., n + 1. That ucn) then behaves 
satisfactorily near x = 0 and that utn) - u as n - co, although to be hoped, 
is not obvious and is proved below in Lemma 4.1. 
LEMMA 3.2. Suppose utn) E X, and ucn)(l - Ax) = 0. Then S,,u(*) E X,, 
and 
s-1 
(a) 1 zP)(xJ - Use < &[SnzP, @)I c [p(xj)]-i Ax, 
j=r 
EIGENVALUES OF DIFFERENTIAL OPERATORS 267 
(b) I@‘, 2P-J < EMn[SnfP), U(fl’]. 
(c) 111 dn) 111 < Enl, //I S,@) Ill , where E = E,Ez . 
Proof. Write 
S-l 
u’“‘(x,) - dyx,) = 1 (6,u’“‘) (XJ Ax. 
,=7 
Then using Schwarz’s inequality, summing by parts, and using A-2, we 
get (a). Setting x, = 1, multiplying by 0~~ , summing, and using A-2, gives 
(b), whence (c) follows from Schwarz’s inequality. 
LEMMA 3.3. If u(“) E 9n , then 
(a) [o~‘u”‘, ~(~~1 < EllIn[o$f’)u(n), utn)], k = 1, 2 ,..., 2w + 2J. 
(b) [,$)u(~), ~(~~1 < (EAQ-’ [a:@), ufn)], h = 2, 3,..., 2w + 2J + 1. 
Proof. If K = 2m is even, we have from Lemma 3.2(b), 
[c&k), &)I = [Sn’+), Snmucn)] < EM,[S,“+‘u’“‘, Smmu(n)] 
= EMn[o~l)zP), ZP]. 
If K = 2m + 1 is odd, we have from Lemma 3.2(c), 
[ok)& utn)] = [S~+lucn), &‘+)] < EMn II/ S;+‘&) 111~ 
zzz Ej&[o~+l)*y &)]. 
Thus (a) is proved and (b) follows immediately. 
We now proceed to a generalization of Lemma 4.2 of [2]. This compactness 
lemma traces its ancestry back to Courant, Friedrichs, and Lewy [5]. 
LEMMA 3.4. Suppose ufn) E z , 1 < m < 2~ + 2 J + 1 (m jixed) and 
Then each subsequence of {ufn)} contains a further subsequence {G’)) which 
converges uniformly on compact subsets of (0, l] to a limit function u with 
m - 1 continuous derivatives on (0, I]. Further 
(a) St&“) --f 7% uniformly on compact subsets of (0, 11, for 
0 < h < (m - 1)/2. 
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(b) /~,$+S;,U(‘~” +p(~%)’ mifom!y on compact subsets of (0, 11, for 
0 .< k :; (m - 2),‘2. 
(c) (D”u) (1) = 0 for k = 0, l,..., ni ~ 1. 
(d) l(S,+)) (xi)js -<, E&EMJf’-2k-1 [c+)&), #] ( x 
S,<Zj<l 
[p(~,)]-~“aj , 
for 1 < 2k + 1 < m. 
(e) 
for 0 < .Y < 1 and thus Gu eL2(m), for 1 < 2k +zl < nr. 
Proof. Let 0 < x, < x, < 1. Then using Schwarz’s inequality and sum- 
ming by parts, we have 
) Pn(xs) (S+S,W”)) (XJ - /qSJ (s+Snwy (x,)/‘2 
< E*(EjJ&J--* [o~m)u(n), lP] c m(q) 4x (3.6) 
j=r+l 
for 2 < 212 + 2 <: m, where in the last step, we used Lemma 3.3(a) and 
assumption A-2. 
Further, combining Lemmas 3.2(a), 3.3(a), and A-2 yields 
&s,W’)) (x,J - (S,wy (x,)1” 
(3.7) 
S-1 
< E1(EMn)*-“k-l [o;%P, l&q c [p(xi)]-l 4x 
j=r 
for 1 < 2k + 1 .< m. 
It follows from (3.6) and (3.7) that the functions {SnWn)}, 1 < 2k +- 1 < m, 
and the functions {/&,S+S,ku(n)} , 2 < 2k + 2 < m, are uniformly bounded 
and equicontinuous on compact subsets of (0, 11. Using Ascoli’s theorem and 
a diagonalization argument, each subsequence of {u(“)} contains a further 
subsequence {zP)} such that all the sequences (S$U(~‘)}, 1 < 2K + 1 < m, 
{p~L2i+s~>u’“‘) }, 2 < 2k + 2 < m, converge uniformly on compact subsets of 
(0, 11. Let u be the limit of the sequence {u fn’)}. It is easy to verify (a) and (b). 
We illustrate: let z’ be the limit of the sequence {&G+u(“‘)}. Then since 
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it follows, using assumption A-l and taking limits through the sequence 
{n’}, that 
- u(x) = j’ [p(t)]-’ v(t) dt; 
z 
thus u is continuously differentiable on (0, l] and V(X) = p(x) U’(X), 
0 < x < 1. so (l3$i+u(“” -+pu’. Obviously, (c) follows from (a) and (b) and 
the fact that all these convergent subsequences vanish at .T = 1. Putting 
x, = 1 in (3.7), we get (d) and taking limits as n’ + co yields (e). 
4. APPROXIMATION OF THE EIGENVALUES OF G,, 
It is easily verified that f, is a self-adjoint operator and thus all eiegnvalues 
of & are real. By Lemmas 3.2(b), 3.3(b), 
[U (n), ZP] < pl&Jw [UyP, ZP], 
for all utfl) E gn,; so a’,“) is strictly positive. It follows from A-4 that C, is 
strictly positive and hence all eigenvalues of tn are positive. Let 
w2 d Wn) < ..’ < ~,+,(4J 
be the eigenvalues of & , arranged in nondecreasing order, with repetitions 
for multiple eigenvalues. Further, let 
4GJ < 4GJ < ... < Aj(G,) <; ... 
be the eigenvalues of G, , arranged in nondecreasing order, with repetiitons 
for multiple eigenvalues. 
The compactness lemma (Lemma 3.4) will be used crucially two times. 
The first consequence follows. 
LEMMA 4.1. Suppose 1 < ?n < 2~ + 2J+ 1, m fixed. Let v E D(T,,,) 
and suppose that $cn) E 9$ converges uniformly on [0, l] to P+. Let 
v 
(II) = (up-1 p. 
Then 
(a) Snk@‘) -+ ~~9, uniformly on compact subsets of (0, I], for 
0 < k < (772 - 1)/2. 
(b) 44 1(4$‘“‘) (4” 
< E(EM,)‘~~-““-1 [I)@), cp] 712(Xj) 1 [p(xJ]-1 Ax 
S,i;X<<l 
forO<k&+ 
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and so 
Therefore, 
[Opp, p] < (EMJrn [#‘“‘, ip]. (4.1) 
By assumption A-3, we have 
and thus Lemma 3.4 applies. Statement (b) follows immediately from Lemma 
3.4(d) and (4.1). 
To prove (a), it suffices to show that each subsequence of (v(n)} contains a 
further subsequence {P’~‘)} for which (a) holds. 
We prove (a) by induction on m. 
Suppose that m = 1. By the compactness lemma, each subsequence of 
{#“)} contains a further subsequence {I#“‘)} which converges uniformly on 
compact subsets of (0, l] to a continuous limit function v* EL2(m), and 
p,(l) = 0. We need only show that v* == v. Let u E D(T) and define UC”) 
as in Lemma 3.1. Then 
Lb 
(?I), &)] = [& &pl], 
and using Lemma 3.1 to take limits as n’ - cc, we get 
for all u E D(T). 
Thus ‘p* E D(T*), T*v, = TV. Since q,(l) = 0, we use Theorem 2.5(b) 
of [2] and conclude that v* E D(G) and Gv, = ~‘p. But 
P E W’d C D( T,) C D(G) and Gp = rep. 
Since 0 is not an eigenvalue of G, it follows that q* = v. 
Now suppose (a) has been proved for m = i < 20.~ + 2 J, and consider 
m = i + 1. By the compactness lemma, each subsequence of {+“J} contains 
a further subsequence {$n’)} h h w ic converges uniformly on compact subsets 
of (0, I] to a continuous limit function F* EL2(m) and v,(l) = 0. Once 
again we need only show that v* = r+x 
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Now q~ E D(T,+l) implies q E D(Ti). So by the induction assumption 
(oz’)-l #tn) - 7q1 uniformly on compact subsets of (0, 11. Let 
T12 = p-1 $+I). 
n n, 
T,! is self-adjoint since 02) and o$+” are. Then 
and thus 
9J (n) = 
($+l))-l p) = 7,1(JJ’)-l p 
Tfl,P, 
(78) = (Q-l p ~ TV 
uniformly on compact subsets of (0, 11. Let u E D(T) and define z@ as in 
Lemma 3.1. Then 
bdP’, ZP’] = [cp’, qp’]. (4.3) 
In order to take limits in (4.3) as n’+ co, we must investigate T,u(~). Now 
By Lemma 3.1, o~+~)z@) converges uniformly on [0, I] to ++rU = ~~(~24). 
Further, since u E D(T), then Tu E C,“(O, 1) C D(T<). So by the induction 
aSSUIr@iOn, Tnu(n’ converges uniformly on compact subsets of (0, l] to Tu. 
Now Tn#n’, Tndn’, 9~ tra) all satisfy the estimate (b) (with K = 0). In addition, 
u is constant near x = 0. With this control over the behavior of the functions 
concerned near x = 0 and in view of assumption A-3, we can take limits in 
(4.3) as n’+ co to get 
h’, u) = (Y-‘* 9 Tu), all u E D(T). 
As before, we see that v, q* both belong to D(G), Gp, = GUI, , and v* = q~. 
With Lemmas 3.4 and 4.1 as our heavy weapons, we now attack the asymp- 
totic behavior of XV(&) as n --f co. We proceed to the analogs of Lemma 4.1 
and Theorem 4.3 of [2]. 
Proof. Let Y be fixed, v 3 1. Let fT be the r-th normalized eigenfunction of 
G,,, with eigenvalue (1, = I1,(G,). Let 0 < E < 1. We choose plr E D(T,), 
1) vr Ij = 1, so that 
11% -frII <e, r = 1, 2 ,..., v, (4.4) 
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and 
!(T>R 7 9js) - (Cd,. ,fd < E, r,s--- 1 3 , - ,..., v. (4.5) 
Since fi . .t:L ,..., fi, are mutually orthogonal, v1 , ~a ,..., y,, are linearly inde- 
pendent for sufficiently small E ;> 0. We let 712 = 2~ + 2J + 1. Now 
‘p,. E D(T,,) implies yr E D( T,,,). Define $1.“) E q:I by 
jJp’(Xj) = (Tmp)7) (Xi), j = 1, 2,..., 72 + 1, 
and let 
v 
bd =_ (@))-1 p 
Invoking Lemma 4.1, we have for K = W, w + l,..., w + J, 
~+~bP)FP, v?l = (T,T,, 3 %I, r, s = 1) 2 ,..., Y 
and 
(4.6) 
&[“t”‘, 9J?‘l = k?% , %I, r, s = 1, 2 ,...) Y. (4.7) 
The proof is completed using (4.4) through (4.7) and the Courant-Fischer 
minimax theorem exactly as in the proof of Lemma 3.1 of [2]. Bear in mind 
that lim,,, u,,~ = 0 for i =: 1, 2 ,..., J (see 3.5). 
THEOREM 4.3. For eachjixed v, 
Proof. Let v be fixed, 
&‘,hF) = A,(&) hp’, and [h!“‘, hf’] = S,,, , r, s = 1, 2 ,..., v. 
Then 
[l/l,hF’, h(,l”)] = X,(&J, r = 1, 2 ,..., Y. 
It suffices to show that each subsequence of {X,(Q) contains a further subse- 
quence which converges to a,,&(GJ. Using Lemma 4.2, assumption A-4, 
and the compactness lemma, we can pass to a subsequence {hy’)} such that 
exists and 
r = 1, 2 ,..., v, 
h,(x) E L,m, h?“(x), r = 1, 2 )...) v, 
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exists uniformly on compact subsets of (0, 11, and in addition (D%,) (1) = 0, 
h = 0, I,..., w - 1. Let v E D( 7’J and define $cn), qP) E Pn in the same way 
J,!J~), q$‘) E Pn were defined in the previous proof. Then 
A,(&) [h?‘, fp] = [h?‘, e&P’] = i qn[hy, a~f%p]. 
i=O 
Applying Lemma 4.1, we take limits as n’ -+ co to get 
Yr(h, 9 94 = ~ovb 3 T&P), all 9 E D( T,). 
Thus h, E D(T,*) and T,*h, = a,‘y,Jz,. . By Theorem 2.10, h, E D(G,) and 
u,G,h, = y,.hJIT . Since 
(h, , h,) = lili(hp’), h:“) = S,,, , 
h, is an eigenfunction of aoG,,, with corresponding eigenvalue y,. . 
It remains to show that yr = a,(l,(G,), for r = 1,2,..., V. Since 
yr < u,/.l,(G,) by Lemma 4.2, clearly yr = u,rl,(G,). We continue by 
induction. Suppose that yr = u,d,(G,), for Y = 1, 2,..., R <Y, but 
ykfl # us,+,. Then by Lemma 4.2, 
Y~+I = ~o4G) -=c ~4,(Go). 
But then hk+l is in the eigenspace corresponding to asdi(Gw), which is a 
contradiction since this eigenspace has already been exhausted by other 
eigenvectors hj with j < K + 1. 
5. APPROXIMATION OF THE EIGENVALURS OF F, 
In this section, we will sketch a development parallel to the treatments of 
Sections 3 and 4 for approximating the eigenvalues of F, . We shall use the 
notation of Section 3. 
For hen) E X, , we define 
($h(n)) (xi) = 
i 
( - $ S+13,S-h’“‘) (xi), 0 < Xj < 1 (5.1) 
0, xj = 0 
Further , we define &fk) n :Sfn:-fPn by 
forj = 1, 2 ,..., Iz + 11 . 
otherwise (5.2) 
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Observe that this SJil) is essentially the o,~ of [2]. Finally, we define j,, : 
.P -*9 b’ ,I ,I ! 
(kp)) (Xj) = i ai,n(c?.l;+u)h(n)) (Xj), (5.3) 
,=O 
where a ,,,,, > 0, a<,,, is real for i = I, 2 ,..., J, 
lim a, ,I = a0 > 0 n-7 
and 
for i = 1, 2 ,..., J. 
Our basic assumptions A-l through A-4 we repeat unchanged, with the 
following exceptions: 
(1) In .4-l, S- and 6, are interchanged throughout. 
(2) In A-3, the interior sum is now over xjfl < xi < 1, and, in addition, 
if si [p(t)]-1 dt < 00, we need to assume that 
n+2 
$ c [p(sj)]-’ AX = (-’ [&)I-’ dt. 
3=1 '0 
See the remarks preceding Lemma 4.2 of [2]. 
Using the techniques of Sections 3 and 4, we can prove 
THEOREM 5.1. For each fised 11, 
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