Brain computer interfaces (BCI) translate user's movement intentions from neural activity in sensorimotor cortices into cursor, or robotic motion. Reinforcers, such as reward and punishment, induces changes in our emotional/affective state, and how this influences the sensorimotor cortices has clinical meaning towards the development of stable (BCIs), as a trials reward value changes the directional tuning function of sensorimotor cortical neurons (Zhoa et al. 2018 , Ramakrishnan et al. 2017 . It has been shown that trial values can lead to divisive normalization within brain regions involved in decision making. Here we show divisive normalization to both valence and motivational intensity is prevalent in the sensorimotor cortex of non-human primates (PMd, M1 and S1), and should be considered towards affect agnostic BCIs.
Introduction
Neural networks within the primary sensorimotor cortices need to function within a finite dynamic range while encoding multiple forms of information such as kinematics and dynamics (Chhatbar and Francis 2013; Georgopoulos et al. 1982; Li, Padoa-Schioppa, and Bizzi 2001; Georgopoulos et al. 1992 ). The nervous system could increase its information carrying capacity by utilizing a temporal code, which would be less sensitive to a limited dynamic range than a rate code (Rieke 1997) . Another possibility is provided by divisive normalization (Carandini and Heeger 2011) , where the input from another region, or from the local population, can dynamically normalize the network so neural responses remain within a finite range. Such divisive normalization has been suggested as a canonical neural computation, and has been seen in neural systems from primary sensory cortical areas (Heeger 1992) to networks involved in decision-making (Louie, Grattan, and Glimcher 2011; Cai and Padoa-Schioppa 2012; Padoa-Schioppa 2009; Rangel and Clithero 2012; Zimmermann, Glimcher, and Louie 2018; Yamada et al. 2018) .
Recently, it has been shown that the primary motor (M1) and somatosensory (S1) cortices encode reward in addition to kinematics and dynamics (Ramkumar et al. 2016; An et al. 2019; Zhao et al. 2018; An et al. 2018; McNiel, Bataineh, et al. 2016; Marsh et al. 2015; Ramakrishnan et al. 2017 ). However, there has been little mention of psychological affect more broadly in the neurophysiological literature on sensorimotor integration, control, and learning. Affect here refers to information related to the internal representation of feelings or emotions (Rolls 2014) . Valence is the value associated with a task or object that ranges from positive to negative, reflecting stimuli ranging from negative valence (punishing) to positive valence (rewarding). These are associated with approach and avoidance behaviors, respectively. In contrast to valence, the interaction between reward and punishment can also be represented as motivational intensity, or motivational salience. Here, both reward and punishment would increase motivation, as an individual is driven to avoid the punishment and obtain the reward, and a neutral stimulus would induce zero motivation.
While many brain regions have been studied in terms of how they encode various aspects of affect, this has not been explored extensively in the primary sensorimotor cortices, although many tasks involving sensorimotor control may be impacted by these variables (Ramkumar et al. 2016; An et al. 2019; Tarigoppula et al. 2018; Marsh et al. 2015) , such as the fact that reward level changes the directional tuning of units in M1 during both manual reaching movements (Ramakrishnan et al. 2017) and those produced by a brain machine interface (BMI) (Zhao et al. 2018) . We therefore characterized neural activity due to simultaneously cued possible reward and possible punishment in S1, M1 and PMd. By cuing both reward and punishment in this manner we could modulate not only valence, but also motivational intensity (Roesch and Olson 2004) .
Here we demonstrate that neural modulation in S1, M1, and PMd is associated with both cued reward and punishment in an operant conditioning task, where reward or punishment were delivered according to an individual's performance. Both neural firing rates and the time to complete a trial can be represented by divisive normalization models. We obtained similar results using either a divisive term based on a combined variable comprised of the cued reward level and a scaled version of the cued punishment level, or simply a function of the brain region's population activity. We found a strong representation of both valence and motivational intensity, and that the dominant of these two variables depends on the time period in a trial and on the individual NHP subject, however within each subject brain regions responded similarly. These results are important towards the production of affective agnostic BMIs that do not change their behavior based on the user's affective state that changes as a function of reinforcers in the environment, such as rewards and punishments.
Methods

Behavioral task
Two non-human primates (NHPs), one male rhesus macaque (NHP S, Macaca mulatta) and one female bonnet macaque (NHP P, Macaca radiata), were trained to perform a grip-force task (Fig. 1) . In this task, subjects controlled certain aspects of a simulated anthropomorphic robotic arm (Barrett WAM) interacting with a simulated cylindrical object. Each trial consisted of 6 stages: cue display, reaching, grasping, transporting, releasing, and feedback, which could be reward delivery if it was a successful trial, or a timeout period if not. At the start of a trial, affective cues were displayed at the top of the virtual environment. Green squares indicated the level of fruit juice reward that the NHP would receive upon successful completion of the task, with the number present (0 -3) corresponding to the number of 0.5 second juice delivery periods. If no green square was displayed, then no reward was delivered upon successful completion of the trial. Red squares indicated the level of time-out punishment periods the NHP would receive if the trial was completed unsuccessfully. The number of red squares (0 -3) corresponded to the number of 5-second time-out periods, where a transparent red screen (see Fig.1 ) was displayed over the environment and the animal was forced to wait before attempting the next trial. For unsuccessful trials the trial was repeated at the same reward and punishment level until completed successfully, thus motivating subjects to complete even non-rewarding trials successfully, and not allowing animals to purposefully fail and skip low value trials. During the grip force task, the virtual arm automatically reached to a target cylinder (Fig.1) , and the NHP controlled the grasping motion of the robotic hand by manually squeezing a force transducer with its right hand. The amount of force applied was represented in the virtual environment by a red rectangle that increased in width proportional to the force output, and by the fingers of the robotic hand grasping the object as this force was applied. The subject had to apply, then maintain, a level of force within a range indicated by a pair of blue force target rectangles. The robotic arm then automatically moved the cylinder to a target location while force was maintained. When the hand reached the target location the NHP released the gripper, placing the cylinder at the target location resulting in a successful trial. If the NHP completed the trial successfully, they received a juice reward based on the number of green cues displayed at the beginning of the trial, which were present throughout. If the animal failed the trial by not applying force at the proper time, or by applying too much or too little force during the transport period, they received a time-out punishment based on the number of red cues, also initially displayed and visible throughout. After reward or punishment delivery, hereafter termed feedback, the robotic arm retreated automatically horizontally leftward to the starting position, and the next trial began.
A variation of this grip force task was performed where instead of reward and punishment options, only reward was included. The trials were conducted identically, but instead of punishment being included, only reward levels from 0 to 3 were considered. The rewarding and punishing trials and reward-only trials were recorded in separate sessions. Cued grip force task. The behavioral task was composed of 6 scenes for each trial. First, cue and punishment levels were projected into the virtual environment during the cue display scene, with each green square indicating 0.5 seconds of juice reward delivery if the trial was completed successfully, and each red square indicating the number of 5-second timeout periods if the trial was not completed successfully. The virtual robotic arm then automatically moved to the cylindrical object during the reaching scene. Force was applied manually during the grasping scene, represented by an expanding red rectangle that was then maintained within the blue force target rectangles during the transporting scene. Once the object reached the destination the target turned green, signaling that the gripper could be released. If these steps were completed successfully the task entered the success scene, and juice was delivered according to the cued amount. If at any point the NHP applied too much or too little force, the trial was deemed a failure and the failure scene was entered where the amount of time-out period punishment was delivered according to the cued amount as the task screen turned a transparent red, and then the trial was reset and could be attempted again.
Surgery
Once trained on the task, NHPs S and P were implanted in their left M1, S1 and PMd with chronic 96-channel platinum microelectrode arrays (Utah array, 10X10 array with 400 µm inter-electrode spacing, ICS-96 connectors, Blackrock Microsystems. 1.5 mm in length for M1 and PMd, 1.0 mm for S1). The hand and arm regions contralateral to their dominant (right) hands were implanted with the same technique as utilized in our previous work (Marsh et al. 2015 , Chhatbar et al. 2010 . All surgical procedures were conducted in compliance with guidelines set forth by the National Institutes of Health Guide for the Care and Use of Laboratory NHPs and were approved by the State University of New York Downstate Institutional Care and Use Committee. Briefly, NHP preparation and anesthesia were performed directly by members of the State University of New York Downstate Division of Comparative Medicine veterinary staff, and the researchers conducted the surgery under their supervision. Ketamine was used to induce anesthesia, and isofluorane and fentanyl were used for maintenance. Aseptic conditions were maintained throughout surgery as a craniotomy window was created over the target location, and a probing electrode was used to identify the hand and forearm region of S1. An electrode array was implanted there, and another immediately across the central sulcus for the corresponding M1 region. The PMd array was placed immediately dorsal to the spur of the arcuate sulcus. Dexamethasone was used to prevent inflammation during the procedure and diuretics such as mannitol and furosemide were available to further reduce cerebral swelling if needed. Both subjects were observed hourly for the first 12 hours after implantation and were provided with a course of antibiotics (baytril and bicilin) and analgesics (buprenorphine and rimadyl).
Extracellular unit recordings
After a two-to three-week recovery period, spiking and local field potential (LFP) activities were simultaneously recorded with a multichannel acquisition processor system (MAP, Plexon Inc.) while the subjects performed the experimental task. Neural signals were amplified, bandpass filtered from 170 Hz to 8 kHz, sampled at 40 kHz, and thresholded to identify single units. Single-and multi-units were sorted based on their waveforms using principal component (PC)-based methods in Sort-Client software (Plexon Inc) followed by offline spike sorting (Plexon Inc) to identify primarily putative single units.
Divisive normalization modeling
Reward modulation encoding models of the general form "# = ( " ) were fit to individual unit firing rate data from PMd, M1, and S1. "# indicates the j th unit's post-cue, or post-feedback firing rate in the i th trial, and was a nonlinear function dependent on the trial stimulus " , defined as the reward and punishment level combination for the i th trial. For post-cue analysis the firing rate was averaged over the 500 ms window following cue presentation. In this time period the virtual arm was stationary or moving horizontally to the right during the reaching scene, approaching the cylinder at a consistent speed, and the NHPs were not yet applying grip force. For post-feedback analysis, firing rates were averaged over the 500 ms following the indication of the result (reward or punishment), thus there were no temporal confounds due to the different reward and punishment delivery time periods. For reward and punishment trials, "# = ( " , " ), where "# was the post-cue or post-feedback firing rate for the j th unit during the i th trial, with the reward level " and punishment level " for that trial.
Reward-only encoding analysis
First, for both NHPs we fit a divisive normalization model between the time duration it took the NHPs to perform a given cued trial, defined as the time from cue display to result deliver, and the corresponding reward level " : Model R1dur: " = . / 0 1 0 1 23 / + 6 (1).
We then fit a reward-only neural firing rate encoding model "# = ( " ), where " is the reward level for the i th trial. Two divisive normalization models were used to design the nonlinear relationship . For post-cue or post-feedback analysis, these models were:
Model R1: "# = 7 /8 (0 1 ) 9 /8 2(0 1 ) + 6# (2) and Model R2: "# = 7 ;8 (0 1 ) 9 ;8 2(< 1 ) + =# (3), where "# is the firing rate for the j th unit at the i th trial, " is the reward level for the i th trial, and 6# , 6# , 6# , =# , =# , and =# were parameters fit to the data (Matlab curve fitting app, function "fitnlm"). The difference between models R1 and R2 is the divisive term. Model R1 uses the reward level for the i th trial ( " ) as the divisive term, and model R2 uses " , a scalar based on the population firing rate in all trials when = " . s " was a scalar based on the population firing rates for the level of reward ( " ).
where j is the neuron index, N is the total number of neurons, # 0 1 is the mean post-cue or postfeedback firing rate for the j th neuron on trials with reward level " , and # FF is the mean firing rate of the j th neuron when the reward level was zero.
" is the mean absolute value firing rate difference compared to a baseline average population neural firing rate over all trials where r=0. We utilized four reward levels (R = [0,1,2,3]). The total trial number when the reward level = is " . In our task, " , ∈ [0,1,2,3] were not always the same, therefore to avoid overfitting reward levels we used weighted least square (WLS) to fit firing rates instead of ordinary least square (OLS). OLS minimizes the sum squared error: = ∑ ( " − ( " )) = " . Here, " is the recorded data and ( " ) represents the fitted results. WLS minimizes the weighted sum squared error:
. " is the weight for the i th trial, based on the total trial number for a given reward level trial " .
, so that the total weights for each reward level were the same.
Reward and punishment encoding analysis
For reward and punishment trials "# = ( " , " ), where "# is post-cue or post-feedback firing rates for the j th unit and the i th trial, " is the reward level, and " is the punishment level for the i th trial. We designed one linear model (Model 1) and two divisive normalization models (models 2 and 3). As with the reward-only models we used WLS to avoid overfitting. The total trial number when the reward level = and = is _`. If " = 0 and " = 0, then " = 1. if " = and " = then " = Y ZZ Y ab , so that the total weights for each reward and punishment level were the same.
Model 1: The first model assumed that a unit's firing rate was the result of a linear relationship between reward and punishment, Model 1: "# = 6# ( " + 6# " ) + 6# (5),
where "# was the post-cue firing rate for the j th unit in the i th trial, and " and " are the reward and punishment levels, respectively, for that trial. There were four possible reward levels (R = [0,1,2,3]) and four punishment levels (P = [0,1,2,3]), for a total of 16 combinations of reward and punishment. For each trial the reward and punishment numbers were chosen pseudorandomly from a range of 0 to 3, so there was a slight variability in the exact number of trials for each reward level, punishment level, and combination thereof. Equation (5) was fit to firing rates from units from each region using Matlab's fitlm function. AIC values were calculated for all models to determine which best explained the data as well as adjusted = (see below).
Model 2: The second model was a divisive normalization model incorporating reward and punishment levels, similar to equation (2) for the reward-only task.
Model 2: "# = 7 ;8 (0 1 2d ;8 e 1 ) 9 ;8 2(0 1 2d ;8 e 1 ) + =# (6),
where "# was the post-cue or post-feedback firing rate for the j th unit in the i th trial, and period punishment. To simplify this equation a stimulus was defined, which was a linear combination of the cued reward and punishment level:
where " was the stimulus, " was the cued reward level, and " the cued punishment level for the i th trial. Equation (6) from Model 2 can then be written as:
Model 2: "# = 7 ;8 (< 1 ) 9 ;8 2(< 1 )
Equation (6) was used to determine if the j th unit encoded valence or motivation. If =# < 0 (eq. 6) the unit was considered to encode valence, where reward was positive and punishment negative, that is reward and punishment modulated the firing rate in opposite directions. If =# > 0 the unit was considered to encode motivation, as both punishment and reward were positive, that is reward and punishment modulated the firing rate in the same direction. Estimated values of =# , =# , =# , and =# were determined with a weighted non-linear least square fit (Matlab curve fitting app, function "fitnlm").
For a behavioral measurement, we also utilized a model similar to model 2 to fit the trial duration (Model 2dur) time ( " ) to the corresponding reward ( " ) and punishment ( " ) level combination:
Model 2dur: " = . ; (0 1 23 ; e 1 ) k ; 2(0 1 23 ; e 1 ) + = (9).
Model 3: For the third model, the denominator from equation (5) was modified to incorporate neural population information:
Model 3: "# = 7 m8 (0 1 2d m8 e 1 ) 9 m8 2< 1 + n# (10),
where " = [0,1,2,3] and " = [0,1,2,3]. Similar to model 2, to avoid overfitting we used WLS. The post-cue or post-feedback firing rates for the j th unit with reward level " and punishment level " , noted as "# , where used to fit model 3. " was a scalar based on the population firing rates for the combination of reward and punishment levels ( " , " ).
where j is the neuron index, N is the total number of neurons, # 0 1 e 1 is the main post-cue or post-feedback firing rate for the j th neuron on trials with reward level " and punishment level " , and # FF is the mean firing rate of the j th neuron when the reward level and punishment level are both zero. " is a representation of the difference between the mean population firing rate when reward level is " and punishment level is " compared to the affective baseline r=p=0.
Using the raw mean firing rate data was not sufficient because individual units may modulate in different ways in response to reward or punishment, thus canceling each other out. Estimated values of n# , n# , n# and n# were determined by fitting the model to the data as with model 2.
Motivational intensity and valance encoding: First, we fit every unit to models 1, 2 and 3. The model with the lowest mean squared error (MSE) was defined as the best fitting model for that unit, and then we tested if that best model was significantly different from a constant model using the F-test (p < 0.05). The constant model was defined as # = # , where # is the mean firing rates for all data points, and did not incorporate any modulation due to reward or punishment levels. We first calculated the F value by:
, where 6 was the weighted sum of the squared error from the constant model, = was the weighted sum of the squared error from the fit model, = was the number of parameters from the fit model, and was the number of data points. Units that were significantly different were classified as motivational or valance encoding using that model's . Motivation here is defined as n# > 0, =# > 0 or 6# > 0 for a given unit, meaning that reward and punishment both modulated the firing rate in the same direction. Valence is defined as n# < 0, =# < 0 or 6# < 0 for a given unit, meaning that reward and punishment had the opposite modulation for a given unit. A given unit could show motivation in one model, but valence in another model (see figure 7 , M1 units). Among the significant units, the number of motivational modulation or valence modulation were noted and presented in the results.
Post-feedback data analysis for reward and punishment task was conducted as with the postcue methods described above. The feedback delivery period was the 500ms window following the onset of reward or punishment delivery, or for the zero-reward, zero-punishment trials, the point in the trial at which reward or punishment would have been delivered. A difference between the post-cue and the post-feedback analysis is that at the beginning of the trial (postcue), the animals are more likely to incorporate both reward and punishment expectation, as there is uncertainty because they do not yet know the outcome of the trial. The post-feedback time period is after the animal has successfully completed or failed the trial, and we hypothesized that the animal at that point may only be encoding reward for successfully completed trials, or punishment for unsuccessfully completed trials. Therefore, we fit encoding models for successful trials and failed trials separately to test this hypothesis. For successful trials, the model was based on reward-only modulation for post-reward data: where " and " were the reward or punishment level for i th trial, and "# was the post-feedback firing rate for the j th unit in the i th trial. # and # were parameters fit with non-linear least squares fitting. Equation (11) was fit using all data from all successful trials. Equation (12), was fit using all data from all failed trials. Similarly, to models 2 and 3, we designed models 6 and 7 using population firing rates as the divisive terms instead of the reward or punishment level for that trial. For successful trials only, we have:
where " is the scalar based on population firing rates when reward level = " , " is the mean absolute value firing rate difference compared to the baseline r=0, similar to model 3. Likewise, for failed trials we have:
Model 7: "# = 7 x8 (e 1 ) 9 x8 2(< 1 ) + y# (15), where " is the scalar based on population firing rates when punishment level =`, " is the mean absolute value firing rate difference compared to the baseline p=0. WLS was used for models 4-7 to avoid overfitting reward and punishment level combinations. Comparing fitting results across models: The models had different numbers of parameters, therefore an adjusted = value ( tz# = ) was calculated and used to compare models. This was determined by
where n is the sample size for all models, and is the total number of explanatory variables in the model. p = 2 for models 1, 4,5, 6 and 7, and p = 3 for models 2 and 3.
Results
Divisive normalization of neural and behavioral variables by cued reward
We started our work with a version of the grip force task (Fig.1 ) where we only cued the level of reward to be received if a successful movement was performed, with four reward levels (R = [0,1,2,3]). Thus, in this task valence and motivational intensity where fully congruent. This reward-only work was conducted to first determine the neural and behavioral relationships with a simple contextual environment, compared to the full reward and punishment environment considered in the subsequent tasks. For reward-only trials, NHP P completed 170 successful trials, out of a total of 218. Among these trials there were 55 R = 0, 40 R = 1, 42 R = 2, and 33 R = 3 trials. Similarly, NHP S completed 200 successful trials out of a total of 248. Among these there were 48 R = 0, 47 R = 1, 50 R = 2, and 55 trials where R = 3. As motivational intensity is known to influence a subject's reaction times and movement vigor we tested a divisive normalization model on the NHPs trial times as shown in Figure 2 .1. The trial time was the time period between cue display and when the feedback began to be delivered. In Fig.2 .1 we plotted the average trial time for each reward level for each NHP. These results demonstrate that mean trial time decreases as reward level increases, and that this change can be described using the divisive normalization model R1dur (see methods),
where " is the trial time for the i th trial with a given cued reward level " , and , , are parameters determined through weighted non-linear least squares fitting. For both NHPs, model R1dur had a sigmoidal form for trial durations, represented by the blue curves in Fig.2. 1. Both trial time fitting results were significantly different from a constant model (F-test, p<0.05), with NHP S having a much smoother decrease in trial time with reward level, while NHP P appeared to take longer on non-rewarding (NR) trials as compared to any of the rewarding levels. Thus, NHP P was more sensitive to the cued reward level, which is consistent with the neural results seen below (see Fig. 8 for summary).
We utilized the same divisive model from equation one to fit the neural firing rate (f) of individual single-and multi-units in the three brain regions PMd, M1 and S1: "# = 7 8 0 1 9 8 20 1 + # , model R1.
Model R1 had one more parameter than the linear model "# = # " + # . # , # and # are parameters fit to the data. The mean firing rates (red squares) and model fit (blue lines) for example units are plotted in Fig.2 .2. For each region (PMd, M1 and S1), we plotted an example unit from each of the three types of typical responses: linear, sigmodal, and hyperbolic. All example units in fig.2.2 . are significantly different from the constant model (F-test, p<0.05). In Fig.3 we show the population results for the divisive normalization models R1 and R2. The first, model R1, is "# = 7 /8 (0 1 ) 9 /8 2(0 1 ) + 6# , where " is the reward level on the i th trial. Thus, model R1 uses the reward level labels from the task itself. Model R2 utilizes the population cortical activity for the divisive term " : "# = 7 ;8 (0 1 ) 9 ;8 2(< 1 ) + =# , where " is based on the population firing rates in all trials when = " (see methods eq. 4). As units can change their representation between the post-cue and post-feedback periods of time we have broken the data up into units that are either not significant in any time window, significant in just one of the time windows, or significant in both post-cue and post-feedback. Figure. 3 Population results for the number of units in a given NHP, brain region, and trial period, in the post cue and post feedback time periods. Model R1 utilizes reward levels from the task itself whereas model R2 utilizes information from the population's deviation from a baseline affective state where r=0 (see methods). Units were broken up into ones that only respond post cue (red), only in the post feedback period (dark blue) and during both periods (dark green). The number of units for each NHP and brain region were as follows for NHP S and P respectively, PMd 53, 57, M1 57, 54 and S1 37, 57 units. Fig.4 depicts simple peri-cue and peri-feedback time histograms for example single units. We plotted several example single unit responses from PMd, M1 and S1 for the two NHPs showing units that have either a motivational intensity or valence relationship with cued reward (r) and punishment (P). A valence-like relationship entails the neural firing rate increasing or decreasing with respect to valence, or reward level minus punishment level, where R0P3 has the lowest valence, and R3P0 the greatest. For a motivational intensity-like relationship, the neural firing rate varies with the motivational intensity, or reward level plus punishment level, where R0P0 has the least motivational intensity, and R3P3 the greatest. Motivational intensity is a symmetric function with respect to punishment and reward, whereas the valence function is linear from R0P3 to R3P0, in either an increasing or decreasing manner. Figure. 4 shows the peri-cue and peri-feedback time histograms for several example single units from each of the brain regions recorded from both NHPs. Here we show units that preferentially represent either valence or motivational intensity. Units were binned and z-score normalized over the course of a session. This normalized firing rate was then averaged for each valence level, defined as the reward level minus the punishment level for a given trial, or each motivational intensity level, defined as the reward level plus the punishment level for a given trial. Individual units demonstrated a range of responses following cue presentation, and before and after feedback.
Neural and behavioral variables modified by cued reward and punishment level
Post cued reward and punishment single-unit analysis
To further describe the influence of cued reward and punishment on our neural populations we analyzed the percentage of units with significant differences in mean firing rate between pre-and post-cue and pre-and post-feeback time periods. There are several clear trends that hold for both NHPs and all brain regions in this analysis. First, in the peri-cue period there is an increase in the percent of units that increase their activity in a manner that looks like a motivational intensity signal when viewed in this simple manner (differences in mean rate as compared to a divisively normalized rate). More units showed a significant increase in activity as the motivation level increased as compared to decreasing. Conversely, during the perifeedback period both NHPs and all brain regions showed an increase in the percent of units with significant decreases in activity, however, the relationship for the increasing and decreasing units is simpler for NHP P than NHP S. NHP P shows an increase in the percent of units for both those that increase their activity and those that decrease their activity, while most of the units are decreasing their activity in the peri-feedback period that is the rate is lower post feedback as compared to pre-feedback. Note NHP P has lower relative percentages of units during the peri-cue period as compared to the peri-feedback period, and NHP S is the opposite. In addition, PMd for both NHPs is more evenly distributed between increasing and decreasing units in the peri-cue period as compared to M1 and S1 which are dominated by units increasing their rate post cue. If one were to stop their analysis at this point it might seem that the neural activity in these regions are representing motivational intensity and not valence. However, as we go on to show below, by using divisive normalization models we see that the relationship is more evenly split between a valence representation and motivational intensity. where here X is a place holder for any value other than zero.
Divisive normalization of neural and behavioral variables by cued reward and punishment level
It is clear from Figs.2 and 3 that some of the relationships between neural firing rate and cued valence and motivational intensity levels are not simply linear, as seen for the reward-only results. Therefore, we tested several divisive normalization models to explore this further. We started with two models, one that utilized the categorical reward and punishment levels from the task (model 2, see below and Figs.6 and 7) and another, model 3, that utilized the population activity in the divisive term and may be a more natural model form (see methods and Fig. 7) . In Fig.6 we present the trial time results as seen in Fig.2 , but now utilizing cued punishment and reward levels simultaneously (model 2dur). As in Fig.2 we see that NHP P is very sensitive to differences between rewarding and non-rewarding trials. However, now we see that in addition to this there is an influence on trial duration due to the cued punishment level Fig.6 .1, which is most clear when the reward level is zero. In these Fig.6 plots the x-axis is termed the affective stimulus and is a combination of the cued reward level and a scaled version of the cued punishment level. This scaling was necessary as the punishment was in timeout periods while the reward levels were in juice volume. NHP S again had a smoother relationship between affective stimuli and trial time as seen in Fig.2 . These ( Fig.6.1) results demonstrate that the mean trial time can be explained with a motivational intensity encoding model as = > 0 for both NHPs for Model 2dur, which means that reward levels and punishment levels are being added, and tune to the same direction as expected for motivational intensity as compared to valence, where they would be subtracted. As in the reward-only case, the mean trial time decreases as the motivational intensity level increases. Trial duration as a function of reward and punishment levels has a sigmoidal form as it does for reward only. Individual unit mean firing rates as a function of the affective stimuli were investigated as well utilizing model 2, "# = 7 ;8 (0 1 2d ;8 e 1 ) 9 ;8 2(0 1 2d ;8 e 1 ) + =# (fig 6. 2), plotted as red squares with the standard error of the mean (SEM) for each stimuli, of which there are 16. Also plotted (blue) are the outputs of model 2. With model 2, unit reward and punishment modulation as represented by the model falls into one of three categories: linear (Fig. 6.2 row 1) , sigmoidal (row 2), and hyperbolic (row 3). These were seen in both animals and in all three cortical regions investigated (PMd, M1 and S1).
Figure 6.
Post-cue reward and punishment analysis with divisive normalization model 2. Figure 6 .1 depicts the average and SEM of the trial duration (red) for different stimuli (Model 2dur). The x-axis represents the reward and punishment level in the form of an affective stimulus _ + =`, and the y-axis represents the trial duration (s). Plotted in blue are the output from model 2dur. Figure 6 .2 shows example unit reward and punishment modulation for post-cue data. Each unit has a reward and punishment encoding model 2 significantly different from the constant model (F-test, p<0.05). For each subplot, the x-axis represents the affective stimuli, a linear combination of reward and punishment where " = _ + =#`, and the y-axis represents the post-cue firing rate (Hz). Each red point represents the mean post-cue firing rate (0~500ms after cue display) for that reward level with the SEM, and the blue line represents model 2 fit to that unit. The first column includes units from PMd, the second column M1, and the third column S1. The rows from top to bottom show examples of linear, sigmoid, and hyperbolic units.
Model 2 utilizes the categorical reward and punishment levels in the denominator, which act as the divisive, or normalizing term. We wished to see if a more natural divisive term could perform as well or better (model 3), and derived this term from the given cortical region's population activity (eqs. 10 and 11) as described in the methods section, Model 3 "# = 7 m8 (0 1 2d m8 e 1 ) 9 m8 2< 1 + n# .
We then compared the fitting results for units to models 2 and 3 ( Fig. 7) . Model 3 has a higher fitting accuracy for all example units shown, and visually better "explains" the modulation due to the stimulus. Units can have two general characteristics to their responses: focal tuning to a small reward and punishment range, and a more gradual response to a wider range of reward and punishment levels. Model 2 can only capture either the focal tuning (hyperbolic 6.2 6.1 units) or the broader modulation (linear or sigmoid units), but model 3 can capture both types of modulation as seen in Fig.7 . Here we show the qualitative results for a set of example units and follow with the population results and the model comparisons. Figure 7 . Post-cue and post-feedback example units for model 2, which utilizes task reward and punishment labels (top rows in each subplot) and model 3, which utilizes information from the local brain regions population activity in the divisive term (bottom rows in each subplot). The x-axis represents the affective stimuli, a linear combination of reward and scaled punishment _ +`. The y-axis represents the post-cue ( fig.7a ) and post-feedback ( fig.7b ) firing rate (Hz). The mean and SEM of the firing rates (red) and the model (blue) are shown. Each column represents one unit, fit to model 2 (top) and model 3 (bottom) rows. First two columns show units from PMd, third and fourth columns from M1, and last two columns from S1. All units shown here have a model fit significantly different from the constant model (Ftest, p<0.05). Figure 7b shows results for example units utilizing model 2 or 3 in the post-feedback window. Post feedback responses could be different from the post cue responses for a given unit. Our hypothesis for this post feedback period was that the units would be encoding the reward or punishment that the NHP was actually going to receive as compared to during the post cue period when the outcome was not yet known, and thus there was still uncertainty. Therefore, as an example, on successful trials in the post feedback period we expected a unit to have the same response when the reward and punishment levels were R = 1, P = 0 or R = 1, P = 1, since the NHP would have obtained the same reward in either case, and therefore if the neural activity was representing valence it should not change under these two example conditions, assuming limited history dependence of course. To test this assumption, we studied 4 different models for the post feedback analysis:
Model 2 is "# = 7 ;8 (0 1 2d ;8 e 1 ) 9 ;8 2(0 1 2d ;8 e 1 ) + =#
Model 3 is "# = 7 m8 (0 1 2d m8 e 1 ) 9 m8 2< 1 + n#
Model 4 is "# = 7 |8 (0 1 ) 9 |8 2(0 1 ) + }# for successful trials only
Model 5 is "# = 7~8(e 1 )
9~82(e 1 ) + •# for failure trials only (13) Model 6 is "# = 7 v8 (0 1 ) 9 v8 2(< 1 ) + w# for successful trials only (14) Model 7 is "# = 7 x8 (e 1 ) 9 x8 2(< 1 ) + y# for failure trials only (15) The adjusted R-squared was utilized for cross-model comparisons. The results are shown in figure 8 . Overall, NHP P actually had better model fits for group 1 (considering reward and punishment together for all trials), whereas NHP S showed the response we had anticipated, that is a better fit in the post feedback period with group 2 models (only considering reward for successful trials and only considering punishment for failed trials). Note that even though the two NHPs have different patterns of responses they are internally consistent between their own brain regions and thus these seem to be actual differences in the NHPs response to these affective manipulations. These results follow the trend that NHP P was more sensitive during the post cue presentation and NHP S was more sensitive to the post feedback period. Figure 8 . Percentage of units firing rate best fit for a given divisive normalization model. Group 1 models utilize the full reward and punishment stimulus information while group 2 models only utilize reward information and consider successful trials, or only utilize punishment information on failed trials. All data utilized here was during the post feedback period.
It has been suggested that premotor regions encode motivation more than value (Roesch and Olson 2004) , however, this pervious work did not utilize divisive normalization, and as seen in Fig.5 , under such analysis we also found what appears to be an overwhelming motivational intensity trend. In order to determine if divisive normalization could shed light on the cortical representation of motivational intensity and valence we have plotted the total number of units with significant fits to either a motivational intensity form or a valence form of either model 2 or 3, whichever was best for a given unit. In our model formulations we can determine if a unit is best fit to either motivational intensity or valence based on the sign of the γ parameter. If γ > 0 for a given unit, meaning that reward and punishment both modulated the firing rate in the same direction, the unit is considered to encode motivational intensity. However, if γ < 0 for a given unit we define this as a valence unit, meaning that reward and punishment had the opposite modulation for a given unit. We have plotted the results from this analysis in Fig.9 . Again, we see that there are clear and consistent differences between the two NHPs while each NHP is consistent between brain regions. In Fig.9 we see that NHP S always has a stronger post feedback response as compared to NHP P, which generally has a stronger post cue response, except for in M1 for valence. The general trend is also consistent for each NHP for both their motivational and valence representations. The only brain region that does not follow the NHP specific patters is M1 in NHP P for valence, which is actually highest in the post feedback period. Figure 9 . Number of units with significant divisive normalization representations of motivational intensity and valence. Plotted are the number of units for each NHP and brain region with significant fits to either model 2 or 3 (see Fig. 10 for distributions), for either motivational intensity or valence, during both the post-cue and post-feedback time periods.
In order to determine if and how units change their representation between motivational intensity and valence during different portions of the trials we looked at these distributions in the post-cue and the post-feedback time periods and plot this information in Figs.10 and 11. Here in Fig. 10 we have broken the population of all units into the following categories, units that were not significant, only significant in one period and significant in both periods. We then further broke the units down into motivational intensity and valence, and for units significant in both time periods whether they maintained the same tuning or not. More than 70% of the units show significance for at least one time period for all regions. In addition, in fig.11 we show the flow of these populations of units from the post-cue time period to the post-feedback time period. In Fig.11 one can see that for NHP S a large portion of the units that become significant in the post feedback period where in fact insignificant during the post-cue period. For NHP P a large portion of the population shows significance during the post-cue and during the postfeedback period. This trend is also seen in Fig. 10 for NHP S where a large portion of the units are seen to be only significant in the post feedback period (dark blue) as compared to NHP P's results. Figure. 10. Distribution of units from two NHPs for three sensorimotor brain regions fit to models 2 and 3 (see methods and text). 
Model comparison
Akaike Information Criterion (AIC) for every unit using models 1, 2 and 3 for all regions have been compared. In all regions and time periods, in essence all units have better fits for the divisive normalization models 2 and 3 as compared to the linear model 1. All data are shown Not significant Motivation Valance in table 1 for both NHPs and the three brain regions (PMd, M1 and S1). In addition, we have plotted the distribution of the adjusted R squared values for the best significant model for each unit from each NHP and brain region and show these distributions in Fig. 12 . Note that although NHP S's responses are focused in the post-feedback period the model fits tend to be strongest for this NHP. Figure. 12. Distribution of the adjusted R squared values for the best significant model fit for a given unit during the post-cue, top two rows, and the post-feedback, bottom two rows, for the two NHPs labeled on the right-hand side of the figure.
Discussion
Here we report evidence in support of widespread divisive normalization within the primary sensorimotor cortices (M1, S1 and PMd) of non-human primates by valence and motivational intensity. In this work we had two non-human primate subjects make targeted grip force movements. We modulated the level of cued valence, spanning from positive (reward) to negative (punishment), and cued motivational intensity, which was modulated by simultaneously cueing the subjects to the possible level of reward they could receive if successful on a trial, and the possible level of punishment they would receive if unsuccessful. There were 4 levels of cued reward and 4 levels of cued punishment, leading to 16 different levels of valence and 16 different levels of motivational intensity, which we termed the affective stimuli in our models. We simultaneously recorded from 96 electrodes in each M1, S1 and PMd during this work for a total of 288 electrodes in each NHP and a total of 576 electrodes.
We found three prominent relationships between neural firing rate and affective stimuli in our divisive normalization analysis, regardless of whether we only modulated reward levels (see Fig.2 ), or modulated the more complete affective stimuli of valence and motivational intensity (see Figs.6 and 7) . These relationships where either linear, sigmoidal, or hyperbolic. Sigmoidal units were characterized, as expected, by a two-part firing rate response to the affective stimuli (reward and punishment), consisting of a region of relatively high sensitivity to affect, and another that was less sensitive. These units allow affect to modulate the neural firing rate over a wide range of stimuli, and it is possible that our linear units become sigmoidal units if the affective stimuli have a broader range beyond what we investigated. This last point indicates that we suspect there is a distribution of units such that some have broad affective modulation ranges, and these looked linear in our tested affective space, while others have a more focal affective range, such as the sigmoidal units in our work. Hyperbolic units are particularly sensitive to a small range of the affective stimuli where the denominator in model #2 is close to zero, which is # + " ≈ 0 for the reward-only task and =# + ( _ + =#`) ≈ 0 for the reward/punishment combination task. We could not determine the asymptotes for models 3, 6 and 7 as they utilize the population's activity in the divisive term, unlike model #2 that simply uses the R and P levels, and thus we could interpolate model #2 and find the asymptotes. The hyperbolic units from model #2 have their asymptotes concentrated around the extremes of the affective stimulus space, such as at R0P0 and R3P3, further work is needed to determine if this is a function of the particular set of stimuli or a more generalizable phenomenon. However, the model #2 observations hint that the sensorimotor cortices "know" where the boundaries are for the given affective context and future work will test this for the same population of units between context with differing numbers of affective stimuli.
In general, the population showed an increase in activity during the post-cue period and a significant suppression in activity in the post-feedback period. During both the post-cue and post-feedback time periods we found that the divisive normalization models (models 2, 3) clearly outperformed the linear model (model 1) as seen by the AIC comparisons in table 1. This suggests that for PMd, M1, and S1, reward and punishment modulation is nonlinear, and that this nonlinearity can at least in part be captured by divisive normalization models. Model 3 generally performed better than model 2 for NHP P, suggesting that the accuracy of divisive normalization models incorporating affect can be improved by including population firing rates in the normalization term, as model 2 used the task labels to define the affective stimulus, whereas model 3 utilized the deviation of the population activity for a given trial as compared to the "baseline" affective stimulus or r=p=0. This type of normalization, scaled to the response of a population of units, has also been described in the invertebrate olfactory system and the primary visual cortex (Carandini & Heeger 2012) , further supporting the idea that divisive normalization is a computational mechanism performed widely, and in a variety of contexts. Also, of importance is the fact that this type of normalization by the population can be more easily utilized toward stabilizing BCIs in the face of changing affect as discussed below.
Previously, work on the influence of value in the sensorimotor stream has shown value based divisive normalization in the lateral intraparietal cortex (Louie, Grattan, and Glimcher 2011) , where this activity was interpreted as encoding the action value within the context of choices between actions associated with different state values. In our study the subjects did not have options to choose from, other than the choice to not conduct the task, and simply had one type of movement that they could perform successfully or not. Thus, in our work we were more likely studying state values, or state motivational intensity, as the actions were more or less the same in each trial. Outcome values could clearly have been represented in our work as well. Future work where we explicitly include choice should be helpful in further determining if both state-value and action-value are being represented in PMd, M1 and S1 (Tarigoppula et al. 2018; Ramakrishnan et al. 2017) . In a set of papers Roesch and Olson studied activity in prefrontal and frontal cortex including pre-motor regions and supplementary motor regions. They found increasing activity of these brain regions in line with increased motivational intensity as one moved more caudal (Roesch and Olson 2003) when comparing a small and large reward context. However, as only reward was modulated they could not determine if it was valence encoding or motivational intensity. In later work they included possible reward and punishment, the paradigm that inspired ours, and found results in the premotor region that was best fit by motivational intensity Olson 2007, 2004) . However, this could partially be due to the analysis methods used, as we also see this relationship when looking at just the firing rate of units as seen in Fig.5 . When we utilized divisive normalization models though, we see a more even representation between motivation and valence. We are therefore claiming that both valence and motivational intensity are being represented in PMd, M1 and S1 during our grip force task, and in a more evenly distributed manner, and this distribution can depend on the time during the trial as well as on individual "personality" traits of the NHP subjects as seen in Fig.9 .
Understanding modulation due to affect is relevant to biomedical engineers creating BCIs with activity from sensorimotor regions (Chhatbar and Francis 2013; Gilja et al. 2012; Ajiboye et al. 2017; Hochberg et al. 2006; Wodlinger et al. 2015; Carmena et al. 2003; Chapin et al. 1999; Taylor, Tillery, and Schwartz 2002; Sanchez et al. 2011) . For control signals to be accurately decoded and encoded while retaining these additional levels of information, such as affect, it is important to determine if these units are utilizing an affective divisive normalization scheme.
Recently the impact of context on decoding neural information has been addressed in the BCI literature when dealing with kinematics under BCI control switching from two dimensional to three dimensional space (Rasmussen, Schwartz, and Chase 2017) , as well as between reaching movements with and without expected object contact (Downey et al. 2017) . Directional tuning in the primary motor cortex is modulated by reward during both manual tasks (Ramakrishnan et al. 2017) as well as during BCI control (Zhao et al. 2018) . The later study noted that grip force related tuning functions are likewise modulated by reward in M1. Such affect-related spillover into the sensorimotor system could have profound implications when such neural activity is being used to control the movement of a BCI-controlled robotic limb, to drive the motions of a computer cursor towards a communications-based BCI, and possibly even when putting in sensory information as part of a bi-directional iBCI Marsh et al. 2015; Zhao et al. 2018; McNiel, Bataineh, et al. 2016; Bensmaia and Miller 2014) . It is therefore vital to better understand the influence that affect has on the sensorimotor regions past our neuroscientific curiosity towards these iBCI engineering goals. Our future aim is to determine how to best separate movement related activity from these non-sensorimotor influences towards affect agnostic iBCIs.
