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Kombiniranje kvadraturnih formul v kvadraturne formule viˇsjega reda
Povzetek
Definiramo pozitivno in negativno pravilo ter spremljevalni pravili. Iz para spre-
mljevalnih pravil sestavimo novo pravilo, ki ga imenujemo zdruzˇeno pravilo in ima
viˇsjo stopnjo, kot zacˇetni spremljevalni pravili. Posebej se osredotocˇimo na druzˇine
zdruzˇenih pravil na dveh tocˇkah in druzˇine zdruzˇenih pravil na treh tocˇkah ter po-
vemo nekaj lastnosti, ki zanje veljajo. V nadaljevanju s Θ oznacˇimo mnozˇico pravil
stopnje m in definiramo transformacijo W : Θ×Θ→ Θ. Nato lahko definiramo pov-
precˇno pravilo W (g) in trdimo, da ima stopnjo vsaj m+ 1, pri cˇemer imata zacˇetni
pravili A(g) in B(g) stopnjo m. Na koncu se osredotocˇimo sˇe na pravila poljubne
stopnje z racionalnimi vozliˇscˇi, kjer kombiniramo pravila stopnje 1 in na ta nacˇin
skonstruiramo pravilo viˇsje stopnje. S tem si zagotovimo numericˇno stabilnost, saj
zaradi racionalnosti vozliˇscˇ ne prihaja do vmesnih zaokrozˇevanj.
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Abstract
We define the positive, negative and companion rules. From a given pair of the
companion rules we construct a new rule, which we call the combined rule and it has
a higher degree of precision. Then we focus separately on families of the companion
two-point rules and families of the companion three-point rules and we state some
facts which apply to them. In what follows, Θ denotes the set of rules with degree
m and we define the transformation W : Θ×Θ→ Θ. Then we can define the mean
rule W (g) and state that it has a degree of at least m+ 1, whereas beginning rules
A(g) and B(g) have degree m. At the end we focus on the rules of arbitrary degree
with rational nodes, where we combine rules of degree 1 and from them we construct
a new rule of a higher degree. With that we provide the numerical stability; because
of the rationality of the nodes it doesn’t come to intermediate rounding.
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1. Uvod
V diplomskem delu se bom osredotocˇila na numericˇno integracijo, pri cˇemer bom
uporabljala kvadraturne formule. Poskusila bom izboljˇsati priblizˇke, ki jih dobimo
z racˇunanjem integrala po kvadraturni formuli, na nacˇin, da bom zdruzˇevala kva-
draturne formule in na ta nacˇin dobila kvadraturno formulo viˇsje stopnje. Glavna
naloga numericˇnega integriranja je izracˇunati cˇim boljˇsi priblizˇek integrala oblike∫ b
a
f(x)dx.
V splosˇnem bomo zˇeleli osnovne kvadraturne formule, kot so trapezno pravilo in
Simpsonovo pravilo, zapisati kot linearne kombinacije zdruzˇenih pravil nizˇje stopnje.
Torej, cˇe imamo kvadraturni pravili, ki ju oznacˇimo z A(g) in B(g), z enako stopnjo
m ≥ 0, bomo z njima zˇeleli zgraditi novo pravilo Y (g) viˇsje stopnje.
V drugem sklopu diplomskega dela bom to razsˇirila na pravilo transformacije
W (g), ki je definirano kot mnozˇica Θ pravil stopnje m. Ta dodeli paru pravil
(A(g), B(g)) iz Θ pravilo viˇsje stopnje. Pravilo W (g) imenujemo povprecˇno pravilo,
saj nam bo predstavljalo utezˇeno povprecˇje pravil A(g) in B(g).
1.1. Zgodovina. Kvadratura je zgodovinski matematicˇni pojem, ki pomeni racˇuna-
nje plosˇcˇine nekega izbranega obmocˇja. Zˇe matematiki Stare Grcˇije so namrecˇ upo-
rabljali ta izraz. Racˇunanje plosˇcˇine obmocˇja so posplosˇili na racˇunanje plosˇcˇine
kvadrata, ki je imel enako povrsˇino kot prvotno obmocˇje. Od tu se je pojavil izraz
kvadratura.
Kasneje so Babilonci uporabljali trapezno pravilo (ki je ena izmed kvadraturnih
formul, ki jih bom opisala v nadaljevanju) za izracˇun gibanja Jupitra okoli Sonca [10].
Najvecˇji dosezˇek anticˇne analize pa je bil, ko je Arhimed s pomocˇjo kvadraturnih
formul izracˇunal povrsˇino krogle in izsek parabole [10].
V srednjevesˇki Evropi se je prav tako uporabljalo kvadraturo pri racˇunanju. Z
njeno pomocˇjo sta Galileo Galilei in Gilles de Roberval nasˇla obmocˇje cikloidnega
loka. Gre´goire de Saint-Vincent se je osredotocˇil na racˇunanje obmocˇja pod hiper-
bolo, kar je opisal v Opus Geometricum leta 1647. To pa je omogocˇilo tudi razvoj
nove funkcije, ki ji pravimo naravni logaritem [10].
Kasneje sta Isaac Barrow in James Gregory naredila sˇe korak naprej in sicer sta
nasˇla kvadraturne formule za nekatere algebraicˇne krivulje in spirale [10].
Izraz numericˇna integracija pa se je prvicˇ pojavil leta 1915 v publikaciji A Course
in Interpolation and Numeric Integration for the Mathematical Laboratory, ki jo je
napisal David Gibb [10].
2. Kvadraturne formule
V tem poglavju bom najprej definirala, kaj sploh so kvadraturne formule in za-
pisala nekaj osnovnih kvadraturnih formul, ki jih bom potrebovala kasneje. Nato
pa bom navedla sˇe nekaj potrebnih definicij, ki jih bom potrebovala pred samim
zdruzˇevanjem pravil.
Kvadraturna formula ima obliko:∫ b
a
ρ(x) · f(x)dx =
n∑
i=0
f(xi)
∫ b
a
ρ(x) · Ln,i(x)dx+Rn(f),
4
kjer je ρ predpisana utezˇ, Ln,i(x) Lagrangevi polinomi in Rn napaka metode. Za
utezˇ obicˇajno izberemo ρ(x) = 1, lahko pa tudi kaj drugega. Cˇe oznacˇimo
Ai =
∫ b
a
ρ(x) · Ln,i(x)dx,
lahko potem kvadraturno formulo zapiˇsemo kot:
(1)
∫ b
a
ρ(x) · f(x)dx =
n∑
i=0
f(xi) · Ai +Rn(f),
pri cˇemer so lahko xi poljubne vrednosti. Ker pa zˇelimo, da bo napaka cˇim manjˇsa,
izberemo xi ∈ [a, b] [6].
Najbolj znan primer kvadraturnih formul so Newton-Cotesove formule, ki jih bom
kasneje tekom diplomskega dela uporabljala v primerih. Sicer so to kvadraturne
formule kot v enacˇbi (1), kjer za utezˇ uporabimo ρ(x) = 1, tocˇke xi pa izberemo
ekvidistantno kot xi = x0 + i · h. Prvih nekaj zaprtih Newton-Cotesovih formul je:
• trapezno pravilo∫ x1
x0
f(x)dx =
h
2
· (f(x0) + f(x1))− h
3
12
f ′′(ξ), ξ ∈ [x0, x1],
• Simpsonovo pravilo∫ x2
x0
f(x)dx =
h
3
· (f(x0) + 4f(x1) + f(x2))− h
5
90
f (4)(ξ), ξ ∈ [x0, x2],
• 3/8 pravilo∫ x3
x0
f(x)dx =
3h
8
· (f(x0) + 3f(x1) + 3f(x2) + f(x3))− 3h
5
80
f (4)(ξ), ξ ∈ [x0, x3],
• Boolevo pravilo∫ x4
x0
f(x)dx =
2h
45
· (7f(x0) + 32f(x1) + 12f(x2) + 32f(x3) + 7f(x4))− 8h
7
945
f (6)(ξ),
ξ ∈ [x0, x4].
Pri tem se srecˇujemo z napakami:
i) Neodstranljiva napaka: Naj bo pri izracˇunu f(xi) napaka omejena z . Ocena
za neodstranljivo napako je potem
|Dn| ≤  ·
n∑
i=0
|Ai|.
Pri uporabi kvadraturne formule se nam bo ta napaka pojavila pri racˇunanju
vrednosti funkcije v vsakem vozliˇscˇu, saj bomo morali, v primeru, da ne bo
vrednost funkcije v vozliˇscˇu racionalna, zaokrozˇiti.
ii) Zaokrozˇitvena napaka je razlika med rezultatom, ki ga dobimo po nekem al-
goritmu z uporabo natancˇne aritmetike in rezultatom, ki ga dobimo po istem
algoritmu z uporabo zaokrozˇevanja med vmesnim racˇunanjem. Ta napaka
se nam pojavi pri izracˇunu vsote f(xi) · Ai, ko imamo utezˇi in vrednosti f
zˇe podane. Pri racˇunanju te vsote moramo zaokrozˇevati vmesne rezultate,
zato pride do zaokrozˇitvene napake.
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iii) Napaka metode je razlika med natancˇnim matematicˇnim izracˇunom in pri-
blizˇno resˇitvijo, ki jo dobimo z izracˇunom po kvadraturni formuli. To napako
oznacˇimo z Rn.
2.1. Potrebne definicije. Kvadraturna formula Q˜ je aproksimacija integrala∫ b
a
f(x)dx.
Brez izgube splosˇnosti lahko privzamemo, da integriramo na intervalu [−1, 1]. S
Q bomo oznacˇili splosˇno kvadraturno pravilo, ki bo aproksimiralo integral
I(g) =
∫ 1
−1
g(t)dt.
Torej pravilo Q˜, definirano na [a, b], lahko preoblikujemo na interval [−1, 1] kot
Q, kjer je g(t) = f(σ(t)) in
σ(t) = a+
b− a
2
· (t+ 1).
Za polinome oblike 1, t, t2, ... piˇsemo φj(t) = t
j za j = 0, 1, 2, ....
Definicija 2.1. (Pravilo stopnje m) Naj bo m ≥ 0, µ0 = 2, µj = 0 za lihe j, za
sode j pa je µj =
∫ 1
−1 φj(t)dt =
2
j+1
. Potem je
µm+1 =
∫ 1
−1
φm+1(t)dt.
Pravilo Q je stopnje m ≥ 0, cˇe je tocˇno za φj, kjer je 0 ≤ j ≤ m, ni pa tocˇno za
φm+1. Torej
Q(φ0) = µ0
Q(φ1) = µ1
...
Q(φm) = µm,
ampak
Q(φm+1) 6= µm+1.
V tem primeru imenujemo µm+1 glavni moment in krajˇse zapiˇsemo
(2) µ =
∫ 1
−1
φm+1(t)dt =
2
m+ 2
.
Definicija 2.2. (Predznak pravila) Naj bo Qm kvadraturno pravilo stopnje m, kjer
je m ≥ 0, da je
γQ = µ−Q(φm+1).
Pravilo je pozitivno, cˇe je γQ > 0; oziroma negativno, cˇe je γQ < 0.
Definicija 2.3. (Spremljevalni pravili) Pravili A(g) in B(g) enake stopnjem, katerih
konstanti γA in γB imata nasproten predznak, imenujemo spremljevalni pravili.
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3. Linearna kombinacija dveh pravil
V tem poglavju bom obravnavala zdruzˇenje dveh pravil in pokazala, da bo pravilo,
ki bo s tem nastalo, imelo viˇsjo stopnjo, kot je bila stopnja zacˇetnih dveh pravil.
Hkrati pa bom zˇelela pokazati tudi, da bo sedaj racˇunski priblizˇek integrala preko
novega pravila veliko bolj natancˇen, kot pa priblizˇek integrala, izracˇunan po zacˇetnih
dveh pravilih.
Trditev 3.1. Naj bosta A(g) in B(g) taki pravili stopnje m ≥ 0, da je
(3) µA = A(φm+1) 6= µB = B(φm+1).
Naj bo Y (g) linearna kombinacija teh dveh pravil. Torej:
(4) Y (g) =
µ− µB
µA − µB · A(g) +
µA − µ
µA − µB ·B(g),
kjer je µ glavni moment, kot je definiran v (2). Potem je stopnja pravila Y (g) vsaj
m+ 1.
Dokaz. Najprej bomo dokazali, da je pravilo Y (g) stopnje vsaj m ≥ 0, nato pa s
pomocˇjo (4) sˇe, da je stopnje vsaj m+ 1.
Ker sta pravili A(g) in B(g) stopnje m ≥ 0, sta torej tocˇni za φj(t) = tj za
j = 0, 1, ...,m. Torej
A(φj) = B(φj) = I(φj),
zato je
Y (φj) =
µ− µB
µA − µB · A(φj) +
µA − µ
µA − µB ·B(φj)
=
µ− µB + µA − µ
µA − µB · I(φj)
=
−µB + µA
µA − µB · I(φj) = I(φj).
To nam pove, da je pravilo Y (g) stopnje najmanj m. Pokazati pa moramo sˇe, da
je Y (g) tocˇno tudi za φm+1. Iz tega bo sledilo, da je pravilo stopnje vsaj m + 1. Iz
(4) sledi:
Y (φm+1) =
µ− µB
µA − µB · µA +
µA − µ
µA − µB · µB
=
µ · µA − µA · µB + µA · µB − µ · µB
µA − µB
=
µ · µA − µ · µB
µA − µB
=
µ · (µA − µB)
µA − µB
= µ = I(φm+1).

Posledica 3.2. Naj bosta A(g) in B(g) spremljevalni pravili stopnje m ≥ 0 in naj
velja
µB < µ < µA ali µA < µ < µB.
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Potem ima zdruzˇeno pravilo (4) stopnjo najmanj m+1 in je vedno na intervalu med
A(g) in B(g). Torej velja
(5) A(g) ≤ Y (g) ≤ B(g) ali pa B(g) ≤ Y (g) ≤ A(g).
Dokaz. Najprej bom pokazala, da se da pravilo Y (g) zapisati kot konveksno kombi-
nacijo spremljevalnih pravil A(g) in B(g), nato pa bo iz tega sledilo, da neenakost
(5) velja.
Predpostavimo, da je A(g) negativno pravilo, B(g) pa pozitivno pravilo. Cˇe
izberemo ravno obratno, je dokaz popolnoma analogen. Po definiciji 2.2. je zato
µ < µA in µ > µB.
Iz tega sledi µB < µ < µA. Naj bo α = µ − µA < 0 in β = µB − µ < 0. Iz tega
vidimo, da je
α + β < 0.
Pravilo Y (g) pa lahko zapiˇsemo tudi kot linearno kombinacijo pravil A(g) in B(g),
kjer uporabimo koeficiente
c1 =
β
α + β
> 0 in c2 =
α
α + β
> 0.
Torej lahko zapiˇsemo
Y (g) = c1 · A(g) + c2 ·B(g)
=
β
α + β
· A(g) + α
α + β
·B(g)
=
β · A(g) + α ·B(g)
α + β
.
Kot vidimo, je Y (g) res konveksna kombinacija pravil A(g) in B(g) s pozitivnimi
koeficienti c1 in c2, saj velja
c2 = 1− c1.
Torej neenakost (5) ocˇitno velja, pravilo Y (g) pa imenujemo utezˇeno povprecˇje spre-
mljevalnih pravil A(g) in B(g).

Primer 3.3. Cˇe vzamemo A(g) = g(0) in B(g) = g(1) ter φ1(t) = t, potem je glavni
moment enak:
µ =
∫ 1
0
tdt =
t2
2
∣∣∣∣∣
1
0
=
1
2
.
Potem izracˇunamo
A(φ1) = φ1(0) = 0
B(φ1) = φ1(1) = 1
in dobimo, da sta predznaka pravil A(g) in B(g) enaka
γA = µ− A(φ1) = 1
2
− 0 = 1
2
> 0
γB = µ−B(φ1) = 1
2
− 1 = −1
2
< 0.
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Iz tega sledi po definiciji 2.2., da je pravilo A(g) pozitivno, B(g) pa negativno pravilo.
Posledicˇno, ker je γA · γB < 0, sta pravili A in B spremljevalni pravili (po definiciji
2.3.). Sedaj pa preverimo, kaksˇna je linearna kombinacija (4) teh dveh pravil:
Y (g) =
µ− µB
µA − µB · A(g) +
µA − µ
µA − µB ·B(g)
=
1
2
− 1
0− 1 · A(g) +
0− 1
2
0− 1 ·B(g) =
1
2
· A(g) + 1
2
·B(g).
Torej dobimo, da je
Y (g) =
1
2
· (g(0) + g(1)),
kar pa je ravno trapezno pravilo. Torej smo s pomocˇjo dveh pravil stopnje 0 dobili
zdruzˇeno pravilo stopnje m = 1.
Cˇe sedaj pogledamo, kako se to odrazˇa pri dejanskem racˇunanju, lahko za primer
vzamemo integral∫ 1
0
2
1 + t2
dt = 2 · arctan(t)
∣∣∣∣∣
1
0
= 2 ·
(pi
4
− 0
)
=
pi
2
.
= 1, 5708.
Po izracˇunu integrala s pomocˇjo pravil dobimo
A(g) =
2
1 + 0
= 2,
B(g) =
2
1 + 1
= 1,
Y (g) =
1
2
· (g(0) + g(1)) = 1
2
· (2 + 1) = 1, 5.
Torej so napake, ki jih pri tem dobimo, enake
∆A = I(g)− A(g) .= −0, 4292,
∆B = I(g)−B(g) .= 0, 5708,
medtem ko je
∆Y = I(g)− Y (g) .= 0, 0708.
Iz tega jasno vidimo, da je priblizˇek, dobljen po zdruzˇenem pravilu, precej bolj
natancˇen. ♦
3.1. Druzˇine zdruzˇenih pravil na dveh tocˇkah. V tem podrazdelku si bomo
ogledali zdruzˇeno pravilo na dveh tocˇkah ter povedali nekaj dejstev, ki jih bom tudi
obrazlozˇila.
Naj bosta t0 in t1 razlicˇni vozliˇscˇi na intervalu [−1, 1] in kvadraturno pravilo na
dveh tocˇkah oblike
Q(g) = A0 · g(t0) + A1 · g(t1),
kjer sta parametra A0 in A1 dolocˇena na nacˇin, da je pravilo vsaj stopnje 1. Potem
trdimo:
i) Za izbiro tocˇk (t0, t1) je neskoncˇno mozˇnosti na kvadratuD = [−1, 1]×[−1, 1],
da je pravilo Q(g) pozitivno ali negativno in ima hkrati stopnjo 1.
ii) Pozitivnih pravil je vecˇ kot negativnih.
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iii) Tocˇke (t0, t1) ∈ D, za katere je Q(g) vsaj stopnje m = 2, lezˇijo na hiperboli
η2, kjer je
η2 :
1
3
+ t0 · t1 = 0.(6)
iv) Obstaja le eno pravilo na dveh tocˇkah, ki ima stopnjo m = 3, in sicer za
izbrani tocˇki
t0 = −
√
3
3
in t1 =
√
3
3
.
V tem primeru dobimo
Q(g) = g
(
−
√
3
3
)
+ g
(√
3
3
)
,(7)
ki ga imenujemo Gauss-Legendrovo pravilo na dveh tocˇkah. Ta nam da
maksimalno natancˇnost na danem sˇtevilu tocˇk na intervalu [−1, 1].
3.1.1. Gauss-Legendreove kvadraturne formule. Za integracijo funkcije f na inter-
valu [−1, 1] z Gauss-Legendreovo kvadraturno formulo potrebujemo Legendreove
polinome, ki jih oznacˇimo s Pn(x). Ti polinomi nam predstavljajo sistem ortogo-
nalnih polinomov, ki imajo veliko lepih lastnosti. To pomeni, da je Pn(x) polinom
stopnje n na intervalu [−1, 1] tako, da velja∫ 1
−1
Pm(x) · Pn(x)dx = 0, cˇe n 6= m.
Lema 3.4. [5] Naj bo Pn+1 normiran polinom, ki je ortogonalen na vse polinome
stopnje manjˇse ali enake n. Potem so vse nicˇle polinoma Pn+1 realne, enostavne in
lezˇijo na intervalu (−1, 1).
Pri tem je i-to vozliˇscˇe xi podano kot (i− 1)-va nicˇla polinoma Pn+1(x), utezˇi pa
so podane s formulo
wi =
2 · k2n+1(
1− x2i
) · (P ′n+1(xi))2) ,
kjer je kn+1 vodilni koeficient polinoma Pn+1 [7].
Ker vemo, da je vozliˇscˇe xi na intervalu (−1, 1), je iz formule ocˇitno, da bodo vse
utezˇi Gauss-Legendreove kvadraturne formule pozitivne, kar pomeni, da ne bomo
imeli tezˇav z neodstranljivo napako, saj je le-ta za vsako sˇtevilo tocˇk omejena z isto
zgornjo mejo, ki pa ne narasˇcˇa z n. Sˇe vedno pa bo prisotna tako napaka metode,
kot tudi zaokrozˇitvena napaka.
Izrek 3.5. [5] Cˇe je f ∈ C(2n+2)[−1, 1], potem za napako Gauss-Legendreovega kva-
draturnega pravila na n+ 1 vozlih velja∫ 1
−1
f(x) · ρ(x)dx =
n∑
i=0
A
(n)
i · f(x(n)i ) +
f (2n+2)(ξ)
(2n+ 2)! · k2n+1
,
kjer je kn+1 vodilni koeficient polinoma Pn+1 in ξ ∈ [−1, 1].
V spodnji tabeli je prikazanih nekaj Gauss-Legendreovih pravil nizˇje stopnje.
Pri tem je potrebno pripomniti, da je utezˇ pri izracˇunu dveh tocˇk, ki se razlikujeta
le za predznak, enaka, saj v formuli uporabimo kvadriranje in posledicˇno dobimo
obakrat enak razultat.
V tabeli 1 tudi takoj vidimo, kaksˇne oblike je Gauss-Legendreovo pravilo na dveh
tocˇkah, kot smo ga zapisali zgoraj.
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Tabela 1. Gauss-Legendrova pravila nizˇjih stopenj [7].
Sˇt. tocˇk Tocˇke Utezˇi
n xi wi
1 0 2
2 ± 1√
3
1
3 0, ±
√
3
5
8
9
, 5
9
4 ±
√
3
7
− 2
7
·
√
6
5
, ±
√
3
7
+ 2
7
·
√
6
5
18−√30
36
, 18+
√
30
36
5 0, ±1
3
·
√
5− 2 ·
√
10
7
, ±1
3
·
√
5 + 2 ·
√
10
7
128
225
, 322+13·
√
70
900
, 322−13·
√
70
900
Primer 3.6. Gauss-Legendreovi kvadraturni formuli na dveh in treh tocˇkah sta∫ 1
−1
f(x)dx = f
(
−
√
3
3
)
+ f
(√
3
3
)
+
1
135
f (4)(ξ), ξ ∈ [−1, 1],
∫ 1
−1
f(x)dx =
5
9
· f
(
−
√
3
5
)
+
8
9
· f(0) + 5
9
· f
(√
3
5
)
+
1
15750
f (6)(ξ), ξ ∈ [−1, 1].
♦
Prednost Gauss-Legendreovega pravila je predvsem to, da je to edina kvadraturna
formula, s katero lahko dobimo natancˇen izracˇun za stopnjo m = 2 · n − 1, kadar
racˇunamo z n vozliˇscˇi. V primerjavu z Newton-Cotesovimi formulami, kjer imamo
tezˇavo pri povecˇevanju sˇtevila vozliˇscˇ n, saj dobimo veliko neodstranljivo napako,
so Gauss-Legendreove formule uporabne tudi pri vecˇjem sˇtevilu vozliˇscˇ, torej tudi,
ko je n velik.
Se pa pri Gauss-Legendreovih pravilih z vecˇ tocˇkami pojavi problem, kako na-
tancˇno izracˇunati vozliˇscˇa. Eleganten numericˇni nacˇin racˇunanja utezˇi in vozlov
tukaj je, da problem prevedemo na iskanje lastnih vrednosti in lastnih vektorjev,
kar je konkretneje opisano v [5].
3.1.2. Matematicˇna razlaga. Matematicˇna razlaga tocˇk (i) - (iv) je sledecˇa: Namesto
standardne polinomske baze vzamemo bazo
Ψ0(t) = 1,
Ψ1(t) = (t− t0),
Ψ2(t) = (t− t0) · (t− t1),
Ψ3(t) = (t− t0)2 · (t− t1).
Po predpostavki je pravilo Q(g) stopnje najmanj 1, zato mora veljati
Q(Ψ0) = I(Ψ0) in Q(Ψ1) = I(Ψ1).
Iz tega sledi
Q(Ψ0) = A0 + A1,
I(Ψ0) =
∫ 1
−1
1dt = t
∣∣∣∣∣
1
−1
= 2,
Q(Ψ1) = A0 · (t0 − t0) + A1 · (t1 − t0) = A1 · (t1 − t0),
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I(Ψ1) =
∫ 1
−1
(t− t0)dt =
(t2
2
− t0 · t
)∣∣∣∣∣
1
−1
=
1
2
− t0 − 1
2
− t0 = −2t0.
Dobimo torej sistem:
A0 + A1 = 2,
A1 · (t1 − t0) = −2t0,
iz cˇesar sledi da je A0 =
2t1
t1−t0 in A1 = − 2t0t1−t0 . Torej, pravilo na dveh tocˇkah oblike
Q(g) =
2t1
t1 − t0 · g(t0)−
2t0
t1 − t0 · g(t1),(8)
kjer je t0 6= t1, ima stopnjo vsaj 1.
Cˇe preverimo sˇe za Ψ2, dobimo:
Q(Ψ2) = A0 · (t0 − t0) · (t0 − t1) + A1 · (t1 − t0) · (t1 − t1) = 0,
I(Ψ2) =
∫ 1
−1
(t− t0) · (t− t1)dt =
∫ 1
−1
(t2 − t · (t1 + t0) + t1 · t0)dt
=
(t3
3
− t
2
2
· (t1 + t0) + t · t1 · t0
)∣∣∣∣∣
1
−1
=
2
3
+ 2 · t0 · t1.
Slika 1. Pravila stopnje 1.
Opazimo torej, da velja Q(Ψ2) 6= I(Ψ2), zato I(Ψ2) imenujemo glavni moment po
definiciji 2.1. Sedaj lahko preverimo predznak pravila
γQ = µ−Q(Ψ2) = µ = 2
3
+ 2 · t0 · t1.
Torej je predznak pravila odvisen od izbire tocˇk (t0, t1) v kvadratu D. Pravilo sto-
pnje ena je pozitivno za tocˇke (t0, t1), ki so na sliki 1 obarvane rumeno in negativno
za tocˇke, ki so obarvane belo.
Opomba 3.7. Prednost polinomske baze Ψ0(t),Ψ1(t), ... je ta, da je od Ψ2(t) naprej
pravilo enako 0, zato je parameter γQ odvisen le od µ = I(Ψ2). To je tudi razlog,
zakaj µ imenujemo glavni moment, saj nam pove tudi predznak pravila, po definiciji
2.2.
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Pravilo Q(g) je stopnje ≥ 3, cˇe velja (6) in je µ = ∫ 1−1 Ψ3(t)dt enak 0.
µ =
∫ 1
−1
Ψ3(t)dt =
∫ 1
−1
(t− t0)2 · (t− t1)dt
=
∫ 1
−1
(t3 − 2 · t2 · t0 + t · t20 − t1 · t2 + 2 · t · t0 · t1 − t20 · t1)dt
=
(t4
4
− 2t
3
3
· t0 + t
2
2
· t20 − t1 ·
t3
3
+ 2
t2
2
· t0 · t1 − t · t20 · t1
)∣∣∣∣∣
1
−1
= −4
3
· t0 − 2
3
· t1 − 2 · t20 · t1.
Slika 2. Pravila stopnje vsaj 1.
Pravilo je stopnje vsaj 2 v tocˇkah na robu krivulje, torej na robu med rumenimi
in belimi tocˇkami na sliki 1. To pa je tocˇno na krivulji η2.
Pravilo stopnje 2 je pozitivno, cˇe je µ > 0, in negativno, cˇe je µ < 0. Pogoj µ = 0
pa nam da
η3 :
4
3
· t0 + 2
3
· t1 + 2 · t20 · t1 = 0.
To predstavlja mejo med pozitivnimi in negativnimi pravili na dveh tocˇkah. Na
sliki 2 so tocˇke, za katere je µ > 0 obarvane z oranzˇno barvo, z rumeno pa so
obarvane tocˇke, za katere je µ < 0. Presecˇiˇscˇi krivulj η2 in η3 sta tocˇki t0 = ±
√
3
3
in
t1 = −t0. Na sliki 2 sta ti tocˇki obkrozˇeni.
Cˇe dobljeni tocˇki t0 in t1 sedaj vstavimo v (8), dobimo
Q(g) =
2 ·
√
3
3√
3
3
+
√
3
3
· g
(
−
√
3
3
)
− −2 ·
√
3
3√
3
3
+
√
3
3
· g
(√3
3
)
= g
(
−
√
3
3
)
+ g
(√3
3
)
.
S tem smo obrazlozˇili dejstva (i) - (iv), ki sem jih navedla na zacˇetku podrazdelka.
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3.2. Druzˇine zdruzˇenih pravil na treh tocˇkah. V tem podrazdelku bomo po-
drobneje pogledali zdruzˇeno pravilo na treh tocˇkah ter dolocˇili pogoje za lastnosti
pravila.
Na obmocˇju D =
{
(t0, t1, t2);−1 ≤ t0 ≤ 1,−1 ≤ t1 ≤ 1,−1 ≤ t2 ≤ 1
}
je
kvadraturno pravilo na treh tocˇkah oblike
Q(g) = A0 · g(t0) + A1 · g(t1) + A2 · g(t2),
kjer so t0, t1, t2 paroma razlicˇne.
Najprej zˇelimo imeti utezˇi A0, A1 in A2 dolocˇene na nacˇin, da bodo vsa pravila
na mnozˇici stopnje 2 in bodo bodisi pozitivna, bodisi negativna. To nam bo namrecˇ
omogocˇilo najti pare za zdruzˇena pravila stopnje 2.
Cˇe zopet kot bazo vzamemo polinome
Ψ0(t) = 1,
Ψ1(t) = (t− t0),
Ψ2(t) = (t− t0) · (t− t1),
ima pravilo stopnjo ≥ 2, cˇe je tocˇno za Ψ0,Ψ1 in Ψ2, torej mora veljati
Q(Ψ0) = I(Ψ0), Q(Ψ1) = I(Ψ1) in Q(Ψ2) = I(Ψ2).
To izracˇunamo podobno kot v prejˇsnjem podrazdelku in dobimo sistem
A0 + A1 + A2 = 2
A1 · (t1 − t0) + A2 · (t2 − t1) = −2 · t0
A2 · (t2 − t0) · (t2 − t1) = 2
3
+ 2 · t0 · t1.
Ker smo predpostavili, da so t0, t1, t2 paroma razlicˇne, dobimo enolicˇno resˇitev, ki
jo oznacˇimo
A0 = Ω0(t0, t1, t2) = 2− A1 − A2,
A1 = Ω1(t0, t1, t2) =
−2 · t0 − A2 · (t2 − t0)
t1 − t0 ,
A2 = Ω2(t0, t1, t2) =
2
3
+ 2 · t0 · t1
(t2 − t0) · (t2 − t1) .
Z nekaj poenostavljanja dobimo
Ω0(t0, t1, t2) =
2 · (1 + 3 · t1 · t2)
3 · (t1 − t0) · (t2 − t0) ,
Ω1(t0, t1, t2) = − 2 · (1 + 3 · t0 · t2)
3 · (t1 − t0) · (t2 − t1) ,(9)
Ω2(t0, t1, t2) =
2 · (1 + 3 · t0 · t1)
3 · (t2 − t0) · (t2 − t1) .
Torej je pravilo oblike
Q(g) = Ω0(t0, t1, t2) · g(t0) + Ω1(t0, t1, t2) · g(t1) + Ω2(t0, t1, t2) · g(t2),(10)
kjer so Ωi podane kot v (9).
Sedaj pa uposˇtevajmo sˇe
Ψ3(t) = (t− t0) · (t− t1) · (t− t2),
Ψ4(t) = Ψ3(t) · (t− t0),
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Ψ5(t) = Ψ4(t) · (t− t1).
Opomba 3.8. Pravilo (10) vrne nicˇ, cˇe ga uporabimo na Ψj za j ≥ 3, zato je
stopnja pravila enaka prvemu indeksu j ≥ 3, za katerega je I(Ψj) 6= 0.
Pravilo Q(g) ima torej red ≥ 2, glede na nacˇin, kako smo ga definirali. Posledicˇno
je za vsak polinom iz vektorskega prostora P2 (polinomi stopnje ≤ 2) pravilo tocˇno.
Torej je tocˇno za elemente polinomske baze P2, torej za φj(t) = t
j, za 0 ≤ j ≤ 2.
Ker je
I(φ3) =
∫ 1
−1
t3dt =
t4
4
∣∣∣∣∣
1
0
= 0,
je γ3 = −Q(φ3), saj je γj = I(φj) − Q(φj) kot smo definirali v definiciji 2.2. Torej
je pravilo Q(g) stopnje 2, cˇe je Q(φ3) 6= 0, in stopnje ≥ 3, cˇe je Q(φ3) = 0.
Naj bo p polinom oblike
p(t0, t1, t2) = t
3
0 · Ω0(t0, t1, t2) + t31 · Ω1(t0, t1, t2) + t32 · Ω2(t0, t1, t2),(11)
kjer so Ωi podane kot v (9). Cˇe polinom poenostavimo, dobimo
p(t0, t1, t2) =
2
3
· (t0 + t1 + t2 + 3 · t0 · t1 · t2).
Potem je pravilo (10)
i) pozitivno, cˇe je p(t0, t1, t2) < 0,
ii) negativno, cˇe je p(t0, t1, t2) > 0,
iii) stopnje ≥ 3, cˇe je (t0, t1, t2) nicˇla polinomske enacˇbe p(t0, t1, t2) = 0.
Slika 3. Obmocˇje, kjer je pravilo (10) stopnje ≥ 3.
Po izracˇunu v Mathematici ugotovimo, da je volumen obmocˇja, kjer je pravilo
(10) pozitivno enako volumnu obmocˇja, kjer je to pravilo negativno in sicer sta oba
volumna enaka 4. To nam pove, da je pozitivnih pravil na treh tocˇkah enako kot
negativnih.
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Slika 4. Obmocˇje, kjer je pravilo (10) pozitivno.
Primer 3.9. S pomocˇjo Mathematice izracˇunamo koordinate (t0, t1, t2), pri katerih
velja pogoj p(t0, t1, t2) < 0 za p definiran kot v (11) in dodatni pogoji −1 ≤ t0 ≤ 1,
−1 ≤ t1 ≤ 1, −1 ≤ t2 ≤ 1, in t0, t1, t2 paroma razlicˇne. Izberemo si tri tocˇke, za
katere pogoj velja
t0 = −15
16
, t1 = −7
8
in t2 = −3
4
.
Ko sedaj izracˇunamo Ω0, Ω1, Ω2 po (9), dobimo pravilo
A(g) =
1520
9
· g
(
− 15
16
)
− 796
3
· g
(
− 7
8
)
+
886
9
· g
(
− 3
4
)
.
Ker smo predpostavili, da velja p(t0, t1, t2) < 0, je pravilo A pozitivno in stopnje
2. Podobno naredimo za pogoj p(t0, t1, t2) > 0 in −1 ≤ t0 ≤ 1, −1 ≤ t1 ≤ 1,
−1 ≤ t2 ≤ 1, in t0, t1, t2 paroma razlicˇne ter izberemo tocˇke
t0 =
3
4
, t1 = −7
8
in t2 = −3
4
.
Ko to ponovno vstavimo v (9), dobimo
B(g) =
95
117
· g
(3
4
)
− 88
39
· g
(
− 7
8
)
+
31
9
· g
(
− 3
4
)
,
kar je negativno pravilo stopnje 2.
Ker vemo, da sta pravili A(g) in B(g) stopnje 2, bo veljalo I(φj) = A(φj) in
I(φj) = B(φj) za j = 0, 1, 2, zato vzamemo φ3(t) = t
3 in dobimo
µ = I(φ3) = 0,
µA = A(φ3) = −2257
768
,
µB = B(φ3) =
77
192
.
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Iz tega pa tudi jasno potrdimo nasˇo ugotovitev, da je A(g) pozitivno pravilo, B(g)
pa negativno pravilo, saj je
µ− µA > 0 in µ− µB < 0,
po definiciji 2.2. pa to res velja.
Ker imata A(g) in B(g) nasproten predznak, sta po definiciji 2.3. spremljevalni
pravili, zato lahko zapiˇsemo zdruzˇeno pravilo, kot v (4)
Y (g) =
308
2565
· A(g) + 2257
2565
·B(g),
kar sovpada s pravilom na sˇtirih tocˇkah
Y (g) =
4928
243
· g
(
− 15
16
)
− 169231
5000
· g
(
− 7
8
)
+
74259
5000
· g
(
− 3
4
)
+
2257
3159
· g
(3
4
)
.
Po izracˇunu v Mathematici ugotovimo, da velja Y (φj) = I(φj) za j = 0, 1, 2, 3 in
I(φ4)− Y (φ4) = −0, 3509766.
Slednje je ocˇitno negativno, zato je zdruzˇeno pravilo Y (g) negativno in stopnje 3.
♦
Slika 5. Obmocˇje, kjer je pravilo (10) pozitivno. Rdecˇi tocˇki prika-
zujeta tocˇki iz primera 3.6.
4. Pravilo transformacije W (g)
V tem poglavju bomo definirali transformacijo W ter povprecˇno pravilo W (g).
Od sedaj naprej bomo s Θ oznacˇili mnozˇico pravil stopnje m ≥ 0. V trditvi 3.1.
je bilo novo pravilo sestavljeno iz para spremljevalnih pravil, ki sta pripadali Θ. Da
bomo lahko to razsˇirili, definiramo transformacijo
W :Θ×Θ→ Θ
(A,B)→ W (g),
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kjer ima W (g) podobne lastnosti kot linearna kombinacija Y (g) v (4). Pri tem
je seveda pomembno, da ima pravilo W (g) viˇsjo stopnjo kot pravili A(g) in B(g).
Pravilo W (g) imenujemo povprecˇno pravilo.
Tako kot prej za pravilo Q(g) ∈ Θ definiramo µ in µQ na nacˇin
µ =
∫ 1
−1
φm+1(t)dt in µQ = Q(φm+1),(12)
kjer je φj(t) = t
j, j = 0, 1, ....
Definicija 4.1. (Povprecˇno pravilo) Naj bo Θ mnozˇica pravil stopnje m ≥ 0 in naj
A(g) ter B(g) pripadata Θ. Potem je povprecˇno pravilo oblike
W (g) =
(m+ 2) · µB − 2
(m+ 2) · (µB − µA) · A(g) +
2− (m+ 2) · µA
(m+ 2) · (µB − µA) ·B(g), cˇe µA 6= µB,
kjer sta µA in µB izracˇunana kot v (12).
Tukaj vidimo, da je povprecˇno pravilo le drugacˇen zapis zdruzˇenega pravila Y (g),
kot smo ga definirali v trditvi 3.1, le da smo sedaj namesto glavnega momenta vzeli
µ = 2
m+2
. Gre torej za isto formulo, ki smo jo poimenovali na dva nacˇina. Prej smo
se namrecˇ osredotocˇili na to, da sta bili zacˇetni pravili A(g) in B(g) spremljevalni
pravili, sedaj pa to ni vecˇ potrebno.
Primer 4.2. Namen tega primera je pokazati, da je res potreben pogoj µA 6= µB
in, da ni dovolj, da sta le metodi razlicˇni, torej da se metodi ne ujemata v vseh
vozliˇscˇih in utezˇeh. Pokazali bomo, da obstajata razlicˇni metodi, ki imata enak
glavni moment. Osredotocˇili se bomo na pravila na dveh tocˇkah in si pomagali z zˇe
izracˇunanimi formulami iz podrazdelka 3.1.
Vzamemo vozliˇscˇi t0 = −12 in t1 = 12 . Na podlagi tega dobimo pravilo
A(g) =
2 · 1
2
1
2
+ 1
2
· g
(
− 1
2
)
− 2 · (−
1
2
)
1
2
+ 1
2
· g
(
1
2
)
= g
(
− 1
2
)
+ g
(
1
2
)
.
S pomocˇjo podrazdelka 3.1 vemo, da je Q(Ψ2) = 0 in
I(Ψ2) =
2
3
+ 2 · t0 · t1 = 2
3
+ 2 · 1
2
·
(
− 1
2
)
=
2
3
− 1
2
=
1
6
.
Ker je Q(Ψ2) 6= I(Ψ2), je I(Ψ2) glavni moment.
Potrebujemo sˇe pravilo B(g), ki bo imelo enak glavni moment kot pravilo A(g),
torej mora zadosˇcˇati
1
6
=
2
3
+ 2 · t0 · t1
−1
2
= 2 · t0 · t1
−1
4
= t0 · t1
t0 = − 1
4 · t1 .
Torej izbrati moramo vozliˇscˇi t0 in t1, ki bosta zadosˇcˇali temu pogoju, hkrati pa
tudi predpostavki, da sta to razlicˇni vozliˇscˇi na intervalu [−1, 1] iz podrazdelka 3.1.
Izberemo si na primer
t1 = 1 in t0 = −1
4
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in dobimo
B(g) =
2 · 1
1 + 1
4
· g
(
− 1
4
)
+
2 · (−1
4
)
1 + 1
4
· g(1) = 8
5
· g
(
− 1
4
)
+
2
5
· g(1).
Dobili smo torej dve razlicˇni pravili, ki imata enak glavni moment, zato je po-
trebna predpostavka µA 6= µB. ♦
Primer 4.3. Vzamemo Gauss-Legendrovo pravilo na dveh tocˇkah iz (7), torej
A(g) = g
(
−
√
3
3
)
+ g
(√3
3
)
in Simpsonovo pravilo
B(g) =
1
3
· (g(−1) + 4 · g(0) + g(1)),
ki sta oba stopnje m = 3. Izracˇunajmo
µA = A(φ4) =
2
9
in µB = B(φ4) =
2
3
.
Ocˇitno je torej µA 6= µB, zato je
W (g) =
5 · µB − 2
5 · (µB − µA) · A(g) +
2− 5 · µA
5 · (µB − µA) ·B(g)
=
5 · 2
3
− 2
5 · 4
9
· A(g) + 2− 5 ·
2
9
5 · 4
9
·B(g)
=
4
3
20
9
· A(g) +
8
9
20
9
·B(g) = 3
5
· A(g) + 2
5
·B(g)
=
2
15
· g(−1) + 3
5
· g
(
−
√
3
3
)
+
8
15
· g(0) + 3
5
· g
(√3
3
)
+
2
15
· g(1).
Zanima nas sˇe stopnja pravilaW (g), zato preverimo za katere φj velja I(φj) = W (φj)
I(φ4) =
∫ 1
−1
t4dt =
t5
5
∣∣∣∣∣
1
−1
=
2
5
in W (φ4) =
2
5
,
I(φ5) =
∫ 1
−1
t5dt =
t6
6
∣∣∣∣∣
1
−1
= 0 in W (φ5) = 0,
I(φ6) =
∫ 1
−1
t6dt =
t7
7
∣∣∣∣∣
1
−1
=
2
7
in W (φ6) =
3111
1000
.
Pravilo W (g) je torej stopnje m = 5 in
I(φ6)−W (φ6) = −0, 02534.
Cˇe pogledamo sˇe, kako se to odrazˇa na dejanskem primeru, vzamemo∫ 1
−1
2
1 + t2
dt = 2 · arctan(t)
∣∣∣∣∣
1
−1
= 2 ·
(pi
4
+
pi
4
)
= pi
.
= 3, 141593,
torej je g = 2
1+t2
. Potem je
W (g) = 3, 133333, A(g) = 3, B(g) = 3, 33333.
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Jasno vidimo, da dobimo s povprecˇnim pravilom W (g) veliko boljˇsi priblizˇek. Po-
glejmo sˇe napake, ki jih dobimo pri racˇunanju.
I(g)−W (g) = 0, 00826
I(g)− A(g) = 0, 141593
I(g)−B(g) = −0, 191741
Kot pricˇakovano, je napaka pri pravilu W (g) precej manjˇsa kot pri prvotnih dveh
pravilih A(g) in B(g). ♦
Vidimo torej, da nam uporaba povprecˇnega pravila W (g) da predvsem boljˇsi
priblizˇek, se pa tukaj hkrati pojavlja tudi pomankljivost. Pri racˇunanju priblizˇka
po povprecˇnem pravilu moramo izracˇunati precej vecˇ vrednosti funkcije v dolocˇenih
tocˇkah, kot pa pri osnovnih dveh pravilih A(g) in B(g). To bi lahko resˇili na nacˇin,
da bi pri osnovnih pravilih poskusili vzeti taksˇna pravila, ki bi imela cˇim vecˇ skupnih
tocˇk, saj bi na ta nacˇin optimizirali racˇunanje pri povprecˇnem pravilu. Je pa seveda
glavno vprasˇanje tukaj, ali nam je bolj pomembna natancˇnost priblizˇka, ali pa delo,
ki ga pri tem opravimo.
4.1. Povprecˇno pravilo W (g) kot aproksimacija najmanjˇsih kvadratov. V
tem podrazdelku bomo poskusˇali najti povezavo med zgoraj definiranim povprecˇnim
pravilom W (g) in aproksimacijo najmanjˇsih kvadratov.
Cˇe vzamemo pravili A(g) in B(g), zˇelimo pokazati, da je njuno povprecˇno pravilo
W (g) aproksimacija najmanjˇsih kvadratov za vektor momentov
h =
(
µ0, µ1, µ2, ..., µm, µ
)T ∈ Rm+2,(13)
kjer je kot prej
µj =
∫ 1
−1
φj(t)dt za j = 0, ...,m in µ =
∫ 1
−1
φm+1(t)dt.
Vemo, da je A(φj) = B(φj) = µj za j = 0, ...,m in, da sta A(φm+1) = µA,
B(φm+1) = µB dve razlicˇni sˇtevili.
Definiramo
vA =
(
A(φ0), A(φ1), ..., A(φm), A(φm+1)
)T
= (µ0, µ1, ..., µm, µA)
T ,
vB =
(
B(φ0), B(φ1), ..., B(φm), B(φm+1)
)T
= (µ0, µ1, ..., µm, µB)
T
in naj bosta vektorja vA, vB ∈ Rm+2 linearno neodvisna (pod pogojem, da je µA 6=
µB).
Aproksimacija najmanjˇsih kvadratov za (13), po kvadratni formuli, je oblike
Q(g) = α · A(g) + β ·B(g), α, β ∈ R(14)
in ekvivalentna aproksimaciji najmanjˇsih kvadratov za h po vektorjih oblike
v = α · vA + β · vB, α, β ∈ R.(15)
Zanimata nas α in β, pri katerih bo funkcija
F (α, β) =
m+1∑
i=0
(
α · vA,i + β · vB,i − hi
)2
za α, β ∈ R,
dosegla minimum.
Cˇe oznacˇimo s =
∑m
i=0 µ
2
i , je minimum funkcije F resˇitev normalnega sistema
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[
s+ µ2A s+ µA · µB
s+ µa · µB s+ µ2B
] [
α
β
]
=
[
s+ µA · µ
s+ µB · µ
]
.
Dobimo torej
α · (s+ µ2A) + β · (s+ µA · µB) = s+ µA · µ
α =
s+ µA · µ− β · (s+ µA · µB)
s+ µ2A
in
α · (s+ µA · µB) + β · (s+ µ2B) = s+ µB · µ
s+ µA · µ− β · (s+ µA · µB)
s+ µ2A
· (s+ µA · µB) + β · (s+ µ2B) = s+ µB · µ
β
(
−s2 − 2 · · · · µA · µB − µ2A · µ2B + (s+ µ2B) · (s+ µ2A)
s+ µ2A
)
=
−s2 − s · µA · µB − s · µA · µ− µ · µ2A · µB + (s+ µ · µB) · (s+ µ2A)
s+ µ2A
,
β
(
s · (µA − µB)2
s+ µ2A
)
=
s · (µA · (µA − µ) + µB · (µA − µ))
s+ µ2A
,
sledi β =
µA − µ
µA − µB
in, ko to vstavimo v prej dobljeno zvezo za α, dobimo
α =
µ− µB
µA − µB .
Ko dobljeni α in β vstavimo v (15) in uposˇtevamo, da je µ =
∫ 1
−1 φm+1(t)dt =
2
m+2
,
dobimo
v =
2
m+2
− µB
µA − µB · vA +
µA − 2m+2
µA − µB · vB
=
(m+ 2) · µB − 2
(m+ 2) · (µB − µA) · vA +
2− (m+ 2) · µA
(m+ 2) · (µB − µA) · vB.
Torej najboljˇsa aproksimacija (13) po nacˇinu najmanjˇsih kvadratov sovpada s
povprecˇnim pravilom W (g).
Podrobneje je povezava med povprecˇnim pravilom in aproksimacijo najmanjˇsih
kvadratov opisana v cˇlanku avtorja M. Grac¸a z naslovom Quadrature as a least-
squares and minimax problem [3].
Primer 4.4. Tako kot v primeru 4.3. vzemimo pravilo iz (7) in Simpsonovo pravilo,
oba stopnje m = 3.
Izracˇunali smo zˇe, da je
W (g) =
2
15
· g(−1) + 3
5
· g
(
−
√
3
3
)
+
8
15
· g(0) + 3
5
· g
(√3
3
)
+
2
15
· g(1).
Zanima nas aproksimacija najmanjˇsih kvadratov pravila W (g), ki jo bomo izracˇu-
nali s pomocˇjo vektorja momentov h. Vzamemo torej
vA = (µ0, µ1, µ2, µ3, µA),
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vB = (µ0, µ1, µ2, µ3, µB).
Iz primera 4.2. zˇe vemo, da je µA =
2
9
in µB =
2
3
. Potem je sˇe
µ =
∫ 1
−1
t4dt =
t5
5
∣∣∣∣∣
1
−1
=
2
5
.
Izracˇunajmo
µ0 = A(φ0) = 2,
µ1 = A(φ1) = −
√
3
3
+
√
3
3
= 0,
µ2 = A(φ2) =
(
−
√
3
3
)2
+
(√3
3
)2
=
2
3
,
µ3 = A(φ3) =
(
−
√
3
3
)3
+
(√3
3
)3
= 0.
Vektorja vA in vB sta torej oblike
vA =
(
2, 0,
2
3
, 0,
2
9
)T
in vB =
(
2, 0,
2
3
, 0,
2
3
)T
.
Zanimata nas sˇe α in β
α =
µ− µB
µA − µB =
2
5
− 2
3
2
9
− 2
3
=
3
5
,
β =
µA − µ
µA − µB =
2
9
− 2
5
2
9
− 2
3
=
2
5
.
Aproksimacija najmanjˇsih kvadratov vektorja momentov po kvadraturni formuli
W (g) je enaka aproksimaciji najmanjˇsih kvadratov vektorja momentov po v, kjer je
v = α · vA + β · vB
=
3
5
·
(
2, 0,
2
3
, 0,
2
9
)T
+
2
5
·
(
2, 0,
2
3
, 0,
2
3
)T
=
(
2, 0,
2
3
, 0,
2
5
)T
.
♦
5. Odprta pravila poljubne stopnje z racionalnimi vozliˇscˇi
V tem poglavju bom opredelila zdruzˇeno pravilo kot kombinacijo pravil stopnje
ena ter navedla sˇe nekaj lastnosti in jih tudi dokazala.
Najbolj pogost pristop k aproksimaciji integrala
I(g) =
∫ 1
−1
g(t)dt
je konstrukcija kvadraturnega pravila s pomocˇjo povprecˇja interpolacijskih polino-
mov za podano mnozˇico vozliˇscˇ na intervalu [−1, 1]. Vendar pa so lahko taksˇna
pravila precej nestabilna, kadar povecˇujemo sˇtevilo vozliˇscˇ na intervalu.
Da bomo obvladovali nestabilnost, bomo konstruirali pravila viˇsjih stopenj na
nacˇin, da bomo kombinirali pravila stopnje m = 1. Za neko sˇtevilo k ≥ 1 imamo
k + 1 odprtih pravil
Q0(g) = 2 · g(0),
Q1(g) = g(−t1) + g(t2),
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(16) Q2(g) = g(−t2) + g(t2),
...
Qk(g) = g(−tk) + g(tk),
kjer so ti simetricˇna vozliˇscˇa za i = 1, ..., k, ki pripadajo intervalu (−1, 1). Vozliˇscˇa
ti so nenicˇelna, medsebojno razlicˇna racionalna sˇtevila.
Potem je zdruzˇeno pravilo oblike
(17) Wk(g) = a0 ·Q0(g) + a1 ·Q1(g) + · · ·+ ak ·Qk(g).
Obicˇajno so pravila (16) numericˇno stabilna. Pri izracˇunu nas namrecˇ skrbi pred-
vsem to, kako bi se napaka izracˇuna povecˇevala, saj bi lahko to privedlo do precej
velikega odstopanja od eksaktnega rezultata. Pravilo, ki torej napake ne povecˇuje,
je numericˇno stabilno.
Predpostavka o racionalnosti vozliˇscˇ ti nam da zagotovilo, da pri izracˇunu v obsegu
racionalnih sˇtevil ne bo priˇslo do zaokrozˇevanj, zato bo izracˇun tocˇen.
Ker so torej vozliˇscˇa ti simetricˇna na (−1, 1), je za lihe j ≥ 1
(18) Qi(φj) = I(φj) = 0 za i = 0, 1, ..., k.
Poleg tega so vsa pravila (16) stopnje m = 1, saj
Qi(φ0) = 2 = I(φ0),
Qi(φ1) = 0 = I(φ1),
Qi(φ2) = 2 · t2i .
Vemo, da je
I(φ2) =
∫ 1
−1
t2dt =
t3
3
∣∣∣∣∣
1
−1
=
2
3
.
Posledicˇno pravila (16) ne morejo biti stopnje m = 2, razen v primeru, da bi bil
t2i =
1
3
, torej ti = ± 1√3 . To pa ne more veljati, saj smo predpostavili, da so ti
racionalna sˇtevila, zato so pravila (16) stopnje ena.
Cˇe ima zdruzˇeno pravilo (17) sodo stopnjo d, potem je zagotovo stopnje vsaj d+1,
zaradi (18). Posledicˇno je stopnja zdruzˇenega pravila Wk(g) vedno liha. Pokazati
zˇelimo, da obstajajo taksˇni enolicˇno dolocˇeni racionalni koeficienti a0, a1, ..., ak, da
ima zdruzˇeno pravilo (17) liho stopnjo m = 2·k+1. To nam bo namrecˇ povedalo, da
obstaja ucˇinkovit algoritem za izracˇun zdruzˇenih pravil poljubne stopnje, cˇe zacˇnemo
s pravili stopnje ena.
Trditev 5.1. Imamo k + 1 pravil kot v (16) z vozliˇscˇi ti ∈ Q in zdruzˇeno pravilo
kot v (17) s koeficienti a0, a1, ..., ak. Potem
i) koeficienti a0, a1, ..., ak obstajajo in so enolicˇni,
ii) ao + a1 + · · ·+ ak = 1,
iii) koeficienti so racionalna sˇtevila,
iv) stopnja zdruzˇenega pravila Wk(g) kot v (17) je m = 2 · k + 1.
Dokaz. Najprej bom preverila trditev za k = 1 in k = 2, nato pa dokazala za splosˇen
k.
Zdruzˇeno pravilo za k = 1 je oblike
W1(g) = a0 ·Q0(g) + a1 ·Q1(g).
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Po (18) je W1(φ1) = 0 in I(φ1) = 0, zato je W1(g) stopnje m ≥ 2, cˇe drzˇi pogoj
W1(φi) = I(φi) za i = 0, 2.
Torej
2 · a0 + 2 · a1 = 2,
2 · t21 · a1 =
2
3
.
Iz prvega pogoja dobimo ao + a1 = 1, kar je ravno (ii).
Resˇitev zgornjega sistema je
a1 =
1
3 · t21
,
a0 = 1− 1
3 · t21
=
3 · t21 − 1
3 · t21
.
Ker je po predpostavki t1 ∈ Q, sta posledicˇno a0 in a1 racionalni sˇtevili, zato velja
(i) in (iii).
Po (18) je
W1(φ3) = I(φ3) = 0,
kar nam pove, da je pravilo W1(g) stopnje vsaj 3. Poglejmo
W1(φ4) =
3 · t21 − 1
3 · t21
· 2 · 0 + 1
3 · t21
· t41 =
2
3
· t21,
I(φ4) =
∫ 1
−1
t4dt =
t5
5
∣∣∣∣∣
1
−1
=
2
5
.
V primeru, da bi bilo to dvoje enako, bi bilo pravilo W1(φ4) stopnje 4.
2
3
· t21 =
2
5
t21 =
3
5
t1 =
√
3
5
,
kar pa ni mogocˇe, saj smo predpostavili, da je t1 ∈ Q. Pravilo W1(g) je torej stopnje
m = 3, kar pa je res za k = 1 enako 3 = 2 · k + 1, torej (iv) drzˇi.
Naj bo sedaj k = 2. Potem je zdruzˇeno pravilo oblike
W2(g) = a0 ·Q0(g) + a1 ·Q1(g) + a2 ·Q2(g).
Po (18) je W2(φ3) = 0 in I(φ3) = 0, zato je pravilo stopnje m ≥ 4, cˇe velja pogoj
W2(φi) = I(φi) za i = 0, 2, 4.
Torej
2 · a0 + 2 · a1 + 2 · a2 = 2,
(19) 2 · t21 · a1 + 2 · t22 · a2 =
2
3
,
2 · t41 · a1 + 2 · t42 · a2 =
2
5
.
Podobno ko prej, nam prvi pogoj pove a0 + a1 + a2 = 1, kar je ravno (ii). Resˇitev
zgornjega sistema je
a0 = 1− a1 − a2,
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a2 =
2
3
· t21 − 25
2 · t21 · t22 − 2 · t42
,
a1 =
2
3
− 2 · t22 · a2
2 · t21
=
2
3
− 2 · t22 ·
2
3
·t21− 25
2·t21·t22−2·t42
2 · t21
=
2
3
− 23 ·t21− 25
t21−t22
2 · t21
=
2
3
· (t21 − t22)− 23 · t21 + 25
2 · t21 · (t21 − t22)
=
−2
3
· t22 + 25
2 · t21 · (t21 − t22)
.
Ker sta po predpostavki t1, t2 ∈ Q, so a0, a1, a2 nenicˇelna racionalna sˇtevila, zato
veljata (i) in (iii).
Po (18) je
W2(φ5) = I(φ5) = 0,
zato je pravilo stopnje m ≥ 5. Poglejmo
W2(φ6) = a0 · 0 + a1 · 2 · t41 + a2 · 2 · t42
=
−2
3
· t22 + 25
2 · t21 · (t21 − t22)
· 2 · t41 +
2
3
· t21 − 25
2 · t22 · (t21 − t22)
· 2 · t42
=
−2
3
· t22 + 25
t21 − t22
· t21 +
2
3
· t21 − 25
t21 − t)2
· t22
=
−2
3
· t22 · t21 + 25 · t21 + 23 · t21 · t22 − 25 · t22
t21 − t22
=
−2
5
· (t21 − t22)
t21 − t22
= −2
5
,
I(φ6) =
∫ 1
−1
t6dt =
t7
7
∣∣∣∣∣
1
−1
=
2
7
.
Vidimo torej, da je W2(φ6) 6= I(φ6), zato je pravilo W2(g) stopnje m = 5, kar pa je
5 = 2 · k + 1, zato (iv) drzˇi.
Preverimo sedaj za splosˇen k. Imamo zdruzˇeno pravilo
Wk(g) = a0 ·Q0(g) + a1 ·Q1(g) + · · ·+ ak ·Qk(g).
Cˇe je k sod, je po (18)
Wk(φk+1) = 0 in I(ψk+1) = 0,
zato je pravilo stopnje m ≥ 2k, cˇe velja pogoj
Wk(φi) = I(φi) za i = 0, 2, ..., 2k.
Cˇe pa je k lih, je po (18)
Wk(φk) = 0 in I(ψk) = 0,
zato je pravilo stopnje m ≥ 2k, cˇe velja enak pogoj, kot zgoraj.
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Dobimo sistem
a0 + a1 + · · ·+ ak = 1,
a0 · t20 + a1 · t21 + · · · ak · t2k =
1
3
,
...
a0 · t2k0 + a1 · t2k1 + · · · ak · t2kk =
1
2k + 1
.
Iz prvega pogoja direktno dobimo a0 + a1 + · · ·+ ak = 1, kar zadosˇcˇa (ii). Sistem
zapiˇsemo s pomocˇjo matrik.
1 1 · · · 1
t20 t
2
1 · · · t2k
...
...
. . .
...
t2k0 t
2k
1 · · · t2kk
 ·

a0
a1
...
ak
 =

1
1
3
...
1
2k+1

Matriki, ki smo jo dobili na levi strani, recˇemo Vandermondova matrika.
Definicija 5.2. Vandermondova matrika je matrika, ki ima v vsaki vrstici za ele-
mente cˇlene geometrijskega zaporedja. To je m×n matrika, zato ni nujno kvadratna.
Splosˇna oblika zanjo je
V =

1 α1 α
2
1 · · · αn−11
1 α2 α
2
2 · · · αn−12
...
...
...
. . .
...
1 αm α
2
m · · · αn−1m

oziroma
Vi,j = α
j−1
i za i = 1, ..., n in j = 1, ...,m.
Lema 5.3. Za kvadratno Vandermondovo matriko je znacˇilno, da je obrnljiva, cˇe
so α1, ..., αm paroma razlicˇne.
Dokaz. Vemo, da je kvadratna matrika obrnljiva, cˇe je njena determinanta nenicˇelna.
Zanima nas determinanta matrike V , ki jo dobimo po formuli
det(V ) =
∏
1≤i≤j≤n
(αj − αi) [14].
Ker smo predpostavili, da so α1, ..., αm paroma razlicˇne, je takoj jasno, da determi-
nanta ne more biti enaka 0, zato je matrika V obrnljiva. 
Cˇe pogledamo nasˇo matriko in matriko V iz definicije, vidimo, da gre le za tran-
sponirano razlicˇico. Cˇe nasˇo matriko transponiramo, dobimo matriko oblike kot V ,
za katero pa vemo, da je obrnljiva, saj smo predpostavili, da so t0, ..., tk paroma
razlicˇne tocˇke. Cˇe ima neka matrika racionalne elemente, potem jih ima tudi njena
inverzna matrika. Oznacˇimo inverz nasˇe matrike z V −1 in dobimo
a0
a1
...
ak
 = V −1 ·

1
1
3
...
1
2k+1
 .
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Na desni strani imamo V −1 (za katero vemo, da ima racionalne elemente) pomnozˇeno
z vektorjem samih racionalnih sˇtevil, zato bodo ocˇitno tudi a0, ..., ak morala biti
racionalna sˇtevila.
Zˇelimo pokazati sˇe, da je stopnja pravila m = 2 · k + 1. Vemo, da je
Wk(φ2k+1) = I(φ2k+1),
saj je 2k + 1 vedno liho sˇtevilo. Zato je pravilo vsaj stopnje m = 2k + 1. 
Opomba 5.4. Sistem (19) je skoraj singularen, cˇe vzamemo razlicˇni vozliˇscˇi t1 in
t2 zelo blizu 0. Posledicˇno pricˇakujemo, da bo zdruzˇeno pravilo W2(g) numericˇno
nestabilno za t1, t2 ' 0. Bolje bi bilo, cˇe bi vozliˇscˇi t1 in t2 izbrali blizu 1. Ker so
a0, a1, a2 racionalni koeficienti, so posledicˇno tocˇno izracˇunani, zato je pravilo W2(g)
stabilno, cˇe privzamemo, da je funkcija g dovolj gladka na intervalu [−1, 1].Torej,
dokler racˇunamo v obsegu racionalnih sˇtevil, bomo dobili tocˇen rezultat za vse poli-
nome stopnje manjˇse ali enake 2 · k+ 1. Cˇe racˇunamo na ta nacˇin, neodstranljive in
zaokrozˇitvene napake ni, ostane nam le napaka metode. Cˇe pa racˇunamo numericˇno,
pa bomo morali tudi pri vrednostih funkcije v racionalnih vozliˇscˇih uporabiti nu-
mericˇne priblizˇke, zato pride do zaokrozˇevanja in posledicˇno zaokrozˇitvene napake,
hkrati pa tudi do neodstranljive napake, ki je odvisna od vsote absolutnih vrednosti
utezˇi.
Primer 5.5. Vzemimo pravila
Q0(g) = 2 · g(0),
Q1(g) = g
(
− 1
2
)
+ g
(1
2
)
,
Q2(g) = g
(
− 1
3
)
+ g
(1
3
)
in zdruzˇeno pravilo oblike
W2(g) = a0 ·Q0(g) + a1 ·Q1(g) + a2 ·Q2(g).
Po trditvi 5.1. ima to pravilo stopnjo m = 2 · k + 1 = 2 · 2 + 1 = 5. Koeficienti ai
morajo zadostovati pogoju
W2(φi) = I(φi) za i = 0, 2, 4.
Dobimo sistem
2 · a0 + 2 · a1 + 2 · a2 = 2,
0 · a0 + 1
2
· a1 + 2
9
· a2 = 2
3
,
0 · a0 + 1
8
· a1 + 2
18
· a2 = 2
5
,
katerega resˇitev je
a2 =
2
3
− 1
2
· a1
2
9
,
a1 =
2
5
− 2
81
· a2
1
8
=
2
5
− 2
81
· 23− 12 ·a12
9
1
8
= 8 ·
(2
5
− 1
9
·
(2
3
− 1
2
· a1
))
=
16
5
− 16
27
+
8
18
· a1.
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Sledi
a1 =
352
75
.
Potem je
a2 =
2
3
− 1
2
· 352
75
2
9
= −189
25
in a0 = 1− a1 − a2 = 58
15
.
Dobimo torej
W2(g) =
58
15
·Q0(g) + 352
75
·Q1(g)− 189
25
·Q2(g).
Ocˇitno je vsota koeficientov a0, a1, a2 enaka 1, kar ustreza tocˇki (ii) v trditvi 5.1.
Poglejmo
γW2 = I(φ6)−W2(φ6) =
2
7
− 17
135
=
151
945
' 0, 1598.
Pravilo W2(g) je torej stopnje m = 5 in pozitivno.
V primeru 4.3. smo prav tako skonstruirali pravilo W (g) stopnje m = 5. Cˇe
primerjamo parametra γW ' −0, 0253 in γW2 ' 0, 1598, vidimo, da z zdruzˇenim
pravilom W (g) iz primera 4.2 dobimo boljˇsi priblizˇek kot s pravilom W2(g). Vendar
pa smo v pravilu W2(g) uporabili racionalna vozliˇscˇa, medtem ko jih v pravilu W (g)
nismo. Po opombi 5.2. nam je torej pravilo W2(g) bolj vsˇecˇ, kadar racˇunamo v
obsegu racionalnih sˇtevil, saj je stabilno. Sicer pa je za numericˇno racˇunanje W (g)
boljˇse. ♦
Primer 5.6. Vzemimo sedaj
Q0(g) = 2 · g(0),
Q1(g) = g
(
− 1
2
)
+ g
(1
2
)
,
Q2(g) = g
(
− 1
3
)
+ g
(1
3
)
,
Q3(g) = g
(
− 1
4
)
+ g
(1
4
)
in zdruzˇeno pravilo
W3(g) = a0 ·Q0(g) + a1 ·Q1(g) + a2 ·Q2(g) + a3 ·Q3(g).
Pravilo W3(g) je torej stopnje m = 2 · k + 1 = 7, za utezˇi pa mora veljati pogoj
W2(φi) = I(φi) za i = 0, 2, 4, 6.
Dobimo sistem 
1 1 1 1
0 1
2
2
9
1
8
0 1
8
2
81
1
128
0 1
32
2
729
1
2048


a0
a1
a2
a3
 =

1
2
3
2
5
2
7
 .
S pomocˇjo Mathematice resˇimo sistem in dobimo
W3(g) = −4426
105
·Q0(g) + 5344
315
·Q1(g)− 5589
49
·Q2(g) + 309248
2205
·Q3(g).
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Poglejmo sˇe
γW3 = I(φ8)−W3(φ8) =
2
9
− 1542
15120
=
1817
15120
' 0, 1202.
Imamo torej pozitivno pravilo stopnje m = 7. Cˇe primerjamo W3(g) in W2(g) iz
primera 5.3., vidimo, da je tocˇnost pravila W3(g) malce boljˇsa, kar pa je posledica
tega, da smo na zacˇetku vzeli vecˇ pravil stopnje ena, zato je tudi zdruzˇeno pravilo
viˇsje stopnje ter posledicˇno bolj tocˇno.
Opazimo pa, da so koeficienti pravila W3 tudi velika negativna sˇtevila, kar nam
ni najbolj vsˇecˇ, saj nam negativni koeficienti v kvadraturni formuli povecˇajo tezˇave
z neodstranljivo napako. ♦
Primer 5.7. Sedaj vzamemo Legendreov polinom
p10(t) =
1
256
·
(
− 63 + 3465 · t2 − 30030 · t4 + 90090 · t6 − 109395 · t8 + 46189 · t10
)
,
katerega koeficienti pripadajo intervalu [−1, 1].
Cˇe za vozliˇscˇa novega pravila vzamemo nicˇle polinoma p10(t), dobimo Gauss-
Legendreovo pravilo na 10 tocˇkah, saj ima polinom p10(t) ravno 10 nicˇel. Na ta
nacˇin dobimo pravilo stopnje m = 19, kar je tudi maksimalna mozˇna stopnja pravila
na 10 vozliˇscˇih.
Za zdruzˇeno pravilo oblike (17), ki je zgrajeno na podlagi pravil stopnje 1 oblike
(16), katerih vozliˇscˇa so racionalni priblizˇki nicˇel polinoma p10(t), pricˇakujemo, da
bo skoraj tako natancˇno, kot Gauss-Legendreovo pravilo maksimalne stopnje.
Sedaj vzamemo za vozliˇscˇa le pozitivne nicˇle polinoma p10(t), torej
t1 =
1489
10000
, t2 =
2167
5000
, t3 =
3397
5000
,
t4 =
173
200
, t5 =
487
500
.
Ta vozliˇscˇa nam dajo pravila Q0(g), Q1(g), Q2(g), Q3(g), Q4(g), Q5(g), kot smo
jih definirali v (17). Nato dobimo zdruzˇeno pravilo
W5(g) = a0 ·Q0(g) + a1 ·Q1(g) + a2 ·Q2(g) + a3 ·Q3(g) + a4 ·Q4(g) + a5 ·Q5(g).
Veljajo sˇe pogoji W5(φi) = I(φi) za i = 0, 2, 4, 6, 8, 10, na podlagi katerih dobimo
sistem in izracˇunamo utezˇi a0, a1, a2, a3, a4, a5. Pravilo, ki ga dobimo, je stopnje
m = 11, s pomocˇjo Mathematice izracˇunamo sˇe
γW5 = W5(φ12)− I(φ12) ' 2, 1 · 10−17.
Cˇe primerjamo to z izracˇunanim γW2 ' 0, 1598 iz primera 5.3 ali pa z γW3 ' 0, 1202
iz primera 5.4 vidimo, da zdruzˇeno pravilo W5 da veliko boljˇsi priblizˇek od prejˇsnjih
dveh oziroma je tukaj napaka ocˇitno precej manjˇsa.
Torej pravila Q0(g), ..., Q5(g) predstavljajo nekaksˇno bazo za pravilo W5 stopnje
m = 11. Zanimivo pa je pogledati sˇe primer, ko Q0(g) zamenjamo s trapeznim
pravilom, torej vzamemo
Q˜0 = g(−1) + g(1)
in na ta nacˇin naredimo novo zdruzˇeno pravilo W˜5(g).
Ponovno s pomocˇjo Mathematice zracˇunamo
γW˜5 = I(φ12)− W˜5(φ12) ' −5, 2 · 10−18,
s cˇimer dobimo sˇe manjˇso napako kot prej.
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♦
Uporaba racionalnih vozliˇscˇ v pravilu nam zagotovi numericˇno stabilnost, saj
ne prihaja do vmesnih zaokrozˇevanj, kar nam je vsˇecˇ. Hkrati pa se tukaj pojavi
pomanjklivost, da to velja le za funkcije, ki imajo v teh racionalnih vozliˇscˇih ra-
cionalne vrednosti (npr. f(x) = 1
1+x
), za funkcije, za katere pa to ne velja (npr.
f(x) = cos(x)), pa ne dobimo numericˇne stabilnosti. Opazimo tudi, da imajo vse
Newton-Cotesove formule racionalne koeficiente, vendar pa vsote absolutnih vre-
dnosti utezˇi z narasˇcˇajocˇim n zelo hitro narasˇcˇajo, zato se neodstranljiva napaka
povecˇuje, kar povzrocˇi tezˇave, posledicˇno pa Newton-Cotesove formule na veliko
vozlih niso dobre. Torej imamo tukaj kar precej izjem, na katere je potrebno biti
pozoren.
Vidimo pa, da v primerjavi s povprecˇnim pravilom, kjer ne vzamemo racionalnih
vozliˇscˇ, dobimo malce slabsˇi priblizˇek. Cˇe pa primerjamo pravila med seboj - torej
glede na to, koliko zacˇetnih pravil stopnje ena vzamemo - pa vidimo, da je pravilo
bolj natancˇno, cˇe vzamemo vecˇ zacˇetnih pravil, seveda pa nam to prinese tudi precej
dodatnega dela in posledicˇno vecˇjo cˇasovno zahtevnost.
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Slovar strokovnih izrazov
combined rule zdruzˇeno pravilo
companion rules spremljevalna pravila
least-squares approximation aproksimacija po metodi najmanjˇsih kvadratov
mean rule povprecˇno pravilo
numerically stable numericˇna stabilnost
polynomial basis polinomska baza
principal moment glavni moment
two-point rule pravilo na dveh tocˇkah
three-point rule pravilo na treh tocˇkah
weighted mean utezˇeno povprecˇje
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