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ABSTRACT
We predict cosmological constraints for forthcoming surveys using superluminous supernovae
(SLSNe) as standardizable candles. Due to their high peak luminosity, these events can be
observed to high redshift (z ∼ 3), opening up new possibilities to probe the Universe in the
deceleration epoch. We describe our methodology for creating mock Hubble diagrams for
the Dark Energy Survey (DES), the ‘Search Using DECam for Superluminous Supernovae’
(SUDSS) and a sample of SLSNe possible from the Large Synoptic Survey Telescope (LSST),
exploring a range of standardization values for SLSNe. We include uncertainties due to
gravitational lensing and marginalize over possible uncertainties in the magnitude scale of
the observations (e.g. uncertain absolute peak magnitude, calibration errors). We find that the
addition of only 100 SLSNe from SUDSS to 3800 Type Ia Supernovae (SNe Ia) from DES
can improve the constraints on w and m by at least 20 per cent (assuming a flat wCDM
universe). Moreover, the combination of DES SNe Ia and 10 000 LSST-like SLSNe can
measure m and w to 2 and 4 per cent, respectively. The real power of SLSNe becomes
evident when we consider possible temporal variations in w(a), giving possible uncertainties
of only 2, 5 and 14 per cent on m, w0 and wa, respectively, from the combination of DES
SNe Ia, LSST-like SLSNe and Planck. These errors are competitive with predicted Euclid
constraints, indicating a future role for SLSNe for probing the high-redshift Universe.
Key words: gravitational lensing: weak – supernovae: general – cosmological parameters –
cosmology: observations – dark energy.
1 IN T RO D U C T I O N
Type Ia Supernovae (SNe Ia) are vital standard candles in cosmol-
ogy, providing compelling evidence for the accelerated expansion
rate of the Universe (Riess et al. 1998; Perlmutter et al. 1999), pos-
sibly caused by dark energy (see Amendola & Tsujikawa 2010, as
review). In the near future, observations of SNe Ia will be limited
to relatively low redshifts (z  1), apart from a handful of events
studied by the Hubble Space Telescope (e.g. Garnavich et al. 1998).
This is due to the low intrinsic ultraviolet flux of SNe Ia (redshifted
into the infrared at z > 1), and the lack of large-area space-based
infrared searches, e.g. Astier et al. (2014).
Therefore one of the challenges of present day cosmology is dis-
covering new classes of high-redshift standard candles (see King
et al. 2014) to help break key degeneracies between cosmolog-
ical parameters and study the Universe far into the deceleration
phase of its expansion history. So far, several high-redshift standard
candle candidates have been proposed, e.g. active galactic nuclei
(Watson et al. 2011) and gamma-ray bursts (Ghirlanda, Ghisellini &
 E-mail: dario.scovacricchi@port.ac.uk (DS); bob.nichol@port.ac.uk
(RCN); david.bacon@port.ac.uk (DB)
Firmani 2006), but none have yet reached the level of standardiza-
tion currently achieved with SNe Ia (Betoule et al. 2014).
In recent years, the extensive search for SNe has led to the dis-
covery of a new class of SN explosion, some up to a hundred times
brighter than normal SNe Ia and core collapse SNe. These new
SNe, named ‘superluminous supernovae’ (hereafter SLSNe), have
exceptional peak magnitudes (MU  −21 mag) and are character-
ized by a total radiated energy of ∼1051 erg; see Gal-Yam (2012)
for a review. To date, only tens of SLSNe have been detected and
studied, but already the SLSN population shows some diversity and
has been classified into possible sub-classes based on photometric
and spectroscopic properties: Type I SLSNe are spectroscopically
classified as hydrogen free, while Type II SLSNe show some hydro-
gen emission lines possibly due to interactions with circumstellar
material (CSM). Finally, Type R SLSNe are characterized by long,
slowly declining light curves and are possibly pair instability SNe
(Gal-Yam 2012), although Nicholl et al. (2013) have suggested that
the Type I/R SLSN class should be reclassified as Type Ic SLSNe
(SLSNe Ic), analogous to the normal Type Ic SNe.
Recently, SLSNe Ic have been proposed as a new standardizable
candle in cosmology despite uncertainties about the physical nature
and categorization of these transient events. This is driven by the
fact that SLSNe Ic show less dispersion in their bolometric light
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curves (e.g. 0.25 mag after 25 rest-frame days; see Papadopoulos
et al. 2015) and are several magnitudes brighter at peak than SNe Ia,
meaning they can be discovered to high redshift; e.g. Cooke et al.
(2012) have discovered a candidate SLSN at z = 3.90.
Inserra & Smartt (2014) studied a sample of 16 SLSNe Ic, over
the redshift range 0.1 < z < 1.2 (4000 Å–20000 Å rest frame), to
develop a method for standardizing the light curves of SLSNe. In
their analysis, they found a simple relationship between the peak
magnitude and the colour and decline rate of the SLSNe Ic mea-
sured in two synthetic filters (chosen to reduce the effects of spectral
features). This standardization displayed a scatter (rms) in the cor-
rected magnitudes of between 0.19 and 0.26 mag for the rest frame
color evolution, with the exact value depending on the method-
ology and the details of the SLSN Ic sample used (this range of
scatter is consistent with that seen by Papadopoulos et al. 2015).
This study suggests SLSNe Ic could be standardized to an accuracy
approaching normal SNe Ia (typical rms of 0.14 mag in corrected
peak magnitude), and could be competitive with SNe Ia with better
modelling of a larger sample of SLSNe light curves.
We study here the prospect for cosmological constraints using
SLSNe as standard candles. Recently, Wei, Wu & Melia (2015)
performed a similar analysis but focused on the power of existing
SLSNe Ic, from Inserra & Smartt (2014), to differentiate between
competing cosmological models, namely lambda cold dark matter
(CDM) and the Rh = ct model. They concluded that present data
was insufficient to differentiate between these models, but showed
that samples of several hundreds of SLSNe Ic events would be
sufficient, demonstrating the possible constraining power of these
high-redshift objects.
In this paper, we focus on the possible parameter constraints
for the concordance CDM cosmology together with wCDM cos-
mologies including an evolving dark energy equation of state with
w = w(a), a linear function of the scalefactor a. We create a series
of mock Hubble diagrams (HDs) for a set of realistic SNe Ia and
SLSNe Ic samples, and find confidence limits on cosmological pa-
rameters from Markov Chain Monte Carlo (MCMC) fits to these
HDs. We also investigate the impact of a range of standardization
values (Inserra & Smartt 2014; Papadopoulos et al. 2015) and con-
sider the effect of lensing magnification, which will be critical for
such high-redshift events (Marra, Quartin & Amendola 2013).
In Section 2, we present details of new searches for SLSNe. In
Section 3, we provide the methodology used to create our mock HDs
for a number of ongoing and planned surveys. Section 4 outlines
how we then analyse those mock data with cosmological fitting
discussed in Section 5. We present results on Section 6 and conclude
in Section 7. We assume throughout a flat CDM universe with
m = 0.3 and H0 = 68 km s−1 Mpc−1 as our fiducial cosmology,
consistent with Planck (Planck Collaboration XVI 2014).
2 SE A R C H F O R SL S N e
Over the next decade, several ongoing and planned experiments will
increase the number of known SLSNe by at least an order of magni-
tude, making it possible to use these objects to probe cosmology. For
example, the Dark Energy Survey (DES) SN programme (Bernstein
et al. 2012) has already detected several SLSNe in its first season
of data (Papadopoulos et al. 2015) with the potential for detecting
further events over the next few years. Moreover, the well-sampled
DES multicolour griz light curves of these new SLSNe are better
than those presently available in the literature, which will further
help in the study of SLSN standardization.
Figure 1. The redshift histogram for well-observed SLSNe Ic from SUDSS
and DES (each assuming a 3-yr survey) and LSST-like (assuming 2 per cent
of the total number of SLSNe detected in 10 yr). We consider well-observed
SN light curves to have >5 detectable epochs, in at least two filters each,
a pre-explosion detection limit and at least one SN detection at >20 d past
peak brightness.
Unfortunately, the observing strategy of DES is not optimal for
characterizing all the SLSNe it will detect due to temporal edge
effects. At high redshift, time dilation extends the light-curve du-
ration of SLSNe to many months in the observer frame, leading
to incomplete data if the start, or end, of the light curve extends
outside the DES observing season. To alleviate this problem, we
have begun the ‘Search Using DECam for Superluminous Super-
novae’ (SUDSS; PI: Sullivan). This programme supplements the
DES SN programme with the addition of extra epochs either side
of the nominal DES season (September–early February) extending
the observing window to nearly eight months, thus mitigating some
of these temporal edge effects.
SUDSS has also begun long-term monitoring of several non-DES
fields, namely 6 deg2 (two pointings of the Dark Energy Camera,
or DECam, Flaugher et al. 2015) near the HST Cosmic Evolution
Survey (COSMOS: Scoville et al. 2007) field, and 6 deg2 in a new
field close to the South Ecliptic Pole to facilitate near year-long
monitoring. When combined with DES fields, SUDSS observes
approximately 23 deg2 in griz with an average cadence of 14 d in
the observer-frame, which is optimal for tracking such long-duration
light curves. SUDSS began collecting data in 2014 and is planned
for a 3-yr survey.
In Fig. 1 we present the predicted SLSN Ic redshift histogram
for SUDSS and DES. This prediction was made using a simple
Monte Carlo simulation of the SUDSS (and DES) surveys. We sim-
ulated SLSNe using the spectral energy distribution (SED) model of
Prajs et al. (in preparation), which is based on a series of magnetar
model fits to SNLS-06D4eu (Howell et al. 2013) together with a k-
correction spectral template. The volumetric SLSN rates of Quimby
et al. (2012) and Cooke et al. (2012) were used to give the number
of SLSNe exploding in the SUDSS and DES search volumes as a
function of redshift during the observing seasons of both surveys.
We then calculated the SN magnitudes, as a function of time,
using the cadence of each survey, the redshifted SLSN SED model,
and assuming our fiducial cosmology (Section 1). The predicted
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magnitudes were then compared to the DECam exposure time cal-
culator spreadsheet (using v6 from 2015 March available on the
DECam CTIO web page) to assess the detectability of the SNe
given the magnitude limits of both surveys. For DES, we use the
magnitude limits in griz from Bernstein et al. (2012), while SUDSS
is expected to reach a depth (per epoch) of 24.6, 24.5, 24.4 and 24.1
in griz, respectively (AB magnitudes for a 5σ point source). The
depth of SUDSS is approximately half a magnitude deeper than the
DES shallow fields in the redder bands.
We emphasize that these predictions are only indicative, as there
are uncertainties in the rate of SLSNe Ic (especially with redshift),
their spectra and light-curve evolution and luminosity function.
However, SUDSS should discover 75 high-quality SLSNe Ic (see
Fig. 1), over the redshift range 0.1 < z < 2.5, assuming the full three
years of observations, each with a well-sampled light curve. SUDSS
will also find many Type II SLSNe. Such samples will allow us to
characterize the luminosity functions of these different sub-classes
of SLSNe, while greatly improving their possible standardization
(Inserra & Smartt 2014) as cosmological probes. We will also have
sufficient SLSNe to differentiate between competing cosmological
models (e.g. Wei et al. 2015) and improve parameter constraints for
the concordance CDM model.
In comparison, Fig. 1 also shows the expected SLSN Ic redshift
distribution for DES alone, which has a predicted total of just 15–
20 SLSNe over three years. SUDSS improves considerably on this
due to the likely higher SLSN rate at z > 1 (Cooke et al. 2012),
where SUDSS is more sensitive, and the decrease in temporal edge
effects because of the longer observing window.
In Fig. 1, we also show our prediction for a sample of SLSNe that
maybe possible from the Large Synoptic Survey Telescope (LSST),
which we call LSST-like from hereon. We use the same methodol-
ogy as used for SUDSS, but adjust the depth to that expected for the
LSST wide survey, namely 25.0, 24.7, 24.0, 23.3 in griz respectively
(AB magnitudes for a 5σ point source; LSST Science Collaboration
et al. 2009). This depth is slightly less than SUDSS, especially in
the i and z bands, which is seen in the drop in sensitivity of SLSNe
at z > 2 in Fig. 1 compared to SUDSS. In the simulations, we have
also accounted for the nominal LSST wide survey cadence of one
filter every three days, compared to DES and SUDSS which rou-
tinely observing all filters per field visit, but at a lower cadence per
field.
3 MO C K C ATA L O G U E S
We describe here the procedure used to generate mock HDs for
the three samples of SNe of interest within this paper. These are a
DES-like sample of SNe Ia, based on the predictions of Bernstein
et al. (2012), an SUDSS SLSNe sample as represented by Fig. 1,
and a possible LSST-like sample. Throughout this paper, we name
these three samples as DES, SUDSS and LSST-like, respectively.
For each mock SN in each of our three samples (SNe Ia
or SLSNe), we begin by calculating their cosmological distance
modulus (μcos) assuming a Hubble rate (H(z)) for a flat CDM
cosmology,
H (z) = H0
[
m (1 + z)3 + (1 − m)
] 1
2 , (1)
with H0 and m, the Hubble constant and the matter density param-
eter at the present epoch respectively (note that the exact choice of
H0 is irrelevant, see Section 4). Where appropriate, we assume our
fiducial cosmology given in Section 1.
3.1 Errors in the distance modulus
Two sources of uncertainty are present in μobs (the distance mod-
ulus recovered from observations) that make it different from μcos.
The first is δμerr, a combination of several statistical uncertainties,
including measurement error. This adds scatter to the HD, and it
is well known that part of this scatter is not accounted for in the
experimental error budgets of SN surveys, resulting in larger than
expected χ2 values when fitting cosmological models. This is usu-
ally accounted for by adding an ‘intrinsic scatter’ to the whole SN
population (σ int) to obtain acceptable χ2 values, with the value of
σ int potentially varying between different surveys (Conley et al.
2011). We stress our δμerr mimics the effect of σ int in our analysis
but is more broadly defined to include all potential sources of statis-
tical error in SN distance moduli. We assume the average value of
the error is zero, i.e. 〈δμerr〉 = 0, as we deal with systematic offset
in the magnitude systems of SNe in section 4.
The second uncertainty is the effect of gravitational lensing along
the line of sight to each SN (δμlen), which can add further scatter
to the HD, especially for the higher redshift SLSNe. Again, we
note that the mean lensing magnification of objects is zero across
the sky, i.e. 〈δμlen〉 = 0.
To compute δμlen, we begin with the definition of the convergence
κ as an integral along the line of sight, written for a lensed source
located at the comoving distance χ i = χ (zi) (see Bartelmann &
Schneider 2001; Schneider et al. 2006 for the following equations)
κ (θ , χi) = 3H
2
0 m
2c2
∫ χi
0
dχ
χ (χi − χ )
a (χ ) χi
δ(χθ, χ ). (2)
A measure of the lensing variance is the convergence rms on a line of
sight, with a pre-factor converting this into its effect on magnitude:
σ 2len =
[
5
ln(10)
]2 1
2π
∫ ∞
0
lPκ (l) dl, (3)
where Pκ (l) is the convergence power spectrum, as a function of the
angular wavenumber l of,
Pκ (l) = 9H
4
0 
2
m
4c4
∫ χi
0
dχ
(
1 − χ
χi
)2
a2 (χ ) Pδ
(
l
χ
, χ
)
. (4)
In equations (2) and (4), c is the speed of light, θ is the initial
direction of the light propagation, δ is the density contrast, a = a(χ )
is the scalefactor and Pδ
(
l
χ
, χ
)
the total matter power spectrum,
a function of the Fourier mode k = l/χ and time (via χ = χ (t)).
Equations (3) and (4) show that σ len is a function of the cosmological
model and that it depends on the redshift of the lensed source zi
(Bartelmann & Schneider 2001). In Fig. 2, we show our prediction
for σ len(zi) as a function of redshift and, as expected, it grows
monotonically with zi as the light path becomes longer.
We treat here gravitational lensing as an additional source of
noise, but we note this effect could be used in future to provide ad-
ditional cosmological constraints (see Quartin, Marra & Amendola
2014) especially if the skewness and kurtosis of the SN magnifica-
tion distribution can be measured as a function of redshift. More-
over, the lensing effect could be measured through cross-correlation
with foreground structures (see Jo¨nsson et al. 2010; Smith et al.
2014) thus improving the scatter on the HD as the effects of lensing
could be estimated and decreased. We do not discuss these lensing
signals further in this paper but note they will become important for
DES and LSST in future.
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Figure 2. σ tot as a function of the source redshift zi for different values of
σ err (see caption). The solid line is the contribution from lensing (equation
3) which is added in quadrature to σ err in our analysis. Inset: the predicted
rms error for DES as a function of redshift taken from Bernstein et al. 2012
(the error bars along the x-axis show the bin size of 	z = 0.1).
3.2 Constructing samples
We now create mock HDs for each of our SN samples (DES,
SUDSS, LSST-like). First, we randomly draw an SN redshift from
the redshift distribution appropriate for each survey until we have
obtained the expected total number of events for the survey in ques-
tion. For DES, we assume the redshift distribution for the hybrid 10
simulation shown in Bernstein et al. (2012), which is a combination
of two ‘deep’ and eight ‘wide’ DES fields, and consistent with the
ongoing DES SN strategy. This provides a total of 3500 SNe Ia
for the final DES sample to which we add a further 300 z < 0.1
SNe Ia to reflect the expected number of high-quality, local SNe Ia
available in forthcoming surveys.
For SUDSS, we use the redshift histogram as given in Fig. 1
which has a total of 73 SLSNe Ic. We also add a further 25 z < 0.3
SLSNe Ic to this distribution to simulate the likely low-redshift
sample from surveys like Skymapper (Schmidt 2012), PTF (Rau
et al. 2009) and PanSTARRS (Young et al. 2008) that are routinely
finding a few high-quality, local SLSNe per year. In both cases
(DES and SUDSS), we assume these local SNe possess the same
characteristics as the higher redshift objects, i.e. there is no evolution
in their properties or systematic differences in their photometry.
For our LSST-like sample, we use the histogram as given in
Fig. 1, assuming a total number of 10,000 SLSNe detected over
the 10-yr operations of the LSST, i.e. a factor of ∼100 larger than
SUDSS. This larger number reflects the greater volume probed
by the 18 000 deg2 LSST wide survey, and is consistent with the
predicted rate of luminous SNe as given in the LSST Science Book
(table 8.3 in chapter 8; LSST Science Collaboration et al. 2009).
Further simulations are required to obtain a more accurate prediction
for the total number of LSST SLSNe.
Next, given the redshift of each SN (zi), we calculate the cos-
mological distance modulus (μcos, Section 3.1) with an additional
error δμerr for each SN drawn at random from a Gaussian of fixed
width of σ err which can vary for each survey. We also add the effect
of lensing for each SN (δμlen(zi)) by drawing a random value from
a Gaussian distribution with zero mean and a standard deviation
given by equation (3). Therefore, the value of μobs is simulated as
the sum of all three quantities (Dodelson & Vallinotto 2006),
μobs(zi) = μcos(zi) + δμerr + δμlen(zi) (5)
where zi is the redshift of each SN in the sample.
For each SN, the error bar on the distance modulus is then σtot =√
σ 2err + σ 2len. In Fig. 2, we show the comparison of σ tot for different
values of σ err and the expected lensing scatter1 using equation (3).
The lensing significantly contributes for the lower value of σ err at
z > 2.5, so it is important to include this noise term for our SLSNe
samples. Increasing the value of σ err decreases the importance of
the lensing dispersion over the redshift range studied here.
For DES, we assume the σ err is the product of two errors added
in quadrature. First, we include the rms reported in table 14 of
Bernstein et al. (2012), and given in Fig. 2 for completeness. We
allow this to vary across redshift as shown. Secondly, we include an
additional term δμsys to take into account the possible effect of sys-
tematics. As before, this random number is distributed accordingly
to a Gaussian distribution, with zero mean and standard deviation
σ sys selected to be 0.1 mag in order to reproduce the contour widths
showed in fig. 29 of Bernstein et al. 2012 (see Section 5 for de-
tail). In this case, the error on the distance modulus is given by
σtot =
√
σ 2err + σ 2len + σ 2sys.
For the SUDSS and LSST-like sample, we must assume a value
for σ err (constant across all SNe) and choose two values, namely
0.15 and 0.25 mag to reflect the range of uncertainty in the possible
standardization of SLSNe discussed in Inserra & Smartt (2014). In
Fig. 3, we show the mock HDs used in this analysis for the DES,
SUDSS and LSST-like surveys (the latter two using σ err = 0.15 mag
in this instance).
4 A NA LY S I S O F TH E H D
We now fit our mock HDs to determine the cosmological parameter
constraints we can achieve for forthcoming surveys. When fitting
only SN data (both SLSNe and SNe Ia), we use a custom likelihood
code based on the Downhill method of maximization (Numerical
Recipes by Press et al. 1992) while the marginalization over the
cosmological parameters (nominally w or m in the wCDM model)
is performed numerically by using the Gauss–Legendre method
from the GNU Scientific Library (but implemented in FORTRAN902).
We employ a full MCMC code when we add information from the
cosmic microwave background (CMB) using Planck data (Planck
Collaboration XVI 2014). For this, we use a modified version of
the FORTRAN90 module provided for the Union 2.1 sample (Suzuki
et al. 2012), originally based on the module for SNe released with
the first version of CosmoMC.
In both cases, if we did not consider magnitude calibration issues,
we could use the following likelihood, obtained by considering the
distance modulus measurements as independent, and all the errors
as Gaussian,
L = 1(2π)n/2√det C exp
[
−1
2
(
μT C−1μ
)]
, (6)
1 The non-linear corrections to the matter power spectrum have been com-
puted following the approach of Smith et al. (2003), starting from a linear
power spectrum for adiabatic CDM with transfer function by Eisenstein &
Hu (1999). The approximated growth factor used is from Carroll, Press &
Turner (1992). The clustering parameter σ 8 is set to the value 0.79.
2 http://www.lrz.de/services/software/mathematik/gsl/fortran/
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Figure 3. The mock HDs generated for DES, SUDSS and LSST-like (from left to right). The last two have σ err = 0.15 mag (for the case shown in this plot).
where μ = μobs − μcos is the n-dimensional data vector and n
is the number of SNe in the sample. Neglecting the covariance
between data (i.e. all the non-diagonal terms are set to be zero), the
covariance matrix would simply be given by
Cij = 〈	μi	μj 〉 = σ 2ij δij = σ 2err + σ 2len(zi) (7)
where each measurement has an error equal to the sum in quadrature
of the data and lensing uncertainties discussed in Section 3.
However, in reality, when fitting the mock HDs we must include
the possibility of an unknown, overall offset in magnitude ξ . In our
analysis, this nuisance parameter accounts for the contribution of the
Hubble constant to the distance modulus (i.e. 5 log 100
H0
) and, when
fitting real SN data, this normalization parameter also accounts for
the unknown value of the mean (corrected) absolute magnitude (M)
of the SN population as well as any photometric calibration offset.
Since we simulate, and fit directly, the distance moduli, we do not
assume any value for M, and then 	μi becomes
	μi = μobs,i − μcos,i(h = 1) + ξ. (8)
To marginalize over ξ , we follow the analytical procedure given
in Teukolsky et al. (1993) and Bridle et al. (2002) which considers
the marginalization of an unknown calibration uncertainty with a
flat prior, under the hypothesis that the likelihood is Gaussian. In this
particular case, the marginalization can be computed analytically,
and the marginalized likelihood Lξ (α) ∝
∫
dξL(ξ,α), where α is
the array of cosmological parameters, is then
−2 lnLξ = dT
(
C−1 − C
−1vvT C−1
vT C−1v
)
d
+ ln (vT C−1v) + const. (9)
where v is the n-dimensional vector of unitary components and
d = (μobs − μcos). It follows that the Lξ can be re-written in terms
of an effective chi-squared χ2eff , such that
Lξ ∝ exp
(
−χ
2
eff
2
)
, (10)
defining
χ2eff = dT
(
C−1 − C
−1vvT C−1
vT C−1v
)
d. (11)
We will therefore directly calculate the likelihood marginalized
with respect to ξ from equations (10) and (11). In this way we do
not need to fix a value for ξ at the level of the mock HDs, and do
not need to explore the ξ direction of the parameter space (saving
computational time) or fix its prior, which contributes only to the
integration constant (and so does not affect the maximum likelihood
procedure). This method is included in CosmoMC (see appendix F
of Lewis & Bridle 2002 for detail).
When combining SLSNe data with lower redshift SNe Ia, the
likelihood is given by the product of two likelihoods,
L = LSNIa × LSLSNe, (12)
where each likelihood has been marginalized over an unknown nor-
malization parameter (i.e. a ξ for each sample) which is computed
separately for SNe Ia and SLSNe using equation (11).
We use a combination of two methodologies when fitting for cos-
mological parameters. We use our own maximum likelihood code
(called ‘Lik’ in this paper) described above when fitting for a flat
cosmology with a dark energy fluid (p = wρc2) assuming a
constant equation-of-state parameter w (wCDM). In this case, the
degrees of freedom are m and w. When combining the SN data
with the CMB, we use CosmoMC fitting (‘MCMC’) instead for a
flat wCDM model as well as a flat universe with a linearly growing
equation of state, namely w(a) = w0 + wa(1 − a) (Chevallier &
Polarski 2001), or the wzCDM model. The jointly fitted parameters
are ch2, w0, wa, (respectively the reduced dark matter density pa-
rameter and the two dark energy parameters) and log A (logarithmic
fluctuation amplitude with pivoting scale 0.05 Mpc−1). Other Cos-
moMC parameters3 are set to their default values (using the 2014
April version of the code).
To test our methodology, we used our Lik code to fit for a flat
CDM model with one degree of freedom (m) to both the pub-
lished JLA data sample (Betoule et al. 2014) and a mock JLA HD
(constructed as discussed in Section 3), with σ err = 0.17 mag (same
as the intrinsic scatter of that sample), and the same overall number
of SNe and redshift distribution. For each mock SN, we assign an
error bar that is the average error found by Betoule et al. (2014),
namely 0.19 mag. In both cases (real and mock data), we obtain
	m  0.018 (at 68 per cent confidence limit) and thus conclude
3 bh2 = 0.0222 (the reduced baryonic matter parameter), θ = 1.0411
(100 times the ratio of the angular diameter distance to the LSS sound
horizon), τ = 0.0925 (optical depth at the reionization), ∑mν = 0.06 (sum
of physical masses of standard neutrinos, with no sterile neutrino), K = 0
(curvature parameter), nrun = nrun, run = 0 (running of the spectral index,
running of the running of the spectral index), r = 0 (ratio of tensor to
scalar primordial amplitudes at pivot scale), Neff = 3.046 (effective number
of neutrinos), α−1 = 0 (correlated CDM isocurvature), 	zre = 0.5 (width
of reionization), Alens = 1 (lensing potential scaled by
√
Alens), fdm = 0
(CosmoRec dark matter annihilation parameter), ns = 0.96 (spectral index),
A
φφ
L = 1 (scaling of lensing potential power)
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Table 1. Relative error (68 per cent confidence limit) for the cosmological parameters m and w (wCDM model) using the
likelihood code (Lik) for different combinations of our mock sample data sets (DES, SUDSS and LSST-like). For SUDSS
and LSST-like, we provide results for σ err = 0.15 and 0.25 mag. For DES, we use the σ err given in fig. 2 as derived from
Bernstein et al. (2012).
Samples No. of SNe
∣∣∣	mm
∣∣∣ ∣∣	ww
∣∣
DES 3800 SNe Ia 0.11 0.11
σ err = 0.15 mag
SUDSS 73 SLSNe + 25 low-z SLSNe 0.07 0.29
LSST 10000 SLSNe 0.03 0.07
SUDSS+DES 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.07 0.09
LSST-like+DES 10000 SLSNe + 3800 SNe Ia 0.02 0.04
σ err = 0.25 mag
SUDSS 73 SLSNe + 25 low-z SLSNe 0.14 0.34
LSST 10000 SLSNe 0.03 0.11
SUDSS+DES 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.11 0.10
LSST-like+DES 10000 SLSNe + 3800 SNe Ia 0.03 0.04
that our methods for creating and fitting our mock HDs are realistic.
The uncertainty on our measurement of m from the real JLA sam-
ple is fully compatible with the published result of Betoule et al.
(2014), who find m = 0.289+0.018−0.018 without systematic errors.
5 C O N S T R A I N T S O N C O S M O L O G I C A L
PA R A M E T E R S
In Table 1, we report our results for the wCDM model fitted to
combinations of the three samples considered herein (DES, SUDSS,
LSST-like). In this table, we do not quote the best-fitting values for
the cosmological parameters, as these are all consistent (within
2σ ) with the expected fiducial cosmological model assumed in the
construction of the mock data.
We instead quote statistical errors based on the width of like-
lihood functions as a detailed analysis of the possible systematic
errors associated with these SN samples is beyond the scope of this
paper. We have marginalized over an overall magnitude offset be-
tween the samples (Section 4), which should cover major systematic
uncertainties in the photometric calibrations of the samples and the
absolute magnitude scale. The confidence limits on the cosmologi-
cal parameters are computed by integration of the one dimensional
posterior distributions, considering 68 per cent of the area around
the mean (with no assumption on the shape of the posteriors).
At the top of Table 1, we provide our constraints for DES alone
(3500 high-redshift SNe Ia and 300 low-redshift SNe Ia). We pro-
vide these constraints as a reference for subsequent constraints to
show the likely relative improvement over forthcoming SN sam-
ples. Unfortunately, we can not directly compare these DES-only
constraints to Bernstein et al. (2012) as they did not provide wCDM
predictions. However, we can compare our DES+Planck w0 − wa
constraints, given in Table 2 and Fig. 4, to similar predictions in
Bernstein et al. (2012), and find good agreement given the different
assumptions and methodologies (see fig. 29 of Bernstein et al. 2012
for comparison). This provides confidence that our constraints are
reasonable.
Before we present our results, we tested the stability of our
methodology using 100 realisations of the same DES mock and
examined the distribution of best-fitting values obtained using our
likelihood code. As expected, the mean of the m and w distribu-
tions were consistent with the fiducial cosmology (within 10 per cent
of σ ), while the mean of the distribution of fitted errors agreed with
the width of the best-fitting distributions, and was close to the best-
fitting errors quoted in the table from a single realization. The spread
in the error distributions of these cosmological parameters suggests
there is an additional uncertainty of only a few per cent on any
individual realization.
The wCDM constraints for our LSST-like sample of SLSNe are
impressive for σ err = 0.15. Table 1 shows that LSST alone could
constrain m and w to 3 and 7 per cent, respectively using just
SLSNe. These quoted errors are only statistical and do not account
for possible differences in the absolute magnitude of SLSNe with
redshift. To test such a systematic uncertainty, we have re-run the
LSST-like sample in Table 1 again but marginalizing over possible
magnitude offsets in three bins of redshift (z < 0.8, 0.8 < z < 1.3
and z > 1.3) using the same methodology described in Section 4
(namely allowing for a different value of ξ between the three bins
in equation 8). These three bins were selected to coincide with the
expected ranges of redshift where major features in the SED of
SLSNe passes through the observed filters, thus representing possi-
ble larger uncertainties in the k-corrections of SLSNe. In this case,
the errors on m and w increase to 6 and 9.5 per cent, respectively
for the LSST-like sample alone.
We next consider in Table 1 the likely gains in cosmological con-
straints from samples of SLSNe (SUDSS and LSST-like) for two
possible values of the population scatter (σ err). For σ err = 0.15 mag,
we see that SUDSS-alone can deliver competitive cosmological
constraints especially when combined with DES; the cosmological
constraint on w improves by  20 per cent compared to DES-alone
with just 98 (73 SUDSS + 25 low-z) SLSNe. Even SUDSS on
its own is competitive, close to the DES-only predictions for m.
Unfortunately, for the higher value of σ err, the extra constraining
power is lost and SUDSS would likely add little to existing samples
or knowledge under the assumption of wCDM. This is understand-
able given this well-defined cosmological model where dark energy
becomes less important at high redshift (z > 1).
For the DES+LSST sample, we find constraints on m and
w of 2 and 4 per cent, respectively which are significantly bet-
ter than present day errors on these parameters. We note that we
have not included CMB data in these constraints as we wish to
see the power of SNe alone. For comparison, we calculate the
DES+Planck constraints on m and w using MCMC and find con-
straints of 2 per cent on each of these parameters. Unsurprisingly the
high-redshift CMB measurement greatly improves the constraints
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Table 2. Relative error (68 per cent confidence limit) for the cosmological parameters m, w0 and wa (of which we only show the
absolute error, since wa  0), in a wzCDM universe, using CosmoMC and different combinations of our mock data sets (DES, LSST-like
and SUDSS). See text for details.
Samples No. of SNe
∣∣∣	mm
∣∣∣
∣∣∣	w0w0
∣∣∣ 	wa
DES+Planck 3800 SNe Ia 0.030 0.090 0.366
σ err = 0.15 mag
SUDSS+DES+Planck 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.026 0.078 0.325
LSST-like+DES+Planck 10 000 SLSNe + 3800 SNe Ia 0.016 0.045 0.143
σ err = 0.25 mag
SUDSS+DES+Planck 73 SLSNe + 25 low-z SLSNe + 3800 SNe Ia 0.027 0.087 0.353
LSST-like+DES+Planck 10 000 SLSNe + 3800 SNe Ia 0.017 0.049 0.170
Figure 4. The 68 and 95 per cent CL marginalized contours in the w0−wa
plane using different combinations of the samples: DES+Planck (black),
DES+Planck+SUDSS (red) and DES+Planck+LSST-like (blue). We note
that the fiducial cosmology is compatible with the results obtained within
1σ .
on this restrictive model (constant w) but we stress that DES+LSST
alone (in Table 1) delivers the same level of constraining power i.e.
the errors on m and w do not decrease significantly when we
study DES+LSST+Planck for the wCDM model. We still obtain
good constraints on m and w from our LSST-like sample with
σ err = 0.25.
In Table 2 we show the results when fitting the wzCDM model
(via MCMC) for different combinations of the data sets used so
far. Although the level of accuracy on m is almost the same (ap-
proximately 3 per cent) for all the cases shown (with or without the
inclusion of SLSNe), we do see a  10 per cent improvement in w0
and wa when adding SUDSS (with σ err = 0.15) to DES+Planck
(Fig. 4). This is impressive given the relatively small number of SN
added (98) and these data are being collected now. There is still
some gain in constraining power for the case of σ err = 0.25.
The most impressive constraints come from our LSST-like sam-
ple (see Fig. 4), combined with DES SNe Ia and Planck data. As-
suming σ err = 0.15, this combination (LSST-like+DES+Planck)
should provide constraints of only 5 per cent and 0.143 respec-
tively for
∣∣∣	w0w0
∣∣∣ and 	wa (see Table 2), which is competitive with
constraints of 5 per cent and 0.16 coming from Euclid (table 1.11,
Amendola et al. 2013). Therefore, SLSNe from LSST could pro-
vide a ‘Stage 4’ measurement of cosmology (Albrecht et al. 2009)
when combined with the ‘Stage 3’ DES SN Survey. Even the lower
quality LSST-like SLSNe (σ err = 0.25) can deliver impressive dark
energy constraints when combined with DES SNe Ia and Planck
(see Table 2).
6 C O N C L U S I O N S
In this work, we have constructed realistic mock samples for Type
Ia SNe from DES, and SLSNe from SUDSS and possibly LSST.
These mock samples are created to include the most likely sources
of uncertainty when observing SNe at cosmological distances (e.g.
gravitational lensing); we marginalize over possible unknown mag-
nitude offsets for each SN sample (see Section 4). Tests of our
methodology have shown that our predicted errors on cosmological
parameters are consistent with those in the literature (e.g. Bernstein
et al. 2012; Betoule et al. 2014).
We fit these mock SN samples with cosmological models to
derive likely errors on the cosmological parameters. Using our own
likelihood code, we find that the addition of only 73 SLSNe expected
from SUDSS (plus 25 low redshift SLSNe from other ongoing
surveys) to DES will improve the constraints on the equation of
state of dark energy (w) and the matter density of the Universe
(m) by 20 per cent, assuming a flat, wCDM universe and a scatter
of σ err = 0.15 mag for SLSNe (see Table 1). These data will likely be
available in the next few years, leading to a significant improvement
on our understanding of dark energy this decade.
We have also studied the combination of SLSNe from LSST with
SNe Ia from DES. For the flat, wCDM model, we show that the
combination of these data will deliver impressive constraints on m
and w of 2 and 4 per cent, respectively (LSST with statistical errors
only, see Table 1). However, the real power of the LSST-like SLSNe
becomes evident when we allow for a non-zero time derivative of
w =w(a), giving possible uncertainties of only 2 per cent, 5 per cent
and 0.14 on m, w0 and wa respectively when combined with DES
SNe Ia and Planck data. These errors are competitive with the
predicted Euclid constraints, demonstrating a future role for SLSNe
for probing the high-redshift Universe (King et al. 2014), especially
as planned forthcoming surveys like LSST should find these events
in significant numbers (10 000 to z ∼ 3).
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