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Zusammenfassung
Ziel der vorliegenden Arbeit ist der Beweis der Existenz bzw. die explizi-
te Konstruktion äquivarianter und holomorpher Differentialoperatoren auf
dem Siegelschen Halbraum Hn und mit vektorwertigen Ausgangsautomor-
phiefaktoren.
Ansatz Es werden nicht-holomorphe, äquivariante Differentialoperato-
ren verwendet, um holomorphe, äquivariante Differentialoperatoren zu kon-
struieren. Ein einfaches Beispiel (s. [3, S.40/41]), um den verwendeten An-
satz zu beschreiben, erhält man z.B. für den Maas-Shimura- Differentialope-











Für Funktionen f ∈ Hk(H,C) und g ∈ Hl(H,C) (s. Kapitel 1, S. 9/10) ist



























Als Differenz (mit passenden Koeffizienten) geschrieben erhält man
(k + l) · f · δ(1)l (g)− l · δ
(1)



















Somit ist die Idee der Konstruktion in aller Kürze beschrieben und in dieser
Arbeit werden wir höherdimensionale Versionen hiervon behandeln, aus-
gehend von vektorwertigen Automorphiefaktoren.
Vorgehensweise I Ausgehend von dem nicht-holomorphen, äquivari-
anten Differentialoperator aus einer gemeinsamen Arbeit von S. Böcherer,
T. Satoh & T. Yamazaki [2] werden wir auf zwei Weisen holomorphe und
äquivariante Differentialoperatoren direkt und explizit entwickeln. Zu ei-





: HSymν⊗detk(Hn, V (ν))×Hdetl(Hn,C) → HSymν+2⊗detk+l(Hn, V (ν+2))
konstruiert werden, der für alle Funktionen f aus HSymν⊗detk(Hn, V (ν)) und
g aus Hdetl(Hn,C) die Äquivarianzeigenschaft[







für M ∈ Sp(n,R) erfüllt. Des Weiteren wird ein linearer und holomorpher
Differentialoperator






entwickelt werden, der für alle Funktionen f ∈ HSymν⊗detk(H2n, V (ν)) die
Äquivarianzeigenschaft
D(f |Symν⊗detk M↑) = D(f) |Symν+2⊗detk M↑
D(f |Symν⊗detk M↓) = D(f) |Symν+2⊗detk M↓
und
D(f |Symν⊗detk V ) = D(f) |Symν+2⊗detk V




0 0 11 0
)
∈ Sp(2n,R) erfüllt. Wir werden
außerdem sehen, dass beide Konstruktionen, mit Ausnahme eines Spezial-
falles, ungleich Null sind.
Vorgehensweise II Ausgehend von dem nicht-holomorphen, äquivari-
anten Differentialoperator aus einer Arbeit von G. Shimura [19] werden zu-
nächst wieder auf zwei Weisen holomorphe, äquivariante Differentialope-
ratoren explizit entwickelt, dieses Mal zu einer Darstellung ρ = Sym1⊗detk.





: HSym1⊗detk(Hn, X )×Hdetl(Hn,C) → HSym1⊗Sym2⊗detk+l(Hn, S1(T,X))
explizit konstruiert werden, der äquivariant bezüglich der symplektischen
Gruppe Sp(n,R) ist sowie einen linearen, holomorphen Differentialoperator






der äquivariant bezüglich der Untergruppe Sp(n,R)×Sp(n,R) ⊂ Sp(2n,R)
ist.
An diesem Ansatz anknüpfend, führt uns dieser schließlich (mittels Dar-
stellungstheorie) zu einem - über die expliziten Konstruktionen hinausge-
henden - Resultat, mit Hilfe dessen wir letztendlich zu jeder beliebigen irre-




: Hρ(Hn, X )×Hdetl(Hn,C) → Hρ⊗Sym2⊗detl(Hn, S1(T,X))
erhalten werden, der für alle Funktionen f ∈ Hρ(Hn, X ) und g ∈ Hdetl(Hn,C)
eine Äquivarianzeigenschaft für Sp(n,R) erfüllt. Außerdem werden wir zu
jeder beliebigen irreduziblen Darstellung ρ einen linearen und holomor-
phen Differentialoperator
D : Hρ(H2n, X) → Hρ⊗Sym2(H2n, S1(T,X))
erhalten, der äquivariant bzgl. der Untergruppe Sp(n,R) × Sp(n,R) von
Sp(2n,R) ist. Auch hier werden wir wieder sehen, dass die Konstruktionen
(aus Vorgehensweise II), mit Ausnahme eines Spezialfalles, ungleich Null
sind.
Abstract
The purpose of this thesis is to prove the existence of holomorphic & equiva-
riant differential operators acting on the Siegel upper half space Hn, starting
from a vector-valued case (i.e. vector-valued factor of automorphy) and con-
struct such operators explicitly.
Approach We get such holomorphic, equivariant differential operators
from non-holomorphic, equivariant differential operators of Maas-Shimura
type. To describe our approach, we first consider a simpler case (see [3, p.












With f ∈ Hk(H,C) and g ∈ Hl(H,C) (s. Chapter 1, p. 9/10) we can write
down



























And with suitable coefficients we get
(k + l) · f · δ(1)l (g)− l · δ
(1)



















This example summarizes briefly how we build our operators. In this thesis
we will consider a higher-dimensional version of this idea with a vector-
valued factor of automorphy as starting point.
Method I Using the non-holomorphic, equivariant differential operator
constructed by S. Böcherer, T. Satoh & T. Yamazaki in their paper [2], we
construct holomorphic, equivariant differential operators directly and ex-
plicitly in two different ways. Given a representation ρ = Symν ⊗ detk, we




: HSymν⊗detk(Hn, V (ν))×Hdetl(Hn,C) → HSymν+2⊗detk+l(Hn, V (ν+2))
satisfying [







for all f ∈ HSymν⊗detk(Hn, V (ν)), g ∈ Hdetl(Hn,C) and M ∈ Sp(n,R). Further
we get a linear and holomorphic differential operator








D(f |Symν⊗detk M↑) = D(f) |Symν+2⊗detk M↑
D(f |Symν⊗detk M↓) = D(f) |Symν+2⊗detk M↓
and
D(f |Symν⊗detk V ) = D(f) |Symν+2⊗detk V




0 0 11 0
)
∈ Sp(2n,R).
We will see that, except of one special case, both constructions are nonzero.
Method II Using G. Shimura’s non-holomorphic differential operator
described in [19], again we construct holomorphic, equivariant differential
operators directly and explicitly in two different ways, but this time consi-
dering a representation ρ = Sym1 ⊗ detk. Given this representation, we get




: HSym1⊗detk(Hn, X )×Hdetl(Hn,C) → HSym1⊗Sym2⊗detk+l(Hn, S1(T,X))
with some equivariance properties with respect to the symplectic group
Sp(n,R) and again a linear and holomorphic differential operator






and with some equivariance properties with respect to the subgroup
Sp(n,R)× Sp(n,R) ⊂ Sp(2n,R).
Following up on this (and by means of representation theory), Method II
leads us to a statement, beyond our explicit constructions, which takes us
to the final result. Given an arbitrary irreducible representation ρ, we get a




: Hρ(Hn, X )×Hdetl(Hn,C) → Hρ⊗Sym2⊗detl(Hn, S1(T,X))
with some equivariance properties with respect to the symplectic group
Sp(n,R). Furthermore we get a linear and holomorphic differential operator
D : Hρ(H2n, X) → Hρ⊗Sym2(H2n, S1(T,X))
with some equivariance properties with respect to the subgroup
Sp(n,R)×Sp(n,R) ⊂ Sp(2n,R). Again we will see that, except of one special
case, these constructions (of method II) are nonzero.
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Äquivariante holomorphe Differentialoperatoren auf hermiteschen symme-
trischen Räumen - in dieser Arbeit betrachten wir nur den Siegelschen Halb-
raum Hn - sind ausgesprochen rar ([13], [6] & [1]). Dabei versieht man den
Raum der holomorphen Funktionen auf Hn mit der Operation






∈ Sp(n,R) und Z ∈ Hn.
Man fragt nach holomorphen Differentialoperatoren mit der Eigenschaft
D (f |k M) = (Df) |k′ M
mit M ∈ Sp(n,R). Eines der wenigen Beispiele hierfür ist für den Fall n = 1
die gewöhnliche holomorphe Ableitung ∂
∂z
mit k = 0 und k′ = 2.
Eine Reihe von Autoren, wie beispielsweise G. Shimura, T. Ibukiyama und
S. Böcherer, haben auf je verschiedene Weise durch Abschwächung der ver-
langten Eigenschaften versucht, die Situation zu verbessern. G. Shimura
durch Abschwächung der Holomorphie, T. Ibukiyama und S. Böcherer durch
Verkleinerung der betrachteten (Lie-)Gruppe G. Von besonderem Interesse
ist dabei der Fall n = 2m,
G = Sp(m,R)× Sp(m,R) ↪→ Sp(2m,R).
Hier kann man Äquivarianz verlangen mit gleichzeitiger Restriktion der
Funktion f auf die diagonal eingebetteten Halbräume Hm × Hm ↪→ H2m.
Dieser Fall wurde von T. Ibukiyama in [15] untersucht. Stärker kann man
verlangen, dass die Äquivarianz auch ohne Restriktion vorliegt. Dieser Fall
ist in [4], [3] und [5] zu finden. Die Differentialoperatoren ohne Restriktion
haben die wichtige Zusatzeigenschaft, dass man sie iterieren kann.
Diese Operatoren sind noch nicht wirklich verstanden, einige strukturelle
Ansätze aus dem Forschungsseminar [3] sind noch nicht ausgearbeitet und
insbesondere weiß man gar nichts über solche Operatoren mit vektorwer-
tigen Automorphiefaktoren als Ausgangspunkt. Solche Automorphiefak-
toren werden durch irreduzible polynomiale Darstellungen ρ der Gruppe
GL(n,C) parametrisiert, daher wird die Darstellungstheorie der allgemei-
nen linearen Gruppe auch eine wichtige Rolle in dieser Arbeit spielen.
Damit ist das Thema der vorliegenden Arbeit grob beschrieben. Es geht um
die Existenz solcher holomorpher & äquivarianter Differentialoperatoren
mit vektorwertigen Ausgangsautomorphiefaktoren. Zum Startzeitpunkt die-
ser Arbeit war dabei noch völlig unklar, ob am Ende eine Aussage über die
Nichtexistenz steht, eine explizite Konstruktion oder sogar beides, je nach
Typ der zugehörigen Darstellungen ρ und ρ′ .
Um die Herangehensweise an das Thema zu verdeutlichen, sei nachfolgend
die Gliederung der Arbeit in aller Kürze skizziert.
Gliederung
In Kapitel 1 - Grundlagen werden, orientierend an der Theorie der Sie-
gelschen Modulformen, die Definition der symplektischen Gruppe Sp(n,R)
und des Siegelschen Halbraumes Hn eingeführt sowie einige Resultate der
dazugehörigen Theorie genannt.
Ziel von Kapitel 2 - Darstellungstheorie ist es, die für die vorliegende Ar-
beit relevanten, Resultate, Konzepte und Begriffe der Darstellungstheorie
2
(der GL(n,C)) kurz und übersichtlich zusammenzustellen. Besonderes In-
teresse gilt hierbei einem Resultat von H. Weyl und der Regel von Pieri, für
die - in einem Spezialfall - eine konkrete Basis eingeführt wird.
Kapitel 3 - Differentialoperatoren beschäftigt sich mit allen Differential-
operatoren, die in dieser Arbeit vorkommen. Hauptaugenmerk liegt auf
zwei nicht-holomorphen äquivarianten Differentialoperatoren, einem von
G. Shimura ([19]) konstruierten und einem Operator aus der gemeinsamen
Arbeit von S. Böcherer, T. Satoh & T. Yamazaki ([2]).
Den mathematischen Kern dieser Arbeit - die Existenz und Konstruktion
äquivarianter, holomorpher Differentialoperatoren auf dem Siegelschen Halb-
raum Hn und mit vektorwertigen Ausgangsautomorphiefaktoren - bilden
Kapitel 4: Konstruktion holomorpher und äquivarianter Differen-
tialoperatoren - Vorgehensweise I
Kapitel 5: Konstruktion holomorpher und äquivarianter Differen-
tialoperatoren - Vorgehensweise II
In Kapitel 4 werden holomorphe Differentialoperatoren konstruiert, ausge-
hend von dem Differentialoperator aus [2] und in Kapitel 5, ausgehend von
dem Differentialoperator aus [19].
3
1 Grundlagen
In diesem Kapitel möchten wir in einem ersten Schritt, orientierend an der
Theorie der (Siegelschen) Modulformen, die Definition der symplektischen
Gruppe und des Siegelschen Halbraumes einführen sowie einige Resulta-
te der dazugehörigen Theorie nennen. Im zweiten Schritt werden wir uns
dann holomorphen Funktionen widmen und einen Operator auf dem Raum,
der auf dem Siegelschen Halbaum holomorphen Funktionen, einführen. Da
es sich bei diesem Kapitel lediglich um eine Zusammenfassung bekannter
Resultate handelt, wird größtenteils auf Beweise verzichtet und stattdessen
auf die Lehrbücher [9], [10], [16] und [19] verwiesen.
Die symplektische Gruppe Wir beginnen mit der allgemeinen Defini-
tion der symplektischen Gruppe, wie sie auch in [16] zu finden ist.
Definition 1.1.
Sei R ein kommutativer Ring und n ∈ N. Dann ist die Menge





die symplektische Gruppe vom Grad n über R.
Mit 0n wird hier die n × n− Nullmatrix bezeichnet, mit 1n die n × n− Ein-
heitsmatrix. Oft werden wir auch einfach 0 und 1 schreiben, sofern keine
Verwechslungsgefahr besteht.
Man kann leicht nachprüfen, dass Sp(n,R) eine Untergruppe vonGL(2n,R)
ist (s. [16, S.1]). Des Weiteren kann ein Element M der Gruppe Sp(n,R) in









Wir interessieren uns im weiteren Verlauf dieser Arbeit nur für den Fall
R = R und daher formulieren wir, völlig analog zu obiger Definition, fol-
gende
Definition 1.2.
Die reelle symplektische Gruppe vom Grad n über R wird definiert durch






Auch sie besteht natürlich aus allen reellen 2n×2n Matrizen M ∈ GL(n,R),
die I invariant lassen. Darüber hinaus kann die symplektische Gruppe
Sp(n,R) in die Gruppe Sp(2n,R) eingebettet werden. Wir betrachten die
natürliche Einbettung
ιn : Sp(n,R)× Sp(n,R) ↪→ Sp(2n,R)
(s. [3, S.24]) und formulieren folgende
Bemerkung 1.3. (vgl. [4, S.1])








A 0 B 0
0 1 0 0
C 0 D 0









1 0 0 0
0 A 0 B
0 0 1 0
0 C 0 D
 ∈ Sp(2n,R).
Die symplektische Gruppe Sp(n,R) kann also auf diese zwei Weisen in die
Gruppe Sp(2n,R) eingebettet werden und für M ∈ Sp(n,R) schreiben wir
M↑ bzw. M↓ anstelle von ιn(M, 12n).
Es folgen einige grundlegende Eigenschaften der symplektischen Gruppe.
5
1 Grundlagen
Bemerkung 1.4. ([9, Bem. 1.2])





ist genau dann symplektisch, wenn die folgen-
den Relationen erfüllt sind:
AtD − CtB = 1 , AtC = CtA , BtD = DtB.
Insbesondere ist im Fall n = 1 die symplektische Gruppe Sp(1, R) gerade die
spezielle lineare Gruppe SL(2, R).
2) Es gilt I−1 = −I . Daher ist mit M auch ihre transponierte Matrix M t sym-
plektisch, d.h. es gilt
ADt −BCt = 1 , ABt = BAt, CDt = DCt.
3) Die Inverse der symplektischen Matrix M ist

























Satz 1.5. [9, Satz 1.3]
Sei R ein Euklidischer Ring und n ∈ N. Die Gruppe Sp(n,R) wird von den obigen
speziellen Matrizen a) und c) erzeugt.
Folgerung 1.6. [9, Folgerung 1.3]
Symplektische Matrizen haben stets Determinante +1.
6
1 Grundlagen
Der Siegelsche obere Halbraum Im nächsten Schritt wird nun der Sie-
gelsche Halbraum Hn definiert. Er ist eine Verallgemeinerung der oberen
Halbebene und für die vorliegende Arbeit von großer Relevanz, da wir spä-
ter ausschließlich Funktionen auf Hn betrachten. Im Anschluss wird eine
Operation der symplektischen Gruppe Sp(n,R) auf dem Siegelschen Halb-
raum Hn eingeführt.
Definition 1.7.
Für ein n ∈ N ist der Siegelsche Halbraum oder die Siegelsche Halbebene von
Grad n definiert als die Menge
Hn = {Z = X + iY ∈M(n,C) | Z = Zt, Y > 0}.
Der Siegelsche Halbraum besteht demnach aus allen komplexen symmetri-
schen n×n− Matrizen Z = X+ iY , deren Imaginärteil Y positiv definit ist.
Im Fall n = 1 ist der Siegelsche Halbraum gerade die obere Halbebene
H1 = H := {Z ∈ C | ImZ > 0}.
Im Folgenden wird die Wirkung der reellen symplektischen Gruppe Sp(n,R)
auf der Siegelschen Halbebene Hn betrachtet.
Proposition 1.8. [16, Prop.1]
Für n > 0 operiert die reelle symplektische Gruppe Sp(n,R) auf der Siegelschen
Halbebene Hn via
Sp(n,R)×Hn → Hn
(M,Z) 7→M⟨Z⟩ := (AZ +B)(CZ +D)−1
mit M = ( A BC D ) .
Satz 1.9. [10, Satz 1.2]
Seien M ∈ Sp(n,R) eine reelle symplektische Matrix und Z ∈ Hn ein Punkt aus
der verallgemeinerten oberen Halbebene. Dann gilt:
1) det(ZC +D) ̸= 0
2) M⟨Z⟩ ∈ Hn.




a) 1⟨Z⟩ = Z b) M⟨N⟨Z⟩⟩ = (M ·N)⟨Z⟩.
Zwei symplektische Matrizen M,N definieren genau dann dieselbe symplektische
Substitution, falls sie sich nur um das Vorzeichen unterscheiden.
Die Wirkung der speziellen Substitutionen a) bis c) aus Bemerkung 1.4. ist gegeben
durch
a) Z 7→ Z + S b) Z 7→ U tZU c) Z 7→ −Z−1.
Der Strichoperator Im Folgenden möchten wir eine Operation auf dem
Raum, der auf dem Siegelschen Halbraum holomorphen Funktionen, ein-
führen und benötigen hierfür zunächst noch die Definition eines „Automor-
phiefaktors“.
Wie gerade eingeführt, operiert Sp(n,R) vermöge (M,Z) 7→ M⟨Z⟩ auf Hn
und so formulieren wir folgende
Definition 1.10.




(M,Z) 7→ CZ +D
die für M1,M2 ∈ Sp(n,R) die folgende Relation, auch Kozykelrelation genannt,
erfüllt (s. [19, (3.18)]):
J(M1 ◦M2, Z) = J(M1,M2⟨Z⟩) ◦ J(M2, Z).





Sei ρ : GL(n,C) → GL(Vρ) eine polynomiale Darstellung 1 auf einem endlich-
dimensionalen Vektorraum Vρ = V . Für V -wertige Funktionen f : Hn → V und
ein M aus Sp(n,R) definiert man eine neue Funktion
f |ρ M : Hn → V
durch
(f |ρ M)(Z) := ρ(J(M,Z))−1f(M⟨Z⟩).
Die Gruppe Sp(n,R) operiert von rechts auf solchen V -wertigen Funktionen, d.h.
es gilt
f |ρ (M1 ◦M2) = (f |ρ M1) |ρ M2
für alle M1,M2 ∈ Sp(n,R) (s. (5.6a) [19]). Der Operator |ρ wird als Strichopera-
tor bezeichnet.
Für den Fall einer Darstellung ρ = detk erhält man analog zu obiger Defini-
tion die
Definition 1.12.
Für eine komplexwertige Funktion f : Hn → C, ein M ∈ Sp(n,R) und ein k ∈ Z
definiert man eine Funktion
f |k M : Hn → C
durch
(f |k M)(Z) := det(CZ +D)−kf(M⟨Z⟩).
Wir schreiben in diesem Fall |k anstelle von |ρ.
Üblicherweise würde in diesem Kontext nun die Definition der Siegelschen
Modulform folgen. Da wir uns an der Theorie der Modulformen aber nur
orientieren, nicht aber die Modulformen selbst benötigen, verzichten wir
auf die Einführung dieser. Stattdessen gehen wir über zu den noch fehlen-
den Bezeichnungen der Räume, mit denen wir uns beschäftigen.




Man versehe den Raum komplexwertiger holomorpher Funktionen auf der Siegel-
schen Halbebene Hn mit der Operation
(f,M) 7→ f |k M
für M ∈ Sp(n,R) (s. Def. 1.12). Diesen Raum bezeichnen wir mit Hdetk(Hn,C)
oder kurz Hk(Hn,C). Betrachten wirC∞-Funktionen, so bezeichnen wir den Raum
mit C∞
detk
(Hn,C) oder kurz C∞k (Hn,C).
Bezeichnung 1.14.
Analog versehe man der Raum V -wertiger holomorpher Funktionen auf der Siegel-
schen Halbebene Hn mit der Operation
(f,M) 7→ f |ρ M
für M ∈ Sp(n,R) (s. Def. 1.11). Diesen Raum bezeichnen wir mit Hρ(Hn, V ) oder




Ziel dieses Kapitels ist es, die für die vorliegende Arbeite relevanten, Resul-
tate, Konzepte und Begriffe der Darstellungstheorie kurz und übersichtlich
zusammenzustellen. Das Kapitel unterteilt sich in zwei Abschnitte, wobei
in Abschnitt 2.1 das Hauptaugenmerk auf der Darstellungstheorie der all-
gemeinen linearen Gruppe liegt. Unser besonderes Interesse gilt hierbei ei-
nem Resultat von H. Weyl und der Regel von Pieri, für die wir - in einem
Spezialfall - in Abschnitt 2.2 eine konkrete Basis einführen.
2.1 Grundlagen
Ziel dieses Abschnittes ist es zunächst einige Definitionen und Begriffe all-
gemeiner Darstellungstheorie einzuführen und anschließend zur Darstel-
lungstheorie der allgemeinen linearen Gruppe GL(n,C) sowie deren rele-
vanten Aussagen, überzugehen. Da es sich nur um eine Zusammenfassung
bekannter Resultate handelt, wird für Beweise auf [12] und [11] verwiesen.
Allgemeines Zunächst beginnen wir mit der allgemeinen Definition ei-
ner Darstellung sowie einigen grundlegenden Bezeichnungen.
Definition 2.1.
Sei G eine Gruppe und V ein Vektorraum über einem beliebigen Körper K. Eine
Darstellung ρ von G auf V ist ein Gruppenhomomorphismus
ρ : G→ GL(V ).
Für g ∈ G ist ρ(g) ∈ GL(V ), d.h. ρ(g) : V → V ist ein Isomorphismus. Für
g, h ∈ G ist ρ(gh) = ρ(g)ρ(h).
2 Darstellungstheorie
Der Vektorraum V heißt Darstellungsraum von ρ und die Dimension des
Vektorraumes V wird auch Dimension von ρ bezeichnet. Manchmal schrei-
ben wir anstatt V auch Vρ wenn aus dem Kontext nicht klar ersichtlich ist, zu
welcher Darstellung der Vektorraum gehört. Wie üblich bezeichnet GL(V )
bzw. Aut(V ) die Gruppe aller Automorphismen von V .
Sei nun V ein endlich-dimensionaler Vektorraum über einem Körper K mit
dim(V ) = n, so kann eine Basis von V gewählt werden. Man kann folglich
GL(V ) identifizieren mit GL(n,K) und übergehen zu einer Darstellung
ρ̃ : G→ GL(n,K).
Mit GL(n,K) oder GLn(K) bezeichnen wir die allgemeine lineare Gruppe
von Grad n über einem Körper K. Sie ist die Gruppe aller invertierbaren
n× n−Matrizen mit Koeffizienten aus K.
Beispiel 2.2.
Ein einfaches Beispiel einer Darstellung ist die triviale Darstellung. Sie ist gege-
ben durch ρ(g) = id für alle g ∈ G.
Definition 2.3.
Eine Darstellung heißt irreduzibel, wenn V und {0} die einzigen invarianten Un-
tervektorräume von V sind. Andernfalls heißt die Darstellung reduzibel.
Definition 2.4.
Eine Darstellung heißt vollständig reduzibel, wenn sie sich als direkte Summe
irreduzibler Darstellungen schreiben lässt.
Darstellungstheorie der allgemeinen linearen Gruppe Im weiteren
Verlauf dieser Arbeit betrachten wir Darstellungen der GruppeG = GL(n,C)
ρ : GL(n,C) → GL(V ).
Bevor wir auf den nachfolgenden Seiten einige Resultate der zugehörigen
Theorie wiedergeben, möchten wir zuvor noch einen kurzen Einschub zu
den Erzeugenden der allgemeinen linearen Gruppe, betrachten.
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Einschub: Erzeugung der allgemeinen linearen Gruppe Wir beru-
fen uns auf [17, Prop. 9.1] für den Beweis und behaupten, dass die Gruppe
GL(n,K) von den zwei Matrizen
(a) En + (t− 1) Ei,i für t ∈ K, t ̸= 0 und 1 ≤ i ≤ n
(b) En + t Ei,j für t ∈ K und 1 ≤ i ̸= j ≤ n
erzeugt wird. Hierbei bezeichnet En die n × n−Einheitsmatrix und Ei,j die
n×n−Matrix, die aus Nullelementen besteht mit der Ausnahme, dass in der
i-ten Zeile und j-ten Spalte ein Einselement steht. (Manchmal wählen wir
für t auch die Schreibweise ti,j , um zu verdeutlichen, an welcher Position
























Diese Matrizen sind auch unter der Bezeichnung Elementarmatrizen be-
kannt. (a) beschreibt gerade das Multiplizieren einer Zeile mit einem Wert
ungleich Null und (b) beschreibt das Addieren des t-fachen Wertes einer
Zeile zu einer anderen Zeile.
Wir werden in dieser Arbeit des öfteren Eigenschaften der GruppeGL(n,C)
nachprüfen müssen und mit dem Wissen der Erzeugenden wird es uns in
vielen Angelegenheiten genügen, die Eigenschaften der gesamten Gruppe
nur für die Erzeugenden nachzuprüfen.
Zurück zur Darstellungstheorie der allgemeinen linearen Gruppe GL(n,C).
Wir beginnen mit folgender
Definition 2.5.
Eine Darstellung von GL(n,C) auf einem endlich-dimensionalen Vektorraum V
heißt polynomial, wenn für alle g ∈ GL(n,C) die Einträge der Matrix ρ(g) Po-




Eine Darstellung von GL(n,C) auf einem endlich-dimensionalen Vektorraum V
heißt rational, wenn für alle g ∈ GL(n,C) die Matrixeinträge rationale Funktio-
nen in den Einträgen von g sind.
Wir möchten zwei Beispiele hierzu betrachten.
Beispiel 2.7. [21, S.440]
Es sei n = 2 und g = ( a bc d ) ∈ GL(2,C). Wir definieren eine Darstellung









ac ad+ bc bd
c2 2cd d2

Man kann nachrechnen, dass ρ ein Gruppenhomomorphismus ist. Die Einträge der
Matrix ρ(g) sind homogene Polynome von Grad 2 in den Einträgen von g und so
ist ρ eine polynomiale Darstellung von Dimension 3. Es handelt sich bei diesem
Beispiel um die Darstellung Sym2 von GL(2,C), auf die wir später noch genauer
eingehen werden.
Beispiel 2.8. [21, S.441]
Es sei n beliebig und g ∈ GL(n,C). Wir definieren eine Darstellung
ρ : GL(n,C) → GL(1,C) = C× durch
ρ(g) = (det(g))m
mit m ∈ Z. Für den Fall m ≥ 0 ist dies eine polynomiale Darstellung von Dimen-
sion 1. Für m < 0 ist ρ rational, aber nicht polynomial.
Es folgen nun einige wesentliche Resultate aus der Darstellungstheorie der
Gruppe GL(n,C), wobei wir hier [12, Kapitel 3 & 8] folgen.
Die allgemeine lineare Gruppe ist reduktiv, d.h. jede rationale Darstellung
von GL(n,C) ist direkte Summe irreduzibler Darstellungen. Eine ausführli-
cher Beweis dieser Aussage ist in [12, § 3.3, Theorem 3.3.11] zu finden.
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Eine irreduzible Darstellung ρ : GL(n,C) → GL(V ) wird eindeutig be-
stimmt durch ihr Höchstgewicht. Ein Vektor vρ ̸= 0 heißt Höchstgewichts-
vektor der Darstellung ρ wenn
ρ(u)vρ = vρ
für alle u aus der Gruppe U der unipotenten, oberen Dreiecksmatrizen und
ρ
a1 0. . .
0 an
 vρ = n∏
i=1
aλii · vρ
mit λi ∈ Z und λ1 ≥ λ2 ≥ · · · ≥ λn. Das Tupel (λ1, . . . , λn) wird als Höchst-
gewicht der Darstellung ρ bezeichnet.
Jede endlich-dimensionale irreduzible Darstellung besitzt, bis auf Vielfache,
nur einen Höchstgewichtsvektor. Detaillierte Informationen hierzu sind in
[12, § 3.2] zu finden.
Letztlich wird ein solches Höchstgewicht veranschaulicht durch ein soge-
nanntes Diagramm, auch Young-Diagramm oder Ferrer-Diagramm genannt.
Eine Definition wollen wir uns im Folgenden anschauen.
Definition 2.9.
Ein Diagramm oder Young-Diagramm zu einem Tupel λ = (λ1, . . . , λn) besteht
aus p linksbündig angeordneten Zeilen mit Kästchen, bei der die i-te Zeile aus λi
Kästchen besteht. Hierbei ist p der größte Index i, so dass λi > 0. Die Kästchen
sind dabei so angeordnet, dass deren Anzahl in jeder neuen Zeile nicht zunimmt,
d.h. es gilt λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0. Ein Young-Diagramm mit p Zeilen ist ein
Diagramm der Länge p.
Mittels dieser Young-Diagramme lassen sich die irreduziblen polynomia-
len Darstellungen vonGL(n,C) parametrisieren und eine solche irreduzible
Darstellung von GL(n,C), korrespondierend zu dem Tupel λ = (λ1, . . . , λn)
bezeichnen wir mit ρλn.




Beispiele für den Fall n = 2 sind
(a) (b) (c)
λ = (1, 1) λ = (2, 1) λ = (2, 0).
Tensorprodukte Wir wissen aus der allgemeinen Darstellungstheorie,
dass wir für zwei gegebene Vektorräume V1 und V2 und Darstellungen
πi : G→ GL(Vi) für i = 1, 2 eine Darstellung
π1 ⊗ π2 :
{
G→ GL(V1 ⊗ V2)
g 7→ (π1 ⊗ π2)(g) : (v1 ⊗ v2) 7→ π1(g)(v1)⊗ π2(g)(v2)
definieren können. Dies möchten wir weiterentwickeln. Wir folgen hierbei
den Ausführungen von W. Fulton & J. Harris [11, § 6.1].
V sei ein C-Vektorraum. Wir definieren unsere Ausgangsdarstellung durch
πid :
{
GL(V ) → GL(V )
ψ 7→ ψ





Für k ≥ 1 definieren wir die Darstellung
π⊗kid :
{
GL(V ) → GL(V ⊗k)
g 7→ (v1 ⊗ · · · ⊗ vk) 7→ g(v1)⊗ · · · ⊗ g(vk)







mit A⊗k als k-faches Kroneckerprodukt. Dies definiert eine Darstellung von
GL(n,C) auf V ⊗k. Nun betrachten wir eine Darstellung der symmetrischen
Gruppe Sk auf V ⊗k:
τk :
{
Sk → GL(V ⊗k)
σ 7→ (v1 ⊗ · · · ⊗ vk) 7→ vσ−1(1) ⊗ · · · ⊗ vσ−1(k)
mit σ ∈ Sk. Diese Operation von Sk auf V ⊗k kommutiert mit der obigen
Operation von GL(V ). Schließlich führen wir noch zwei, GL(V )-invariante,
Untervektorräume von V ⊗k ein:
• Symk(V ) := {ω ∈ V ⊗k | ∀ σ ∈ Sn : τk(σ)(ω) = ω}
• Altk(V ) := {ω ∈ V ⊗k | ∀ σ ∈ Sn : τk(σ)(ω) = sgn(σ)ω}.
Wie angekündigt, kommen wir nun noch einmal zurück zu folgendem
Beispiel 2.11.
Wir erinnern uns an das Beispiel 2.7 zu Beginn des Kapitels und werden auf dieses
nun genauer eingehen. Sei n = 2 und V = C2 ein zweidimensionaler Vektorraum
mit Basis e1, e2. Wenn g = ( a bc d ) ∈ GL(2, K), dann
e1 7→ ae1 + ce2
e2 7→ be1 + de2.
Eine Basis von Sym2(C2) lautet:
e1 ⊗ e1, e1 ⊗ e2 + e2 ⊗ e1, e2 ⊗ e2.
Betrachten wir nun, wie π⊗2id auf Sym
2C2 aussieht.
e1 ⊗ e1 7→ (ae1 + ce2)⊗ (ae1 + ce2)
=a2(e1 ⊗ e1) + ac((e1 ⊗ e2) + (e2 ⊗ e1)) + c2(e2 ⊗ e2)
e1 ⊗ e2 + e2 ⊗ e1 7→ (ae1 + ce2)⊗ (be1 + de2) + (be1 + de2)⊗ (ae1 + ce2)
=2ab(e1 ⊗ e1) + (ad+ bc)((e1 ⊗ e2) + (e2 ⊗ e1)) + 2cd(e2 ⊗ e2)
e2 ⊗ e2 7→ (be1 + de2)⊗ (be1 + de2)










ac ad+ bc bd
c2 2cd d2
 .
Dies entspricht einer Darstellung von GL(2,C) auf C[x1, x2]2.
Das Young-Diagramm zu dieser Darstellung Sym2 haben wir in Beispiel
2.10. (c) bereits, als einzeiliges Diagramm mit zwei Kästchen, kennengelernt.
Allgemeiner kann auch Symk, mit einem Höchstgewicht (k, 0, . . . , 0), durch
ein Young-Diagramm bestehend aus einer Zeile und k Kästchen dargestellt
werden ([11, S.77]).
Nun kommen wir noch zu einer Aussage von H.Weyl. Vorbereitend benöti-
gen wir folgende
Bemerkung 2.12. [11, S. 76]
Sei cλ der sogenannte Young-Symmetrisierer2 zu einem λ. Dann bezeichnen wir
das Bild von cλ auf V ⊗k durch
Sλ(V ) = Im(cλ).
Dies ist wieder eine Darstellung von GL(V ) und wir nennen diese, bzw. die Zu-
ordnung V 7→ Sλ(V ), Weyl-Modul.
Satz 2.13. Satz von Weyl [11, Theorem 6.3 (2) & (4)]







Darüber hinaus ist jeder Weyl-Modul Sλ(V ) eine irreduzible Darstellung von
GL(V ).
2Den Young-Symmetrisierer cλ zu einer Darstellung der Sk zu einem λ erhält man durch
Mutliplikation des (Zeilen) Symmetrisierers mit dem (Spalten) Schief-Symmetrisierer.
Mehr Informationen hierzu in [11, S. 46] und [12, S. 409-411].
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Ein zweifellos wichtiger Satz aus der Darstellungstheorie, dessen Aussage-
kraft wir aber im weiteren Verlauf der Arbeit gar nicht vollständig ausnut-
zen werden. Für uns wird später (in Kapitel 5) nur eine schwächere Aussa-
ge relevant sein, nämlich die, dass jede irreduzible Darstellung von GLn in
einem solchen Tensorprodukt vorkommt, möglicherweise mit höherer Mul-
tiplizität.
Verzweigungsregeln Nun möchten wir noch etwas über die Zerlegung
von Tensorprodukten zweier irreduzibler Darstellungen in irreduzible Dar-
stellungen erfahren. Es gibt einige Ergebnisse in diesem Zusammenhang,
aber eines ist für uns von besonderer Bedeutung. Uns interessiert das Ten-
sorprodukt einer beliebigen irreduziblen Darstellung von GL(n,C) mit ei-
ner Darstellung, die durch eine einzeiliges Young-Diagramm gegeben ist.
Dieser Fall ist in der Literatur als Regel von Pieri bekannt und er ist ein Spe-
zialfall der bekannten Littlewood-Richardson-Regel.
Nachfolgend werden wir die Regel von Pieri mittels Young-Diagramme be-
schreiben.
Satz 2.14. Regel von Pieri [12, Korollar 9.2.4]
Sei µ ein Diagramm der Länge ≤ n − 1 und ν ein Diagramm der Länge 1. Dann
gilt




wobei die Summe über alle Diagramme λ der Länge ≤ n läuft, so dass |λ| = |µ|+|ν|
und λ1 ≥ µ1 ≥ λ2 ≥ · · · ≥ λn−1 ≥ µn−1 ≥ λn gilt.
In anderen Worten: Ist µ das Diagramm zu einer beliebigen irreduziblen
Darstellung und ν = (k, 0, ..., 0) Tupel zu einem einzeiligen Diagramm (zu
einer Darstellung Symk), so kommen die irreduziblen Darstellungen ρλn im
Tensorprodukt ρµn ⊗ ρνn nur mit Multiplizität 1 vor. Die auftretenden Dia-
gramme λ erhält man aus dem Diagramm µ durch Hinzufügen von k Käst-
chen unter der zusätzlichen Bedingung, dass in jeder Spalte nur höchstens
ein Kästchen hinzugefügt werden darf.
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Beispiel 2.15. [12, S.388]
Es seien die Diagramme
µ = und ν =










Mit X gekennzeichnete Kästchen sind die zu µ hinzugefügten Kästchen.
Wir interessieren uns für einen Spezialfall der Regel von Pieri, ein Fall in
dem beide Diagramme die Länge 1 haben.
Beispiel 2.16.
Es seien die Diagramme
µ = und ν =
gegeben. Die Diagramme λ, die in der Zerlegung von ρµn ⊗ ρνn auftreten sind
X und X .
Dieses Beispiel beschreibt gerade das Tensorprodukt Sym1 ⊗ Sym2. Nach
der Regel von Pieri treten zwei Komponenten bzw. irreduzible Darstellun-
gen mit Multiplizität 1 in diesem Tensorprodukt auf. Bei der ersten auftre-
tende Darstellung - zu dem Tupel (3, 0, ..., 0) - handelt es sich wieder um
eine symmetrische Potenz Sym3. Diese Komponente werden wir mit Pieri-
Komponente bezeichnen. Die zweite auftretende Darstellung wird mit Anti-
Pieri-Komponente oder Pierikomplement bezeichnet. Für diesen Spezial-
fall der Regel von Pieri möchten wir im nächsten Abschnitt 2.2 eine Basis
einführen.
Diese Basis werden wir später, in Kapitel 5, an entscheidender Stelle benöti-
gen, um den nicht-holomorphen Teil unseres konstruierten Differentialope-
rators komponentenweise in den Griff zu bekommen (zu eliminieren !) und
somit einen holomorphen Differentialoperator zu erhalten.
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2.2 Regel von Pieri: Eine Basis.
Dieser Abschnitt dient dazu eine konkrete Basis für die Zerlegung des Ten-
sorproduktes Sym1 ⊗ Sym2 (Beispiel 2.16.) für GL(n,C) einzuführen. Bis
zum Abschluss dieser Arbeit war mir zu diesem Punkt keine Literaturquel-
le bekannt 3. Die folgenden Rechnungen wurden selbständig durchgeführt.
2.2.1 Basis Pieri-Komponente
In diesem Unterabschnitt wird die Basis der Pieri-Komponente vorgestellt.
Sei V ∼= Cn mit Basis {x1, . . . , xn} und W := C[y1, . . . , yn]2. Wir möchten
die Pieri-Komponente des Tensorproduktes V ⊗ W (∼= Sym1 ⊗ Sym2) be-
stimmen. Basiselemente von V ⊗W werden gegeben durch die
xi ⊗ ej,k yjyk j ≤ k und ej,k =
{
1 j = k
2 j ̸= k
Nun seien z1, . . . , zn weitere Variablen. Wir bilden xi auf zi ab und yj auf zj .
Die obigen Basiselemente werden dann zu Monomen dritten Grades, also
zu Elementen von C[z1, . . . , zn]3 ∼= Sym3.
Satz 2.17.
Für ein gegebenes Monom M aus C[z1, . . . , zn]3 wird durch
∑
xi ⊗ ej,k yjyk j ≤ k und ej,k =
{
1 j = k
2 j ̸= k
eine Basis der Pieri-Komponente von V ⊗W gegeben. Summiert wird hierbei über
alle xi ⊗ ej,k yjyk, die auf das gleiche M abgebildet werden.
Zur Veranschaulichung möchten wir betrachten, wie die Behauptung für
den Fall n = 2 aussehen würde. Wir haben die Elemente
3Im Rahmen seines Besuches in Mannheim, konnte ich mich mit T. Yamauchi zu seiner
Basis für den kleinen Fall n = 2 bzw. GL(2,C) austauschen. Darüber hinaus war aber
auch ihm keine Basis oder Literaturquelle für den allgemeinen Fall GL(n,C) bekannt.
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x1 ⊗ y21 7→ z31 x1 ⊗ 2y1y2 7→ 2z21z2 x1 ⊗ y22 7→ z1z22
x2 ⊗ y21 7→ z21z2 x2 ⊗ 2y1y2 7→ 2z1z22 x2 ⊗ y22 7→ z32
und wenn die obige Behauptung stimmt, dann sind
x1 ⊗ y21 x2 ⊗ y22 x1 ⊗ 2y1y2 + x2 ⊗ y21 x1 ⊗ y22 + x2 ⊗ 2y1y2
Basiselemente der Pieri-Komponente von Sym1 ⊗ Sym2 für GL2(K).
Für den Beweis von Satz 2.17. müssen wir in einem ersten Schritt nach-
weisen, dass dass der so erzeugte Unterraum von V ⊗ W invariant un-
ter GLn(K) ist. In einem zweiten Schritt wird die Lineare Unabhängigkeit
nachgewiesen. Beginnen wir aber zunächst mit einer Vorbemerkung zur Di-
mension der Pieri-Komponente.
Vorbemerkung 2.18.
Es gibt drei verschiedene Typen von Basiselementen, die sich aus der obigen Kon-
struktion der Basis ergeben.
Typ I xi ⊗ y2i für i ∈ {1, . . . , n}
Typ II xi ⊗ 2yiyj + xj ⊗ y2i für i, j ∈ {1, . . . , n} und i ̸= j
Typ III xi ⊗ 2yjyk + xj ⊗ 2yiyk + xk ⊗ 2yiyj für 1 ≤ i < j < k ≤ n
Wir möchten nun prüfen, ob die Gesamtanzahl der Elemente von Typ I,II und III
mit der Dimension der Pieri-Komponente übereinstimmt. Die Dimension der Pieri-
Komponente entspricht gerade der Dimension eines Vektorraumes homogener Po-












3!(n−1)! ist. Andererseits betrachten wir die Basisele-
mente und fragen uns, wie oft die Basiselemente von Typ I, II und III vorkommen.
• Es gibt n Elemente von Typ I.
• Es gibt n(n− 1) Elemente von Typ II.
• Es gibt n(n−1)(n−2)
6
Elemente von Typ III.
Auf Typ III möchten wir genauer eingehen. In der Beschreibung der Tupel (i, j, k)
für beliebiges n fordern wir 1 ≤ i < j < k ≤ n. Das entspricht dem, drei ver-











Elemente von Typ III. Die Gesamtanzahl der Elemente ist somit die
Summe
n+ n(n− 1) + n(n− 1)(n− 2)
6
=
6n+ 6(n(n− 1)) + n(n− 1)(n− 2)
6
=












(3 + n− 1)!
3!(n− 1)!
Dies entspricht der Dimension der Pieri-Komponente.
Nun können wir uns dem Beweis von Satz 2.17. widmen.
Beweis. (Satz 2.17.)
Erster Beweisschritt: Wir zeigen, dass die Elemente einenGLn(K)-invarianten
Raum aufspannen. Hierzu wird die Invarianz unter den Erzeugenden von
GLn(K) (s. Kapitel 2) nachgewiesen.
Wir zeigen die Invarianz unter xr → txs + xr und yr → tys + yr (Elementar-
matrix (b)) für Basiselemente von Typ I, II und III:
Typ I: xr ⊗ y2r
=(txs + xr)⊗ (tys + yr)2
=txs ⊗ t2y2s + txs ⊗ 2tyrys + txs ⊗ y2r + xr ⊗ t2y2s + xr ⊗ 2tyrys + xr ⊗ y2r
=t3(xs ⊗ y2s) + t2(2xs ⊗ yrys + xr ⊗ y2s) + t(xr ⊗ 2yrys + xs ⊗ y2r) + (xr ⊗ y2r)
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Für Elemente von Typ II müssen wir vier verschiedene Fälle unterscheiden,
wie wir r und s in ein Tupel (i, j) einsetzen. Diese sind (r, s), (s, r), (r, j) und
(i, r) und wir werden sie nachfolgend genau betrachten.
Typ II, Fall 1: xr ⊗ 2yrys + xs ⊗ y2r
=((txs + xr)⊗ 2((tys + yr)ys) + xs ⊗ (tys + yr)2
=2txs ⊗ ty2s + 2txs ⊗ yrys + 2xr ⊗ ty2s + 2xr ⊗ yrys + xs ⊗ t2y2s + xs ⊗ 2tyrys
+ xs ⊗ y2r = 3t2(xs ⊗ y2s) + 2t(2xs ⊗ yrys + xr ⊗ y2s) + (2xr ⊗ yrys + xs ⊗ y2r)
Typ II, Fall 2: xs ⊗ 2ysyr + xr ⊗ y2s
=xs ⊗ 2ys(tys + yr) + (txs + xr)⊗ y2s
=xs ⊗ 2ty2s + xs ⊗ 2ysyr + txs ⊗ y2s + xr ⊗ y2s
=3t(xs ⊗ 2y2s) + (xs ⊗ 2ysyr + xr ⊗ y2s)
Typ II, Fall 3: xr ⊗ 2yryj + xj ⊗ y2r
=((txs + xr)⊗ 2((tys + yr)yj) + xj ⊗ (tys + yr)2
=txs ⊗ 2tysyj + txs ⊗ 2yryj + xr ⊗ 2tysyj + xr ⊗ 2yryj + xj ⊗ t2y2s
+ xj ⊗ 2tyrys + xj ⊗ y2r
=t2(xs ⊗ 2ysyj + xj ⊗ y2s) + (xr ⊗ 2yryj + xj ⊗ y2r)
+ t(xs ⊗ 2yryj + xr ⊗ 2ysyj + xj ⊗ 2yrys)
Typ II, Fall 4: xi ⊗ 2yiyr + xr ⊗ y2i
=xi ⊗ 2yi(tys + yr) + (txs + xr)⊗ y2i
=xi ⊗ 2tyiys + xi ⊗ 2yiyr + txs ⊗ y2i + xr ⊗ y2i
=t(xi ⊗ 2yiys + xs ⊗ y2i ) + (xi ⊗ 2yiyr + xr ⊗ y2i )
Aufgrund der Gestalt der Elemente von Typ III müssen wir nur zwei Fäl-
le unterscheiden, wie wir r und s in ein Tupel (i, j, k) einsetzen, diese sind
(r, s, k) und (r, j, k).
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Typ III, Fall 1: xr ⊗ 2ysyk + xs ⊗ 2yryk + xk ⊗ 2ysyr
=(txs + xr)⊗ 2ysyk + xs ⊗ 2(tys + yr)yk + xk ⊗ 2ys(tys + yr)
=2txs ⊗ ysyk + 2xr ⊗ ysyk + 2xs ⊗ tysyk + 2xs ⊗ yryk + 2xk ⊗ ty2s + 2xk ⊗ yrys
=2t(2xs ⊗ ysyk + xk ⊗ y2s) + (2xr ⊗ ysyk + 2xs ⊗ yryk + 2xk ⊗ yrys)
Typ III, Fall 2: xr ⊗ 2yjyk + xj ⊗ 2yryk + xk ⊗ 2yjyr
=(txs + xr)⊗ 2yjyk + xj ⊗ 2(tys + yr)yk + xk ⊗ 2yj(tys + yr)
=txs ⊗ 2yjyk + xr ⊗ 2yjyk + xj ⊗ 2tysyk + xj ⊗ 2yryk + xk ⊗ 2tysyj + xk ⊗ 2yryj
=t(xs ⊗ 2yjyk + xj ⊗ 2ysyk + xk ⊗ 2ysyj) + (xr ⊗ 2yjyk + xj ⊗ 2yryk + xk ⊗ 2yryj)
Nun zeigen wir die Invarianz unter xr → txr und yr → tyr (Elementarma-
trix (a)) für Basiselemente von Typ I, II und III:
Typ I: xr ⊗ y2r = (txr)⊗ (tyr)2 = t3(xr ⊗ y2r)
Für Typ II muss man, im Gegensatz zu (b), nur zwei Fälle unterscheiden.
Typ II, Fall 1: xr ⊗ 2yryj + xj ⊗ y2r
=(txr)⊗ 2(tyr)yj + xj ⊗ (tyr)2 = t2(2xr ⊗ yryj + xj ⊗ y2r)
Typ II, Fall 2: xi ⊗ 2yiyr + xr ⊗ y2i
=xi ⊗ 2yi(tyr) + (txr)⊗ y2i = t(2xi ⊗ yiyr + xr ⊗ y2i )
Für Typ III benötigen wir, im Gegensatz zu (b), hier sogar nur einen Fall.
Typ III: xr ⊗ 2yjyk + xj ⊗ 2yryk + xk ⊗ 2yryi
=(txr)⊗ 2yjyk + xj ⊗ 2(tyr)yk + xk ⊗ 2(tyr)yi
=t(xr ⊗ 2yjyk + xj ⊗ 2yryk + xk ⊗ 2yryj)
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Zweiter Beweisschritt: Wir möchten zeigen, dass die Elemente - als Funk-
tionen betrachtet - linear unabhängig sind. Um unsere Vorgehensweise deut-
licher darzustellen, betrachten wir zunächst den Fall GL(2,C):
α(x1 ⊗ y21) + β(x2 ⊗ y22) + γ(x1 ⊗ 2y1y2 + x2 ⊗ y21) + δ(x2 ⊗ 2y1y2 + x1 ⊗ y22)
Wenn es hier lineare Abhängigkeiten gibt, dann nur innerhalb des gleichen
Index i von xi und so zeigen wir, dass es keine Linearkombinationen mit
dem gleichen xi geben kann. Für den Fall, dass xi = 0 mit i ̸= 1, ist
α(x1 ⊗ y21) + γ(x1 ⊗ 2y1y2) + δ(x1 ⊗ y22) = 0 ⇔ α = γ = δ = 0
Für den Fall, dass xi = 0 mit i ̸= 2, ist
β(x2 ⊗ y22) + γ(x2 ⊗ y21) + δ(x2 ⊗ 2y1y2) = 0 ⇔ β = γ = δ = 0.
Für den allgemeinen Fall GL(n,C) gehen wir analog vor. Für den Fall, dass
xi = 0 mit z.B. i ̸= 1 folgt dann
α(x1 ⊗ y21) +
n∑
j=2
βj(x1 ⊗ 2y1yj) +
n∑
j=2
γj(x1 ⊗ y2j ) +
∑
1<j<k≤n
δj,k(x1 ⊗ 2yjyk) = 0
⇔ α = β2 = · · · = βn = γ2 = · · · = γn = δ2,3 = · · · = δj,k = 0
Allgemein betrachten wir den Fall, dass xi = 0 mit i ̸= t und es gilt








γj(xt ⊗ y2j ) +
∑
1≤t<j<k≤n


















In diesem Abschnitt wird die Basis der Anti-Pieri-Komponente eingeführt.














)(xi ⊗ 2yjyk) + (xj ⊗ 2yiyk) + (−12)(xk ⊗ 2yiyj) 1 ≤ i < j < k ≤ n
wird eine Basis des Pierikomplements bzw. der Anti-Pieri-Komponente von V ⊗W
gegeben.
Für den Beweis des Satzes müssen wir, analog zu Satz 2.17., auch hier wie-
der in einem ersten Schritt nachweisen, dass dass der so erzeugte Unter-
raum von V ⊗W invariant unter GLn(K) ist. In einem zweiten Schritt wird
wieder die Lineare Unabhängigkeit nachgewiesen.
Auch hier beginnen wir zunächst wieder mit einer Vorbemerkung zur Di-
mension der Anti-Pieri-Komponente, in der geprüft wird, ob die Anzahl
der Elemente der Basis (von Typ II a, III a & III b) auch der Dimension der
Anti-Pieri-Komponente entspricht.
Vorbemerkung 2.20.
Wir erinnern uns daran, dass sich das Tensorprodukt V ⊗W = Sym1 ⊗ Sym2 in
die Summe zweier Komponenten aufteilt. Die Dimension der Anti-Pieri- Kom-
ponente ist demnach





















· n− n(n+ 1)(n+ 2)
6
=
3((n · n(n+ 1))− (n3 + 3n2 + 2n)
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=









Andererseits betrachten wir die Basiselemente und fragen uns, wie oft die Basisele-
mente von Typ II a, Typ III a und Typ III b vorkommen.
• Es gibt n(n− 1) Elemente von Typ II a.
• Es gibt n(n−1)(n−2)
6
Elemente von Typ III a und die gleiche Anzahl nochmal
für Typ III b.
Die Anzahl der Elemente zusammengerechnet ergibt somit






















Das entspricht der Dimension der Anti-Pieri-Komponente.
Nun können wir mit dem Beweis des Satzes 2.19. beginnen.
Beweis. (Satz 2.19.)
Erster Beweisschritt: Analog zur Vorgehensweise bei der Basis der Pieri-
komponente müssen wir zeigen, dass die Elemente einen GLn(K)- invari-




Wir zeigen die Invarianz unter xr → txs + xr und yr → tys + yr (Element-
armatrix (b)) für Basiselemente von Typ II a, Typ III a & III b. Für Elemente
von Typ II a müssen wir, analog zu Typ II aus 2.2.1, wieder vier verschiede-
ne Fälle unterscheiden, nämlich (r, s), (s, r), (r, j) und (i, r).
Typ II a, Fall 1: −1
2
(xr ⊗ 2yrys) + (xs ⊗ y2r)
=− 1
2
((txs + xr)⊗ 2((tys + yr)ys) + (xs ⊗ (tys + yr)2)
=(−1
2
)(2txs ⊗ ty2s) + (−12)(2txs ⊗ yrys) + (−
1
2
)(2xr ⊗ ty2s) + (−12)(2xr ⊗ yrys)
+ xs ⊗ t2y2s + xs ⊗ 2tysyr + xs ⊗ y2r
=− t(−1
2
(xs ⊗ 2yrys) + (xr ⊗ y2s)) + (−12(xr ⊗ 2yrys) + (xs ⊗ y
2
r))
Typ II a, Fall 2: −1
2
(xs ⊗ 2yrys) + (xr ⊗ y2s)
=− 1
2
(xs ⊗ 2((tys + yr)ys) + ((txs + xr)⊗ y2s)
=(−1
2
)(xs ⊗ 2ty2s) + (−12)(xs ⊗ 2yrys) + txs ⊗ y
2
s + xr ⊗ y2s
=(−1
2
)(xs ⊗ 2yrys) + (xr ⊗ y2s)
Typ II a, Fall 3: −1
2
(xr ⊗ 2yryj) + (xj ⊗ y2r)
=− 1
2
((txs + xr)⊗ 2((tys + yr)yj) + (xj ⊗ (tys + yr)2)
=(−1
2






)(xr ⊗ 2yryj) + t2(xj ⊗ y2s) + t(xj ⊗ 2yrys) + (xj ⊗ y2r)
=t2((−1
2





)(xs ⊗ 2yryj) + (−12)(xr ⊗ 2ysyj) + (xj ⊗ 2yrys))
Typ II a, Fall 4: −1
2
(xi ⊗ 2yiyr) + (xr ⊗ y2i )
=(−1
2
)(xi ⊗ 2yi(tys + yr)) + ((txs + xr)⊗ y2i )
=(−1
2
)(xi ⊗ 2tyiys) + (−12)(xi ⊗ 2yiyr) + (txs ⊗ y
2
i ) + (xr ⊗ y2i )
=t((−1
2





Aufgrund der Gestalt der Elemente von Typ III a und Typ III b, reicht es aus
jeweils zwei Fälle zu unterscheiden, diese sind (r, s, k) und (r, j, k).
Typ III a, Fall 1: (−1
2
)(xr ⊗ 2ysyk) + (−12)(xs ⊗ 2yryk) + (xk ⊗ 2ysyr)
=(−1
2
)((txs + xr)⊗ 2ysyk) + (−12)(xs ⊗ 2(tys + yr)yk) + (xk ⊗ 2ys(tys + yr))
=(−1
2






)(xs ⊗ 2yryk) + 2t(xk ⊗ y2s) + (xk ⊗ 2ysyr)
=2t((−1
2
)(xs ⊗ 2ysyk)) + (xk ⊗ y2s))+
(−1
2
)(xr ⊗ 2ysyk) + (−12)(xs ⊗ 2yryk) + (xk ⊗ 2ysyr)
Typ III b, Fall 1: (−1
2
)(xr ⊗ 2ysyk) + (xs ⊗ 2yryk) + (−12)(xk ⊗ 2ysyr)
=(−1
2
)((txs + xr)⊗ 2ysyk) + (xs ⊗ 2(tys + yr)yk) + (−12)(xk ⊗ 2ys(tys + yr))
=− t((−1
2
)(xs ⊗ 2ysyk)) + (xk ⊗ y2s))+
(−1
2
)(xr ⊗ 2ysyk) + (−12)(xk ⊗ 2ysyr) + (xs ⊗ 2yryk)
Typ III a, Fall 2: (−1
2
)(xr ⊗ 2yjyk) + (−12)(xj ⊗ 2yryk) + (xk ⊗ 2yjyr)
=(−1
2
)((txs + xr)⊗ 2yjyk) + (−12)(xj ⊗ 2(tys + yr)yk) + (xk ⊗ 2yj(tys + yr))
=(−1
2






)(xj ⊗ 2yryk) + (xk ⊗ 2tyjys) + (xk ⊗ 2yjyr)
=t((−1
2
)(xs ⊗ 2yjyk) + (−12)(xj ⊗ 2ysyk) + (xk ⊗ 2yjys))+
(−1
2
)(xr ⊗ 2yjyk) + (−12)(xj ⊗ 2yryk) + (xk ⊗ 2yjyr)
Typ III b, Fall 2: (−1
2
)(xr ⊗ 2yjyk) + (xj ⊗ 2yryk) + (−12)(xk ⊗ 2yjyr)
=(−1
2
)((txs + xr)⊗ 2yjyk) + (xj ⊗ 2(tys + yr)yk) + (−12)(xk ⊗ 2yj(tys + yr))
=(−1
2
)(txs ⊗ 2yjyk) + (−12)(xr ⊗ 2yjyk) + xj ⊗ 2tysyk+






)(xs ⊗ 2yjyk) + (−12)(xk ⊗ 2yjys) + xj ⊗ 2ysyk)+
(−1
2
)(xr ⊗ 2yjyk) + (−12)(xk ⊗ 2yjyr) + xj ⊗ 2yryk
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Nun prüfen wir die Invarianz unter xr → txr und yr → tyr (Elementarma-
trix (a)).
Typ II , Fall 1: −1
2
(xr ⊗ 2yryj) + (xj ⊗ y2r)
=− 1
2
(txr ⊗ 2tyryj) + (xj ⊗ (tyr)2) = t2(−12(xr ⊗ 2yryj) + (xj ⊗ y
2
r))
Typ II , Fall 2: −1
2
(xi ⊗ 2yiyr) + (xr ⊗ y2i )
=− 1
2
(xi ⊗ 2yityr) + (txr ⊗ y2i ) = t((−12)(xi ⊗ 2yiyr) + (xr ⊗ y
2
i ))
Typ III a , Fall 1: (−1
2
)(xr ⊗ 2yjyk) + (−12)(xj ⊗ 2yryk) + (xk ⊗ 2yjyr)
=(−1
2
)(txr ⊗ 2yjyk) + (−12)(xj ⊗ 2tyryk) + (xk ⊗ 2yjtyr)
=t((−1
2
)(xr ⊗ 2yjyk) + (−12)(xj ⊗ 2yryk) + (xk ⊗ 2yjyr))
Zweiter Beweisschritt: Nun müssen wir noch die lineare Unabhängigkeit
beweisen. Zunächst möchten wir zeigen, dass die Pieri-Komponente und
die Anti-Pieri-Komponente zwei unterschiedliche (Unter-) Räume sind. Hier-
zu vergleichen wir in einem ersten Schritt die Dimensionen der beiden Kom-
ponenten. Die Dimension der Pieri-Komponente (s. Vorbemerkung 2.18.)
lautet:
n+ n(n− 1) + n(n− 1)(n− 2)
6
Die Dimension der Anti-Pieri-Komponente (Vorbemerkung 2.20.) lautet:










= n+ n(n− 1) + n(n− 1)(n− 2)
6
+












Fall n ∈ {1, 2, 3} negative Werte annimmt und folglich die Dimension der
Pieri- Komponente größer ist, als die der Anti-Pieri-Komponente.
Für den Fall n ≥ 5 nimmt die Funktion f(n) = n3−3n2−4n
6
nur Werte grö-
ßer null an und somit ist die Anti-Pieri-Komponente in diesem Fall größer
als die Pieri-Komponente.
Bleibt noch der Fall n = 4 zu betrachten, für den f(n) gleich 0 ist und somit
die Dimensionen beider Räume gleich sind. In diesem Fall genügt es uns
z.B. das Element x1 ⊗ y21 aus der Basis der Pieri-Komponente zu betrachten.
Dieses kann nicht durch die Elemente aus der Anti-Pieri-Komponente er-
zeugt werden. Auch für den Fall n = 4 sind die Räume folglich nicht gleich.
Wir wissen bereits, dass wir zwei invariante Räume haben. Der eine ist die
Pieri-Komponente, der andere ist ein, von der Pieri-Komponente verschie-
dener, Raum. Wir wissen auch, dass das Tensorprodukt in zwei Räume zer-
fällt4 und der andere somit das Komplement sein muss.
Hiermit endet nun das Kapitel der Darstellungstheorie und wir fassen die
wesentlichen Erkenntnisse nachfolgend in aller Kürze zusammen.
Resumé Was sollte man aus diesem Kapitel mitnehmen? Grundlegend
ist die Tatsache, dass eine irreduzible polynomiale Darstellung von
GL(n,C) eindeutig bestimmt wird durch ihr Höchstgewicht λ = (λ1, . . . , λn),
welches man wiederum durch ein Young-Diagramm veranschaulichen kann.
Mittels dieser Diagramme wird in Abschnitt 2.1 die Regel von Pieri, eine
Formel zur Zerlegung von Tensoprodukten zweier Darstellungen in irre-
duzible Darstellungen, beschrieben. Konkret betrachten wir das Tensorpro-
dukt einer beliebigen irreduziblen Darstellung von GL(n,C) mit einer Dar-
4Anmerkung: Die Zerlegung in isotypische Komponenten ist eindeutig.
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stellung, die durch ein einzeiliges Young-Diagramm (entsprechend
Symk(V )) gegeben ist.
Für einen Spezialfall dieser Regel, der Zerlegung des Tensorproduktes
Sym1 ⊗ Sym2 in zwei Komponenten, wurde in Abschnitt 2.2. eine explizi-
te Basis eingeführt. Diese wird uns in Kapitel 5 an relevanter Stelle äußerst
nützlich sein, um einen holomorphen Differentialoperator zu erhalten.
Neben der Regel von Pieri ist auch der Satz von Weyl (bzw. die davon ab-
geleitete schwache Version) ein relevantes Resultat, das man allgemein und




Dieses Kapitel beschäftigt sich mit allen Differentialoperatoren, die in die-
ser Arbeit auf irgendeine Art vorkommen, sei es zur Konstruktion holomor-
pher Differetialoperatoren, zur Interpretation von Ergebnissen, als Hilfestel-
lung in Zwischenrechnungen oder einfach nur als Beispiel zur Veranschau-
lichung.
Angefangen mit einem kurzen allgemeinen Überblick in Abschnitt 3.1, wird
in Abschnitt 3.2 der Differentialoperator ∂
∂Y
und zwei hilfreiche Resultate,
der dazugehörigen Theorie, eingeführt. Anschließend werden in Abschnitt
3.3 und 3.4 die Differentialoperatoren eingeführt, die wir im Kern dieser
Arbeit zur Konstruktion holomorpher äquivarianter Differentialoperatoren
verwenden werden. Der Abschluss dieses Kapitels bildet mit Abschnitt 3.5
noch ein interessanter Zusammenhang zwischen den beiden Differential-
operatoren aus 3.3 und 3.4.
3.1 Einführung
Es gibt zahlreiche Möglichkeiten ein Kapitel über Differentialoperatoren zu
beginnen und über einen sinnvollen & vernünftigen Einstieg in das Thema
lässt sich diskutieren. Ein Punkt in dem - bei Mathematikern aller Fach-
richtungen - aber sicher Einigkeit herrscht ist, dass das wohl bekannteste
Beispiel eines Differentialoperators (erster Ordnung) die normale Ableitung
einer Funktion in einer Variablen
∂
∂x
: f 7→ f ′
3 Differentialoperatoren
ist. Dicht gefolgt von der gewöhnlichen partiellen Ableitung
∂
∂xi
: f 7→ ∂f
∂xi
.



























In der Funktionentheorie bekannt u.a. für ihre Nützlichkeit mit ihnen Funk-
tionen auf Holomorphie überprüfen zu können, werden wir sie (bzw. nur
eine davon) hauptsächlich zwecks ihrer hilfreichen Darstellung komplexer
Ableitungen verwenden. Für mehr Informationen sowie Rechenregeln für
die Wirtinger-Ableitungen sei auf [8, S.24/25] verwiesen.
Natürlich könnte man sich seitenweise mit weiteren interessanten und nütz-
lichen Differentialoperatoren beschäftigen, aber wir möchten uns auf diese
beschränken, die auch tatsächlich in dieser Arbeit auftreten und daher nun
zum Wesentlichen übergehen. Für die vorliegende Arbeit sind zwei Typen
von Differentialoperatoren von besonderem Interesse,
• die nicht-holomorphen Maaß-Shimura Differentialoperatoren und
• die bilinearen holomorphen Rankin-Cohen Differentialoperatoren.
Diese möchten wir nachfolgend kurz beschreiben.
Rankin-Cohen Differentialoperatoren Der geschichtlichen Zusammen-
fassung von D. Zagier aus [22, S.57] folgend, wurde bereits im Jahr 1956
von R. A. Rankin eine allgemeine Beschreibung von Differentialoperatoren
untersucht, die Modulformen auf Modulformen abbilden. 21 Jahre später
beschäftigte sich auch H. Cohen mit diesem Thema und definierte für jedes
n ≥ 0 einen bilinearen Differentialoperator, der zwei Modulformen f und g
vom Gewicht k und l eine Modulform [f, g]n vom Gewicht k+ l+2n zuord-
net. Dieser ist bekannt unter dem Namen Rankin-Cohen-Klammer und für
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zwei Modulformen wird die n-te Rankin-Cohen-Klammer definiert durch







k + n− 1
s
)(



















f ′ · g
))
(3.3)
Für mehr Informationen zu Rankin-Cohen-Klammern verweisen wir auf
die Arbeiten von R. Rankin [18], H. Cohen [7] oder D. Zagier [22].
Wie bereits erwähnt, werden Modulformen in dieser Arbeit nicht zum Ein-
satz kommen und daher werden wir im weiteren Verlauf dieser Arbeit die
Rankin-Cohen-Klammer nicht mit Modulformen, sondern stattdessen mit
den - in Kapitel 1 definierten - holomorphen Funktionen aus dem Raum
Hk(Hn,C) bzw. Hρ(Hn, Vρ) betrachten (vgl. S. 9/10).
Maaß-Shimura Differentialoperatoren Ihren Ursprung haben Maaß-
Shimura Operatoren in der Lie-Theorie und können durch diese erklärt
werden. Sucht man Informationen hierzu, so wird man sie z.B. in der Ar-
beit [14] von M. Harris finden. Wir wählen nachfolgend einen etwas ande-
ren Einstieg und um die Maaß-Shimura Differentialoperatoren einführen zu
können, benötigen wir zunächst folgende
Definition 3.1.
Eine Funktion f : Hn → V heißt fast-holomorph genau dann wenn f ein Poly-
nom in den Einträgen von Y −1 (Z = X + iY ) mit V -wertigen beliebigen holomor-
phen Funktionen als Koeffizienten ist.
Bezeichnung 3.2.
Wir bezeichnen mit
Nρ(Hn, V ) := {f : Hn → V | ffast holomorph, Polynom Grad ≤ ν in Y −1}
den Raum aller V -wertiger fast-holomorpher Funktionen auf Hn von Grad ≤ ν.
Der Index ρ gibt an, dass wir diesen Raum mit der Operation |ρ von Sp(n,R)
ausstatten (vgl. [20, Lemma 8.3]).
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Die Maaß-Shimura Differentialoperatoren D sind Polynome in den (ho-
lomorphen) Ableitungen und den Einträgen von Y −1. Sie operieren auf Vρ-
wertigen Funktionen und bilden diese ab auf Vρ′ -wertige Funktionen und
sie sind äquivariant bezüglich der Operation von Sp(n,R), d.h.
D(f |ρ M) = D(f) |ρ′ M
mit M ∈ Sp(n,R). Der einfachste Fall eines solchen Operators ist der, aus









Detaillierte Informationen zur Äquivarianzeigenschaft, Iteration u.s.w. sind
beispielsweise in G. Shimuras [20, III,§ 8] zu finden.
Auch im Fall der Maaß Shimura Operatoren werden wir später etwas von
der gerade eingeführten „gewöhnlichen“ Beschreibung abweichen und in
Abschnitt 3.3 eine Definition betrachten, die ohne fast-holomorphe Funktio-
nen auskommt. Auch Shimuras konkrete Konstruktion eines solchen Diffe-
rentialoperators werden wir in 3.3. kennenlernen.
3.2 Der Differentialoperator ∂∂Y
Dieser Abschnitt ist eine sehr kurze Zusammenfassung der, für uns, rele-




Wir betrachten unendlich oft differenzierbaren Funktionen f : Hn → C.








mit 1 ≤ i, j ≤ n und δi,j = Kronecker-Delta. Diese können wir zu einer




:= (∂i,j) . (3.5)
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Die Operatoren ∂i,j sind untereinander vertauschbar, d.h. sie erzeugen einen
kommutativen Ring in der Algebra aller Operatoren. Man kann insbeson-
dere Unterdeterminanten von ∂ betrachten und diese in der p-ten äußeren
Potenz zusammenfassen:
∂[p] = (|∂|ab ) a,b⊂{1,...,n}
|a|=|b|=p
mit |∂|ab := det (∂i,j)i∈a,j∈b. Da wir für diese Arbeit nur den unkomplizierten
Fall p = 1 benötigen, können wir auf die Einführung des formalen Apparat
der multilinearen Algebra in diesem Kontext verzichten. Bei Interesse kann
dieser aber in [9, S.205-209] nachgelesen werden.
Wenn wir die Matrix ∂[1] auf eine C∞-Funktion f : Hn → C anwenden,
so ist diese natürlich komponentenweise zu verstehen
∂[1]f = (|∂|abf).
Wir wollen für ∂[1] nachfolgend zwei Rechenregeln nennen und beginnen
zunächst mit der Produktformel
Satz 3.3. [9, Hilfssatz 6.4 für h = 1]










Als Zweites interessiert uns die Wirkung von ∂[1] auf Potenzen der Deter-
minante von Y . Auch hier interessiert uns nur der einfache Fall erster Ab-
leitungen.
Satz 3.4. [9, Satz 6.9, für h = 1]
Es gilt
∂[1] det(Y )α = α · det(Y )α · Y −1.
Auf beide Resultate werden wir später zurückgreifen.










betrachten kann und sich die, im reellen bewiesenen Resultate, auf den
komplexen Fall übertragen [9, S.215].
3.3 Differentialoperator - G. Shimura
Dieser Abschnitt dient der Einführung eines Maas-Shimura Differentialope-
rators aus der Arbeit von G. Shimura, der in Kapitel 5 zur Konstruktion ho-
lomorpher Differentialoperatoren verwendet wird. Die hierfür benötigten
Notationen und Grundlagen, den Differentialoperator selbst sowie seine -
für uns relevanten - Eigenschaften werden aus [19, Kapitel III] wiedergege-
ben, daher wird auf Beweise in diesem Abschnitt größtenteils verzichtet.
Einleitung Zunächst werden wieder einige Bezeichnungen sowie etwas
Darstellungstheorie von GL(n,C) benötigt. Mit ρ bezeichnen wir wieder ei-
ne Darstellung ρ : GL(n,C) → GL(X) der Gruppe GL(n,C).
Es sei
T := Symn(C) = {X ∈ Cn×n|X = X t}
die Menge der symmetrischen n× n-Matrizen.
Es seien X, Y endlich-dimensionale C-Vektorräume und p ∈ N0. Dann be-
zeichnet
Mlp(Y,X) := {f : Y × · · · × Y → X| f ist multilinear}
den Vektorraum aller C-multilinearer Abbildungen von Y × · · · × Y (p Ko-
pien) nach X und
Sp(Y,X) := {f : Y → X| f ist polynomial , homogen Grad p}
den Vektorraum aller homogener polynomialer Abbildungen von Y nach
X von Grad p. Für Grad 1 ist daher S1(Y,X) = Ml1(Y,X) = HomC(Y,X)
der Vektorraum aller C-linearer Abbildungen von Y nach X . Des Weiteren
setzen wir S0(Y,X) =Ml0(Y,X) = X und Sp(Y ) = Sp(Y,C).
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Ausgangspunkt sei nun eine Darstellung ρ : GL(n,C) → GL(X). Wir defi-
nieren eine neue Darstellung (vgl. [19, (12.7a) für p=1])
ρ⊗ τ : GL(n,C) → GL(Ml1(T,X))
durch
(ρ⊗ τ)(g)(h)(u) = ρ(g)(h(gtug))
wobei g ∈ GL(n,C) sowie h ∈Ml1(T,X) = S1(T,X) und u ∈ T .
Einen Spezialfall der obigen Darstellung erhält man wenn ρ die triviale
Darstellung ist und X = C. Dann bekommt man eine Darstellung τ von
GL(n,C) auf S1(T ) durch
τ(g)(h)(u) = h(gtug)
mit g ∈ GL(n,C) sowie h ∈ S1(T ) und u ∈ T .
An dieser Stelle sei noch ein Resultat zu S1(T,X) zu erwähnen.
Satz 3.5. [19, S.94, (12.19)]
Wir können S1(T,X) mit S1(T )⊗X identifizieren durch
(h⊗ x)(u) = h(u)x
für h ∈ S1(T ), x ∈ X und u ∈ T .
Darüber hinaus halten wir folgende Beobachtung fest:
Beobachtung 3.6.
Man kann S1(T ) mit Sym2, GL(n,C) äquivariant, identifizieren.
Diese Beobachtung werden wir am Ende des Abschnittes beweisen.
Differentialoperator Sei ρ bzw. ρ′ eine Darstellung ρ : GL(n,C) → GL(X)
bzw. ρ′ : GL(n,C) → GL(X ′) und Nρ(Hn, X) bzw. Nρ′ (Hn, X
′
) der Raum der
fast-holomorphen Funktionen. Die Gruppe Sp(n,R) operiert auf Nρ(Hn, X)
durch |ρ (s. [20, Lemma 8.3]). Wie in 3.1 eingeführt, nennen wir einen äqui-
varianten Differentialoperator





mit Polynomen in den Einträgen von Y −1 (und holomorphen Ableitungen)
einen Maaß-Shimura Differentialoperator.
Bemerkung 3.7.
Man kann einen Maaß-Shimura Differentialoperator aber auch allgemeiner auf
C∞-Funktionen definieren. Man betrachtet dann anstelle des Raumes der fast-
holomorphen Funtionen Nρ(Hn, X) den Raum C∞ρ (Hn, X). Dies werden wir im
folgenden auch tun.
Shimura konstruiert ihn aus folgendem Differentialoperator ([19, (12.12 a)])







mit 1 ≤ i ≤ j ≤ n und n(n+1)
2
Möglichkeiten ein Index-Paar i, j zu bilden.
Außerdem ist z ∈ Hn sowie u ∈ T = Symn(Cn×n). Df ist damit Element
von C∞ρ⊗τ (Hn, S1(T,X)), wenn f ∈ C∞ρ (Hn, X).
Beispiel 3.8.











Nun fehlt uns noch eine weitere Definition sowie die Äquivarianzeigen-
schaft des Differentialoperators. Hierfür benötigen wir folgenden
Satz 3.9. [19, (12.18 & 12.10, e=1)]
Für ρ : GL(n,C) → GL(X) und eine C∞-Funktion f : Hn → X definiert man
nun ein Dρf ∈ C∞ρ⊗τ (Hn, S1(T,X)) durch
Dρ(f)(u) := ρ(Y )
−1D [ρ(Y )f ] (u).
Für M ∈ Sp(n,R) erfüllt der Operator
Dρ(f |ρ M) = Dρ(f) |ρ⊗τ M .
Abschließend benötigen wir noch folgendes
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Lemma 3.10. [19, 13.17. für e=1]
Seien ρ : GL(n,C) → GL(X) und σ : GL(n,C) → GL(Y ) zwei Darstellungen
von GL(n,C) und sei f ∈ C∞ρ (Hn, X) und g ∈ C∞σ (Hn, Y ). Dann gilt
Dρ⊗σ (f ⊗ g) = Dρ (f)⊗ g + f ⊗Dσ (g) . (3.6)
Damit wäre der Differentialoperator beschrieben und wir kommen noch
einmal zurück zur Beobachtung 3.6, deren Beweis noch aussteht.
Behauptung: Man kann S1(T ) mit Sym2, GL(n,C)-äquivariant, identifizieren.
Warum ist diese Beobachtung überhaupt von Interesse für uns? Wir wissen,
dass D(f) ein Element von C∞ρ⊗τ (Hn, S1(T,X)) ist. Wir schauen somit auf
eine Darstellung ρ ⊗ τ . Wir interessieren uns für eine multiplizitätenfreie
Zerlegung dieses Tensorproduktes und für ρ⊗Sym2 haben wir eine solche -
mit der Regel von Pieri - sogar schon kennengelernt. Um Sym2 zu beschrei-
ben, müssen wir demnach von den ui,j aus T zu Polynomen von Grad zwei
übergehen. Wir haben somit zwei Realisierungen, die der symmetrischen
Matrizen benötigen wir aufgrund von G. Shimuras Theorie und die Rea-
lisierung in Termen des Raumes der homogenen Polynome benötigen wir,
um die Regel von Pieri anwenden zu können.
Beweis. (Beobachtung 3.6)
Zunächst sei S1(T ) ∼= T . Eine Identifizierung ψ von T mit Sym2 im Fall
GL(n,C) ist gegeben durch
ψ :
{
T → C[x1, . . . , xn]2
u 7→ xuxt
mit x = (x1, . . . , xn). Die Identifizierung erhalten wir durch
( x1,...,xi,...,xj ...,xn )

u1,1 ... u1,i ... u1,j ... u1,n




u1,i ... ui,i ... ui,j ... ui,n
...
... . . .
...
...
u1,j ... ui,j ... uj,j ... uj,n
...
...
... . . .
...


























Wir identifizieren also ein ur,r aus T mit dem Polynom x2r ein ur,s aus T mit
dem Polynom 2xrxs.
Wir behaupten, dass es sich hierbei gerade um einen äquivarianten Homo-
morphismus handelt und wollen außerdem nachrechnen, dass wir den Fak-
tor 2 tatsächlich in der Definition von ψ benötigen. Den Beweis erbringen
wir für die Erzeugenden von GL(n,K). Dies sind die beiden Elementarma-
trizen a) und b), die in Kapitel 2 eingeführt wurden.
Beginnen wir mit der Elementarmatrix - Fall a). Zunächst benötigen wir











 = (x1 ... ti,ixi ... xj ... xn) .




































u1,1 ... u1,i ... u1,j ... u1,n
...
...
u1,i ... ui,i ... ui,j ... ui,n
...
...
u1,j ... ui,j ... uj,j ... uj,n
...
...

























i,iui,i ... ti,iui,j ... ti,iui,n
...
...
u1,j ... ti,iui,j ... uj,j ... uj,n
...
...
u1,n ... ti,iui,n ... uj,n ... un,n

 .























(3.8) und (3.9) stimmen also überein. Der Beweis für die Elementarmatrix
im Fall a) ist somit abgeschlossen.
Nun folgt die gleiche Vorgehensweise für die Elementarmatrix - Fall b).
Zunächst benötigen wir wieder











 = ( x1 ... xi ... ti,jxi+xj ... xn )


























2ur,jxr(ti,jxi + xj) + 2ui,jxi(ti,jxi + xj)
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i (ui,i + t
2






























u1,1 ... u1,i ... u1,j ... u1,n
...
...
u1,i ... ui,i ... ui,j ... ui,n
...
...
u1,j ... ui,j ... uj,j ... uj,n
...
...




















u1,1 ... u1,i+tu1,j ... u1,j ... u1,n
...
...
u1,i+tu1,j ... ui,i+tui,j+t(ui,j+tuj,j) ... ui,j+tuj,j ... ui,n+tuj,n
...
...
u1,j ... ui,j+tuj,j ... uj,j ... uj,n
...
...
u1,n ... ui,n+tuj,n ... uj,n ... un,n










i (ui,i + t


















3.4 Differentialoperator - S. Böcherer, T. Satoh und T.
Yamazaki
Dieser Abschnitt dient dazu, den Differentialoperator aus der gemeinsamen
Arbeit von S. Böcherer, T. Satoh und T. Yamazaki einzuführen. Die hierfür
benötigten Notationen und Grundlagen, den Differentialoperator selbst, so-
wie seine - für uns relevanten - Eigenschaften werden aus [2, S.1-4] wie-
dergegeben. Auf Beweise werden wir daher auch in diesem Abschnitt ver-
zichten. Der Differentialoperator ist für die vorliegende Arbeit von größerer
Bedeutung, da er in Kapitel 4 zur Konstruktion holomorpher Differential-
operatoren verwendet wird.
Einleitung Wieder sei ρ eine Darstellung von GL(n,C) mit einem Dar-
stellungsraum W und f eine W -wertige C∞-Funktion auf Hn. Der Raum
dieser Funktionen wird wieder mit der Operation f |ρ M für M ∈ Sp(n,R)
versehen und mit C∞ρ (Hn,W ) bezeichnet. Wenn wir für ρ eine Darstellung
detk ⊗ Syml wählen, dann schreiben wir |ρ als |detk⊗Syml oder platzsparen-
der als |k,l. Den Raum C∞ρ (Hn,W ) schreiben wir als C∞detk⊗Syml(Hn,W ) oder
C∞k,l(Hn,W ).
Für einen Vektorraum W bezeichnen wir mit W (l) das l-te symmetrische
Tensorprodukt und identifizieren W (0) mit C. Sei x = (x1, . . . , xn) Zeilen-
vektor bestehend aus n Unbestimmten. Wir setzen V = Cx1⊕· · ·⊕Cxn und
identifizieren V (l) mit C[x1, . . . , xn](l), wobei der Index (l) für homogene Po-
lynome von Grad l steht. Dann operiert GL(n,C) auf V (l) durch
(gv)(x) = det(g)kv(xg)
für g ∈ GL(n,C) und v ∈ V (l). Das ist isomorph zu detk ⊗ Syml und wir
nutzen diese Realisierung. Außerdem identifizieren wir C∞(Hn, V (l)) mit
C∞(Hn)[x1, . . . , xn](l).
Differentialoperator Sei Z = (zi,j) eine Variable auf Hn. Für eine ganze






























, wobei δij das Kronecker-Delta bezeichnet
und ImZ = Y . Des Weiteren sei A[x] = xAxt.
Df , Nf und δkf sind dann V (l+2)-wertige Funktionen und der Differential-
operator erfüllt die folgende Äquivarianzeigenschaft:
Lemma 3.11. [2, Lemma 2.1]
Der Operator δk+l erfüllt
(δk+lf) |k,l+2 M = δk+l (f |k,l M)
für f ∈ C∞(Hn, V (l)) undM ∈ Sp(n,R). Insbesondere bildet er C∞k,l(Hn, V (l)) auf
C∞k,l+2(Hn, V (l+2)) ab. (Außerdem ist der Operator iterierbar).
Somit haben wir nun alles, was wir benötigen, um mit der Konstruktion
holomorpher Differentialoperatoren beginnen zu können. Dennoch möch-
ten wir mit folgendem Abschnitt noch einen kleinen Umweg gehen und ei-
ne wissenswerte Verbindung dieses Differentialoperators zu dem Operator
von G. Shimura festhalten.
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3.5 Zusammenhang der Differentialoperatoren
In diesem Abschnitt möchten wir einen interessanten Zusammenhang zwi-
schen dem Differentialoperator von Shimura (aus Abschnitt 3.3) und dem




Es gibt einen explizit angebbaren nichttrivialen äquivarianten Homomorphismus

































Somit kann man ψ(µ, ν) als Beschreibung der höchsten Pieri-Komponente
verstehen (Regel von Pieri - Satz 2.14.).
Satz 3.13.
Der Operator Satoh-Yamazaki-Böcherer beschreibt die (irreduzible) Pieri- Kompo-
nente in Shimuras Differentialoperator Dρ für ρ = Symµ.
Beweis.
Für den Spezialfall ρ = Symµ bildet der Shimura Differentialoperator Dρ
Funktionen f mit Werten in C∞Symµ(Hn, V ) ab auf FunktionenDρ(f) mit Wer-
ten in C∞Symµ⊗Sym2(Hn, V ). (Dies ergibt sich durch Beobachtung 3.6 und Satz
3.5). Betrachten wir nun

















































































Betrachten wir nun zunächst den holomorphen Anteil und versuchen die-
sen besser zu verstehen. Zwei Punkte sind hier zu erwähnen:
• Die Funktion f , genauer f : Hn → Vρ mit ρ = Symµ, können wir




1 · . . . · xm2n2n .
(Darauf werden wir in Kapitel 4, Bez. 4.6., nochmal eingehen.)
• Die Elemente xuxv sind Bestandteile des Shimura Differentialopera-
tors.
Wir erinnern uns aus Abschnitt 3.3 daran, dass wir den Wertebereich des
Differentialoperators von Shimura als Tensorprodukt interpretieren kön-
nen. Wenden wir nun also ψ(µ, 2) auf den obigen holomorphen Anteil des
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Shimura Operators an, so entspricht dieser genau dem holomorphen Anteil
des Differentialoperators von S. Böcherer, T. Satoh & T. Yamazaki aus Ab-
schnitt 3.4.
In einem nächsten Schritt betrachten wir nun die Differenz des Differen-
tialoperators von S. Böcherer, T. Satoh & T. Yamazaki und des Audrucks
ψ(µ, 2) ◦Dρ(f).
Da wir gerade gesehen haben, dass die holomorphen Anteile gleich sind,
hat diese Differenz demnach keine holomorphen Ableitungen mehr. Be-
trachten wir nun also, was beim Bilden einer solchen Differenz, noch übrig
bleibt:
ψ(Y )(f |µ M)(Z) = ψ(Y )ρµ(CZ +D)−1f(M⟨Z⟩)
= ρµ+2(CZ +D)
−1ψ(M⟨Z⟩)f(M⟨Z⟩).
Wir folgen [9, S.69] und nehmen an, dass Z = i1n, so dass M im Stabilisator






7→ U := A+ iB
definiert dann einen Isomorphismus Sp(n,R) ∩ O(2n,R) → U(n), wobei
U(n) die unitäre Gruppe bezeichnet. Für uns ergibt sich somit
ψ(i1n)ρµ(Ci+D)
−1f(i1n) = ρµ+2(Ci+D)−1ψ(i1n)f(i1n)
mit ρ(Ci+D) als Darstellung der unitären Gruppe U(n,C).
Aus der Darstellungstheorie wissen wir, dass die Restriktion einer irredu-
ziblen Darstellungen von GL(n,C) auf U(n,C) irreduzibel bleibt. Dies ist
eine unmittelbare Folgerung aus H. Weyls „Unitärem Trick“ (s. [12, § 3.3.4]).
Außerdem istψ einU(n,C)-äquivarianter Homomorphismus zwischen Symµ





ψ(Y ) = 0.





so bekommt man zunächst
ψ(Y )ρµ(A
−1)−1f(AtZA) = ρµ+2(A−1)−1ψ(AtZA)f(AtZA).
Speziell für f(Z) = v = const und Z = i1n gibt das
0 = ρµ+2(A
−1)−1ψ(AtAi)(v)
und dann ist auch ψ(AtAi)(v) = 0 für alle v, also ψ(AtAi) = 0. Jedes Y ist
aber von der Gestalt Y = AtA mit einem A ∈ GL(n,R).
Wir können den Differentialoperator Satoh-Yamazaki-Böcherer jetzt bereits
als holomorphes Bild eines Shimura-Differentialoperators beschreiben.
Darüber hinaus wissen wir aber sogar, nach der Regel von Pieri, dass Symµ+2
in Symµ⊗Sym2 genau einmal vorkommt. Die Regel von Pieri dürfen wir an-
wenden, da wir mit Symµ und Sym2 gerade zwei Darstellungen haben, die
beide durch einzeilige Diagramme beschrieben werden können. Mit
µ = (µ, 0, ..., 0) und ν = (2, 0, ..., 0) ergeben sich somit nach der Regel von
Pieri die möglichen Diagramme zu λ = (µ + 2, 0, ..., 0) (entspricht gerade
Symµ+2) sowie λ = (µ + 1, 1, 0, ..., 0) und λ = (µ, 2, 0, 0, ..., 0) (diese bei-
den interessieren uns im Moment nicht) unter der gewohnten Bedingung
λ1 ≥ µ1 ≥ ... ≥ µn−1 ≥ λn ≥ 0.
Somit beschreibt der Operator Satoh-Yamazaki-Böcherer die (irreduzible)
Pieri-Komponente in Shimuras Differentialoperator Dρ für ρ = Symµ.
Mit diesem interessanten Zusammenhang endet das Kapitel der Differen-
tialoperatoren und wir fassen nachfolgend noch einmal die wichtigsten Er-
kenntnisse aus diesem Kapitel zusammen.
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Resumé Was sollte man aus diesem Kapitel mitnehmen? In Abschnitt
3.3 wurde ein nicht-holomorpher und äquivarianter Differentialoperator
D : C∞ρ (Hn, X) → C∞ρ⊗τ (Hn, S1(T,X))








Dρ(f)(u) := ρ(Y )
−1D[ρ(Y )f ](u).
Diesen werden wir in Kapitel 5 zur Konstruktion holomorpher Differential-
operatoren verwenden und uns hauptsächlich für den Fall ρ = Sym1 ⊗ detk
interessieren. Relevant ist außerdem die zu Beginn des Abschnittes definier-
te Darstellung in S1(T,X) sowie die Identifizierung mit S1(T ) ⊗ X im An-
schluss. Ferner wurde die Beobachtung festgehalten, dass man S1(T ) iden-
tifizieren kann mit Sym2.




l,k(Hn, V (l)) → C∞l+2,k(Hn, V (l+2))
















Diesen werden wir in dem nun folgenden Kapitel 4 zur Konstruktion holo-
morpher Differentialoperatoren verwenden.
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Differentialoperatoren - Vorgehensweise I
In diesem Kapitel werden wir holomorphe und äquivariante Differential-
operatoren konstruieren, ausgehend von dem nicht-holomorphen, äquiva-
rianten Differentialoperator δk aus der Arbeit von S. Böcherer, T. Satoh und
T. Yamazaki ([2]), der in Kapitel 3 eingeführt wurde.
Es werden im Folgenden auf zwei Arten neue Differentialoperatoren kon-
struiert. Zunächst wird im ersten Abschnitt 4.1 die Differenz
k · δk+l (g · f)− (k + l) · δk(f) · g
betrachtet, ausgehend von einem f mit vektorwertigem Automorphiefak-
tor und einem skalarwertigen g. Wir werden sehen, dass wir auf diese Wei-
se einen bilinearen, holomorphen & äquivarianten Differentialoperator er-
halten werden und somit können wir bereits am Ende des Abschnittes ein
erstes Ergebnis formulieren.
Auf dieser Konstruktion aufbauend wird in Abschnitt 4.2, durch das Ein-
setzen einer konkreten Funktion für g, ein linearer (und iterierbarer), ho-
lomorpher & äquivarianter Differentialoperator konstruiert. Aus Gründen
der Übersichtlichkeit wird der Abschnitt 4.2 in drei Unterabschnitte aufge-
teilt. 4.2.1 dient der Entwicklung des Minuenden der Konstruktion, 4.2.2 der
Entwicklung des Subtrahenden und in Unterabschnitt 4.2.3 wird der Diffe-
rentialoperator schließlich vollständig betrachtet und analysiert. Abschlie-
ßend dient der Abschnitt 4.3 der Veranschaulichung der neu konstruierten
Differentialoperatoren mit Hilfe eines Beispiels für den Fall n = 4.
4 Konstruktion äquivarianter und holomorpher Differentialoperatoren -
Vorgehensweise I
4.1 Bilinearer, holomorpher Differentialoperator -
Konstruktion
Wir nehmen ein f aus C∞
Symν⊗detk(Hn, V




k · δk+l(g · f)− (k + l) · δk(f) · g
Diese Differenz dürfen wir bilden, da es sich hierbei gerade um eine Diffe-
renz von Funktionen handelt, die beide Werte im Raum
C∞Symν+2⊗detk+l(Hn, V
(ν+2))
haben und auf denen die gleiche Operation angewendet wird.
Wir leiten den Abschnitt zunächst mit einer Erinnerung, aus Kapitel 3, ein.
Erinnerung 4.1.
Für eine Variable Z aus Hn und ein f aus C∞Symν⊗detk(Hn, V
(ν)) wird der Differen-


























. Hierbei bezeichnet δij das Kronecker-Delta und
ImZ = Y . Des Weiteren sei A[x] = xAxt wobei x selbst Zeilenvektor (x1, . . . , xn)
ist.
Nun können wir mit der Konstruktion des Differentialoperators beginnen.
Wir bilden die Differenz
k · δk+l(g · f)− (k + l) · δk(f) · g (4.1)
Nach dem Einsetzen des Differentialoperators δ aus der Arbeit von S. Bö-
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Vorgehensweise I


































Ein klein wenig mehr Übersichtlichkeit erreicht man durch Multiplikation
































Man beachte, dass g skalarwertig ist und kann somit direkt erkennen, dass
die beiden Imaginärteile von der gleichen Gestalt (mit unterschiedlichen





















































im Minuend sowie im Subtra-





















stehen. Dies ist unser erster konstruierter Differentialoperator und es ergibt
sich folgendes
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Erstes Ergebnis Fassen wir die Beobachtungen dieses Abschnittes zu-
sammen. Nach Einsetzten des Differentialoperators δ in die Differenz (4.1)
konnte man erkennen, dass sowohl der Minuend als auch der Subtrahend
aus zwei Teilen, einem nicht-holomorphen und einem holomorphen, beste-
hen. Der Imaginärteil (nicht-holomorpher Teil) beider Seiten war von der
gleichen Gestalt und fiel somit vollständig weg. Somit blieben in unserer
Konstruktion nur noch holomorphe Anteile übrig und daher ist der kon-
struierte Differentialoperator holomorph.
Des Weiteren ist unser Differentialoperator äquivariant bzgl. der symplek-
tischen Gruppe Sp(n,R), da wir die Differenz zweier nicht-holomorpher,
äquivarianter Differentialoperatoren δ betrachten (vgl. Abschnitt 3.4, Lem-
ma 3.11.) und die Äquivarianz hierbei natürlich erhalten bleibt.
Bleibt noch die Frage zu klären, ob unsere Konstruktion (4.2) ungleich Null
ist. Für ein beliebiges g erkennt man direkt, dass die Differenz nicht Null
werden kann. Auf der rechten Seite stehen die holomorphen Ableitungen
von f und auf der linken Seite kommen keine Ableitungen von f vor, son-
dern nur f selbst. Für k, l ̸= 0 kann die Differenz somit im allgemeinen nicht








HSymν⊗detk(Hn, V (ν))×Hdetl(Hn,C) → HSymν+2⊗detk+l(Hn, V (ν+2))



















ein bilinearer und holomorpher Differentialoperator gegeben, der für alle Funktio-
nen f ∈ HSymν⊗detk(Hn, V (ν)) und g ∈ Hdetl(Hn,C) die Äquivarianzeigenschaft[







für M ∈ Sp(n,R) erfüllt. Die Konstruktion ist Null nur für den Fall k = l = 0.
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Anmerkung 4.3.
Dieser Typ an Differentialoperator kommt uns natürlich bekannt vor. Es handelt
sich hierbei um die, in Kapitel 3 eingeführte, Rankin-Cohen-Klammer.
Nun ist der obige Differentialoperator bilinear und leider nicht iterierbar.
Um unsere Chancen zu verbessern einen linearen und iterierbaren Diffe-
rentialoperator zu konstruieren, werden wir daher im nächsten Abschnitt
unsere geforderten Eigenschaften etwas abschwächen. Genauer gesagt wer-
den wir die Äquivarianzforderung auf die Untergruppe Sp(n,R)×Sp(n,R)
von Sp(2n,R) einschränken. Dies wird unsere Situation deutlich verbessern
und uns den Weg zu einem holomorphen, linearen und iterierbaren Diffe-
rentialoperator ermöglichen.
4.2 Linearer, holomorpher Differentialoperator -
Konstruktion
Dieser Abschnitt beschäftigt sich mit der Frage, wie wir ausgehend vom























einen linearen Differentialoperator gewinnen können. Ausgangspunkt sei
wieder f ∈ C∞
Symν⊗detk(H2n, V
(ν)) und g ∈ C∞
detl
(H2n,C) (beachte: Grad 2n),
nur dass wir diesmal für g eine konkrete Funktion einsetzen werden. Diese
Vorgehensweise wurde bereits im skalarwertigen Fall mit Erfolg von S. Bö-
cherer (s. [3]) umgesetzt und soll nun auch uns zum gewünschten Ergebnis
verhelfen.
Zunächst benötigen wir aber noch ein paar Informationen, die von S. Bö-
cherer bereits in [3] behandelt wurden und geben diese im Folgenden wie-
der. Wie in [3] und [4] bereits behandelt und auch in Kapitel 1 eingeführt,
betrachten wir nun die natürliche (diagonale) Einbettung
ιn : Sp(n,R)× Sp(n,R) ↪→ Sp(2n,R).
Für M ∈ Sp(n,R) schreiben wir M↑ anstelle von ιn(M, 12n).
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mit Z1, Z4 ∈ Hn und Z2, Zt2 ∈ C(n,n).
Nun stellen wir uns die folgende Frage.
Was sollte die Funktion g erfüllen? Ausgangspunkt sei der bilineare,
holomorphe Differentialoperator [∗, ∗] aus Theorem 4.2. (ρ, detl 7→ ρ′). Wir
möchten einen linearen Differentialoperator
D : C∞ρ (Hn, Vρ) → C∞ρ′ (Hn, Vρ′ )
vermöge
D(f) := [ f, ϕ ]




= D(f) |ρ′ M
für M ∈ Sp(n,R)× Sp(n,R) ⊂ Sp(2n,R) erfüllt sein soll, d.h. es soll
[ f |ρ M, ϕ ]︸ ︷︷ ︸
=[ f |ρ M , (ϕ |l M−1) |l M ]
=[ f , ϕ |l M−1]
!
= [ f, ϕ ] |ρ′ M
gelten. Folglich suchen wir nach einer holomorphen Funktion ϕ : H2n → C,
die die Bedingung
ϕ |l M−1 = ϕ
für alle M aus Sp(n,R)× Sp(n,R) erfüllt.
Des Weiteren hängt eine solche Funktion nicht von den Realteilen von Z1








mit B1, B4 aus Symn(R) ist
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Sucht man nun eine Funktion ϕ mit obigen Eigenschaften, die nur noch von
Z2 abhängt, dann bleibt uns für diese nur noch eine Wahl. Somit formulieren
wir, wie auch schon S. Böcherer in [3], folgende
Bemerkung 4.4. [3, S.25, Remark 1]










Dann ist ϕl eine symmetrische Funktion von Gewicht −l für Sp(n,R)↑ und Sp(n,R)↓,
d.h. für alle M ∈ Sp(n,R) gilt:
ϕl |−l M↑ = ϕl , ϕl |−l M↓ = ϕl und ϕl(V ⟨Z⟩) = ϕl(Z)













Diese Funktion ist sogar - bis auf eine Konstante - eindeutig. Dies möchten
wir nachfolgend begründen.
Wir behaupten, dass jede Funktion ψ, die die obigen Eigenschaften erfüllt,
von der Gestalt ψ = c ·detl ist, mit einer Konstanten c (diese ist gleich ψ(1n)).
Möchten wir nun die Gleichheit zweier holomorpher Funktionen auf C(n,n)
(entspricht der Variablen Z2 von oben) zeigen, so brauchen wir dies nur auf
reellen Matrizen Z zu tun, genauer gesagt auf invertierbaren reellen Matri-








ein Transformationsverhalten und dieses führt zu
ψ(X) = ψ(X · 1n) = det(X)l · ψ(1n).
Somit sind wir fertig mit unseren Überlegungen zu einer geeigneten Funk-
tion g und können nun nachfolgend die Funktion ϕl(Z) := det(Z2)l für g in
unseren bilinearen, holmorphen Differentialoperator (4.2) einsetzen.
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4.2.1 Entwicklung von Lδ












der Konstruktion (4.2), nach dem Einsetzen der Funktion det(Z2)l für g, be-
trachtet.
Hierzu benötigen wir zunächst noch zwei Bezeichnungen.
Bezeichnung 4.5.
























Diese partiellen Ableitungen werden mit ∂deti,j bezeichnet.
Bezeichnung 4.6.
Sei f : H2n → Vρ gegeben mit der ν-ten symmetrischen Potenz ρ = Symν ⊗ detk
als Darstellung. Diese können wir mit dem Vektorraum der homogenen Polynome




1 · . . . · xm2n2n .
Die Summe wird von nun an mit f̃ bezeichnet.
Nun sind die benötigten Bezeichnungen eingeführt und wir können mit der











können wir schreiben als
k
2πi
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Hierbei bezeichnet ( x̃1 x̃2 ) die Matrix der Größe 1 × 2n (bzw. den Zeilen-






transponierte Matrix der Größe 2n× 1 (bzw. den Spaltenvektor).
Die partiellen Ableitungen der Funktion det(Z2)l auf den Diagonalblöcken
Z1 und Z4 sind null und somit ergibt sich für Lδ folgender Ausdruck:
k
2πi
( x̃1 x̃2 )

0 ... 0 ∂det1,n+1 ... ∂
det
1,2n









n,n+1 0 ... 0
...
...















∂det1,n+1x1xn+1 + ...+ ∂
det
1,2nx1x2n + ...+ ∂
det
n,n+1xn+1xn + ...+ ∂
det
n,2nx2nxn
+ ∂det1,n+1x1xn+1 + ...+ ∂
det
n,n+1xnxn+1 + ...+ ∂
det











































Da die Ableitungen auf der Diagonale null sind, haben wir in der obigen Summe
nur noch partielle Ableitungen ∂deti,j mit i ̸= j und daher ist
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Damit ist die linke Seite fast beschrieben. Es fehlt nur noch die Berechnung
der partiellen Ableitungen von det(Z2)l. Diese Ableitungen wollen wir nun
nachfolgend genauer betrachten.
Bemerkung 4.8.
Mit Hilfe des Laplaceschen Entwicklungssatz (Entwicklung nach der i-ten Zeile)






(−1)i+j · zi,j · det(Zi,j)
)l
wobei Zi,j die (n − 1) × (n − 1) Untermatrix von Z2 ist, die durch Streichen der
i-ten Zeile und j-ten Spalte entsteht. (−1)i+j bezeichnet den Vorzeichenfaktor und










































Somit ist Lδ beschrieben.
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4.2.2 Entwicklung von Rδ












der Konstruktion (4.2), nach dem Einsetzen der Funktion det(Z2)l für g, be-
trachtet.
Hierzu wird zunächst wieder eine Bezeichnung eingeführt.
Bezeichnung 4.9.
Es sei f : H2n → Vρ mit ρ = Symν ⊗ detk und analog zu Bezeichnung 4.5.















Diese partiellen Ableitungen werden im Folgenden mit ∂ f̃i,j bezeichnet.





























































Wieder bezeichnet ( x̃1 x̃2 ) den Zeilenvektor mit x̃1 = x1 . . . xn und





die Transponierte bzw. den entsprechenden Spal-
tenvektor.
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(Ableitungen aus Z4 ohne Diagonale)
)
(4.4)
(Anmerkung: Damit es zu keiner Verwechslung kommt sei erwähnt, dass
die Nummerierung (4.4) sich auf den gesamten Ausdruck Rδ bezieht und
nicht nur auf die zweite Zeile.)
Somit ist Rδ beschrieben und wir können nun den gesamten Differential-
operator betrachten.
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4.2.3 Die Differenz (Lδ −Rδ)





























































































Dies ist unser zweiter konstruierter Differentialoperator D und wir formu-
lieren ein
Zweites Ergebnis Fassen wir die Beobachtungen dieses Abschnittes
zusammen. Das Einsetzen der Funktion ϕl(Z) := det(Z2)l für g in den Diffe-





geliefert, der nur noch von der Funktion f abhängt. Aus g = det(Z2)l wur-
den, von Z2 abhängige, Koeffizienten des Operators und leider sind diese
nicht-konstanten Koeffizienten auch der Preis, den wir zahlen müssen, für
das Erhalten eines linearen und iterierbaren Differentialoperators.
Des Weiteren ist der Operator noch immer holomorph, daran hat sich na-
türlich auch nach dem Einsetzen von det(Z2)l für g nichts geändert. Auch
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die geforderte Äquivarianz ist wieder erfüllt, jedoch nur noch bzgl. der Un-
tergruppe Sp(n,R)× Sp(n,R) ⊂ Sp(2n,R).
Abschließend bleibt wieder die Frage zu klären, ob die Konstruktion (4.5)
auch ungleich Null ist. Da es sich hier um die Differenz zweier Monome
unterschiedlichen Grades (l und l − 1) handelt, können wir die Frage für
k, l ̸= 0 mit ja beantworten und formulieren schließlich folgendes
Theorem 4.10.
Mit der Konstruktion (4.5) gibt es zu einer Darstellung Symν⊗detk einen linearen
und holomorphen Differentialoperator






der für alle f ∈ HSymν⊗detk(H2n, V (ν)) die Äquivarianzeigenschaft
D(f |Symν⊗detk M↑) = D(f) |Symν+2⊗detk M↑
D(f |Symν⊗detk M↓) = D(f) |Symν+2⊗detk M↓
und
D(f |Symν⊗detk V ) = D(f) |Symν+2⊗detk V




0 0 11 0
)
∈ Sp(2n,R) erfüllt. Die Konstruktion
ist Null nur für den Fall k = l = 0.
Beobachtung 4.11.
Iteriert man den Operator D und betrachtet ihn in Verbindung mit der Restriktion
Z2 = 0, so wird dieser zu null. Da wir in unserer Konstruktion nur Ableitungen
erster Ordnung bilden, kann det(Z2)l nie zu einer Konstanten werden. Der Diffe-
rentialoperator bleibt sets von Z2 abhängig und fällt somit weg im Fall Z2 = 0.
Bemerkung 4.12.
Die Konstruktionen in diesem Kapitel (s. Theorem 4.2. & 4.10.) haben jeweils ei-
ne Variante für holomorphe Funktionen und eine für C∞-Funktionen. Der Grund
dafür ist, dass die Transformationseigenschaft dieser Operatoren herrührt von der
Kettenregel für die holomorphe Transformation Z 7→ (AZ + B)(CZ + D)−1 und
von der Art und Weise, wie sich der Imaginärteil transformiert.
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4.3 Beispiel: Der Fall n=4.
Gegeben sei f ∈ C∞
Sym1⊗detk(H4, V









( z1,1 z1,2 z1,3 z1,4
z2,1 z2,2 z2,3 z2,4
z1,3 z2,3 z3,3 z3,4
z1,4 z2,4 z4,3 z4,4
)
























mit x = (x1, x2, x3, x4). Sei nun wieder g : H4 → C mit Z 7→ det(Z2)l, so
ergibt sich für Lδ:
k
2πi
( x1 x2 x3 x4 )


















) ( f1x1+f2x2+f3x3+f4x4 ) .
Die Ableitungen auf den Blöcken Z1 und Z4 sind null und wir erhalten
k
2πi
( x1 x2 x3 x4 )










) ( f1x1+f2x2+f3x3+f4x4 ) .






1,3 + x1x4 2∂
det
1,4 + x2x3 2∂
det






Analog zur allgemeinen Vorgehensweise müssen wir auch an dieser Stel-
le die partiellen Ableitungen der Determinante von Z2 berechnen. Hierzu
betrachten wir folgende
Nebenrechnung 4.13.
Es sei det(Z2) = det (
z1,3 z1,4
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Diese Ableitungen, aus der Nebenrechnung 4.13, können wir nun einsetzen
und erhalten für Lδ den Ausdruck
k l det(Z2)l−1
2πi




Somit ist Lδ für n = 4 beschrieben.
Nun betrachten wir Rδ. Für den Fall n = 4 erhält man den Ausdruck
l
2πi













































































Somit ist Rδ für n = 4 beschrieben und wir können schließlich wieder die
gesamte Differenz betrachten.
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In diesem Kapitel werden wir holomorphe und äquivariante Differential-
operatoren konstruieren, ausgehend von dem nicht-holomorphen, äquiva-
rianten Differentialoperator Dρ aus der Arbeit von G. Shimura ([19]), der in
Kapitel 3 eingeführt wurde.
Auch in diesem Kapitel werden wir anfänglich wieder auf zwei Arten Diffe-
rentialoperatoren direkt & explizit konstruieren. Zunächst wird im folgen-
den Abschnitt 5.1 die Differenz
l ·DSym1⊗detk(f) · g − L ◦ (f ⊗Ddetl(g))
gebildet, ausgehend von einem f mit vektorwertigem Automorphiefaktor,
genauer f aus C∞
Sym1⊗detk(Hn, X ) und einem skalarwertigen g aus
C∞
detl
(Hn,C). Diese Differenz dürfen wir bilden, da es sich hierbei gerade
um eine Differenz von Funktionen handelt, die beide Werte im Raum
C∞
Sym1⊗Sym2⊗detk+l(Hn, S1(T,X))
haben und auf denen die gleiche Operation angewendet wird. Hinter L ver-
birgt sich die Zerlegung in irreduzible Teile des Tensorproduktes ρ⊗ τ bzw.
in unserem Fall Sym1 ⊗ Sym2. (In Unterabschnitt 5.1.4 gehen wir darauf
genau ein). Auf diese Weise werden wir einen bilinearen, holomorphen &
äquivarianten Differentialoperator erhalten. Dies erfordert jedoch deutlich
mehr Aufwand als das in Kapitel 4 der Fall war, da der Imaginärteil hier
nicht durch eine einfache Differenzbildung wegfällt.
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Aus Gründen der Übersichtlichkeit wird der Abschnitt 5.1 in vier Unterab-
schnitte aufgeteilt. Unterabschnitt 5.1.1 dient der Entwicklung des Minuen-
denDSym1⊗detk(f)g der Konstruktion (ohne l), 5.1.2 beinhaltet die notwendi-
gen Nebenrechnungen für die Entwicklung des Minuenden, 5.1.3 dient der
Entwicklung des Subtrahenden f ⊗Ddetl(g) der Konstruktion (zunächst oh-
ne L) und in Unterabschnitt 5.1.4 wird die Differenz schließlich vollständig
betrachtet.
Auf dieser Konstruktion aufbauend wird in Abschnitt 5.2, durch das Ein-
setzen einer Funktion für g, ein linearer, holomorpher & äquivarianter Dif-
ferentialoperator konstruiert. Den Abschnitt 5.3 werden wir nutzen um ei-
ne, über die beiden expliziten Konstruktionen hinausgehende, Beobachtung
festzuhalten und schließlich Differentialoperatoren zu jeder beliebigen irre-
duziblen Darstellung ρ zu erhalten. Abschließend dient Abschnitt 5.4 der
Veranschaulichung der neu konstruierten Differentialoperatoren mit Hilfe
eines Beispiels für den Fall n = 2.
5.1 Bilinearer, holomorpher Differentialoperator -
Konstruktion
Wir starten den Abschnitt mit einer Erinnerung aus Kapitel 3 und beginnen
dann direkt mit der Konstruktion des Differentialoperators.
Erinnerung 5.1.







mit 1 ≤ u ≤ v ≤ n und u ∈ T = Symn(Cn×n). Des Weiteren definieren wir
Dρf ∈ C∞ρ⊗τ (Hn, S1(T,X)) durch
Dρ(f)(u) := ρ(Y )
−1D[ρ(Y )f ](u).
Bezeichnung 5.2.














5 Konstruktion äquivarianter und holomorpher Differentialoperatoren -
Vorgehensweise II
Nun können wir mit der Konstruktion unseres Differentialoperators begin-
nen. Wir starten zunächst mit einem etwas naiveren Ansatz - ohne Einbe-
zug von L - und arbeiten uns zu einer raffinierteren Lösung, die die Zer-
legung des Tensorproduktes in irreduzible Teile berücksichtigt, vor. Aus-
gangspunkt sei die Differenz
l ·DSym1⊗detk(f)g︸ ︷︷ ︸
LD
−L ◦ (f ⊗Ddetl(g))︸ ︷︷ ︸
RD
, (5.1)
wobei wir zunächst nur an den Ausdrücken LD und RD interessiert sind.
Diese werden nun getrennt voneinander entwickelt.
5.1.1 Entwicklung von LD
Allgemein formuliert betrachten wir die Funktion
Dρ(f)g.










und für die Darstellung ρ = Sym1 ⊗ detk erhält man für LD den Ausdruck












Analog zu Bezeichnung 4.6. in Kapitel 4 kann man auch hier die Funktion f als




1 · . . . · xmnn
schreiben. Da wir in diesem Kapitel nur Sym1 und somit ν = 1 betrachten, ergibt
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Mit dieser Bemerkung 5.3. erhalten wir für LD den Ausdruck












Weiter ist Sym1(Y ) = Y und wir erhalten












(Y ) bzw. Y bezeichnet eine symmetrische n× n−Matrix.
Bemerkung 5.4.
Aus der Algebra wissen wir, dass man die Inverse einer Matrix mit Hilfe der Ad-
junkten berechnen kann (s. Cramersche Regel). Es gilt
Y −1 = 1
det(Y )
· Adj(Y )
mit det(Y ) ̸= 0. Mit Adj(Y ) wird die Adjunkte der Matrix Y , also die Trans-
ponierte der Kofaktormatrix Cof(Y )t, bezeichnet. Die Kofaktoren werden mit ai,j
bezeichnet und wie üblich durch die Formel ai,j = (−1)i+jdet(Yi,j) definiert. Hier-
bei bezeichnet det(Yi,j) gerade die Determinante der Untermatrix von Y , die durch
Streichen der i-ten Zeile und j-ten Spalte entsteht.















Wir können die endliche Summe
∑n
d=1 fdxd als Produkt aus einem Zeilen-










( x1 ... xn )
( y1,1 ... y1,n
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durch Matrizenmultiplikation. Bevor wir das tun, müssen wir zunächst die





( x1 ... xn )
( y1,1 ... y1,n


























( y1,1 ... y1,n
















( x1 ... xn )
( y1,1 ... y1,n















Diese Nebenrechnungen werden im nachfolgenden Unterabschnitt 5.1.2 be-
rechnet. Für eine bessere Übersichtlichkeit, greifen wir aber etwas vor und
setzen die Ergebnisse der drei Nebenrechnungen schon jetzt ein. Auf diese
Weise müssen wir die Entwicklung des Ausdrucks LD an dieser Stelle nicht












xq · det(Y )k+1
]
︸ ︷︷ ︸










































(5.5) Ergebnis Nebenrechnung 3
g
mit Kofaktoren a ∈ Adj(Y ), mit u ∈ T und eu,v =
{
1 falls u = v
2 falls u ̸= v.
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Somit ist LD beschrieben und wir halten fest, dass der Ausdruck aus zwei
Termen besteht, einem holomorphen Anteil LHol und einem nicht- holomor-
phen Anteil (Imaginärteil) LNicht−Hol.
Im folgenden Unterabschnitt 5.1.2 werden nun die drei Nebenrechnungen
nachgereicht und detailliert aufgeführt. Die Entwicklung von RD ist im dar-
auffolgenden Unterabschnitt 5.1.3 zu finden.
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5.1.2 Nebenrechnungen zur Entwicklung von LD
Nebenrechnung 1
Die erste Nebenrechnung lautet[














Als n× n−Matrizen betrachtet kann man diese schreiben als
(x1 ... xi... xn)

a1,1 ... a1,i ... a1,n
... . . .
...
...
a1,i ... ai,i ... ai,n
...
... . . .
...
a1,n ... ai,n ... an,n

︸ ︷︷ ︸
Adj(Y )︸ ︷︷ ︸
(∗1)

y1,1 ... y1,i ... y1,n
... . . .
...
...
y1,i ... yi,i ... yi,n
...
... . . .
...
y1,n ... yi,n ... yn,n









 det(Y )k .
Bevor wir mit der Rechnung beginnen, benötigen wir noch folgende
Bemerkung 5.5.
Man kann leicht nachprüfen, dass die Adjunkte Adj(Y ) einer symmetrischen Ma-
trix Y wieder symmetrisch ist. Es gilt daher
Adj(Y ) = Cof(Y )t = Cof(Y )
und für einen Kofaktor mit beliebigem Index i, j gilt ai,j = aj,i.
Nun können wir mit der Rechnung beginnen. Man erhält für die erste Ma-






xra1,r , ... ,
n∑
r=1






Nach Einsetzen von (∗1) in die Nebenrechnung
( )︸ ︷︷ ︸
(∗1)

y1,1 ... y1,i ... y1,n
... . . .
...
...
y1,i ... yi,i ... yi,n
...
... . . .
...
y1,n ... yi,n ... yn,n

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(x1a1,1 +···+ xia1,i +···+ xna1,n) y1,1 +···+
(x1a1,i +···+ xiai,i +···+ xnai,n) y1,i +···+
(x1a1,n +···+ xiai,n +···+ xnan,n) y1,n
]








(x1a1,1 +···+ xia1,i +···+ xna1,n) yi,1 +···+
(x1a1,i +···+ xiai,i +···+ xnai,n) yi,i +···+
(x1a1,n+···+xiai,n+···+xnan,n) yi,n
]








(x1a1,1 +···+ xia1,i +···+ xna1,n) y1,n +···+
(x1a1,i +···+ xiai,i +···+ xnai,n) yi,n +···+
(x1a1,n +···+ xiai,n +···+ xnan,n) yn,n
]
det(Y )k (Term n)
















































































det(Y )k (Term n)








































































Nun könnte man sich mit dieser zusammengefassten Summenschreibweise
zufrieden geben und diese als Ergebnis der Nebenrechnung 1 nutzen, aber
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wir möchten nochmal einen kleinen Schritt zurück gehen und eine alternati-
ve Sortierung der Elemente betrachten. Hierzu nehmen wir einen beliebigen









x1yi,1a1,1 +···+ xiyi,1a1,i +···+ xnyi,1a1,n+···+
x1yi,ia1,i +···+ xiyi,iai,i +···+ xnyi,iai,n +···+





Versucht man den Term dieses mal nicht „zeilenweise“ zu lesen, sondern
„spaltenweise“, so fällt auf, dass die Elemente in der i-ten „Spalte“ (siehe Pfeil) ge-




entsprechen. Nach dem Entwicklungssatz von
Laplace und einer Entwicklung nach der i-ten Zeile ist
∑n
j=1 yi,jai,j genau die De-
terminante von Y . Entsprechend sieht man, dass alle anderen „Spalten“ gerade der
Entwicklung einer Determinante, mit Kofaktoren einer anderen Zeile, entsprechen.
Da die Entwicklung einer Determinante (nach der i-ten Zeile), mit Kofaktoren einer




































































Dies können wir weiter zusammenfassen und erhalten somit als Ergebnis










xq det(Y )k+1. (5.3)
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Nebenrechnung 2
Die zweite Nebenrechnung lautet[






( y1,1 ... y1,n










Als n× n−Matrizen betrachtet schreibt man sie als
( x1 ... xi... xn )

a1,1 ... a1,i ... a1,n
... . . .
...
...
a1,i ... ai,i ... ai,n
...
... . . .
...
a1,n ... ai,n ... an,n

︸ ︷︷ ︸
(∗1) analog zu Nebenrechnung 1
 ∑u,v u ∂∂z

y1,1 ... y1,i ... y1,n
... . . .
...
...
y1,i ... yi,i ... yi,n
...
... . . .
...










Bevor wir mit der Matrizenmultiplikation beginnen, benötigen wir noch fol-
gende
Bemerkung 5.7.
Betrachten wir die Summe der partiellen Ableitungen der symmetrischen n × n−
Matrix Y genauer. Wir behaupten, dass
 ∑u,v u ∂∂z

y1,1 ... y1,i ... y1,n
... . . .
...
...
y1,i ... yi,i ... yi,n
...
... . . .
...






































Warum ist dies so? Betrachtet man die Summe der partiellen Ableitungen für einen



















= 0 + ...+ 0 + ...+ui,j
∂
∂zi,j




Der Faktor − i
2
entsteht durch die Wirtinger Ableitung ∂
∂z
.
Diese Bemerkung 5.7. setzen wir in unsere Nebenrechnung 2 ein.
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Zusätzlich geben wir noch zwei weitere Indizes j, k in der Matrix an. Das
scheint jetzt noch nicht relevant, wird aber zu einem späteren Zeitpunkt
hilfreich sein. Wir berechnen






























































































































































































































Das können wir wieder zusammenfassen und erhalten schließlich für Ne-

















(Hinweis zu (5.4): Für ein beliebiges Indexpaar i, j mit i ̸= j zu einem Ele-
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Nebenrechnung 3
Die dritte und letzte Nebenrechnung lautet[













Wir schreiben diese wieder als
( x1 ... xi... xn )

a1,1 ... a1,i ... a1,n
... . . .
...
...
a1,i ... ai,i ... ai,n
...
... . . .
...
a1,n ... ai,n ... an,n


y1,1 ... y1,i ... y1,n
... . . .
...
...
y1,i ... yi,i ... yi,n
...
... . . .
...








 (∑u,v u ∂∂z det(Y )k) .
















Schließlich müssen wir noch die partiellen Ableitungen von det(Y )k berech-
nen. Wir benötigen hierzu folgende
Bemerkung 5.8.
Unter Anwendung der Wirtinger Ableitung ∂
∂z
und mit Hilfe von Satz 3.4. aus








det(Y )k =− i
2
·k·det(Y )k Y −1
=− i
2

















mit u ∈ T und Kofaktoren a ∈ Adj(Y ). Außerdem eu,v = 2 falls u ̸= v und
eu,v = 1 falls u = v.
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5.1.3 Entwicklung von RD
Allgemein formuliert betrachten wir die Funktion
f ⊗Dρ(g).
Nach Einsetzen der Definition von D und Dρ ist dies








und für die Darstellung ρ = detl erhält man den Ausdruck RD:
n∑
d=1









Nach Anwenden der Produktregel folgt für RD der Ausdruck
n∑
d=1

















Nun sind wir schon fast fertig mit der Entwicklung von RD und müssen
nur noch die Ableitungen der Determinante det(Y )l berechnen. Dies funk-
tioniert analog zu Bemerkung 5.8. und somit erhalten wir für RD
n∑
d=1


















mit eu,v = 2 falls u ̸= v und eu,v = 1 falls u = v sowie Kofaktoren a ∈ Adj(Y )































Somit ist RD beschrieben. Auch hier können wir festhalten, dass der Aus-
druck aus zwei Termen besteht, einem holomorphen Anteil RHol und einem
nicht-holomorphen Anteil RNicht−Hol.
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5.1.4 Die Differenz (l · LD − L ◦RD)
Fassen wir die bisherigen Erkenntnisse kurz zusammen. Wir wissen aus
Formel (5.2), dass der Ausdruck
DSym1⊗detk(f)g︸ ︷︷ ︸
LD = LHol + LNicht−Hol









































geschrieben werden kann. Analog wissen wir aus (5.6), dass der Ausdruck
f ⊗Ddetl(g)︸ ︷︷ ︸
RD =RHol +RNicht−Hol






























geschrieben werden kann. Was fällt uns nun auf, wenn wir die beiden Aus-
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drücke LD und RD betrachten?
Wir schauen zunächst auf die nicht-holomorphen Anteile. Vergleichen wir
diese miteinander so sieht man schnell, dass diese - im Gegensatz zu Ka-
pitel 4 - nicht durch eine einfache Differenzbildung wegfallen würden. Es
sind daher ein paar mehr Arbeitsschritte notwendig, um das Problem in
den Griff zu bekommen.
Erinnern wir uns daran, dass wir mit (5.1) eine Differenz von Funktionen
haben mit Werten inC∞
Sym1⊗Sym2⊗detk+l(Hn, S1(T,X)). Für das Tensorprodukt
Sym1 ⊗ Sym2 haben wir, mit Hilfe der Regel von Pieri, eine Zerlegung
in (zwei) irreduzible Komponenten kennengelernt. Für beide Komponen-
ten, genannt Pieri-Komponente und Anti-Pieri-Komponente, haben wir be-
reits in Kapitel 2, Abschnitt 2.2 eine geeignete Basis (-Transformation) ein-
geführt. Diese möchten wir nun auf LD und RD anwenden. Zum Zwe-
cke der Übersichtlichkeit und um einen Vergleich der beiden Seiten zu er-
leichtern, betrachten wir in einem ersten Schritt die Auswirkungen auf die
nicht-holomorphen Anteile LNicht−Hol und RNicht−Hol und in einem zweiten
Schritt die Auswirkungen auf die holomorphen Anteile LHol und RHol.
Nicht-holomorpher Anteil: Pieri-Komponente Wir erinnern uns an die
Basiselemente der Pieri-Komponente aus Abschnitt 2.2.1. Diese lauten
Typ I xi ⊗ y2i für i ∈ {1, . . . , n}
Typ II xi ⊗ 2yiyj + xj ⊗ y2i für i, j ∈ {1, . . . , n} und i ̸= j
Typ III xi ⊗ 2yjyk + xj ⊗ 2yiyk + xk ⊗ 2yiyj für 1 ≤ i < j < k ≤ n
Zusätzlich erinnern wir uns daran, dass wir nach Beobachtung 3.6 aus Ka-
pitel 3 von den Elementen u ∈ T := Symn(C) zu Polynomen von Grad zwei
übergehen können. Somit können wir beispielsweise ui,i mit y2i identifizie-
ren und ui,j mit 2yiyj . Letztlich rufen wir uns noch den Hinweis zu (5.4)
(Ergebnis der Nebenrechnung 2) von Seite 79 in Erinnerung.
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Die zur Pieri-Komponente dazugehörigen Koeffizienten aus LNicht−Hol und
RNicht−Hol lauten somit:
Koeffizienten aus LNicht−Hol Koeffizienten aus RNicht−Hol




)fiai,i (− il2 )fiai,i
Typ II (−i− ik)fiai,j + (− i2 −
ik
2
)fjai,i (−il)fiai,j + (− il2 )fjai,i
Typ III (−i− ik)fiaj,k + (−i− ik)fjai,k (−il)fiaj,k + (−il)fjai,k
+(−i− ik)fkai,j +(−il)fkai,j
Es gelten die Forderungen an die Indizes i, j, k für Typ I,II & III der Pieri-Basis.
In der linken Spalte der Tabelle sehen wir nun die Elemente der Pieri- Kom-
ponente aus LNicht−Hol oder anders formuliert: die linke Spalte beschreibt
die Pieri-Komponente aus LNicht−Hol und wir bezeichnen diese von nun an
mit LPNicht−Hol. Die rechte Spalte der Tabelle beschreibt die Pieri-Komponente















cP1 · LPNicht−Hol − cP2 ·RPNicht−Hol = 0.
Um detailliert zu zeigen, warum das so ist, benötigen wir folgende
Nebenrechnung 5.9.
Wir rechnen nach für Basiselemente von Typ I, II und III:
Typ I : cP1 (− i2 −
ik
2
)fiai,i − cP2 (− il2 )fiai,i = 0
Typ II : cP1 (−i− ik)fiai,j + cP1 (− i2 −
ik
2








(2fiai,j + fjai,i − 2fiai,j − fjai,i) = 0
Typ III : cP1 (−i− ik)fiaj,k + cP1 (−i− ik)fjai,k + cP1 (−i− ik)fkai,j








(fiaj,k + fjai,k + fkai,j − fiaj,k − fjai,k − fkai,j) = 0.
Somit ist die Nebenrechnung abgeschlossen.
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Für die Differenz
cP1 ·DSym1⊗detk(f)g︸ ︷︷ ︸
LD
− cP2 · (f ⊗Ddetl(g))︸ ︷︷ ︸
RD
bedeutet das Einsetzen der Koeffizienten cP1 und cP2 (mit l ̸= 0, k ̸= −1) ein
Wegfallen der Pieri-Komponente des Imaginärteils. Analog gehen wir nun
für die Anti-Pieri-Komponente vor.
Nicht-holomorpher Anteil: Anti-Pieri-Komponente Wir erinnern uns
an die Basiselemente der Anti-Pieri-Komponente aus Abschnitt 2.2.2. Diese
lauten
Typ II a −1
2
(xi ⊗ 2yiyj) + xj ⊗ y2i für i,j={1,...,n} , i ̸=j
Typ III a −1
2
(xi ⊗ 2yjyk) + (−12)(xj ⊗ 2yiyk) + xk ⊗ 2yiyj für 1≤i<j<k≤n
Typ III b −1
2
(xi ⊗ 2yjyk) + xj ⊗ 2yiyk + (−12)(xk ⊗ 2yiyj) für 1≤i<j<k≤n
Die zur Anti-Pieri-Komponente dazugehörigen Koeffizienten aus LNicht−Hol
und RNicht−Hol lauten somit:
Koeffizienten aus LNicht−Hol Koeffizienten aus RNicht−Hol












fiai,j + (− il2 )fjai,i

































Forderungen an die Indizes i, j, k für Typ IIa,IIIa & b gemäß der Anti-Pieri-Basis.
Die linke Spalte der Tabelle beschreibt die Anti-Pieri-Komponente aus
LNicht−Hol und wir bezeichnen diese mit LAPNicht−Hol. Die rechte Spalte der Ta-
belle beschreibt die Anti-Pieri-Komponente aus RNicht−Hol, diese wird mit
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so ist
cAP1 · LAPNicht−Hol − cAP2 ·RAPNicht−Hol = 0
und für die Differenz
cAP1 ·DSym1⊗detk(f)g︸ ︷︷ ︸
LD
− cAP2 · (f ⊗Ddetl(g))︸ ︷︷ ︸
RD
bedeutet das Einsetzen der Koeffizienten cAP1 und cAP2 (mit l ̸= 0, k ̸= 12 ) ein
Wegfallen der Anti-Pieri-Komponente des Imaginärteils.
Bilden wir nun eine Linearkombination, in der sowohl die Koeffizienten cP1
und cP2 als auch die Koeffizienten cAP1 und cAP2 enthalten sind, so gilt
cP1 · LPNicht−Hol + cAP1 · LAPNicht−Hol − cP2 ·RPNicht−Hol − cAP2 ·RAPNicht−Hol = 0
und der gesamte nicht-holomorphe Anteil von LD und RD fällt weg.
Mit dem Wegfall des nicht-holomorphen Anteils haben wir nun einen ers-
ten Meilenstein in diesem Kapitel erreicht und wissen nun, dass wir mit der
Differenz (5.1) (s. Seite 71) einen bilinearen holomorphen Operator erhalten.
Was wir jetzt noch nicht wissen ist, wie die holomorphen Anteile, aufgeteilt
in Pieri- und Anti-Pieri-Komponente, aussehen und ob unsere Konstruktion
letztlich überhaupt ungleich Null ist. Beides wollen wir nachfolgend klären.
Völlig analog zur Vorgehensweise bei den Imaginärteilen, betrachten wir
daher nachfolgend auch die Pieri-Komponente und Anti-Pieri-Komponente
für die holomorphen Anteile LHol und RHol.
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Holomorpher Anteil: Pieri-Komponente Die zur Pieri-Komponente da-
zugehörigen Koeffizienten aus LHol und RHol lauten:









































































Forderungen an Indizes i, j, k für Typ I, II & III der Pieri-Basis.
Die linke Spalte (bzw. die rechte Spalte) beschreibt die Pieri-Komponente
aus LHol (bzw. RHol) und wir bezeichnen diese mit LPHol (bzw. R
P
Hol). Mit
unseren Koeffizienten cP1 und cP2 ist



















Hier bezeichnet IP die Indexmenge, in der alle Tupel (α, β, γ) bzw. „Index-
Kombinationen“ aus der Basis der Pieri-Komponente enthalten sind, wie sie
auch in der obigen Tabelle abzulesen sind, genauer
IP = {(i, i, i)︸ ︷︷ ︸
Typ I
, (i, i, j), (i, j, i)︸ ︷︷ ︸
Typ II
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Holomorpher Anteil: Anti-Pieri-Komponente Die zur Anti-Pieri- Kom-
ponente dazugehörigen Koeffizienten aus LHol und RHol lauten:
Koeffizienten aus LHol Koeffizienten aus RHol

























































































































Es gelten die Forderungen an die Indizes i, j, k für Typ IIa, IIIa & b der Anti-Pieri-
Basis.
Die linke Spalte (bzw. rechte Spalte) beschreibt die Anti-Pieri-Komponente
aus LHol (bzw. RHol) und wir bezeichnen diese mit LAPHol (bzw. R
AP
Hol). Mit
unseren Koeffizienten cAP1 und cAP2 ist



















mit ϵi,j,i = −12 , ϵi,i,j = 1, ϵi,j,k =
1
2
, ϵj,k,i = −1 und ϵi,k,j = 12 .
Hierbei bezeichnet IAP die Indexmenge, in der alle Tupel (α, β, γ) bzw. „Index-
Kombinationen“ aus der Basis der Anti-Pieri-Komponente enthalten sind,
wie sie auch in der obigen Tabelle abzulesen sind, genauer
IAP = {(i, j, i), (i, i, j)︸ ︷︷ ︸
Typ II a
, (i, j, k), (j, k, i), (i, k, j)︸ ︷︷ ︸
Typ III a, III b
}.
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Betrachten wir nun unsere Differenz (5.1), so erhalten wir letztlich einen
bilinearen, holomorphen Differentialoperator, der sich in zwei Kompo-










































Dies ist unser erster konstruierter Differentialoperator in diesem Kapitel
und wir formulieren folgendes
Erstes Ergebnis Allgemein formuliert haben wir es geschafft zu zei-
gen, dass es für eine Darstellung ρ = Sym1 ⊗ detk einen äquivarianten Au-
tomorphismus L von X ⊗ S1(T ) gibt derart, dass die Differenz (5.1)
l ·Dρ(f)g︸ ︷︷ ︸
LD
−L ◦ (f ⊗Ddetl(g))︸ ︷︷ ︸
RD
holomorph wird. Hinter L verbirgt sich gerade die Zerlegung des Tensor-
produktes Sym1 ⊗ Sym2 in irreduzible Teile (Pieri & Anti-Pieri).
Wir wissen bereits aus (5.2) und (5.6), dass sowohl LD als auch RD aus
zwei Termen, einem holomorphen und einem nicht-holomorphen, besteht.
Von den nicht-holomorphen Anteilen wissen wir jetzt, dass sie wegfallen.
Darüber hinaus wissen wir, dass der holomorphe Anteil von LD aus den
holomorphen Ableitungen von f multipliziert mit g besteht. Von dem ho-
lomorphen Term von RD wissen wir, dass er aus f selbst, multipliziert mit
den Ableitungen von g, besteht. Folglich kann die Differenz dieser holo-
morphen Terme nicht zu null werden und auch die Aufteilung der holo-
morphen Terme in Pieri- & Anti-Pieri-Komponente hat daran nichts geän-
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dert. Kritisch zu begutachten ist natürlich, ob die Elemente von gleicher
Gestalt (die partiellen Ableitungen von f mit gleichem Index-Tripel) aus der
Anti-Pieri-Komponente und der Pieri-Komponente sich gegenseitig aufhe-
ben und zu einem verschwinden des Differentialoperators führen könn-
ten. Man kann aber leicht nachrechnen, dass dies nicht der Fall ist. Auch
kann man schnell sehen, dass die Elemente von Typ I nur in der Pieri-
Komponente vorkommen und sich somit niemals durch Elemente aus der
Anti-Pieri-Komponente aufheben lassen und der Differentialoperator auch
schon deshalb nicht null werden kann, sofern l ̸= 0 und k ̸= −1.
Auch die irreduziblen Komponenten werden im allgemeinen nicht zu Null.
Einzige Ausnahme ist der Fall l = 0 & k = −1, für den die Pieri-Komponente
wegfällt und der Fall l = 0 & k = 1
2
, für den die Anti-Pieri-Komponente
wegfällt.
Bleibt noch die Frage zu klären, ob unser Differentialoperator äquivariant
bezüglich der symplektischen Gruppe Sp(n,R) ist. Diese Frage können wir
schnell mit einem Ja beantworten, denn die Äquivarianz liegt darin begrün-
det, dass wir mit (5.1) gerade die Differenz zweier nicht-holomorpher, äqui-
varianter Differentialoperatoren Dρ (s. Satz 3.9.) betrachten und die Äqui-
varianz hierbei natürlich erhalten bleibt.
Nun haben wir alle notwendigen Informationen und formulieren folgendes
Theorem 5.10.




: HSym1⊗detk(Hn, X )×Hdetl(Hn,C) → HSym1⊗Sym2⊗detk+l(Hn, S1(T,X))
der für alle f ∈ HSym1⊗detk(Hn, X ) und g ∈ Hdetl(Hn,C) die Äquivarianzeigen-
schaft [







für M ∈ Sp(n,R) erfüllt. Die Pieri-Komponente der Konstruktion ist Null nur für
den Fall l = 0 & k = −1 und die Anti-Pieri-Komponente ist Null nur für den Fall
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5.2 Linearer, holomorpher Differentialoperator
Der Übergang von unserem bilinearen Differentialoperator zu einem linea-
ren Operator gestaltet sich hier ebenso wie in Kapitel 4. Für Details verwei-
sen wir daher auf Abschnitt 4.2.
Völlig analog zur Vorgehensweise in Abschnitt 4.2 können wir daher auch
in den bilinearen Differentialoperator aus diesem Kapitel für g die Funk-
tion det(Z2)l einsetzen. Nach Berechnung der partiellen Ableitungen von
det(Z2)








































Das Einsetzen der Funktion det(Z2)l für g in den Differentialoperator lie-
fert uns auch hier einen linearen Differentialoperator, der nur noch von der
Funktion f abhängt. Aus g = det(Z2)l wurden, von Z2 abhängige, Koeffi-
zienten des Operators und da es sich wieder um die Differenz zweier Mo-
nome unterschiedlichen Grades handelt, ist die Konstruktion auch hier un-
gleich Null, sofern l ̸= 0. Wie in Kapitel 4 schon der Fall, sind die nicht-
konstanten Koeffizienten ein Nachteil, den wir hinnehmen müssen, für das
Erhalten eines linearen und iterierbaren Differentialoperators.
Wenn man Kapitel 4, Abschnitt 4.2. ausführlich gelesen hat, so beinhaltet
dieser Abschnitt 5.2. natürlich keine Überraschungen mehr. Einer einheit-
lichen Vorgehensweise zuliebe formulieren wir aber auch hier ein zweites
Ergebnis und fassen dies zusammen in folgendem
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Theorem 5.11.
Mit Konstruktion (5.8) gibt es zu einer Darstellung ρ = Sym1 ⊗ detk einen linea-
ren und holomorphen Differentialoperator






der für alle f ∈ HSym1⊗detk(H2n, X ) die Äquivarianzeigenschaft
D(f |Sym1⊗detk M↑) = D(f) |Sym1⊗Sym2⊗detk M↑
D(f |Sym1⊗detk M↓) = D(f) |Sym1⊗Sym2⊗detk M↓
und
D(f |Sym1⊗detk V ) = D(f) |Sym1⊗Sym2⊗detk V




0 0 11 0
)
∈ Sp(2n,R) erfüllt. Die Konstruktion
ist Null nur für den Fall l = 0.
Bemerkung 5.12.
Wie schon in Kapitel 4, haben auch die Konstruktionen in diesem Kapitel jeweils
eine Variante für holomorphe Funktionen und eine für C∞-Funktionen.
Warum haben wir in diesem Kapitel nun diesen enormen Aufwand einer
weiteren Konstruktion auf uns genommen, um einen Differentialoperator
zu einer Darstellung ρ = Sym1 ⊗ detk zu erhalten, obwohl wir in Kapitel 4
bereits einen Differentialoperator zu einer Darstellung ρ = Symν ⊗ detk ex-
plizit konstruiert hatten? Das Ergebnis des nachfolgenden Abschnittes wird
eine Antwort auf die Frage liefern und zeigen, warum sich die Mühe ge-
lohnt hat.
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5.3 Bonus: Differentialoperatoren zu einer beliebigen
irreduziblen Darstellung
Wir haben die Differentialoperatoren in diesem Kapitel entwickelt unter der
Voraussetzung, dass wir eine Darstellung ρ = Sym1⊗detk betrachten. Hier-
für haben wir unsere Differentialoperatoren explizit konstruiert. Nun möch-
ten wir unsere Überlegungen weiterführen und abstrakt begründen, warum
wir sogar einen Differentialoperator zu einer beliebigen irreduziblen Dar-
stellung ρ erhalten können.
Wir sagen, dass die Darstellung ρ : GL(n,C) → GL(X) die Eigenschaft ⋆
erfüllt, wenn es einen äquivarianten Automorphismus L vonX⊗S1(T ) gibt
derart, dass
l ·Dρ(f)g − L ◦ (f ⊗Ddetl(g))
holomorph ist. Für ρ = Sym1⊗detk haben wir in Abschnitt 5.1 gezeigt, dass
Eigenschaft ⋆ gilt. Wir betrachten jetzt nur noch den Fall k = 0, folglich die
Darstellung ρ = id = Sym1.
Nun benötigen wir zunächst folgende
Bemerkung 5.13.
Die Eigenschaft ⋆ ist mit Tensorprodukten verträglich, d.h. wenn ρ und ρ′ zwei
Darstellungen von GL(n,C) sind, die Eigenschaft ⋆ erfüllen, dann tut es auch
das Tensorprodukt ρ⊗ ρ′ .
Beweis.
Im folgenden verwenden wir ∼ für die Gleichheit bis auf holomorphe Funk-
tionen. Es gilt
Dρ(f) · g ∼ Lρ⊗τ (f ⊗Ddetl(g))
Dρ′ (f
′
) · g ∼ Lρ′⊗τ (f
′ ⊗Ddetl(g)) (5.9)
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Nach Lemma 3.10. aus Kapitel 3 folgt dann
Dρ⊗ρ′ (f ⊗ f
′
) · g = (Dρ(f)⊗ f
′




= (Dρ(f) · g)⊗ f
′




Dρ⊗ρ′ (f ⊗ f
′
) · g ∼ Lρ⊗τ (f ⊗Ddetl(g))⊗ f
′
+ f ⊗ Lρ′⊗τ (f
′ ⊗Ddetl(g)).
Nun haben wir fast, was wir benötigen, nur die Reihenfolge im zweiten
Term ist noch nicht wie gewünscht. Man braucht statt (5.9)
Dρ′ (f
′
) · g ∼ Lτ⊗ρ′ (Ddetl(g)⊗ f
′
). (5.10)
Mit dieser modifizierten Reihenfolge (s. hierzu untenstehenden Hinweis),
haben wir dann
Lρ⊗τ (f ⊗Ddetl(g))⊗ f
′
+ f ⊗ Lτ⊗ρ′ (Ddetl(g)⊗ f
′
)




mit L̃ := Lρ⊗τ ⊗ idX′ + idX ⊗ Lτ⊗ρ′ .
Die Summe zweier äquivarianter Isomorphismen ist wieder äquivariant, je-
doch haben wir hier keinen Isomorphismus mehr, sondern nur noch einen
Homomorphismus.
Somit sind wir mit dem Beweis der Bemerkung 5.13. fertig und möchten
nachfolgend nur noch einen kurzen Hinweis, zur veränderten Reihenfolge
von Formel (5.9) auf (5.10), geben.
Hinweis:
Warum konnten wir diese „Reihenfolge“ in Formel (5.10) einfach so ändern?
Grundlegend ist der Isomorphismus S1(T,X) ∼ S1(T ) ⊗ X (aus Satz 3.5.).
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Hierbei kommt es nicht auf die Reihenfolge an und wir dürfen S1(T )⊗X mit
X⊗S1(T ) identifizieren. Betrachten wir nun auch nochmal Lemma 3.10 aus
Kapitel 3 (und dessen Anwendung in diesem Abschnitt), so steht auf der
linken Seite der Gleichung eine S1(T,X ⊗ Y )-wertige Funktion und rechts
die Summe einer S1(T,X) ⊗ Y -wertigen und einer X ⊗ S1(T, Y )-wertigen
Funktion. Alle drei sind zu interpretieren als Funktionen mit Werten in Ab-
bildungen von T nach X × Y (s. auch [19, (13.29)]). Entsprechend kommt
es, in unserem Kontext, auch bei den Tensorprodukten von Abbildungen
nicht auf die Reihenfolge an. Insbesondere ist die Reihenfolge der Argu-
mente in Lρ′⊗τ (f
′ ⊗Ddetl(g)) irrelevant und obige Begründung funktioniert
mit L̃ := Lρ⊗τ ⊗ idX′ + idX ⊗ Lτ⊗ρ′ , angewandt auf f ⊗Ddetl(g)⊗ f
′ .
Mit Hilfe dieser Bemerkung 5.13. und dem Wissen, dass ρ = id = Sym1
die Eigenschaft ⋆ für GL(n,C) erfüllt, ist nun auch klar, dass Eigenschaft ⋆
auch für jedes Tensorprodukt ρ⊗m für dieses ρ gilt. Dann gilt Eigenschaft ⋆
auch für jede irreduzible Teildarstellung von ρ⊗m . Andererseits kommt jede
irreduzible Darstellung in einem geeigneten ρ⊗m vor (s. schwache Version
von Satz von Weyl 2.13.), also gilt Eigenschaft ⋆ für jede irreduzible Darstel-
lung von GL(n,C) wenn es nur für ρ = Sym1 gilt.
Sei ρ nun eine beliebige irreduzible Darstellung ρ : GL(n,C) → GL(X),
so wird die Differenz
l ·Dρ(f) · g − L ◦ (f ⊗Ddetl(g)) (5.11)
demnach holomorph und wir stellen uns wieder die folgende Frage.
Ist diese Konstruktion ungleich null? Wir behaupten ja und möchten
dies nachfolgend begründen. Hierzu betrachten wir in einem ersten Schritt
den Ausdruck Dρ(f) · g der Differenz und erinnern uns (s. Unterabschnitt
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5.1.1) daran, dass





































· g︸ ︷︷ ︸
nicht−holomorpher Teil
Man sieht, dass Dρ(f) · g aus zwei Termen besteht. Der holomorphe Term
besteht aus den holomorphen Ableitungen von f multipliziert mit g und
der andere Term ist der Nicht-holomorphe. Als nächstes betrachtet man den
Ausdruck f ⊗Ddetl(g) genauer (s. Unterabschnitt 5.1.3):


























Auch hier erhalten wir wieder zwei Terme, wobei der holomorphe Term aus
den Ableitungen von g multipliziert mit f selbst besteht.
Bilden wir nun die Differenz (5.11), so bleiben auf beiden Seiten nur noch
die holomorphen Anteile (und ein äquivarianter Homomorphismus auf der
rechten Seite) stehen. Da auf der linken Seite die holomophen Ableitungen
von f stehen und auf der rechten Seite keine Ableitungen von f vorkom-
men, sondern nur f selbst, kann die linke Seite l · Dρ(f) · g für l ̸= 0 somit
nicht zu Null werden und folglich wird auch der Differentialoperator nicht
zu Null.
Wir können sogar noch eine weitere Aussage treffen und formulieren die
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Beobachtung 5.14.
Es ist auch keine irreduzible Komponente von Dρ(f) gleich null.
Beweis.
Dafür reicht es, spezielle Funktionen f zu finden, so dass Dρ(f) - ausgewer-
tet an einer festen Stelle - den ganzen Raum S1(T,X) erzeugen.
Es sei X = Cm. Der Raum S1(T,X) hat die Dimension dim(T ) · m. Eine
Basis von S1(T,X) bekommen wir auf folgende Weise:
Ein Basiselement ei,j von T 5 wird auf 1 in der t-ten Komponente von X
abgebildet und auf 0 in jeder anderen Komponente. Jedes andere Basisele-
ment ei′ ,j′ von T geht in jeder Komponente von X auf 0. So bekommen wir
Basiselemente ψ(i, j, t).
Sei nun (i, j, t) gegeben. Wir definieren eine X-wertige Funktion f(i, j, t)
auf Hn durch
f(i, j, t)(Z) =
{




zi,j auf Komponente t
Dann ist D(f(i, j, t)) = ψ(i, j, t), denn












ui,j · 1 auf t
=ψ(i, j, t)(u).
Insbesondere folgt dann, dass man durch Dρ(f)(Z), wenn man alle X- wer-
tigen holomorphen Funktionen auf Hn durchläuft und alle Elemente Z von
Hn, den gesamten Raum S1(T,X) erhält.
5Aufgrund der Symmetrie gilt ei,j = ej,i mit 1 ≤ i ≤ j ≤ n.
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Drittes Ergebnis Nun haben wir alle notwendigen Erkenntnisse vorlie-
gen und formulieren nachfolgend ein letztes und merkenswertes Theorem
in dieser Arbeit.
Theorem 5.15.




: Hρ(Hn, X )×Hdetl(Hn,C) → Hρ⊗Sym2⊗detl(Hn, S1(T,X))
der für alle Funktionen f ∈ Hρ(Hn, X ) und g ∈ Hdetl(Hn,C) die Äquivarianzei-
genschaft [







für M ∈ Sp(n,R) erfüllt. Die Konstruktion ist Null nur für den Fall l = 0.
Des Weiteren gibt es zu jeder beliebigen irreduziblen Darstellung ρ einen linearen
und holomorphen Differentialoperator
D : Hρ(H2n, X) → Hρ⊗Sym2(H2n, S1(T,X))
der für alle Funktionen f ∈ Hρ(H2n, X ) die Äquivarianzeigenschaft
D(f |ρ M↑) = D(f) |ρ⊗Sym2 M↑
D(f |ρ M↓) = D(f) |ρ⊗Sym2 M↓
für M ∈ Sp(n,R) erfüllt. Die Konstruktion ist Null nur für den Fall l = 0.
Wir schließen das Kapitel 5 und somit diese Arbeit nachfolgend ab mit ei-
nem Beispiel für den Fall n = 2 zur Veranschaulichung des, in Abschnitt 5.1,
konstruierten Differentialoperators.
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5.4 Beispiel: Der Fall n=2.
Gegeben sei f aus C∞
Sym1⊗detk(H2, X ) und g aus C
∞
detl
(H2,C). Wir gehen vor
wie im allgemeinen Fall und bilden die Differenz (5.1). Auch entwickeln wir
wieder LD und RD getrennt voneinander.
Entwicklung von LD

















































































































Nebenrechnung 3 (s. folgende Seite)
g.
























+ ik)f1y1,2 − i2f2y2,2)x1u1,2
+ (( i
2
f2y1,2 − ik2 f1y1,1)x1u2,2) + ((
i
2
f1y1,2 − ik2 f2y2,2)x2u1,1)
+ (( i
2








und wir sehen, dass LD aus einem holomorphen und einem nicht- holomor-
phen Teil besteht.
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Nebenrechnungen für LD






















































































































Mit Hilfe von Nebenrechnung 1 folgt hier















= (f1x1 + f2x2)((− ik2 )(u1,1y2,2 − 2u1,2y1,2 + u2,2y1,1)) det(Y )
k.
Somit sind die Nebenrechnungen abgeschlossen und wir können weiter zur
Entwicklung von RD.
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Entwicklung von RD
Für n = 2 und ρ = Sym1 ⊗ detk erhalten wir für RD den Ausdruck

































(f1x1 + f2x2)⊗ (u1,1y2,2 − 2u1,2y1,2 + u2,2y1,1)
]
g.
Auch RD besteht aus einem holomorphen & einem nicht-holomorphen Teil.
Wie im allgemeinen Fall möchten wir die Imaginärteile von LD und RD ent-
fernen. Um dies zu erreichen benötigen wir, in einem ersten Schritt, wieder
die Basiselemente der Pieri-Komponente. Für GL(2,C) lauten diese:
x1 ⊗ y21, x1 ⊗ 2y1y2 + x2 ⊗ y21, x2 ⊗ 2y1y2 + x1 ⊗ y22 und x2 ⊗ y22 .
Die Basiselemente der Anti-Pieri-Komponente für GL(2,C) lauten:
(−1
2
)(x1 ⊗ 2y1y2) + x2 ⊗ y21 und (−12)(x2 ⊗ 2y1y2) + x1 ⊗ y
2
2 .
Nach Bemerkung 3.6. identifizieren wir y21 mit u1,1, y22 mit u2,2 und 2y1y2 mit
u1,2. Wir führen die Basistransformation in einem ersten Schritt für LD durch
und im zweiten Schritt für RD.































+ (i+ ik)f2y1,2 + (− ik2 −
i
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)f1y2,2 + (ilf1y1,2 − il2 f2y2,2) + (ilf2y1,2 −
il
2




























)(f1y1,2 + f2y2,2) + (− il2 )(f2y1,2 + f1y1,1)
]
g.













wählen (mit l ̸= 0, k ̸= −1), dann kann man nachrechnen, dass nur die











wählen (mit l ̸= 0, k ̸= 1
2
) , dann fällt nur die Anti-Pieri-Komponente
des Imaginärteils weg. Mit einer Linearkombination aus beiden Koeffizi-
enten(paaren) fällt der gesamte Imaginärteil für die Differenz (5.1) für n = 2
weg und übrig bleibt ein holomorpher Differentialoperator, der sich in zwei


























































N, Z, Q, R Menge natürlicher, ganzer, rationaler, reeller Zahlen
GL(n,K) bzw. Allgemeine lineare Gruppe von Grad n über Körper
GLn(K) K
Km,n bzw. Km×n Menge aller m× n− Matrizen mit Einträgen in K
oder M(m× n,K)
M(n,K) Menge aller n× n− Matrizen mit Einträgen in K
K∗ bzw. K× Körper K ohne das Nullelement
dim(V ) Dimension des Vektorraumes V
En bzw. 1n n× n− Einheitsmatrix
0n n× n− Nullmatrix
At Die zu A transponierte Matrix
A−1 Die Inverse einer Matrix A
det(A) bzw. |A| Determinante einer Matrix A
Sk Symmetrische Gruppe aller Permutationen auf
{1, 2, ..., k}
C Menge der komplexen Zahlen
i2 = −1 Imaginäre Einheit
Im z Imaginärteil y einer komplexen Zahl z = x+ iy
Re z Realteil x einer komplexen Zahl z = x+ iy
δi,j Kronecker-Delta
R[x1, ...xn] Polynomring über R in n Veränderlichen x1, ..., xn
Sp(n,R) Symplektische Gruppe von Grad n über R
Hn Siegelscher (oberer) Halbraum von Grad n
|k bzw. |ρ (Peterssonscher) Strichoperator
◦ Kreisoperator
⊗ Tensorprodukt
Hk(Hn,C) bzw. Raum komplexwertiger holomorpher Funktionen
Hdetk(Hn,C) auf Hn mit der Operation |k
C∞k (Hn,C) bzw. Raum der komplexwertigen C∞ Funktionen auf Hn
C∞
detk
(Hn,C) mit der Operation |k
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