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A unification of the hypercontractivity and its
exponential variant of the Ornstein-Uhlenbeck
semigroup
Yuu Hariya∗
Abstract
Let γd be the d-dimensional standard Gaussian measure and {Qt}t≥0 the
Ornstein-Uhlenbeck semigroup acting on L1(γd). We show that the hypercon-
tractivity of {Qt}t≥0 is equivalent to the property that
{∫
Rd
exp
(
e2tQtf
)
dγd
}1/e2t
≤
∫
Rd
ef dγd,
which holds for any f ∈ L1(γd) with ef ∈ L1(γd) and for any t ≥ 0. We then
derive a family of inequalities that unifies this exponential variant and the original
hypercontractivity; a generalization of the Gaussian logarithmic Sobolev inequal-
ity is obtained as a corollary. A unification of the reverse hypercontractivity and
the exponential variant is also provided.
1 Introduction
For a given positive integer d, we denote by γd the standard Gaussian measure on
(Rd,B(Rd)) with B(Rd) the Borel σ-field on Rd. For every p > 0, define
Lp(γd) :=
{
f : Rd → R; f is measurable and satisfies
∫
Rd
|f(x)|p γd(dx) <∞
}
and set
‖f‖p :=
{∫
Rd
|f(x)|p γd(dx)
}1/p
, f ∈ Lp(γd).
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2(Although ‖·‖p is not a norm for p < 1, we abuse the common notation in the sequel.)
We denote by Q = {Qt}t≥0 the Ornstein-Uhlenbeck semigroup acting on L1(γd): for
f ∈ L1(γd) and t ≥ 0,
(Qtf)(x) :=
∫
Rd
f
(
e−tx+
√
1− e−2ty
)
γd(dy), x ∈ Rd;
note that |Qtf | <∞ γd-a.e. when f ∈ L1(γd), since there holds the identity∫
Rd
Qt|f | dγd =
∫
Rd
|f | dγd
for any measurable function f on Rd. It is well known that Q enjoys the hypercontrac-
tivity: if f ∈ Lp(γd) for some p > 1, then
‖Qtf‖q(t) ≤ ‖f‖p for all t ≥ 0, (1.1)
with q(t) = e2t(p− 1) + 1.
The hypercontractivity (1.1) was firstly observed by Nelson [8] and applied in quan-
tum field theory; it was found later by Gross [5] to be equivalent to the (Gaussian)
logarithmic Sobolev inequality:∫
Rd
|f |2 log |f | dγd ≤
∫
Rd
|∇f |2 dγd + ‖f‖22 log ‖f‖2 , (1.2)
where f is any weakly differentiable function in L2(γd) with |∇f | ∈ L2(γd). Because
of their dimension-free formulation, the hypercontractivity (1.1) as well as the logarith-
mic Sobolev inequality (1.2) have importance in the Malliavin calculus; see, e.g., the
monograph [10] by Shigekawa. We also remark that the Gaussian logarithmic Sobolev
inequality (1.2) goes back to Stam [11], on which we refer the reader to [7, Section 8.13].
In this paper, we show the equivalence between the hypercontractivity (1.1) and the
following property of Q: for any f ∈ L1(γd) with ef ∈ L1(γd), it holds that
‖exp (Qtf)‖e2t ≤ ‖ef‖1 for all t ≥ 0. (1.3)
Proposition 1.1. The hypercontractivity (1.1) and the property (1.3) are equivalent.
In fact, by using Jensen’s inequality, it is easily seen that (1.1) implies (1.3); on the
other hand, it can also be seen that (1.3) implies the logarithmic Sobolev inequality
(1.2), and hence implies (1.1) thanks to the above-mentioned equivalence between (1.1)
and (1.2).
We then show that the above two properties (1.1) and (1.3) of Q are unified into
Theorem 1.1. Let a positive function c : (0,∞)→ (0,∞) be in C1((0,∞)) and satisfy
c′ > 0 and
c
c′
is concave on (0,∞). (C)
3We set
u(t, x) =
∫ x
0
c(y)e
2t
dy, t ≥ 0, x > 0. (1.4)
Then for any nonnegative, measurable function f on Rd such that
u(0, f) ∈ L1(γd), (1.5)
we have
v (t, ‖u(t, Qtf)‖1) ≤ v (0, ‖u(0, f)‖1) for all t ≥ 0. (1.6)
Here for every t ≥ 0, the function v(t, ·) is the inverse function of u(t, x), x > 0.
It is easily checked that two functions xp−1 with p > 1 and ex fulfill the condition
(C); in fact, they both satisfy (c/c′)′′ = 0. These two choices of c in Theorem 1.1 lead
to (1.1) and (1.3), respectively; see Remark 4.1 for details. For other examples of c
satisfying (C), see Example 4.1. We also show that differentiating the left-hand side of
(1.6) at t = 0 gives us a generalization of the logarithmic Sobolev inequality (1.2); see
Corollary 4.1.
Remark 1.1. (1) The condition (1.5) imposed on a nonnegative f implies f ∈ L1(γd),
hence Qtf in (1.6) is well-defined. To see this, note that the positivity and concavity of
c/c′ entail that there exist positive constants κ1, κ2 such that
c
c′
(x) ≤ κ1x+ κ2 for all x > 0,
from which it follows that for all x, y > 0 with x > y,
c(x)
c(y)
≥
(
κ1x+ κ2
κ1y + κ2
)1/κ1
.
Therefore if (1.5) is fulfilled, then we have f ∈ L1+1/κ1(γd) for some κ1 > 0.
(2) The left-hand side of (1.6) is nonincreasing in t:
v (t+ s, ‖u(t+ s,Qt+sf)‖1) ≤ v (s, ‖u(s,Qsf)‖1) (1.7)
for any s, t ≥ 0. To see (1.7), fix s ≥ 0 and set for t ≥ 0 and x > 0,
cs(x) = {c(x)}e2s and us(t, x) =
∫ x
0
{cs(y)}e2t dy ≡ u(t+ s, x).
We also write vs(t, ·) for the inverse function of us(t, ·). Since cs/(cs)′ = e−2sc/c′, the
function cs/(cs)′ is also concave on (0,∞). Therefore we may apply Theorem 1.1 to Qsf
with replacing c, u and v therein by cs, us and vs, respectively, to get
vs (t, ‖us(t, Qt(Qsf))‖1) ≤ vs (0, ‖us(0, Qsf)‖1) ,
which is (1.7) thanks to the identities us(t, ·) = u(t + s, ·), vs(t, ·) = v(t + s, ·) and the
semigroup property Qt(Qsf) = Qt+sf . The monotonicity (1.7) may also be seen directly
from the proof of the theorem given in Section 4.
4It will also be shown that if we replace (C) by the condition that c′ < 0 and c/c′ is
convex on (0,∞), then the concluding inequality (1.6) is reversed, yielding in particular
the reverse hypercontractivity of Q: if a γd-a.e. positive f ∈ L1(γd) satisfies 1/f ∈ Lα(γd)
for some α > 0, then it holds that
‖1/Qtf‖e2t(α+1)−1 ≤ ‖1/f‖α for all t ≥ 0. (1.8)
See Section 5.
We remark that since there are not involved any constants dependent on the di-
mension d, every result mentioned above can be extended to the framework of abstract
Wiener space through finite-dimensionalization.
We give an outline of the paper. In Section 2 we provide preliminary lemmas. In
Section 3 we prove Proposition 1.1. In Section 4, we give a proof of Theorem 1.1 as
well as examples of functions c satisfying the assumption of the theorem. As a corollary
to Theorem 1.1, we also derive a family of inequalities that includes the logarithmic
Sobolev inequality (1.2) as a particular case. In the final section, we show a unifi-
cation of the reverse hypercontractivity (1.8) and the exponential variant (1.3) of the
hypercontractivity; some related inequalities are also presented.
In the sequel, we denote by x · y the inner product of x and y in Rd and by |x| the
Euclidean norm of x: |x| = √x · x. Given a positive integer m, the symbol C1b (Rm)
stands for the set of bounded C1-functions on Rm with bounded derivatives. We denote
by C1b,0(R
m) the set of functions f in C1b (R
m) bounded away from 0: inf
x∈Rm
f(x) > 0.
For a given multivariate function g(t, x), its subscripts denote partial differentiations:
gx(t, x) = (∂g/∂x)(t, x), gtx(t, x) = (∂
2g/∂x∂t)(t, x), and so on. For two functions
h1(z), h2(z) in a variable z, we often write (h1/h2)(z) to denote h1(z)/h2(z). Other
notation will be introduced as needed.
2 Preliminaries
In this section, we state and prove preliminary lemmas. For this purpose, we pre-
pare a probability space (Ω,F ,P) on which a d-dimensional standard Brownian motion
W = {Wt}0≤t≤1 is defined. We denote by {Ft}0≤t≤1 the (augmentation of) the natural
filtration of W . Pick f ∈ L1(γd) and set
Mt ≡Mt(f) := E [f(W1)|Ft] , 0 ≤ t ≤ 1.
Then by the Markov property of W ,
Mt = E [f(W1−t + x)]
∣∣
x=Wt
a.s.
for any 0 ≤ t ≤ 1, which leads to the identity in law:
(Qtf, γd)
(d)
= (Me−2t ,P) for every t ≥ 0. (2.1)
5Our proof of Proposition 1.1 and Theorem 1.1 utilizes this identity.
For given −∞ ≤ l < r ≤ ∞, let u(t, x), (t, x) ∈ (0, 1] × (l, r), be a nonnegative
C1,2-function such that ux does not vanish. In the remainder of this section, we let f be
in C1b (R
d) and suppose that f fulfills
l < inf
x∈Rd
f(x) ≤ sup
x∈Rd
f(x) < r. (2.2)
In the subsequent sections, we take either −∞ or 0 for l and ∞ for r. In order to
develop the process {u(t,Mt)}0<t≤1 by applying Itoˆ’s formula, we use the martingale
representation for {Mt}0≤t≤1. Set a d-dimensional process θ = {θt}0≤t≤1 by
θt = E [∇f(W1−t + x)]
∣∣
x=Wt
. (2.3)
Lemma 2.1. We have P-a.s.,
Mt = E [f(W1)] +
∫ t
0
θs · dWs for all 0 ≤ t ≤ 1. (2.4)
The above lemma is an immediate consequence of the Clark-Ocone formula. Because
that formula will be used again, we provide its rough formulation as introducing the
necessary notation; we do this in a slightly general situation although what we use
repeatedly is the simplest case with m = 1: let F (W ) be a functional of W of the form
F (W ) = φ (Wt1 , . . . ,Wtm)
for some positive integer m and 0 ≤ t1, . . . , tm ≤ 1, and for some φ ∈ C1b (Rd×m). We
denote by DF (W ) the Malliavin derivative of F (W ), which is expressed as
DsF (W ) =
m∑
i=1
1[0,ti](s)∇xiφ (Wt1 , . . . ,Wtm) , 0 ≤ s ≤ 1.
Then the Clark-Ocone formula states that P-a.s.,
E [F (W )|Ft] = E[F (W )] +
∫ t
0
E [DsF (W )|Fs] · dWs (2.5)
for all 0 ≤ t ≤ 1. For more detailed accounts of the formula, see, e.g., [6, Appendix E],
[9, Section 1.3].
Proof of Lemma 2.1. Applying (2.5) to f(W1), we have
Mt = E [f(W1)] +
∫ t
0
E [∇f(W1)|Fs] · dWs.
By the Markov property of W ,
E [∇f(W1)|Fs] = E [∇f(W1−s + x)]
∣∣
x=Ws
a.s.,
which ends the proof due to the definition (2.3) of θ.
6By (2.4) and by Itoˆ’s formula, we have P-a.s.,
u(t,Mt)− u(s,Ms)
=
∫ t
s
ut(τ,Mτ ) dτ +
∫ t
s
ux(τ,Mτ )θτ · dWτ + 1
2
∫ t
s
uxx(τ,Mτ )|θτ |2 dτ (2.6)
for all 0 < s ≤ t ≤ 1. As f is assumed to satisfy (2.2), the stochastic integral above
gives rise to a true martingale. Therefore, taking the expectation on both sides of (2.6)
and differentiating both sides with respect to t, we obtain the relation
d
dt
E[Nt] = E [ut(t,Mt)] +
1
2
E
[
uxx(t,Mt)|θt|2
]
. (2.7)
Here and in what follows, we write
Nt = u(t,Mt), 0 < t ≤ 1. (2.8)
We also denote by v(t, ·) the inverse function of u(t, x), l < x < r, for each fixed
0 < t ≤ 1.
Lemma 2.2. It holds that for any 0 < t ≤ 1,
ux(t, v(t,E[Nt]))
d
dt
v(t,E[Nt])
= −ut(t, v(t,E[Nt])) + E [ut(t,Mt)] + 1
2
E
[
uxx(t,Mt)|θt|2
]
. (2.9)
Proof. Observe that due to the relation x = u(t, v(t, x)),
vt(t, x) = − ut
ux
(t, v(t, x)),
from which we see that
d
dt
v(t,E[Nt]) = vt(t,E[Nt]) + vx(t,E[Nt])
d
dt
E[Nt]
= − ut
ux
(t, v(t,E[Nt])) +
1
ux(t, v(t,E[Nt]))
d
dt
E[Nt].
Combining this expression with (2.7), we obtain the lemma.
In the next lemma, we assume further that for every 0 < t ≤ 1, ut is twice continu-
ously differentiable with respect to the spatial variable x. Set
U(t, x) :=
{(
utx
ux
)
x
1
ux
}
(t, x), (t, x) ∈ (0, 1]× (l, r). (2.10)
Lemma 2.3. It holds that for any 0 < t ≤ 1,
2ux(t, v(t,E[Nt]))
d
dt
v(t,E[Nt])
=
∫ 1
0
E
[
U(t, v(t,E[Nt|Fs])) |E[DsNt|Fs]|2
]
ds+ E
[
uxx(t,Mt)|θt|2
]
. (2.11)
7Proof. By the definitions of v and Nt, we may rewrite the integrand of the first term on
the right-hand side of (2.7) as
ut(t,Mt) = ut (t, v(t,E[Nt|F1])) .
We apply Itoˆ’s formula to the process ut (t, v(t,E[Nt|Fτ ])) , 0 ≤ τ ≤ 1, noting the Clark-
Ocone formula (see (2.5)) for E[Nt|Fτ ]:
E[Nt|Fτ ] = E[Nt] +
∫ τ
0
E[DsNt|Fs] · dWs, 0 ≤ τ ≤ 1, P-a.s.
Then it holds that P-a.s.,
ut (t, v(t,E[Nt|Fτ ]))
= ut (t, v(t,E[Nt])) +
∫ τ
0
utx
ux
(t, v(t,E[Nt|Fs]))E[DsNt|Fs] · dWs
+
1
2
∫ τ
0
U(t, v(t,E[Nt|Fs])) |E[DsNt|Fs]|2 ds
for all 0 ≤ τ ≤ 1. Here we used the fact that vx(t, x) = 1/ux(t, v(t, x)). Taking the
expectation on both sides (again the stochastic integral is a true martingale thanks to
the boundedness (2.2) of f) and putting τ = 1, we have
E [ut(t,Mt)]
= ut(t, v(t,E[Nt])) +
1
2
∫ 1
0
E
[
U(t, v(t,E[Nt|Fs])) |E[DsNt|Fs]|2
]
ds, (2.12)
where we used Fubini’s theorem for the last term. Plugging (2.12) into (2.9), we arrive
at the conclusion.
3 Proof of Proposition 1.1
This section is devoted to the proof of Proposition 1.1. We start with the proof of the
fact that the property that (1.3) holds for any f ∈ L1(γd) with ef ∈ L1(γd), is necessary
for (1.1) to hold for any p > 1 and f ∈ Lp(γd).
Lemma 3.1. (1.1) implies (1.3).
Proof. Fix t ≥ 0 and let f ∈ L1(γd) be such that ef ∈ L1(γd). Fix p > 1 arbitrarily and
set g = ef/p. By Jensen’s inequality, Qtg ≥ exp {(1/p)Qtf} γd-a.e. The hypercontrac-
tivity (1.1) applied to g yields ‖Qtg‖q(t) ≤ ‖ef‖1/p1 . Combining these two inequalities,
we have
‖exp {(1/p)Qtf}‖pq(t) ≤ ‖ef‖1
for any p > 1. Noting that q(t)/p→ e2t as p→∞, we let p→∞ on the left-hand side
of the above inequality to conclude (1.3).
8We turn to the sufficiency. As mentioned in Section 1, we use the fact ([5]) that
the hypercontractivity (1.1) is equivalent to the logarithmic Sobolev inequality (1.2).
Thanks to the equivalence, Proposition 1.1 immediately follows once we show the fol-
lowing lemma:
Lemma 3.2. (1.3) implies (1.2).
Proof of Proposition 1.1. Lemma 3.2 indicates that (1.3) is sufficient for (1.1) to hold.
Combining this fact with Lemma 3.1, we have the proposition.
It remains to prove Lemma 3.2. We recall the well-known fact that taking the deriva-
tive of the left-hand side of (1.1) at t = 0 leads to the logarithmic Sobolev inequality
(1.2); the same argument works for (1.3) as well.
Proof of Lemma 3.2. By density arguments, it suffices to prove (1.2) for any f ∈ C1b,0(Rd)
(for the notation, see the end of Section 1). Pick such an f arbitrarily and set g =
2 log f ∈ C1b (Rd). In view of (2.1) with g replacing f therein, (1.3) is restated as
t logE [exp {(1/t)Mt(g)}] ≤ logE [exp{M1(g)}] for all 0 < t ≤ 1,
which in particular entails that
d
dt
v(t,E[Nt])
∣∣∣∣
t=1
≥ 0
with Nt = u(t,Mt(g)). Here we set u(t, x) = exp(x/t) for (t, x) ∈ (0, 1] × R with
v(t, x) = t log x the inverse function of u(t, ·) as in the notation of Section 2. Observe
that by choosing l = −∞ and r =∞, the lemmas in the previous section are applicable
to g and u; in particular, we may apply Lemma 2.2 to see that the last inequality is
rewritten as
−ut
(
1, v(1,E[N1])
)
+ E [ut(1,M1(g))] +
1
2
E
[
uxx(1,M1(g)) |∇g(W1)|2
] ≥ 0
by the positivity of ux and by the definition (2.3) of θ. Therefore by the definition of u,
we obtain
E
[
eg(W1)
]
logE
[
eg(W1)
]− E [g(W1)eg(W1)]+ 1
2
E
[
eg(W1) |∇g(W1)|2
] ≥ 0.
Substituting g = 2 log f leads to (1.2) and ends the proof.
4 Proof of Theorem 1.1
In this section we prove Theorem 1.1. On account of the identity (2.1) in law, the
theorem follows once we show the
9Proposition 4.1. For a function c on (0,∞) satisfying the assumptions in Theorem 1.1,
set
u(t, x) =
∫ x
0
c(y)1/t dy, 0 < t ≤ 1, x > 0. (4.1)
Then for any nonnegative, measurable function f on Rd satisfying (1.5), we have
v (t,E[u(t,Mt(f))]) ≤ v (1,E[u(1,M1(f))]) for all 0 < t ≤ 1. (4.2)
Here for every 0 < t ≤ 1, we denote by v(t, ·) the inverse function of u(t, x), x > 0, as
in preceding sections.
Proof of Theorem 1.1. On noting the identity
u(t, x) = u(e−2t, x) for all t ≥ 0 and x > 0,
with a common function c, the assertion of Theorem 1.1 is immediate from that of
Proposition 4.1 and the identity (2.1).
It remains to prove Proposition 4.1. To this end, we assume first that f is in C1b,0(R
d).
This assumption will be removed later by density arguments. Note that the assumption
on f and the definition of u allow us to apply the lemmas in Section 2 by choosing l = 0
and r = ∞; in particular, the identity (2.11) holds true for the above pair of f and u,
from which we start the proof of the proposition. Set
ϕ(t, x) := − 1
U(t, v(t, x))
, 0 < t ≤ 1, x > 0. (4.3)
Lemma 4.1. For every 0 < t ≤ 1, the function (0,∞) ∋ x 7→ ϕ(t, x) is positive and
concave.
Proof. Noting (utx/ux)(t, x) = −(1/t2) log c(x), we see that U is expressed as
U(t, x) = − 1
t2
c′(x)
c(x)
1
{c(x)}1/t
by the definition (2.10) of U . Therefore we have the expression
ϕ(t, x) = t2
c(v(t, x))
c′(v(t, x))
{c(v(t, x))}1/t. (4.4)
The positivity is obvious because c and c′ are positive. To check the concavity, note
that ϕ(t, x) is both right- and left-differentiable with respect to x since c/c′ is concave
and v(t, x) is strictly increasing and differentiable with respect to x; in fact, if we denote
by (c/c′)′+ (resp. (c/c
′)′−) its right-(resp. left-)derivative, then
1
t2
lim
h→0+
ϕ(t, x+ h)− ϕ(t, x)
h
=
( c
c′
)′
+
(v(t, x))vx(t, x)c(v(t, x))
1/t
+
c
c′
(v(t, x))× 1
t
c(v(t, x))1/t−1c′(v(t, x))vx(t, x)
=
( c
c′
)′
+
(v(t, x)) +
1
t
, (4.5)
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where the second equality follows from the fact that vx(t, x) = c(v(t, x))
−1/t; in the same
way,
1
t2
lim
h→0−
ϕ(t, x+ h)− ϕ(t, x)
h
=
( c
c′
)′
−
(v(t, x)) +
1
t
. (4.6)
From these identities, the concavity follows because their right-hand sides are nonin-
creasing in x by the concavity assumption on c/c′.
Thanks to the above lemma, we have the following lower bound for the expectation
in the first term on the right-hand side of (2.11):
Lemma 4.2. It holds that for every 0 < t ≤ 1 and 0 ≤ s ≤ 1,
E
[
U(t, v(t,E[Nt|Fs])) |E[DsNt|Fs]|2
] ≥ −E [ |DsNt|2
ϕ(t, Nt)
]
. (4.7)
Proof. By the definition (4.3) of ϕ, the left-hand side of (4.7) is written as
−E
[
|E[DsNt|Fs]|2
ϕ(t,E[Nt|Fs])
]
. (4.8)
Observe the identity
E
[
ϕ(t, Nt)
∣∣∣∣ DsNtϕ(t, Nt) −
E[DsNt|Fs]
ϕ(t,E[Nt|Fs])
∣∣∣∣
2
∣∣∣∣∣Fs
]
= E
[ |DsNt|2
ϕ(t, Nt)
∣∣∣∣Fs
]
− 2 |E[DsNt|Fs]|
2
ϕ(t,E[Nt|Fs]) + E [ϕ(t, Nt)|Fs]
|E[DsNt|Fs]|2
{ϕ(t,E[Nt|Fs])}2
a.s. (4.9)
Note that by Lemma 4.1 and by the conditional Jensen inequality,
E [ϕ(t, Nt)|Fs] ≤ ϕ (t,E[Nt|Fs]) a.s.
Plugging this estimate into the third term on the right-hand side of the above identity
and using the positivity of ϕ, we have
0 ≤ E
[ |DsNt|2
ϕ(t, Nt)
∣∣∣∣Fs
]
− |E[DsNt|Fs]|
2
ϕ(t,E[Nt|Fs]) a.s. (4.10)
Taking the expectation, we see that (4.8) is bounded from below by the right-hand side
of (4.7), which ends the proof.
We are in a position to prove Proposition 4.1.
Proof of Proposition 4.1. First let f be as above, that is, suppose f ∈ C1b,0(Rd). By the
definition (2.8) of Nt and by the chain rule for the Malliavin derivative D,
DsNt = ux(t,Mt)DsMt.
11
Since Mt is written as Mt = E [f(W1−t + x)]
∣∣
x=Wt
, we see that
DsMt = 1[0,t](s)E [∇f(W1−t + x)]
∣∣
x=Wt
(recall ∇f is also assumed to be bounded), hence
= 1[0,t](s)θt
by the definition (2.3) of θt. By combining these and by the definition of Nt, the right-
hand side of (4.7) is expressed as
−1[0,t](s)E
[
(ux(t,Mt))
2
ϕ(t, u(t,Mt))
|θt|2
]
.
By the last expression and by Lemmas 2.3 and 4.2, we have for any 0 < t ≤ 1,
2ux(t, v(t,E[Nt]))
d
dt
v(t,E[Nt])
≥ E
[{
−t (ux(t,Mt))
2
ϕ(t, u(t,Mt))
+ uxx(t,Mt)
}
|θt|2
]
. (4.11)
Recall (4.4) to note that
ϕ(t, u(t, x)) = t2
c(x)
c′(x)
{c(x)}1/t.
We also note the expressions of ux and uxx in terms of c:
ux(t, x) = c(x)
1/t, uxx(t, x) =
1
t
c′(x)
c(x)
{c(x)}1/t.
From these expressions, it follows that for all 0 < t ≤ 1 and x > 0,
−t (ux(t, x))
2
ϕ(t, u(t, x))
+ uxx(t, x) =
(
−t× 1
t2
+
1
t
)
c′(x)
c(x)
{c(x)}1/t
= 0,
and hence by (4.11),
d
dt
v(t,E[Nt]) ≥ 0 for any 0 < t ≤ 1,
because ux(t, x) is positive for all 0 < t ≤ 1 and x > 0. Consequently, we have proven
(4.2) when f ∈ C1b,0(Rd).
The proof of Proposition 4.1 is completed by density arguments. To this end, let a
measurable function f on Rd be such that
ε ≤ f ≤ K γd-a.e. (4.12)
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for some 0 < ε ≤ K <∞. Then we may choose a sequence {fn}∞n=1 ⊂ C1b (Rd) such that
lim
n→∞
E [|fn(W1)− f(W1)|] = 0 (4.13)
and ε ≤ fn(x) ≤ K for all n ≥ 1 and x ∈ Rd. To see this, we fix n arbitrarily. Since
any measurable function on Rd is approximated by continuous functions in the sense of
γd-a.e. convergence (see, e.g., [4, Theorem V.16 (a)]), we may pick a continuous function
g in such a way that
‖f − g‖1 < n−1 and ε ≤ inf
x∈Rd
g(x) ≤ sup
x∈Rd
g(x) ≤ K.
Convoluting g with a mollifier on Rd, we find a g˜ in C1b (R
d) (in fact, in C∞b (R
d)) such
that
‖g − g˜‖1 < n−1 and ε ≤ inf
x∈Rd
g˜(x) ≤ sup
x∈Rd
g˜(x) ≤ K.
Taking fn = g˜, we have a desired sequence since ‖f − fn‖1 < 2n−1 by triangular in-
equality. We have already seen that (4.2) holds true for each fn:
v (t,E [u(t,E[fn(W1)|Ft])]) ≤ v (1,E [u(1, fn(W1))]) . (4.14)
By the definition of u and by the nonnegativity of c′, it holds that for any 0 < t ≤ 1,
|u(t, x1)− u(t, x2)| ≤ c(K)1/t|x1 − x2| for all x1, x2 ∈ [ε,K]. (4.15)
Therefore we have the convergence∣∣E [u(t,E[fn(W1)|Ft])]− E [u(t,E[f(W1)|Ft])]∣∣
≤ E [∣∣u(t,E[fn(W1)|Ft])− u(t,E[f(W1)|Ft])∣∣]
≤ c(K)1/tE [|fn(W1)− f(W1)|]
−−−→
n→∞
0
by (4.13), which is true for any 0 < t ≤ 1. Here for the third line, we used (4.15) as
well as the conditional Jensen inequality when t < 1. Letting n → ∞ on both sides of
(4.14), we have
v (t,E [u(t,E[f(W1)|Ft])]) ≤ v (1,E [u(1, f(W1))]) (4.16)
for f satisfying (4.12) for some ε and K.
For a general nonnegative and measurable f satisfying (1.5), we set
fm,n := min {max {f, 1/m} , n}
for positive integers m,n. Then we have (4.16) for these fm,n’s. Appealing to the
(conditional) monotone convergence theorem, we first let m → ∞ and then n→ ∞ to
conclude the proof.
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As noted in Section 1, two choices xp−1 (p > 1) and ex for c(x) both fulfill (C). In
the remark below, we explain how the hypercontractivity (1.1) and its variant (1.3) are
recovered from Theorem 1.1 applied to these c’s and reveal a specific feature of the two
functions.
Remark 4.1. (1) For c(x) = xp−1, we have
u(t, x) =
1
q(t)
xq(t) and v(t, x) = {q(t)x}1/q(t) , t ≥ 0, x > 0,
with q(t) = e2t(p − 1) + 1, and hence Theorem 1.1 entails that (1.1) holds for every
nonnegative f ∈ Lp(γd). If f ∈ Lp(γd) is not necessarily nonnegative, then noting the
fact that |Qtf | ≤ Qt|f | γd-a.e. for every t ≥ 0 (or equivalently, |Mt(f)| ≤ Mt(|f |) a.s.
for every 0 < t ≤ 1 in the formulation of the present section), we obtain (1.1) for any
f ∈ Lp(γd). As to the choice c(x) = ex, the corresponding u and v are given respectively
by
u(t, x) = e−2t
{
exp(e2tx)− 1} and v(t, x) = e−2t log (e2tx+ 1)
for t ≥ 0 and x > 0. Thus for a nonnegative, measurable f such that ef ∈ L1(γd), (1.6)
is restated as
e−2t log
∥∥exp (e2tQtf)∥∥1 ≤ log ‖ef‖1 for all t ≥ 0,
which is nothing but (1.3). For a general f satisfying f ∈ L1(γd) and ef ∈ L1(γd),
set fn = max{f,−n} for each positive integer n. Then Theorem 1.1 applies to fn + n,
yielding (1.3) with fn replacing f . Appealing to the monotone convergence theorem,
we let n → ∞ on both sides and conclude that (1.3) holds true for any f ∈ L1(γd)
satisfying ef ∈ L1(γd).
(2) In both of the above two cases of c, the corresponding ϕ defined by (4.3) is a
linear function in x, which fact may be deduced from the expressions (4.5) and (4.6).
Therefore in those cases, the right-hand side of (4.9) and that of (4.10) coincide. In
addition, the inequality (4.7) may also be seen by applying the conditional Schwarz
inequality to |E[DsNt|Fs]|2. We note that the Clark-Ocone formula and the conditional
Schwarz inequality are both main ingredients in a simple derivation [3] of the logarithmic
Sobolev inequality over Wiener space. We also remark that if c(x) satisfies (c/c′)′′ = 0,
then it is identical, up to affine transformation for x, with either xα for some α 6= 0 or
ex.
The next remark is on the proof of Proposition 4.1.
Remark 4.2. (1) Let f be in C1b,0(R
d). In view of the identity (4.9), if we set a nonnegative
function Φ ≡ Φc,f on (0, 1] by
Φ(t) =
∫ 1
0
E
[
ϕ(t, Nt)
∣∣∣∣ DsNtϕ(t, Nt) −
E[DsNt|Fs]
ϕ(t,E[Nt|Fs])
∣∣∣∣
2
]
ds,
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then what we have in fact shown in the proof is that
2ux(t, v(t,E[Nt]))
d
dt
v(t,E[Nt]) ≥ Φ(t)
for any 0 < t ≤ 1. Here equality holds if ϕ is linear in the spatial variable, which
is the case when c(x) is xp−1 for some p > 1, as well as when c(x) is ex as noted
in Remark 4.1 (2). In the former case, by dividing both sides of the equality by the
quantity
v(t,E[Nt])ux(t, v(t,E[Nt])) = E
[{Mt(f)}(p−1)/t+1],
the following identity is easily deduced on account of (2.1):
‖Qtf‖q(t) = ‖f‖p exp
{
−
∫ t
0
e−2τ
‖Qτf‖q(τ)q(τ)
Φ(e−2τ ) dτ
}
for all t ≥ 0;
in the latter case c(x) = ex, a similar identity also holds:
‖exp (Qtf)‖e2t = ‖ef‖1 exp
{
−
∫ t
0
e−2τ
‖exp (Qτf)‖e2τe2τ
Φ(e−2τ ) dτ
}
for all t ≥ 0.
(2) Let u(t, x), 0 < t ≤ 1, x > 0, be a generic, positive and smooth function with ux > 0.
The derivation of Proposition 4.1 hinges upon the fact that we are able to solve the
following pair of equations in (0, 1)× (0,∞):

ψ(t, u(t, x))U(t, x) = −1
t
,
ψ(t, u(t, x))
uxx(t, x)
{ux(t, x)}2 = 1,
where U is defined by (2.10) and ψ is also an unknown, positive function such that
ψ(t, ·) is required to be concave for every 0 < t ≤ 1. Indeed, by these equations, u must
satisfy
tU(t, x) +
uxx(t, x)
{ux(t, x)}2 = 0 in (0, 1)× (0,∞),
which equation is rephrased as
∂2
∂x∂t
{t log ux(t, x)} = 0.
Then ux is expressed, up to multiple of a positive function in t, as
ux(t, x) = e
C(x)/t
with C a differentiable function in x; the associated ψ is given by the product of a
positive function in t and (1/C ′(v(t, x)) exp{C(v(t, x))/t}, which is found to be concave
in x when C ′ > 0 and 1/C ′ is concave. Here v is the inverse function of u in the spatial
variable as in the notation of Section 2.
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We give examples of functions c satisfying (C) and show consequences of Theorem 1.1
corresponding to them.
Example 4.1. (1) For two exponents α, β satisfying α + β ≥ 1 and 0 < β ≤ 1, we take
c(x) = xα+β−1 exp
(
xβ
)
, x > 0.
If we write ρ = α + β − 1, then
c′(x) =
(
ρxρ−1 + βxρ+β−1
)
exp
(
xβ
)
,
which is positive for all x > 0 when ρ ≥ 0 and β > 0. Noting
c
c′
(x) =
x
ρ+ βxβ
,
we find that { c
c′
(x)
}′
=
ρ+ (1− β)y
(ρ+ y)2
∣∣∣∣
y=βxβ
.
The function {ρ + (1 − β)y}/(ρ + y)2 in y > 0 is nonincreasing when β ≤ 1 and
ρ(1 + β) ≥ 0, and hence under the condition imposed on α and β, the above c satisfies
(C). Observe that by L’Hoˆpital’s rule, the corresponding u admits the asymptotics
u(t, x) ∼ e
−2t
β
xe
2t(α+β−1)−β+1 exp
(
e2txβ
)
as x → ∞ for every t ≥ 0. Here and below, the notation ∼ indicates that the ratio
of both sides in the equation converges to 1 when x → ∞. As a consequence, we
deduce from Theorem 1.1 that the following implication is true: for any nonnegative,
measurable function f on Rd,
fα exp
(
fβ
) ∈ L1(γd) ⇒ (Qtf)e2t(α+β−1)−β+1 exp {e2t(Qtf)β} ∈ L1(γd), ∀t ≥ 0.
(2) For positive reals α and β, take
c(x) =
(x+ a)α
logβ(x+ a)
, x > 0,
where a is a constant satisfying a ≥ e2+ρ with ρ := β/α. Then
c′(x) =
α(x+ a)α−1
logβ+1(x+ a)
{log(x+ a)− ρ} > 0 for all x > 0,
and
c
c′
(x) =
x+ a
α
+
ρ
α
· x+ a
log(x+ a)− ρ
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is concave on (0,∞). Indeed,{
x+ a
log(x+ a)− ρ
}′
=
y − 1
y2
∣∣∣∣
y=log(x+a)−ρ
, x > 0,
the function (y − 1)/y2 being decreasing on (2,∞). Therefore Theorem 1.1 applies to
the above choice of c as well. Since the corresponding u admits the asymptotics
u(t, x) ∼ 1
e2tα + 1
· x
e2tα+1
loge
2tβ x
as x→∞
for every t ≥ 0, there holds the following implication: for any nonnegative, measurable
function f on Rd,
fα+1
logβ(f + b)
∈ L1(γd) ⇒ (Qtf)
e2tα+1
loge
2tβ(Qtf + b)
∈ L1(γd), ∀t ≥ 0.
Here b is any constant greater than 1.
We end this section by providing a generalization of the logarithmic Sobolev inequal-
ity (1.2) as a corollary to Theorem 1.1.
Corollary 4.1. For a function c : (0,∞)→ (0,∞) satisfying the assumptions in The-
orem 1.1, set
G(x) =
∫ x
0
c(y) dy and H(x) =
∫ x
0
c(y) log c(y) dy
for x > 0. Then for any f ∈ C1b,0(Rd), we have∫
Rd
H(f) dγd ≤ 1
2
∫
Rd
c′(f) |∇f |2 dγd +H ◦G−1 (‖G(f)‖1) . (4.17)
Here G−1 is the inverse function of G.
Remark 4.3. It is plausible that the inequality (4.17) would be extended to the class
of functions f for which every term in the inequality makes sense, however, we do not
pursue it here.
The proof of Corollary 4.1 proceeds along the same lines as in the proof of Lemma 3.2.
Proof of Corollary 4.1. For the proof, we use Proposition 4.1, the equivalent statement
of Theorem 1.1. We see from (4.2) that
d
dt
v (t,E [u(t,Mt(f))])
∣∣∣∣
t=1
≥ 0,
which is rewritten, by Lemma 2.2, as
−ut(1, v(1,E[N1])) + E [ut(1,M1(f))] + 1
2
E
[
uxx(1,M1(f)) |∇f(W1)|2
] ≥ 0
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due to the definition (2.3) of θ and the positivity of ux. The last inequality is nothing
but (4.17) because of the relations ut(1, ·) = H , u(1, ·) = G and v(1, ·) = G−1 by the
definitions of u, H and G, as well as because of the identities M1(f) = f(W1) and
N1 = u(1, f(W1)) = G(f(W1)).
If we choose xp−1 (p > 1) or ex for c(x) in (4.17), then (1.2) is recovered; details are
left to the reader.
5 On the reverse hypercontractivity
This section concerns the reverse hypercontractivity of the Ornstein-Uhlenbeck semi-
group Q. We begin with the following proposition, which is proven by modifying slightly
the proof of Theorem 4.1.
Proposition 5.1. Let a positive function c on (0,∞) be in C1((0,∞)) and satisfy
c′ < 0,
c
c′
is convex on (0,∞) and lim
x→0+
c(x) <∞. (C′)
We set the function u(t, x), t ≥ 0, x > 0, by (1.4):
u(t, x) =
∫ x
0
c(y)e
2t
dy.
Then for any f ∈ C1b,0(Rd), we have
v (t, ‖u(t, Qtf)‖1) ≥ v (0, ‖u(0, f)‖1) for all t ≥ 0. (5.1)
Here for every t ≥ 0, the function v(t, ·) is the inverse function of u(t, x), x > 0.
In (C′), the last condition is put to ensure the finiteness of u. By the identity (2.1)
in law, the assertion of the proposition is restated as
v (t,E[u(t,Mt(f))]) ≥ v (1,E[u(1,M1(f))]) for all 0 < t ≤ 1, (5.2)
for each f ∈ C1b,0(Rd). Here u is defined by (4.1) with c satisfying (C′) and v denotes
the inverse function of u in the spatial variable as before.
Proof of Proposition 5.1. Observe that with taking l = 0 and r = ∞, the lemmas in
Section 2 apply to the above choice of f and u, and hence Lemma 2.3 is valid. We shall
see that the right-hand side of (2.11) in that lemma does not exceed 0, which entails
d
dt
v(t,E[Nt]) ≤ 0 for any 0 < t ≤ 1, (5.3)
by the positivity of ux. To this end, recall the definition (4.3) of ϕ; its expression (4.4)
in terms of c is valid in the present case as well, and in particular it reveals, by (C′) and
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by repeating the same argument as in the proof of Lemma 4.1, that ϕ is negative and
is a convex function in x for every 0 < t ≤ 1. Remembering the identity (4.9) in the
proof of Lemma 4.2 and noting that
E [ϕ(t, Nt)|Fs] ≥ ϕ (t,E[Nt|Fs]) a.s.
by the conditional Jensen inequality, we obtain
0 ≥ E
[ |DsNt|2
ϕ(t, Nt)
∣∣∣∣Fs
]
− |E[DsNt|Fs]|
2
ϕ(t,E[Nt|Fs]) a.s.
in place of (4.10), due to the negativity of ϕ. By the definition of ϕ, the last inequality
leads to (4.7) with the reversed inequality sign. The rest of the proof for (5.3) proceeds
along the same lines as in the first part of the proof of Proposition 4.1. Therefore (5.2)
follows and we obtain the proposition.
The next proposition shows that (5.1) unifies two properties of Q, the reverse hy-
percontractivity (1.8) and the exponential variant (1.3) of the hypercontractivity.
Proposition 5.2. The property (5.1) implies (1.8) and (1.3).
In view of (2.1), in order to prove the assertion, it suffices to show that we may
derive from (5.2) the following: given α > 0,
E
[(
1
Mt(f)
)ρα(t)]1/ρα(t)
≤ E
[(
1
M1(f)
)α]1/α
for all 0 < t ≤ 1, (5.4)
for every a.e. nonnegative f ∈ L1(γd) satisfying 1/f ∈ Lα(γd), as well as
E [exp {(1/t)Mt(f)}]t ≤ E [exp {M1(f)}] for all 0 < t ≤ 1, (5.5)
for every f ∈ L1(γd) satisfying ef ∈ L1(γd). Here we set ρα(t) = (α+ 1)/t− 1 in (5.4).
Proof of Proposition 5.2. We begin with the proof of (5.4). For this purpose, let f be
in C1b,0(R
d) first. We pick a constant κ > 0 in such a way that κ < inf
x∈Rd
f(x) and take
c(x) =
1
(x+ κ)α+1
, x > 0.
Then the condition (C′) is fulfilled; in fact, (c/c′)(x) = −(x + κ)/(α + 1), and hence
(c/c′)′′ = 0. Therefore we have (5.2) with this choice of c. The corresponding u and v
are given respectively by
u(t, x) =
{
κ−ρα(t) − (x+ κ)−ρα(t)} /ρα(t), 0 < t ≤ 1, x > 0,
v(t, x) =
{
κ−ρα(t) − ρα(t)x
}−1/ρα(t) − κ, 0 < t ≤ 1, 0 < x < κ−ρα(t)/ρα(t).
19
From these expressions, we see that applying (5.2) to f − κ yields (5.4) for every f ∈
C1b,0(R
d).
Next we assume that f is in L1(γd) and satisfies
ε := ess inf
x∈Rd
f(x) > 0.
Then we may choose a sequence {fn}∞n=1 ⊂ C1b (Rd) in such a way that
lim
n→∞
E [|fn(W1)− f(W1)|] = 0 (5.6)
and inf
x∈Rd
fn(x) ≥ ε for all n ≥ 1 (see, e.g., the middle part of the proof of Proposition 4.1).
We have seen in the previous step that (5.4) holds true for each fn:
E
[(
1
E[fn(W1)|Ft]
)ρα(t)]1/ρα(t)
≤ E
[(
1
fn(W1)
)α]1/α
(5.7)
for all 0 < t ≤ 1. By the inequality |(1/x1)α − (1/x2)α| ≤ α|x1−x2|/εα+1 for x1, x2 ≥ ε,
and by (5.6), we have the convergence of expectations
lim
n→∞
E
[(
1
fn(W1)
)α]
= E
[(
1
f(W1)
)α]
as to the right-hand side of (5.7). The same reasoning combined with the conditional
Jensen inequality yields the convergence as n→∞ of the left-hand side of (5.7) to the
expression with fn replaced by f . Hence we have obtained (5.4) for f ∈ L1(γd) with
ess inf
x∈Rd
f(x) > 0.
Finally, let f be an a.e. positive function in L1(γd) satisfying 1/f ∈ Lα(γd). For
every positive integer n, set
fn := max {f, 1/n} .
Then we have (5.7) for these fn’s as well. Since each fn is nonnegative and dominated
by the integrable function f + 1, it holds that
lim
n→∞
E[fn(W1)|Ft] = E[f(W1)|Ft] a.s.
by the conditional dominated convergence theorem. Letting n → ∞ on both sides of
(5.7), we appeal to the monotone convergence theorem to conclude the validity of (5.4)
for any a.e. positive f ∈ L1(γd).
We turn to the proof of (5.5). First we pick f ∈ C1b (Rd) and let κ ≥ 0 be a constant
such that inf
x∈Rd
{−f(x)} > −κ. We may take c(x) = e−(x−κ), x > 0, in Proposition 5.1;
indeed, c/c′ is identically equal to −1 and thus the condition (C′) is fulfilled. Then the
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inequality (5.2) applied to −f + κ ∈ C1b,0(Rd) entails (5.5) for every f ∈ C1b (Rd), due to
the expressions of the corresponding u and v:
u(t, x) = t
{
eκ/t − e−(x−κ)/t} , 0 < t ≤ 1, x > 0,
v(t, x) = −t log (1− e−κ/tx/t) , 0 < t ≤ 1, 0 < x < teκ/t.
Next let f be in L1(γd) and satisfy e
f ∈ L1(γd). We write {fn}∞n=1 for a sequence in
C1b (R
d) that approximates f in L1(γd). If we suppose that K := ess sup
x∈Rd
f(x) <∞, then
we may take the above sequence in such a way that
sup
x∈Rd
fn(x) ≤ K
for all n (cf. Proof of Proposition 4.1). We have observed in the previous step that for
each fn,
E [exp {(1/t)E [fn(W1)|Ft]}]t ≤ E
[
efn(W1)
]
(5.8)
holds for all 0 < t ≤ 1. By noting that |ex1 − ex2 | ≤ eK |x1 − x2| for x1, x2 ≤ K,∣∣E [efn(W1)]− E [ef(W1)]∣∣ ≤ eKE [|fn(W1)− f(W1)|] −−−→
n→∞
0
since fn approximates f in L
1(γd). The same reasoning with K/t replacing K, yields
the convergence of the expectation in the left-hand side of (5.8), and hence we have
E [exp {(1/t)E [f(W1)|Ft]}]t ≤ E
[
ef(W1)
]
when f is bounded from above. For a general f satisfying the assumption, we truncate
f from above and use the monotone convergence theorem and its conditional version
(or the conditional dominated convergence theorem) to reach the conclusion.
Remark 5.1. As noted in [1, p. 274], the reverse hypercontractivity (1.8) was firstly ob-
served by Borell and Janson [2]† in the name of “converse hypercontractivity.” It is also
noted in [1, Remark 5.2.4] that in the same way of the hypercontractivity (1.1) yielding
the logarithmic Sobolev inequality (1.2) and vice versa, the reverse hypercontractivity
is seen to be equivalent to (1.2) as well.
If we let α ↓ 0 in (1.8), we immediately obtain the following claim, which is of interest
itself and which, to our knowledge, has not ever been stated in a clear manner.
†There seems to be some confusion in the literature. In [1], this paper is referred to as [88] in
the bibliography, which is found to be Borell’s single-authored paper entitled “Positivity improving
operators and hypercontractivity” (Math. Z. 180 (1982), no. 2, 225–234); it is true that in this Borell’s
paper, the reverse hypercontractivity is presented with its different proof than the original one, however,
the paper cited there for the original proof supposedly needs to be corrected as the reference [2] in the
present paper.
21
Proposition 5.3. Suppose f : Rd → R is positive γd-a.e. and in L1(γd). If f satisfies∫
Rd
log+(1/f) dγd <∞,
then for every t > 0, 1/Qtf is in L
e2t−1(γd); in fact, it holds that
‖1/Qtf‖e2t−1 ≤ exp
(
−
∫
Rd
log f dγd
)
for all t > 0. Here log+ x := max {log x, 0} , x > 0.
Proof. By Proposition 5.2 and by the identity (2.1) in law, we may start the proof
from (5.4) when f ∈ L1(γd) is bounded away from 0: ess inf
x∈Rd
f(x) > 0. Then by the
boundedness of 1/f , it is easily seen that as α ↓ 0, the left-hand side of (5.4) converges
to the expression with ρα(t) replaced by ρ0(t) := 1/t − 1 for every 0 < t < 1. (In
fact, what we actually need for the proof is a simple fact that the above-mentioned
expression does not exceed the left-hand side of (5.4).) As for the right-hand side of
(5.4), we rewrite it into
exp
{
1
α
logE
[
(M1(f))
−α]} . (5.9)
Recall M1(f) = f(W1). Observe that for any open and bounded interval I ⊂ (0,∞),
the random variable
sup
α∈I
(M1(f))
−α |logM1(f)|
is integrable thanks to the boundedness of 1/f and the condition f ∈ L1(γd). This
observation entails that on (0,∞), there holds the equality
d
dα
E
[
(M1(f))
−α] = −E [(M1(f))−α logM1(f)]
whose right-hand side converges as α ↓ 0 to −E [logM1(f)] by the dominated conver-
gence theorem. Therefore applying L’Hoˆpital’s rule, we have
lim
α↓0
1
α
logE
[
(M1(f))
−α] = −E [logM1(f)] ,
and hence (5.9), or the right-hand side of (5.4), converges to exp {−E [logM1(f)]} as
α ↓ 0. Consequently, we obtain
E
[
(Mt(f))
−ρ0(t)
]1/ρ0(t) ≤ exp {−E [logM1(f)]} (5.10)
for any f ∈ L1(γd) which is bounded away from 0.
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For a general f satisfying the assumption, we set fn = max {f, 1/n} for each positive
integer n as in the last step of the proof of (5.4). By the same reasoning as used there,
lim
n→∞
E
[
(Mt(fn))
−ρ0(t)
]
= E
[
(Mt(f))
−ρ0(t)
]
.
We also have the convergence
lim
n→∞
E [logM1(fn)] = E [logM1(f)]
by the monotone convergence theorem because of the domination log fn ≤ fn − 1 ≤ f
for all n. Since (5.10) holds for any fn replacing f as has already been observed, letting
n→∞ on both sides leads to the desired conclusion thanks to (2.1).
We end this paper with a remark on the last proposition.
Remark 5.2. Proposition 5.3 may also be proven by taking
c(x) =
1
x+ κ
, x > 0,
in (5.2) with κ a positive constant, and by repeating the same argument as in the proof
of (5.4). Moreover, if we choose
c(x) =
1
(x+ κ)e−2s
, x > 0,
for a given s > 0, then we may deduce from (5.2) together with density arguments that
for every nonnegative f ∈ L1(γd),
‖f‖1 ≥ exp
{∫
Rd
log (Qsf) dγd
}
≥ ‖Qtf‖1−e−2(s−t)
for all 0 ≤ t < s; in particular, taking t = 0 leads to
‖f‖1 ≥ exp
{∫
Rd
log (Qsf) dγd
}
≥ ‖f‖1−e−2s ,
which is valid for every s > 0. In the last two inequalities, the upper bound ‖f‖1 is a
consequence of Jensen’s inequality.
References
[1] D. Bakry, I. Gentil, M. Ledoux, Analysis and Geometry of Markov Diffusion Op-
erators, Springer, Cham, 2014.
[2] C. Borell, S. Janson, Converse hypercontractivity, in: Se´minaire d’Initiation a`
l’Analyse, 21e anne´e 1981/82, Publ. Math. Univ. Pierre Marie Curie 54 (1982),
no. 4.
23
[3] M. Capitaine, E.P. Hsu, M. Ledoux, Martingale representation and a simple proof
of logarithmic Sobolev inequalities on path spaces, Electron. Commun. Probab. 2
(1997), 71–81.
[4] J.L. Doob, Measure Theory, Springer, New York, 1994.
[5] L. Gross, Logarithmic Sobolev inequalities, Amer. J. Math. 97 (1975), 1061–1083.
[6] I. Karatzas, S.E. Shreve, Methods of Mathematical Finance, Springer, New York,
1998.
[7] E.H. Lieb, M. Loss, Analysis, 2nd ed., Amer. Math. Soc., Providence, RI, 2001.
[8] E. Nelson, The free Markoff field, J. Funct. Anal. 12 (1973), 211–227.
[9] D. Nualart, The Malliavin Calculus and Related Topics, 2nd ed., Springer, Berlin,
2006.
[10] I. Shigekawa, Stochastic Analysis, Amer. Math. Soc., Providence, RI, 2004.
[11] A.J. Stam, Some inequalities satisfied by the quantities of information of Fisher
and Shannon, Inform. and Control 2 (1959), 101–112.
