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The use of technology in the classroom is becoming more widespread, and the 
area of agronomy is no different. Utilization of various mapping technology is 
more common in instructional components in the classroom, although the 
impacts of software usability have not yet been explored. Maps available over the 
Internet are identified as an area in which usability is not known, nor are there 
any fixed standards or conventions to govern the display of them. The recently 
developed mapping prototype is intended to increase accessibility to map data 
used in class, as well as make it easier to use the data. A comparison between 
this prototype and other established map software was conducted to determine 
the relative usability and the differences between the compared software. The 
findings of this study indicate the prototype yielded a higher rate of correct 
response. Also, the simpler interface of the prototype was preferred by students 
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CHAPTER 1. INTRODUCTION 
This chapter outlines and introduces the primary components of this 
research study, including the background, significance, research question, 
scope, and definitions of key terms. 
1.1. Problem Background 
Technology integration is becoming a priority within several curricula 
across the country and agriculture is no exception. Due to the increased use of 
technology in all areas of life, the nature of computer software and the issues 
involving human-computer interactions have important implications for 
instructional materials used in education. The Agronomy Department at Purdue 
University is an example of an educational setting facing these challenges while 
implementing new instructional tools designed to help students better understand 
soil properties and spatial patterns. 
Agronomy classes that teach about soils have utilized technologies such 
as tablet computers and ArcGIS in the curriculum. ArcGIS is “a platform for 
building a complete geographic information system (GIS)” (p. 2) published by the 
Environmental Systems Research Institute (ESRI) (ESRI, 2009). Despite the 
amount of functionality available within ArcGIS, this robust piece of software is 
challenging for undergraduate students to learn.  As a result, students must 
spend the first part of the semester learning the basics of ArcGIS in order to 
successfully understand presented maps. Also, instructors must perform step-by-
step demonstrations during the class period to show which icons and tools to use 
in order to view specific pieces of information. Students typically only use the 
tools for dragging, zooming, and resetting the map to its original view. Generally, 
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outside of these instructions and tools, students are not able to utilize the bulk of 
the available software functionality.  
Other perceived problems the students face include the white screen 
space around map visuals when map files are loaded, leaving the loaded map 
without a context on a larger map. Also, data rendering of map imagery in 
ArcGIS is perceived to be time intensive. However, ArcGIS can provide students 
with detailed information about specific soils on the map (D. G. Schulze, personal 
communication, April 2, 2010). 
 
Figure 1.1: An empty ArcMap software interface.  
The map layers are in the panel to the left, the map display area is the large 
white space on the right, and the toolbar is centered between the two panels.  
The ArcGIS® ArcEditor™ graphical user interface is the intellectual property of 






1.2. Grant Background 
Integrating Spatial Educational Experiences (Isee) into Crop, Soil, and 
Environmental Science Curricula is a project funded by the United States 
Department of Agriculture. The focus of the project is to make map data used in 
the classroom more useful and meaningful for students. Another major facet of 
the project is to make the interface more user friendly and based on usability 
principles. The development of the Isee website is an interdisciplinary research 
project between the Purdue University Agronomy Department, Libraries, and 
Department of Computer Graphics Technology. Isee is delivered via the Internet 
and utilizes a variety of web technologies in its deployment, such as the Google 
Earth API, GeoWebCache, PHP, MySQL, and JavaScript. 
1.3. Problem Statement 
Agronomy students lack a convenient and easy-to-use system for 
examining and learning about soil types. 
1.4. Significance 
Online educational tools are becoming increasingly prevalent in education 
(Dixon, Osment, & Panke, 2009), a shift that is also obvious for GIS, as these 
software applications for geospatial data visualization begin to use the Internet in 
a greater capacity (Haklay & Zafiri, 2008). However, the display of data in the 
form of maps presents challenges from several different aspects. The migration 
towards online mapping technology has created a hole in the standards and 
conventions typically used in cartography, as those used in traditional 
cartography do not translate to digital environments (Koua, MacEachren & Kraak, 
2006; Nivala, Brewster, & Sarjakoski, 2008). Furthermore, cognitive factors such 
as spatial ability are also considered to be important in decoding the meanings of 
information displayed on maps (Sanchez & Branaghan, 2009; Schwartz & 
Phillippe, 1991). Regardless of the research studies done thus far, a sole 
4 
population of undergraduate students in agricultural fields had not yet been 
targeted. 
Performing an investigation specifically on undergraduate students may 
reveal needs and traits inherent to that population, when also taking into 
consideration the construction and design of the online tool itself. Producing an 
educational resource adequate for this population’s needs would enhance 
student learning, such that concepts relating to soil types and properties may 
become more apparent and easier to understand. 
1.5. Research Question 
1. How usable do students find soil data presented on the custom-created 
interactive online Isee system? 
2. How usable do students find soil data presented on the current software, 
ArcGIS? 
3. Does Isee significantly reduce error rate and increase user satisfaction? 
1.6. Assumptions 
The following items are assumptions made while conducting the study: 
 Participants were not color blind. 
 Participants were truthful in their responses to the tasks and the 
questionnaire. 
 The available Internet connection between the testing site and required 
servers was functioning at normal speeds at all times. 
 The servers necessary for Isee to function did not cause unusually long 
latency. 
 The methodology is a valid measure of interactive map usability. 
 Participants have an understanding of how to navigate websites.  
 Participants can clearly communicate in and understand the English 
language. 
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 Stress experienced in class or on campus did not contribute to participant 
performance. 
 Soil data used in the study is the most current soil survey data available 
from the Natural Resources Conservation Service at the time the study 
was conducted. 
1.7. Limitations 
The following items are limitations of the study: 
 Construction was being done in the building in which the study took place. 
Noise from this activity may have distracted or otherwise negatively 
affected the responses from participants.  
 The research time period was before the introduction of Isee in the target 
course, in order to reduce bias. This gave only two and a half weeks to 
collect data.  
 The database containing specific information about soil properties and 
types for Isee was incomplete at the time the study was conducted. 
1.8. Delimitations 
The following items are delimitations of the study: 
 Participants were undergraduate students enrolled in a major area of 
either Soil & Crop Science or Soil & Crop Management at Purdue 
University. 
 Participants were student volunteers from various soil sciences classes 
offered through the Agronomy Department at Purdue University. 
 Participants were only able to access soil data via the Google Earth web 
interface within the bounds of the API. 
 Participant performance during the study was not recorded as a narrative. 
 This study did not measure student spatial ability.  
 Effects of semester-long use of Isee were not evaluated. 
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1.9. Definitions of Key Terms 
Application Programming Interface (API) – A “software-to-software interface” 
providing a standard way to access features of an already existing 
software application. APIs are often made public to software developers 
(Roos, n.d.).  
Geographical Information Systems (GIS) – A subcategory of spatial information 
systems (SIS) that deals with “input, storage, representation and retrieval” 
of spatial geographic data (Medyckyj-Scott & Blades, 1992). 
Geovisualization – Visualization of geographic data that is often spatial or 
temporal in nature (International Cartographic Association, 2009). 
Usability – A software application’s ease of use. In can be divided into five 
factors: learnability, efficiency, memorability, errors, and satisfaction 
(Wickens, Lee, Liu, & Becker, 2004). 
Usability Testing – “The process of having users interact with the system to 
identify human factors design flaws” (Wickens, Lee, Liu, & Becker, 2004).  
1.10. Summary 
This chapter introduced key features of this research study. The 
background described the basis for investigating map learning and usability. The 
scope and significance underscored the focus on undergraduates. The research 
question, assumptions, limitations, and delimitations further defined the 
parameters by which the study was conducted. The next chapter discusses 
supporting literature.   
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CHAPTER 2. REVIEW OF LITERATURE 
Technology in the classroom is becoming increasingly evident, giving rise 
to a variety of web-based learning tools and technologies (Dixon, Osment, & 
Panke, 2009). Inevitably, online classes and educational tools are appearing in 
universities across the country (Dixon, Osment, & Panke, 2009). This 
phenomenon has also been noticed in the area of Geographical Information 
Systems (GIS), where there has also been a shift away from command-line 
driven desktop software to software in graphical formats, some of which are 
utilizing the Internet (Haklay & Zafiri, 2008). Throughout the following sections, 
background and research will be reviewed from the areas of GIS, map usability, 
and education.  
2.1. Geographical Information Systems (GIS) 
Geographical Information Systems (GIS) technology is a data-oriented 
mechanism for displaying and analyzing geographical information (Medyckyj-
Scott & Blades, 1992). GIS utilizes computational power to perform complex data 
manipulations, allowing for greater ease in data visualization through interactivity 
and manipulation of views on the screen, which are considered important 
benefits for the end-user (Davies & Medyckyj-Scott, 1994). GIS software 
packages have become progressively more powerful at computations and data 
retrieval, making them valuable for professionals in a variety of fields, such as 
engineering and geography (Medyckyj-Scott & Blades, 1992). However, this 
popularity as a visualization tool within various disciplines is also a problem in 
catering to the needs of such an assorted audience (Medyckyj-Scott & Blades, 
1992). 
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Haklay and Zafiri (2008) prefaced their study on the lack of attention paid 
to certain audiences using GIS software, stating that “there is lack of research 
into the way GIS is used at the workplace, in schools, and at home” (p. 87). Very 
little research has been done to understand the needs of GIS users (Davies & 
Medyckyj-Scott, 1994; Haklay & Zafiri, 2008; Medyckyj-Scott & Blades, 1992), 
even with the rise of now-popular mapping websites (Nivala, Brewster, & 
Sarjakoski, 2008). 
2.2. Map Usability 
Understanding various human-computer interactions can help improve the 
experience and performance while using various computer systems (O’Neill, 
2008). Specifically relating to maps however, it has been generally well 
established in the field of cartography that the standards for assessing traditional 
maps is incompatible with those of online maps, therefore leading to a lack of 
usability standards and conventions for designing web-based maps (Koua, 
MacEachren & Kraak, 2006; Nivala, Brewster, & Sarjakoski, 2008). Although 
these digital versions of traditional media are considered to combine the 
traditional media’s main features with computer technologies (O’Neill, 2008), it is 
clear that usability does not transfer so easily. Professionals in the field have 
recognized this poorly defined area within usability as a problem in geographic 
visualization that needs to be solved; several researchers are acknowledged with 
beginning work in map usability although this research is still too young to be 
generalized to the field as a whole (Haklay & Zafiri, 2008; Koua, MacEachren & 
Kraak, 2006; Nivala, Brewster, & Sarjakoski, 2008). Although there is little 
background on map usability specifically, the following sections discuss some of 
the current research relevant to some of the key issues.  
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2.2.1. Understanding the User 
Haklay and Zafiri (2008) investigated one of these issues—understanding 
the end user—through a study focused on the perspective of the end user. This 
exploratory study required participants to submit a screenshot of his or her 
desktop while running a GIS desktop software package. The purpose of asking 
for this screenshot was to determine what factors are present at the time of 
software use (Haklay & Zafiri, 2008). Although detailed conclusions could not be 
drawn about the tasks being performed, it was generally understood that the 
users in the sample viewed this software at high resolutions (1280 pixels by 1024 
pixels or greater) and that nearly 30% of screen space was dedicated to toolbars 
(Haklay & Zafiri, 2008). The latter finding possibly indicates that the toolbars were 
used as memory aids to remind the user of available functionality and options 
within the software, especially for infrequently used tools (Haklay & Zafiri, 2008). 
Tidwell (2006) calls this phenomenon “prospective memory,” which means that 
we “plan to do something in the future, and we arrange some way of reminding 
ourselves to do it” (p. 16). Another interpretation suggests that although such a 
large amount of screen space is dedicated to toolbars, the large screen 
resolutions still allow for an appropriate level of map detail to be viewed (Haklay 
& Zafiri, 2008). While this helps to describe the preferences of users in this 
sample, the study did not cover students, online GIS software, or mapping 
websites and was merely a starting point for further understanding in this area 
(Haklay & Zafiri, 2008).  
2.2.2. Interface Preferences 
Research regarding information presented to the user was conducted by 
Koua, MacEachren, and Kraak (2006), who investigated the problem through a 
usability study on the preference and performance of participants using different 
visualizations of GIS data. This particular study focused on the comparison of 
three data display types: a color-coded map, a parallel coordinate plot, and self-
organizing map (SOM) prototype developed by the authors (Koua, MacEachren 
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& Kraak, 2006). Goals related to information retrieval from these information 
displays were developed into an arrangement of visual tasks and are as follows: 
locate, identify, distinguish, categorize, cluster, distribute, rank, compare, 
associate, and correlate (Koua, MacEachren & Kraak, 2006). For each of these 
tasks, the parallel coordinate plot confused participants the most and produced 
the worst performance results (Koua, MacEachren & Kraak, 2006). However, the 
map and SOM graphic were preferred and effective depending on the type of 
task the user was asked to perform. The detailed study conclusions suggest that 
complex comparison analytical tasks are better suited to the authors’ SOM 
graphics and that maps are superior in locating and distinguishing characteristics 
(Koua, MacEachren & Kraak, 2006).  
2.2.3. Maps on the Internet 
Although the research discussed above has involved desktop software 
that utilizes maps, Nivala, Brewster, and Sarjakoski (2008) conducted research 
exploring maps online in order to determine factors that cause usability problems. 
During this study of four popular mapping websites, it was found that there were 
several areas of concern among users regarding the mapping tasks (Nivala, 
Brewster, & Sarjakoski, 2008). Although some of these concerns were cosmetic 
issues (e.g., a map looking too “old fashioned”), other issues were more serious, 
such as confusion among map color meanings, difficulty in finding requested 
information, and incomplete or inappropriate use of the map application (Nivala, 
Brewster, & Sarjakoski, 2008). Some of the factors reportedly causing the 
problems were actually expected website conventions and standards, such as an 
easy-to-understand navigation and amount of clutter on the page displaying the 
map, although several other factors related to the map application itself (Nivala, 
Brewster, & Sarjakoski, 2008). Map applications tended to cause trouble for 
users on seemingly simple tasks, such as changing visible map layers, zooming, 
and finding specific places on the map (Nivala, Brewster, & Sarjakoski, 2008), 
even when simple actions such as panning and zooming are considered familiar 
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actions (Tidwell, 2006). Contributing to these problems, the wide variety of users 
in the targeted audiences for these websites was believed to have differing levels 
of computer skills and cartography skills, which only increased the complexity of 
designing an effective online map (Nivala, Brewster, & Sarjakoski, 2008).  
2.2.4. Role of Map Aesthetics 
Varied user needs and mapping technologies are evident, but incorrect 
and unexpected user perceptions of these technologies may not only be due to 
technological issues, but also aesthetic issues. Rosenholtz, Li, Mansfield, and Jin 
(2005) found several components of the map design to impact the perception of 
clutter on a map, which supports the reasoning behind the confusion 
encountered in the Nivala, Brewster, and Sarjakoski (2008) study. Clutter can 
most simply be described as when a space “has too many objects,” therefore 
resulting in confusion. Color and luminance were found to be key features in the 
perception of cluttered images (Rosenholtz, et al., 2005). Participants did not 
universally agree upon how much color and luminance constituted “too much 
clutter,” but it was generally found that images having the appearance of fewer 
items in the image were less cluttered (Rosenholtz, et al., 2005). Images with the 
most disagreement contained various amounts of text, suggesting that the 
amount of text is an important variable when graphic clutter is measured 
(Rosenholtz, et al., 2005). 
2.3. Educational Considerations 
The area of usability in general has connections with education and 
instructional concerns. Although multimedia interfaces involve attention to 
usability and user-centered design, there are also strong relations to various 
learning theories, most notably behaviorism, constructivism, and cognitive theory 
(Mackey & Ho, 2008). Instructional design for multimedia relies on ease-of-use 
for the students (i.e. behaviorism), involves students through interactivity (i.e. 
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cognitive theory), and encourages growth of knowledge through personal 
exploration and experience (i.e. constructivism) (Mackey & Ho, 2008).  
Behaviorism was largely explored by Ivan Pavlov and B.F. Skinner and 
focuses on environmental stimuli and observable behaviors from the learner 
(Driscoll, 2005; Ertmer & Newby, 1993). This standpoint ignores mental 
processes involved in thinking, remembering, and learning because these 
activities cannot be observed and measured. As described by B.F. Skinner, it is 
not important to understand these mental activities because the presentation of 
stimuli determines behavior (Driscoll, 2005). Cognitive theory shifts attention to 
the mental processes of the learner, especially the activities involved with 
perceiving and remembering information (Driscoll, 2005). This area will be 
discussed in more depth in the next section. The most modern of the three 
epistemologies, constructivism, differs from behaviorism and cognitive theories in 
that it emphasizes creation of knowledge and meaning based on personal 
experiences (Ertmer & Newby, 1993). 
The following sections summarize some of the educational considerations 
involved with map learning and transfer of knowledge from maps. The research 
reviewed begins with cognitive factors related to map learning, as cognitive 
theories are the most popular in this area of research. Other work reviewed 
includes the topics of online learning, learning from multimedia applications, and 
educational multimedia usability.  
2.3.1. Cognitive Factors in Map Learning 
Spatial ability is thought to have several connections to the amount of 
knowledge transfer that occurs when a learner reads a map. Research 
conducted by Thorndyke and Hayes-Roth (1982) investigated the relationships 
between spatial knowledge of a particular area and the source of that knowledge, 
either through maps or navigational experience. Differences between the two 
methods were distinct from one another, such that participants using the map 
had a better understanding of overall relationships and distances between 
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locations, although those with navigational experience in the area had fewer 
problems when the orientation towards a location was changed (Thorndyke & 
Hayes-Roth, 1982). Thorndyke and Hayes-Roth (1982) also suggested that 
increased familiarity with an environment may not always indicate an accurate 
estimation of distance between locations. Large amounts of experience and 
familiarity in an environment may surpass performance with maps and lead to an 
accurate mental model of the spatial relationships (Thorndyke & Hayes-Roth, 
1982). 
Later research done by Schwartz and Phillippe (1991) focused solely on 
learning from maps and the relationship to spatial abilities, gender, and cognitive 
style. These specific areas of interest were chosen for study due to unexplained 
differences in previous map learning studies, likely related to characteristics of 
the student instead of only the media used (Schwartz & Phillippe, 1991). An 
individual’s cognitive style can be described as field dependent or field 
independent. Field dependence is described as when a person sees a “stimuli as 
an integral part of the background in which the stimuli are presented,” whereas 
field independence is described as when a person can “disembed a target from 
the context in which it is placed” (Schwartz & Phillippe, 1991, p. 173).  
Although all participants were asked to study a map for a specified period 
of time, some learners were instructed to study and later recall location names 
while others looked for locations themselves (Schwartz & Phillippe, 1991). 
Generally, participants with a field dependent cognitive style encoded information 
with greater success when the map was encoded in memory based on the 
semantic information, instead of the spatial information; likewise, students who 
had a field independent style responded more correctly on spatial questions than 
on semantic ones (Schwartz & Phillippe, 1991). Lastly, female participants 
outperformed their male counterparts overall in both semantic and spatial recall 
tasks (Schwartz & Phillippe, 1991). Due to correlations in the data such as the 
examples provided, Schwartz and Phillippe (1991) concluded that the factors 
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internal to the learner are in fact important in the acquisition of knowledge from 
maps. 
The findings of Coluccia, Bosco, and Brandimonte (2007) further 
supporting the findings in Schwartz and Phillippe (1991). Coluccia, Bosco, and 
Brandimonte (2007) studied the impacts of various types of interference on 
“visuo-spatial working memory” in map learning. Participants responded after 
memorizing map information by drawing it from memory (Coluccia, Bosco, & 
Brandimonte, 2007). The primary map features remembered in “visuo-spatial 
working memory” were map features such as roads and locations (places on the 
map), while text information, such as the names of the locations, were not tied to 
spatial memory (Coluccia, Bosco, & Brandimonte, 2007). Also, the impacts of 
verbal interference (e.g., speaking while memorizing map information) did not 
impact encoding of information in memory, although spatial interference (e.g., 
typing on a keypad while memorizing map information) caused a lower rate of 
correct response; other variations of the experiment produced similar results 
(Coluccia, Bosco, & Brandimonte, 2007). This then means that map information 
presented together (verbal and spatial information) is encoded into the working 
memory concurrently (Coluccia, Bosco, & Brandimonte, 2007). 
Sanchez and Branaghan (2009) explored a slightly different aspect of 
spatial ability, from the perspective of visualization. Participants in this study were 
required to learn a route through an unfamiliar neighborhood by studying a map 
for a specified amount of time, with the only difference between maps being the 
resolution (detail) of the map—high resolution maps were a satellite image while 
low resolution maps were simplified colors and lines (Sanchez & Branaghan, 
2009). High spatial ability participants did not experience difficulty in the 
visualization tasks with either map provided, although low spatial ability 
participants had more difficulty with the more detailed map (Sanchez & 
Branaghan, 2009). However, Sanchez and Branaghan (2009) noted that the 
maps used in this particular study were regularly-shaped—the maps were of 
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urban city blocks; the impacts of a map with curved roads and topographical 
features were not explored (Sanchez & Branaghan, 2009).    
Aside from spatial ability, other factors such as age and level of education 
have also been explored as possible factors in map learning capabilities. Postigo 
and Pozo (2004) specifically explored the relationships between age, education 
level, and depth of information learned from graphical materials (such as maps). 
Depth of material was defined in this research as explicit, superficial information 
such as text labels; implicit, interpretation of symbols; and conceptual, analytical 
comparisons and relationships between elements (Postigo & Pozo, 2004). Based 
on the materials provided, either a graph or map displaying data, participant 
responses indicated that a relationship exists with both educational level and 
age—participants in the 12-year-old group scored more poorly than those 
participants in the 16-year-old group (Postigo & Pozo, 2004). Similarly, questions 
asking about explicitly defined information were more correctly answered by all 
age groups; answers to questions about implicit information were less correct 
and conceptual questions were answered the least correct of the three (Postigo 
& Pozo, 2004). Another variation involved undergraduates from a university, 
where the difference in correct responses were related to the expertise in the 
area of map reading, while there was no relationship to age (Postigo & Pozo, 
2004). Students who are older and with more expertise in reading maps are able 
to gather more meaningful information from these kinds of graphical displays of 
data (Postigo & Pozo, 2004). 
2.3.2. Online Learning 
The age of the Internet offers instructional designers an opportunity to use  
new media for the delivery of educational content in a non-linear, self-paced, and 
engaging way (Dillon & Jobst, 2005). Online learning takes many forms, one of 
which is “blended” teaching (Dixon, Osment, & Panke, 2009). As an exploration 
of student satisfaction with this kind of learning, Dixon, Osment, and Panke 
(2009) gathered student feedback in the form of questionnaires throughout a 
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semester where a “blended” classroom and a traditional classroom were 
conducted at the same time in the same subject area. While both classes 
involved instruction through guest speakers, videos, and other materials, the 
traditional classroom always met face-to-face and the “blended” classroom was 
mostly conducted through online interaction (Dixon, Osment, & Panke, 2009).  
At the end of the semester, students did not report any significantly 
different satisfaction between either experimental condition, suggesting that 
although the “blended” environment was not the more preferred instructional 
environment, it was no less preferred either (Dixon, Osment, & Panke, 2009). 
This justifies use of a “blended” online instruction as a viable classroom 
alternative to face-to-face traditional classrooms, although the definition of 
“blended” learning still does not include a definite ratio of face-to-face time to 
online time; implications of this inconsistent definition might include different 
levels of satisfaction from what is described in this research (Dixon, Osment, & 
Panke, 2009).  
2.3.3. Multimedia Learning 
As indicated in Dillon and Jobst (2005), one challenge of online learning is 
finding the appropriate levels and amounts of mixed media to enhance, instead 
of hinder, the learning process. Even though multimedia associated with online 
learning has been pushed as a way for learners to maximize one's own learning, 
often times issues such as unfamiliarity with the technology only hinders 
students, removing this theoretical advantage (Dillon & Jobst, 2005). However, 
instruction via multimedia is a branch of learning technologies that is becoming 
increasingly more common in instruction (Austin, 2009).  
Multimedia can be defined as "material [that] is presented in both words 
and pictures, and may also include sound" (Dillon & Jobst, 2005). With 
development in this area, it is important to recognize theoretical aspects of 
learning through multimedia, such as the “Cognitive Theory of Multimedia 
Learning” (CTML). CTML holds that humans process information through 
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multiple channels, that humans can become overloaded when too much 
information is presented, and that learners need to actively participate in the 
learning process (Austin, 2009). It is generally believed that animation 
accompanied with narration is an effective method of information delivery (Austin, 
2009; Mackey & Ho, 2008). Although the purpose of Austin’s (2009) study 
explored multimedia involving animations, other manipulations with text and 
audio (including positioning of items on the screen) were shown to influence 
student learning. Through multiple variations, this study explored concepts of 
CTML by presenting participants with varied versions of a multimedia learning 
module and giving a test over the content of the module (Austin, 2009).  
Results showed that animations accompanied by audio narration were 
more effective than animations accompanied by a text passage of the same 
information; however, when another module was modified to have the text 
centered on the screen and the animation was removed, responses were 
comparable to those of the animation with audio narrative (Austin, 2009). These 
findings demonstrate the “split attention” that students viewing the animation with 
text experienced, possibly overloading the visual “channel” (Austin, 2009). The 
change in the animation and location of text may also be beneficial, due to the 
fact that students attempting reading the text do not have to change where he or 
she is looking to focus on the images being displayed. As a result, the “modality 
principle” did not hold firm in this scenario (Austin, 2009). 
Another issue within multimedia learning is the ease by which the learner 
can process the information presented, which is partly due to the amount of color 
used in information graphics (Ozcelik, Karakus, Kursun, & Cagiltay, 2009). By 
comparing a color-coded diagram to a black and white version, Ozcelik, Karakus, 
Kursun, and Cagiltay (2009) discovered that students performed better on test 
questions when the color-coded diagram was used, even though there was no 
expressed preference for one version of the diagram over the other. Although 
eye tracking was also used in the analysis and provided insight into student 
behaviors while studying, it did not successfully predict participant satisfaction 
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with the information graphic (Ozcelik, et al., 2009). However, eye tracking alone 
revealed that eye fixations, the length of time spent looking in the same place, 
were longer for the color-coded diagram, possibly because less working memory 
was required to make connections between the image and the explanation below 
(Ozcelik, et al., 2009). This increased amount of time spent on each part of the 
page could also translate into greater focus on the content itself instead of on the 
location of that content on the page (Ozcelik, et al., 2009).  
Nielsen and Pernice (2010) found a similar phenomenon to occur with 
informational graphics on websites. In general, images are more often looked at 
when they are high contrast (either black and white or color), high quality, and 
easy to interpret (Nielsen & Pernice, 2010). The simplicity of an informational 
graphic seems to also be important, which is illustrated in how adults tend to use 
children's websites when they are trying to comprehend complex subjects or 
issues (Nielsen & Pernice, 2010). Maps are also included in the guidelines for 
images, as they are more well-received when they are clear and have high 
enough contrast to distinguish different color codes (Nielsen & Pernice, 2010). 
2.3.4. Multimedia Usability and Learning 
Mackey and Ho (2008) conducted research focusing on usability of and 
perceived learning from multimedia tutorials. The study was conducted using a 
format of usability study with undergraduate students enrolled in a blended 
course. A majority of the participants reported that the tutorial content was 
satisfactory and that it was helpful in learning, although there were mixed 
opinions about the multimedia tutorials enhancing pre-existing features of the 
class, such as lecture, assigned readings, and office hours (Mackey & Ho, 2008). 
The positive feedback on usability factors such as audio speed, audio and video 
synchronization, menu convenience, and promptness of displays were 
associated with the positive feedback on perceived learning throughout the 
course (Mackey & Ho, 2008). However, reported opinions on content and screen 
size did not appear associated with the responses on perceived learning 
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(Mackey & Ho, 2008). Based on these data, Mackey and Ho (2008) conclude 
that this supports the hypothesis that “multimedia developed for the Web must 
consider the usability factors unique to this medium” (p. 406). Although there was 
a positive correlation between perceived learning and satisfaction with usability 
factors, there is no discussion or data on a comparison with actual learning 
outcomes or scores (Mackey & Ho, 2008). 
2.4. Summary 
GIS technology is a valuable resource in the field of geographic 
visualization, although there are still many issues yet to be resolved in map data 
visualization, especially involving ease of use (Davies & Medyckyj-Scott, 1994; 
Haklay & Zafiri, 2008; Medyckyj-Scott & Blades, 1992). Usability of maps and 
other learning multimedia is equally as important, requiring further exploration 
into maximizing student benefits while staying within the limitations of the 
technologies themselves (Austin, 2009; Koua, MacEachren & Kraak, 2006; 
Nivala, Brewster, & Sarjakoski, 2008).   
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CHAPTER 3. METHODOLOGY 
This methodology explored the association between student 
comprehension of soil data and the type of software used. These comparisons 
were made based on factors related to usability and ease of use. The procedures 
in Koua, MacEachren, and Kraak (2006) assessed user performance, 
usefulness, and user reactions, features that are also of interest in this study. 
Therefore, an adaptation of these methods was utilized to study an 
undergraduate population.    
3.1. Population 
The population of interest is undergraduate students studying in the field 
of soil and crop sciences. This population is of interest because prior studies tend 
to focus on experts or professionals in the field (such as in Haklay & Zafiri, 2008; 
Koua, MacEachren, & Kraak, 2006; Nivala, Brewster, and Sarjakoski, 2008). 
Participants were undergraduates enrolled in a soil sciences class through the 
Agronomy Department at Purdue University. The numbers of students enrolled in 
these classes vary; the lower level classes have about 80 students per section 
while the upper level classes may only have 12 students per section (see 
Appendix A). Participants in the study were volunteers and they did not receive 
compensation from the researcher for participating. 
3.1.1. Sample Size 
Based on the studies done by Koua, MacEachren, and Kraak (2006) and 
Nivala, Brewster, and Sarjakoski (2008), a sample size between 20 and 25 
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participants is appropriate for examining usability. However, Hamburg’s (1985) 









N is the population size, x is the sample mean, and E is the margin of error 
(as a percentage). The mean x can be calculated as: 
  )100(100 2 rrcZx   
 100cZ  is the critical value based on the confidence level c (as a 
percentage). The response distribution is r (as a percentage). Assuming the 
responses are normally distributed, the calculated sample size is 60 when using 
a 10% margin of error, 95% confidence level, and an estimated population size of 
152 students based on the information available for spring semester courses 
(see Appendix B). 
The margin of error is half the confidence interval, in which the confidence 
interval is indication of the correctness of a particular measurement (“Introduction 
to the margin of error”, n.d.; New York State Department of Health, 1999). The 
95% confidence level, the most common choice, represents how often the 
sample will be contained in the confidence intervals (“The confidence interval”, 
n.d.). 
3.2. Design 
This study was formulated based on the procedures in Koua, 
MacEachren, and Kraak (2006), in which the purpose was to assess how well 
three different “visual representations... meet user performance and satisfaction 
goals.” These evaluations were made based on a usability assessment of the 
different visualizations, where data was collected in the form of ratings, 
questionnaires, task performance, and informal comments during testing (Koua, 
MacEachren, & Kraak, 2006). The three areas examined are described below: 
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 User performance is based on the use of tools in order to complete a task. 
It can be measured as completion rates, correctness of response, time 
taken to complete a task, and number of functions used to complete the 
task (Koua, MacEachren, & Kraak, 2006). 
 Usefulness is based on how well the tool serves the user’s needs. It can 
be measured as verbal comments, questionnaire responses, and task 
performance (Koua, MacEachren, & Kraak, 2006). 
 User reactions are based on preferences, attitude, and opinions of the 
user towards the tool. They can be measured with questionnaires and 
user comments (Koua, MacEachren, & Kraak, 2006). 
However, the methodology in this research focuses on different datasets 
and different software generating the visualizations in the form of maps, although 
the same general usability principles apply. User performance data was gathered 
as quantitative data from correctness of response, completion rates, and time 
taken to complete questions. Satisfaction was evaluated based on measures for 
usefulness and user reactions combined. The quantitative data for these were 
collected based on questionnaire responses (on a five-point Likert scale) and 
task performance. Small amounts of qualitative data were collected from 
comments on the questionnaires in order to clarify potential reasons for patterns 
in the quantitative data.  
3.3. Hypotheses 
Based on research and information available thus far, the following 
hypotheses have been formulated: 
 H01: There is no significant difference in correctness of task performance 
with any of the software. 
 Ha1: There is a significant difference in the correctness of task 
performance with the software. 
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 H02: There is no significant difference in student satisfaction with any of the 
software. 
 Ha2: There is a significant difference in student satisfaction with the 
software.  
3.4. Procedure 
The following procedure was approved by the Purdue University 
Institutional Review Board (see Appendix C) and was incorporated into the target 
course’s syllabus (see Appendix D). Participants were randomly divided into 
three groups. Each group used three different software applications that display 
map information. These groups were defined to minimize the impact of learning 
effects on the data. The order of treatment is reflected in the table below: 
Table 3.1 Order of treatment between groups 
 Group 1 Group 2 Group 3 
First Software Isee IndianaMap ArcGIS 
Second Software ArcGIS Isee IndianaMap 
Third Software IndianaMap ArcGIS Isee 
 
Isee was the prototype developed for the purpose simplifying a GIS data 
interface; Isee content is delivered over the Internet. ArcGIS is a software 
package possessing the same qualities of interest as the Isee prototype. ArcGIS 
was selected for its similarity of functions to Isee, such as visible legends for 
maps, ability to load different maps, and the display of a colored map for the 
selected dataset. ArcGIS is also the industry standard GIS software in the display 
of spatial map data. The exact interface used in the study was ESRI ArcMap 9.3. 
IndianaMap was also selected for comparison because it also delivers GIS data 
over the Internet, much like the Isee prototype. IndianaMap has the ability to load 
predetermined maps of Indiana while allowing for simple map interactions.  
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Figure 3.1: Isee as displayed at the beginning of each session. 
The website was viewed through a version of Firefox 3. 
 
Figure 3.2: ArcMap as displayed at the beginning of each session. 
The program ran locally off the given computer. 
The ArcGIS® ArcEditor™ graphical user interface is the intellectual property of 
Esri and is used herein by permission. All rights reserved. 
25 
 
Figure 3.3: IndianaMap as displayed at the beginning of each session. 
The website was viewed through a version of Firefox 3. 
A survey of prior knowledge was conducted to determine if there was any 
prior experience with Isee, ArcGIS, or the IndianaMap interfaces. Other 
background information, such as the participant’s education level and 
demographics, were also collected (see Appendix E). Participants were then 
exposed to one of the map software and asked to perform tasks (see Appendix 
F) based on a taxonomy and operational tasks examined in Koua, MacEachren, 
and Kraak (2006).  
Wehrend and Lewis (1990) first described this taxonomy of operations on 
visual representations. The original list includes: identify, locate, distinguish, 
categorize, cluster, distribution, rank, compare, within and between relations, 
associate, and correlate (Wehrend & Lewis, 1990). Koua, MacEachren, and 
Kraak (2006) modified this taxonomy for the purpose of their own study, such 
that it included: locate, identify, distinguish, categorize, cluster, distribution, rank, 
compare, associate, and correlate. For the purpose of this research, the 
operational tasks were derived from the Koua, MacEachren, and Kraak (2006) 
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taxonomy. Before a participant began any tasks using ArcGIS, he or she was first 
directed to view a brief tutorial on the software. The Agronomy Department gives 
students a tutorial before they begin using ArcGIS because of the perceived 
learning curve of the software, so this recommendation was integrated into the 
study in the form of an informational sheet (see Appendix G). After completing 
the operational tasks using each software package, participants completed a 
questionnaire asking reflective questions about the tasks (see Appendix H). 
3.4.1. Evaluation of User Performance 
Throughout the study, the researcher read a scripted procedure for 
consistency between individuals (see Appendix I). Participants were introduced 
to the study as a survey about current GIS software. These participants were 
then directed to answer five questions using his or her assigned software (see 
Appendix F). These questions were chosen based on which operations in the 
Koua, MacEachren, and Kraak (2006) taxonomy would require the most use of 
the interface tools. The question order was randomized for each participant to 
prevent the influence of order effects. The five questions required participants to 
perform five distinct tasks relating to GIS map data throughout this portion of the 
study, with some of the questions requiring comparisons between different soil 
maps. Questions for each task were reviewed by an expert in the field of soils 
sciences to ensure validity.  
The researcher informed participants that they should attempt each 
question; however, each participant was told that there is no penalty for not 
completing a question. Participants were also timed in order to keep the study 
within the time available. After completion of five questions with one software, the 
next software package was evaluated in the same way until the user completed 
15 tasks total over the three software packages.   
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3.4.2. Environment 
The environment for this study was a University-owned computer 
connected to the Internet with working versions of Isee, ArcGIS, and IndianaMap 
available. Participants took part in the study individually with minimal interaction 
with the researcher. Maps used were the same between Isee and ArcGIS. 
Interactions with IndianaMap used the readily available maps already provided 
through this service. Geographical locations referred to in each task were the 
same for all groups.  
The computer lab in which the study took place houses six computer 
workstations. This study utilized the four stations with dual screens, all of which 
were the same size and resolution (22 inch displays set at a resolution of 
1680×1050). These computers were running Microsoft® Windows® XP 
Professional, Version 2002, Service Pack 3. The processor in each computer 
was an Intel® Core™ 2 Duo. However, the technical specifications of the 
processors (and some of the software) varied. 























3.0.11 3.6.13 3.0.19 3.0.11 
 
All computers were connected to the Internet through a Netgear Ethernet 




Upon finishing the 15 total tasks, each participant was asked to complete 
a survey. This survey covered participant perceptions about ease of use, 
software expectations, and understanding of his or her assigned software. 
Preferences for each task were also collected. Preference and self-reported 
software understanding was compared to the corresponding performance data 
from the first portion of the study.  
3.5. Data Analysis 
Data was evaluated using ANOVA in order to compare the correctness of 
participants’ answers on the operational tasks across the three different 
interfaces. Significance of findings was established at 95% confidence (p < .05). 
The data collected for task correctness was assigned a value of one for a correct 
response and a value of zero for an incorrect or incomplete response (Koua, 
MacEachren, & Kraak, 2006). The questionnaire responses used a five-point 
Likert scale, with 1 indicating a high level of agreement, 3 indicating a neutral 
opinion, and 5 indicating a high level of disagreement. Further analysis of 
descriptive statistics for the data, including time taken to answer each question, 
allowed for additional comparisons between the participants’ perceived ease of 
use, expectations, correctness of response, and preferences between Isee, 
ArcGIS, and IndianaMap.  
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CHAPTER 4. DATA ANALYSIS 
Data was collected for comparison between January 18, 2011 and 
January 26, 2011 on Purdue University’s West Lafayette campus. Participants 
were supervised and guided by the researcher throughout the survey process. 
However, some participants did not complete the survey procedure according to 
any group procedure prescribed in the methods. Another participant did not 
report studying a major in the College of Agriculture. In both cases, this data has 
been excluded from analysis. Also, IndianaMap unexpectedly crashed in the 
middle of one research session; the data from this session is incomplete and also 
excluded from the analysis. The following sections summarize the remaining data 
in the sample. 
4.1. Demographic Information 
Some demographic information was collected to determine what kinds of 
students were participating in the research. All students were recruited from the 
following courses as listed in the Purdue University course catalog: Introduction 
to Soils, Soil Science, and Forest Soils. Most students who participated were 
males in their twenties in their second year of study. The sample consisted of 40 
males (58.8%) and 28 females (41.2%), which slightly differs from the College of 
Agriculture’s reported 2009 fall semester enrollment of 1,299 males and 1,276 
females, 50.4% and 49.6% of the College respectively (Purdue Agriculture, 
2010).   
The distribution of genders between the different experiment groups was 
fairly even, as shown in Figure 4.1. In Group 1, there were 12 males (17.6% of 
the overall sample) and 10 females (14.7% of the overall sample). In Group 2, 
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there were 14 males (20.6% of the overall sample) and 9 females (13.2% of the 
overall sample). In Group 3 there were 14 males (20.6% of the overall sample) 
and 9 females (13.2% of the overall sample).  



















Figure 4.1: The sample largely consisted of male participants. 
Of the college-age students, 57 participants (83.8%) were in their twenties 
while 9 participants (13.2%) were under the age of 20. There was one participant 
in each their thirties and fifties or older, making up 1.5% of the sample each. In 
Group 1, four participants (5.9%) were in their teens and 18 (26.5%) were in their 
twenties. Thirties and older were not represented in this experiment group. In 
Group 2, three participants (4.4%) were in their teens, 19 (27.9%) were in their 
twenties, and one (1.5%) was in their thirties. In Group 3, two participants (2.9%) 
were in their teens, 20 participants (29.4%) were in their twenties, and one 
(1.5%) was in the fifties or older age group. Unmentioned age groups in Group 2 
and Group 3 were unrepresented. This distribution of age groups between 





















Figure 4.2: Most participants were in their twenties.  
Most participants were in their second year of study, with the second 
largest group in their third year of study. Only 2 participants (2.9%) were first year 
students. 42 participants (61.8%) were second year students, 17 participants 
(25.0%) were third years, and 4 participants (5.9%) were fourth years. Three 
participants (4.4%) were in their fifth year or more of study. Across the three 
groups, the distribution of participants in each year of study was relatively similar. 
The actual counts and percentages of participants in each group by year of study 
























Figure 4.3: Most students were in their second year of study.  
Third year students were the second largest group. 
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The reported major area of study was the most varied characteristic 
among the demographic data collected (see Figure 4.4). Twenty-nine participants 
(42.6%) reported studying Wildlife. All other majors accounted for no more than 
12% of the sample. The other four top majors were Agricultural Systems 
Management (8 participants, 11.8%), Forestry (8 participants, 11.8%), Natural 
Resources and Environmental Science (5 participants, 7.4%), and Environmental 
and Natural Resources Engineering (3 participants, 4.4%). The following majors 
had 2 participants (2.9%) each reported in the sample: Agricultural Education, 
Environmental Plant Studies, Fisheries and Aquatic Sciences, and Turf Science. 
Lastly, 12 other majors had only one participant reporting it while several 
participants listed seeking two majors simultaneously. 
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Figure 4.4: A chart of the reported major areas of study 
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4.2. Experiences 
Participants were asked how much experience with each software system 
they had prior to the study. If participants had experience with any of the 
software, they were asked to gauge the amount of experience in terms of 
semester usage.  
4.2.1. Isee 
Familiarity with Isee was relatively low, with most participants reporting 
that they had either never used Isee or did not know what it was (see Figure 4.5). 
Only 13 participants (19.1%) had used Isee before; 5 participants (7.4%) in 
Group 1, five participants (7.4%) in Group 2, and 3 participants (4.4%) in Group 
3. Of those 13 participants, 11 had used Isee less than a month and 2 had used 
it approximately half of a semester. It was reported to be used in Crop Production 
(3 participants), Soil Science (5 participants), and Forest Soils (4 participants) 
courses. One participant also reported its use on the student farm at the 
university. 
The remaining participants had either never used Isee before or did not 
know if they had used Isee before. Fifty-one of the responses (75.0%) indicated 
that Isee had not been used. Group 1 had 16 such responses (23.5), Group 2 
had 16 (23.5%), and Group 3 had 19 responses (27.9%). Four people (5.9%) did 
not know if they had used Isee; Group 1 and Group 3 had 1 participant (1.5%) 
each and Group 2 had two participants (2.9%). 
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Figure 4.5: Most participants had never used Isee. 
4.2.2. IndianaMap 
IndianaMap appeared to be quite unfamiliar to participants; only 3 
participants (4.4%) had used this website before (see Figure 4.6). One 
participant (1.5%) in Group 1 had used IndianaMap and 2 participants (2.9%) in 
Group 2 had used it. Group 3 did not have anyone who had used IndianaMap 
before. Of these 3 people, 2 participants had used it less than a month, while the 
one remaining participant used it more than a semester. It was reported to be 
used in the Soil Science (2 participants) and Natural Resource Information 
Management (1 participant) courses. 
Fifty-five participants (80.9%) reported to have never used IndianaMap 
before. Eighteen people (26.5%) in Group 1, 17 people (25.0%) in Group 2, and 
20 people (29.4%) in Group 3 had never used IndianaMap before. Several others 
were not aware if they had used the software or not. Ten participants (14.7%) fell 
into this category. Three participants (4.4%) were from Group 1, four participants 
(5.9%) were from Group 2, and 3 participants (4.4%) were from Group 3. 
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Figure 4.6: Most participants had not used IndianaMap before 
4.2.3. ArcGIS 
ArcGIS was more familiar to participants, as the group was nearly split in 
half between participants who have used ArcGIS and those who have not (see 
Figure 4.7). Thirty-one participants (45.6%) reported using ArcGIS before and 
those participants were nearly evenly distributed amongst groups. Group 1 had 
11 (16.2%) who had used ArcGIS and Group 2 and Group 3 each had 10 
(14.7%). Of those 31 participants who had used ArcGIS before, 28 said they had 
used it less than a month. However, 3 participants said they had used ArcGIS for 
more than a semester. ArcGIS was used mostly in the course called “Natural 
Resource Information Management” with 29 participants referring to this course. 
Two participants used ArcGIS at some kind of summer internship or employment 
and one participant each used it in the courses “Principles of Silviculture” and 
“Natural Resources Management.” The number of places where ArcGIS was 
used is more than the number who have used ArcGIS, because some 
participants reported using the software in more than one course or place. 
The larger half of the participants had not used ArcGIS before; 35 
participants (51.5%) fell into this category. Broken down into groups, Group 1 
had 10 participants (14.7%), Group 2 had 12 participants (17.6%), and Group 3 
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had 13 participants (19.1%) who had not used ArcGIS. The remaining 2 
participants (2.9%) did not know if they had used ArcGIS before. There was one 
participant (1.5%) each in Group 1 and Group 2. Group 3 had no such 
responses. 















Figure 4.7: About half of the participants have used ArcGIS before. 
4.2.4. Google Earth 
In addition to the three software applications evaluated in this research, 
participants were also asked about Google Earth experience due to the fact it is 
inherently related to the functionality of Isee. Nearly all of the participants in the 
sample had used Google Earth before with 65 participants (95.6%) having used 
the software before (see Figure 4.8). Twenty-one of the participants (30.9) were 
in Group 1 and 22 participants (32.4%) were in each Group 2 and Group 3. Of 
the participants who have used Google Earth, there was a split in the reported 
length of usage. 23 participants reporting using Google Earth for less than a 
month; Group 1 and Group 2 had 8 participants each and Group 3 had 7 
participants. Also, 35 participants reported using Google Earth for more than a 
semester; 10 of these participants were in Group 1, 13 participants were in 
Group 2, and 12 participants were in Group 3. The minority of the sample (7 
participants) reported using Google Earth for roughly half of a semester. Between 
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the three groups, there were 3 participants each in Group 1 and Group 3, and 
there was 1 participant in Group 2 who had used Google Earth for approximately 
half of a semester.  
The remaining 3 participants (4.4%) have not used Google Earth before 
and were evenly distributed among the three groups such that there was 1 
participant (1.5%) in each group that had not used the software. From these 
responses, all of the participants knew whether they had used Google Earth.  

















Figure 4.8: Nearly all participants had used Google Earth. 
4.2.5. Participant Confidence 
Participant confidence with both computers in general and mapping 
software was recorded.  
4.2.5.1. Confidence with Computers 
Overall, participants described themselves as fairly confident in using a 
computer. The data was skewed towards confidence, a 5 on the five-point Likert 
scale (see Figure 4.9). The mean confidence value was 3.75, placing the 
average slightly above “somewhat confident.” The standard deviation was 0.82 
and the median was 4. The median for all groups was also 4, although the mean 
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and standard deviation slightly varied. The means for Groups 1, 2, and 3 were 
3.59, 3.61, and 4.04 respectively while the standard deviations were 0.67, 0.99, 
and 0.71 respectively. On average, Group 3 was the most confident and Group 1 
was the least confident, although Group 2 had most of its participants call 
themselves only “somewhat confident.” 
None of the participants described themselves as lacking in confidence, 
represented by a one on the five-point Likert scale. Five participants (7.4%) 
described themselves as a 2 on the scale. Both Group 1 and Group 3 had one 
participant (1.5%) each and Group 2 had 3 participants (4.4%). Eighteen 
participants (26.5%) labeled themselves as “somewhat confident”; Group 1 and 
Group 2 had 8 participants (11.8%) each and Group 3 had 2 participants (2.9%). 
Thirty-four participants (50.0%) identified themselves as a 4 on the scale. Group 
1 had 12 such participants (17.6%), Group 2 had 7 participants (10.3%), and 
Group 3 had 15 participants (22.1%). Lastly, 11 participants (16.2%) considered 
themselves confident in their computer skills. Only one of these participants 
(1.5%) was in Group 1 and 5 participants (7.4%) were each in Group 2 and 
Group 3. 





















Figure 4.9: Participants were generally confident in their computer skills.  
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4.2.5.2. Confidence with Mapping Software 
Participants were less confident in using mapping software (see Figure 
4.10); the mean value was 2.54, placing the overall confidence on the low end of 
the scale. The standard deviation was 0.99 and the median was 2 on the five-
point Likert scale. Similar to computer confidence, the median was the same 
across all groups, with a median value of 2 in this case. Group 1 had a mean of 
2.55 and a standard deviation of 0.80. The mean for Group 2 was 2.61 and the 
standard deviation was 1.23, the largest mean and standard deviation of the 
three groups. The mean for Group 3 was 2.52 and the standard deviation was 
0.85. Group 2 was the most confident group, although it has the most varied 
responses. Group 3 was the least confident. 
Eight participants (11.8%) described themselves as “not confident” using 
mapping software; Group 1 had one participant (1.5%), Group 2 had 5 
participants (7.4%), and Group 3 had 2 participants (2.9%). Most of the 
participants selected a 2 on the five-point Likert scale, with 28 participants 
(41.2%) choosing this. Eleven participants (16.2%) in this category were in Group 
1, seven participants (10.3%) were in Group 2, and 10 participants (14.7%) were 
in Group 3. Nineteen participants (27.9%) were “somewhat confident” using 
mapping software; 7 of these participants (10.3%) were in Group 1, four 
participants (5.9%) were in Group 2, and 8 participants (11.8%) were in Group 3. 
Twelve participants (17.6%) described themselves as a 4 on the scale, with 3 of 
these participants (4.4%) each in Group 1 and Group 3. There were 6 
participants (8.8%) in Group 2. 
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Figure 4.10: Many participants had low confidence when using mapping 
software. 
4.3. Distribution of Equipment 
In the testing environment, there were four similar computer stations 
available. However, due to differences in some hardware that could potentially 
influence the responsiveness of software, participants were asked to record 
which computer stations they were seated at as part of their response. The 
resulting data shows that the distribution between the computer stations was 
approximately equal (see Figure 4.11). Seating completely evenly between the 




















Figure 4.11: The participants were distributed amongst  
the four computer stations. 
4.4. User Performance 
User performance was determined in two ways. First, the correctness of 
response was determined for each question used in the survey. Five types of 
questions were utilized in the survey; each question was analyzed both 
individually and cumulatively. Responses are either correct or incorrect, and are 
reported as such. Responses that were partially correct were also tabulated, 
although they are still included in the incorrect response category. Partially 
correct responses were either incomplete or not detailed enough to answer the 
question. Data for each type of question are also recorded. Also, time was kept 
for how long a user spent on each survey page. These times are recorded in 
seconds and are separated by group.    
4.4.1. Isee 
Performance data for Isee are in the two sections below. Question 
correctness is reported first, with time data reported afterwards. 
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4.4.1.1. Questions 
Out of five possible questions (see Appendix F), participants averaged 
3.24 questions correct while using Isee (see Table 4.1). The median number of 
questions correct for all groups was 3. All participants answered at least one 
question correctly, while at least one participant answered all five questions 
correctly. This range in number of correct responses was four.  
Table 4.1: Statistics for the number of questions answered correctly in Isee 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.27 3.09 3.35 3.24 
Minimum 1 1 1 1 
Maximum 5 5 5 5 
Median 4.00 3.00 3.00 3.00 
1st Quartile 2.25 2.50 3.00 2.75 
3rd Quartile 4.00 3.50 4.50 4.00 
 
When the three groups are broken down, all three had a data minimum of 
one and a maximum of five. All three groups had a range of four questions. 
Broken further, Group 1 averaged 3.27 questions answered correctly with a 
median of 4 questions. Group 2 had the lowest mean of the three groups at 3.09 
questions correct. The median number of questions was 3. Group 3 had the 
highest mean of the three groups with 3.35 questions answered correctly on 
average. The median number of questions was also 3. The differences between 
groups are displayed in Figure 4.12. 
ANOVA was used to determine any differences in the means between 
groups. The mean for Group 1 was represented by μ1, μ2 represented the mean 
for Group 2, and μ3 represented the mean for Group 3. The null and alternative 
hypotheses were as follows: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
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The standard deviation for Group 1, Group 2, and Group 3 was 1.16, 1.04, 
and 1.25 respectively. Sixty-eight observations were used in the calculation of 
ANOVA, which used 2 degrees of freedom for the group and 65 degrees of 
freedom for the error. The ANOVA yielded an f-value of 0.31, resulting in a p-
value of 0.7360. At the 0.05 significance level, the null hypothesis was not 
rejected, meaning that the three groups were not significantly different from a 
statistical perspective. 



















Figure 4.12: The number of correct responses in Isee across all groups. 
The questions were relatively well answered regardless of type, although 
“identify” was the most correctly answered. “Correlate” was the least correctly 
answered. The differences in the number of correct responses are shown in 
Figure 4.13. 
44 



























Figure 4.13: Identify was the most correctly answered question type in Isee. 
Correlate was the least answered correctly. 
ANOVA was used to determine any differences in the means between the 
five different types of questions. In the formulated hypotheses, μ1 represented 
the mean for Associate, μ2 represented the mean for Distinguish, μ3 represented 
the mean for Rank, μ4 represented the mean for Correlate, and μ5 represented 
the mean for Identify. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5                   Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 
Associate, Distinguish, Rank, Correlate, and Identify had a standard 
deviation of 0.44, 0.49, 0.49, 0.49, and 0.35 respectively. In the ANOVA 
calculation, 340 observations were used (68 participants with 5 questions each) 
giving 4 degrees of freedom for the group and 335 degrees of freedom for the 
error. The ANOVA yielded an f-value of 10.90, resulting in a p-value of less than 
0.0001. At the 0.05 significance level, the null hypothesis was rejected, meaning 
there was a statistically significant difference in the mean number of correct 
responses based on the type of question. 
To further determine the source of this variance, the Bonferroni procedure 
was used (see Table 4.2). It was determined that Identify differed from 
Distinguish, Rank, and Correlate. Correlate differed from all question types, 
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including Identify, Associate, Distinguish, and Rank. All other question types 
were not significantly different from each other. Lastly, the R2 value obtained in 
the ANOVA calculation was 0.115152, which means that 11.5% of the variance 
in the means was explained by the question types. 





Identify  A 0.85294 68 
Associate  A B 0.75000 68 
Distinguish   B 0.63235 68 
Rank   B 0.63235 68 
Correlate  C 0.36765 68 
 
For the “associate” question in Isee, 51 participants (75.0%) responded 
correctly (see Appendix K). The remaining 17 participants (25.0%) either 
responded incorrectly or gave incomplete responses. Of the incorrect responses, 
2 participants (2.9%) left this question blank and none of the participants 
indicated they did not know how to answer. Broken down by groups, Group 1 had 
16 correct responses (23.5%) and 6 incorrect responses (8.8%). Group 2 had 17 
correct responses (25.0%) and 6 incorrect responses (8.8%). Group 3 had the 
most correct responses with 18 correct answers (26.5%). Group 3 also had the 
least number of incorrect responses with 5 incorrect responses (7.4%). 
Of the 17 incorrect responses, there were a few responses that could be 
considered partially incorrect because key information was missing in the given 
answer. In Group 1, 2 participants (11.8% of the incorrect responders) had 
partially incorrect responses. Both Group 2 and Group 3 had 1 such response 
(5.9% of the incorrect responses) in each group.  
For the “distinguish” question in Isee, 43 participants (63.2% of the overall 
sample) gave correct responses. The other 25 participants (36.8%) either gave 
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incorrect responses or incomplete responses. One of the participants (1.5%) 
gave no response for this question and none of the participants (0.0%) indicated 
they did not know how to answer. Within each of the groups, Group 1 had 15 
correct responses (22.1%) and 7 incorrect responses (10.3%). Both Group 2 and 
Group 3 had 14 correct responses (20.6%) and 9 incorrect responses (13.2%) 
per group.  
The 25 incorrect responses were divided based on how much of the 
response was close to the acceptable answer. In both Group 1 and Group 2, 4 
participants (16.0% of the incorrect responders) in each group gave partially 
incorrect responses. Group 3 had 6 partially incorrect responses (24.0% of the 
incorrect responses) in each group.  
Forty-three participants (63.2% of the overall sample) gave correct 
responses to the “rank” question in Isee. The remaining 25 participants (36.8%) 
gave either incorrect responses or incomplete responses. Of the incorrect 
responses, 1 participant (1.5%) did not give an answer to this question and 2 
participants (2.9%) indicated they did not know the correct response. When the 
sample was divided into the three groups, both Group 1 and Group 3 had 14 
correct responses (20.6%) each. Group 2 had 15 correct responses (22.1%). 
Group 1 and Group 2 both had 8 incorrect responses (11.8%) each and Group 3 
had 9 incorrect responses (13.2%). 
Out of the 25 incorrect responses, some contained information that was 
only partially correct. In Group 1 and Group 3, 6 participants (24.0% of the 
incorrect responses) each had partially incorrect responses. Group 2 had 5 
participants (20.0% of the incorrect responses) give incorrect responses.  
For the “correlate” question in Isee, only 25 participants (36.8% of the 
overall sample) responded correctly. The other 43 participants (63.2%) either 
gave incorrect responses or incomplete responses. Of the participants who 
responded incorrectly, 1 participant (1.5%) left this question blank and 3 
participants (4.4%) responded that they did not know how to answer. Within the 
sample, Group 1 had 8 correct responses (11.8%) and 14 incorrect responses 
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(20.6%). Group 2 had 7 participants give correct responses (10.3%) and 16 
incorrect responses (23.5%). Group 3 had the most correct responses with 10 
correct responses (14.7%) and 13 incorrect responses (19.1%).  
Within the 43 incorrect responses, some gave some information that was 
partially correct. In Group 1, 7 participants (16.3% of the incorrect responses) 
had partially incorrect responses. Group 2 had 6 participants (14.0% of the 
incorrect responses) give partially correct responses. Group 3 had 5 participants 
(11.6% of the incorrect responses) give partially correct responses.  
The “identify” question in Isee was answered correctly by 58 participants 
(85.3% of the overall sample), while the remaining 10 participants (14.7%) 
answered incorrectly. Of the incorrect responses, 1 participant (1.5%) indicated 
they did not know how to respond and none of the participants (0.0%) left this 
question blank. Broken down into the three groups, Group 1 had 19 correct 
responses (27.9%) and 3 incorrect responses (4.4%). Group 2 had 18 correct 
responses (26.5%) and 5 incorrect responses (7.4%). Group 3 had the most 
correct with 21 correct responses (30.9%) and 2 incorrect responses (2.9%).  
Some of the incorrect responses were close to the correct answer. Group 
1 and Group 3 each had 1 participant (10.0% of the incorrect responses) give a 
partially incorrect response. None of the participants in Group 2 had partially 
correct answers.   
4.4.1.2. Time Data 
Participants in all groups averaged 577.95 seconds (about 9 minutes and 
38 seconds) on the survey page containing the questions for Isee (see Table 
4.3). The least amount of time spent was 305.62 seconds (about 5 minutes and 6 
seconds) and the most amount of time spent was 900.73 seconds (about 15 
minutes and 1 second). The difference between these two extremes was 595.11 
seconds (about 9 minutes and 55 seconds). The median time was 586.68 
seconds (about 9 minutes and 47 seconds). 
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Table 4.3: Page submit statistics for Isee 

































































Between the three groups, Group 1 averaged the least amount of time of 
the three groups with a mean of 566.89 seconds (about 9 minutes and 27 
seconds). The least amount of time spent was 321.02 seconds (about 5 minutes 
and 21 seconds) and the most time spent on the Isee survey was 884.03 
seconds (about 14 minutes and 44 seconds). This gives a range in times of 
563.01 seconds (about 9 minutes and 23 seconds). The median time in Group 1 
was 520.82 seconds (about 8 minutes and 41 seconds), the lowest of the three 
groups. These differences are shown in Figure 4.14. 
Group 2 had the largest range in recorded time values and the longest 
mean time taken to complete this page of the survey. This group averaged 
584.52 seconds (about 9 minutes and 45 seconds). The least amount of time 
spent was 305.62 seconds (about 5 minutes and 6 seconds) and the most 
amount of time spent was 900.73 seconds (about 15 minutes and 1 second). 
This is a difference of 595.11 seconds (about 9 minutes and 55 seconds). The 
median time was 597.38 seconds (about 9 minutes and 57 seconds). 
Group 3 had the smallest range in times taken to submit the Isee survey. 
The group averaged 581.95 seconds (about 9 minutes and 42 seconds). The 
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least amount of time spent was 323.03 seconds (about 5 minutes and 23 
seconds) and the most amount of time spent was 852.74 seconds (about 14 
minutes and 13 seconds). This gives a range in times of 529.71 seconds (about 
8 minutes and 49 seconds). The median for this group was 589.93 seconds 
(about 9 minutes and 50 seconds.   














Figure 4.14: The differences between groups in time taken to complete the Isee 
survey page. 
ANOVA was used to determine any differences in the mean times 
between groups. The mean for Group 1 was represented by μ1, μ2 represented 
the mean for Group 2, and μ3 represented the mean for Group 3. The null and 
alternative hypotheses were as follows: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Sixty-eight observations were used in the calculation of ANOVA, which 
used 2 degrees of freedom for the group and 65 degrees of freedom for the error. 
The ANOVA yielded an f-value of 0.08, resulting in a p-value of 0.9205. At the 
0.05 significance level, the null hypothesis was not rejected, meaning that the 
three groups did not have statistical significance between times taken to 
complete the Isee survey. 
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4.4.2. IndianaMap 
Performance data for IndianaMap are in the two sections below. Question 
correctness is reported first, with time data reported afterwards. 
4.4.2.1. Questions 
Out of the five possible questions (see Appendix F), participants averaged 
2.79 questions correct while using IndianaMap (see Table 4.4). The median 
number of questions correct for all groups was 3 questions. At least one 
participant answered none of the questions correctly and at least one participant 
answered all five questions correctly. The overall range in the number of 
questions correct was 5.  
Table 4.4: Statistics for the number of questions answered correctly in 
IndianaMap 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.64 2.70 3.04 2.79 
Minimum 1 0 2 0 
Maximum 4 4 5 5 
Median 2.50 3.00 3.00 3.00 
1st Quartile 2.00 2.00 2.00 2.00 
3rd Quartile 3.00 3.50 3.50 3.00 
 
When the sample was divided into the three groups, Group 1 had a mean 
of 2.64 questions correct, the lowest of all the groups. The minimum number 
correct was 1 and the maximum was 4, giving a range of 3 for this group in 
IndianaMap. The median for Group 1 was 2.50, the lowest of the three groups. 
Group 2 averaged 2.70 questions correct. The minimum was zero and the 
maximum was 4 questions correct, giving a range of 4. The median of Group 2 
was 3.00. Group 3 averaged 3.04 questions correct, the highest of the three 
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groups. The fewest number of questions answered correctly was 2 and the most 
answered correctly was 5, giving a range of 3. The median for Group 3 was 3 
questions. The differences between groups are displayed in Figure 4.15. 
ANOVA was used to determine any differences in the means between 
groups. In doing so, μ1 represented the mean for Group 1, μ2 represented the 
mean for Group 2, and μ3 represented the mean for Group 3. The null and 
alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
The standard deviation for Group 1, Group 2, and Group 3 was 0.85, 1.11, 
and 1.11 respectively. In the ANOVA calculation, 68 observations were used 
which used 2 degrees of freedom for the group and 65 degrees of freedom for 
the error. The ANOVA yielded an f-value of 1.04, resulting in a p-value of 0.3600. 
At the 0.05 significance level, the null hypothesis was not rejected, meaning that 
the three groups were not significantly different. 



















Figure 4.15: The number of correct responses across groups in IndianaMap. 
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The “distinguish” type question was the most correctly answered question. 
“Identify” was close with the second most correct responses. “Correlate” was the 
least often correct, and “Rank” was nearly the least correct. The differences in 
the number of correct responses are shown in Figure 4.16. 

























Figure 4.16: Distinguish was the question most frequently answered correctly. 
Correlate was the question with the fewest correct responses. 
ANOVA was used to determine any differences in the means between the 
five different types of questions in IndianaMap. In the formulated hypotheses, μ1 
represented the mean for Associate, μ2 represented the mean for Distinguish, μ3 
represented the mean for Rank, μ4 represented the mean for Correlate, and μ5 
represented the mean for Identify. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5                   Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 
The standard deviation for Associate, Distinguish, Rank, Correlate, and 
Identify was 0.50, 0.21, 0.47, 0.32, and 0.37 respectively. In the ANOVA 
calculation, 340 observations were used (68 participants with 5 questions each) 
giving 4 degrees of freedom for the group and 335 degrees of freedom for the 
error. The ANOVA yielded an f-value of 55.83, resulting in a p-value of less than 
0.0001. At the 0.05 significance level, the null hypothesis was rejected, meaning 
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there was a statistically significant difference in the mean number of correct 
responses based on the type of question. 
To determine the questions with the most significant variance, the 
Bonferroni procedure was used (see Table 4.5). It was determined that 
Associate, Distinguish, Rank, Correlate, and Identify were all significantly 
different from one another, as represented by the different letters in the 
Bonferroni groups. The only exception was Distinguish and Identify, as they were 
not significantly different from one another in terms of rates of correct responses.  
Lastly, the R2 value obtained in the ANOVA calculation was 0.400000, which 
means that 40.0% of the variance in the means was explained by the question 
types. 






Distinguish A 0.95588 68 
Identify A 0.83824 68 
Associate B 0.57353 68 
Rank C 0.30882 68 
Correlate D 0.11765 68 
 
The “associate” question in IndianaMap had 39 participants (57.4% of the 
overall sample) respond correctly (see Appendix K). The other 29 participants 
(42.6%) either gave an incorrect response or incomplete response. Included in 
the number of the incorrect responses, 2 participants (2.9%) left this question 
blank and 5 participants (7.4%) indicated they did not know how to respond. 
When broken down into groups, Group 1 had 15 correct responses (22.1%) and 
7 incorrect responses (10.3%). Group 2 had 8 correct responses (11.8%), the 
least of the three groups. Group 2 also had 15 incorrect responses (22.1%), the 
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largest of the three groups. Group 3 had 16 correct answers (23.5%) and 7 
incorrect responses (10.3%). 
Of the 29 incorrect responses, there were a few responses that were 
partially incorrect because key information was missing in the given answer. In 
Group 1, 3 participants (10.3% of the incorrect responders) had partially incorrect 
responses. Group 2 had 2 participants (6.9% of the incorrect responders) who 
gave partially incorrect responses. Lastly, Group 3 had only 1 participant (3.4% 
of the incorrect responders) give a partially incorrect response. 
The “distinguish” question in IndianaMap had extremely large percentage 
of the participants giving correct answers. Sixty-five participants (95.6% of the 
overall sample) gave correct responses. The other 3 participants (4.4%) gave 
incorrect responses. None of the participants gave partially incorrect responses 
for this question. One of the participants (1.5%) gave no response for this 
question and one of the participants (1.5%) indicated they did not know how to 
answer. Between groups, Group 1 had 20 correct responses (29.4%) and 2 
incorrect responses (2.9%). Group 2 had 22 correct responses (32.4% of the 
overall sample) and 1 incorrect response (1.5%). Group 3 had 23 correct 
responses (33.8%). Group 3 had no incorrect responses.  
For the “rank” question in IndianaMap, there were fewer correct responses 
than incorrect responses. Twenty-one participants (30.9%) gave correct 
responses and the remaining 47 participants (69.1%) gave either incorrect 
responses or incomplete responses. Of the incorrect responses, 2 participants 
(2.9%) left this question blank and 5 participants (7.4%) indicated they did not 
know the correct response. Separated into groups, Group 1 had 5 participants 
(7.4%) give correct responses and 17 participants (25.0%) give incorrect 
responses. Group 2 had 9 correct responses (13.2%) and 14 incorrect responses 
(20.6%). Group 3 had 7 correct responses (10.3%) and 16 incorrect responses 
(23.5%).  
Out of the 47 incorrect responses, a portion of the responses contained 
partially correct information. Group 1 had 9 participants (19.1% of the incorrect 
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responses) give partially incorrect responses. In Group 2 and Group 3, 8 
participants (17.0% of the incorrect responses) each had partially incorrect 
responses.  
The “correlate” question in IndianaMap had a low number of correct 
responses with only 8 participants (11.8% of the overall sample) responding 
correctly. The other 60 participants (88.2%) either gave incorrect responses or 
partially incorrect responses. Of the incorrect responses, 4 participants (5.9%) 
did not give an answer and 6 participants (8.8%) indicated that they did not know 
how to answer. Within the three groups, Group 1 had no correct responses 
(0.0%) and 22 incorrect responses (32.4%). Group 2 and Group 3 each had 4 
participants (5.9%) give correct responses. Also, Group 2 and Group 3 both had 
19 participants (27.9%) each who answered incorrectly.  
Of the 60 incorrect responses, several contained partially correct 
information. In both Group 1 and Group 3, 16 participants (26.7% of the incorrect 
responses) had partially incorrect responses per group. Group 2 had 14 
participants (23.3% of the incorrect responses) give partially correct responses.  
The “identify” question in IndianaMap was answered correctly by several 
participants; 57 participants (83.8% of the overall sample) answered this question 
correctly, while the other 11 participants (16.2%) answered incorrectly. Of the 
counted incorrect responses, 2 participants (2.9%) did not give an answer at all 
and 1 participant (1.5%) responded that they did not know how to answer. 
Broken down by group, Group 1 had 18 correct responses (26.5%). Group 2 had 
19 correct responses (27.9%). Both Group 1 and Group 2 had 4 incorrect 
responses (5.9%) each. Group 3 had 20 correct responses (29.4%) and 3 
incorrect responses (4.4%).  
Three incorrect responses were only partially incorrect and were 
distributed evenly amongst the groups. Group 1, Group 2, and Group 3 each had 
one participant (9.1% of the incorrect responses) give a partially incorrect 
response. 
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4.4.2.2. Time Data 
Participants averaged 777.72 seconds (about 12 minutes and 58 seconds) 
of time on the survey page for IndianaMap (see Table 4.6). The minimum time in 
the data was 216.98 seconds (about 3 minutes and 36 seconds) and the 
maximum time in the data was 1196.47 seconds (about 19 minutes and 56 
seconds). This gives the times a range of 979.49 seconds (about 16 minutes and 
19 seconds). The median time for IndianaMap was 773.56 seconds (about 12 
minutes and 54 seconds). 
Table 4.6: Page submit statistics for IndianaMap 

































































Group 1 had the smallest data range and also averaged the least amount 
of time of the three groups with a mean time of 705.26 seconds (about 11 
minutes and 45 seconds). The least amount of time taken on this page of the 
survey was 458.27 seconds (about 7 minutes and 38 seconds). The longest time 
taken was 1007.42 seconds (about 16 minutes and 47 seconds), giving a time 
range of 549.15 seconds (about 9 minutes and 9 seconds) to complete the 
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survey. The median time was 692.69 seconds (about 11 minutes and 33 
seconds). 
Group 2 had the longest mean time of all the groups, with a mean of 
833.12 seconds (about 13 minutes and 53 seconds). The minimum in the time 
data was 308.89 seconds (about 5 minutes and 9 seconds) and the maximum 
time was 1165.43 seconds (about 19 minutes and 25 seconds) to complete the 
IndianaMap survey. This was a range of 856.54 seconds (about 14 minutes and 
17 seconds). The median time for this group was 893.35 seconds (about 14 
minutes and 53 seconds).  
Group 3 had the largest range of all of the groups for IndianaMap. The 
mean time taken on this survey page was 791.64 seconds (about 13 minutes and 
12 seconds). The least amount of time taken was 216.98 seconds (about 3 
minutes and 36 seconds) and the most amount of time taken was 1196.47 
seconds (about 19 minutes and 56 seconds). These times result in a time range 
of 979.49 seconds (about 16 minutes and 19 seconds). The median time for this 
group was 815.47 seconds (about 13 minutes and 35 seconds). Figure 4.17 
shows the differences between these three groups.  















Figure 4.17: The time taken to complete the IndianaMap survey varied across 
groups. 
58 
ANOVA was used to determine any differences in the mean times 
between groups. As for the symbolizing these means, μ1 represented the mean 
for Group 1, μ2 represented the mean for Group 2, and μ3 represented the mean 
for Group 3. The null and alternative hypotheses were as follows: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Sixty-eight observations were used in the calculation of ANOVA, which 
used 2 degrees of freedom for the group and 65 degrees of freedom for the error. 
The ANOVA yielded an f-value of 2.14, resulting in a p-value of 0.1263. 
Therefore, the null hypothesis was not rejected at the 0.05 significance level, 
meaning that the three groups did not have statistical significance between times 
taken to complete the IndianaMap survey. 
4.4.3. ArcGIS 
Performance data for ArcGIS are in the two sections below. Question 
correctness is reported first, with time data reported afterwards. 
4.4.3.1.  Questions 
In ArcGIS, participants averaged 1.49 questions correct out of five 
possible questions (see Table 4.7). The median number of questions correct for 
all groups was 1. At least one participant got zero questions correct and at least 
one got 5 questions correct on the survey. The range in the data overall was 5.  
When comparing the three groups separately, Group 1 averaged 2.18 
questions answered correctly, the highest mean of the three groups. All 
participants answered at least one question correctly, and the most answered 
correctly was 4. This results in a range of 3. Group 2 averaged 1.48 questions 
correct with zero as the minimum and 5 as the maximum number of questions 
answered correctly. The range for Group 2 was 5. Group 3 averaged 0.83 
questions correct, the lowest mean of the three groups. The minimum in this  
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group was zero and the maximum was 2, giving a range of 2. The differences 
between groups are shown in Figure 4.18. 
Table 4.7: Statistics for the number of questions answered correctly in ArcGIS 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.18 1.48 0.83 1.49 
Minimum 1 0 0 0 
Maximum 4 5 2 5 
Median 2.00 1.00 1.00 1.00 
1st Quartile 1.00 1.00 0.00 1.00 
3rd Quartile 3.00 2.00 1.00 2.00 
 
ANOVA was used to determine any differences in the means between 
groups. In the formulated hypotheses, μ1 represented the mean for Group 1, μ2 
represented the mean for Group 2, and μ3 represented the mean for Group 3. 
The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 



















Figure 4.18: The number of correct responses varied greatly between groups. 
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Group 1 had a standard deviation of 1.01, Group 2 had a standard 
deviation of 1.31, and Group 3 had a standard deviation of 0.65. In the ANOVA 
calculation, 68 observations were used which used 2 degrees of freedom for the 
group and 65 degrees of freedom for the error. The ANOVA yielded an f-value of 
9.83, resulting in a p-value of 0.0002. At the 0.05 significance level, the null 
hypothesis was rejected, meaning there was a statistically significant difference 
in the mean number of correct responses in ArcGIS. 
The Bonferroni procedure was used to determine which groups were the 
cause for this significant difference (see Table 4.8). Based on this further 
analysis, it can be concluded that Group 1 and Group 3 are statistically 
significant in their differences. Group 2 was not different from either one of the 
groups. Lastly, the R2 value obtained in the ANOVA calculation was 0.232275, 
which can be interpreted to mean that 23.2% of the variance in the means was 
explained by the groups themselves. 






Group 1  A 2.1818 22 
Group 2  A B 1.4783 23 
Group 3   B 0.8261 23 
 
The “identify” type question was the question with the most correct 
responses across all groups. “Correlate” and “Associate” were the least 
frequently answered correctly. The differences in the number of correct 
responses are shown in Figure 4.19. 
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Figure 4.19: “Identify” type questions were the most often answered correctly. 
Both Associate and Correlate were answered correctly least often. 
ANOVA was used to determine any differences in the means between the 
five different types of questions. In the formulated hypotheses, μ1 represented 
the mean for Associate, μ2 represented the mean for Distinguish, μ3 represented 
the mean for Rank, μ4 represented the mean for Correlate, and μ5 represented 
the mean for Identify. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5                   Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 
Associate, Distinguish, Rank, Correlate, and Identify had a standard 
deviation of 0.26, 0.47, 0.44, 0.31, and 0.44 respectively. In the ANOVA 
calculation, 340 observations were used (68 participants with 5 questions each) 
giving 4 degrees of freedom for the group and 335 degrees of freedom for the 
error. The ANOVA yielded an f-value of 31.08, resulting in a p-value of less than 
0.0001. At the 0.05 significance level, the null hypothesis was rejected, meaning 
there was a statistically significant difference in the mean number of correct 
responses based on the type of question. 
To establish the cause for variance, the Bonferroni procedure was used 
(see Table 4.9). Identify was determined to be significantly from all of the other 
questions in the survey. Distinguish was significantly different from the other 
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question types as well, except for Rank. Lastly, the R2 value obtained in the 
ANOVA calculation was 0.270682, which means that 27.1% of the variance in 
the means was explained by the question types. 





Identify   A 0.73529 68 
Distinguish  B 0.32353 68 
Rank  B C 0.25000 68 
Correlate   C 0.10294 68 
Associate   C 0.07353 68 
 
For the “associate” question in ArcGIS, few participants correctly 
answered with only 5 participants (7.4% of the overall sample) responding 
correctly (see Appendix K). The remaining 63 participants (92.6%) either 
responded incorrectly or gave somewhat incorrect responses. Of the responses 
counted as incorrect, 6 participants (8.8%) left this question blank and 9 
participants (13.2%) indicated they did not know how to answer the question. 
When broken down further, Group 1 had 2 correct responses (2.9%). Group 2 
had 3 correct responses (4.4%). Both Group 1 and Group 2 had 20 participants 
(29.4%) each that gave incorrect responses. Group 3 had no correct responses, 
meaning that there were 23 participants (33.8%) who gave incorrect responses. 
Of these 63 incorrect responses, some responses included some 
information of a correct response, but not enough to be counted as such. In 
Group 1, 10 participants (15.9% of the incorrect responses) had partially 
incorrect responses. Group 2 had 9 partially correct responses (14.3% of the 
incorrect responses). Group 3 had 6 participants (9.5% of the incorrect 
responses) give partially incorrect responses. 
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The “distinguish” question in ArcGIS had 22 participants (32.4% of the 
overall sample) participants give a correct response. The remaining 46 
participants (67.6%) either gave incorrect responses or incomplete responses. 
As for the questions counted as incorrect, 5 participants (7.4%) gave no answer 
and 9 participants (13.2%) indicated they did not know how to answer. Within the 
three groups, both Group 1 and Group 2 had 9 correct responses (13.2%) each. 
However, Group 1 had 13 incorrect responses (19.1%) and Group 2 had 14 
incorrect responses (20.9%). Group 3 had 4 participants (5.9%) give correct 
responses and 19 participants (27.9%) give incorrect responses.  
Of the 46 incorrect responses, there were some that had some information 
correct in the given answer. Group 1 had 4 partially correct responses (8.7% of 
the incorrect responses). In Group 2, 2 participants (4.3% of the incorrect 
responses) gave partially incorrect responses. Group 3 had 10 participants 
(21.7% of the incorrect responses) give near-correct responses.  
The “rank” question in ArcGIS had 17 participants (25.0% of the overall 
sample) who gave a correct response. The remaining 51 participants (75.0%) 
gave either incorrect responses or partially incorrect responses. Of the incorrect 
responses, 12 participants (17.6%) left this question blank and 5 participants 
(7.4%) responded that they did not know the correct answer. Dividing the sample 
into the three groups, Group 1 had 11 correct responses (16.2%) and 11 
incorrect responses (16.2%). Both Group 2 and Group 3 had 3 participants 
(4.4%) each who gave correct responses. Also, Group 2 and Group 3 both had 
20 participants (29.4%) each give an incorrect response.  
Out of the 51 incorrect responses, some answers had partially correct 
information. Group 1 had 7 participants (13.7% of the incorrect responses) give 
partially incorrect responses. Group 2 had 9 participants (17.6% of the incorrect 
responses) give a partially incorrect response. Lastly, Group 3 had 12 
participants (23.5% of the incorrect responses) give partially incorrect responses.   
The “correlate” question in ArcGIS had 7 participants (10.3% of the overall 
sample) respond correctly. The remaining 61 participants (89.7%) either gave 
64 
incorrect responses or incomplete responses. The group of participants who 
responded incorrectly included 3 participants (4.4%) who left this question blank 
and 2 participants (2.9%) giving a responses indicating that they did not know 
how to answer. From the overall sample, Group 1 had 5 correct responses 
(7.4%) and 17 incorrect responses (25.0%). Group 2 had 2 correct responses 
(2.9%) and 21 incorrect responses (30.9%). Group 3 had no correct responses, 
meaning that there were 23 participants (33.8%) who gave incorrect responses.  
The group of 61 incorrect responses given had a few responses in which 
there was partially correct information. In Group 1, 14 participants (23.0% of the 
incorrect responses) had partially incorrect responses. In Group 2 there were 15 
participants (24.6% of the incorrect responses) give partially correct responses. 
Group 3 had 21 participants (34.4% of the incorrect responses) give partially 
correct responses.  
Lastly, the “identify” question in ArcGIS had several correct responses 
with 50 participants (73.5% of the overall sample) doing so. The remaining 18 
participants (26.5%) answered incorrectly. Of the incorrect responses, 2 
participants (2.9%) left this question blank and 2 participants (2.9%) did not know 
how to answer the question. When split up into groups, Group 1 had 21 correct 
responses (30.9%) and 1 incorrect response (1.5%). Group 2 had 17 participants 
(25.0%) give correct responses and 6 participants (8.8%) give incorrect 
responses. Group 3 had 12 correct responses (17.6%) and 11 incorrect 
responses (16.2%).  
A few of the 18 incorrect responses given contained information that was 
partially correct. Group 1 and Group 2 had no participants (0.0%) give a partially 
incorrect response. Group 3 had 4 participants (22.2% of the incorrect 
responses) give partially incorrect responses.  
4.4.3.1. Time Data 
On the ArcGIS survey page, the three groups maintained a fairly similar 
mean for all groups (see Table 4.10). The mean time overall for participants to 
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complete the ArcGIS survey was 701.73 seconds (about 11 minutes and 42 
seconds). The minimums for each group were also relatively similar, although the 
lowest overall was 373.97 seconds (about 6 minutes and 14 seconds). The most 
time taken was 1323.51 seconds (about 22 minutes and 4 seconds). The range 
across all groups was 949.55 seconds (about 15 minutes and 50 seconds). The 
median for all of the ArcGIS time data was 669.59 seconds (about 11 minutes 
and 10 seconds). The differences between groups are shown in Figure 4.20.  
The time data for Group 1 shows this group having the smallest range for 
all groups. This group averaged 690.01 seconds (about 11 minutes and 30 
seconds) in the ArcGIS survey. The least amount of time taken was 385.88 
seconds (about 6 minutes and 26 seconds) and the most amount of time taken 
was 1008.57 seconds (about 16 minutes and 49 seconds). This gives the group 
a range of 622.69 seconds (about 10 minutes and 23 seconds) taken on the 
survey page. The median for this group was 668.38 seconds (about 11 minutes 
and 8 seconds). 
Table 4.10: Page submit statistics for ArcGIS 


































































Group 2 had the largest range in times but also the smallest mean time. 
The mean time was 677.10 seconds (about 11 minutes and 17 seconds). The 
shortest time was 373.97 seconds (about 6 minutes and 14 seconds) and the 
longest time was 1323.51 seconds (about 22 minutes and 4 seconds). This gives 
a range in times of 949.55 seconds (about 15 minutes and 50 seconds). The 
median for this group was 601.14 seconds (about 10 minutes and 1 second). 
Group 3 had the longest mean time spent on the ArcGIS survey page at 
737.57 seconds (about 12 minutes and 18 seconds). The minimum in the data 
for group 3 was 383.66 seconds (about 6 minutes and 24 seconds) and the 
maximum was 1108.00 seconds (about 18 minutes and 28 seconds). The range 
in the data for this group was 724.35 seconds (about 12 minutes and 4 seconds). 
The median time was 787.40 seconds (about 13 minutes and 7 seconds). 
ANOVA was used to determine any differences in the mean times 
between groups, where μ1 represented the mean for Group 1, μ2 represented the 
mean for Group 2, and μ3 represented the mean for Group 3. The null and 
alternative hypotheses were as follows: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 















Figure 4.20: The time taken to complete the ArcGIS survey differed between 
groups. 
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Sixty-eight observations were used in the calculation of ANOVA, which 
used 2 degrees of freedom for the group and 65 degrees of freedom for the error. 
The ANOVA yielded an f-value of 0.51, resulting in a p-value of 0.6011. 
Therefore, the null hypothesis was not rejected at the 0.05 significance level, 
indicating that there was no statistical significant difference in the times taken to 
complete the ArcGIS survey.  
4.4.4. Across All Software 
A comparison of the above data is provided in this section for a better 
means to compare across Isee, IndianaMap, and ArcGIS.  
4.4.4.1. Questions 
In a comparison between the three groups, the difference between the 
average number of questions answered correctly was minimal (see Figure 4.21). 
The total possible number correct was 15 questions. 



















Figure 4.21: Overall number of correct responses by group. 
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Between the groups, Group 1 had the highest mean score of the three 
with 8.09 questions answered correctly. The participants in this group answered 
at least 4 questions right and at least one participant answered 11 questions 
correctly. This was a range of 7 questions. The median number of questions 
answered correctly was 8.  
Group 2 had a mean of 7.26 questions answered correctly in the survey. 
Participants in Group 2 answered at least 3 questions correctly and one 
participant answered 13 questions correctly. This was a range of 10 questions 
between the minimum and the maximum. The median number of questions 
answered correctly was 7. 
Lastly, Group 3 had the lowest mean score of the groups with 7.22 
questions answered correctly. This group’s participants answered at least 3 
questions correctly while at least one participant answered 12 questions 
correctly. The difference between these two extremes was 9 questions. The 
median for Group 3 was 7 questions answered correctly (see Table 4.11). 
Table 4.11: Statistics for the number of questions answered correctly overall 
 Group 1 Group 2 Group 3 
Mean 8.09 7.26 7.22 
Minimum 4 3 3 
Maximum 11 13 12 
Median 8.00 7.00 7.00 
1st Quartile 7.00 5.50 6.00 
3rd Quartile 9.75 8.50 9.00 
 
ANOVA was used to determine any statistically significant differences in 
the mean scores between groups. For comparison, the means were represented 
by μ1 for Group 1, μ2 for Group 2, and μ3 for Group 3. The null and alternative 
hypotheses were as follows: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
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Sixty-eight observations were used in the calculation of ANOVA, which 
used 2 degrees of freedom for the group and 65 degrees of freedom for the error. 
The ANOVA yielded an f-value of 1.07, resulting in a p-value of 0.3485. 
Therefore, the null hypothesis was not rejected at the 0.05 significance level, 
meaning that the three groups did not have statistical significance between times 
taken to complete the Isee survey. 
However, there appeared to be general differences in how the questions 
themselves were answered, in relation to correctness of response. “Identify” was 
the most consistently answered correctly, although “distinguish” was also 
generally well answered. However, “distinguish” saw much more variation in 
response than “identify.” “Associate,” “rank,” and “correlate” all saw similar trends 
with Isee being the source of most correct responses, then followed by 
IndianaMap and ArcGIS respectively (see Figure 4.22).  





























Figure 4.22: When the three software data sets are compared, some questions 
were more consistently answered correctly than others. 
ANOVA was used to determine any differences in the means between the 
five different types of questions in the survey overall. This comparison used the 
cumulative number of correct responses for calculations. In the hypotheses, μ1 
represented the mean for Associate, μ2 represented the mean for Distinguish, μ3 
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represented the mean for Rank, μ4 represented the mean for Correlate, and μ5 
represented the mean for Identify. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5                   Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 
The standard deviation for Associate, Distinguish, Rank, Correlate, and 
Identify was 0.50, 0.48, 0.49, 0.40, and 0.39 respectively. In the ANOVA 
calculation, 1020 observations were used (68 participants with 15 questions 
each) giving 4 degrees of freedom for the group and 1015 degrees of freedom for 
the error. The ANOVA yielded an f-value of 53.71, resulting in a p-value of less 
than 0.0001. At the 0.05 significance level, the null hypothesis was rejected, 
meaning there was a statistically significant difference in the mean number of 
correct responses based on the type of question. 
To determine the questions with the variance causing this significance, the 
Bonferroni procedure was used (see Table 4.12). It was found that all of the 
question types were significantly different from one another, except for Associate 
and Rank, which were the only two types found to be similar to each other.  
Lastly, the R2 value obtained in the ANOVA calculation was 0.174680, which 
means that 17.5% of the variance in the means was explained by the question 
types. 





Identify A 0.80882 204 
Distinguish B 0.63725 204 
Associate C 0.46569 204 
Rank C 0.39706 204 
Correlate D 0.19608 204 
 
Lastly, a side-by-side comparison of the software regardless of group 
shows that Isee had the highest mean number of correct answers (out of five 
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possible questions). ArcGIS had the lowest mean of the three software, while 
IndianaMap had a mean between these two (see Figure 4.23). 



















Figure 4.23: The cumulative number of questions correct for each software 
regardless of group. 
The mean number of questions correct in Isee was 3.24 out of a possible 
five questions. Participants answered at least 1 question correctly and at least 
one participant scored 5 questions correct, giving a data range of 4. The median 
number correct in Isee was 3. 
In IndianaMap, the mean was 2.79 questions correct. At least one 
participant answered none of the questions correctly, while at least one other 
participant scored 5 questions correctly, giving a range of 5. The median number 
of correct responses was 3. 
ArcGIS had the lowest mean of the three with 1.49 questions answered 
correctly. At least one participant responded incorrectly to all of the questions 
while at least one other participant answered all 5 questions correctly, giving a 




Table 4.13: Number of questions answered correctly between software 
 Isee IndianaMap ArcGIS 
Mean 3.24 2.79 1.49 
Minimum 1 0 0 
Maximum 5 5 5 
Median 3.00 3.00 1.00 
1st Quartile 2.75 2.00 1.00 
3rd Quartile 4.00 3.00 2.00 
 
ANOVA was used to determine any differences in the mean correct scores 
between the three software types tested in this study. In the formulated 
hypotheses, μ1 represented the mean for Isee, μ2 represented the mean for 
IndianaMap, and μ3 represented the mean for ArcGIS. The null and alternative 
hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee had a standard deviation of 1.15, IndianaMap had a standard 
deviation of 1.03, and ArcGIS had a standard deviation of 1.15. In the ANOVA 
calculation, 204 observations were used (68 participants using 3 software 
applications) giving 2 degrees of freedom for the group and 201 degrees of 
freedom for the error. The ANOVA yielded an f-value of 45.59, resulting in a p-
value of less than 0.0001. The null hypothesis was rejected at the 0.05 
significance level, meaning there was a statistically significant difference in the 
mean number of correct responses. 
To further establish which of the possible three software are significantly 
different, the Bonferroni procedure was used (see Table 4.14). Isee and 
IndianaMap were not significantly different from each other, but both Isee and 
IndianaMap were significantly different from ArcGIS. Also, the R2 value obtained 
in the ANOVA calculation was 0.312073, which means that 31.2% of the 
variance in the means was explained by the type of software used. 
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Isee A 3.2353 68 
IndianaMap A 2.7941 68 
ArcGIS B 1.4853 68 
 
4.4.4.2. Time Data 
When Isee, IndianaMap, and ArcGIS are compared side-by-side, 
differences in some of the survey page submission statistics are more obvious. A 
summary of this data is in Table 4.15. This data is from the “All Groups” columns 
in Table 4.3, Table 4.6, and Table 4.10. 
Table 4.15: Page submit statistics for all software 





















































Overall, Isee had the smallest mean time spent on the survey page, as 
well as the smallest range of time taken to complete the survey page. The mean 
was 577.95 seconds (about 9 minutes and 38 seconds) and the range was 
595.11 seconds (about 9 minutes and 55 seconds). The least amount of time 
spent in Isee was 305.62 seconds (about 5 minutes and 6 seconds) and the most 
time spent was 900.73 seconds (about 15 minutes and 1 second). The median 
was 586.68 seconds (about 9 minutes and 47 seconds).  
Conversely, IndianaMap had both the largest mean and range of the 
three. The mean for IndianaMap was 777.72 seconds (about 12 minutes and 58 
seconds) and the range was 979.49 seconds (about 16 minutes and 19 
seconds). The shortest time spent in IndianaMap was 216.98 seconds (about 3 
minutes and 36 seconds) and the longest time spent was 1196.47 seconds 
(about 19 minutes and 56 seconds). The median time in IndianaMap was 773.56 
seconds (about 12 minutes and 54 seconds). 
ArcGIS had a slightly smaller mean and range when compared to 
IndianaMap. This mean was 701.73 seconds (about 11 minutes and 42 seconds) 
and the range was 949.55 seconds (about 15 minutes and 50 seconds). The 
shortest time spent in ArcGIS was 373.97 seconds (about 6 minutes and 14 
seconds) while the longest time was 1323.51 seconds (about 22 minutes and 4 
seconds). The median time to complete the ArcGIS portion was 669.95 seconds 
(about 11 minutes and 10 seconds). The differences in software can be seen in 
Figure 4.24. 
ANOVA was used to determine any differences in the mean time taken to 
submit each of the three software surveys. In the following hypotheses, μ1 
represented the mean time for Isee, μ2 represented the mean time for 
IndianaMap, and μ3 represented the mean time for ArcGIS. The null and 
alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
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Figure 4.24: Participants spent the least amount of time in Isee. 
In the ANOVA calculation, 204 observations were used (68 participants 
using 3 software applications) giving 2 degrees of freedom for the group and 201 
degrees of freedom for the error. The ANOVA yielded an f-value of 18.11 and a 
p-value of less than 0.0001. The null hypothesis was rejected at the 0.05 
significance level, meaning there was a statistically significant difference in the 
mean time taken to complete each survey. 
To determine which software was different, the Bonferroni procedure was 
used (see Table 4.16). ArcGIS and IndianaMap were not significantly different 
from each other, but both ArcGIS and IndianaMap were significantly different 
from Isee. Also, the R2 value obtained in the ANOVA calculation was 0.152655, 
which means that 15.3% of the variance in the mean times was explained by the 










IndianaMap A 777.72 68 
ArcGIS A 701.73 68 
Isee B 577.95 68 
 
4.4.4.3. Cumulative Time Data 
Time taken to complete the software survey in its entirety has been 
calculated based on the times in the previous sections. The data is shown in 
Table 4.17 and Figure 4.25.  
All of the groups combined averaged 2057.40 seconds (about 34 minutes 
and 17 seconds) to complete the software portion of the survey. The shortest 
time for completion was 1212.24 seconds (about 20 minutes and 12 seconds) 
and the longest time for completion was 3359.35 seconds (about 55 minutes and 
59 seconds). The resulting range in times was 2147.12 seconds (about 35 
minutes and 47 seconds). The median overall was 2072.35 seconds (about 34 
minutes and 32 seconds). 
Group 1 on average took the least amount of time to complete the entire 
software portion of the survey, with a mean of 1962.16 seconds (about 32 
minutes and 42 seconds). The shortest time taken to complete the survey was 
1252.67 seconds (about 20 minutes and 53 seconds) and the most time taken in 
group 1 was 2900.01 seconds (about 48 minutes and 20 seconds). This range 
was 1647.35 seconds (about 27 minutes and 27 seconds). The median time 




Table 4.17: Survey submission statistics 

































































Group 2 averaged higher than Group 1, with a mean of 2094.75 seconds 
(about 34 minutes and 55 seconds). The shortest time to complete the survey in 
the group was 1212.24 seconds (about 20 minutes and 12 seconds) and the 
longest time was 3359.35 seconds (about 55 minutes and 59 seconds). This 
results in the largest range of all the groups with a difference of 2147.12 seconds 
(about 35 minutes and 47 seconds). The median was 2183.34 seconds (about 36 
minutes and 23 seconds). 
Group 3 took the most amount of time on average, with a mean of 
2111.16 seconds (about 35 minutes and 11 seconds). The shortest time the 
survey was completed was 1397.53 seconds (about 23 minutes and 18 seconds) 
and the longest time to submit was 2883.53 seconds (about 48 minutes and 4 
seconds). The difference between these times was 1486.00 seconds (about 24 
minutes and 46 seconds), the smallest range between all groups. The median 
was 2141.38 seconds (about 35 minutes and 41 seconds).  
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Figure 4.25: Groups took about the same time to complete all three sets of 
software questions. 
4.5. User Satisfaction 
User satisfaction was measured on a five-point Likert scale such that 
participants rated their agreement or disagreement with the given statement. 
Another aspect asked participants which features they felt were useful and not 
useful in each software application, so as to gain greater insight for any 
reasoning behind these preferences. Participants were also asked to ultimately 
rank the three software applications used. 
4.5.3. Preferences 
When asked to rank order of preference of software, 40 participants 
(58.8%) ranked Isee as their first choice, 20 participants (29.4%) ranked 
IndianaMap as their first choice, and 8 participants (11.8%) ranked ArcGIS as 
their first choice. For the next preferred software, 17 participants (25.0%) ranked 
Isee as their second choice, 28 participants (41.2%) ranked IndianaMap as their 
second choice, and 23 participants (33.8%) ranked ArcGIS as their second  
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choice. Lastly, 11 participants (16.2%) chose Isee as their third choice, 20 
participants (29.4%) selected IndianaMap as their third choice, and 37 























Figure 4.26: A side-by-side comparison of the three software rankings 
When compared side-by-side, Isee had the bulk of the selections for first 
choice (58.8%), IndianaMap had the most selections for second choice (41.2%), 
and ArcGIS had the most selections for third choice (54.4%) (see Figure 4.26). 
ANOVA was used to determine any differences in the mean ranks 
between the software. In the formulated hypotheses, μ1 represented the mean for 
Isee, μ2 represented the mean for IndianaMap, and μ3 represented the mean for 
ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee had a standard deviation of 0.76, IndianaMap had a standard 
deviation of 0.77, and ArcGIS had a standard deviation of 0.70. Using ANOVA, 
204 observations were used (68 participants ranking 3 software applications) 
which used 2 degrees of freedom for the group and 201 degrees of freedom for 
the error. The ANOVA yielded an f-value of 22.34, resulting in a p-value of less 
than 0.0001. The null hypothesis was rejected at the 0.05 significance level, 
meaning there was a statistically significant difference in the mean ranks 
between the different software.  
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The Bonferroni procedure was used to determine which software was the 
source for this significance (see Table 4.18). This test showed that all three 
software were significantly different in rank from one another. Lastly, the R2 value 
obtained in the ANOVA calculation was 0.181877, which can be interpreted as 
meaning that 18.2% of the variance in the means was explained by the software. 





ArcGIS A 2.4265 68 
IndianaMap B 2.0000 68 
Isee C 1.5735 68 
 
4.5.1.1. Ease of Use 
Participants were also asked how easy it was to use the given software to 
answer the survey questions. For Isee, the resulting group mean was 2.21 on the 
five-point Likert scale, roughly corresponding to “easy.” Broken down by group, 
Group 1 had a mean of 2.41, Group 2 had a mean of 2.35, and Group 3 had a 
mean of 1.87. Based on these means, Group 1 was the most neutral and Group 
3 was the most skewed towards an opinion of “easy.” At least one participant per 
group reported that they thought Isee was difficult to use, and at least one 
participant per group (except Group 1) responded that Isee was very easy to use. 
Group 1 had at least one participant say that Isee was easy to use (see Figure 
4.27 and Table 4.19). 
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Figure 4.27: Isee’s perceived ease of use as reported by participants 
Table 4.19: Statistics for Isee’s perceived ease of use 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.41 2.35 1.87 2.21 
Minimum 2 1 1 1 
Maximum 4 4 4 4 
Median 2 2 2 2 
1st Quartile 2.00 1.00 1.00 2.00 
3rd Quartile 3.00 3.50 2.00 3.00 
 
For IndianaMap, the resulting group mean was 3.07 on the five-point 
Likert scale, roughly corresponding to a neutral opinion. Divided into groups, 
Group 1 had a mean of 3.27, Group 2 had a mean of 2.87, and Group 3 had a 
mean of 3.09. These means all stayed close to a neutral opinion.  All groups had 
at least one participant rate IndianaMap as very difficult to use, while at least one 
person in Group 2 and Group 3 rated it as “easy.” One participant in Group rated 
IndianaMap as “very easy” (see Figure 4.28 and Table 4.20). 
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Figure 4.28: IndianaMap’s perceived ease of use as reported by participants 
Table 4.20: Statistics for IndianaMap’s perceived ease of use 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.27 2.87 3.09 3.07 
Minimum 2 1 1 1 
Maximum 5 5 5 5 
Median 3 3 3 3 
1st Quartile 2.25 2.00 2.00 2.00 
3rd Quartile 4.00 4.00 4.00 4.00 
 
In ArcGIS, the resulting group mean was 3.57 on the five-point Likert 
scale, falling between a neutral and difficult opinion of the software (see Figure 
4.29 and Table 4.21). Divided into groups, Group 1 had a mean of 3.23, Group 2 
had a mean of 3.78, and Group 3 had a mean of 3.70. Comparing these means, 
Group 2 expressed the most that ArcGIS was slightly difficult to use, while Group 
1 was the most neutral. All groups had at least one participant rate ArcGIS as 
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very difficult to use, while at least one person in Group 2 and Group 3 rated it as 
“easy.” One participant in Group rated ArcGIS as “very easy.”  
















Figure 4.29: The ArcGIS perceived ease of use as reported by participants 
Table 4.21: Statistics for ArcGIS’s perceived ease of use 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.23 3.78 3.70 3.57 
Minimum 1 2 2 1 
Maximum 5 5 5 5 
Median 3 4 4 4 
1st Quartile 3.00 3.50 3.50 3.00 
3rd Quartile 4.00 4.00 4.00 4.00 
 
After comparing groups and calculating the overall means for the groups, 
the differences between the actual software can be seen. The mean for Isee was 
2.21, the mean for IndianaMap was 3.07, and the mean for ArcGIS was 3.57. 
The mean for Isee indicated it was thought to be somewhat easy to use, while 
the mean for ArcGIS indicated it was somewhat difficult to use. IndianaMap was 
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fairly neutral. At least one participant for each software said it was very easy to 
use, while IndianaMap and ArcGIS each had at least one participant say using 
the software was very difficult. At least one participant in Isee said that it was 
difficult using the software. 
ANOVA was used to determine any differences in the mean ease-of-use 
ratings of the software. These ratings were scored on a five-point Likert scale, on 
which a 1 indicated that the software was “very easy” to use and a 5 indicated 
the software was “very difficult” to use. In the formulated hypotheses, μ1 
represented the mean for Isee, μ2 represented the mean for IndianaMap, and μ3 
represented the mean for ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee had a standard deviation of 0.97, IndianaMap had a standard 
deviation of 1.01, and ArcGIS had a standard deviation of 0.90. Using ANOVA, 
204 observations were used (68 participants ranking 3 software applications) 
which used 2 degrees of freedom for the group and 201 degrees of freedom for 
the error. The ANOVA yielded an f-value of 35.12, resulting in a p-value of less 
than 0.0001. The null hypothesis was rejected at the 0.05 significance level, 
meaning there was a statistically significant difference in the mean ranks 
between the different software.  
The Bonferroni procedure was used to determine what software was the 
source of this significance (see Table 4.22). It is clear that all software 
applications’ perceived ease-of-use was different between all software (see 
Figure 4.30). Also, the R2 value obtained in the ANOVA calculation was 
0.258946, which can indicates that about 25.9% of the variance in the means 












ArcGIS A 3.5735 68 
IndianaMap B 3.0735 68 
Isee C 2.2059 68 
 
















Figure 4.30: Overall perceived ease of use across all software 
4.5.2. Feature Usefulness 
Participants were asked for which common tools between all three 
software they found useful, sorted by software. “None” indicates that none of the 
listed tools were the ones the participant found as useful. Each option was 
selected by at least one participant and each participant was allowed to select 



























Figure 4.31: Usefulness of tools, sorted by tool name and software.  
For zooming, 37 participants (54.4%) thought this feature was useful in 
Isee. This tool was the most frequently considered useful, based on software. 
Seventeen participants (25.0%) thought zooming was useful in IndianaMap, and 
30 participants (44.1%) thought zooming was useful in ArcGIS. The “hand” or 
move tool in Isee was thought to be useful by 29 participants (42.6%). Isee saw 
the most selections for this tool being useful. This feature was found useful in 
IndianaMap by 16 participants (23.5%). Lastly, 21 participants (30.9%) thought 
this tool in ArcGIS was useful. The map legend in Isee was reported as useful by 
37 participants (54.4%). Isee had the most participants reporting this feature as 
useful. In IndianaMap, 27 participants (23.5%) reported its usefulness. ArcGIS 
had 24 participants (30.9%) report this feature as useful.  
The feature deemed as “soil query” was reported as useful in Isee by 20 
participants (29.4%). Isee had the most participants selecting this tool as useful. 
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This feature in IndianaMap was reported as useful by 11 participants (16.2%), 
and in ArcGIS, this feature was useful to 8 participants (11.8%). The ability to 
toggle layers on and off was useful in Isee for 34 participants (50.0%), for 26 
participants (38.2%) in IndianaMap, and for 29 participants (42.6%) in ArcGIS. 
The most participants selected Isee as having this useful feature. Lastly, only 2 
participants (2.9%) reported that the listed features were not useful in Isee. In 
IndianaMap, there were 6 participants (8.8%) reporting this same option. In 
ArcGIS, there were 9 such participants (13.2%). ArcGIS had the most 
participants selecting this option. 
ANOVA was used to determine any overall differences in the mean 
number of selections for each tool deemed as useful. In the formulated 
hypotheses, μ1 represented the mean for zooming, μ2 represented the mean for 
the “hand” tool, μ3 represented the mean for map legends, μ4 represented the 
mean for the soil query tools, μ5 represented the mean for map toggling, and μ6 
represented the mean for “none of these.” The null and alternative hypotheses 
were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5 = μ6        Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 ≠ μ6 
Zoom had a standard deviation of 0.49, the hand tool had a standard 
deviation of 0.47, map legends had a standard deviation of 0.50, soil query tools 
had a standard deviation of 0.39, map toggling had a standard deviation of 0.50, 
and “none of these” had a standard deviation of 0.27. Using ANOVA, 1224 
observations were used (68 participants ranking 6 map tools in 3 software 
applications) which used 5 degrees of freedom for the group and 1218 degrees 
of freedom for the error. The ANOVA yielded an f-value of 21.96, resulting in a p-
value of less than 0.0001. The null hypothesis was rejected at the 0.05 
significance level, meaning there was a statistically significant difference in the 
mean number of selections of useful map tools.  
The Bonferroni procedure was used to determine which tools may be the 
source of variance (see Table 4.23). Both soil query and “none of these” were 
found to be significantly different from the other tools (layer toggle, map legend, 
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zoom, and the “hand” tool). Soil query and “none of these” were determined to 
not be significantly different from each other. The remaining tools were similar to 
each other, not having a statisically significant difference between them. Lastly, 
the R2 value obtained in the ANOVA calculation was 0.082685, which can be 
taken to mean that 8.2% of the variance in the means was explained by the 
difference in map tools. 
Table 4.23: Bonferroni groups for ANOVA calculated for differences in perceived 





Layer Toggle A 0.43627 204 
Map Legend A 0.43137 204 
Zoom A 0.41176 204 
“Hand” / Move A 0.32353 204 
Soil Query B 0.19118 204 
“None” B 0.08333 204 
 
Participants were also asked which tools were not useful while using each 
software. “None” in this case means that a not useful feature was either not 
present or not listed in the given options. Each option was selected by at least 
one participant and each participant was allowed to select more than one option 
(see Figure 4.32). 
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Figure 4.32: Tools not found to be useful, sorted by tool name and software. 
Zooming functionality in Isee was found to be not useful by 4 participants 
(5.9%). IndianaMap had 25 participants (36.8%) report this feature as not useful, 
and ArcGIS had 16 participants (23.5%) label this feature as not useful. 
IndianaMap had the most participants report this feature as not useful. The 
“hand” or move tool in Isee was reported as not useful by 5 participants (7.4%). 
IndianaMap had 15 such participants (22.1%). IndianaMap had the most 
selections by participants for this feature being not useful. ArcGIS had 13 
participants (19.1%) report this feature as not useful. For the map legend, 6 
participants (8.8%) reported this feature as not useful in Isee. IndianaMap had 18 
participants (26.5%) indicate this feature as not useful, the most participants 
selecting IndianaMap above the other software. ArcGIS had 17 participants 
(25.0%) indicate this as well. 
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In Isee, soil query was found to be not useful by 13 participants (19.1%). 
IndianaMap had 19 participants (27.9%) who found this feature to be not useful. 
ArcGIS had 22 participants (32.4%) report this feature as not useful, the most of 
the three software. The ability to toggle layers on and off was found not useful in 
Isee by 11 participants (16.2%). In IndianaMap, 13 participants (19.1%) found the 
toggle functionality to be not useful. ArcGIS had 16 participants (23.5%) report 
this feature as not useful, the most participant reports of the three software. 
Lastly, the “none of these” option was selected in Isee by 40 participants 
(58.8%), the most participant selections between the three software. In 
IndianaMap, 11 participants (16.2%) selected this option, and in ArcGIS, 15 
participants (22.1%) selected this choice.  
ANOVA was used to determine any overall differences in the mean 
number of selections for each tool selected as “not useful.” In the formulated 
hypotheses, μ1 represented the mean for zooming, μ2 represented the mean for 
the “hand” tool, μ3 represented the mean for map legends, μ4 represented the 
mean for the soil query tools, μ5 represented the mean for map toggling, and μ6 
represented the mean for “none of these.” The null and alternative hypotheses 
were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5 = μ6        Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 ≠ μ6 
Zoom had a standard deviation of 0.42, the “hand” tool had a standard 
deviation of 0.37, map legends had a standard deviation of 0.40, soil query tools 
had a standard deviation of 0.40, map toggling had a standard deviation of 0.40, 
and “none of these” had a standard deviation of 0.47. Using ANOVA, 1224 
observations were used (68 participants ranking 6 map tools in 3 software 
applications) which used 5 degrees of freedom for the group and 1218 degrees 
of freedom for the error. The ANOVA yielded an f-value of 3.91, resulting in a p-
value of 0.0016. At the 0.05 significance level, the null hypothesis was rejected. 
This means that there was a statistically significant difference in the mean 
number of selections of not useful map tools.  
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The Bonferroni procedure was used to determine which tools may be the 
source of significant differences (see Table 4.24). “None of these” was found to 
be significantly different from map legends, map layer toggling, and the 
“hand”/move tool. “None of these” was not significantly different from soil query 
and zoom. Map legend, map layer toggling, and the “hand”/move tool also had 
no significant differences amongst each other. Lastly, the R2 value obtained in 
the ANOVA calculation was 0.015782, which can be taken to mean that 1.6% of 
the variance in the means was explained by the difference in map tools. 
Table 4.24: Bonferroni groups for ANOVA calculated for differences in map tools 





“None”  A 0.32353 204 
Soil Query  A B 0.26471 204 
Zoom  A B 0.22059 204 
Map Legend   B 0.20098 204 
Layer Toggle   B 0.19608 204 
“Hand” / Move   B 0.16176 204 
4.5.2.1. Isee 
In Isee, all given feature options all had at least 20 participants indicating 
that the particular feature was useful, except for “none of these.” The order of the 
features by popularity from most to least was: zoom and map legend (each with 
37 participants), map layer toggling (34 participants), the “hand”/move tool (29 
participants), and soil query (20 participants). “None of these” was selected by 


























Figure 4.33: A comparison between Isee tools participants labeled as useful and 
not useful.  
ANOVA was used to determine any significant differences in the mean 
number of selections for each map tool reported as useful. In the formulated 
hypotheses, μ1 represented the mean for zooming, μ2 represented the mean for 
the “hand” tool, μ3 represented the mean for map legends, μ4 represented the 
mean for the soil query tools, μ5 represented the mean for map toggling, and μ6 
represented the mean for “none of these.” The null and alternative hypotheses 
were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5 = μ6        Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 ≠ μ6 
Zoom had a standard deviation of 0.50, the “hand” tool had a standard 
deviation of 0.50, map legends had a standard deviation of 0.50, soil query tools 
had a standard deviation of 0.46, map toggling had a standard deviation of 0.50, 
and “none of these” had a standard deviation of 0.17. Using ANOVA, 408 
observations were used (68 participants ranking 6 map tools) which used 5 
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degrees of freedom for the group and 402 degrees of freedom for the error. The 
ANOVA yielded an f-value of 13.12, resulting in a p-value of less than 0.0001. 
The null hypothesis was rejected at the 0.05 significance level, meaning that 
there was a statistically significant difference in the mean number of selections of 
useful map tools in Isee.  
The Bonferroni procedure was used to determine which tools may be the 
source of significant differences (see Table 4.25). “None of these” was found to 
be significantly different from all other features. Soil query was also found to be 
significantly different from zoom and map legend, but not significantly different 
from the others. Also, the R2 value obtained in the ANOVA calculation was 
0.140259, which can be taken to mean that 14.0% of the variance in the means 
was explained by the difference in map tools. 
Table 4.25: Bonferroni groups for ANOVA calculated for differences in usefulness 





Map Legend  A 0.54412 68 
Zoom  A 0.54412 68 
Layer Toggle  A  B 0.50000 68 
“Hand” / Move  A  B 0.42647 68 
Soil Query   B 0.29412 68 
“None”  C 0.02941 68 
 
As for features considered “not useful,” they are listed in order of most 
dislike (the most participant selections) to least dislike: soil query (13 
participants), map layer toggling (11 participants), map legend (6 participants), 
the “hand”/move tool (5 participants), and zoom (4 participants). Forty 
participants selected “none of these” for this question, indicating that either they 
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could not find a feature to dislike or the feature they were thinking of was not 
listed (see Figure 4.33).  
ANOVA was used to determine any overall differences in the mean 
number of selections for each tool selected as “not useful.” In the formulated 
hypotheses, μ1 represented the mean for zooming, μ2 represented the mean for 
the “hand” tool, μ3 represented the mean for map legends, μ4 represented the 
mean for the soil query tools, μ5 represented the mean for map toggling, and μ6 
represented the mean for “none of these.” The null and alternative hypotheses 
were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5 = μ6        Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 ≠ μ6 
Zoom had a standard deviation of 0.24, the “hand” tool had a standard 
deviation of 0.26, map legends had a standard deviation of 0.29, soil query tools 
had a standard deviation of 0.40, map toggling had a standard deviation of 0.37, 
and “none of these” had a standard deviation of 0.50. Using ANOVA, 408 
observations were used (68 participants ranking 6 map tools) which used 5 
degrees of freedom for the group and 402 degrees of freedom for the error. The 
ANOVA yielded an f-value of 21.88, resulting in a p-value of less than 0.0001. At 
the 0.05 significance level, the null hypothesis was rejected. This means that 
there was a statistically significant difference in the mean number of selections of 
not useful map tools.  
The Bonferroni procedure was used to determine which tools may be the 
source of significant differences (see Table 4.26). “None of these” was found to 
be significantly different from all other features. The remaining options were not 
significantly different from one another. Lastly, the R2 value obtained in the 
ANOVA calculation was 0.213959, which can interpreted to mean that 21.4% of 




Table 4.26: Bonferroni groups for ANOVA calculated for differences in map tools 





“None” A 0.58824 68 
Soil Query B 0.19118 68 
Layer Toggle B 0.16176 68 
Map Legend B 0.08824 68 
“Hand” / Move B 0.07353 68 
Zoom B 0.05882 68 
4.5.2.2. IndianaMap 
IndianaMap had at least 11 participants selecting any given feature as 
useful. The order of these features by popularity, most to least, was: map legend 
(27 participants), map layer toggle (26 participants), zoom (17 participants), the 
“hand”/move tool (16 participants), and soil query (11 participants). “None of 
these” was chosen by 6 participants (see Figure 4.34).  
ANOVA was used to determine any significant differences in the mean 
number of selections for each map tool reported as useful. In the formulated 
hypotheses, μ1 represented the mean for zooming, μ2 represented the mean for 
the “hand” tool, μ3 represented the mean for map legends, μ4 represented the 
mean for the soil query tools, μ5 represented the mean for map toggling, and μ6 
represented the mean for “none of these.” The null and alternative hypotheses 
were: 



























Figure 4.34: A comparison between IndianaMap tools participants labeled as 
useful and not useful. 
Zoom had a standard deviation of 0.44, the “hand” tool had a standard 
deviation of 0.43, map legends had a standard deviation of 0.49, soil query tools 
had a standard deviation of 0.37, map toggling had a standard deviation of 0.49, 
and “none of these” had a standard deviation of 0.29. Using ANOVA, 408 
observations were used (68 participants ranking 6 map tools) which used 5 
degrees of freedom for the group and 402 degrees of freedom for the error. The 
ANOVA yielded an f-value of 5.56, resulting in a p-value of less than 0.0001. At 
the 0.05 significance level, the null hypothesis was rejected. This means that 
there was a statistically significant difference in the mean number of selections of 
useful map tools in IndianaMap.  
The Bonferroni procedure was used to determine which tools caused the 
significant differences (see Table 4.27). Both map legend and map layer toggling 
are significantly different from both soil query and “none of these.” There are no 
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other significant differences between the other features. Also, the R2 value 
obtained in the ANOVA calculation was 0.064714, which can be taken to mean 
that 6.5% of the variance in the means was explained by the difference in map 
tools. 
Table 4.27: Bonferroni groups for ANOVA calculated for differences in usefulness 





Map Legend  A 0.39706 68 
Layer Toggle  A 0.38235 68 
Zoom  A B 0.25000 68 
“Hand” / Move  A  B 0.23529 68 
Soil Query   B 0.16176 68 
“None”   B 0.08824 68 
 
 
The features in IndianaMap reported as “not useful” are listed in order of 
most dislike (the most participant selections) to least dislike: zoom (25 
participants), soil query (19 participants), map legend (18 participants), the 
“hand”/move tool (15 participants), and map layer toggling (13 participants). For 
“none of these,” 11 participants selected this option. This indicates that they 
could not find a feature in the given options to dislike or the feature they were 
thinking of was not listed (see Figure 4.34).  
ANOVA was used to determine any differences in the mean number of 
selections for each tool selected as “not useful.” In the formulated hypotheses, μ1 
represented the mean for zooming, μ2 represented the mean for the “hand” tool, 
μ3 represented the mean for map legends, μ4 represented the mean for the soil 
query tools, μ5 represented the mean for map toggling, and μ6 represented the 
mean for “none of these.” The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5 = μ6        Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 ≠ μ6 
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Zoom had a standard deviation of 0.49, the “hand” tool had a standard 
deviation of 0.42, map legends had a standard deviation of 0.44, soil query tools 
had a standard deviation of 0.45, map toggling had a standard deviation of 0.40, 
and “none of these” had a standard deviation of 0.37. Using ANOVA, 408 
observations were used (68 participants ranking 6 map tools) which used 5 
degrees of freedom for the group and 402 degrees of freedom for the error. The 
ANOVA yielded an f-value of 1.99, resulting in a p-value of 0.0791. At the 0.05 
significance level, the null hypothesis was not rejected. This means that there 
was no statistically significant difference in the mean number of selections of not 
useful map tools.  
4.5.2.3. ArcGIS 
ArcGIS had at least 8 participants selecting each feature from the given 
list of options. The order of the features by popularity from most to least was: 
zoom (30 participants), map layer toggle (29 participants), map legend (24 
participants), the “hand”/move tool (21 participants), and soil query (8 
participants). “None of these” was selected by 9 participants (see Figure 4.35). 
ANOVA was used to determine any significant differences in the mean 
number of selections for each map tool reported as useful. In the formulated 
hypotheses, μ1 represented the mean for zooming, μ2 represented the mean for 
the “hand” tool, μ3 represented the mean for map legends, μ4 represented the 
mean for the soil query tools, μ5 represented the mean for map toggling, and μ6 
represented the mean for “none of these.” The null and alternative hypotheses 
were: 


























Figure 4.35: A comparison between ArcGIS tools participants labeled as useful 
and not useful. 
Zoom had a standard deviation of 0.50, the “hand” tool had a standard 
deviation of 0.47, map legends had a standard deviation of 0.48, soil query tools 
had a standard deviation of 0.32, map toggling had a standard deviation of 0.50, 
and “none of these” had a standard deviation of 0.34. Using ANOVA, 408 
observations were used (68 participants ranking 6 map tools) which used 5 
degrees of freedom for the group and 402 degrees of freedom for the error. The 
ANOVA yielded an f-value of 6.99, resulting in a p-value of less than 0.0001. The 
null hypothesis was rejected at the 0.05 significance level, meaning that there 
was a statistically significant difference in the mean number of selections of 
useful map tools in ArcGIS.  
The Bonferroni procedure was used to determine which tools may be the 
source of significant differences (see Table 4.28). Soil query was found to be 
significantly different from zoom, map legend, and map layer toggling. “None of 
100 
these” was found to be significantly different only from zoom and map layer 
toggling. All other features were not significantly different from each other. Also, 
the R2 value obtained in the ANOVA calculation was 0.079967, which can be 
taken to mean that 8.0% of the variance in the means was explained by the 
difference in map tools. 
Table 4.28: Bonferroni groups for ANOVA calculated for differences in usefulness 





Zoom   A 0.44118 68 
Layer Toggle   A 0.42647 68 
Map Legend  B A 0.35294 68 
“Hand” / Move  B A 0.30882 68 
“None”  B  C 0.13235 68 
Soil Query    C 0.11765 68 
 
 
Features considered “not useful” are listed in order of most dislike (the 
most participant selections) to least dislike: soil query (22 participants), map 
legend (17 participants), map layer toggle and zoom (16 participants each), and 
the “hand”/move tool (13 participants). “None of these” was chosen by 15 
participants (see Figure 4.35). 
ANOVA was used to determine any overall differences in the mean 
number of selections for each tool selected as “not useful.” In the formulated 
hypotheses, μ1 represented the mean for zooming, μ2 represented the mean for 
the “hand” tool, μ3 represented the mean for map legends, μ4 represented the 
mean for the soil query tools, μ5 represented the mean for map toggling, and μ6 
represented the mean for “none of these.” The null and alternative hypotheses 
were: 
H0: μ1 = μ2 = μ3 = μ4 = μ5 = μ6        Ha: μ1 ≠ μ2 ≠ μ3 ≠ μ4 ≠ μ5 ≠ μ6 
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Zoom had a standard deviation of 0.43, the “hand” tool had a standard 
deviation of 0.40, map legends had a standard deviation of 0.44, soil query tools 
had a standard deviation of 0.47, map toggling had a standard deviation of 0.43, 
and “none of these” had a standard deviation of 0.42. Using ANOVA, 408 
observations were used (68 participants ranking 6 map tools) which used 5 
degrees of freedom for the group and 402 degrees of freedom for the error. The 
ANOVA yielded an f-value of 0.72, resulting in a p-value of 0.6058. At the 0.05 
significance level, the null hypothesis was not rejected, meaning there was no 
statistically significant difference in the mean number of selections of not useful 
map tools.  
4.5.3. Describing Each Software 
All participants were asked their impressions of the software by rating their 
level of agreement with seven statements. The seven statements were: 
 This software was easy to navigate. 
 Finding the correct information was tedious. 
 This software was pleasing to the eye. 
 I trust this software to display the correct information. 
 Map names and other labels were easy to understand. 
 This software was confusing. 
 This software accurately displayed information. 
The results for these seven questions were broken down by software and 
group and also evaluated together disregarding experiment group. All questions 




Participants on average rated Isee as 2.09 on the five-point Likert scale, 
corresponding to agreement that “this software is easy to navigate.” By group, 
Group 1’s mean rating was 2.23, Group 2’s mean rating was 2.30, and Group 3’s 
mean rating was 1.74. There was at least one person per group who rated Isee 
as a 1 (strongly agree). At least one participant in Group 3 was neutral (a 3 on 
the scale). In Group 2, at least one participant disagreed (a 4 on the scale), and 
in Group 3, at least one participant strongly disagreed (a 5 on the scale). The 
median rating for all groups was 2 (see Table 4.29).    
Table 4.29: Statistics for Isee responses to “easy to navigate” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.23 2.30 1.74 2.09 
Minimum 1 1 1 1 
Maximum 5 4 3 5 
Median 2.0 2.0 2.0 2.0 
 
As for the responses to “finding the correct information tedious,” the 
overall rating was 3.35 on the five-point Likert scale. This corresponds to a 
neutral opinion, leaning slightly towards disagreement. Group 1 had a mean 
rating of 3.27, Group 2 had a mean rating of 3.04, and Group 3 had a mean 
rating of 3.74. At least one participant in both Group 2 and Group 3 rated Isee as 
a 2 (agree), while at least one other participant in each group rated Isee as a 5 
(strongly disagree). In Group 1, at least one participant rated the statement with a 
1 (strong agreement) while another participant rated the statement as a 4 
(disagreement). The median for Group 1, Group 2, and Group 3 was 3.5, 2.0, 
and 3.0 respectively (see Table 4.30).  
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Table 4.30: Statistics for Isee responses to “tedious to find information” 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.27 3.04 3.74 3.35 
Minimum 1 2 2 1 
Maximum 4 5 5 5 
Median 3.5 2.0 3.0 3.0 
 
For the statement saying Isee was “pleasing to the eye,” the mean rating 
was 1.81 across groups, indicating agreement. Group 1 had a mean rating of 
2.00, Group 2 had a mean rating of 1.96, and Group 3 had a mean of 1.65. At 
least one participants in every group strongly agreed with the statement (a rating 
of 1), and at least one participant in both Group 1 and Group 2 were neutral 
towards the statement (a rating of 3). At least one person in Group 3 rated the 
statement as a 2 (agreement). All groups had a median rating of 2 (agreement) 
(see Table 4.31). 
Table 4.31: Statistics for Isee responses to “pleasing to the eye” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.00 1.78 1.65 1.81 
Minimum 1 1 1 1 
Maximum 3 3 2 3 
Median 2.0 2.0 2.0 2.0 
 
As for trustworthiness, the overall rating for Isee was 1.91 on the five-point 
Likert scale (agreement). Group 1 gave a mean rating of 2.00, Group 2 gave a 
mean rating of 1.96, and Group 3 gave a mean rating of 1.78. All groups had at 
least one participant rate this statement with a 1, indicating strong agreement. 
Group 1 and Group 3 each had at least one participant give a neutral opinion, 
while at least one participant in Group 2 gave a rating of 4 (disagreement). The 
median rating across all groups was 2 (see Table 4.32).  
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Table 4.32: Statistics for Isee responses to “trustworthiness” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.00 1.96 1.78 1.91 
Minimum 1 1 1 1 
Maximum 3 4 3 4 
Median 2.0 2.0 2.0 2.0 
 
In response to how easy it was to understand the map labels, the overall 
rating was 1.91, which corresponds to agreement on the five-point Likert scale. 
By group, Group 1 gave a mean rating of 2.23, Group 2 gave a mean rating of 
2.13, and Group 3 gave a mean rating of 1.78. All groups had at least one 
participant gave a rating of 1, which indicates strong agreement. Group 1 had at 
least one participant express strong disagreement with the statement. Group 2 
had at least one participant rate the statement with a 4, indicating disagreement. 
Also, there was at least one participant in Group 3 who was neutral. All groups 
had a median rating of 2 on the scale (see Table 4.33). 
Table 4.33: Statistics for Isee responses to “easy to understand labels” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.23 2.13 1.78 1.91 
Minimum 1 1 1 1 
Maximum 5 4 3 5 
Median 2.0 2.0 2.0 2.0 
 
As far as how confusing Isee was, the participants gave a mean rating of 
3.59, indicating a neutral response leaning towards disagreement. Group 1 had a 
mean rating of 3.41, Group 2 had a mean rating of 3.35, and Group 3 had a 
mean rating of 4.00. Both Group 1 and Group 2 had at least one participant rate 
the statement with a 2 (agreement) and at least one participant in Group 3 was 
neutral on the statement. Also, at least one participant in both Group 1 and 
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Group 3 strongly disagreed with the statement, while at least one participant in 
Group 2 disagreed with the statement.  Group 1 had a median of 3.5 while both 
Group 2 and Group 3 had a median of 4.0 (disagreement) (see Table 4.34). 
Table 4.34: Statistics for Isee responses to “software is confusing” 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.41 3.35 4.00 3.59 
Minimum 2 2 3 2 
Maximum 5 4 5 5 
Median 3.5 4.0 4.0 4.0 
 
Lastly, the perceived accuracy of the information in Isee was overall given 
a rating of 2.03, indicating agreement with the statement. Group 1 had a mean 
rating of 2.05, Group 2 had a mean rating of 2.04, and Group 3 had a mean 
rating of 2.00. All groups had at least one participant indicate strong agreement 
(a rating of 1), although in Group 1 and Group 3 at least one participant in each 
group disagreed with the statement (a rating of 4). In Group 2, at least one 
person gave a neutral opinion. The median rating across all groups was 2.0 on 
the five-point Likert scale (see Table 4.35). 
Table 4.35: Statistics for Isee responses to “accurate information” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.05 2.04 2.00 2.03 
Minimum 1 1 1 1 
Maximum 4 3 4 4 




In IndianaMap, participants were also asked for their opinion on the seven 
different statements provided by the researcher. The mean score on the five-
point Likert scale was 2.93 across groups, indicating a near-neutral opinion. 
Group 1 had a mean score of 3.09, Group 2 had a mean score of 2.61, and 
Group 3 had a mean score of 3.09. Group 1 had at least one participant rate the 
statement a 2 (agreement) while at least one participant in each Group 2 and 
Group 3 rated the statement a 1 on the scale, meaning strong agreement. All 
groups had at least one person strongly disagree with the statement. The median 
value in Group 1 and Group 3 was 3.0, while in Group 2 the median was 2.0 (see 
Table 4.36). 
Table 4.36: Statistics for IndianaMap responses to “easy to navigate” 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.09 2.61 3.09 2.93 
Minimum 2 1 1 1 
Maximum 5 5 5 5 
Median 3.0 2.0 3.0 3.0 
 
When asked the level of agreement with how tedious it was to find 
information, participants averaged a rating of 2.54, indicating mild agreement. 
This was found within the groups as well. The mean score in Group 1 was 2.77 
and the mean score for both Group 2 and Group 3 was 2.43. All groups had at 
least one participant rate the statement as a 1, indicating strong agreement. At 
least one participant in Group 1 rated the statement a 5 (strong disagreement) 
while at least participant in Group 2 and Group 3 each rated the statement as a 4 
(disagreement). The median for Group 1 was 3.0 and the median for both Group 
1 and Group 3 was 2.0 (see Table 4.37). 
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Table 4.37: Statistics for IndianaMap responses to “tedious to find information” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.77 2.43 2.43 2.54 
Minimum 1 1 1 1 
Maximum 5 4 4 5 
Median 3.0 2.0 2.0 2.0 
 
When confronted with the aesthetics in IndianaMap, the participants 
indicated slight agreement with the statement, giving it a mean score of 2.63. 
Group 1 gave a mean score of 2.73. Group 2 gave a mean score of 2.30, and 
Group 3 gave a mean score of 2.87. At least one participant in both Group 1 and 
Group 2 rated the statement as a 1 (strong agreement) while at least one 
participant in Group 3 rated the statement with 2, meaning agreement. Similarly, 
At least one participant in both Group 1 and Group 2 disagreed with the 
statement, rating it a 4, while at least one participant in Group 3 rated the 
statement with 5, meaning strong agreement. Both Group 1 and Group 3 had a 
median rating of 3.0; Group 2 had a median score of 2.0 (see Table 4.38). 
Table 4.38: Statistics for IndianaMap responses to “pleasing to the eye” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.73 2.30 2.87 2.63 
Minimum 1 1 2 1 
Maximum 4 4 5 5 
Median 3.0 2.0 3.0 2.0 
 
Participants responded to the trustworthiness of IndianaMap with a score 
of 2.24, indicating agreement. All groups had at least one participant strongly 
agree with the statement (rating it a 1). In Group 1 and Group 3, at least one 
participant rated the statement as a 4, meaning disagreement. At least one 
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participant in Group 2 strongly disagreed with the statement. The median for all 
groups was 2.0 (see Table 4.39). 
Table 4.39: Statistics for IndianaMap responses to “trustworthiness” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.09 2.17 2.43 2.24 
Minimum 1 1 1 1 
Maximum 4 5 4 5 
Median 2.0 2.0 2.0 2.0 
 
Regarding the ease at which participants reported understanding labels on 
the interface, overall there was agreement in the ease of understanding. Group 1 
had a mean score of 2.59 towards this statement. Group 2 had a mean score of 
2.26 and Group 3 had a mean score of 2.57. All groups had at least one 
participant strongly agree with the statement. However, at least one participant in 
both Group 1 and Group 3 disagreed with the statement. There was also one 
participant in Group 2 who strongly disagreed with the statement giving it a rating 
of 5. The median for all groups was 2.0 on a five-point Likert scale (see Table 
4.40). 
Table 4.40: Statistics for IndianaMap responses to “easy to understand labels” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.59 2.26 2.57 2.47 
Minimum 1 1 1 1 
Maximum 4 5 4 5 
Median 2.0 2.0 3.0 2.0 
 
When asked if IndianaMap was confusing, the mean score of 2.94 
indicated a nearly neutral stance. Group 1 was also neutral with a score of 3.09 
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and Group 2 with a score of 3.04. Group 3 was in slight agreement with the 
statement with a mean of 2.70. All groups had at least one participant report 
strongly agree that IndianaMap was confusing, with a rating of 1. Also, Group 1 
and Group 2 both had at least one participant strongly disagree with the 
statement. Group 3 had at least one person disagree with the statement. All 
groups had a median score of 3.0 (see Table 4.41). 
Table 4.41: Statistics for IndianaMap responses to “software is confusing” 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.09 3.04 2.70 2.94 
Minimum 1 1 1 1 
Maximum 5 5 4 5 
Median 3.0 3.0 3.0 3.0 
 
Lastly, the accuracy of information in IndianaMap was scored 2.43 out of 
5, indicating slight agreement that the information was accurate. Group 1 scored 
the statement with 2.36, Group 2 scored the statement with a mean of 2.35, and 
Group 3 scored the statement with a mean of 2.57. All groups had at least one 
participant strongly agree with the statement, although there was at least one 
participant in both Group 1 and Group 3 who disagreed with the statement. There 
was also at least one participant in Group 2 who strongly disagreed with the 








Table 4.42: Statistics for IndianaMap responses to “accurate information” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.36 2.35 2.57 2.43 
Minimum 1 1 1 1 
Maximum 4 5 4 5 
Median 2.0 2.0 2.0 2.0 
4.5.3.3. ArcGIS 
In ArcGIS, participants were asked for their thoughts on various aspects of 
the user experience. In regards to the ease of navigation, participants indicated 
slight disagreement with the statement, scoring the statement with 3.47. Group 1 
gave a mean score of 3.32, Group 2 gave a mean score of 3.52, and Group 3 
gave a mean score of 3.75. At least one participant in both Group 1 and Group 3 
agreed with the statement, while at least one participant in group 2 strongly 
agreed with the statement. Similarly, at least one participant in Group 1 and 
Group 3 scored the statement with a neutral opinion. At least one aprticipant in 
Group 2 disagreed with the statement. The median score in Group 1 was 3.5, 
although the median in both Group 2 and Group 3 was 4.0 (see Table 4.43). 
Table 4.43: Statistics for ArcGIS responses to “easy to navigate” 
 Group 1 Group 2 Group 3 All Groups 
Mean 3.32 3.52 3.75 3.47 
Minimum 2 1 2 1 
Maximum 5 5 5 5 
Median 3.5 4.0 4.0 4.0 
 
When asked if the information was tedious to find in ArcGIS, the mean 
score was 2.16, indicating agreement. Group 1 gave a mean score of 2.32, while 
both Group 2 and Group 3 gave a mean score of 2.09. All groups had at least 
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one participant strongly agree with the statement, as well as at least one 
participant disagreeing with the statement. All groups had a median score of 2.0 
on the five-point Likert score (see Table 4.44). 
Table 4.44: Statistics for ArcGIS responses to “tedious to find information” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.32 2.09 2.09 2.16 
Minimum 1 1 1 1 
Maximum 4 4 4 4 
Median 2.0 2.0 2.0 2.0 
 
When asked to consider the aesthetic appearance of ArcGIS, the mean 
score given was 2.75, indicating slight agreement that ArcGIS was “pleasing to 
the eye.” Group 1 gave a mean score of 2.27, Group 2 gave a mean score of 
3.04, and Group 3 gave a mean score of 2.91. In both Group 1 and Group 2, 
there was strong agreement with the statement; in Group 3 there was agreement 
with the statement. However, at least one participant in Group 1 rated the 
statement with disagreement, while at least one participant in both Group 2 and 
Group 3 strongly disagreed. The median score in Group 1 was 2.0 and the mean 
score for both Group 2 and Group 3 was 3.0 (see Table 4.45). 
Table 4.45: Statistics for ArcGIS responses to “pleasing to the eye” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.27 3.04 2.91 2.75 
Minimum 1 1 2 1 
Maximum 4 5 5 5 
Median 2.0 3.0 3.0 3.0 
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When asked about the trustworthiness, the mean score of 2.12 indicated 
agreement that ArcGIS was trustworthy. Group 1 rated the statement with a 
mean of 1.91, while both Group 2 and Group 3 rated the statement with a mean 
of 2.22. All groups had at least one participant strongly agree with the statement. 
On the other hand, at least one participant in Group 1 was neutral on the 
statement. There was at least one participant in Group 3 who disagreed with the 
statement and at least one participant in Group 2 who strongly disagreed with the 
statement. All groups had a median score of 2.0 (see Table 4.46). 
Table 4.46: Statistics for ArcGIS responses to “trustworthiness” 
 Group 1 Group 2 Group 3 All Groups 
Mean 1.91 2.22 2.22 2.12 
Minimum 1 1 1 1 
Maximum 3 5 4 5 
Median 2.0 2.0 2.0 2.0 
 
How easy it was to understand labels in ArcGIS was given a mean score 
of 2.87, a near neutral opinion. Group 1 gave a mean score of 2.55, Group 2 
gave a mean score of 2.87, and Group 3 gave a mean score of 3.17. All groups 
had at least one participant strongly agree with the statement, although at least 
one participant in Group 1 disagreed with the statement, giving it a score of 4. 
Group 2 and Group 3 each had at least one aprticipant strongly disagree with the 
statement. The median score given by Group 1 was 2.5, while in Group 2 the 






Table 4.47: Statistics for ArcGIS responses to “easy to understand labels” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.55 2.87 3.17 2.87 
Minimum 1 1 1 1 
Maximum 4 5 5 5 
Median 2.5 2.0 4.0 3.0 
 
In response to how confusing ArcGIS was, the mean score given was 
2.40, indicating slight agreement with the statement. Group 1 had a mean score 
of 2.73, Group 2 had a mean score of 2.09, and Group 3 had a mean score of 
2.39. All three groups not only at one participant score the statement with a 1 
(strong agreement), but there was also at least one participant in each who group 
who disagreed with the statement. The median for Group 1 was 3.0 while the 
median for both Group 2 and Group 3 was 2.0 (see Table 4.48). 
Table 4.48: Statistics for ArcGIS responses to “software is confusing” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.73 2.09 2.39 2.40 
Minimum 1 1 1 1 
Maximum 4 4 4 4 
Median 3.0 2.0 2.0 2.0 
 
Lastly, the accuracy of the information in ArcGIS was rated with a score of 
2.19, indicating agreement that the information was accurate. Group 1 gave a 
mean score of 2.05, Group 2 gave a mean score of 2.22, and Group 3 gave a 
mean score of 2.30. All groups had at least one participant give a score of 1, 
indicating strong agreement. However, at least one participant in Group 1 was 
neutral and at least one participant in Group 2 and Group 3 disagreed with the 
statement. All groups had a median score of 2.0 (see Table 4.49). 
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Table 4.49: Statistics for ArcGIS responses to “accurate information” 
 Group 1 Group 2 Group 3 All Groups 
Mean 2.05 2.22 2.30 2.19 
Minimum 1 1 1 1 
Maximum 3 4 4 4 
Median 2.0 2.0 2.0 2.0 
 
4.5.3.4. Overall 
After comparing within each of the three software, comparisons can be 
made across each software. The first area for comparison was the ease of 
navigation. Isee had the lowest mean of the three, with a mean score of 2.09, 
indicating agreement with the statement. IndianaMap had a fairly neutral mean 
score of 2.93. ArcGIS had the highest mean with a score of 3.47. The medians 
















Figure 4.36: Isee had the lowest Likert score for ease of navigation, indicating 
agreement that the software was easy to navigate. 
115 
ANOVA was used to determine any differences in the mean Likert scores 
between the software. In the formulated hypotheses, μ1 represented the mean for 
Isee, μ2 represented the mean for IndianaMap, and μ3 represented the mean for 
ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee, IndianaMap, and ArcGIS had a standard deviation of 0.93, 1.11, and 
0.91 respectively. Using ANOVA, 204 observations were used (68 participants 
scoring 3 software applications) which used 2 degrees of freedom for the group 
and 201 degrees of freedom for the error. The ANOVA yielded an f-value of 
33.98, resulting in a p-value of less than 0.0001. The null hypothesis was 
rejected at the 0.05 significance level, meaning there was a statistically 
significant difference in the mean scores between the different software.  
The Bonferroni procedure was used to find the software that were 
significantly different (see Table 4.50). All software were found to be significantly 
different from one another in terms of the mean score for ease of navigation. Isee 
was therefore reported to be significantly easier to navigate than the others. 
Likewise, ArcGIS was reported to be significantly more difficult to navigate. 
Lastly, the R2 value obtained in the ANOVA calculation was 0.252690, which 
means that 25.3% of the variance in the means was explained by the differences 
in the software. 





ArcGIS A 3.4706 68 
IndianaMap B 2.9265 68 
Isee C 2.0882 68 
 
Next, participants were asked to rate agreement to how tedious it was to 
find information in the given software. Isee received a mean score of 3.35, 
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IndianaMap was given a mean score of 2.54, and ArcGIS received a mean score 
of 2.16. Isee’s mean was indicative of a slight disagreement while ArcGIS’s score 
indicates an agreement with the given statement. In other words, a larger score 
is indicative that the software was not tedious to use. The median for Isee was 
3.0 and the median for both IndianaMap and ArcGIS was 2.0 (see Figure 3.37).  















Figure 4.37: ArcGIS had the lowest mean score, indicating that participants 
though it was tedious to find information. 
ANOVA was used to determine any differences in the mean Likert scores 
between the software. In the formulated hypotheses, μ1 represented the mean for 
Isee, μ2 represented the mean for IndianaMap, and μ3 represented the mean for 
ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee, IndianaMap, and ArcGIS had a standard deviation of 0.93, 1.07, and 
0.78 respectively. Using ANOVA, 204 observations were used (68 participants 
scoring 3 software applications) which used 2 degrees of freedom for the group 
and 201 degrees of freedom for the error. The ANOVA yielded an f-value of 
28.79, resulting in a p-value of less than 0.0001. At the 0.05 significance level, 
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the null hypothesis was rejected. This means that there was a statistically 
significant difference in the mean scores between the different software.  
The Bonferroni procedure was used to which software was significantly 
different (see Table 4.51). Isee was determined to be significantly different from 
the other software, while IndianaMap and ArcGIS had no statistically significant 
difference between each other. This means Isee was reported to be significantly 
less tedious to use than the other software. Lastly, the R2 value obtained in the 
ANOVA calculation was 0.222661, which means that 22.3% of the variance in 
the means was explained by the differences in the software. 






Isee A 3.3529 68 
IndianaMap B 2.5441 68 
ArcGIS B 2.1618 68 
 
Next, participants were given the statement that the given software was 
“pleasing to the eye” (see Figure 4.38). Isee was given a mean score of 1.81, 
indicating agreement. IndianaMap received a mean score of 2.63. ArcGIS was 
given a mean score of 2.75. Both of these means indicate slight agreement. The 
medians for both Isee and IndianaMap were 2.0. ArcGIS had a median of 3.0. 
ANOVA was used to determine any differences in the mean Likert scores 
between the software for aesthetics. In the formulated hypotheses, μ1 
represented the mean for Isee, μ2 represented the mean for IndianaMap, and μ3 
represented the mean for ArcGIS. The null and alternative hypotheses were: 


















Figure 4.38: Isee had the lowest mean, indicating agreement with the statement. 
Isee, IndianaMap, and ArcGIS had a standard deviation of 0.58, 0.90, and 
1.00 respectively. Using ANOVA, 204 observations were used (68 participants 
scoring 3 software applications) which used 2 degrees of freedom for the group 
and 201 degrees of freedom for the error. The ANOVA yielded an f-value of 
25.12, resulting in a p-value of less than 0.0001. The null hypothesis was 
rejected at the 0.05 significance level, meaning there was a statistically 
significant difference in the mean scores between the different software.  
The Bonferroni procedure was used to find the software that were 
significantly different from each other (see Table 4.52). ArcGIS and IndianaMap 
were not significantly different from each other, but both were significantly 
different from Isee. In other words, Isee was found to have a significantly more 
agreeable aesthetic than the other two software applications. Lastly, the R2 value 
obtained in the ANOVA calculation was 0.199984, which means that 20.0% of 
the variance in the means was explained by the differences in the software. 
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ArcGIS A 2.7500 68 
IndianaMap A 2.6324 68 
Isee B 1.8088 68 
 
When next asked about trustworthiness, the participants gave Isee a 
mean score of 1.91. IndianaMap had a mean score of 2.24 and ArcGIS had a 
mean score of 2.12. All of these means indicate some degree of agreement that 

















Figure 4.39: There were no substantial differences in perceived trustworthiness. 
ANOVA was used to determine any differences in the mean Likert scores 
between the software. In the formulated hypotheses, μ1 represented the mean for 
Isee, μ2 represented the mean for IndianaMap, and μ3 represented the mean for 
ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
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Isee, IndianaMap, and ArcGIS had a standard deviation of 0.64, 0.90, and 
0.84 respectively. Using ANOVA, 204 observations were used (68 participants 
scoring 3 software applications) which used 2 degrees of freedom for the group 
and 201 degrees of freedom for the error. The ANOVA yielded an f-value of 2.85, 
resulting in a p-value of 0.0604. At the 0.05 significance level, the null hypothesis 
failed to be rejected. This means that there was no statistically significant 
difference in the mean scores between the different software.  
Next, participants were asked how much they agreed that labeling in the 
software was easy to understand (see Figure 4.40). Isee had a mean score of 
1.91, IndianaMap had a mean score of 2.47, and ArcGIS had a mean score of 
2.87. Isee was skewed towards agreement, while IndianaMap and ArcGIS were 
only slightly agreed with. The median for Isee and IndianaMap was 2.0 and the 
median for ArcGIS was 3.0. 















Figure 4.40: Isee was reported to have the easiest labels to understand. 
ANOVA was used to determine any differences in the mean Likert scores 
between the software. In the formulated hypotheses, μ1 represented the mean for 
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Isee, μ2 represented the mean for IndianaMap, and μ3 represented the mean for 
ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee, IndianaMap, and ArcGIS had a standard deviation of 0.85, 0.92, and 
1.11 respectively. Using ANOVA, 204 observations were used (68 participants 
scoring 3 software applications) which used 2 degrees of freedom for the group 
and 201 degrees of freedom for the error. The ANOVA yielded an f-value of 
12.87, giving a p-value of less than 0.0001. The null hypothesis was rejected at 
the 0.05 significance level, meaning there was a statistically significant difference 
in the mean scores between the different software.  
The Bonferroni procedure was used to discover which software was 
significantly different (see Table 4.53). Isee was significantly different from 
ArcGIS and IndianaMap, although both ArcGIS and IndianaMap were not 
significantly different from each other. This can also be interpreted to mean that 
Isee was reported to have significantly easier to understand labels used on the 
interface. Additionally, the R2 value obtained in the ANOVA calculation was 
0.113540, which means that 11.4% of the variance in the means was explained 
by the differences in the software. 






ArcGIS A 2.8676 68 
IndianaMap A 2.4706 68 
Isee B 2.0294 68 
 
Next, participants scored how much they agreed that any of the software 
was confusing. Isee was scored a mean of 3.59, indicating slight disagreement. 
IndianaMap was scored 2.94, a near neutral score. ArcGIS was scored a 2.40, 
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indicating slight agreement. The median score for Isee was 4.0. The median for 
















Figure 4.41: ArcGIS was reported to be somewhat confusing to participants. 
ANOVA was used to determine any differences in the mean Likert scores 
between the software. In the formulated hypotheses, μ1 represented the mean for 
Isee, μ2 represented the mean for IndianaMap, and μ3 represented the mean for 
ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee, IndianaMap, and ArcGIS had a standard deviation of 0.77, 1.09, and 
0.96 respectively. Using ANOVA, 204 observations were used (68 participants 
scoring 3 software applications) which used 2 degrees of freedom for the group 
and 201 degrees of freedom for the error. The ANOVA yielded an f-value of 
26.63, resulting in a p-value of less than 0.0001. The null hypothesis was 
rejected at the 0.05 significance level, meaning there was a statistically 
significant difference in the mean Likert scores between the different software.  
The Bonferroni procedure was used to determine which software was 
significantly different from the others (see Table 4.54). All software were found to 
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be significantly different from one another in terms of the mean score for how 
confusing participants found the software. Lastly, the R2 value obtained in the 
ANOVA calculation was 0.209474, which means that 20.9% of the variance in 
the means was explained by the differences in the software. 






Isee A 3.5882 68 
IndianaMap B 2.9412 68 
ArcGIS C 2.3971 68 
 
Lastly, participants were asked for their agreement that the given software 
used accurate information. Isee was scored a mean of 2.03. IndianaMap had a 
mean score of 2.43. ArcGIS had a mean score of 2.19. All scores indicated some 
















Figure 4.42: There were small differences in perceived accuracy of information. 
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ANOVA was used to determine any differences in the mean Likert scores 
between the software. In the formulated hypotheses, μ1 represented the mean for 
Isee, μ2 represented the mean for IndianaMap, and μ3 represented the mean for 
ArcGIS. The null and alternative hypotheses were: 
H0: μ1 = μ2 = μ3                   Ha: μ1 ≠ μ2 ≠ μ3 
Isee, IndianaMap, and ArcGIS had a standard deviation of 0.67, 0.83, and 
0.74 respectively. Using ANOVA, 204 observations were used (68 participants 
scoring 3 software applications) which used 2 degrees of freedom for the group 
and 201 degrees of freedom for the error. The ANOVA yielded an f-value of 4.82, 
resulting in a p-value of 0.0090. Based on this, the null hypothesis was rejected 
at the 0.05 significance level. This means there was a statistically significant 
difference in the mean scores between the different software.  
The Bonferroni procedure was used to find which software was 
significantly different from the others (see Table 4.55). No significant differences 
were detected except for a significant difference between Isee and IndianaMap. 
This can be interpreted to mean that IndianaMap and Isee were found to have 
differences in percieved accuracy of the information. Namely, Isee was thought 
to be more accurate than IndianaMap. Finally, the R2 value obtained in the 
ANOVA calculation was 0.045748, which indicates that 4.6% of the variance in 
the means was explained by the differences in the software. 






IndianaMap  A 2.4265 68 
ArcGIS  A B 2.1912 68 
Isee   B 2.0294 68 
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CHAPTER 5. FINDINGS, CONCLUSIONS, AND RECOMMENDATIONS 
The purpose of this study was to determine if the mapping website 
prototype called “Isee” was significantly more usable than other comparable 
software. Hypotheses were formulated based on two components of usability, 
user performance and user satisfaction. The findings for both of these 
components are compared between experimental groups and between software.    
5.1. Findings and Discussion 
Research questions from the beginning of the study are answered using 
the findings in the collected data.  
5.1.1. Research Question 1 
How usable do students find soil data presented on the custom-created 
interactive online Isee system? This question can be broken down into both user 
performance and user satisfaction. The component of user performance was 
measured by the correctness of response and the time taken to complete the 
survey itself. Correctness of response varied depending on the type of the 
question given. This was not unexpected, as the taxonomy of operations in 
Wehrend and Lewis (1990) shows an increase in the complexity of said 
operations, therefore making some tasks more mentally taxing than others. In the 
case of Isee, these questions generally follow the increasing complexity of these 
operations, except for associate, which was the second most frequently 
answered correctly. This exception lends itself to be interpreted such that the 
question was somehow decomposed, breaking down the complexity of the 
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question into simpler components. This would then make the question easier for 
participants to comprehend, and therefore answer correctly (Wehrend & Lewis, 
1990).  
The consistency of the correctness of response across groups indicates 
that there did not appear to be any difference in background to make one group 
answer significantly more correctly. Although several of these questions were not 
answered correctly, an average of 3.24 questions answered correctly across all 
groups is an accomplishment. It should be taken into consideration that the 
survey was administered during the second and third weeks of the introductory 
soils courses, meaning students had a rudimentary knowledge at best of the 
concepts and principles of soil science. Postigo and Pozo (2004) had similar 
findings in their own study, in which less experienced users simply did not 
perform as well. Also, several of the responses in the survey indicated that some 
participants simply misinterpreted the intended meaning of certain words in the 
questions. It is also probable that some of the questions may have been worded 
using vocabulary that the participants simply did not have clear prior knowledge 
of the meaning of that vocabulary.   
The time taken to complete the survey also appeared reasonable to the 
researcher, in which participants had a mean time of approximately 9 minutes 
and 38 seconds. Given that there were five questions, this is a little less than two 
minutes per question. Also given the participants’ inexperience with the content 
and the majority’s lack of advanced coursework, automaticity with both the 
interface and the content-specific knowledge was not expected. There was 
variation between the groups, but it was determined this difference was not 
statistically significant.  
In terms of user satisfaction, Isee was ranked as the top choice of 
software between the three possible choices. This is supported by the responses 
to the question in which participants were asked how easy it was to use Isee. 
Participants generally felt that Isee was easy to use, although there was some 
variation between groups. Group 3 was skewed towards the most positive 
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opinion, while Group 1 and Group 2 were more neutral in opinion. This aligns 
with the background information provided at the beginning of the survey, where 
Group 3 was the most confident group of participants in both computer skills and 
mapping software usage. 
Investigating the questions probing further into this opinion, participants 
agreed that Isee had both easy to understand navigational elements and 
labeling. Consequently the participants similarly answered with disagreement 
when faced with statements saying that Isee was confusing or tedious to use to 
find information. Based on how positively received Isee was, it is interesting to 
note that the group that used Isee as their final treatment, Group 3, gave the 
most dissimilar responses of the three groups. The means of the given Likert 
scores in Group 3 indicate much stronger agreement or disagreement with the 
given statements mentioned above. However, the level of disagreement did not 
reach a mean value of 4 on the five-point Likert scale, indicating solid 
disagreement. This is similar to the phenomenon called fading affect as 
described in Walker, Skowronski, and Thompson (2003). As discussed in their 
paper, negative memories tend to fade much faster than positive ones, therefore 
resulting in a greater ease to remember positive events over negative ones.  
Another possibly influential factor on the four points mentioned earlier is 
the role of aesthetics. Rosenholtz, Li, Mansfield, and Jin (2005) mention that a 
design containing less clutter is less confusing; this factor may then contribute to 
greater ease of use. Isee was found to have a significantly differently scored 
aesthetic, of which leaned towards agreement with the statement that “Isee is 
pleasing to the eye.”  
Although the aesthetic and the layout of features may indeed go hand in 
hand with how easy the software was to use, they may be separate factors that 
happen to coincide with each other. Zhang, von Dran, Small, and Barcellos 
(1999) discuss the nature of factors in terms of Hertzberg’s motivation-hygiene 
theory. They claim that features such as time taken to complete a task, clear 
instructions, and navigational elements may fall under “hygiene” factors, which 
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means that these elements will not cause positive emotion when they are present 
but instead provoke negative emotion when absent. Likewise, features such as 
appropriate detail level, relevance of displayed content, and opportunities for 
interactivity are motivational factors which provide positive emotion, but provide 
no added emotion when absent (Zhang, von Dran, Small, & Barcellos, 1999). 
Based on this premise, the level at which the aesthetic was liked may have 
influenced how much other factors were liked. Also, any negative experience with 
the functionality of the website may have reduced the level of enjoyment of the 
aesthetic. 
Two other components that were asked in the survey were on the 
trustworthiness of the software and the perceived accuracy of the information 
presented within that software. Interestingly enough, the trustworthiness 
statement was agreed with in Isee, even though there was no statistically 
significant difference in the scores given to any of the software. There was some 
significance in the different scores between Isee and IndianaMap, with Isee 
tending more towards agreement. However, there was little difference between 
Isee and ArcGIS, signifying that both were seen to be roughly similar in terms of 
accuracy of information.    
Lastly, it is important to point out that the majority of participants (75.0%) 
did not have any prior experience with Isee. Despite this, Isee was generally well 
liked by participants, as reflected in the survey responses. Also, of those 
participants who had used Isee before, most of them had used it for less than a 
month. However, nearly all of the participants (95.6%) had used Google Earth 
before. This prior experience with Google Earth may have been a cause for 
transfer of knowledge to Isee, making the Isee interface fairly intuitive and 
familiar even though participants had never actually used the Isee interface 
before the study.   
Coming back to the research question, it is the belief of the researcher 
that participants found the software to be usable in the tasks of answering five 
content-area questions, as based on both the performance data and the overall 
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positive opinion from the satisfaction survey. Further supporting this conclusion, 
there were no statistically significant differences in the performance data 
between experiment groups, meaning that external factors such as order of 
presentation or computer used influenced the ability of the participants to 
complete the tasks. Although Isee was a prototype still in active development, it 
overwhelmingly was the most preferred and well liked software of the three used 
in the study. Therefore, it must be concluded that the Isee prototype used in 
January 2011 was a usable interface that was well-received by the novice learner 
for introductory information.  
5.1.2. Research Question 2 
How usable do students find soil data presented on the current software, 
ArcGIS? This research question can also be broken down into both user 
performance and user satisfaction components.  
Beginning with the user performance data, participants using ArcGIS 
averaged only 1.49 questions correctly. The number correct in ArcGIS was not 
entirely anticipated, although informal observations from faculty indicated that 
ArcGIS would be a difficult software for students to use. At the recommendation 
of the faculty, an informational sheet was provided for students to review (see 
Appendix G). Even though participants were given as much time as they felt was 
needed to review the information on the sheet, the impact of using this sheet at 
all is unclear. Moreover, the participants in Group 3 had the lowest mean number 
correct, with only 0.83 questions correct. As can be assumed from this figure, 
differences between groups were found to be significant.  
The significance found was between Group 1 and Group 3, where Group 
1 had ArcGIS as the second treatment and Group 3 had ArcGIS as the first 
treatment. It is also interesting to point out that Group 3 also averaged the most 
time spent in ArcGIS, while Group 1 had a mean time between Group 3 and 
Group 2. Possible reasons for significance would include the order of treatments. 
Group 3 experienced ArcGIS first, possibly taking the extra time to be more 
130 
meticulous with the software. However, with the large number of menus and 
possible menu configurations, it is plausible that participants simply spent too 
much time looking through the menus and not enough time looking at the map 
content. It is also plausible that the complexity of the ArcGIS software was 
discouraging for some participants, making it more difficult to focus on answering 
the questions. As described in Fogle (1978), this is similar to learned 
helplessness, in which the subject is unable to perform a task or some action, 
resulting in eventual discouragement. This discouragement may then interfere 
with further performance, even if it is feasible to keep attempting to succeed.  
Although the low numbers of correct responses may appear bleak, there 
were a few participants who answered four or five of the questions correctly. It 
can be assumed that these participants had some kind of prior experience with 
the software, as faculty accounts would suggest. As far as prior experience is 
concerned, ArcGIS actually had the most participants reporting having used the 
software before in some capacity. Of those who had used the software, most of 
them had been using it for less than a month in another course. Although there 
was only a little prior experience with ArcGIS, it can be hypothesized that the 
complexity of the software was either causing slowness in the way the interface 
was being learned or that the number of elements on the screen was preventing 
any learning of the interface. Granted, some participants were successful in the 
accurate completion of the given questions, although the majority did not.   
The type of questions the participants were asked did have significant 
differences in the rates of correct response. Most notably, the question asking 
participants to identify specific information was well answered, with all others 
having significantly lower means. Although there is variance in the differences in 
means, this again follows with order of the taxonomy of operations in Wehrend 
and Lewis (1990). The number of questions answered correctly followed this 
taxonomy exactly, except for associate and correlate which swapped places in 
the taxonomy. The order of these types of questions was not unexpected.   
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Turning attention to user satisfaction, ArcGIS was ranked last of the three 
software when participants were asked the order of software preference. This 
rank seemingly coincides with the performance data for ArcGIS.  The perceived 
ease of use for ArcGIS was towards disagreement that the software was easy to 
use. As expected, Group 3 had an opinion of near solid disagreement, while 
Group 2 had a mean scored nearest to disagreement of the three groups. It is 
worth mentioning that although there were scores near disagreement, none of 
the given mean scores were actually greater than or equal to 4, the numerical 
indicator of disagreement on the five-point Likert scale used in this study. 
Although Group 3 may have been met with discouragement because of 
ArcGIS being encountered early in the study for that group, Group 2 had ArcGIS 
as the third and closest treatment to the satisfaction survey. It can be assumed 
from the principles in Brainerd, Stein, Silveira, Rohenkohl, and Reyna (2008) and 
Walker, Skowronski, and Thompson (2003) that any negative emotions harbored 
by Group 2 may have come off more strongly than the others, as the 
discouragement felt by Group 3 may have faded by the time the satisfaction 
survey was encountered.  
Further looking at the satisfaction data, when participants were asked to 
score statements saying ArcGIS was easy to navigate and had labels that were 
easy to understand, although the participants did not find the software easy to 
navigate. Ease of understanding labels received a neutral opinion, slightly on the 
side of agreement. Although these two components were not entirely 
corresponding to each other, both cases were significantly different from the 
calculated means for Isee in the same categories of comparison. Although it 
seems paradoxical that interface elements can be well-labeled yet difficult to 
navigate, this seems to indicate that although items were somewhat well-labeled, 
that labeling was not effective in communicating what each feature was capable 
of or used for. Inappropriate usage of tools may likely be an indicator of such an 
occurrence.  
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Similarly, participants were asked about statements regarding their stance 
on how confusing ArcGIS was and how tedious it was to find information. Both 
tended towards solid agreement with the statements, indicating that overall the 
participants did find ArcGIS to be confusing and tedious to use to find 
information. As can be expected, the answers for these two separate questions 
were quite similar, indicating a level of consistency in the participant responses. 
There was significance for both statements, and although there was variation in 
how much significance there was from the other software, ArcGIS was 
consistently significantly different from Isee. Such responses support all other 
responses for this software.  
Looking at the aesthetics, participants were fairly neutral in their opinion of 
how pleasant the ArcGIS aesthetic was. This is not entirely unexpected, due to 
the fact that the available menus are compartmentalized into sections, therefore 
breaking them up into segments. Grouping related items into the same area 
promotes ease of use by breaking up actions from a complex interface and 
placing it into a self-describing context; however, this can be used inappropriately 
if unfamiliar label names are used or if seemingly unrelated items are grouped so 
that they do not match what the user would expect (Tidwell, 2006). The menus 
are also controllable, such that the participants can dock a given menu to the 
interface or detach it and move it around the screen. Similarly, if one of the 
detached menus was in the way of the map, the user was able to freely move it 
so it did not obstruct the data view. The ability to move these panels is not 
typically a feature that is utilized at its full potential until the software user has 
used the software for a longer period of time (Tidwell, 2006). Also, it appears to 
the researcher that the layout of items in the ArcGIS interface was similar to 
other Windows desktop applications, utilizing the same icons for common 
operations as well as the organization of drop down menus across the top of the 
screen. Use of these conventions may have influenced the participants to think 
that the design and layout was “correct.”    
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The last two questions regarding trustworthiness of ArcGIS and accuracy 
of the information contained within ArcGIS indicated participants did not feel 
particularly strongly about these areas. Participants agreed that ArcGIS was 
trustworthy and was second to Isee, although there was no significant difference 
found between the two. Also, the information was thought to be accurate in 
ArcGIS, another area in which there was no statistical significance in the 
differences between ArcGIS and Isee. Therefore, it appears the trustworthiness 
and perceived accuracy of the information was stable, even though participants 
had difficulty in using the software to answer questions.  
Returning to the original research question, ArcGIS appeared to be 
somewhat usable. Some students were successful in answering multiple 
questions correctly, although the vast majority was not able to do so. In terms of 
satisfaction, there were similar results, suggesting that long-term exposure and 
practice with the software will result in a more positive student experience with 
the software. The informational sheet students were given to review before using 
the software seemed to have little influence on both performance and satisfaction 
with the software, also supporting that this software may indeed only be most 
usable after long-term usage to learn the interface. However, because the 
findings suggest this, it would appear the interface is not intuitive or user friendly 
to the novice and it can be concluded that ArcGIS given to the novice student 
user is not satisfactory for teaching introductory information.   
5.1.3. Research Question 3 
Does Isee significantly reduce error rate and increase user satisfaction? 
Based on the conclusions for the previous sections, it would appear that Isee 
poses some advantages for novice learners in soil science. However, there are 
some other interesting points to consider when making this comparison.  
One of such points is that the information between Isee and IndianaMap 
was not entirely similar. While there were some maps that were similar in terms 
of the origin of the data given, the coloration, styles, and symbolism used on the 
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maps were markedly different. However, Isee and ArcGIS shared nearly identical 
maps, which is due to the fact that all maps in Isee were generated using 
ArcGIS. The only possible difference between Isee and ArcGIS is that the 
working data in ArcGIS did not need to be pushed through a server and the data 
converted to tiles for display on the Internet. Therefore, any latency between the 
most current ArcGIS data and the most current Isee map tiles exists because of 
this tiling process. Therefore, the lack of difference between ArcGIS and Isee as 
far as accuracy of information is consistent, because the data was in fact the 
same between the two software. Any variation can be assumed to be due to the 
interface and software characteristics.  
The differences in the interfaces and manner of displaying information was 
likely significant enough to cause a difference in the way the questions were 
answered. When comparing Isee to either IndianaMap or ArcGIS, less time was 
taken to complete the surveys and the number of correct responses was also 
higher. Although there were significant differences in the number of correct 
responses between question types, this variation was expected and intended in 
order to examine the effects of the depth of material, identified as explicit, 
implicit, and conceptual by Postigo and Pozo (2004). The increasing difficulty of 
the questions follows the taxonomy in Wehrend and Lewis (1990).  
The satisfaction was also significantly higher than either IndianaMap or 
ArcGIS, except in the case of perceived information accuracy and software 
trustworthiness. Group 3, the group who did most poorly in ArcGIS while taking 
the most amount of time, gave ArcGIS the most negative rating of the three 
groups for ease of use. However, Group 3 gave the most positive ease of use 
score to Isee. Consequently, Group 3 experienced ArcGIS as the first treatment 
and Isee as the final treatment. These findings are somewhat of an anomaly in 
the data but seem to follow the psychological phenomena in which positive 
memories are more easily recalled (Walker, Skowronski, & Thompson, 2003). 
The fading of any negative memories did not seem to happen as strongly with 
Group 3 and it is not possible with the given data to determine the degree of the 
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emotions toward ArcGIS from the first treatment. However, based on this data it 
is clear that Isee had significantly higher user satisfaction, as well as significantly 
better user performance.  
5.1.4. IndianaMap and ArcGIS 
The software compared to Isee on the basis of web availability was 
IndianaMap. IndianaMap was also compared to ArcGIS. It was found that 
IndianaMap is used sparingly in coursework in the department, with only 3 
participants reporting having used it at all. Even though it did not appear to be 
frequently used, it was preferred over ArcGIS overall. This is a little unexpected, 
especially given that ArcGIS was familiar to around half of the participants in the 
sample. It was also unexpected that it took on average more time (over a minute 
more than ArcGIS) for a participant to get through the IndianaMap survey, but 
there were more correct responses and a somewhat more positive reception 
when compared to ArcGIS. The unfamiliarity with the interface apparently did not 
have a great amount of influence over performance or satisfaction. 
IndianaMap was always significantly different from Isee in the seven 
questions relating to user satisfaction with the software. However, IndianaMap 
was not as significantly different from ArcGIS in the cases of accuracy of 
information, ease of understanding labels, pleasantness of aesthetic, and how 
tedious it was to find information. This inconsistency in response signifies the 
participants were more wavering in their opinion of the software or that different 
features influenced participants in different ways. In other words, the software 
features and functionality did not influence participants in a uniform manner, 
therefore indicating other factors may have been more influential, such as prior 
experience, confidence with computers and mapping software, and emotional 
states at the time. It is also possible that neither software left a strong positive 
impression, which is consistent with the Hertzberg model discussed in Zhang, 
von Dran, Small, and Barcellos (1999). 
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If certain basic needs in this model were met, at best a neutral opinion 
would be possible. However if motivational needs were met, there would be an 
increased positive opinion. There seems to be a conflict of which features caused 
the most positive reception in one software over another, in which the analysis 
data for the map tools themselves may help clarify. 
5.1.5. Usefulness of Map Tools 
Map tools and how well they were liked were of interest because of the 
possible links to user preferences and usability factors. In Isee, the top 
participant choices for useful tools were zoom, the map legend, and layer 
toggling. Zooming was a feature embedded in the Google Earth API, and even 
though there was no control over how the zoom functionality behaved, 
participants seemed to have few complaints about this default behavior. Both the 
map legend and map layer toggle were JavaScript components in the side panel 
developed specifically for Isee. The map layer menu only showed maps in the 
given category, and hid that category map when another was selected. The map 
legends were embedded in this collapsible menu, and were in the form of 
clickable colored rectangles corresponding to colors on the maps. The colored 
rectangles also included the shading of the terrain beneath the color so that the 
colors did not appear abnormally brighter than the colors on the map. 
The tool for panning the map was not as well liked. This tool, like zooming, 
was embedded in the Google Earth API and not changeable. Panning in the API 
map could be done using the arrows on the side of the map or by simply clicking 
and dragging the map. However, because of the ability for Google Earth to 
accommodate three dimensional objects, using the arrows on the map interface 
sometimes changed the orientation of the viewer, occasionally to the extent that 
the map viewer was looking at the horizon of the surface of the Earth. The tool 
that was selected the least as useful was the soil query. The informational panel 
that would appear when clicking a colored rectangle on the map legend would 
populate with information about the selected soil property or type. The 
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information in the Isee database was incomplete at the time of the study; 
therefore some of the informational panels contained no descriptive information 
about the selected soil. As expected, soil query was mentioned by several 
participants as being not useful.  
In IndianaMap, the most favored map tools were the map legend and the 
control of map layers. The map legend in IndianaMap is similar to the legend in 
Isee, except that the labels for each color are listed immediately next to the color. 
This results in a physically larger legend on the web page, although there is no 
need to hover the mouse pointer over the color like in Isee. Also, IndianaMap 
largely utilizes a flat color scheme on the maps, so the colors in the legend have 
no need for the relief texture overlay. Additionally, the maps in IndianaMap 
operate in a similar fashion as the Isee map layers, except that there can be 
multiple map “folders” open at once and multiple maps active at one time.  
The remaining features in IndianaMap were preferred by only a small 
margin or had more votes against them than for. The tool used for panning the 
map was one such tool that had slightly more participants select as useful. A 
similar number of participants also thought the zoom feature was useful, although 
a large number of participants disagreed. Both panning and zooming in 
IndianaMap briefly make the map area gray while showing a loading bar in order 
to display the new map view. Regardless of how large or small the change in 
altitude or distance, the same loading bar will display. The soil query tool was 
also often reported as not useful. The informational icon is shown on the toolbar 
in IndianaMap and can be used to click on the map to display more information 
about the given point. This information displays on the side, replacing the area 
where the map legends and map layers are listed. The information shown is 
precise, but may be too specific or ambiguous to the novice user.  
Lastly, the tools in ArcGIS selected as useful were similar to the tools 
selected in Isee. Zooming was the most popular feature in ArcGIS. Zooming 
could be done in multiple ways—there are options to zoom in or out at fixed 
levels and an option to zoom by drawing a rectangle with the cursor. 
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Occasionally while zooming, the software experiences brief latency depending on 
the amount of data in the file. However, this latency appeared to be brief on the 
computers used in the study. Toggling map layers was also a popular map 
feature for participants. The ArcGIS map layer toggling is similar to IndianaMap 
in that there are several maps listed in a collapsible tree and that map layers are 
turned off and on by checking boxes next to the map name. The related feature 
of the map legend, incorporated into this collapsible tree, was also liked by 
several participants. This was unexpected information, seeing as the data 
structure in this particular map file used false map layers to display a “legend” 
nearby the associated map name. There were several participants who disliked 
this setup, even though they were the minority among their peers.  
The tool for panning in ArcGIS was also relatively well liked among the 
participants. This tool was incorporated into the toolbar listing common map 
functions in the form of icons. This tool occasionally caused the same latency 
that was experienced by zooming; just as with zooming, the large amount of data 
in the file was determined to be the cause. The one tool that was not liked by 
several participants was soil query. Similar to IndianaMap, using the tool to 
identify a point on the map generated a popup box that was populated with 
specific information about the given point. However, this popup box typically 
contained information from the perspective of data management, meaning that 
the content was very specific and could be confusing for the novice user. Being a 
popup box though, it could exist on the screen and be moved around so that it 
did not obstruct the user’s view of the map or the map tools. 
5.2. Conclusions 
Based on the findings of this study, it can be concluded the simplified and 
streamlined interface used in Isee was beneficial for novice students in soil 
sciences. Postigo and Pozo (2004) discussed at length the correlation between 
content experience and ability to understand complex information. Although the 
participants did not score perfectly using Isee, there was a significant difference 
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in the number of correct responses scored in Isee versus IndianaMap or ArcGIS. 
This is based on the responses given from data on the map. However, the 
amount of experience with the given mapping software did not necessarily hold 
true, as seen with ArcGIS.  
Isee, which was apparently found to be more usable than either ArcGIS or 
IndianaMap, attempted to maximize the usefulness of the map data by stripping 
away functionality that was not needed for the target audience. As found by 
Rosenholtz, Li, Mansfield, and Jin (2005), the number of items on the screen at 
once may only end up confusing the user. Therefore, the removal of unnecessary 
functionality in Isee appears to agree with these results, as Isee was found to be 
the least confusing software of the three. On the opposite end of the spectrum, 
ArcGIS was the most confusing, but was also the software with the most 
navigational and mapping components on the screen at once. 
However, ArcGIS is a crucial tool in the creation of Isee. As previously 
stated, even though ArcGIS has an interface that the participants in this study did 
not find easy to use, instructors with more experience in both the soil science 
content areas and GIS can harness the functionality of ArcGIS in order to 
generate or refine maps for display in Isee. Because Isee is not a true GIS in 
nature, the complex calculations and mapping of data points is done using 
ArcGIS before packaging and converting the maps into a format that can be 
interpreted with the Google Earth API.  
5.3. Recommendations 
From the conclusions drawn, several software recommendations can be 
made. First, a mapping interface intended for the novice learner should contain 
only as many tools and navigational elements as necessary. Clutter and complex 
elements may only contribute to confusion (Rosenholtz, et al., 2005) and less to 
productive use of the software itself. It also appears that highly recognized map 
elements, such as the navigation in Google Earth, may have also influenced how 
well participants were able to understand the Isee interface.  
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In the development and production of Isee, it appears that the usage of 
ArcGIS as the source for the map data was effective in the generation and 
maintenance of the maps used in Isee. Although simple interfaces for students in 
the introductory soils course may have been beneficial, the data used in this 
mapping interface was generated using a full-fledged GIS application. Therefore, 
it is in the instructors’ best interests to keep map data in this kind of format in 
order to maintain such a solution as Isee.  
Recommendations for further study are based on experiences gained 
while conducting the study. From the standpoint of data analysis, several 
conclusions could not be made as it relates to students who are more 
experienced in the area of introductory soil sciences. Because mapping software 
is becoming increasingly integrated into the coursework in the researcher’s target 
population, the study was limited to students who had not used Isee before. 
Therefore, students who had at least basic knowledge of soil sciences would 
have been biased if they were included in the study. Populations at other schools 
would also be interesting to investigate in order to determine if Isee as a solution 
is equally as usable and even effective in other comparable curricula at other 
schools.  
In conducting the study, the researcher would also recommend the usage 
of a think-aloud protocol while students participate in the study individually 
instead of in a group atmosphere. This individual attention was desired but not 
practical in conducting this particular study. The research sessions were 
conducted in groups because of time and space constraints on the part of the 
researcher. Therefore, qualitative data may better clarify the meaning of the 
quantitative data collected.  
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Appendix B. Actual Target Audience Used (Purdue West Lafayette Campus) 
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Appendix E. Background Information Survey 
 What is your major?  
 What year are you in school? 
1st year     2nd year     3rd year   4th year    5th year or more 
 What age bracket do you fall into? 
Teen     20’s     30’s     40’s    50’s or older 
 What gender do you identify with? 
Male     Female     Prefer not to answer 
 Have you ever used Isee before? 
Yes     No     I don’t know 
 If yes, how long have you used Isee? 
Less than a month     Half of a semester     A semester or more 
 Have you ever used ArcGIS and/or associated software before? 
Yes     No     I don’t know 
 If yes, how long have you used ArcGIS? 
Less than a month     Half of a semester     A semester or more 
 Have you ever used IndianaMap and/or associated software before? 
Yes     No     I don’t know 
 If yes, how long have you used IndianaMap? 
Less than a month     Half of a semester     A semester or more 
 Have you ever used Google Earth and/or associated software before? 
Yes     No     I don’t know 
 If yes, how long have you used Google Earth? 
Less than a month     Half of a semester     A semester or more 
 How confident are you using a computer? 
                 1                     2                   3                    4                 5 
Not confident (novice)           Somewhat confident          Confident (expert) 
 How confident are you using mapping software? 
                 1                     2                   3                    4                 5 
Not confident (novice)           Somewhat confident          Confident (expert) 
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Appendix F. Questions for Software Tasks 
IndianaMap 
 What is the relationship between corn farmland and prime farmland? (Associate) 
o Corn farmland tends to occupy a large part of the prime farmland in northern Indiana. 
 How do big trees change between the northern and southern parts of the state? (Distinguish) 
o There are more big trees in the southern part of the state than in the northern part. 
 List three of the counties with the most slope mine entries.  (Rank) 
o Greene, Martin, Daviess, Dubois, Perry, Spencer 
 What conclusion can you draw about wireless broadband coverage by comparing elevations 
across the state? (Correlate) 
o Cell phone coverage is best in flatter areas of the state. More rugged areas (more 
sudden changes in elevation) are less covered.. 
 What is the area of the state with the most ports? (Identify) 
o Lake, Porter counties; Gary; northwest corner. 
 
ArcGIS 
 What is the relationship between elevation and land cover? (Associate) 
o Farmland tends to be in the more level elevations. 
 How does the land cover change between the northern and southern parts of the state? 
(Distinguish) 
o There are more cities and farmland in the northern part of the state. There are more 
forests in the southern part of the state. 
 List the top three urban areas in Indiana based on intensity of development.  (Rank) 
o Indianapolis (Marion), Fort Wayne (Allen), Gary (Lake), South Bend (St. Joseph) 
 What conclusion can you draw about dominant parent materials by comparing elevations in 
southern Indiana to northern Indiana? (Correlate) 
o Till is in the more level areas (the north) while limestone and acid clastic rocks, deep 
loess, and old alluvium are in the more rugged areas (the south). 
 What is the area of the state with the highest elevation? (Identify) 
o Randolph, Wayne, Henry counties; Richmond, Carlos; Franklin township. 
 
Isee 
 What is the relationship between bodies of water and drainage class, when compared to 
farmland? (Associate) 
o Areas around rivers are better drained. 
 How does the dominant soil material change between the northern and southern parts of the 
state? (Distinguish) 
o Northern Indiana is mostly sand and till. Southern Indiana is residuum from limestone 
and acid clastic rocks, deep loess, and old alluvium.  
 List three of the most forested counties in Indiana based on amount of deciduous or 
evergreen forest.  (Rank) 
o Brown, Monroe, Owen, Martin, Perry, Crawford. 
 What conclusion can you draw about agriculture in Indiana by comparing dominant parent 
material to actual land cover? (Correlate) 
o The farmland is largely on the till plains. 
 What is the area of the state with the lowest elevation? (Identify) 
o Posey, Gibson, Vanderburgh counties; Evansville; southwest tip 
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The ArcGIS® ArcEditor™ graphical user interface is the intellectual property of Esri and is used herein 
by permission. All rights reserved. 
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Appendix H. Reflective Questions 
 How easy/difficult was it to answer questions using ArcGIS? 
  Very Easy  Easy  Neutral  Difficult  Very Difficult 
 
 How easy/difficult was it to answer questions using Isee? 
  Very Easy  Easy  Neutral  Difficult  Very Difficult 
 
 How easy/difficult was it to answer questions using IndianaMap? 
  Very Easy  Easy  Neutral  Difficult  Very Difficult 
 
 If given a choice, which software would you prefer? 
  IndianaMap   Isee  ArcGIS 
 
 What features did you feel were useful in Isee? 
  Zooming  Hand/Move Tool  Map Legend  Soil Query  Map Layer Toggle 
 
 What features did you feel were useful in IndianaMap? 
  Zooming  Hand/Move Tool  Map Legend  Soil Query  Map Layer Toggle 
 
 What features did you feel were useful in ArcGIS? 
  Zooming  Hand/Move Tool  Map Legend  Soil Query  Map Layer Toggle 
 
 What features did you feel were NOT useful in IndianaMap? 
  Zooming  Hand/Move Tool  Map Legend  Soil Query  Map Layer Toggle 
 
 What features did you feel were NOT useful in ArcGIS? 
  Zooming  Hand/Move Tool  Map Legend  Soil Query  Map Layer Toggle 
 
 What features did you feel were NOT useful in Isee? 
  Zooming  Hand/Move Tool  Map Legend  Soil Query  Map Layer Toggle 
 
ArcGIS 
 This software was easy to navigate. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 Finding the correct information was tedious. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software is pleasing to the eye. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 I trust this software to display the correct information. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 Map names and other labels were easy to understand. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software was confusing. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software accurately displayed information. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
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Isee 
 This software was easy to navigate. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 Finding the correct information was tedious. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software is pleasing to the eye. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 I trust this software to display the correct information. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 Map names and other labels were easy to understand. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software was confusing. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software accurately displayed information. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
IndianaMap 
 This software was easy to navigate. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 Finding the correct information was tedious. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software is pleasing to the eye. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 I trust this software to display the correct information. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 Map names and other labels were easy to understand. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software was confusing. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
 
 This software accurately displayed information. 
 Strongly Agree  Agree  Neutral  Disagree  Strongly Disagree 
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Appendix I. Script for Usability Study  
Part A 
The purpose of this study is to evaluate current GIS software. As a part of this study, we ask you 
complete a brief survey before starting. Please fill out the questions in the “background” section 
and let me know when you are finished. 
 
(User fills out questions and signals they are done.) 
 
Thank you.  
 
Part B 
For the purpose of this study, you will need to answer several questions using the software you 
have been provided. Once you begin answering questions, I will be unable to provide hints or 
answers until you have finished all of the questions. If you are unable to answer a question or are 
unsure how to use the software, do not worry about this being a reflection on your abilities, it is a 
reflection of the software itself. Do you have any questions before we begin? *    
 
(Researcher answers questions [if any]. When user is comfortable, proceed.) 
 
Please signal when you have finished. You may now begin. 
 
(User answers survey questions and signals when done. The researcher opens the second 
software).  
 
The next portion of this study is the same as the first part, except you will be using different 
software. Do you have any questions before we begin? * 
 
(Researcher answers questions [if any]. When user is comfortable, proceed.) 
 
Please signal when you have finished. You may now begin. 
 
(User answers survey questions and signals when done. The researcher opens the last 
software).  
 
The last portion of this study is the same as the previous parts, except you will be using different 
software. Do you have any questions before we begin? * 
 
(Researcher answers questions [if any]. When user is comfortable, proceed.) 
 
Please signal when you have finished. You may now begin. 
 
(User answers survey questions and signals when done.) 
 
Part C 
Now that you have used three different GIS software applications, please let us know your 
opinion of the software. When you finish, you are free to leave. Thanks for participating! 
 
* Note: If the software is ArcGIS, the user will first be introduced to a brief tutorial before being 
allowed to proceed: 
 
Before using the next software, please look through some information first. Please signal when 
you have finished. 
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Appendix J. Demographic Data Tables 
Table J.1: Number of participants by gender 




























Table J.2: Number of participants by age group 















































Table J.3: Number of participants in each year of school, by group 
















































Table J.4: Number of participants, reported by major area of study 
 Group 1 Group 2 Group 3 Total 
Wildlife 13 9 7 29 
Agricultural Systems 
Management 
3 3 2 8 
Forestry 2 3 3 8 
Natural Resources and 
Environmental Science 
0 2 3 5 
Environmental and Natural 
Resources Engineering 
1 0 2 3 
Agricultural Education 0 1 1 2 
Environmental Plant Studies 1 0 1 2 
Fisheries and Aquatic Sciences 1 1 0 2 
Turf Science 1 1 0 2 
Agribusiness Management 0 0 1 1 
Agricultural and Biological 
Engineering Machine Systems 
0 1 0 1 
Agricultural Economics 1 0 0 1 
Agronomic Business and 
Marketing 
0 1 0 1 
Animal Science 0 0 1 1 
Anthropology 0 0 1 1 
International Agronomy 0 0 1 1 
Landscape Architecture 0 1 0 1 
Landscape Horticulture and 
Design 
0 0 1 1 
Plant Genetics and Plant 
Breeding 
1 0 0 1 
Pre-veterinary Medicine 1 0 0 1 







Table J.5: Number of participants who had used Isee before 




























Table J.6: Number of participants who had used IndianaMap before 




























Table J.7: Number of participants who had used ArcGIS before 




























Table J.8: Number of participants who had used Google Earth before 





























Table J.9: Participant confidence using a computer 


















































Table J.10: Participant confidence using mapping software 


















































Table J.11: Number of participants who used each computer station 







































Appendix K. User Performance Data Tables 
Table K.1: Statistics for “Associate” questions answered correctly and incorrectly 
in Isee 

























































Table K.2: Statistics for “Distinguish” questions answered correctly and 
incorrectly in Isee 



























































Table K.3: Statistics for “Rank” questions answered correctly and incorrectly in 
Isee 

























































Table K.4: Statistics for “Correlate” questions answered correctly and incorrectly 
in Isee 




























































Table K.5: Statistics for “Identify” questions answered correctly and incorrectly in 
Isee 

























































Table K.6: Statistics for “Associate” questions answered correctly and incorrectly 
in IndianaMap 




























































Table K.7: Statistics for “Distinguish” questions answered correctly and 
incorrectly in IndianaMap 

























































Table K.8: Statistics for “Rank” questions answered correctly and incorrectly in 
IndianaMap 




























































Table K.9: Statistics for “Correlate” questions answered correctly and incorrectly 
in IndianaMap 

























































Table K.10: Statistics for “Identify” questions answered correctly and incorrectly 
in IndianaMap 



























































Table K.11: Statistics for “Associate” questions answered correctly and 
incorrectly in ArcGIS 

























































Table K.12: Statistics for “Distinguish” questions answered correctly and 
incorrectly in ArcGIS 




























































Table K.13: Statistics for “Rank” questions answered correctly and incorrectly in 
ArcGIS 

























































Table K.14: Statistics for “Correlate” questions answered correctly and incorrectly 
in ArcGIS 






























































Table K.15: Statistics for “Identify” questions answered correctly and incorrectly 
in ArcGIS 


























































Appendix L. User Satisfaction Data Tables 
Table L.1: Number of selections for each software choice by group 
 Group 1 Group 2 Group 3 Total 




















































































Table L.2: Statistics for responses to “easy to navigate” 
 Isee IndianaMap ArcGIS 
Mean 2.09 2.93 3.47 
Minimum 1 1 1 
Maximum 5 5 5 
Median 2.0 3.0 4.0 
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Table L.3: Statistics for responses to “tedious to find information” 
 Isee IndianaMap ArcGIS 
Mean 3.35 2.54 2.16 
Minimum 1 1 1 
Maximum 5 5 4 
Median 3.0 2.0 2.0 
Table L.4: Statistics for responses to “pleasing to the eye” 
 Isee IndianaMap ArcGIS 
Mean 1.81 2.63 2.75 
Minimum 1 1 1 
Maximum 3 5 5 
Median 2.0 2.0 3.0 
Table L.5: Statistics for responses to “trustworthiness” 
 Isee IndianaMap ArcGIS 
Mean 1.91 2.24 2.12 
Minimum 1 1 1 
Maximum 4 5 5 
Median 2.0 2.0 2.0 
Table L.6: Statistics for responses to “easy to understand labels” 
 Isee IndianaMap ArcGIS 
Mean 1.91 2.47 2.87 
Minimum 1 1 1 
Maximum 5 5 5 
Median 2.0 2.0 3.0 
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Table L.7: Statistics for responses to “software is confusing” 
 Isee IndianaMap ArcGIS 
Mean 3.59 2.94 2.40 
Minimum 2 1 1 
Maximum 5 5 4 
Median 4.0 3.0 2.0 
Table L.8: Statistics for responses to “accurate information” 
 Isee IndianaMap ArcGIS 
Mean 2.03 2.43 2.19 
Minimum 1 1 1 
Maximum 4 5 4 
Median 2.0 2.0 2.0 
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Appendix M. Permission to Use ArcGIS Screenshots 
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The ArcGIS® ArcEditor™ graphical user interface is the intellectual property of Esri and is used herein 
by permission. All rights reserved. 
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