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Analog computers are inherently inaccurate due to imperfections in fabrication and fluctua- 
tions in operating temperature. The classical solu‘tion to this problem uses extra hardware to 
enforce discrete behaviour. However, the brain appears to compute reliably with inaccurate 
components without necessarily resorting to discrete techniques. The continuous neural 
network is a computational model based upon certain observed features of the brain. 
Experimental evidence has shown continuous neural networks to be extremely fault-tolerant; 
in particular, their performance does not appear to be significantly impaired when precision 
is limited. Continuous neurons with limited precision essentially compute k-ary weighted 
multilinear threshold functions, which divide R” into k regions with k- 1 hyperplanes. The 
behaviour of k-ary neural networks is investigated. There is no canonical set of threshold 
values for k > 3, although they exist for binary and ternary neural networks. The weights can 
be made integers of only O((z + k) log(z + k)) bits, where z is the number of processors, 
without increasing hardware or running time. The weights can be made & 1 while increasing 
running time by a constant multiple and hardware by a small polynomial in z and k. Binary 
neurons can be used if the running time is allowed to increase by a larger constant multiple 
and the hardware is allowed to increase by a slightly larger polynomial in z and k. Any sym- 
metric k-ary function can be computed in constant depth and size O(nk-‘/(k - 2)!), and any 
k-ary function can be computed in constant depth and size O(nk”). The alternating neural 
networks of Olafsson and Abu-Mostafa, and the quantized neural networks of Fleisher are 
closely related to this model. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
Neural networks are typically circuits constructed from processing units which 
compute simple functions of the form f( w 1, . . . . w,): R” + S, where S c R, wi E R for 
1 <i<n, and 
.f(w I, . . . . W”)bl > . ..1 X,)= g i WjXt 
( > i=l 
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for some output function g: R + S. There are two choices for the set S which are 
currently popular in the literature. The first is the discrete model, with S = B (where 
B denotes the Boolean set (0, 1)). In this case, g is typically a linear thresholdfunc- 
tion g(x) = 1 iff x 2 0, and f is called a weighted linear thresholdfunction. The second 
is the continuous model (or graded response) with S= [0, l] (where [0, l] denotes 
(r E R: 0 d r < 1)). In this case, g is typically a monotone increasing function, such 
as the sigmoid function g(x) = ( 1 + c--‘) ~ ’ for some constant c E R +. 
The continuous neural network model is popular because it is easy to construct 
processors with the required characteristics using a few transistors. The discrete 
model is popular because its behaviour is easy to analyze. Discrete computation 
uses some of the same building blocks as continuous computation, but uses more 
hardware in order to enforce discrete behaviour. One of the claims (see, for 
example, Koch [S]) made for continuous neural networks is that they will be more 
efficient than discrete computers because they are free from this cumbersome over- 
head. Whilst much is known about the behaviour of continuous neural networks, 
they are far from being well understood. 
One puzzling and hitherto poorly explained phenomenon of continuous neural 
networks is that predictions derived from theoretical analysis can often be 
experimentally verified by simulating the continuous network on a discrete com- 
puter. Since theoretical analysis assumes S= R, whereas a discrete computer can 
only take S to be a small subset of the rationals, it appears that continuous neural 
networks can produce accurate computations when the precision of their com- 
ponents is limited. An interesting open question is how this behaviour scales with 
the size of the network (if at all). Consider what actually happens to the continuous 
model when the precision is limited. Suppose the neurons can take on k distinct 
excitation values (for example, by restricting the number of digits in their binary or 
decimal expansions). Then S can be placed in one-to-one correspondence to 
z, = { 0, . ..) k- 1 }. We will show that g is essentially the multilinear threshold 
function g(tl, t,, . . . . t,_, ): R + Z, for some monotone increasing ti E’R, 1 < i < k, 
defined by 
1 
0 if x<t, 
g(x)= i if ti<x<ti+, for l<i<k-2 
k-l if x3 tk_-l. 
We will call f a k-ary weighted multilinear threshold function when g is a 
multilinear threshold function. 
We will study neural networks constructed from k-ary multilinear threshold func- 
tions. We will call these k-ary neural networks, in order to distinguish them from the 
standard 2-ary or binary neural network. We are particularly concerned with the 
resources of time, size (number of processors), and weight (sum of all the weights) 
of k-ary neural networks when used in accordance with the classical computational 
paradigm. The reader is referred to Parberry [ 121 for similar results on binary 
neural networks. A companion paper (Obradovic and Parberry [lo]) deals with 
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learning on k-ary neural networks. A preliminary version of this paper appears in 
Obradovic and Parberry [9]. 
The main body of this paper is divided into nine short sections. The k-ary neural 
network model is formally defined in the first, and the second contains the details 
of the equivalence between bounded-precision continuous neural networks and 
k-ary neural networks. It is demonstrated in the third section that there is a canonical 
set of threshold values for binary and ternary neural networks, but that no such set 
of thresholds can exist for k-ary neural networks with k > 3. In the fourth section, 
it is shown that the weights of a k-ary neural network of size z can be limited to 
[(k- 1)/2]” (z+k- 1) (Zfk)‘2+0(1). In the fifth section we introduce k-ary neural 
circuits, which are directed acyclic k-ary neural networks, and demonstrate that 
every k-ary neural network can be “unrolled’ into a k-ary neural circuit. 
The sixth section introduces k-ary threshold circuits, which are k-ary neural cir- 
cuits with unit weights. It is demonstrated that k-ary threshold circuits can compute 
any n-input symmetric k-ary function in constant depth and size O(nkP ‘/(k - 2) !), 
any k-ary function in constant depth with O(nk”) processors, that any k-ary neural 
network can be made into a k-ary threshold circuit with only a polynomial increase 
in size and a constant-multiple in depth, and into a binary threshold circuit if the 
size is allowed to increase by a slightly larger polynomial. The seventh section con- 
siders the alternating neural networks of Olafsson and Abu-Mostafa [ 111, a special 
case of nonmonotone multilinear neural networks, which do not have monotone 
nondecreasing output. A strong equivalence between k-ary and alternating neural 
networks is shown. The eighth section considers the k-ary Hoptield networks of 
Fleisher [2]. The ninth section considers the complexity classes defined using k-ary 
neural network models. 
2. A k-ARY NEURAL NETWORK MODEL 
A k-ary neural network is a 7-tuple M= (k, V, I, 0, a, w, h), where: 
kEN is the number of logic levels, 
V is a linite set of processors, or gates, 
ZG V is a set of input processors, 
0 G V is a set of output processors, 
a: I/- Z + zk is a set of initial activation levels, 
w: V x V --+ R is a weight assignment, 
h: V + Rk- ’ is a threshold assignment. 
We will usually take V to’be {vi, . . . . v,} for some suitable p E N. We will some- 
times find it convenient to take V to be some other finite set which can easily 
be placed into one-to-one correspondence with the set (1, . . . . p}. Let Ec V x V 
be defined by E = {(u, v): w(u, v) # O}. E represents the connections between 
571/45/3-13 
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FIG. 2.1. An arbitrary n-input weighted k-ary threshold processor. 
processors. The ordered pair (V, E) forms a graph, which is often called the inter- 
connection graph or interconnection pattern of M. The ordered triple (V, E, w) forms 
a labeled graph. There are two measures of the amount of hardware needed to 
implement M which we will consider here. One is I( VII, which we will call the size 
of M, and the other is 
1 Iw(u, v)l, 
U,“C v 
which we will call the weight’ of M. In a neural network with size z and weight w 
we will assume that w 2 z + 1. This is a reasonable assumption since w is bounded 
below by the number of edges in the interconnection graph, which is greater than 
the size for all but degenerate graphs. 
The processors of a k-ary neural network are relatively limited in computing 
power. A k-ary function is a function f: Z; + Z,. Let F[t denote the set of all 
n-input k-ary functions. Define 0: : R” + k+ ’ -+ FE by 
@;(W,, . . . . W,, h,, . . . . hk_ ,): R;: -+ z,, 
where 
@z!w,, . . . . w,, h,, . . . . hk- ,)(x1, . . . . x,) = i iff h,< i wixi<hi+,. 
i= I 
(Here and throughout this paper, we will assume that h 1 d h, < . . . d hk _ I, and for 
convenience define h, = -CC and hk = 00). The set of k-ary weighted multilinear 
threshold functions is the union, over all n EN, of the range of 0;. Each 
processor of a k-ary neural network can compute a k-ary weighted multilinear 
threshold function of its inputs. We will depict a processor which computes 
@i(wi, . . . . w,, h,, . . . . hk_,) of inputs (xi, . . . . x,) as in Fig. 2.1. 
’ In the neural networks literature it is customary to add the thresholds into the weight of M. It is 
clear that our definition differs by at most a factor of k. 
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Each processor can be in one of k states, 0 through k - 1. A neural network 
computes by having the processors change state according to certain rules. A 
computation of M= (k, V, I, 0, a, w, h) on an input x= (xi, . . . . X,)E Z; is defined as 
follows. Initially, the input procesors of M are placed into states which encode x. 
That is, if Z= (ui, . . . . u,} then processor ui is placed in state xi. Each processor 
o E V- I is placed in state a(v). The computation then begins. 
Time is measured by dividing it into discrete intervals. These intervals are num- 
bered consecutively, with time interval 0 denoting the period immediately before the 
computation begins. We will say “at time t” to denote the period immediately after 
interval t has ended and immediately before interval t + 1 begins. During each inter- 
val, some or all of the processors are given the opportunity to update their states. 
The manner by which these processors are chosen will be made explicit in Section 6. 
We do not consider the so-called continuous time networks. 
The state of an individual processor v E V is updated as follows. Let S(v, t) E Z, 
denote the state of processor v at time t. Define the input to processor v at time t, 
WV, th by 
qv, t) = c w(u, u) S(z.4 t). 
“E v 
Define the state of processor v at time 0, S(v, 0), as follows. Suppose 
z= {q, . ..) u,}. Then S(ui, 0) = xi for 16 i< n, and for v 4 1, S(v, 0) = a(v). Define 
the potential state of processor v E V at time t 2 0, Spotential(vy t) as follows. Suppose 
h(v)= (h,, . . . . hk_-l). Then 
s potential (0, t) = i iff hi< W(v, t)<hi+l. 
Processor v E V is said to be stable at time t if its state is consistent with its input, 
that is, S(V, t) = Spotentiai (u, t), and unstable otherwise. The state of processor v at 
time t > 0, S(v, t), then is 
S potential tvt t - l) if v is unstable at time t - 1 and 
S(v, I) = updated during interval t 
qv, t- 1) otherwise. 
Suppose U c V, and U = (ui , u2, . . . . u,} for some m EN. The state of U at time 
t is defined to be the string S(U, t)=S(u,, t) S(u,, t)-..S(u,, t). A configuration of 
M at time t is defined to be S,(t) = S( V, t). The computation is said to be ter- 
minated by time t if it has reached a stable configuration, that is, &,(t) = S, (t + 1). 
Other terminology used to describe termination includes halting, reaching a stable 
state, and converging. The running-time (or time requirement) of a computation of 
M on input x, T(M, x), is defined to be the first t such that the computation has 
terminated by time t. The output of M is defined to be S(0, $44, x)). A neural 
network M2 is said to be f(t)-equivalent to M, iff for all inputs x, for every 
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computation of M, on input x which terminates in time t there is a computation 
of M2 on input x which terminates in time f(t) with the same output. A neural 
network M, is said to be equivaZent to M, iff it is t-equivalent to it. 
3. CONTINUOUS NEURAL NETWORKS 
Let f be a function with range [0, 11. It is reasonable to suppose that a limited- 
precision device which approximates a real-valued function f actually computes 
some function with range the k rational values R, = { i/(k - 1) 1 iE Z,, 0 < i < k} 
(for some kE N). This is sufficient for all practical purposes provided k is large 
enough. Since Rk is isomorphic to Z,, we will formally define the limited precision 
variant off to be the function fk: X -+ Z, defined by fk(x) = round(f(x) . (k - l)), 
where round: R + N is the natural rounding function defined by round(x) =n iff 
n - 0.5 < x < n + 0.5. 
THEOREM 3.1. Let f(w,, . . . . w,): R” + [0, 11, where wieR for 1 d i<n, be 
defined by 
f(w 1 > ...2 WJb, > . . . . 
The sigmoid function 
‘IW comsponding 
5-w -hold 1 t 
7 f(x) 
funaion 
0.75 t -j 
0.5 A-Y 0.25 
X 
0 
FIG. 3.1. The output function of an continuous processor and the corresponding 5-ary processor. 
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where g: R + [0, 1 ] is monotone increasing and invertible. Then f (WI, . . . . w,,)~ : 
R” + Zk is a k-ary weighted multilinear threshold function. 
Proof It is easy to verify that 
f(w 1, . . . . WA = @;(w,, . . . . w,, h,, . . . . A,- 11, 
where hi= g-‘((2i- 1)/2(k- 1)). 1 
Thus we see that continuous neural networks with limited precision are essen- 
tially k-ary neural networks. For example, Fig. 3.1 shows the output function (in 
this case, sigmoid) of an continuous processor, and the corresponding 5-ary 
threshold function obtained by limiting its precision to the nearest multiple of 0.25. 
4. CANONICAL THRESHOLDS 
Binary neural networks have the advantage that all thresholds can be taken 
equal to zero (see, for example, Theorem 4.3.1 of Parberry [12]). A similar result 
holds for ternary neural networks. 
THEOREM 4.1. For every n-input ternary weighted multilinear threshold function 
there is an equivalent (n + 1)-input ternary weighted multilinear threshold function 
with threshold values equal to zero and one. 
Proof Suppose w = (wi, . . . . wn) E R”, h,, h, E R. Without loss of generality 
assume h,<h,. Define G=(JC,,...,G~+,)ER”+~ by Gi=wi/(h2-hl) for l<i<n 
and Gn+i= - hl/(h2 - h, ). It can be demonstrated by a simple case analysis that 
for all x = (x,, . . . . x,) E Z;, 
O;(w, h,, h*)(x)= O;+‘(G, 0, 1)(x,, . . . . x,, 1). 1 
The choice of threshold values in Theorem 4.1 was arbitrary. Unfortunately there is 
no canonical set of thresholds for k > 3. 
THEOREM 4.2. For every k > 3, n > 2, m B 0, h,, . . . . hkp, E R, there exists an 
n-input k-ary weighted multilinear threshold function 
Oi(w,, . ..) w,, t,, . ..) t,_ 1): z;: + z,, 
such that for all (n + m)-input k-ary weighted multilinear threshold functions 
?l+m 0, (tiI, . . . . IC~+~, h,, . . . . h,p,): Zr+“- Z, 
and y, , . . . . y, E R, there exists x = (x,, . . . . x,) E Z; such that 
o;(w,, . . . . w,, t,, -.., t,- l)(x) 
Fl+tW # @, (@,, . . . . +,,+mr hl, . . . . A,-,)(x,, . ..> X,, J’,, . . . . y,). 
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Proof: Let k > 3, II 2 2, m > 0. For a contradiction, suppose that there exists 
h hk-l~R, I > . . . . such that for every or, . . . . W, E R, tl, . . . . tk_, E R there exists 1 1 
WI 9 . ..1 w, + m E R, Y,, . . . . ~,ER, such that 
o;(w,, . . . . w,, t,, ..., fkpl)(X) 
?l+tH 
=ok ($1, . ..Y G,z+m, h,, . . ..A.-I)@,, . . ..x., YI, . . . . .J’,). 
First, suppose n = 2. Let h = (h,, . . . . hk_ 1 ), where h,=h,=2, h3=4, hi=5 for 
4<ick, and 
f= @:(l, 1, h). 
By hypothesis there exists a weighted multilinear threshold function 
m+2 0, (w,, ..., w,+Z, tl, . ..> tkp,) 
and y = (y, , . . . . y,) E R” such that for all x E Z:, 
f(x)=@;:+‘(w,, . . . . w,+2, t,, . . . . tk-1)(X, y). 
Let S=Cy=, w~+~Y~. Sincef(l,O)=O,f(O, l)=O,f(2,1)=2,f(l,2)=2, it follows 
(respectively) that 
WI +s<t, 
w,+S<t, 
2w,+w,+S<t, 
w,+2w,+S<t,. 
Summing these inequalities and dividing by two gives 
2(w, + w2 + S) < t, + t,. 
Since f(2,O) = 2, f(1, 1) = 2, and f(0, 2) = 2, it follows (respectively) that 
2w,+S>t, 
w,+w,+sat, 
2w,+S>t,. 
Summing inequalities (6k(8) and dividing by three gives 
w,+w,+S>t2. 
Inequalities (5) and (9) imply that 
2t, < t, + t,. 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
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Let r=(rl, . . . . rk-i), w h ere rr=l, rZ=r3=3, t-,=4 for 4<i<k, and 
g=Oi(l, 1, r). 
By hypothesis there exists a weighted multilinear threshold function 
0 ;I+*(% .‘., fJ,+*, t,, .**9 lk-1) 
and z = (zl, . . . . z,) E R” such that for all x E Zi, 
dx)=@y+*(h, . . . . *+*, [I, ---, 4c--1)(X, z). 
Let T=Ci= I’?J~+~z~. Since g(l, 0)= 1, g(0, l)= 1, g(2, l)= 3, and g(l,2)= 3, it 
follows (respectively) that 
v1 + T>, t, 
v2 + Ta t, 
2v, + v2 + Tk t, 
u,+2c2+T>t3. 
Summing inequalities (11~(14) and dividing by two gives 
2(v, + v2 + T) 2 t, + t3. 
Since g(2,O) = 1, g( 1, 1) = 1, and g(O,2) = 1, it follows (respectively) that 
2v,+T<t, 
v,+v2+T<tz 
2v,+ T< t2. 
Summing inequalities (16)-( 18) and dividing by three gives 
VI + v* + T< t,. 
Inequalities (15) and (19) imply that 
2t, > t, + t,. 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
But (20) contradicts (10). Therefore our hypothesis was false for n = 2. The proof 
for larger n follows similarly by taking the remaining entries in the sample points 
to be all zero. Since this makes the notation more complicated, we leave verification 
of this fact to the interested reader. m 
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5. NETWORKS OF BOUNDED WEIGHT 
Although our model allows each weight to take on an infinite number of possible 
values, there are only a finite number of threshold functions (since there are only 
a finite number of k-ary functions) with a fixed number of inputs. Thus the number 
of n-input threshold functions is bounded above by some function in n and k. In 
fact, something stronger can be shown. All weights can be made integral, and 
U((n + k) log(n + k)) bits are sufficient to describe each one. 
THEOREM 5.1. For every k-ary neural network M, of size z there exists an equiv- 
alent k-ary neural network A4, of size z and weight ((k- 1)/2)’ (z + 1)(Z+k)/2+0(1) 
with integer weights. 
Proof: It is sufficient to prove that for every k-ary weighted threshold function 
f;(W,, . . . . W,, h,, . . . . h,_ 1): z;: + z, for some n EN, there is an equivalent 
k-ary weighted threshold function g;(w:, . . . . w,*, h:, . . . . hz_ I) such that Iw,?l < 
((k- 1)/2)” (n + l)(n+k)/2+0(1) f or 1 < i < n. To prove that, we extend the techniques 
used by Muroga et al. [8] (see also Muroga [7]) in the binary case. Consider the 
weights wi, . . . . w, and the thresholds h,, . . . . h,_ 1 to be variables. For a given k-ary 
weighted threshold function f ;: each point x E Z; determines one or two inequalities 
as follows: 
Iff;(x, 9 ..‘, xn)=i, where 1 di<k-2, then 
x,w,+ ... +x,w,-hi>0 
-x1wI- ..’ -x,w,+hi+l b 1 
Iff;: (Xl 9 . . . . x,) = 0, then 
-x,wi- . ..-x.w,+h,>l. 
And iff;(x,, . . . . x,)=k- 1, then 
X,W,+ ... +X,W,-hk_l>O. 
For all points x E Z; form the corresponding inequalities. The valid solutions 
(w 1, . . . . w,, h,, . ..> h,- I ) of that system of inequalities form a polytope in 
(n + k - 1 )-dimensional space. Each solution of the system is a representation for 
the given weighted threshold function. A representation with the minimal weight 
is in a sense the “lowest” vertex of the polytope, and so it satisfies n + k - 1 
of inequalities by equality. Solving that system of equalities we obtain 
* w: ) . ..) w, , . . . . h,$_ 1. We have 
A. 
wi*=’ 
A 
(i = 1, . . . . n), 
A 
hJ+=Y 
(j = 1, . . . . k - 1 ), 
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where A and Ai are a coefficient determinant of our system of n + k - 1 equalities, 
and a determinant with ith column replaced by the right sides of those equalities, 
respectively. To obtain a better upper bound transform Ai in the following way. 
First multiply the ith column by - 1 and each of the columns n + 1, . . . . n + k - 1 by 
(1 - k)/2. Then for all n + 1~ j < n + k - 1 subtract the jth column from columns 
1, 2, . ..) n. Thus all elements in determinant (( 1 - k)/2)k-’ Ai will be from 
{-(k- 1)/2, -(k-2)/2, . . . . (k- 1)/2). Finally, multiply each row by 2. After all 
those transformations it is easy to see that 
’ (n+ l)(n+k)/2+0(1). 
Now the claim of the theorem immediately follows. [ 
Thus if k is bounded above by a polynomial in n, we are guaranteed of being able 
to describe the weights using a polynomial number of bits. Unfortunately, although 
the canonical zero-threshold for binary neural networks can be maintained in 
Theorem 5.1, canonical thresholds for ternary neural networks do not appear to be 
maintained. Thus there appears to be no canonical pair of threshold values for 
ternary weighted multilinear threshold functions with integer weights. However, the 
construction of Theorem 4.1 tells us that there is a canonical pair of thresholds for 
every ternary weighted multilinear threshold functions with integer weights which 
depends only on the difference between the original threshold values. 
6. NEURAL CIRCUITS 
When we gave a formal definition of a neural network, we divided time into dis- 
crete intervals and stated that “during each interval, some or all of the processors 
modify their respective states.” However, we did not specify exactly which pro- 
cessors update their state within any particular interval. Two modes of computation 
are prevalent in the literature. 
1. Sequential operation, in which a single processor updates its state within 
each interval. This processor may be chosen at random, or according to some 
deterministic rule. 
2. Parallel operation, in which any number of processors update their state 
during each interval. For example, each processor could decide randomly and inde- 
pendently whether to update, or all processors could update during every interval. 
The former is called random parallel, and the latter fully parallel operation. 
A computation is called productioe if at least one unstable processor is updated 
in each interval. 
A directed acyclic neural network is called a neural circuit. A neural circuit can 
be divided into layers, with each layer receiving inputs only from the layers above 
it. As with classical circuits, the depth is defined to be the number of layers, and the 
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size is the number of processors. In keeping with the circuit paradigm we will not 
count the input processors in either the depth or the size. 
Neural circuits have several nice properties that make them easier to deal with 
than neural networks; for example, all computations of a neural circuit terminate, 
and all computations on a given input terminate in the same configuration (see 
Parberry [12]). Neural circuits are surprisingly powerful, despite the fact that they 
are a special case of neural networks. It is clear that, as with binary neural 
networks, every k-ary neural network can be “unrolled” into a neural circuit. 
THEOREM 6.1. Every k-ary neural network of size z and weight w which halts in 
time t in fully parallel mode can be simulated by a k-ary neural circuit of size zt, 
weight wt and depth t. 
Proof: A standard technique from Savage [ 151 (used more recently in 
Goldschlager and Parberry [3], Parberry and Schnitger [13, 141) for removing 
cycles from a classical circuit can be used to make a k-ary neural network 
acyclic. 1 
7. THRESHOLD CIRCUITS 
A k-ary neural network with weights drawn from { + 1 } is said to have unit 
weights. A unit-weight k-ary neural circuit is called a k-ary threshold circuit. The 
weight of a k-ary threshold circuit is equal to the number of edges, which is 
bounded above by the square of the size. Despite the apparent handicap of limited 
weights, k-ary threshold circuits are surprisingly powerful. 
THEOREM 7.1. A threshold circuit of size 2n + 1 and depth 2 can test whether its 
input (x,, . . . . x,) is equal to a given k-ary n-tuple (y,, . . . . ,v,). 
Proof The first layer of the circuit test in parallel, for all 1 < i < n, whether the 
ith digit xi of the input is equal to yi. Clearly, the input (x,, . . . . x,) is equal 
to (Yl, . . . . y,) if all those n tests are true. See Fig. 7.1 for detailed construction 
of the circuit. In Fig. 7.1 and throughout this paper a binary threshold gate is 
represented as a circle with a threshold value Y inside. This computes 
Ot(wi, . . . . w,, y, zI, . . . . z~-~), where zl, . . . . zk_* 2 k x1= I wi. A circle with symbol 
“8~” inside denotes an AND gate (which is an n-input threshold gate with weights 
1, first threshold equal to n and all other thresholds equal to n + 1). The circuit 
outputs 1 if xi = yj for 1 < i < n, and outputs 0 otherwise. 1 
Much interest has focussed on the computation of symmetric functions by neural 
networks. Formally, a function f: Z; + Zk is called symmetric if its output remains 
the same no matter how the input is permuted. That is, for all one-to-one and onto 
n: (1, . . . . n} + (1, . . . . n>, and all x,, . . . . x,EZ~, 
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layers 
0 
layers 
0 
l-2 
( x1 . . . . . X”) 
ri 
‘(Y , . . . . . y” ) 
(a) 
(b) 
FIG. 7.1. (a) The symbol for a threshold circuit for testing whether its input is (y,, . . . . y,) and (b) 
its implementation. 
THEOREM 7.2. Any k-ary symmetric function on n inputs can be computed by a 
k-ary threshold circuit of depth 6 and size 
(n+ l)k-’ 
(k-2)! 
+6kn+3k+l. 
ProoJ Let 
s = (yo, ..a, 
i 
yk-,)EN*11!: yi=n}. 
For all x = (x,, . . . . x,) E Z;, let 
C,(x)= Il{iIxi=j>Il. 
For all y=(y,, . . . . y,_,)~s, let 
P(y)= {xEZEIC~(X)= y,for all O<j<k}. 
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layers 
0 
1-2 
3-4 
5 
6 
FIG. 7.2. A threshold circuit for a k-ary symmetric function. 
A symmetric function is uniquely defined by the sets 
Sj= {YESIf(x)=ifor all x~P(y)}, 
for 0 < i < k. The construction of the circuit is a generalization of the standard 
construction for k = 2 (see Parberry [ 12]), and is given in Fig. 7.2. The ith block 
in layers l-2 of the circuit (1 < i < n) determines whether the ith digit of the input 
is equal to 0, 1, . . . . or k - 1. Block Ci (0 < i < k - 1) in layers 34 determines how 
many i’s the input has. Blocks Si (1 d i < k - 1) in the fifth layer correspond to the 
sets Si defined above. Each gate in block Si (1~ i < k - 1) corresponds to one 
(Y 0, . . . . y,_ 1) E Si. Clearly, k of the input edges to each gate in block Si (one edge 
from each of blocks Co, . . . . Ckp ,) have weight + 1. The rest of the input edges 
between the fourth and the fifth layer of the circuit are actually zero-weight edges. 
For a particular gate in Si corresponding to (y,, . . . . yk_ ,), the edge with weight + 1 
from block Cj to the gate comes from the yjth equality subcircuit in Cj (which gives 
1 if its input is equal to yj and 0 otherwise). To avoid edges with non-unit weights 
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to the output layer, in the fifth layer the circuit has i copies of block S, 
(for 1 < i<k). The key to the size bound is the observation that llSl[ < 
(n+ l)“-l/(/k- l)!. i 
Obviously, the zero-weight edges between the fourth and the fifth layer in the 
previous construction are not necessary. Figure 7.3 illustrates the actual ternary cir- 
cuit (without zero-edge weights) for a simple symmetric function X, + x2 + x3 mod 3 
(this specific function can be computed considerably easier, but we use it here as an 
illustration of our construction for general symmetric functions). 
It has been noted many times that neural networks can compute any Boolean 
function in constant depth. The same is true of k-ary neural networks, although 
both results appear to require exponential size for many interesting functions. 
THEOREM 7.3. Any k-ary function of n inputs can be computed by a k-ary 
threshold circuit with size (2n + 1) k” + k + 1 and depth 4. 
ProojY Using Theorem 7.1, the first two layers of the circuit test in parallel, for 
all 1 < id n, yi E Z,, whether the input (x,, . . . . x1) is equal to (y,, . . . . yi). Obviously, 
just one of those k” hypothesis will be true. In the next (third) layer there are k- 1 
OR gates o1 , . . . . uk _ I, followed by a single k-ary gate with thresholds 1, 2, . . . . k - 1 
in the output layer. If f(x,, . . . . x,) = i, then the output of the true hypothesis goes 
with weight 1 to gates or, . . . . vi and with zero weight to vi+ 1, . . . . vk_ 1. All edges 
*3 
1.2 ‘T’ 
FIG. 7.3. A ternary circuit for Cf xi mod 3. 
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from OR gates to the output layer have weight 1. Clearly, by construction, the 
output of the circuit isS(x,, . . . . x,). The circuit is given in Fig. 7.4. [ 
The interesting problem remaining is to determine which functions require 
exponential size to achieve constant depth and which can be computed in polyno- 
mial size and constant depth. We will now consider the problem of adding two 
integers represented in k-ary notation. For convenience we will limit ourselves to 
non-negative integers. The extension to negative integers is tedious but not difficult. 
Suppose we are to sum x=x1 . ..x. andy=y, . ..y. to givez=z, ...z,+~. Define 
ci to be 1 if there is a carry into the ith position of the result, that is, into zi. We 
define the carry of x and y to be c1 .“c,,+~. 
THEOREM 7.4. The carry of two natural numbers of size n can be computed by a 
k-ary threshold circuit with size O(n’) and depth 3. 
Proof We use the standard elementary school algorithm. The circuit is similar 
to the case k = 2 (see Chandra et al. [l], Parberry [12]). Define gi to be 1 if there 
is a carry generated in the ith position of the operands, and zero otherwise, and 
define pi to be 1 if there is a carry propagated in the ith position of the operands, 
and zero otherwise. Then each gi for 1~ i < n can clearly be computed with a two- 
input weighted multilinear threshold gate with a single threshold set at k, and each 
layers 
0 ( x1 I.... X”) 
3 
4 
” 
k”-1 
FIG. 7.4. A threshold circuit for an arbitrary k-ary function. 
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pi for 1 < i < n can be computed with a binary threshold gate with threshold k - 1. 
Then 
ci=OR(g;,AND(Pi, gi+l),AND(Pi, Pi+19 gi+2),...,AND(Pi,..., Pn-19 g”)) 
for ldidn, and c,+r=O. h 
THEOREM 7.5. The sum of two k-ary integers of size n can be computed by a k-ary 
threshold circuit with size O(n’) and depth 5. 
Proof First compute the carry of x and y in quadratic size and depth 3 using 
Theorem 7.4. Each zi can be computed from xi, yi, ci, and ci+ 1 in constant size and 
depth 2. 1 
THEOREM 7.6. The sum of n k-ary integers of size n can be computed by a k-ary 
threshold circuit with size 0(n3 + kn*) and constant depth. 
Proof (Sketch). We follow the proof for k = 2 (see Chandra et al. [ 11, Parberry 
[ 121). We will prove the result for non-negative integers. The extension to negative 
values is straightforward but tedious. Suppose we are to add x,, . . . . x, E N, where 
l[xJ <n for 1 <i<n: 
1. Lay out the numbers as the rows of an n x n array (each entry of the array 
is one k-ary digit). 
2. Add the columns (using a circuit of constant depth and size O(kn)) and lay 
out the results as the rows of an array. The first row will be all zeros except for the 
last O(log, n) entries, which we will call the dirty region. Each subsequent row will 
have itsdirty region shifted to the left by one position. 
3. Repeat step 2. The dirty regions will consist of O(log, log, n) entries. 
4. Divide the matrix into m x m submatrices, where m = d=. The only 
submatrices containing non-zero values will be the back diagonal and its 
superdiagonal. 
‘5. Sum each submatrix independently (using Theorem 7.3). Observe that the 
overflow from each submatrix has less than m entries. We can even include with 
each diagonal submatrix the one directly above it. Thus we have effectively summed 
the array from step 3 in column strips of width m and obtained a result word and 
a collection of overflows which do not overlap and hence can be made into an 
overflow word. 
6. Sum the result word and the overflow word (using Theorem 7.5). 1 
THEOREM 7.7. For every k-ary neural network M, of size z there exists an 
O(t)-equivalent unit-weight k-ary neural network M, of size O((z + k)4 log3(z + k)). 
Proof By Theorem 5.1 we can bound all weights to have size O((z + k) 
log(z + k)) in binary notation. By Theorem 7.6 we can replace every processor with 
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non-unit weights by a 
depth. 1 
Theorem 7.7 implies 
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threshold circuit of size O((z + k)3 log3(z + k)) and constant 
that we can assume unit weights by increasing the size by a 
polynomial and the running time by only a constant multiple, provided the number 
of logic levels is bounded above by a polynomial in the size of the network. The 
result can also be combined with Theorem 6.1 if wished. The number of thresholds 
can also be reduced to one if the size is increased by a larger polynomial: 
THEOREM 7.8. For every k-ary neural network M, of size z there exists an 
O(t)-equivalent unit-weight binary neural network M, of size 0(z4k4)(log z + log k)3 
which outputs the binary encoding of the required result. 
Proof Replace each k-ary processor by k - 1 binary processors which together 
produce the output of corresponding k-ary gate represented in unary notation. It 
makes an equivalent binary neural network of size z(k - 1). Using case k = 2 of 
Theorem 7.7, we can obtain an equivalent unit weight binary neural network of size 
0(z4k4)(log z + log k)3. Unary to binary conversion of the output can be easily 
computed by a threshold circuit of size 3k + log k and depth 3. 1 
This result is primarily of theoretical interest. Binary neural networks appear 
simpler and, hence, more desirable than continuous neural networks. However, 
continuous neural networks are actually more desirable since they are easier to 
build. With this in mind, Theorem 7.8 simply serves as a limit to the functions that 
a continuous neural network can be expected to compute efficiently. We are more 
concerned with constructing a model of the computational abilities of neural 
networks, rather than a model of their implementation details. 
8. NONMONOTONE MULTILINEAR NEURAL NETWORKS 
Olafsson and Abu-Mostafa [ 1 l] study information capacity of multithreshold 
binary processors. Their processors compute a function f (w r, . . . . wn): R” -+ B for 
wieR, 1 <i<n, where 
f(w I, ..., wn)(xI) “‘3 xn) = g 
( ) 
i wixi 
i= I 
and g is the alternating threshold function g(t,, t,, . . . . t,_ ,): R --f B for some 
monotone increasing ti E R, 1 < i < k, defined by g(x) = 0 if tli f x < tzi+, for some 
0 < i < n/2. We will call f an alternating weighted multilinear threshold function and 
a neural network constructed from functions of this form, alternating multilinear 
neural networks. Alternating multilinear neural networks are closely related to k-ary 
neural networks: 
THEOREM 8.1. For every k-ary neural network of size z and weight w there is an 
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equivalent alternating multilinear neural network of size z log k and weight 
(k - 1) w log(k - 1) which produces the output of the former in binary notation. 
Proof: Each k-ary gate is replaced by log k gates which together essentially 
perform a “binary search” to determine each bit of the k-ary gate. Weights which 
increase exponentially are used to provide the correct output value (see the 
construction in Fig. 8.1). i 
THEOREM 8.2. For every alternating multilinear neural network of size z and 
weight w there is a 3t-equivalent k-ary neural network of size 42 and weight w + 42. 
Proof Without loss of generality, assume k is odd. Each alternating gate is 
replaced by a k-ary gate with identical weights and thresholds. The output of this 
gate goes with weight one to a k-ary gate with thresholds 1, 3, 5, . . . . k- 1 and with 
weight minus one to a k-ary gate with thresholds - (k - l), . . . . - 3, - 1. The output 
of these gates goes to a binary gate with threshold k (se Fig. 8.2). 1 
Both k-ary and alternating multilinear neural networks are a special case of 
nonmonotone multilinear neural networks. Their processors compute a function 
f(w,, . . . . IV,): R” -+Z, for wieR, 1 <idn, where 
n 
f(w 1 > . ..> WAXI 9 . . . . -a = g(co, . . . . CL,) c wixi ( > i= I 
(a) 
FIG. 8.1. A k-ary gate and (b) the corresponding alternating neural network. 
s11/4s/3-14 
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(b) 
FIG. 8.2. (a) An alternating threshold gate and (b) the corresponding k-ary neural network. 
and g : R + R is the multilinear threshold function defined by 
if x<t, 
if ti<x<ti+, for 1 <i<k-2 
for some monotone increasing tiE R, 1 < i < k, and co, . . . . ck_ 1 E zk. Nonmonotone 
neural networks correspond to continuous neural networks whose output function 
is not necessarily monotone nondecreasing. Many of the results of this paper, 
including Theorems 5.1, 7.7, and 7.8, also apply to nonmonotone neural networks. 
The size, weight, and running time of many of the upper bounds can also be 
improved by a small amount by using nonmonotone neural networks instead of 
k-ary ones. The details are left to the interested reader. 
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9. MULTILINEAR HOPFIELD NETWORKS 
A multilinear version of the Hoplield network [S] called the quantized neural 
network has been studied by Fleisher [2]. Using the terminology of Parberry [ 121, 
a quantized neural network is a simple symmetric k-ary neural network (that is, its 
interconnection pattern is an undirected graph without self-loops) with additional 
property that all processors have an identical set of thresholds. Although the 
latter assumption is reasonable for binary neural networks (see, for example, 
Theorem 4.3.1 of Parberry [ 121, and ternary neural networks (Theorem 4.1) it is 
not necessarily so for k-ary neural networks with k > 3 (Theorem 4.2). However, it 
is easy to extend Fleisher’s main result to give the following: 
THEOREM 9.1. Any productive sequential computation of a simple symmetric k-ary 
neural network will converge. 
10. COMPLEXITY CLASSES 
It is reasonable to expect that as time passes, technological advances will allow 
us to build continuous neural networks of increasing size. It is also reasonable to 
postulate that this improved technology will lead to at most a small increase (if 
any) in k as size increases. If k is restricted to growing by at most a polynomial in 
the size of the neural network, Theorem 5.1 implies that the number of bits in the 
weights can also be restricted to growth by at most a polynomial in size. 
Theorem 7.8 also tells us that binary neural networks can simulate (in the sense of 
producing for each input the correct output encoded in binary) k-ary neural 
networks with only a polynomial increase in hardware and a constant multiple 
increase in running time. This implies that the functions recognized by polynomial 
size, constant running-time k-ary neural networks are essentially the class FTC’. 
The class TC” of languages (binary functions) computed by binary majority circuits 
in polynomial size and constant depth was implicit in Chandra et al. [ 11, was 
shotin to be the class of languages recognized by deterministic and probabilistic 
neural networks respectively by Parberry and Schnitger in [13, 141, and was 
named by Hajnal et al. [4]. The class FTC’ extends this class to arbitrary 
functions, with the output encoded in binary. 
11. CONCLUSION 
Current technology does not permit analog computing devices to be constructed 
with an arbitrary degree of accuracy. Errors and imperfections in fabrication 
invariably lead to inaccurate computation. A costly way of overcoming this 
problem is to enforce discrete behaviour by using extra hardware. It is often 
claimed (see, for example, Koch [6]) that continuous neural networks are a more 
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efficient solution to this problem, since they have a high degree of fault-tolerance 
without needing the overhead of extra hardware. Experimental evidence has 
indicated that continuous neural networks can be constructed in such a manner 
that they are robust to losses in precision. 
It has been shown that continuous neural networks with limited precision are 
essentially k-ary neural networks. If k is limited to a polynomial, then polynomial 
size, constant depth k-ary neural networks are equivalent to polynomial size, 
constant depth binary neural networks. Nonetheless, the savings in time (at most 
a constant multiple) and hardware (at most a polynomial) arising from using k-ary 
neural networks rather than binary ones can be quite significant. We do not suggest 
that one should actually construct binary or k-ary neural networks. Rather, we 
suggest that k-ary neural networks are a tool for reasoning about aspects of the 
behaviour of continuous neural networks. 
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