It is shown that numerical modelling of edge plasma physics may be successfully 
Introduction
One of the biggest challenges in computational science is often to find the optimum balance between feasible wallclock time and the complexity of the simulation. Modern supercomputers with ever increasing number of cores require codes that sufficiently scale to maximize resource utilization. Parallelizing these computations is an option -and traditional techniques of parallelization, such as space parallelization indeed reduce the computational time, but leave a lot of room for further improvement. This is often because the computational gain reaches saturation and increasing the number of processors does not necessarily improve the gain beyond a certain point. There are also parts of the code-packages where standard parallelization does not have a large impact and hence act as bottlenecks in terms of computational time. This acts as a motivation to explore another dimension for parallelization which is time. Moreover, it must be clarified that temporal parallelization is not a replacement for any existing form of parallelization, but may be added to them to further, often significantly, improve performance. Temporal parallelization using the parareal algorithm was originally proposed in [1] in 2001, and has been applied to a variety of problems from relatively simple ones [2, 3, 4, 5, 6, 7, 8] to ones with complex dynamics [9, 10, 11, 12] .
This work explores the application of the parareal algorithm in an area in fusion plasma. Simulations involving the edge and divertor regions of fusion devices are extremely challenging due to their complex physics as well as requirements for large wall-clock times. These computations involving the plasma edge are important for modeling plasma surface interactions along with designing the wall of fusion devices. The dynamics is complex at the scrape-off layer (SOL) -which is the region between the device wall and the Last Closed Flux Surface (LCFS). Impurities, which may originate primarily from plasma interactions with the materials of the wall, may greatly dilute the plasma and negatively affect the plasma heating. The presence of impurities is also necessary, to some extent, for radiative cooling of the divertor region to mitigate the very high heat and particle fluxes onto the divertor targets, thereby achieving (partial) plasma detachment. A comprehensive modelling of the SOL is one of the greatest challenges of magnetically confined fusion plasmas. The SOL is characterized by open field lines. In addition to dominant parallel flows along these field lines, perpendicular flows become important in this region of the plasma. Also, alongside charged particle transport, neutral particle transport is dominant in some parts of the SOL. Neutral particles are externally introduced into the plasma through neutral beam injection, gas puffs and outgassing and removed by pumping. Processes within the plasma like recycling, sputtering and volume recombination are also hugely responsible for the presence of neutrals at the plasma edge of a fusion device [13, 14] , and processes like ionization contribute to reducing their number. A range of codes, such as BOUT [15, 16] , UEDGE [17] , DIVIMP [18] , ERO-JET [19] , ASCOT [20] , Edge-SOL [21] , SOLPS [22, 23] , EMC3-Eirene [24] and EDGE2D-Nimbus [25] , SOLEDGE-2D [26] with varied degrees of complexity have been used to study different aspects of the plasma edge. Incorporating optimum physics into these simulations is often a challenge due to the computational cost. With simulations targeting more ITER-like plasmas, the wallclock time may often exceed weeks or months. An example of such cases are studies involving particle-balance in the simulations [27, 28, 29] .
Exploring the advantages of the parareal algorithm in edge plasma simulations is different in many ways from previous applications. Fully developed turbulence simulations in the steady state where the statistical study of properties such as the probability distribution function, vorticity and velocity are relevant are dealt with in [9, 10] . [11] applies to burning plasma scenarios but the details of the physics of the edge involving impurities and neutral transport are not given significant importance. This work studies the application of the parareal algorithm to SOL simulations using the SOLPS-Eirene package [22] .
It is shown that if the algorithm is optimally applied, a speed-up of more than a factor of ten may be achieved for the cases studied here. The SOLPS-Eirene code package has been extensively used for existing tokamaks [22, 23, 29] as well as island divertor configurations [30, 31] and is also being used at ITER [29, 32] .
This application is significantly different from previous applications. The application to the SOLPS-Eirene package is unique and promising as it allows the possibility of applications to core-edge coupled codes for efficient simulations of ITER-like plasmas. The parareal implementation was performed using the IPS framework developed at ORNL, USA, as part of the SWIM project [33, 34] .
The framework allows the use of 'event-based parareal' [35] which significantly improves performance and is discussed in more detail in sections 2.3 and 3.3. This paper is organized as follows. Section 2 describes the parareal algorithm and the techniques employed for its application. Section 2.1 gives a brief summary of the model employed for the parareal application. The results are described in section 3 and the findings are summarized in section 4.
Parareal algorithm
With increasing demands for reducing wallclock time and improving the scaling of computational gains with cores on modern supercomputers, parallelization of simulations has gained tremendous importance. Spatial parallelization is a common approach although the technique often reaches saturation preventing optimum resource usage. Exploiting the time domain allows one to utilize more cores and further speed up the code. Temporal parallelization is non-intuitive as it apparently violates causality. However, a number of predictor-corrector approaches to achieve time-parallelization (PITA [36] , PFASST [37] , parareal [1] ) have been proposed which have garnered increasing attention in recent years.
The technique of the parareal algorithm has been discussed in detail in [1, 9] .
It involves dividing a time series into slices which are solved in parallel. This is illustrated in fig. 1 , where individual time slices may be considered as t 0 to t 1 , t 1 to t 2 , t 2 to t 3 and so on. Each individual time slice is solved in parallel by different processors represented by P0, P1, P2, etc in the figure. The algorithm requires a coarse predictor (G) which is computationally fast but gives only a coarse estimate of the solution. The fine (F) solver or the corrector is computationally slower but generates a solution with a higher accuracy. A parareal iteration is represented by k each of which comprises of a G and F run. The coarse solver is always applied serially across processors, while the fine computation is performed in parallel, leading to a computational speed-up. At k = 1, G is applied to give each processor an initial value. Then, F is applied to that (wrong) initial value in parallel across every time slice. At the start of each subsequent parareal iteration, k, the parareal correction is applied to the initial value across each processor (or time slice, i) and this correction is given by eq.1. 
The solution is then converged for time slice i if,
SOLPS-Eirene code package
The interactions between the plasma and the wall in tokamaks and other 
The parareal algorithm involves a coarse(G) and a fine(F)solver in each parareal iteration, k. After several iterations, the parareal solution approaches that achieved by serial computation.
divertors. The purpose of this paper was demonstrating the effectiveness of the parareal algorithm in simulations of two separate machines thus paving the way to broadening of the areas of application. In the SOL, the plasma may be treated as a fluid while the neutral particles may be simulated as Monte-Carlo histories.
The SOLPS (Scrape Off Layer Plasma Simulator) code package consists of the 2D multifluid transport code B2.5 coupled with a neutrals transport model. The B2.5 model is based on the Braginskii equations [38] in magnetically aligned curvilinear orthogonal coordinates. The set of equations include the continuity and momentum conservation equations for each ion species, current continuity equation and the energy balance equations for both ions and electrons, which are described in detail in [22, 39] . Electron density is determined via quasineutrality.
In the cases explored in this work, the E × B and diamagnetic drifts [40] are absent.
The transport of neutrals is modelled using the Eirene package [23] . Eirene uses Monte-Carlo treatment of neutral particle transport solving the Boltzman equation for distribution functions for neutrals. The kinetic model is detailed in physics and computationally robust but is expensive in terms of wall-clock time.
In fact, Eirene is often responsible for significantly slowing SOLPS simulations.
Coarse solvers for SOLPS
As has been discussed in [9, 10, 11] , a variety of choices may be employed to achieve shorter wallclock time accompanied by coarseness in the solution. However, the choice is certainly non trivial. A coarse solver that is computationally fast may actually deviate the solution very far away from the fine computation, which may lead to a high number of parareal iterations to achieve convergence or convergence may not be achieved at all. On the other hand, the solver may be relatively slower, but the solution may be corrected quickly to approach the fine solution requiring fewer parareal iterations. The condition of the 'coarseness' of the fast solver has been outlined in [1] , but it is almost impossible to translate that for a complex physics problem.
Two coarse solvers or G of the solution have been explored in this work for various implementations of the parareal algorithm to the SOLPS code package.
As already mentioned in section 2.1 the fine or F version of SOLPS utilizes B2.5 along with Eirene for calculating the neutral transport in the plasma.
Since Eirene is computationally expensive, replacing it by a fluid neutrals model simplifies the computation. As an example, the source term, S n in the continuity equation in its most general form given by eq.4 is computed differently in the two models.
The reduced model as well as the Monte-Carlo technique is discussed in detail in [22, 41, 42, 43] . Modifying the transport coefficients (and eventually boundary conditions) for the neutrals (and ion energy equation) to improve the coarse estimate reduced the number of parareal iterations required for convergence.
The results of using the neutral fluid model in place of Eirene are discussed in section 3.1. The second coarse solver is implemented using a coarse mesh yielding very interesting results. The technique of converting between coarse and fine grids is discussed in detail in [44] . Using a coarser mesh in space allows one to take bigger timestep sizes without violating the CFL condition. This technique is very useful in significantly speeding up the computation and the results are discussed in section 3.2. The two coarse solvers studied in this work are independently implemented. A combination of the two is likely to yield the most computational gain.
Event-based parareal with IPS framework
The parareal implementation of SOLPS was achieved using MPI parallelization via the IPS (Integrated Plasma Simulator) framework. The IPS framework written in Python [33, 34, 35] launches an event-based parareal application using MPI. In the traditional technique, for every parareal iteration k, all processors need to undergo 'mpi-wait' until computations for every time slice is completed for a given k. This significantly increases wall-clock time.
The 'event-based parallelism' makes optimum use of resources possible. Here, for any iteration k, if the coarse calculation has been completed for a time slice, i = α (say), the fine computation may be done on all time slices with i ≤ α, while the coarse calculation may be carried out simultaneously on slices i > α.
The positive impact of the event-based approach on the parareal gain and efficiency is discussed in section 3.3. Moreover, the IPS framework simplifies the implementation of the algorithm in comparison to a traditional MPI approach to any code. Unlike a standard MPI application which involves introducing significant changes to the original serial code, there was no rewriting of the underlying physics codes in case of the IPS framework.
Results
With the purpose of exploiting the parareal algorithm in edge plasma simulations, our studies involved two tokamaks with different geometries. MAST is a spherical tokamak with double null geometry as described in fig. 2 .The other machine used as a testbed for our simulations is DIII-D, which has a single x-point and hence single null geometry. Fig. 3 shows the fine mesh for SOLPS parareal simulations which is the same as the one used for serial computations.
The cases explored in this work had low density at the targets and the temperature of the plasma at the targets were (∼ 40eV ) in MAST [39] After eq.2 is applied to both these variables, convergence at a given iteration k is said to be achieved when the errors for both these variables are ≤ 5 × 10 −2 . The computational gain is calculated by comparing fine and coarse run times, given by t F and t P R respectively, over the same simulation length. So, computational gain is defined as This coarse predictor with simplified physics was used in simulations of MAST. Using the case of fig.5 as a coarse predictor, the fine solution may be recovered in much shorter wall-clock time using the parareal algorithm. With increasing parareal iterations, k, the solution approaches the value that is typically obtained using a serial computation with the fine solver (as in fig.4 ). The evolution of the parareal solution for the density at the separatrix (nesepm) across iterations is illustrated in fig.6 . iteration. This is illustrated in fig.8 where even after k = 11 parareal iterations, the relative error between k = 11 and k = 10 is not below 5E − 2.
It was also observed that an unlimited increase of the size of the timeslice solved per processor may negatively impact convergence. This is likely because the coarse solution is allowed to deviate very far from the fine solution which essentially violates the condition for parareal correction to rectify the solution as formulated in [1] . A similar behaviour with parareal simulations has been observed and studied in [9, 10] .
Coarse solver using reduced grid and bigger timesteps
Increasing the timesteps in the simulation allows faster computation but may 3.1 as a wider range of timeslices were allowed where parareal convergence was achievable.
Parareal gain with IPS framework
The IPS (Integrated Plasma Simulator) framework was used to carry out the parareal implementation in this work. This allowed an event-based approach which positively impacted the computational gain.
For a long time series divided into N slices using N processors, let t G be the time taken to perform the coarse(G) computation on a single time slice and let t F be the same for a fine computation on a single time slice as well. If at iteration k, n c slices have converged then n k = N − n c slices remain to perform a G and F calculation. In a traditional MPI implementation, with G being a serial process and F being performed in parallel, the wallclock time required per iteration k can then be stated as:
If K is the total number of iterations required for convergence of all N time slices, then summing across all iterations gives the total time for a tradional parareal implementation using MPI.
The computational gain for traditional implementation of the parareal algorithm using MPI may then be stated as:
The fact that the event-based approach significantly improves performance is illustrated in fig.14 where the plot for the event-based implementation using IPS (in red) is generated by actual simulation results discussed in section 3.1.
The other plot (in black) is a theoretical estimate using eq. (8) A reduced mesh for the coarse domain may be explored wherever applicable although limitations to their extent may be expected. Using reduced physics for the coarse model should be attempted with care, as has been done here, to ensure that the parareal correction at every iteration prevents the solution from deviating from the fine simulation.
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