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Abstract
Opportunistic Routing (OR) has been proposed to
improve the efficiency of unicast protocols in wireless
networks. In OR, in contrast to traditional routing,
instead of preselecting a single specific node to be the
next-hop forwarder, an ordered set of nodes (referred
to as candidates) is selected as the next-hop potential
forwarders. In this paper, we investigate how OR can
be used to improve multicast delivery. We propose
a new multicast routing protocol based on oppor-
tunistic routing for wireless mesh networks, named
Multicast Opportunistic Routing Protocol (MORP).
MORP opportunistically employs a set of forwarders
to send a packet toward all destinations. Each for-
warder is responsible for sending the packet to a sub-
set of destinations. Based on the candidates that
successfully receive the packet in each transmission,
MORP builds a tree on the fly. We compare our
proposal with two well known ODMRP and ADMR
multicast protocols. Our results demonstrate that
MORP outperforms ODMRP and ADMR, reducing
the number of data transmissions and increasing the
delivery ratio.
1 Introduction
Multi-hop wireless networks (MWNs) [1, 2] have be-
come a very active research field during the last
years. Routing in MWNs is more challenging than
in wired networks because of two fundamental differ-
ences. The first difference is the heterogeneous char-
acteristics of wireless links. As a consequence, there
can be significant differences in packet delivery prob-
abilities across the links of a MWN network. The
second difference is the broadcast nature of wireless
transmissions [3]. Unlike wired networks, where links
are typically point to point, when a node transmits
a packet in a wireless network the neighbors of the
intended destination node can overhear it.
Multicasting in wireless networks has been an ac-
tive area of research for quite a long time, and a
number of multicast routing protocols have been pro-
posed. On the other hand, Opportunistic Routing
(OR) has been investigated in recent years as a way
to increase the performance of wireless networks by
exploiting its broadcast nature. In this paper we in-
vestigate how OR can be used to improve multicast
delivery. We do so by proposing MORP, a new Multi-
cast Opportunistic Routing Protocol, and comparing
it with two well known multicast protocols proposed
in the literature.
Generally, multicast routing protocols can be
classified into three types based on the multicast
topology: tree-based, mesh-based and the hybrid-
based [4, 5]. The tree-based multicast protocols
(like [6, 7, 8, 9]), establish a single path between
any two nodes in the multicast group, whereas for
mesh-based multicast protocols (like [10, 11]), pack-
ets are distributed along mesh structures that are a
set of interconnected nodes and multiple paths may
exist between a source-destination pair. The mesh
based protocols outperform tree-based ones in terms
of robustness, but in an other hand, mesh based pro-
tocols suffer from a considerable amount of duplicate
packets. Hybrid-based multicast routing protocols
combine the advantages of both tree and mesh-based
approaches [12, 13]. However, these three types of
multicast protocols do not fully take advantage of
the spatial characteristic of wireless communications.
When a packet is transmitted, it is possible that some
nodes in the neighbor nodes receive the packet while
the designated next-hop does not. While there are
some attempts to achieve a high performance in wire-
less multicast routing, the research field is still open.
Opportunistic Routing (OR), also referred to as
diversity forwarding [14], cooperative forwarding [15]
or any-path routing [16, 17], has recently been pro-
posed as a way to increase the performance of unicast
in multi-hop wireless networks by taking advantage of
its broadcast nature. It improves the throughput and
the transmission reliability in the face of unreliable
wireless links [18]. In OR, in contrast to traditional
routing, instead of preselecting a single specific node
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to be the next-hop forwarder, an ordered set of nodes
(referred to as candidates) is selected as the next-hop
potential forwarders. More specifically, when the cur-
rent node transmits a packet, all the candidates that
receive the packet successfully will coordinate with
each other to determine which one would actually
forward the packet according to some criteria, while
the other nodes will simply discard the packet.
By using OR if a certain wireless forwarder fails
or moves out of the radio range during the transmis-
sion, other possible paths may be used. As a result,
OR can better cope with lossy, unreliable and time
varying link quality. It can significantly reduce the
number of transmissions necessary to deliver a packet
to the destination and greatly increases the transmis-
sion reliability and the network throughput by tak-
ing advantage of the broadcast nature of the wireless
medium.
Previous researches have shown that OR can sig-
nificantly reduce the expected number of transmis-
sions to deliver a packet to a particular destination.
It is therefore tempting to adopt OR to improve the
efficiency of wireless multicast. The main challenge
in adapting of OR with multicast is how to share
the opportunistic forwarders paths between multiple
destinations. In OR algorithms for unicast protocols,
since a packet is addressed to only one destination,
upon transmitting a packet, only one of the candi-
dates receiving it would actually forward the packet.
On the other hand, since there are more than one des-
tination in the multicast protocols, using OR might
cause that more than one candidate has to forward
the packet to reach all the destinations. Another
challenge of using OR in multicast, in contrast to
unicast, is that the selected candidates might have
to forward the packets toward more than one desti-
nation.
This paper presents a new multicast routing pro-
tocol that we call Multicast Opportunistic Routing
Protocol, MORP. Unlike traditional multicast proto-
cols, there is no designated next-hop forwarder for
each destination in our protocol, thus the delivery
ratio is maximized by taking advantage of spacial
diversity. MORP uses three-way-handshaking ap-
proach to transmit the data packet. The basic idea
of MORP is as follow: when a source node wants to
transmit a data packet, it creates its candidates set
and include it into the packet. The candidates which
successfully receive the packet send an acknowledg-
ment. Then, the sender selects some candidates, and
towards which destinations they have to forward the
packet. This information is sent to the candidates,
which repeat the algorithm until reaching all desti-
nations of the multicast group. Compared with the
traditional multicast protocols, our protocol does not
build a complete tree or mesh before the transmis-
sions starts. Instead, MORP builds a tree on the fly,
depending on the candidates that successfully receive
the packet in each transmission.
We compare MORP with two well known proto-
cols: ODMRP multicast mesh protocol [19, 10] and
ADMR multicast tree protocol [8, 20]. An additional
reason to choose these protocols for comparison is
that ODMRP is implemented in the simulation tool
used to obtain numerical results (GloMoSim [21]).
The source code of ADMR for GloMoSim was kindly
provided by the authors in [20].
In summary, the main contributions of this paper
are:
• We investigate the advantages of using OR to
support multicast by proposing MORP.
• In contrast to the most of previous works
which used the two-ray ground or some simple
loss propagation models, we use the shadow-
ing propagation model for the packet loss of all
algorithms under study.
• Our main conclusion is that OR can be an ef-
fective mechanism to achieve reliable multicast
delivery in wireless mesh networks.
The rest of this paper is organized as follows.
We briefly review the related work on multicast and
OR in Section 2. MORP description is presented
in Sections 3 and 4. Section 5 and 6 briefly de-
scribe ODMRP and ADMR, respectively. Section 7
explains the evaluation methodology. MORP’s per-
formance is evaluated in Section 8 and concluding
remarks are given in Section 9.
2 Related work
2.1 Multicast Routing
Multicast routing protocols come into play when a
host needs to send the same message or data stream
to multiple destinations. Due to the unique char-
acteristics of the wireless networks such as limited
resources and unreliable channels, traditional multi-
cast protocols in the wired networks do not perform
well in wireless, and new protocols have been pro-
posed. One of the most popular methods to classify
multicast routing protocols is based on how distri-
bution paths among group members are constructed.
According to this method, existing multicast routing
approaches can be classified into tree-based, mesh-
based and hybrid protocols [4, 22, 5].
In the tree-based protocols only a single short-
est path must be established between source-receiver
pair, therefore the multicast tree is composed of a
unique path from the multicast source to each of the
multicast receivers.
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Tree-based proposals are also divided into two
sub-categories: source-based tree and shared-based
tree approaches. A source-based tree maintains an
individual route towards all the multicast receivers
for each multicast group. Some source-based mul-
ticast protocols are Differential Destination Multi-
cast (DDM) [23], Preferred Link Based Multicast
(PLBM) [24], Adaptive Demand-driven Multicast
Routing [8] and probabilistically reliable on-demand
(PROD) [9].
Since the construction of a separate tree for each
source is costly, some tree-based multicast protocols
use a shared-based (core-based) tree to distribute the
multicast messages. In shared-based tree a single tree
is constructed to support the whole groups. Since the
shared-based multicast tree only permits the multi-
cast traffic to be sent out from the root to the multi-
cast receivers, each multicast source must forward its
multicast traffic to the root initially. Multicast traf-
fic of each source is then forwarded along the shared
tree. Ad-hoc Multicast Routing utilizing Increas-
ing ID numbers (AMRIS) [25], Multicast Ad-hoc
On-demand Distance Vector routing (MAODV) [26],
Multicast Zone Routing (MZRP) [27] and Adaptive
Core based Multicast routing (ACMP) [28] are some
popular shared-based tree multicast routing proto-
cols.
The main advantage of a tree as the underlying
forwarding structure is that the number of forwarding
nodes tends to be reduced. However, they generally
suffer from fragile tree structure [22]. Besides the pre-
vious problem, source-based tree proposals also suffer
from large memory space requirements and wasteful
usage of limited bandwidth because each source con-
structs its own tree. But, it performs better than
shared-based tree proposals at heavy loads due to ef-
ficient distribution of trees. Although shared-based
tree proposals are more scalable, they have the vul-
nerability of the single core problem [29].
In a mesh-based multicast routing protocol,
multiple routes may exist between any pair of source
and destination, which is intended to enrich the
connectivity among group members. The major
difference between the tree-based and mesh-based
protocols lies in the manner in which a multicast
message is relayed. In tree-based protocols, each
intermediate node on the tree has a well-defined list
of the next-hop nodes for a specific multicast session.
It will send a copy of the received multicast message
to only the neighboring nodes on its next-hop list.
In mesh-based protocols, each node on the mesh will
broadcast the message upon its first reception of the
message. Mesh-based multicast routing protocols
generally are robust due to the penalty of multiple
paths between different nodes. But many of these
proposals suffer from excessive control overhead
which will affect on scalability and utilization
of limited bandwidth. Examples of mesh based
multicast routing protocols include On-Demand
Multicast Routing (ODMRP) [19, 10] and its
variations (PatchODMRP [30], PoolODMRP [31],
PDAODMRP [32], EnhancedODMRP [33], Resilient
ODMRP [34] and limited flooding ODMRP [35]),
Forwarding Group Multicast Core-Assisted
Mesh (CAMP) [36], Clustered Group Multi-
cast (CGM) [37], Neighbor-Supporting Multicast
(NSMP) [38], Dynamic Core based Multicast rout-
ing (DCMP) [39] and link stability based multicast
routing in MANETs (LSMRM) [40].
Hybrid multicast routing protocols combine the
advantages of both tree-based and mesh-based mul-
ticast approaches, i.e., the robustness of the mesh-
based multicast routing protocols and low over-
head of tree-based protocols. Therefore, the hy-
brid multicast routing protocols are able to ad-
dress both efficiency and robustness issues. Multi-
cast Core-Extraction Distributed Ad Hoc Routing
(MCEDAR) [41], Ad-hoc Multicast Routing (AM-
Route) [7] and Efficient Hybrid Multicast Routing
(EHMRP) [12] are some well-known hybrid multicast
routing protocols.
2.2 Opportunistic Routing
The majority of previous studies in opportunistic
routing do not use it for multicast routing, and most
of them are devoted to the selection of the candidates,
the way of acknowledging packet reception and how
to prevent, or at least reduce, duplicate transmis-
sions.
Biswas and Morris proposed ExOR [42, 18], one
of the firsts and most referenced OR protocols. The
selection of candidates in ExOR is based on the
Expected Transmission Count (ETX) [43] metric.
In [44], Zhong et al. proposed a new metric –expected
any-path transmission (EAX)– that generalizes ETX
to an OR framework. They analyzed the efficacy of
OR by using this metric and did a comparison using
link-level measurements at MIT Roofnet project [45].
In [17, 16] a distributed algorithm for computing min-
imum cost opportunistic routes is presented. The au-
thors also alert about the risk of using too many relay
candidates. In [46] the key problem of how to opti-
mally select the forwarder list is addressed, and an
optimal algorithm that minimizes the expected total
number of transmissions is developed. In [47] dif-
ferent OR candidate selection algorithms have been
compared.
One of the important issues of opportunistic rout-
ing is the coordination between candidates in or-
der to prevent duplicate transmissions. Different co-
ordination schemes have been proposed which nor-
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mally rely on establishing some priority order and
exchanging state information between candidates.
In [14] coordination is achieved by means of a four-
way-handshaking: the candidates receiving the data
packet send back an acknowledgment to the sender.
Based on the acknowledgments, the sender sends a
forwarding order to the best candidate, which is also
acknowledged. The coordination used in MORP fol-
lows a similar approach. In [42], an acknowledgment
based scheme as the one used in traditional 802.11
is employed. This scheme requires each candidate
which has received the data packet to broadcast an
ACK in different time slots according to its prior-
ity. All the candidates listen to all ACKs before de-
ciding whether to forward the data packet. Other
approaches combine OR with network coding, pro-
viding an elegant method for candidate coordina-
tion [48, 49, 50, 51]. However, using network cod-
ing with OR may lead to a high number of potential
forwarders sending coded packets, and thus, result-
ing in redundant transmissions. There exists a trade-
off between transmitting a sufficient number of coded
packets to guarantee that the destination has enough
coded packets to reconstruct the native packets, and
avoiding to inject in the network unnecessary pack-
ets [49].
There are some papers which propose analyti-
cal models to study the performance of OR. Bac-
celli et al. [52] used simulations to show that OR
protocols significantly improve the performance of
multihop wireless networks compared to the short-
est path routing algorithms, and elaborated a math-
ematical framework to prove some of the observa-
tions obtained by the simulations. In [53] an analyt-
ical approach for studying OR in wireless multi-hop
networks have been proposed. They used lognormal
shadowing and Rayleigh fading models for packet re-
ception. In their model they assume that the nodes
are uniformly distributed over the plane. The au-
thors did not consider any specific candidate selection
algorithm, but simply compute the expected progress
of the packet transmissions based on the probabil-
ity of any node in the progressing region successfully
receives the packet. The authors of [54] proposed
an utility-based model for opportunistic routing and
claimed that for the optimal solution it is necessary
to search all loop-free routes from the source to the
destination. They proposed both optimal and heuris-
tic solutions for selecting the candidates according to
their utility function. In [55] an algebraic approach
is applied to study the interaction of OR algorithms
and routing metrics. Zubow et al. in [56] claimed
that shadow fading losses for spatially close candi-
dates are not independent from each other, unlike
commonly assumed. They presented measurements
obtained from an indoor testbed and concluded that
correlations can not be neglected if nodes are sepa-
rated by less than 2 m. In [57, 58] a Markov model
to assess the improvement that may be achieved us-
ing opportunistic routing was proposed. At the same
time, Li and Zhang published an analytical frame-
work to estimate the transmission costs of packet for-
warding in wireless networks [59]. Both approaches
are similar in their formulation, although differ in the
way the model is solved: our model leads to a dis-
crete phase-type distribution, while in [59] transmis-
sion costs are computed using spectral graph theory.
In [60], the issue of optimal candidates set selection
in the OR has been addressed. They provide an an-
alytical framework to model the problem of selecting
the optimal candidates set for both the constrained
(limited number of candidates) and unconstrained
(unlimited number of candidates) candidates set se-
lection. They proposed two algorithms for optimal
candidates set selection, one for the constrained and
one for the unconstrained case. Finally, in [61] some
equations that yield the distances of the candidates
in OR such that the per transmission progress to-
wards the destination is maximized have been de-
rived. There, we have proposed a lower bound to the
expected number of transmissions needed to send a
packet using OR.
There are few works that have been made to
adapt OR in multicast. MORE [50] is a MAC inde-
pendent protocol that uses both the idea of OR and
network coding. It avoids duplicate transmissions
by randomly mixing packets before forwarding. The
sender creates a linear combinations of packets and
broadcasts the resulting packet after adding a MORE
header containing the candidates set. Each receiving
node discards the packet if it is not linearly indepen-
dent from the other packets received before, or if its
ID does not appear in the candidate list. Otherwise,
it linearly combines the received coded packets and
rebroadcasts the new packet. In [62] the source first
creates the shortest path tree to reach all destinations
based on the ETX of each link. Then the nodes not
only receive packets from their father in the tree, but
also can overhear packets from its sibling nodes. It
uses random linear network coding to improve mul-
ticast efficiency and simplify node coordination. The
authors in [63] used a Steiner tree based on ETX and
sent data packets through the links using OR. Their
protocol constrains the nodes involved in routing a
packet to be near the default multicast tree. The av-
erage EAX of each candidate to reach a sub-group of
destinations is used as the cost of reaching to multiple
destinations. The authors in [64] proposed a Multi-
cast OR (MOR) algorithm. It opportunistically em-
ploys a set of forwarders to push a packet closer to all
receivers round-by-round. They proposed a new met-
ric –expect transmission advancement (ETA)– which
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is the expected number of OR transmissions achieved
after one transmission from a source node toward
the destination using the candidates set of source.
Based on packet receptions at the end of each round,
a new forwarder set is constructed to maximize the
expect transmission advancement towards all desti-
nations. They developed an event-driven simulator
to measure the performance of their proposal. For
the propagation model they used a simple packet loss
which is only related to the geographic distance be-
tween two nodes. They believe that implementing of
MOR using packet-level simulators is not straightfor-
ward. The recent work from [65] proposes an overlay
multicast to adapt OR in wireless network. They
construct a minimum overlay Steiner tree, and map
it into unicast OR relay path connecting the source
with all destinations. They employed unicast OR on
each link of the tree. Their protocol does not exploit
opportunistic receptions cross different links in the
tree.
MORP differentiate from these proposals by the
candidate selection and the coordination mecha-
nism between candidates. MORP uses a three-way-
handshaking where the sending node selects the can-
didates, and towards which destinations they have to
forward the packet. By doing this, MORP aims to
achieve a high delivery ratio with a low number of
data packet transmissions.
3 Multicast Opportunistic Rout-
ing Protocol (MORP)
In this section we propose a new multicast routing
protocol that we call Multicast Opportunistic Routing
Protocol, MORP. In the following we first introduce
the network model and notation used in the descrip-
tion of MORP, then we describe the protocol and its
components.
3.1 Network Model
We consider a network of N static wireless nodes,
including 1 source node s and a destinations set D
with k < N destinations D = {d1, d2, ..., dk}.
Denote Ci,djncand = {c1, c2, · · · , cncand} as the candi-
dates set of node i with at most ncand candidates to
reach a destination dj using unicast OR (c1 the high-
est priority candidate, and cncand the least one). In
this paper we have used ncand = 2 and 10. From this
point forward we shall call Ci,dj2 and Ci,dj10 the “small
candidates set” and “large candidates set” of node i
to reach destination dj , respectively. Each node in
the network must compute these candidates sets us-
ing one of the candidates selection algorithms that
have been proposed in the literature for unicast OR,
like ExOR [42]. All this information (small and large
candidates sets) is stored in a Candidate-Table.
We define the Multicast Candidates Set of a
source node s, denoted by Cs,D, as a set of candidates
that allows reaching all destinations in D. MORP
computes this set as the union of the small candi-
dates sets of all destinations in D:
Cs,D =
⋃
dj∈D
Cs,dj2 (1)
Equation (1) uses the small candidates sets instead
of the large candidates set in order to maintain the
cardinality of Cs,D as small as possible. The reason
is that the lower is the cardinality of Cs,D, the less
nodes are involved in the packet delivery, and thus,
the lower is the signaling overhead.
MORP also uses a sequence number to distin-
guish each data packet created by the multicast
source. We shall refer as ID the node identifier used
by MORP.
3.2 Description of MORP
Each time the source s wants to transmit a packet,
the following three-way-handshaking is carried out:
First the source inserts its Multicast Candidates Set
in the data packet and transmits it. The node also
stores the packet in a Message-Cache table to retrans-
mit it later, if it is necessary.
Each node which successfully receives the data
packet checks if its ID is included in the packet’s
header. If so, it stores the data packet in its buffer
and sends back an acknowledgment (ACK), other-
wise it simply discards the packet. Note that a node
may receive a packet with the same sequence number
from different neighbor nodes. In this case the node
does not consider the packet as duplicated, and will
process it.
Upon receiving the ACKs from the candidates,
the source stores candidates’ IDs in an Ack-Table.
After a period of time (TACK) the source checks if it
received ACKs from enough candidates to reach all
destinations in D. If there are not enough ACKs, it
retransmits the packet which is stored in its Message-
Cache. This is done up to a maximum number of re-
transmissions (MAXReTx). Then, according to the
candidates which successfully received the packet,
the sender selects the candidates responsible to for-
ward the packet, and to which destinations. We
shall refer these nodes and their destinations as the
Forwarding-Set and Bind-Destinations, respectively,
and denote them as F and Di, i ∈ F . If none of
the destinations are reached, the sets Di, i ∈ F are
disjoint and their union is D. Otherwise their union
is D \ di, di ∈ {Destinations receiving the packet}.
Note that we can consider the source node s as the
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initial Forwarding-Set, with Bind-Destinations equal
to the multicast destinations set, i.e. Ds = D. The
algorithm to compute the Forwarding-Set and Bind-
Destinations is explained in the following section.
Then the source s builds a control packet with
the Forwarding-Set and its Bind-Destinations, and
broadcast it. We shall refer to this packet as the
Forwarding-Packet. Each node i that receives the
Forwarding-Packet and its ID is included in it, must
forward the packet following the same rules as the
source, except that its Bind-Destinations, Di, indi-
cated in the Forwarding-Packet will be used instead
of D. This process will be continued until the for-
warding nodes directly deliver the packet to their
Bind-Destinations.
3.3 Forwarding Set
As explained in the previous section, upon re-
ceiving the candidates’ ACKs, the node must se-
lect the Forwarding-Set and its Bind-Destinations.
In this section we describe the algorithm used by
MORP to select these sets (Forwarding-Set and Bind-
Destinations). We classify the candidates which sent
back the acknowledgment and the destinations in the
four following sets:
Definition 1 Non-Redundant-Destinations-Set
(NRDestSet): is the set of destinations reachable
by only one candidate. I.e. for each destination
dj ∈ NRDestSet there is only one candidate ci in the
Ack-Table which is able to reach dj. Additionally,
we shall refer to the set of such candidates as the
Non-Redundant-Candidates-Set (NRCandSet).
Definition 2 Redundant-Destinations-Set (RDest-
Set): is the set of destinations dk reachable by at
least two candidates, e.g., ci and cj. We shall re-
fer to the set of such candidates as the Redundant-
Candidates-Set (RCandSet). So, if a candidate, e.g.,
ci, is removed from the RCandSet, then there is, at
least, another candidate in RCandSet which is able
to reach any destination dk ∈ RDestSet.
Note that the destination sets NRDestSet and
RDestSet are disjoint. However, this might not be
true for the candidates sets NRCandSet and RCand-
Set.
To create the non-redundant and redundant sets
of candidates and destinations, node s uses its large
candidate set, Cs,dj10 , dj ∈ D, defined in section 3.1.
Here, the large candidates set is used instead of the
small one in order to increase the chance of reaching
all destinations with the minimum number of candi-
dates. For example, it may happen that a candidate
ci does not appear in the small candidates set to reach
Algorithm 1 Computation of the Forwarding-
Set and its Bind-Destinations by node s.
Require: Ds, Bind-Destinations of node s.
1: Find RCandSet, RDestSet, NRCandSet and
NRDestSet
2: for all dj ∈ NRDestSet do
3: c← ci ∈ NRCandSet and ci ∈ Cs,dj10
4: Add c to the Forwarding-Set
5: Add dj as the Bind-Destinations of c
6: end for
7: S ← RCandSet
8: while TRUE do
9: C ← CostFunc(S)
10: R ← arg min
T =S\ci
CostFunc(T )
11: C ′ ← CostFunc(R)
12: if (C ′ − C)/C > Threshold then
13: break
14: else
15: S ← R
16: end if
17: end while
18: for all dj ∈ RDestSet do
19: c← arg min
ci∈S & ci∈Cs,dj10
ETX(ci, dj)
20: Add c to the Forwarding-Set
21: Add dj as the Bind-Destinations of c
22: end for
destination dj , ci /∈ Cs,dj2 , but it is in the small can-
didate set of another destination dk, ci ∈ Cs,dk2 . If ci
receives the packet and appears in the large candi-
date set of dj (ci ∈ Cs,dj10 ), then node s can also use
ci to reach destination dj .
Algorithm 1 shows the pseudocode used by a
node to compute the Forwarding-Set and its Bind-
Destinations. The general aim of algorithm 1 is
to select few and good candidates to reach all des-
tinations such that the expected number of trans-
missions is minimized. The algorithm works as fol-
lows: First node s creates the Non-Redundant-Set
and Redundant-Set for both candidates and des-
tinations (NRCandSet, NRDestSet, RCandSet and
RDestSet). For each destination dj ∈ NRDestSet
the algorithm assigns the only possible candidate
ci ∈ NRCandSet (lines 2-6). Recall that NRDest-
Set is the set of destinations dj reachable by only one
candidate. Therefore for each destination in the Non-
Redundant-Destinations-Set there is only one pos-
sible choice from Non-Redundant-Candidates-Set to
add to the Forwarding-Set.
Then the algorithm chooses the candidates from
RCandSet to reach the destinations in the RDest-
Set. For these destinations there are multiple choices
of candidates. The optimum choice would mini-
mize the expected number of transmissions to reach
all destinations. However, even for a single desti-
nation, computing the expected number of trans-
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missions is an equation with a high computational
cost (see e.g. [16]). For multiple destinations there
has not been proposed any exact equation to com-
pute the expected number of transmissions, and in
any case, the computational cost would be extremely
high. Additionally, in [61] was shown that the per-
formance results are not very sensitive to the selec-
tion of best candidates. Therefore, MORP builds
the Forwarding-Set using the following simple cost
function as an estimation of the expected number of
transmissions to reach all destinations in RDestSet,
using the candidates in the set S:
CostFunc(S) =
∑
dj∈RDestSet
min
ci∈S
ETX(ci, dj) (2)
where ETX(ci, dj) is the expected transmissions
count [43] from candidate ci to the destination dj .
Note that equation 2 gives the expected number of
transmissions that would be obtained using unicast
delivery to each destination, choosing the candidate
in S that is closest to each destination in RDestSet.
Therefore, this will be an upper-bound to the ex-
pected number of transmissions obtained using OR.
Lines 8-22 of algorithm 1 show the selection of
the candidates for the destinations in RDestSet. In
each iteration of the while-loop, the algorithm runs
an exhaustive search over all possible subsets of the
set S by removing one candidate. The algorithm
uses equation (2) to choose the subset having the
minimum cost (line 10). If the difference between
the cost of new set (C ′) and the previous one (C)
to reach the Redundant-Destinations-Set is not very
large (e.g., Threshold=1), the algorithm will continue
with the new set to eliminate more candidates.
The output of the while-loop of lines 8-17 is a re-
duced set of candidates able to reach all destinations
in RDestSet. In order to assign the Bind-Destinations
to these candidates, it is used the minimum ETX
(lines 18-22).
3.4 Candidate Coordination and Data
forwarding
After running algorithm 1, the source puts the
Forwarding-Set and its Bind-Destinations in the
Forwarding-Packet and broadcasts it. Each node i
receiving the Forwarding-Packet having its ID in the
Forwarding-Set will forward the data packet stored
in its buffer to its Bind-Destinations. The candidates
with IDs not included in the Forwarding-Packet will
simply discard the packet. This process will be con-
tinued until the forwarding nodes directly deliver the
data packet to their Bind-Destinations.
3.5 Data Structures
This section summarizes the data structures that
nodes running MORP are required to maintain:
• Candidate-Table: It is created before the trans-
mission starts and stores the candidates sets
to reach each destination. Each entry in the
Candidate-Table is the destination ID, the mul-
ticast group address and the list of candidates
to reach the destination. Recall that we have
used two different maximum number of candi-
dates to form the small and large candidates
sets. Therefore, in each node there are two
Candidate-Tables.
• Ack-Table: It stores the ID of the candidates
from which ACK packets have been received.
Each entry of this table consists of the ID of the
candidate, the sequence number of the packet
which has been received and acknowledged, and
the multicast group address of the packet.
• Bind-Destinations-Table: When a node for-
wards the data packet it stores its Bind-
Destinations. This information will be used
when the ACKs are received and the node
wants to decide to which destination each can-
didate should forward the packet. Indeed,
Bind-Destinations-Table of node i stores its
Bind-Destinations, Di, for each packet, until
the corresponding Forwarding-Packet is sent.
• Message-Cache: The Message-Cache is main-
tained by each node to prevent duplicated pack-
ets. It is also used to retransmit a packet
which is not acknowledged by enough candi-
dates. When a node forwards a data packet, it
stores the source ID, the multicast group ad-
dress and the sequence number of the packet.
An age timer is used to remove old entries.
3.6 An Example of MORP
We finish the description of MORP by means of
a simple example. Consider the network topology
shown in Figure 1. Assume that the delivery proba-
bility is a function of the distance between the nodes
shown in the figure. The source node is s and the
destinations set is D = {d1, d2, d3, d4}. An unicast
OR candidates selection algorithm (e.g. ExOR) is
used by all nodes to compute the small and large
candidates sets. Table 1 shows these sets for node
s. In each row, candidates are ordered in descending
priority from left to right.
When s wants to send a packet, it puts its mul-
ticast candidates set (see equation (1)), which is
Cs,D = {a, b, c, d3, d4, f} in the data packet and sends
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Figure 1: Example of MORP.
it. The source sets the timer TACK and waits for
the ACKs from the candidates that have received the
packet successfully. Assume that only the candidates
a, b and d3 receive the data and send back an ACK
to the source.
When s receives ACK from a, b and d3, it stores
their ID in its Ack-Table. After TACK expires in node
s, it runs the algorithm 1 to find the candidate which
should forward the packet. Since one destination, d3,
has received the packet, node s looks for the candi-
dates to reach destinations d1, d2 and d4. First, it
finds the non-redundant and redundant sets of can-
didates and destinations. As we mentioned in sec-
tion 3.3, the algorithm 1 uses the large candidates
set to create the non-redundant and redundant sets.
The only candidate which has received the packet
and can reach the destination d4 is d3 (see large can-
didate set in Table 1). Therefore the Non-Redundant-
Destinations-Set (NRDestSet) is {d4}, and the can-
didate d3 will be added to the Forwarding-Set with
destination d4 as its Bind-Destination.
Table 1: Small and large candidates sets of s
(a) Small and large
candidates sets
dest. small large
d1 b c a b c e f
d2 b a b a c e f
d3 d3 f d3 c e f
d4 d4 f d4 f d3 e
(b) ETX Table
node d1 d2
a 4.3 4.1
b 4.8 3.8
The benefit of considering the large candidates
set instead of small candidates set becomes appar-
ent for destination d4. If the algorithm would have
just considered the small candidates sets, since none
of the candidates d4 and f received the packet, the
destination d4 would be considered unreachable, and
s would retransmit the data packet.
To reach destinations d1 and d2 there are two
candidates a and b which received the data packet.
Therefore, the Redundant-Destinations-Set (RDest-
Set) and Redundant-Candidates-Set (RCandSet) are
{d1, d2} and {a, b}, respectively.
In the first iteration of the while-loop of algo-
rithm 1, the cost of reaching RDestSet = {d1, d2}
using S = {a, b} is estimated as: C = ETX(a, d1) +
ETX(b, d2) = 8.1 (see equation 2). Then it reduces
the number of candidates in the RCandSet and uses
formula 2 again to find the set with the minimum
cost (line 10 in algorithm 1). This is given by the
set R = {a} with cost C ′ = 8.4. Since the rela-
tive difference between new cost and the previous one
(C = 8.1) is small, the algorithm takes the new set
S = {a}. Then the while-loop finishes.
Thus, the final Forwarding-Set is F = {a, d3}
with Bind-Destinations Da = {d1, d2} and Dd3 =
{d4}. Node s will put these sets in the Forwarding-
Packet and send it. Upon receiving the Forwarding-
Packet, a and d3 will know that they must forward
the packet to {d1, d2} and {d4}, respectively, and will
repeat the forwarding process for these destinations.
Note that as the data packets approach the des-
tinations, the size of the Bind-Destinations sets will
be decreased or remain unchanged. Thus, it is like
MORP builds a tree on the fly, depending on the
candidates that successfully receive the data packet
in each transmission.
4 Implementation of MORP
As explained in section 3.1, MORP computes the
candidates sets using one of the candidates selection
algorithms that have been proposed in the literature
for unicast OR. To do so, the nodes need to be aware
of the network topology and the delivery probability
of the wireless links. This information can be gath-
ered in different ways. One possible implementation
could be the method described in ExOR [18], where
nodes collects measurements and send them to a cen-
tral server which distributes the required informa-
tion to all nodes. Distributed algorithms similar to
the topology discovery mechanism used by OLSR [66]
would also be possible.
MORP could be implemented at link or network
layer. A link layer implementation would permit
the design of an efficient signaling protocol. For in-
stance, the three-way-handshaking used by MORP
(see section 3.2) could be implemented using a modi-
fied 802.11 MAC as shown in Figure 2. In this figure
the Multicast Candidates Set consists of the nodes
{a, b, c}. The candidates send back an ACK which
is immediately followed by the Forwarding-Packet.
A similar proposal to send the ACKs was proposed
in [42].
A network layer implementation would allow us-
ing current off-the-shelf 802.11 network cards. In this
case ACKs and Forwarding-Packets would be sent us-
ing unicast 802.11 data frames, thus, increasing the
overhead and delays of the three-way-handshaking
used by MORP. Nevertheless, for the sake of investi-
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Figure 2: Three-way-handshaking of MORP using a
modified 802.11 MAC.
gating the feasibility to implement MORP with cur-
rent hardware, in the numerical results presented in
section 8 we have assumed a network layer implemen-
tation using standard 802.11 cards.
5 Summary of the ODMRP Pro-
tocol
The On Demand Multicast Routing Protocol
(ODMRP) is a mesh based multicast protocol where
group membership and multicast routes are estab-
lished and updated by the source on demand [10, 29,
67]. It introduces the concept of forwarding groups.
A multicast source will transmit packets to the des-
tinations via the forwarding group. The forwarding
group is a set of nodes in charge of forwarding mul-
ticast packets. When a multicast source has data
packets to send, but there is no route to the multi-
cast group, it broadcasts a Join-Query control packet
to the entire network. This control packet is period-
ically sent every REFRESH INTERVAL, e.g., every
3 seconds to refresh the membership information and
update routes. When a node receives a non-duplicate
Join-Query, it stores the upstream node ID and re-
broadcasts the packet.
When the Join-Query packet reaches a multicast
destination, it creates and broadcasts a Join-Table
to its neighbors. This packet is forwarded along the
shortest path back to the multicast source that origi-
nated the Join-Query. When a node receives a Join-
Table, it checks if its ID matches with the ID of the
next node of one of the entries in the Join-Table. If it
matches, the node realizes that it is on the path to the
source, and thus, is part of forwarding group. Then
it sets the forwarding flag FG-Flag and broadcasts
its own Join-Table. The Join-Table is propagated by
each forwarding group member until it reaches the
multicast source. The FG-Flag of forwarding nodes
expires after a multiple of the interval between suc-
cessive Join-Query floods.
When a node receives a data packet, it forwards
the packet only when it is non-duplicated, and the
FG-Flag for the multicast group of this node has not
expired. Note that a multicast destination can also
be a forwarding group node if it is on the path be-
tween a multicast source and another destination.
These procedures allow for redundant forwarding
to each receiver, increasing the packet delivery ratio
of the protocol: if a packet is dropped on one path
as a result of collision or a link break, the receiver
can receive it along another path. The benefit of this
redundancy comes at the cost of additional overhead
and additional load on the network.
6 Summary of the ADMR Proto-
col
Adaptive Demand-Driven Multicast Routing
(ADMR) [8, 68] protocol is an on demand protocol
like ODMRP. It creates a source-based forwarding
tree connecting the source with the destinations
of the multicast group. Each multicast packet
is dynamically forwarded from the source along
the shortest delay path through the tree to the
destinations of the multicast group. In ADMR,
packet forwarding is based on two types of flooding:
tree flood and network flood. In the tree flooding the
packets are constrained to the nodes in the multicast
tree, while network flooding is the flooding among
all nodes in the network. Note that the tree flooding
in ADMR is similar to the forwarding group concept
in ODMRP.
When a source has packet to send, but no routing
state yet exists for this sender and group, it floods a
packet called Source Information to all nodes in the
network using network flood. Each node in the net-
work that receives this packet, forwards it unless it
has already forwarded a copy of it. In addition, the
node records in its Node-Table the ID of the node
from which it received the packet. When this packet
reaches a multicast destination, it creates a reply
packet called Receiver Join packet back toward the
source. The Receiver Join packet is sent automati-
cally along the shortest path traversed by the flood
back towards the source. Each node that forwards
the Receiver Join creates a forwarding entry in its
Membership-Table, indicating that it is a forwarder
for this sender and group.
When a destination wants to join a group, the
node checks its Membership-Table to determine if it
is already connected to the group. If it is not, it
sends a Multicast Solicitation packet as a network
flood. Each node in the network forwards the Multi-
cast Solicitation. In this case, if a node receiving the
Multicast Solicitation already belongs to the group, it
will unicast the Multicast Solicitation only to the pre-
vious hop address. Therefore, the packet follows the
multicast tree towards the source, speeding up and
decreasing the overhead of the receiver join. When
the source receives the Multicast Solicitation packet,
the source replies to the Multicast Solicitation to ad-
vertise to the destination its existence as a sender for
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the group.
ADMR sends Keep-Alive messages to maintain
the existing forwarding state for the multicast tree.
The absence of data packets and Keep-Alive messages
within a certain period of time is an indication of
forwarding tree disconnection. Firstly, a local repair
procedure is performed to reconnect the tree; if it
fails a global reconnect procedure is used.
7 Evaluation Methodology
To evaluate the performance of MORP we compare
it with ODMRP and ADMR, which have been shown
to perform well in previous studies. The simulation
code has been implemented within the Global Mo-
bile Simulation (GloMoSim) library [21]. The num-
ber of multicast groups and sources is set to one in all
scenarios. Members join the multicast group at the
start of the simulation and remain throughout the
simulation. The simulation field consists of a square
with diagonal equal to 500 m. We have run sim-
ulations varying the number of nodes in the range
20 ≤ N ≤ 100. One node is the source, and it is
located in a square corner, the others are placed ran-
domly inside the square. The destinations of the mul-
ticast group are chosen randomly among the nodes
inside the square. Each simulation runs for 300 sec-
onds of simulation time. Each point in our perfor-
mance graphs represents the average of 20 simulation
runs. For this number of runs we obtained reason-
ably small confidence intervals. The IEEE 802.11
Distributed Coordination Function was used as the
medium access control protocol.
The multicast application-layer source in our sim-
ulations generates Constant Bit Rate (CBR) traffic
with 4 packet per second and 64 bytes of payload.
This sending rate was chosen to challenge the routing
protocols’ abilities to successfully deliver data pack-
ets in a wireless network. It was not chosen to repre-
sent any particular or class of applications, although
it could be considered to abstractly model a very sim-
ple broadcast audio distribution application [8].
For a more realistic simulation of an 802.11 net-
work, we have considered that packets can be trans-
mitted at two different transmission rates: a data
rate of 11 Mbps, and a basic rate of 2 Mbps. Most
of previous works used the two-ray ground or some
simple loss propagation models [64, 65, 63], we use
the shadowing propagation model (below shadowing
propagation model is explained in more detail) for
the packet loss of all algorithms under study. Pack-
ets transmitted at the data rate are subject to a
shadowing propagation model, which introduces ran-
dom transmission losses . Packets transmitted at the
basic rate does not suffer transmission losses. We
have assumed that data packets are always transmit-
ted at data rate. However, the protocols can trans-
mit signaling packets using the basic rate to prevent
losses due to impairments of the radio channel. More
specifically, we have assumed that in MORP, all sig-
naling packets (i.e. ACKs and Forwarding-Packets)
are transmitted at the basic rate. In ODMRP, Join-
Query packets are sent at the data rate. This is
because these packets are used to build the routing
tables, and thus, they need to have the same trans-
mission properties over the wireless links as those of
data packets. For the same reason, Source Informa-
tion and Multicast Solicitation packets are sent at the
data rate in ADMR, although Receiver Join packets
are sent at the basic rate.
We have assumed that in MORP nodes are aware
of the network topology and the delivery probability
of the wireless links, due to the shadowing propaga-
tion model of the radio channel. MORP uses this
information and applies ExOR [42] to compute the
candidates sets.
In the shadowing propagation model the wireless
links between nodes are not reliable. The power re-
ceived at a distance d, in terms of the transmitted
power is given by:
Pr(d)|dB = 10 log10
(
PtGtGr λ
2
L (4pi)2 dβ
)
+XdB (3)
Where Pr(d) is the power received at a distance d
and Pt is the transmitted power. The Gt and Gr are
the transmission and reception antenna gains respec-
tively, L is a system loss, λ is the signal wavelength
(c/f , with c = 3 × 108 m/s), β is a path loss expo-
nent and XdB is a Gaussian random variable with
zero mean and standard deviation σdB.
Packets are delivered correctly if the received
power is greater than or equal to a threshold Rx-
Thresh. Thus, the delivery probability owing to the
propagation model at a distance d is given by:
p(d) = Prob(Pr(d)|dB ≥ 10 log10(RxThresh)) (4)
Table 2: Default GloMoSim values for the shadowing
propagation model.
Parameter Value
Pt 0.03162278 Watt
RXThresh 7.943282× 10−12 Watt
Gt, Gr, L 1
f 2400 MHz
We have set the model parameters to the default
values used by the GloMoSim, given in Table 2. Fig-
ure 3 depicts the delivery probability varying the
distance, for a path loss exponent with parameters
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Figure 3: Delivery probability versus distance for a
path loss exponent β = 2.7 and standard deviation
σdB = 6 dBs.
β = 2.7 and σdB = 6 dBs. With these parameters
the link delivery probability is approximately 40% at
the distance of 135 m. To find the candidates sets
using ExOR, we have assumed that a link between
any two nodes exists only if the delivery probability
between them is greater (or equal) than min.dp = 0.1
(see [57] for more details).
For the other parameters it was used Gt = Gr =
L = 1, f = 914 MHz and RxThresh = 281 mw. We
have used these values in our simulations. With these
parameters the link delivery probability is approxi-
mately 40% at the distance of 150 m. To find the
candidates sets using ExOR, we have assumed that a
link between any two nodes exists only if the delivery
probability between them is greater (or equal) than
min.dp = 0.1 (see [57] for more details).
7.1 Protocols Parameters
We have evaluated two different variations of the
ODMRP parameters. The ”ODMRP-3-9” variation
represents ODMRP using the parameter values cho-
sen by ODMRP’s designers: 3 seconds for the Join-
Query flooding interval (REFRESH INTERVAL=3
seconds) and a forwarding state lifetime of 3 times of
this interval (a total of 9 seconds). The ”ODMRP-3-
3.3” variation reduces the forwarding state lifetime to
1.1 times of the Join-Query flooding interval; it shows
the effect of reducing the forwarding redundancy of
ODMRP (see section 5). For ADMR parameters we
have used the default values which are used in [8]:
30 seconds for the periodic data flood interval and
2 missing packets to trigger disconnection detection
procedure.
In MORP we have used ExOR [42] as the candi-
date selection algorithm. Authors in [57] have shown
that using a small number of candidates (like 2) is
a sensible choice. Therefore, we have fixed the max-
imum number of candidates for the small and large
candidates sets to ncand = 2 and 10, respectively.
In our protocol we have assumed that all candidates
that successfully receive the packet send ACK to the
source. To do so, we have used 12 milliseconds, which
is long enough to receive all ACKs from the can-
didates set (TACK = 12 ms). The legend MORP-
ExOR(n) in the following sections refers to MORP
with MAXReTx = n.
7.2 Performance Metrics
We have evaluated all protocols as a function of num-
ber of nodes in the network, and number of destina-
tions of the multicast group. The measures of interest
are:
• Packet delivery ratio: The ratio of the num-
ber of data packets delivered to the destinations
versus the number of data packets supposed to
be received.
• Multicast group reachability: Let X be a ran-
dom variable equal to the number of destina-
tions of the multicast group receiving a given
data packet. We have computed the empirical
complementary cumulative distribution func-
tion (EC-CDF) of X. This gives a measure
of the number of destinations of the multicast
group receiving data packets.
• Forwarding cost: Total number of data pack-
ets transmitted by all nodes in the network
over the total number of data packets sent by
the source. This metric represents the delivery
cost in terms of transmissions of each multicast
packet. Note that, to make the comparisons
more clear, in this metric we take as the refer-
ence originated instead of delivered packets.
• Normalized packet overhead: The total num-
ber of all data and control packets transmitted
by any node in the network (either originated
or forwarded), divided by the total number of
all data packets received across all multicast re-
ceivers.
• End-to-End delay: Average end-to-end delay of
all data packets received by the destinations.
8 Numerical Results
8.1 Packet delivery ratio
One important parameter of MORP is the maximum
number of retransmissions (MAXReTx). Recall that
if the forwarder does not receive enough ACKs from
its candidates, it retransmits the data packet up to
MAXReTx times before it is forwarded. To see the
effect of this parameter, Figures 4 and 5 depict the
delivery ratio varying MAXReTx from 1 to 5. The
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Figure 4: Packet delivery ratio of MORP in a sparse
network as a function of MAXReTx.
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Figure 5: Packet delivery ratio of MORP in a dense
network as a function of MAXReTx.
two curves correspond to a number of destinations
of the multicast group equal to 2 and 10. The leg-
end MORP-ExOR-Dest(n) in these two figures refers
to MORP with number of destinations equal to n.
These figures have been obtained with a total num-
ber of nodes equal to N = 20 (Figure 4) and N = 100
(Figure 5). In the rest of this paper we shall refer to
the scenarios having these number of nodes as sparse
and dense networks, respectively. The 95% confi-
dence intervals have been added in Figure 4. It can
be observed that the intervals are relatively small,
and the same was obtained for the other figures. So,
for the sake of clarity, confidence intervals are not
depicted in the rest of the figures.
As expected, Figures 4 and 5 show that the higher
is MAXReTx, the higher is the delivery ratio. Addi-
tionally, we observe that the maximum delivery ra-
tio improvement is obtained when MAXReTx is in-
creased from 1 to 2. For instance, in the sparse
network (Figure 4) we can see that the delivery ra-
tio of MORP for 2 destinations with MAXReTx =
1 is about 74%, while it improves to 94% with
MAXReTx = 2 (improvement around 27%). Increas-
ing from MAXReTx = 2 to 3 yields a delivery ratio of
98% (improvement around 4%).
Comparing Figures 4 and 5 we can see that packet
delivery ratio is always higher in a dense than in a
sparse network. This comes from the fact that in the
dense network, MORP uses better candidates than
in the sparse network. For instance, the packet de-
livery ratio of MORP in a sparse network with 2 des-
tinations and MAXReTx = 1 is about 74%, while it
increases to 90% in a dense network.
Figure 6 shows the packet delivery ratio of MORP
in comparison with ODMRP and ADMR. The curves
are obtained varying the number of nodes from 20 to
100. In this figure the number of destinations has
been set to 5 (NumDest = 5). The results of MORP
are shown for MAXReTx is set to 1 and 2 (MORP-
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Figure 6: Packet delivery ratio for 5 destinations as
a function of number of nodes in the network.
ExOR(1) and MORP-ExOR(2), respectively).
As we can see in Figure 6, MORP with any
MAXReTx outperforms both ODMRP (ODMRP-3-9
and ODMRP-3-3.3) and ADMR. For instance, even
with MAXReTx = 1, MORP has about 92% packet
delivery ratio, while ODMRP-3-9, ODMRP3-3.3 and
ADMR have about 83%, 48% and 89%, respectively.
This comes from the fact that the construction of the
routes in ODMRP and ADMR are subject to the ran-
dom losses that may have the Join-Query packets in
ODMRP and the Source Information and Multicast
Solicitation packets in ADMR. On the other hand,
MORP takes routing decisions “on the fly” (when
the forwarding nodes are chosen), and thus, adapts
faster to random losses.
Figure 6 shows that the packet delivery ratio of
ODMRP-3-3.3 is significantly lower than ODMRP-
3.9 (about 35%). As we described in section 5,
ODMRP creates forwarding groups within nodes in
the network that expires after a fixed timeout. In
ODMRP-3-3.3 the forwarding state timeout (3.3 sec-
onds) is shorter than in ODMRP-3-9 (9 seconds).
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Figure 7: Packet delivery ratio in a sparse network
as a function of number of destinations.
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Figure 8: Packet delivery ratio in a dense network as
a function of number of destinations.
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Figure 9: Distribution of received packets for 10 des-
tinations and 20 nodes.
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Figure 10: Distribution of received packets for 10
destinations and 100 nodes.
Therefore, ODMRP-3-3.3 has less number of nodes
in the forwarding group than in ODMRP-3-9, result-
ing in a lower delivery ratio.
Figures 7 and 8 show the delivery ratio of the
protocols under study, varying the number of desti-
nations. In these figures we can see that all protocols
achieve a higher delivery ratio in the dense scenario
than in the sparse network. In the sparse network
(Figure 7) the packet delivery ratio of MORP with
any maximum number of retransmissions (MAXReTx)
outperforms both variations of ODMRP. The same
figure shows that ADMR has a delivery ratio about
6% better than MORP-ExOR(1). However, in sec-
tion 8.3 we will see that this small improvement is at
cost of having much more data transmissions than
MORP. Nevertheless, Figure 7 shows that MORP
outperforms ADMR when MAXReTx is increased to
2 and 3.
For a dense network, we can see in Figure 8
that the packet delivery ratio of MORP with any
MAXReTx is higher than ODMRP and ADMR. This
comes from the fact that in a dense network, MORP
can choose better candidates to forward the pack-
ets. For instance, the packet delivery ratio of MORP-
ExOR(1) and MORP-ExOR(2) in the dense network
is about 94% and 98%, respectively. Although the
delivery ratio of ADMR in the case of a dense net-
work is close to MORP-ExOR(1), we will see in sec-
tion 8.3 that it is at cost of a large amount of data
transmissions.
8.2 Multicast group reachability
In this section we investigate the number of destina-
tions of the multicast group receiving data packets.
To do so, we have calculated its empirical comple-
mentary cumulative distribution function (EC-CDF).
This is shown in Figures 9 and 10 in a scenario with
10 destinations for the sparse and dense networks
(with 20 and 100 nodes), respectively.
Figure 9 shows that ODMRP-3-3.3 performs
much worst than the others: the probability of reach-
ing the multicast group decreases sharply with in-
creasing the number of destinations, and less than
20% of the packets reach all destinations.
Regarding the other protocols, Figure 9 shows
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Figure 11: Forwarding cost for 5 destinations as a
function of number of nodes in the network.
that in the sparse scenario around 5% of packets do
not reach any destination in ODMRP-3-9, ADMR
and MORP-ExOR(1). Then the curves are approx-
imately flat and decrease at the end (specially for
10 destinations). This behavior is explained by the
simulation topology. Recall that the simulation field
is a square with the source in one corner and the
other nodes distributed randomly. This distribution
of nodes favors that when the source reach the first
next hop, it reaches also most of the destinations with
high probability.
Figure 9 also shows that the difference between
MORP-ExOR(2) and MORP-ExOR(3) is small. In
both cases almost 100% of packets reach up to 9 des-
tinations, and about 90% of packets are delivered
to 10 destinations in MORP-ExOR(2), and 95% in
MORP-ExOR(3).
Finally, the same conclusions can be derived from
the dense network scenario shown in Figure 10. Of
course, the group reachability increases, due to the
higher proximity between the nodes.
8.3 Forwarding cost
In this section we compare the forwarding cost of
MORP, ODMRP and ADMR. Recall that we have
defined forwarding cost as the number of data packets
transmitted by all nodes in the network over the total
number of data packets sent by the source.
Figure 11 shows the forwarding cost of the proto-
cols varying the number of nodes from 20 to 100 in
the case of 5 destinations. The results of MORP, like
in Figure 6, are obtained for MAXReTx = 1 and 2.
Figure 11 shows that the forwarding cost of
MORP outperforms ODMRP-3-9 and ADMR. In
fact, the forwarding cost of both variations of
ODMRP and ADMR is rather sensitive to the num-
ber of nodes, while in MORP is not. This is because
using opportunistic routing, as in MORP, only some
useful nodes are selected as candidates to forward
the packets. Figure 11 also shows that there is only
a slight increase of the forwarding cost when MORP
increases MAXReTx from 1 to 2.
As described in section 5, ODMRP periodically
floods a data packet together with a Join-Query
packet. I.e., it piggybacks the Join-Query informa-
tion on the data packet periodically to update the
routes. Because of this, new nodes may become for-
warders, while forwarders created during a previous
periodic flood still have a set forwarding flag. Conse-
quently, redundant routes are created, and the num-
ber of data transmissions increases with increasing
the network density. In fact, the forwarding cost
of both variations of ODMRP is dominated by the
flooding packets and forwarding state timeout. Since
in ODMRP-3-9 the forwarding state timeout (9 sec-
onds) is longer than in ODMRP-3-3.3, there are more
nodes with the forwarding flag set in ODMRP-3-9
than in ODMRP-3-3.3. Therefore, the forwarding
cost of ODMRP-3-9 is much higher than in ODMRP-
3-3.3.
The construction of the routes in ADMR is sub-
ject to the random losses that may have the Source
Information and Multicast Solicitation packets. Re-
call that the absence of some data packets in ADMR
is an indication of forwarding tree disconnection and
the local or global repair procedure is triggered to
repair the path. As we mentioned in section 7.1, we
used 2 missing data packets to trigger disconnection
detection. When a node on the tree does not receive
2 consecutive data packets, it starts repairing algo-
rithm, which may add new nodes to the tree. This
is exacerbated with increasing the density of the net-
work, thus, increasing the forwarding cost.
Figure 11 shows that for N = 20 ODMRP-3-3.3
is slightly better than MORP. However, recall from
Figure 6 that in this scenario the delivery ratio of
ODMRP-3-3.3 is much lower than in MORP.
In section 8.1 we have shown that MORP out-
performs ODMRP and ADMR in terms of packet
delivery ratio for different number of destinations.
Figures 12 and 13 give the forwarding cost for the
same scenarios. Figure 12 shows that the forwarding
cost of MORP in the sparse network, and with any
MAXReTx, is much lower than ADMR and ODMRP-
3-9. The figure shows that only ODMRP-3-3.3 is
slightly better than MORP. However, as we showed
in Figure 7, the delivery ratio of ODMRP-3-3.3 is
much lower than MORP.
Regarding ADMR, Figure 7 in section 8.1 showed
that the delivery ratio in a sparse network is slightly
better than MORP-ExOR(1). However, we observe
in Figure 12 that this is at cost of ADMR having a
forwarding cost of about 3 times higher than MORP-
ExOR(1).
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Figure 12: Forwarding cost in a sparse network as a
function of number of destinations.
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Figure 13: Forwarding cost in a dense network as a
function of number of destinations.
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Figure 14: Packet overhead in a sparse network as a
function of number of destinations.
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Figure 15: Packet overhead in a dense network as a
function of number of destinations.
Figures 12 and 13 confirm, as in Figure 11, that
the forwarding cost of ODMRP and ADMR is much
higher in a dense than in a sparse network, while
MORP is rather insensitive to network density. Nev-
ertheless, it can be observed that the forwarding cost
increment in MORP is slightly higher in a dense than
in a sparse network. This may be counterintuitive,
since MORP can choose better candidates in a dense
network. However, since MORP looks for candidates
to reach all destinations, in a dense network MORP
chooses more candidates, thus, increasing the for-
warding cost. However, recall from Figures 7 and 8,
this slightly higher forwarding cost in a dense net-
work is rewarded with a significantly higher packet
delivery ratio.
8.4 Packet overhead
In this section we compare the packet overhead of
the protocols under study. Recall that we com-
pute the packet overhead as the ratio of data and
control packets transmitted by any node to deliver
data packets. We count as the control packets for
ODMRP the Join-Query and Join-Table, for ADMR
the Source Information, Receiver Join, Multicast So-
licitation and packets related to the repair process.
The ForwardingPacket and ACK packets in MORP
are counted as the control packets.
Figures 14 and 15 show the packet overhead of
all protocols varying the number of destinations for
a sparse and dense network, respectively. Figure 14
shows that in a sparse network MORP has a higher
packet overhead than ADMR and ODMRP. This is
due to the ACKs sent by the candidates in MORP.
Note that in this comparison we are giving the same
weight to data and control packets. Recall from Fig-
ures 12 and 13 that MORP performs better than the
other protocols in terms of forwarding cost, where
only data packets are considered. Thus, in case of
sending data packets with large payload, the over-
head considered in this section would be a pessimistic
comparison with respect to MORP. Furthermore, as
explained in section 4, the overhead of control packets
in MORP could be reduced implementing the three-
way handshaking used by MORP at MAC layer.
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Figure 16: End-to-end delay in a sparse network as
a function of number of destinations.
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Figure 17: End-to-end delay in a dense network as a
function of number of destinations.
8.5 End-To-End Delay
Figures 16 and 17 show the average end-to-end delay
for different number of destinations for a sparse and
dense network, respectively.
These figures show that the end-to-end delay in
MORP is higher than in ODMRP and ADMR. This
is because each time a node transmits a data packet
in MORP, it waits for the ACKs sent by the can-
didates during TACK =12 ms. However, recall from
section 4 that implementing the three-way handshak-
ing used by MORP at MAC layer could reduce this
delay significantly.
Comparing Figures 16 and 17 we can see that the
decrease of the end-to-end delay in a dense network
for MORP is much more noticeable than in the other
protocols. This is because using OR in a dense net-
work, the probability of reaching a candidate close
to the destination increases, thus, reducing the aver-
age number of end-to-end hops. It can also be ob-
served that the difference between the average delay
using MORP with MAXReTx = 1 and MAXReTx > 1
is higher in a sparse network than in a dense net-
work. This is because in the dense network the prob-
ability that the sending node receives enough ACKs
to reach all destinations is higher than in the sparse
network. Therefore, MORP requires less retransmis-
sions of data packets in a dense network.
9 Conclusion
In this paper we have investigated how Opportunistic
Routing (OR) can be exploited to implement a mul-
ticast protocol for wireless mesh networks. This has
been done by proposing a new protocol called Multi-
cast Opportunistic Routing Protocol, MORP. MORP
uses a three-way-handshaking approach where candi-
dates send ACKs to the sender node upon success-
fully receiving data packets. Then, the sender node
partitions the set of destinations and assigns each
subset to the most appropriate candidate. This in-
formation is sent to the candidates which repeat the
same approach for each subset of destinations. Com-
pared with traditional multicast protocols, MORP
does not build a complete tree or mesh before the
transmissions starts. Instead, MORP builds a tree
on the fly, depending on the candidates that success-
fully receive the packet in each transmission.
We have compared MORP with other relevant
multicast protocols that have been proposed in the
literature: On Demand Multicast Routing Protocol
(ODMRP) and Adaptive Demand-Driven Multicast
Routing (ADMR). The comparison is done taking
into consideration realistic simulations using 802.11
standard MAC layer. A lossy shadowing propagation
model has been used for the radio channel.
Simulation results show that in most cases
ODMRP and ADMR have a number of data trans-
missions much higher than in MORP, while the
achieved delivery ratio is not as good as in MORP.
Although, the signaling overhead and end-to-end de-
lay in MORP is a bit higher than in ODMRP and
ADMR, the overhead of control packets could be
reduced significantly implementing the three-way-
handshaking used by MORP at MAC layer.
We conclude that MORP outperforms traditional
ODMRP and ADMR multicast protocols, reducing
the number of data transmissions and increasing the
data delivery ratio. Hence, using OR can be a useful
technique to implement reliable multicast protocols
in wireless mesh networks.
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