Particle methods are popular computational tools for Bayesian inference in non-linear non-Gaussian state-space models. For this class of models, we present two particle algorithms to compute the score vector and observed information matrix recursively in time. The first algorithm is implemented with computational complexity O(N ) and the second with complexity O(N 2 ), where N is the number of particles. Although cheaper, the performance of the O(N ) method degrades quickly as it relies on the approximation of a sequence of probability distributions whose dimension increases linearly with time. In particular, even under strong mixing assumptions, the variance of the estimates computed with the O(N ) method increases at least quadratically in time. The more expensive O(N 2 ) method relies on a non-standard particle implementation and does not suffer from this rapid degradation. It is shown how both methods can be used to perform batch and recursive parameter estimation.
Introduction
State-space models include many non-linear and non-Gaussian time series models used in statistics, econometrics and information engineering; see Cappé et al. (2005) , Durbin & Koopman (2001) or West & Harrison (1997) . The following state-space model is con-2 G. Poyiadjis, A. Doucet and S. S. Singh sidered in this paper. Let {X n } n∈N and {Y n } n∈N be X and Y-valued stochastic processes, where {Y n } n∈N is the observed time series and {X n } n∈N is the unobserved Markov process with initial density µ θ (x) and Markov transition density f θ (x | x):
X 1 ∼ µ θ (·) and X n+1 | (X n = x) ∼ f θ (· | x) , n = 1, 2, . . . .
The observation at time n depends on the value of the hidden state at time n only and is drawn from the density g θ (y | x):
The variable θ in the above densities represents the particular parameters of the model, where we assume θ ∈ Θ, an open subset of R d . We also assume that µ θ (x), f θ (x | x ) and g θ (y | x) are densities with respect to suitable dominating measures, such as the Lebesgue measure if X ⊆ R p and Y ⊆ R q , denoted generically as dx and dy. These densities are assumed to be twice continuously differentiable with respect to θ. For any sequence {z k } , let z i:j denote (z i , z i+1 , ..., z j ). From (1) and (2), the joint density of (X 1:n , Y 1:n ) is p θ (x 1:n , y 1:
Furthermore, the likelihood of the observed process is p θ (y 1:n ) = p θ (x 1:n , y 1:n ) dx 1:n .
We are interested in the problem of computing, recursively in time, the score vector ∇ log p θ (y 1:n ), whose r th component is {∇ log p θ (y 1:n )} r = ∂ log p θ (y 1:n ) ∂θ r and the observed information matrix −∇ 2 log p θ (y 1:n ), whose (r, s) th component is −∇ 2 log p θ (y 1:n ) r,s = − ∂ 2 log p θ (y 1:n ) ∂θ r ∂θ s , where r, s = 1, . . . , d. Except for simple models such as the linear Gaussian state-space model (Koopman & Shephard, 1992) or when X is a finite set (Lystig & Hughes, 2002) , it is impossible to compute these quantities exactly.
In this paper we devise sequential Monte Carlo algorithms, henceforth referred to as particle methods, to approximate the score and observed information matrix for models of the form (1)-(2). Particle methods can be used to approximate the sequence of conditional probability distributions of the latent variables X 1:n given the observations y 1:n , i.e. {p θ (x 1:n | y 1:n ) dx 1:n } n∈N . A particle approximation of p θ (x 1:n | y 1:n ) dx 1:n is comprised of a set of N 1 weighted random samples termed particles, where:
Here δ x 0 (dx) denotes the Dirac delta mass located at x 0 . From now on, for the sake of brevity, we identify the distributions being approximated using particles by their densities. These particles are propagated in time using importance sampling and resampling
where ϕ k+1 : X × X → R (Cappé et al., 2005 , Section 8 · 3). As detailed in Section 2·1, computing the score and observed information matrix are instances of this problem. This standard implementation is O(N ) in complexity per time step. However, it is shown in this paper that even under favourable mixing assumptions, the variance of this estimate increases at least quadratically with time n as the particle approximation p θ (dx 1:n | y 1:n ) becomes progressively impoverished from the successive resampling steps. That is, the number of distinct particles representing p θ (x 1:m | y 1:n ) for any fixed m < n diminishes as n − m increases. Hence, whatever the number of particles, p θ (x 1:m | y 1:n ) will eventually be approximated by a single unique particle for all sufficiently large n. This makes the method unsuitable for large data sets. This problem is well-appreciated in the literature and is known as the path degeneracy problem; see Andrieu et al. (2005, Section II.B) , Cappé et al. (2005, Section 8 · 3) and Olsson et al. (2008) for a discussion of this issue.
To overcome it, we propose in Section 2·2 an original algorithm that only relies on the particle estimate of {p θ (x n | y 1:n )} n∈N . This comes at a computational cost of O(N 2 ) per time step. An important application of the proposed particle methods is to infer the parameters of the model (1)-(2). Parameter estimates are obtained in Section 3 by maximizing the likelihood function p θ (y 1:n ) with respect to θ using a gradient ascent algorithm, which can be done in both a batch and a recursive setting. An alternative to maximum likelihood is to follow a Bayesian approach. A prior distribution is assigned to θ and the sequence of posteriors {p (θ, x 1:n | y 1:n )} n∈N is estimated recursively using particles; see for example Andrieu et al. (1999 ), Fearnhead (2002 , Lopes et al. (2010) and Storvik (2002) . This approach is however not general because a recursive implementation is only possible if p (θ | x 1:n , y 1:n ) can be summarized by a set of fixed-dimensional sufficient statistics. Additionally, as n increases, these algorithms also suffer from the path degeneracy problem which results in unreliable estimates of the posterior p (θ, x 1:n | y 1:n ); see Andrieu et al. (2005, Section II.C) and Chopin et al. (2010) for some illustrations. A more detailed overview of particle-based methods for parameter estimation is presented in Kantas et al. (2009) 
2. Particle approximations of the Score and Observed Information Matrix 2·1. The Fisher and Louis identities and their particle approximations In this section, algorithms to recursively estimate the score and the observed information matrix for a fixed value of θ are presented. Henceforth we assume the regularity conditions allowing the swap of integration and differentiation are satisfied.
Using (3), Fisher's identity for the score is (Cappé et al., 2005, p. 353) :
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Similarly, the observed information matrix satisfies Louis' identity (Cappé et al., 2005, p. 353) :
where
The above equations suggest that it is sufficient to obtain a particle approximation of p θ (x 1:n | y 1:n ) to approximate the score and observed information matrix. Many particle algorithms have been proposed in the literature to approximate {p θ (x 1:n | y 1:n )} n∈N . We will focus here on the auxiliary particle filter (Pitt & Shephard, 1999) , specifically, on the version of this algorithm presented in Carpenter et al. (1999) , Fearnhead et al. (2008) and Papaspiliopoulos (2010) , which only includes one resampling step at each time instance. Let
be a non-negative function on X × Y whose support includes that of
) is a probability density function which is easy to sample from and it is possible to evaluate
When this is not possible, an approximation of these quantities can be used. For the choice q θ (x n | y n , x n−1 ) = f θ (x n | x n−1 ) and q θ (y n | x n−1 ) = h θ (y n ), where h θ (y n ) is an arbitrary strictly positive function, e.g. h θ (y n ) = 1, the auxiliary particle filter becomes the bootstrap particle filter introduced in the seminal paper of Gordon et al. (1993) . To recursively compute the score and observed information matrix, we use (4)-(6) and the particle approximation of p θ (x 1:n | y 1:n ) as detailed in Algorithm 1. To each particle X (i) 1:n , we also associate the vector α
1:n , y 1:n and the matrix β
Algorithm 1: Particle approximations based on identities (4) and (5)
• Resample the particle set X (i)
using the weights
to obtain a set of N new particles also denoted
.
•
n−1 and compute the weights
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, the score estimate S n and observed information matrix estimate Σ n :
The estimate S n of ∇ log p θ (y 1:n ) is obtained by substituting p θ (dx 1:n | y 1:n ) for p θ (x 1:n | y 1:n ) dx 1:n into (4). Similarly, the estimate Σ n of −∇ 2 log p θ (y 1:n ) is obtained by substituting p θ (dx 1:n | y 1:n ) for p θ (x 1:n | y 1:n ) dx 1:n into (6) and then substituting the resulting expression, together with S n , into (5). Algorithm 1 merely implements this sequentially.
Although there is no need to store the paths {X (i) 1:n }, Algorithm 1 still relies on the particle approximation of p θ (x 1:n | y 1:n ) and hence suffers from the path degeneracy problem. Previous particle approximations of related quantities proposed in Cérou et al. (2001) and Doucet & Tadić (2003) suffer from the same problem. Path degeneracy has severe consequences on the particle estimates of the expectations of functions of interest computed with respect to p θ (x 1:n | y 1:n ). Consider
and its particle approximation I n obtained by substituting p θ (dx 1:n | y 1:n ) for p θ (x 1:n | y 1:n ) dx 1:n . We show here that the asymptotic variance of N 1/2 ( I n − I n ) increases at least quadratically with n. This complements the result of Del Moral & Doucet (2003) which establishes, under similar assumptions, that the L p error E θ I n − I n p 1/p , where the expectation is computed with respect to the law of the particles only, is upper bounded by a term of order O N −1/2 n 2 . Theorem 1. Assume there exists a probability density κ on X , positive for all values of x ∈ X , and constants 0 < λ, g − , g + < ∞ such that for all θ, (x, x ) ∈ X × X and y ∈ Y,
Furthermore, assume the function ϕ : X →R is selected such that it is bounded and
and we have
where h θ (.) is any strictly positive function on Y. Then there exists a constant λ > 1 and a range of values for λ, which includes the interval [1, λ), such that the asymptotic 243  244  245  246  247  248  249  250  251  252  253  254  255  256  257  258  259  260  261  262  263  264  265  266  267  268  269  270  271  272  273  274  275  276  277  278  279  280  281  282  283  284  285  286  287  288   6 G. Poyiadjis, A. Doucet and S. S. Singh variance of N 1/2 ( I n − I n ) is bounded below by c 2 n 2 + c 1 n + c 0 , where (c 0 , c 1 , c 2 ) are finite constants with c 2 > 0.
The proof of Theorem 1 can be found in the Appendix. The selection in (12) corresponds to the bootstrap filter (Gordon et al., 1993) . The same result holds for other q θ (x n , y n | x n−1 ) and if we substitute ϕ (x k−1 , x k ) for ϕ (x k ); the proof would use similar arguments as Theorem 1 but is more complicated. Theorem 1 may be interpreted as follows. Even as the mixing property of the model improves, i.e. as λ ↓ 1, the variance of I n will still grow at least quadratically with time n. Even in the case that λ = 1, which corresponds to a latent process that is independent and identically distributed, the growth of variance is still of order n 2 . This rapid growth in variance is also confirmed by simulations in Section 2·3, in a scenario where these strong mixing assumptions are not satisfied.
2·2. The marginal Fisher and Louis Identities and their particle approximations
The super-linear growth in the variance of the estimates developed using (4)- (5) is due to their reliance on the particle approximation of p θ (x 1:n | y 1:n ), whose dimension is increasing with time. This can be circumvented by using versions of the Fisher and Louis identities that are only based on the marginal density p θ (x n | y 1:n ). The identity for the score becomes:
The observed information matrix satisfies Louis' identity given in (5) but
Replacing p θ (x n | y 1:n ) dx n in the above integrals with its particle approximation will yield the desired approximation to the score and observed information matrix. The same approach was adopted in Section 2·1. However, unlike the situation there where the first and second derivatives of log p θ (x 1:n , y 1:n ) could be computed exactly, there is no analytic expression for the derivatives of log p θ (x n , y 1:n ). Instead, we recursively compute pointwise approximations of these quantities using particle methods. The details are as follows.
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These equations follow from interchanging the order of differentiation and integration. A recursion for ∇ 2 log p θ (x n , y 1:n ) is established by expressing ∇ 2 log p θ (x n , y 1:n ) in terms of ∇ 2 log p θ (x n−1 , y 1:n−1 ):
where, by routine differentiation,
The procedure for approximating the score and observed information matrix using the identities (13)- (14) is summarized in Algorithm 2. At time n − 1, let the particle approximation be p θ (dx n−1 | y 1:
(dx n−1 ). Here, the notation for the normalized weights is different to that used in Algorithm 1 for reasons to become apparent below. Let p θ (x n , y 1:n ) denote the pointwise approximation of p θ (x n , y 1:n ); see (20). For each particle X n denote the values of the pointwise approximations of ∇ log p θ (x n , y 1:n ) and ∇ 2 log p θ (x n , y 1:n ) evaluated at X (i) n respectively; see (22) and (21).
Algorithm 2: Particle approximations based on identities (13) and (14)
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, the score estimate S n and the observed information matrix estimate
The approximations (20), (21) and (22) are obtained by substituting p θ (dx n−1 | y 1:n−1 ) for p θ (x n−1 | y 1:n−1 ) dx n−1 into (15), (16) and (18), and using (17).
Algorithm 2 requires O N 2 operations instead of O (N ) operations used in Algorithm 1. The benefit of the increased computational complexity of Algorithm 2 is that the score and observed information matrix estimates are based on approximations of integrals of the form ϕ θ,n (x n )p θ ( x n | y 1:n ) dx n and do not rely on the particle approximation of the full posterior p θ ( x 1:n | y 1:n ) . Uniform convergence in time of the particle approximation of p θ ( x n | y 1:n ) has been established in Chopin (2004, Theorem 5) and Del Moral (2004, Chapter 7). Although these results rely on strong mixing assumptions, uniform convergence has been observed in numerical studies for a wide class of models where these mixing assumptions are not satisfied. Provided the recursion for ϕ θ,n itself enjoys certain stability properties, we conjecture that it is possible to obtain uniform convergence results for the particle approximation of ϕ θ,n (x n )p θ ( x n | y 1:n ) dx n even when the integrand ϕ θ,n (x n ) is being estimated recursively using the previous particle approximations of the marginals {p θ ( x k | y 1:k )} k<n . This suggests that Algorithm 2 can provide estimates whose variances increase only linearly with the time n, compared to super-linearly for the particle estimates based on the identities (4)- (5). This is what we observed in all the numerical experiments presented in Section 3.
The auxiliary particle filter in Algorithm 2 requires O N 2 operations and can be interpreted as a Rao-Blackwell version of the standard O (N ) auxiliary particle filter of Algorithm 1, since the weights in (19) are evaluated after the auxiliary variables have been integrated out; see Lin et al. (2005) for another example of an O N 2 particle filter. In general, any standard particle filter of complexity O (N ) could be used in Algorithm 2, but the overall complexity will remain O N 2 .
2·3. Simulations: Comparing the two methods
We begin with a study of a scalar linear Gaussian state-space model for which we may calculate the score and observed information matrix analytically. We use these exact 387  388  389  390  391  392  393  394  395  396  397  398  399  400  401  402  403  404  405  406  407  408  409  410  411  412  413  414  415  416  417  418  419  420  421  422  423  424  425  426  427  428  429  430  431 values as benchmarks for the particle approximations. The model is
where {V n } and {W n } are two independent and identically distributed N (0, 1) sequences, mutually independent of each other and independent of the initial state X 1 . We simulate a single realization of 10,000 observations using the parameters θ * = (φ * , σ * V , σ * W ) = (0 · 8, 0 · 5, 1 · 0). We compare the exact value of the score at θ * with the particle approximations of Algorithms 1 and 2. Comparisons were made after 2500, 5000, 7500 and 10,000 observations to monitor the increase in variance and the experiment was replicated 100 times using the same set of data. Box plots of the estimates obtained are reported in Fig. 1 for parameters φ and σ V ; similar box plots were obtained for parameter σ W . In both algorithms we used 500 particles, q θ (x n | y n , x n−1 ) = p θ (x n | y n , x n−1 ) and q θ (y n | x n−1 ) = p θ (y n | x n−1 ). Figure 1 shows that, for a fixed N , the particle estimate of Algorithm 2 significantly outperforms the corresponding particle estimate of Algorithm 1. Similar results not reported here were obtained for the particle estimates of the observed information matrix. A more revealing comparison is presented in Fig. 2 . We expect the variance of the score estimate from Algorithm 2 to grow only linearly with the time index compared to a quadratic growth of variance for Algorithm 1. In this example, this indeed appears to be the case. Figure 2 displays the empirical variance of the score estimates as a function of the time index and each plot has been augmented with a best fitting straight line and quadratic curve where appropriate. This trend in the variance growth was also confirmed on the following stochastic volatility model (Pitt & Shephard, 1999) : where V n and W n are defined as in (24). We simulated 20,000 observations using the parameters θ * = (φ * , σ * V , β * ) = (0 · 98, 0 · 2, 0 · 7). The previous simulation study was repeated but with Algorithm 1 using 500 2 particles and Algorithm 2 using 500 particles for a fair comparison in terms of computational complexity. As can be seen in Fig. 3 , the variance of the score for the σ V parameter in Algorithm 2 is less than that of Algorithm 1. For parameter φ the quadratic variance growth in Algorithm 1 versus the linear growth in Algorithm 2 will eventually lead to Algorithm 1 being outperformed as well. Thus, for the same computational complexity, Algorithm 2 is always going to outperform Algorithm 1 for large enough observation records. For a small number of observations, however, Algorithm 1 is preferred, as the variance benefit of using Algorithm 2 may be too small to justify the increased computational load. It would be valuable to explore the use of fast multipole methods, dual-trees and fast Gauss transform (Klaas et al., 2005) to reduce the computational burden of Algorithm 2.
Application to Parameter Estimation
3·1. Batch Parameter Estimation We show here how the estimates of the score and the observed information matrix presented in Section 2 can be used to perform parameter estimation. Let the true static parameter generating the sequence of observations be θ * , which is to be estimated from the observed data {y n } n∈N . Given a batch of observations y 1:T , the log-likelihood may be maximized with the steepest ascent algorithm:
where k = 0, 1, . . . is the iteration number, θ 0 is the initial estimate and {γ k } is a sequence of small positive real numbers called the step-size sequence, which should satisfy 482  483  484  485  486  487  488  489  490  491  492  493  494  495  496  497  498  499  500  501  502  503  504  505  506  507  508  509  510  511  512  513  514  515  516  517  518  519  520  521  522  523  524  525  526  527 the constraints k γ k = ∞ and n γ 2 k < ∞. One possible choice would be γ k = k −α , 0 · 5 < α < 1, e.g. γ k = k −2/3 . It is also possible to include the Hessian by replacing the term multiplying γ k+1 with − ∇ 2 log p θ (y 1:T ) θ=θ k −1 ∇ log p θ (y 1:T )| θ=θ k . In this case, the asymptotic rate of convergence of this Newton-Raphson algorithm is quadratic and thus faster than the Expectation-Maximization algorithm. The particle methods described earlier can be used to numerically implement either version of this steepest ascent method. In particular, each iteration of (26) would require Algorithm 1 or Algorithm 2 to be executed for T observations.
3·2. Recursive Parameter Estimation
For a long observation sequence, computing the gradient in (26) at each iteration of the algorithm is expensive. A cheaper alternative is a recursive procedure in which the data is run through once sequentially:
Upon receiving y n , θ n is updated in the direction of ascent of the conditional density of this new observation. This algorithm in its present form is not on-line because computing ∇ log p θ (y n | y 1:n−1 ) at the current parameter estimate requires revisiting the entire history of observations. This limitation is removed by utilizing intermediate quantities that facilitate the on-line evaluation of this gradient (Le Gland & Mevel, 1997) . In particular, define 531  532  533  534  535  536  537  538  539  540  541  542  543  544  545  546  547  548  549  550  551  552  553  554  555  556  557  558  559  560  561  562  563  564  565  566  567  568  569  570  571  572  573  574  575  576   12 G. Poyiadjis, A. Doucet and S. S. Singh
Taking the ratio of ∇p θ (x n , y 1:n ) and p θ (x n , y 1:n ) defined in (15)- (16) will yield a recursion for ∇ log p θ (x n , y 1:n ); (28) is precisely this recursion for ∇ log p θ (x n , y 1:n ) but computed using the current estimate θ n . Thus ∇ log p n (x n , y 1:n ) and p n (x n |y 1:n ) are not truly ∇ log p θ (x n , y 1:n )| θ=θn and p θ (x n | y 1:n )| θ=θn but approximations, since they have been computed using the previous values of the parameter, i.e. θ 1:n−1 . The update rule is (Le Gland & Mevel, 1997) :
where, by (13), the subtraction of the terms on the right-hand side yields the on-line approximation to ∇ log p θ (y n | y 1:n−1 )| θ=θn . The quantities in (27)- (29) can only be computed exactly when X is finite and for linear Gaussian state-space models. The asymptotic properties of this algorithm have been studied in the case of an independent and identically distributed hidden process by Titterington (1984) , and by Le Gland & Mevel (1997) when X is a finite set. It is shown in Le Gland & Mevel (1997) that under regularity conditions this algorithm converges towards a local maximum of the average log-likelihood, and this average log-likelihood is maximized at θ * . The particle approximations of the score presented in the previous sections can be used to implement (29); details are omitted. As convergence of {θ n } often requires several thousands of time steps, it is preferable in this case to implement Algorithm 2 to obtain an on-line approximation to ∇ log p θ (y n | y 1:n−1 )| θ=θn with small variance. Over all the examples considered, we observed experimentally that the variance of Algorithm 2's estimate of ∇ log p θ (y n | y 1:n−1 )| θ=θn was uniformly bounded over time whereas the variance of Algorithm 1's estimate increased approximately linearly over time. In results not reported here, the parameter estimates for the stochastic volatility model in (25) diverged when (29) was implemented with Algorithm 1 and 10,000 particles. In contrast, Algorithm 2 with as few as 50 particles gave good results.
3·3. Simulations
We apply the recursive and batch parameter estimation algorithms to the stochastic volatility model introduced in (25). The model parameters θ = (φ, σ V , β) are to be estimated. For the recursive case, a long sequence of simulated data with θ * = (0 · 98, 0 · 2, 0 · 7) was generated and (29) executed using Algorithm 2 with 1000 particles. As can be seen from the results in the left panel of Fig. 4 , the estimates converged to a value in the neighbourhood of the true parameters. Using the same model, the performance of the batch parameter estimation method was assessed on the pound/dollar daily exchange rates analyzed in Durbin & Koopman (2000) . The steepest ascent algorithm in (26) combined with Algorithm 2 was executed for 1000 iterations with 1000 particles. The results displayed in the right panel of Fig. 4 are consistent with those of Durbin & Koopman (2000) . If the batch method is applied to T observations, then each 578  579  580  581  582  583  584  585  586  587  588  589  590  591  592  593  594  595  596  597  598  599  600  601  602  603  604  605  606  607  608  609  610  611  612  613  614  615  616  617  618  619  620  621  622  623 based on the real dataset used in Durbin & Koopman (2000) .
iteration is computationally equivalent to T iterations of the recursive procedure. It is apparent that the batch method should be used when the size of the observation record is too small for the recursive procedure to converge in time. Alternatively, one could use the recursive procedure and run it repeatedly over the fixed record; the final parameter estimate of the previous run could be used as the initialization value of the current run. We also consider a more elaborate stochastic volatility model that introduces non-linear dynamics in the state equation. The model is the discretized version of the reparameterized continuous-time Cox-Ingersoll-Ross model discussed in Chib et al. (2006, pp. 16-17) , where the volatility follows a square root process: X n+1 = µ + X n + φ exp (−X n ) + exp (−X n /2) V n+1 , Y n = σ V exp (X n /2) W n (30) and V n and W n are defined as in (24). Parameter −µ is the speed of mean reversion and σ V is the volatility term of the square root volatility diffusion. We estimated the model parameters θ = (µ, φ, σ V ) in a batch and a recursive fashion using a simulated dataset of 5000 and 40,000 time steps, respectively. In both cases the true parameters were set to θ * = (−0 · 03, 0 · 75, 0 · 2) and Algorithm 2 was used with 1000 particles. The results, displayed in Fig. 5 , demonstrate convergence to a neighbourhood of the true parameters. It follows from assumptions (9)-(10) that the following forgetting properties hold (Cappé et al., 2005 , Chapter 4), (Del Moral, 2004, Chapter 4) : for t > m, pr(X m ∈ · | y 1:t−1 , x t ) − pr(X m ∈ · | y 1:t−1 , x t ) TV ≤ ρ t−m ,
for any (x t , x t ) and y 1:t−1 where · TV is the total variation norm. The constant
where λ was defined in (9). Under assumptions (9)- (10) it is also true that pr(X n ∈ · | y k+1:t , x k ) − pr(X n ∈ · | y k+1:t , x k ) TV ≤ ρ n−k ,
for any n > k, (x k , x k ) and y k+1:t . In the literature, (A1) and (A3) are referred to as the backward and forward forgetting properties of the smoother, respectively. The following bounds called on in the proof are a consequence of (9), (10), (11) and (12). Firstly, there exists finite positive constants δ and ∆ such that for all i ≤ k < t and y 1:t δ ≤ var p(x 1:k |y 1:k−1 ) p(X 1:k | y 1:t ) p(X 1:k | y 1:k−1 ) ϕ(X i ) − ϕ(x i )p(x i | y 1:t )dx i ≤ ∆.
Secondly, there exists finite positive constants δ B and ∆ B such that for all 1 < k ≤ t and y 1:t ,
Rough estimates of these constants, by standard calculations, are
where ϕ = sup x∈X |ϕ (x)|.
[Proof of Theorem 1] We outline the main steps of the proof and omit some calculations. The expression for asymptotic variance of the particle estimate of N 1/2 t i=1 ϕ(x i )p(x i | y 1:t )dx i is
