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Hand-Gesture Recognition As Human-Computer Interaction Mechanism.
Resumen: La deteccio´n de gestos realizados por usuarios se esta´ convirtiendo en uno
de los ma´s importantes mecanismos para la interaccio´n humano-computador, debido a
la naturalidad e intuitividad que ofrece, adema´s de ser un mecanismo llamativo, lo que
motiva a las personas a usarlo. Sin embargo, para realizar una deteccio´n apropiada de
gestos se esta´ utilizando hardware especializado, el cual puede ser de d´ıficil acceso por
costos e infraestructura. En este trabajo se propone una estrategia de deteccio´n de gestos
usando ca´maras web (las cuales son hardware no especializado de fa´cil acceso en un
computador esta´ndar), donde a trave´s de pre-procesamiento de ima´genes se disminuye
el ruido, y utilizando clasificadores como Ma´quinas de Soporte Vectorial, se hace la
deteccio´n del gesto realizado por el usuario. Los resultados muestran que el desarrollo de
un sistema de reconocimiento de gestos no es una tarea fa´cil debido a la influencia de
diversas condiciones al momento de la ejecucio´n del sistema. Asimismo, es fundamental
una adecuada localizacio´n de la regio´n de intere´s dado que e´sta influye en la extraccio´n y
clasificacio´n de caracter´ısticas.
Abstract: Recognition of gestures made by users is becoming one of the most important
mechanisms for Human-Computer Interaction, due to the simplicity and intuitiveness
that it offers; in addition, it is a mechanism, which motivates people to use it. However,
in order to make a proper gesture detection, specialized hardware is used, but this is
expensive. This Thesis yields a gesture-detection model using web cameras (which are
not specialized hardware and are easily accessible on a standard computer). This model
uses image pre-processing to reduce the noise, and use classifiers like Support Vector
Machines to detect the users gesture. The results show that the development of a gesture
recognition system is not an easy task due to the influence of different conditions at
the time of the system’s execution. It is also essential an appropriate detection of the
region of interest, since the detection influences the extraction and classification of features.
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CAPI´TULO 1
Introduccio´n
En los u´ltimos an˜os, el reconocimiento de gestos de manos se ha convertido en he-
rramienta u´til en el proceso de interaccio´n humano-computador o HCI por sus siglas en
ingle´s (Human-Computer Interaction). La HCI busca trasladar la naturalidad de la inter-
accio´n que se da entre personas, a la interaccio´n entre los humanos y los computadores,
interaccio´n que se ha visto condicionada y limitada por el uso de interfaces meca´nicas
y dispositivos como el rato´n y el teclado [53]. Diversos estudios, que muestran diferen-
tes arquitecturas basadas en el reconocimiento de gestos, presentan diversas maneras de
desarrollar sistemas para reconocimiento y su integracio´n con hardware especializado y no
especializado [38, 75, 78].
Con este fin, en un sistema de reconocimiento de gestos, se define inicialmente un
modelo de gestos apropiado para el contexto y la aplicacio´n, modelo que a su vez permite
definir las interacciones entre aplicaciones espec´ıficas y la arquitectura planteada. Sin
embargo, debido a la cantidad de posibles movimientos que pueden ser ejecutados por el
cuerpo humano, es importante determinar los tipos de gestos que se analizan y reconocen.
Taxonomı´as que organizan y delimitan los tipos de gestos a ser analizados, ejecutados, y
empleados ya han sido propuestos [53, 12].
Generalmente, los sistemas de reconocimiento de gestos incluyen una etapa de ana´lisis
de gestos donde se deben detectar las caracter´ısticas a tener en cuenta, para posteriormente
estimar los para´metros con los que el sistema determina la informacio´n que transmiten los
gestos [53, 8]. La deteccio´n de caracter´ısticas se hace por medio de la localizacio´n de la
persona o la parte del cuerpo que realiza los gestos (teniendo en cuenta sen˜ales de color,
movimiento, formas, o la profundidad de los elementos), y se extraen las caracter´ısticas que
se van a utilizar como para´metros del modelo (color de la piel o con marcadores de colores,
flujos de movimiento o diferencias de ima´genes, siluetas, contornos o bordes, estimacio´n
3D de la informacio´n de la escena, entre otras)[20, 60].
Para completar el ana´lisis de gestos, se realiza un proceso de estimacio´n de para´metros
a partir de las caracter´ısticas definidas y seleccionadas. Este proceso se realiza por medio
de te´cnicas tales como, la estimacio´n de los momentos de los puntos claves de la imagen,
historial de movimientos y diferencias entre regiones de la imagen [76, 52, 32, 28].
Finalmente, se realiza el reconocimiento de gestos, fase donde los datos analizados de
las ima´genes visuales son reconocidos como un gesto en espec´ıfico. Durante esta fase se
1
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ejecuta la clasificacio´n de los gestos esta´ticos de la persona o el reconocimiento de las
dina´micas del movimiento ejecutados dependiendo del alcance del sistema. Sin embargo,
algunos autores no analizan los gestos esta´ticos por considerarlos como posturas y no co´mo
gestos, ya que tales autores definen un gesto co´mo una secuencia de posturas [12].
Las herramientas empleadas para el reconocimiento de gestos se basan en aproximacio-
nes que van desde modelado estad´ıstico [3], reconocimiento de patrones [17], hasta sistemas
conexionistas [63]. La mayor´ıa de los desarrollos de sistemas de reconocimiento de gestos
usa te´cnicas de modelado estad´ıstico [46], entre las que esta´n las te´cnicas basadas en mo-
delos ocultos de Markov (ma´s conocidos por sus siglas en ingles HMM, hidden Markov
models), basadas en ana´lisis de componentes principales (principal component analysis
o PCA), o usando filtros por part´ıculas y algoritmos de condensacio´n [41]. Tambie´n se
han utilizado te´cnicas basadas en ma´quinas de estado finito (FSM o finite-state machine),
redes neuronales de tiempo de demora (time-delay neural network - TDNN) y ma´quinas
de soporte vectorial (SVM), por mencionar solo algunas [66, 50, 17].
En ocasiones, las estrategias usadas para realizar el reconocimiento de gestos trabajan
con dispositivos que tienen contacto directo con el cuerpo del usuario (guantes o disposi-
tivos electro´nicos que el usuario tiene que vestir), adema´s de incluir conexiones entre las
diferentes partes del equipo. El mayor inconveniente que presenta este tipo estrategias es
que se pueden entorpecer o interferir los movimientos del usuario, lo que hace dif´ıcil el uso
de tales dispositivos y la naturalidad de la interaccio´n.
Para evitar el uso de elementos ajenos al cuerpo y conservar la naturalidad de la
interaccio´n generada entre las personas mediante el uso de gestos, han surgido te´cnicas de
reconocimiento de gestos basadas en visio´n artificial, las cuales pueden detectar de manera
ma´s general el de tipo movimiento que se esta´ ejecutando. Sin embargo, el desarrollo
(disen˜o, implementacio´n y prueba) de un sistema de reconocimiento de gestos basado en
visio´n artificial, no es una tarea fa´cil, lo que obliga a imponer un conjunto de restricciones
que permita obtener una interaccio´n en tiempo real de forma ma´s natural. Por ejemplo, se
han utilizado fondos controlados [47], marcadores de color o guantes de color [42], los cuales
implican restricciones de espacio y disponibilidad de dispositivos. Tambie´n, utilizando e´ste
enfoque, se requiere que el usuario vista prendas que cubran todo el brazo o limitar la regio´n
enfocada por la ca´mara, delimitando el a´rea de intere´s u´nicamente a la parte del cuerpo
que realiza el gesto [52]. Estas restricciones buscan blindar el sistema de reconocimiento
que se plantea, de diversos factores tales como la iluminacio´n variable que pueda existir,
la diversidad o ambientes poco uniformes del fondo de la escena y la gran variedad de
posibles gestos a interpretar [24, 25].
Teniendo en consideracio´n estas dificultades, e´ste trabajo propone un modelo compu-
tacional para reconocer gestos de manos en ambientes no restrictivos por medio de una
ca´mara no-especializada, buscando proveer una interaccio´n ma´s natural con un compu-
tador. De esta manera, es posible brindar una interaccio´n ma´s natural entre las personas
y los computadores, al tiempo que se pueden disminuir costos de acceso a dispositivos
especializados y el uso sobre diferentes entornos, dando flexibilidad y escalabilidad a la
interaccio´n. En particular, en este trabajo se define un conjunto de s´ımbolos gestuales a ser
identificados por el sistema, se desarrolla un modelo de ana´lisis y reconocimiento de gestos
a partir de las secuencias de las ima´genes, utilizando te´cnicas de inteligencia artificial, y se
realiza un conjunto de pruebas para determinar la eficiencia del sistema de reconocimiento
propuesto.
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En particular, para el ana´lisis de gestos se realiza un proceso de deteccio´n y extraccio´n
de fondo, que permite diferenciar a la persona que realiza los gestos del fondo, y permite
localizar la parte del cuerpo que ejecuta el gesto (utilizando un me´todo de deteccio´n basado
en caracter´ısticas Haar-like). Al mismo tiempo, se plantea un me´todo de deteccio´n basado
en centroides, el cual localiza la informacio´n de acuerdo al movimiento detectado en la
escena. Ambos me´todos, sen˜alan la regio´n de intere´s que es sometida a un ana´lisis para
extraer las caracter´ısticas (descriptores Histogramas de Gradientes Orientados) usadas en
el reconocimiento de gestos, ya que e´stas describen adecuadamente la apariencia y forma
de un objeto. As´ı, e´stas caracter´ısticas pasan a la fase de reconocimiento de gestos donde
una ma´quina de soporte vectorial multi-clase, o SVM por su nombre en ingle´s (Support
Vector Machine), clasifica el tipo de gesto esta´tico detectado.
Estructura del documento
Este documento esta´ dividido en siete cap´ıtulos, los cuales se describen a continuacio´n:
En el Cap´ıtulo 2 se presentan los diferentes enfoques y algoritmos propuestos en la
literatura, para desarrollar las etapas que componen un sistema de reconocimiento de
gestos (modelado, ana´lisis y reconocimiento de gestos). En particular, se muestra una
taxonomı´a gestual (clasificacio´n de los gestos de acuerdo al tipo de movimiento del que se
derivan) y diferentes modelos temporales y espaciales de gestos, que permiten desarrollar
la etapa de modelado de gestos. Adicionalmente, se presentan los algoritmos para resolver
modelos o aproximaciones de sistemas de reconocimiento de gestos basadas en apariencia,
los cuales han sido comu´nmente utilizados en los procesos de ana´lisis y reconocimiento de
gestos. Finalmente, se sumarizan algunos de los trabajos existentes en la literatura sobre
sistemas de reconocimiento de gestos esta´ticos y dina´micos.
En el Cap´ıtulo 3 se introduce y se describe el modelo de gestos propuesto en este
trabajo, haciendo especial e´nfasis en el pre-procesamiento, el cual parte de una exploracio´n
inicial de un me´todo de localizacio´n de regiones de intere´s por medio de caracter´ısticas
Haar-like, as´ı como el uso de me´todos de segmentacio´n de fondo como me´todos de pre-
procesamiento para eliminar informacio´n que no es de intere´s para la localizacio´n. A partir
de dicha exploracio´n inicial, se define un me´todo alternativo de segmentacio´n de fondo
mediante la reconstruccio´n del mismo, con el fin de mejorar la imagen sobre la que se
realiza la localizacio´n y optimizar el tiempo de procesamiento en esta etapa. Finalmente,
se realiza una experimentacio´n con los me´todos de segmentacio´n analizados y planteados
a lo largo del cap´ıtulo.
En el Cap´ıtulo 4 se proponen dos me´todos de localizacio´n, el primero utiliza carac-
ter´ısticas Haar-like, y el segundo utiliza centroides. El me´todo de localizacio´n utilizan-
do caracter´ısticas Haar-like calcula la regio´n de intere´s sobre la imagen generada en el
pre-procesamiento descrito en el cap´ıtulo anterior. El me´todo de localizacio´n basado en
centroides, utiliza la diferencia entre fotogramas consecutivos (capturados en diferentes
tiempos de acuerdo al tiempo de muestreo). Se muestran los resultados de la localizacio´n
por ambos me´todos y se presenta un ana´lisis de los tiempos de ejecucio´n al momento de
utilizar los me´todos de localizacio´n. Por u´ltimo se presentan las caracter´ısticas a analizar
y el me´todo para realizar la extraccio´n de las mismas.
Posteriormente en el Cap´ıtulo 5, se presentan los gestos esta´ticos a ser analizados
y detectados por el sistema de reconocimiento de gestos propuesto en e´ste documento,
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el me´todo de clasificacio´n los gestos empleado y los resultados de las pruebas realizadas
sobre el sistema. Por u´ltimo, se menciona que la implementacio´n de e´ste tipo de sistemas de
reconocimiento de gestos como una aplicacio´n espec´ıfica, puede comprobar la efectividad
y la usabilidad como un mecanismos de interaccio´n humano-computador.
Finalmente, se presentan las conclusiones que se obtienen del desarrollo de esta tesis,
particularmente se resalta la dificultad del desarrollo de un sistema de reconocimiento de
gestos en ambientes no restrictivos, as´ı como la importancia de la fase de localizacio´n en
la construccio´n de un sistema de e´ste tipo. Tambie´n se concluye acerca del porque´ de
la seleccio´n de los gestos presentados en la tesis con base en las caracter´ısticas que e´stos
presentan. Igualmente, se presenta el resultado de usar una ma´quina de vectores de soporte
como me´todo de clasificacio´n en el sistema de reconocimiento propuesto y los resultados
obtenidos derivados de la integracio´n entre el me´todo de seleccio´n y el de clasificacio´n.
Estas conclusiones se muestran junto con el trabajo futuro que se espera desarrollar en el
marco de esta investigacio´n.
CAPI´TULO 2
Marco conceptual
La Interaccio´n Humano-Computador, o HCI por su sigla en ingle´s (Human-Computer
Interaction), se ha convertido en una parte importante de la vida cotidiana de las personas
debido a la actual presencia de dispositivos electro´nicos (computadores, tablets, celulares,
entre otros) en muchas de las actividades del ser humano. Entre los perife´ricos que mues-
tran esta interaccio´n se encuentran los teclados, ratones y tabletas de escritura [75].
Sin embargo, en algunas ocasiones, estos dispositivos limitan la velocidad de interaccio´n
con el computador en comparacio´n con la interaccio´n natural que surge entre las personas;
es decir, la interaccio´n con los dispositivos no siempre es intuitiva y natural como lo es entre
humanos. Por esta razo´n, se ha iniciado una bu´squeda para implementar los recursos que
naturalmente son usados durante la comunicacio´n humana a una forma en que las personas
interactu´an con los computadores [53].
Una aproximacio´n en esta direccio´n es el reconocimiento de gestos, que surge de las
diferentes modalidades o canales de comunicacio´n definidos para manejar la interaccio´n
(otros canales considerados pueden ser el habla o la escritura); algunas de las implementa-
ciones se centran en la deteccio´n y el reconocimiento de rostros, el ana´lisis de movimiento,
el rastreo de ojos, entre otros, que pueden hacer ma´s intuitiva la comunicacio´n, y facilitar
el aprendizaje y absorcio´n de tecnolog´ıas que usen te´cnicas de reconocimiento de gestos
[34].
Los gestos, como mecanismo de interaccio´n con un computador, se han utilizado am-
pliamente dado que son expresivos y transmiten informacio´n significativa, al tiempo que
permiten interactuar con el ambiente [46]; en otras palabras, es una aproximacio´n para que
los computadores puedan interpretar la forma en que los humanos se comunican usando
gestos y, de esta manera, mejorar los canales de comunicacio´n e interaccio´n, adema´s que
ofrece ma´s posibilidades de interaccio´n debido a la gran cantidad de gestos que puede
realizar un ser humano con varias partes de su cuerpo [26].
Aunque Halanakar et al. [26] sen˜alan que el principal objetivo del reconocimiento de
gestos es crear sistemas que entiendan los gestos humanos para controlar varios dispo-
sitivos, este campo de investigacio´n cuenta con ma´s aplicaciones que pueden incluir el
control de robots [78] e, incluso, considerar la informacio´n significativa que estos trans-
miten, as´ı como el reconocimiento de gestos usados en lenguaje de sen˜as, la deteccio´n de
5
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mentiras, la interaccio´n con ambientes virtuales, y la comunicacio´n en videoconferencias
[71].
Los movimientos que pueden ser interpretados como gestos pueden provenir de dife-
rentes partes del cuerpo, como las manos, los brazos, la cabeza y el rostro, inclusive del
cuerpo completo [27, 49, 64]. Sin embargo, e´stos tienen el inconveniente de que en ocasio-
nes tienden a ser ambiguos, dado que existen mu´ltiples interpretaciones para un mismo
gesto, es decir, existen mu´ltiples mapeos entre conceptos y los gestos que puedan estar
asociados a estos, y viceversa [46].
En el caso de los gestos de las manos, las estrategias de reconocimiento se pueden
dividir en me´todos basados en dispositivos de hardware externos, o en me´todos basados
en visio´n o apariencia [78, 24]. En el caso de las aproximaciones basadas en hardware, se
usan diferentes dispositivos de rastreo entre los que se encuentran aparatos como guantes
de datos [40, 14] o, sensores de movimiento que pueden ser colocados sobre el usuario [39],
o que deben ser sostenidos por e´l para que haya una deteccio´n [43]; y aunque por este
medio es ma´s fa´cil extraer una descripcio´n completa de las caracter´ısticas de los gestos
[78], dado que la deteccio´n de la mano se da directamente a trave´s de los sensores de los
dispositivos [24], e´stos pueden llegar a ser voluminosos o inco´modos. Lo anterior conlleva
a que en algunas ocasiones estos dispositivos sean muy costosos, y au´n ma´s importante,
le resta naturalidad a la interaccio´n que quiere ser lograda [22, 40].
Por otro lado, las aproximaciones basadas en la visio´n se llevan a cabo usando una
o ma´s ca´maras, para capturar y analizar el color de la piel, y formas 2D o 3D de las
manos o la parte del cuerpo que sea definida como el punto de deteccio´n. Este tipo de
aproximaciones son ma´s naturales y u´tiles para aplicaciones en tiempo real, sin embargo,
dado que e´stas son ma´s cercanas al sistema natural humano presentan un mayor desaf´ıo
para su implementacio´n [24].
Pavlovic et al. [53] proponen un esquema general para las aproximaciones basadas en
la visio´n, que se muestra en la figura 2.1, el cual sen˜ala tres pasos o partes que pueden
componer los sistemas de reconocimiento de gestos: i) modelado, ii) ana´lisis y, por u´ltimo,
iii) reconocimiento de gestos. Dentro de este esquema pueden enmarcarse varias propuestas
realizadas por diversos autores.
2.1. Modelado de gestos
Pavlovic et al. [53] sen˜alan que el alcance de una interfaz gestual para la HCI esta´ di-
rectamente relacionada con el apropiado modelado de los gestos de manos y, a su vez, el
modelo definido depende principalmente de la aplicacio´n por desarrollar en el contexto de
la interaccio´n deseada. Por otro lado, fuera del marco de la HCI, los gestos de la mano no
pueden definirse fa´cilmente y, por lo general, estas definiciones esta´n relacionadas princi-
palmente con los movimientos del cuerpo utilizados para la comunicacio´n. Sin embargo,
los significados de los gestos pueden depender de la informacio´n espacial, del contexto en
el que se desarrollan, de las transiciones que pudieran darse y de la informacio´n simbo´lica
y afectiva que transmiten [46].
Por esta razo´n, en un ambiente controlado por un computador se desea que el usuario
realice movimientos que simulen el uso natural de la mano para manipular el entorno y
a la vez permitan el control de la ma´quina a trave´s de gestos. Entonces, el ana´lisis de
gestos y su posterior reconocimiento pueden considerarse como un problema en el que
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Figura 2.1. Sistema basado en la visio´n para la interpretacio´n de gestos. Basado en [53]
es importante construir un modelo gestual sobre un conjunto de para´metros espaciales
y temporales [53]. Teniendo esto en cuenta, existen diferentes formas de determinar el
modelo gestual [26] basa´ndose en el tipo de gesto que se debe utilizar, as´ı como diferentes
tipos modelos que pueden ser usados aisladamente o en conjunto.
2.1.1. Taxonomı´a gestual
Es posible definir una taxonomı´a gestual de manos que se adapte al contexto de la
interaccio´n humano-computador (HCI), y que puede ser de utilidad para establecer el
modelo de gestos. Pavlovic et al. [53] proponen una taxonomı´a (ver figura 2.2) en la que
los movimientos pueden clasificarse en dos grupos: los no intencionales (aquellos que no
transmiten ninguna informacio´n significativa), y los que constituyen gestos (que a su vez
tienen dos modalidades, los comunicativos y los manipulativos).
Los gestos manipulativos son usados para interactuar con objetos en el ambiente; los
gestos comunicativos, por lo general, van acompan˜ados de la voz. Los gestos comunicativos
pueden clasificarse en actos o s´ımbolos; e´stos u´ltimos tienen un rol lingu¨´ıstico y, a su vez,
pueden clasificarse en acciones referenciales (referirse a conceptos o a un objeto por el
movimiento que realiza) o en modeladores, los cuales son gestos que pueden cambiar el
significado de la comunicacio´n (por lo general verbal) y controlan el modo de interpretacio´n
de la misma [70]. Los actos son gestos relacionados directamente con la interpretacio´n
propia del movimiento, y se clasifican en mime´ticos (pueden considerarse pantomimas o
mı´micas sobre el uso de objetos y acciones con los objetos) y de´ıcticos (relacionados con
movimientos para sen˜alar objetos, ubicaciones o direcciones) [37].
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Figura 2.2. Taxonomı´a de gestos de manos para la HCI. Basado en [53]
2.1.2. Modelado temporal de los gestos
Dado que los gestos humanos son un proceso dina´mico, el modelado de los mismos
puede incluir las caracter´ısticas temporales que poseen [53]. De esta manera, se pueden
establecer tres fases para realizar los gestos: la primera es la preparacio´n, la cual considera
la mano en movimiento a partir de una posicio´n de reposo; la segunda es el nu´cleo, donde
se presentan algunas formas definidas y cualidades dina´micas mejoradas, y, por u´ltimo, la
retraccio´n, que es cuando la mano retorna a la posicio´n de reposo o se reposiciona para
una nueva fase del gesto [26].
Asimismo, Mitra & Acharya [46] definen los gestos bien sea como esta´ticos (el usuario
asume una pose, por ejemplo, la mano abierta con todos los dedos extendidos), o dina´micos
(con fases similares a las descritas anteriormente, como la secuencia de iniciar con la mano
abierta, cerrar el pun˜o y volver a abrir la mano). Estos autores sen˜alan, adema´s, que
algunos gestos pueden incluir tanto gestos dina´micos como esta´ticos, como en el caso de
el lenguaje de sen˜as utilizado por personas con limitaciones auditivas y de habla.
Sin embargo, Chen [12] indica que es importante diferenciar una pose de mano, que
es u´nicamente una postura esta´tica, del gesto de la mano, que implica una secuencia de
posturas conectadas por movimientos continuos de las manos o dedos en un periodo corto
de tiempo. Esto permite definir apropiadamente la interaccio´n, teniendo en cuenta los
recursos disponibles, pues es claro que cuando se trata de una pose es mucho menor el
consumo que cuando es un gesto.
2.1.3. Modelado espacial de los gestos
Los gestos son observados como acciones en un espacio 3D, por lo tanto, la descripcio´n
de los mismos involucra la caracterizacio´n de sus propiedades espaciales [53]. Sin embar-
go, debido a las muchas articulaciones que presentan los movimientos del cuerpo (por la
cantidad de conexiones entre partes que llevan a cinema´ticas complejas), as´ı como por
las restricciones que aplican para estos movimientos, es dif´ıcil realizar un modelo de los
mismos [71].
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Considerando lo anterior, algunos autores como Rautaray & Agrawal [60], y Chen [12],
proponen dos categor´ıas para modelar espacialmentente los gestos: aproximaciones basadas
en la apariencia, y aquellas que se basan en modelos 3D (ver figura 2.3). Las aproximaciones
basadas en la apariencia utilizan caracter´ısticas de ima´genes en 2D para modelar el aspecto
visual de la mano y comparar para´metros como el color, la forma, el movimiento y otros
rasgos de la mano (bordes, puntas de los dedos) con las caracter´ısticas de la imagen de
entrada extra´ıda. Por otro lado, las aproximaciones realizadas a partir de modelos 3D se
basan en la cinema´tica 3D del modelo de la mano y emplean una estrategia de estimacio´n
por s´ıntesis para recuperar los para´metros de la misma, alineando la apariencia proyectada
por el modelo 3D con las ima´genes observadas en la ca´mara, tratando de minimizar las
diferencias entre ellas.
Figura 2.3. Representacio´n espacial de gestos. Traducida de [60]
No obstante, otros autores presentan otros modelos en los que se considera espec´ıfi-
camente la forma, la estructura cinema´tica, las dina´micas y las sema´nticas que conllevan
los gestos [71, 48]. Con respecto a esta clasificacio´n, los modelos basados en las dina´micas
y sema´nticas esta´n ma´s orientadas a los algoritmos y me´todos utilizados espec´ıficamente
para el reconocimiento de gestos.
2.2. Ana´lisis de gestos
El objetivo de este paso es estimar los para´metros del modelo usando mediciones de las
ima´genes de v´ıdeo. En este paso se usan dos tareas: la deteccio´n de caracter´ısticas, en donde
se busca extraer caracter´ısticas relevantes de la imagen, y la estimacio´n de para´metros,
usando las caracter´ısticas para calcular los para´metros del modelo [53]. La importancia de
este paso es inmensa, teniendo en cuenta que un error en la extraccio´n de caracter´ısticas
implica la obtencio´n de una mala clasificacio´n.
2.2.1. Deteccio´n de caracter´ısticas
En la deteccio´n de caracter´ısticas el objetivo es encontrar y sen˜alar los aspectos claves
de la imagen que sera´n utilizados en la estimacio´n de los para´metros del modelo gestual
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escogido. Aqu´ı se dan dos procesos: la localizacio´n de la persona que realiza los gestos y,
una vez completado este proceso, se puede proceder a la deteccio´n de las caracter´ısticas
deseadas [53].
Con la localizacio´n se busca detectar a la persona que ejecuta los gestos, diferencia´ndola
del resto de la imagen (o tambie´n llamado ambiente). Para ello, se utilizan diferentes
modelos y me´todos de rastreo [48], en los que por lo general se ejecutan dos pasos: la
segmentacio´n de la figura-fondo y la correspondencia temporal. Moeslund et al. [48] definen
la correspondencia temporal como el proceso en el que se asocian los humanos detectados
en el fotograma actual con los humanos detectados en los fotogramas previos.
La segmentacio´n de la figura-fondo es el proceso de separar objetos de intere´s (el
usuario que realiza el gesto) del resto de la imagen (el fondo). Los me´todos para lograr
esta segmentacio´n se suelen utilizar como primer paso en muchos sistemas y, por lo tanto,
representan un proceso crucial para el reconocimiento. De esta forma, los diversos me´todos
existentes pueden ser categorizados de acuerdo con el tipo de medicio´n o caracter´ısticas
en los que la segmentacio´n se basa, como lo son el movimiento, la apariencia, la forma y
la informacio´n de profundidad [48]. Sin embargo, la sustraccio´n o extraccio´n del fondo es
el primer paso que se realiza en varios algoritmos de rastreo [59, 51, 18, 75, 61, 80].
La sustraccio´n de fondo, un me´todo comu´nmente implementado, funciona de la si-
guiente manera: se obtiene una imagen esta´tica del fondo y se calculan las diferencias
absolutas entre el fotograma actual y la imagen del fondo usando por lo general el espacio
de color en RGB, aunque algunos estudios proponen, como una mejor alternativa, hacer
este tipo de preprocesamiento en los espacios de color HSV o YCrCb [75]. Moeslund et al.
[48] resaltan el uso del algoritmo MOG (por su sigla en ingle´s Mixture of Gaussians) para
realizar la extraccio´n del fondo: se representa cada p´ıxel por medio de una mezcla de distri-
buciones gaussianas, y posteriormente cada uno de los p´ıxeles se actualiza con las nuevas
gaussianas en tiempo de ejecucio´n; por lo general, la actualizacio´n se hace recursivamente,
lo que permite detectar cambios lentos en la escena.
La segmentacio´n basada en el movimiento se centra en las diferencias que surgen en
el movimiento de las personas en ima´genes consecutivas, en las que estos movimientos
se pueden medir a trave´s de flujos o diferenciacio´n de ima´genes [48, 54]. Este tipo de
segmentacio´n suele tener en cuenta que las sen˜ales de movimiento se usan en conjunto
con algunas suposiciones sobre la persona que realiza el gesto y el entorno en donde e´ste
tiene lugar; tal es el caso cuando se asume que hay una sola persona que realiza los gestos
al tiempo, y de igual forma esta persona permanece esta´tica con respecto al fondo (que
tambie´n debe ser esta´tico) [53, 47].
La segmentacio´n basada en apariencia considera que es necesario que la persona que
ejecuta los gestos sea diferente visualmente del fondo, e igualmente la apariencia entre
individuos (si hay ma´s de uno) debe ser diferente [48]. En este tipo de segmentacio´n se
tienen en cuenta sen˜ales de color, debido a que las diferentes tonalidades de la piel humana
la hacen ma´s distintiva [53]; sin embargo, los algoritmos basados en color son muy sensibles
a las variaciones de luz y, si no se cumplen algunas condiciones especiales, estos algoritmos
tienden a fallar [12]. Los me´todos de segmentacio´n basada en la apariencia en ocasiones
van acompan˜ados de algoritmos de rastreo como el Condensation [7, 60, 41] y el Camshift
[60, 73, 58].
La segmentacio´n basada en la forma se caracteriza por permitir la deteccio´n de las
personas y su rastreo en ambientes no controlados, esto debido a que la figura humana es
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por lo general diferente de las formas de otros objetos en la escena; adema´s, la sustraccio´n
del fondo facilita la deteccio´n de estas formas. Dentro de las caracter´ısticas consideradas
para esta clase de segmentacio´n se encuentran las siluetas de los individuos o partes del
cuerpo que se deben analizar para encontrar la forma de los mismos [48]. Las siluetas o
contornos son poco sensibles a las variaciones de superficie (color y la textura), lo que los
convierte en una caracter´ıstica robusta siempre que se hayan podido extraer adecuada-
mente (se logra una extraccio´n ma´s estable cuando los fondos son esta´ticos o se ha hecho
una adecuada sustraccio´n de fondo). Sin embargo, el rendimiento se ve limitado debido a
elementos que pueden alterar su definicio´n, como las sombras y fondos ruidosos [54], que
afectan la robustez de la segmentacio´n realizada, la cual resulta esencial en los procesos
altamente dependientes del resultado de estos me´todos [51].
La segmentacio´n usando informacio´n de profundidad se basa en la idea de que el
ser humano se mueve e interactu´a en un ambiente 3D, por lo cual los me´todos estiman
directamente la informacio´n 3D de la escena, o indirectamente combinando diferentes
vistas de ca´maras [48]. Esta segmentacio´n tiene en cuenta la posicio´n del usuario con
respecto a la ma´quina o ca´mara en la cual proyecta los gestos y se asume que las manos
van a encontrarse al frente de regiones de las que no se quiere adquirir informacio´n, como
el cuerpo y el fondo; de esta forma, la informacio´n de profundidad no so´lo mejora la
localizacio´n de la mano sino que permite estimar su posicio´n 3D, en lugar de la posicio´n
2D [11].
2.2.2. Estimacio´n de para´metros
La estimacio´n de para´metros es la u´ltima etapa de la fase de ana´lisis de gestos, depende
de dos factores: las caracter´ısticas seleccionadas, y los para´metros requeridos por el modelo
de reconocimiento [53]. Los modelos basados en la apariencia generalmente se usan para
describir o identificar acciones gestuales. La estimacio´n de para´metros de estos modelos usa
una descripcio´n compacta de la imagen o de la secuencia de ima´genes. Existen varias formas
de definir para´metros para estos modelos; un primer me´todo es seleccionar un conjunto
de fotogramas o frames importantes visualmente como los para´metros del modelo (por
ejemplo los frames que contengan el objeto por reconocer)[53].
Otro me´todo es utilizar la acumulacio´n de informacio´n espacio-temporal en una secuen-
cia de ima´genes y transformarla en una sola imagen 2D; este me´todo se denomina motion
history image (MHI) [28]. Esa imagen puede ser fa´cilmente parametrizada utilizando te´cni-
cas de descripcio´n de ima´genes en 2D como la descripcio´n de momentos geome´tricos o la
descomposicio´n por valores propios[53]. La mayor ventaja de los enfoques basados en la
apariencia es la simplicidad en la etapa de estimacio´n de para´metros; sin embargo, esta
simplicidad puede hacer que en algunos casos se pierda precisio´n en la informacio´n espacial
de las ima´genes[53].
Los modelos basados en plantillas, o templates, son usados regularmente para reconocer
los contornos de las manos, los brazos o, en algunos casos, de la silueta del cuerpo hu-
mano. Te´cnicas como el ana´lisis de componentes principales (PCA, por su sigla en ingle´s)
se usan para definir conjuntos de entrenamiento para los modelos basados en plantillas.
Estos modelos permiten el reconocimiento de gestos as´ı estos sean un poco diferentes a
los previamente establecidos en el conjunto de entrenamiento. Adicionalmente, se pueden
incluir algunos para´metros que indiquen la rotacio´n o traslacio´n de la mano o la silue-
ta para hacer un mejor y ma´s robusto reconocimiento; los modelos que incluyen estas
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caracter´ısticas son denominados deformable templates. Una ventaja de los modelos basa-
dos en plantillas es que no requieren de una gran capacidad de co´mputo en la etapa de
actualizacio´n de para´metros, pero en algunos casos s´ı la pueden requerir en la etapa de
inicializacio´n. Pavlovic afirma que los modelos deformables proveen suficiente informacio´n
para el reconocimiento de gestos manipulativos y comunicativos [53].
Existen modelos basados en apariencia que se enfocan en el uso de siluetas o ima´genes
en escala de grises de las manos. En estos modelos los para´metros intentan describir la
forma de la mano de una manera simple; por eso, una te´cnica que se usa regularmente es la
descripcio´n de momentos geome´tricos de las formas de la mano. Generalmente, se utilizan
los momentos de segundo orden, aunque en algunas ocasiones se utilizan los momentos de
Zernike, que son invariantes a la rotacio´n, lo que permite un mejor reconocimiento[53].
2.2.3. Detector basado en caracter´ısticas Haar-Like
Las caracter´ısticas Haar-like se han usado en el enfoque estad´ıstico para la deteccio´n
de rostros propuesto por Viola y Jones [65], el cual permite manejar una gran variedad
de rostros (con rotaciones, diferencias de color y elementos adicionales como anteojos
y barbas, entre otros). Para realizar los ca´lculos de una manera ra´pida, se utiliza una
representacio´n de la imagen de entrada denominada “imagen integral”, la cual es utilizada
para calcular el conjunto de caracter´ısticas Haar-like de la regio´n de la imagen [12].
El enfoque propuesto por Viola y Jones detecta ima´genes con base en caracter´ısti-
cas simples Haar-like, las cuales son calculadas de forma similar a los coeficientes en la
transformada wavelet Haar. Cada caracter´ıstica se describe por medio de una plantilla que
incluye recta´ngulos negros y blancos y sus coordenadas relativas al origen de la ventana
de bu´squeda y el taman˜o de la caracter´ıstica [12].
Viola y Jones [65] utilizan caracter´ısticas de tres tipos diferentes: de dos recta´ngulos
(two-rectangle feature), de tres recta´ngulos ( three-rectangle features) y de cuatro recta´ngu-
los (four-rectangle features). En cada una de estas caracter´ısticas, las regiones rectangu-
lares tienen el mismo taman˜o y forma, y son horizontal o verticalmente adyacentes como
muestra la figura 2.4. Para obtener los valores de las caracter´ısticas de dos recta´ngulos se
calcula la diferencia de la suma de los p´ıxeles dentro de los dos recta´ngulos, como se mues-
tra en la figura 2.4 (a-b), y se resta el recta´ngulo de la derecha (o inferior) al recta´ngulo de
la izquierda (o superior, dependiendo del caso). Para las caracter´ısticas de tres recta´ngulos
se calcula la suma de los dos recta´ngulos externos y se resta de la suma del recta´ngulo
del medio, como se ve en la figura 2.4(c). Para las caracter´ısticas de cuatro recta´ngulos
se realiza la diferencia entre las parejas de recta´ngulos diagonales, tal y como lo ilustra la
figura 2.4(d). Sin embargo, otros autores incluyen algunas caracter´ısticas adicionales para
aumentar la efectividad de la discriminacio´n cuando son usadas para reconocer otro tipo
de objetos o figuras, como los gestos de manos ([77, 12]).
Teniendo en cuenta lo anterior, las caracter´ısticas de los recta´ngulos pueden ser cal-
culadas ra´pidamente usando la representacio´n intermedia para la imagen llamada imagen
integral. Una imagen integral en la posicio´n (x,y) contiene la suma de los p´ıxeles ubicados
hacia arriba y hacia la izquierda, como muestra la figura 2.5.
Las caracter´ısticas rectangulares son sensibles a la presencia de bordes, barras y otras
estructuras simples de la imagen. La extrema eficiencia computacional de las caracter´ısticas
rectangulares compensa su limitada flexibilidad. El detector escanea la imagen de entrada
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Figura 2.4. Ejemplo de las caracter´ısticas rectangulares Haar-like. La suma de los pixeles en los
recta´ngulos blancos se resta de la suma de los pixeles en los recta´ngulos grises [65].
Figura 2.5. Representacio´n de una imagen integral [65].
en mu´ltiples escalas, e inicia con una escala base en donde los objetos se detectan en un
taman˜o de 24x24 p´ıxeles; la imagen es escaneada a 11 escalas, cada una 1.25 veces ma´s
grande que la anterior [65].
Este algoritmo utiliza una variante del AdaBoost para la seleccio´n de las caracter´ısticas
y para entrenar el clasificador. AdaBoost es un procedimiento efectivo para la bu´squeda
de un nu´mero pequen˜o de “buenas caracter´ısticas” que tienen variedad significativa. Este
algoritmo propone una arquitectura en cascada para realizar el proceso de evaluacio´n de
los clasificadores fuertes en tiempo real. Estos clasificadores AdaBoost, se ordenan segu´n
su complejidad y se entrenan u´nicamente con las muestras que pasan por el clasificador
anterior [74].
2.2.4. Descriptores de histogramas de gradientes orientados
Este me´todo se basa en la evaluacio´n de histogramas locales normalizados de los gra-
dientes orientados de una imagen en una ret´ıcula densa. Aqu´ı, la apariencia y forma local
de un objeto pueden ser a menudo bien caracterizadas por la distribucio´n de intensidad
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de gradientes locales o direcciones de bordes, incluso sin el conocimiento preciso de las
posiciones de los gradientes o bordes correspondientes [16].
Las caracter´ısticas HOG (abreviatura del algoritmo Histogram of Oriented Gradients,
su nombre en ingle´s) se calculan dividiendo la imagen en pequen˜as regiones espaciales
(celdas). Por cada celda se acumula un histograma local unidimensional de las direcciones
del gradiente o las orientaciones de los bordes sobre los p´ıxeles de la celda; las entradas
combinadas de histogramas forman la representacio´n. Para tener una mejor invarianza a la
iluminacio´n, sombreados, entre otros, tambie´n es u´til contrastar-normalizar las respuestas
locales antes de usarlas. Esto puede hacerse mediante la acumulacio´n de una medida de
la energ´ıa del histograma local sobre regiones espaciales un poco ma´s grandes (bloques),
y utilizar los resultados para normalizar todas las celdas en el bloque [16].
Dalal & Triggs [16] se refieren propiamente a los bloques de descriptores normalizados
como descriptores de histogramas de gradientes orientados o HOG. Teniendo una vista en
mosaico de las ventanas de deteccio´n con una ret´ıcula densa (de hecho, superpuestas) de los
descriptores HOG, y utilizando un vector de caracter´ısticas combinado con un clasificador
SVM convencional basado en ventanas, el algoritmo proporciona la cadena de deteccio´n
de humanos.
Zhao et al. [79] muestran el proceso de construccio´n de las caracter´ısticas HOG de la
siguiente manera: calculan los gradientes en cada posicio´n (x,y) de los p´ıxeles usando la
ecuacio´n 2.1 donde Gx (x, y) , Gy (x, y) son los gradientes horizontales y verticales y f(x, y)
es la intensidad en (x, y).
{
Gx (x, y) = f (x+ 1, y)− f(x− 1, y))
Gy (x, y) = f (x, y + 1)− f(x, y − 1)) (2.1)
De acuerdo con el ca´lculo de los gradientes en las respectivas posiciones, la magnitud
y orientacio´n de estos gradientes son calculadas mediante las ecuaciones 2.2 y 2.3.
G(x, y) =
√
G2x (x, y) +G
2
y (x, y) (2.2)
Φ (x, y) = tan−1
(
Gy(x, y)
Gx(x, y)
)
(2.3)
Cada nivel de histogramas de las celdas divide el rango de a´ngulos del gradiente en 9
bins de orientacio´n. Los bins de orientacio´n se distribuyen uniformemente en el espacio
entre 0◦ y 180◦. Cada p´ıxel en la celda calcula un voto ponderado para un bin de orientacio´n
de borde basado en la orientacio´n del elemento gradiente en el que se centra.
Los histogramas de las celdas en un mismo bloque se concatenan para formar un
nivel de histogramas de bloque HB = [Hc1 ,Hc2 ,Hc3 , · · · ]. Posteriormente, se realiza la
normalizacio´n sobre los bloques, dado que la intensidad de los gradientes var´ıa en un
rango amplio debido a los cambios locales en la iluminacio´n y en los objetos de primer
plano-fondo [79].
Se pueden usar diferentes esquemas de normalizacio´n en los niveles de histograma de
bloques, en donde se considera v como el vector del descriptor sin normalizar, ‖v‖k la
k -norma para k = 1, 2, y  una pequen˜a constante. Los esquemas son: (a) L2 -norma,
v → v2√‖v‖22+2 ; (b) L2-Hys es la norma L2 seguida de un recorte, para limitar los valores
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ma´ximos de v a 0.2 y una renormalizacio´n; (c)L1-norma, v → v‖v‖1 + , y finalmente, (d)
L1-sqrt, L1-norma, seguida de una ra´ız cuadrada v → 2
√
v
‖v‖1 + , cuyos valores tratan
los vectores de descripcio´n como distribuciones de probabilidad utilizando la distancia de
Bhattacharya entre ellos [15].
2.3. Reconocimiento de gestos
Esta es la fase en donde los datos analizados de las ima´genes visuales de los gestos son
reconocidos como un gesto en espec´ıfico [53]. Pavlovic describe dos tareas asociadas al re-
conocimiento de gestos: la particio´n o´ptima del para´metro espacio y la implementacio´n del
procedimiento de reconocimiento. La particio´n esta´ dirigida a procesos de entrenamiento
de aprendizaje por ejemplo, y la implementacio´n se relaciona con la eficiencia computacio-
nal de la ejecucio´n. Varios autores sen˜alan numerosas te´cnicas y herramientas que han
permitido el reconocimiento de gestos [60, 10, 27, 12].
Entre los primeros avances realizados en el reconocimiento de gestos, se encuentra la
identificacio´n de poses esta´ticas, por lo general asociadas a la mano. En el texto de revisio´n
realizado por Wu et al. [72] se muestran algunos de los trabajos ma´s destacados, por
ejemplo, el uso de caracter´ısticas ma´s discriminantes, as´ı como un esquema de interpolacio´n
para la generalizacio´n de variaciones basadas en muestras para el aprendizaje. Tambie´n
en este trabajo se muestra la te´cnica de ajuste de grafos ela´sticos, al igual que un sistema
inductivo de aprendizaje que es capaz de derivar reglas, y el uso de una red neuronal para
realizar un mapeo local lineal (Local Linear Mapping, LLM, por su sigla en ingle´s) de los
dedos en 2D; dicho procedimiento posiciona los dedos en un modelo 3D por medio de una
red neuronal que realiza un mapa parame´trico de auto-organizacio´n (en ingle´s, Parametric
Self-Organizing Map, o´ PSOM).
No obstante, aunque los gestos esta´ticos hacen parte del lenguaje no verbal, la mayor´ıa
de gestos transmiten una mayor cantidad de informacio´n al ser dina´micos o cuando son
acciones gesturales. Entre las herramientas y te´cnicas utilizadas para el reconocimiento
de gestos, esta´n los HMM, la utilizacio´n de ma´quinas de estado finito (FSM), las TDNN,
entre otras [60, 71, 66, 35].
2.3.1. Modelos ocultos de Markov
Los modelos ocultos de Markov, o HMM, por su sigla en ingle´s (Hidden Markov Mo-
dels), son un tipo de modelo estad´ıstico ampliamente utilizado en el reconocimiento del
habla y que tambie´n es aplicado en el reconocimiento del movimiento humano. Los HMM
son empleados para modelar la transicio´n de estados entre un conjunto de modelos dina´mi-
cos y, adema´s, tienen la capacidad de modelar dina´micas de alto y bajo nivel [71].
Los HMM son un proceso doblemente estoca´stico, que consta de una red probabil´ıstica
con estados ocultos y observables; este proceso esta´ gobernado por una cadena de Markov
con un nu´mero finito de estados y un conjunto de funciones aleatorias, cada una asociada
a un estado [46]. En los HMM, los estados ocultos corresponden a diferentes fases en
la ejecucio´n de una accio´n. Los estados de transicio´n esta´n condicionados por un estado
previo y no por un historial de estados; esta es la suposicio´n markoviana. A e´sto se agrega
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que las observaciones esta´n condicionadas u´nicamente por el estado actual, por lo cual las
siguientes observaciones se consideran independientes [54].
2.3.2. Aproximacio´n por ma´quinas de estado finito (FMS)
Las ma´quinas de estado finito, o FSM, por su sigla en ingle´s (Finite State Machine),
fueron de las primeras te´cnicas en ser utilizadas en el reconocimiento de gestos de las manos
dado que este tipo de problemas tienen que ver con el procesamiento de secuencias [35].
Utilizando las FSM, los gestos pueden ser modelados como estados en una configuracio´n
espacio-temporal. El gesto es reconocido como una serie de trayectorias provenientes de un
sensor, constituyendo un ensamble que es representado por medio de puntos en un espacio
bidimensional. El reconocimiento de gestos se realiza con una FSM que fue entrenada
fuera de l´ınea usando la mayor cantidad posible de ejemplos de cada gesto como datos de
entrenamiento[46].
En los problemas de reconocimiento de gestos, en los que los e´stos son definidos como el
cambio de una postura de una mano a otra postura, tambie´n han sido usadas las FSM en
las que los estados corresponden a las formas de las clases y se consideran todas las posibles
transiciones entre estados [51]. Entre las estrategias basadas en estados para aprendizaje
y reconocimiento, los gestos son definidos como una secuencia ordenada de estados usando
agrupamiento espacial (spatial clustering) y alineamiento temporal [46].
2.3.3. Ma´quinas de vectores de soporte (SVM)
Las ma´quinas de vectores de soporte (o SVM, por su sigla en ingle´s) son un sistema
de aprendizaje basado en hipo´tesis. Las SVM utilizan una hipo´tesis de funciones lineales
en un espacio de caracter´ısticas con una dimensionalidad alta, con el fin de estimar una
superficie de decisio´n en lugar de modelar una funcio´n de probabilidad sobre los datos de
entrenamiento. Las SVM emplean un kernel de vectores de soporte para mapear los datos
desde el espacio de entrada hasta un espacio de dimensionalidad alta, lo cual facilita que el
problema sea procesado de forma lineal. Este sistema de aprendizaje siempre encuentra un
mı´nimo global dado que trata de minimizar la frontera de riesgo; esto se logra minimizando
la funcio´n de Lagrange que se muestra en la ecuacio´n (2.4) [77].
Lp =
1
2
‖w‖2 −
l∑
i=1
αiyi(xiw + b) +
l∑
i=1
αi (2.4)
Las SVM son clasificadores binarios. La clasificacio´n de una muestra se observa en
la ecuacio´n (2.5), donde k es la funcio´n kernel, xi son los ejemplos de entrenamiento y
yi ∈ (+1,−1), sus etiquetas de clase respectivas; αi y b son los para´metros del modelo
obtenido despue´s del entrenamiento [77].
f(x) =
N∑
i=1
αiyik(x, xi) + b (2.5)
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Existen diferentes tipos de funciones kernel que pueden ser utilizadas junto con las
SVM. Una de ellas es la funcio´n de base radial (por su sigla en ingle´s RBF), que se define
como muestra la ecuacio´n (2.6),donde γ = 0,25 [30].
K(xi, x) = e(−γ ‖xi − x‖2), γ > 0 (2.6)
Una SVM funciona de la siguiente manera: dado un conjunto de ejemplos de entre-
namiento, donde cada ejemplo esta´ etiquetado dentro de una categor´ıa o la otra, la SVM
representa los ejemplos como puntos en el espacio y los mapea de tal forma que los ejem-
plos de cada categor´ıa esta´n divididos por una brecha clara lo ma´s grande posible. El
conjunto de prueba se mapea dentro de ese mismo espacio y se predice a que´ categor´ıa
pertenece cada ejemplo con base en el lado de la brecha en el que e´ste se ubica. Las SVM
pueden realizar clasificaciones no lineales utilizando lo que se conoce como “kernel trick”
donde impl´ıcitamente se mapean sus entradas en el espacio de dimensionalidad alta [60].
2.3.4. Otras herramientas
La computacio´n suave se emplea como una metodolog´ıa que trabaja sine´rgicamete y
provee una capacidad de procesamiento flexible de informacio´n para manejar situaciones
ambiguas. Los sistemas de reconocimiento pueden ser entrenados durante el uso o adap-
tarse dina´micamente al usuario. Entre las herramientas de computacio´n suave que se usan
en el reconocimiento de gestos esta´n los conjuntos difusos, las redes neuronales artificia-
les (en ingle´s, Artificial Neural Networks, o ANN), los algoritmos gene´ticos, los conjuntos
aproximados, entre otras. En el caso de las aproximaciones conexionistas se encuentran los
modelos de TDNN, los perceptrones multicapa, o Multilayer Perceptron (MLP) en ingle´s,
y la red de funciones de base radial (RBFN) [46].
Otra aproximacio´n utilizada, en el reconocimiento de gestos es la deformacio´n dina´mi-
ca del tiempo (DTW, del ingle´s Dynamic Time Warping), que proporciona una solucio´n
ma´s flexible en cuanto a extraccio´n de caracter´ısticas. La DTW consiste en la medicio´n
de la distancia entre dos secuencias distintas, posiblemente con diferentes longitudes [54].
En este tipo de me´todos los vectores de caracter´ısticas, como la posicio´n de la mano, son
comparados con aquellos del conjunto de referencias basa´ndose en el ca´lculo de la distan-
cia. Las distancias entre los vectores se calculan y posteriormente se estima la distancia
acumulada entre secuencias; una secuencia de entrada se clasifica frente a una secuencia
de referencia [4, 2].
2.4. Trabajos realizados
Las te´cnicas y herramientas anteriormente nombradas no son las u´nicas usadas para
el reconocimiento de gestos, y aunque en el caso de los gestos dina´micos los desarrollos
e investigaciones son relativamente recientes, los trabajos realizados para el ana´lisis de
gestos esta´ticos han proporcionado grandes avances hacia el reconocimiento de gestos
que incluyen movimiento. Existen aplicaciones que utilizan algoritmos y sistemas para
el rastreo y el reconocimiento de posturas; las jerarqu´ıas de caracter´ısticas a mu´ltiples
escalas de colores representan la forma de la mano, y para el rastreo y reconocimiento
de los estados de la mano se utiliza el filtrado de part´ıculas con muestreo ordenado por
capas [8]. El enfoque novedoso de este sistema es el uso de sen˜ales de color y formas en un
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modelo jera´rquico del objeto que incluye caracter´ısticas de color de la imagen a mu´ltiples
escalas.
Entre los dispositivos ma´s comunes para el reconocimiento de gestos esta´n las ca´maras,
que se pueden usar en distintas cantidades dependiendo de la finalidad de la aplicacio´n.
Entre este tipo de alternativas se destaca el uso de una sola ca´mara para evadir el problema
de emparejamiento de las caracter´ısticas de las ima´genes entre distintas vistas; el sistema
usa la deteccio´n de objetos, los cuales son extra´ıdos por medio de caracter´ısticas basadas
en probabilidades y contorno [19]. De igual modo, se han desarrollado sistemas que em-
plean una ca´mara web para la clasificacio´n de gestos usando una red neuronal basada en
entrenamiento supervisado con prealimentacio´n as´ı como algoritmos de back propagation
para la clasificacio´n de gestos en categor´ıas [50].
Varona et al. [64] presenta el reconocimiento de movimientos con el fin de identificar
gestos, combinando te´cnicas de computacio´n visual y algoritmos de cinema´ticas inversas
en tiempo real; en otras palabras, se escoge una representacio´n adecuada de la posicio´n del
cuerpo del usuario basa´ndose en parametrizaciones temporales, y luego se aplican te´cnicas
no parame´tricas para aprender y reconocer los gestos. El sistema obtiene los movimientos
del ana´lisis de las ima´genes tomadas por dos ca´maras y la implementacio´n en tiempo real
del algoritmo de cinema´ticas inversas.
CAPI´TULO 3
Modelo de gestos y pre-procesamiento mediante
segmentacio´n
En el cap´ıtulo anterior, se mostro´ una descripcio´n general de un sistema de reconoci-
miento de gestos; en particular, se sen˜alo´ la taxonomı´a gestual publicada por Pavlovic et
al. [53] y diferentes formas de modelado de gestos, as´ı como algunos algoritmos utilizados
en cada una de las etapas de procesamiento de e´ste tipo de sistemas.
A continuacio´n, se presenta el modelo de gestos que se utiliza en esta tesis. Este modelo
se construye a partir de los conceptos de modelado gestual del cap´ıtulo anterior. Tambie´n
se muestran diferentes algoritmos de segmentacio´n que se evalu´an y utilizan como parte
de una propuesta para establecer un sistema de reconocimiento de gestos. En el presente
trabajo, el proceso de segmentacio´n se utiliza como fase de pre-procesamiento anterioir a
la deteccio´n o localizacio´n de la persona que realiza los gestos.
3.1. Modelado de gestos
El modelado de gestos consiste en la definicio´n de las posturas o de un conjunto de
estas que van a ser identificadas y analizadas a lo largo del proceso de reconocimiento.
Como primera condicio´n para determinar el modelo, se escogen las manos como la parte
del cuerpo que se va a analizar y reconocer, debido a la diferenciacio´n morfolo´gica que
presentan con respecto a otras partes del cuerpo, lo que facilita su deteccio´n mediante
software no especializado; adicionalmente, son una parte del cuerpo que los seres humano-
susan de una forma intuitiva para la comunicacio´n, por lo cual constituyen un buen punto
de inicio para proponer y probar modelos para la comunicacio´n humano-computador a
trave´s de gestos.
Para delimitar el modelo de gestos que se utiliza en este trabajo, se revisan diversas
acciones consideradas como gestos y que pueden ser ejecutadas por un usuario con sus
manos frente a un computador. Asimismo, para esta delimitacio´n se considera la taxonomı´a
explicada por Pavlovic et al. [53] y las diferentes formas para modelar un gesto presentadas
en el cap´ıtulo anterior. Al revisar las clases de gestos presentadas en esta taxonomı´a,
se considera apropiado utilizar los gestos de tipo manipulativo y que a su vez sean de
tipo comunicativo (espec´ıficamente de tipo de´ıctico) para el desarrollo del sistema de
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reconocimiento de gestos propuesto en esta tesis. En cuanto al modelado de tipo temporal
de gestos, el presente trabajo se enfoca en el ana´lisis de gestos esta´ticos o posturas. Del
mismo modo, luego de analizar el modelado de tipo espacial se escoge trabajar con los
modelos basados en apariencia; especificamente, se analizan los modelos basados en color
y forma.
Una vez seleccionados los tipos de gestos las y formas de modelarlos (temporal y
espacialmente), se obtiene una configuracio´n general del modelo que permite establecer
supuestos sobre el mismo para obtener una interaccio´n simple con un computador. Moes-
lund y Granum [47] sen˜alan dos tipos de supuestos sobre las condiciones para la captura
de movimiento: de movimiento y de apariencia.
Para este trabajo se determina que los supuestos iniciales relacionados con el movi-
miento son: i) la posicio´n del usuario debe ser frente a la ca´mara, de tal manera que
los movimientos realizados se encuentran en un plano paralelo a la misma; ii) la ca´mara
no presenta ningu´n movimiento (esta´ colocada de manera esta´tica); iii) adema´s, no hay
oclusio´n sobre las manos, y iv) los movimientos realizados son lentos.
Por otra parte, para los supuestos iniciales relacionados con la apariencia se asume que:
i) el sistema funciona sobre un fondo esta´tico; sin embargo, el fondo puede ser uniforme
o complejo. ii) De igual manera, se deben manejar unas condiciones de luz constantes a
lo largo de la ejecucio´n; no obstante, esto no impide el cambio de las condiciones entre
ejecuciones. iii) No se requiere hardware especializado, lo que permite hacer uso de ca´maras
y computadores de gama media. iv) No se requiere el uso de marcadores sobre el usuario
o guantes con caracter´ısticas espec´ıficas de color, o que la persona vista alguna prenda
especial para delimitar mejor el a´rea de la mano.
Los supuestos relacionados con el movimiento y con la apariencia permiten considerar
el sistema desarrollado como un sistema que funciona en ambientes no restrictivos, debido
a los pocos supuestos sen˜alados en comparacio´n con los supuestos que suelen indicarse en
algunos sistemas de reconocimiento de gestos. Sin embargo, a menor nu´mero de supuestos,
mayor es la complejidad del sistema [47], lo que implica que el modelo debe tener en cuenta
los ruidos y elementos que puedan dificultar la apropiada seleccio´n y deteccio´n de los gestos.
Es importante resaltar que el presente trabajo no pretende definir un mecanismo ca-
paz de reconocer todos los gestos manipulativos o comunicativos existentes, sino mostrar
un sistema capaz de lograr un reconocimiento lo suficientemente preciso y robusto para
una interaccio´n humano-computador usando hardware no especializado, particularmen-
te en escenarios en donde se puede presentar ruido, como la iluminacio´n del ambiente y
dificultades en los contrastes entre los colores de la mano y el fondo.
Por u´ltimo, el modelo de gestos planteado se usa como l´ınea base para la construccio´n
de un sistema de reconocimiento de gestos que pueda ser ejecutado en computadores
personales o de gama media que cuenten con una ca´mara web (ver figura 3.1). Entonces,
dadas las caracter´ısticas de este tipo de equipos se observan las diferentes ca´maras web
que e´stos poseen y sus ubicaciones. En el caso de los computadores porta´tiles (y algunos de
escritorio) se observa que la ca´mara web esta´ situada en la parte superior de la pantalla,
lo cual proporciona una vista de frente del usuario (ver figura 3.1(a)). No obstante, la
mayor´ıa de computadores de escritorio cuentan con una ca´mara web externa que puede
ser colocada en diferentes posiciones apuntando al usuario;s en este caso, la perspectiva de
la escena puede cambiar ligeramente (ver figura 3.1(b)). Con base en estas observaciones,
se determina que la distancia entre el usuario y la ca´mara no debe ser mayor a 150
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cent´ımetros para que se puedan procesar adecuadamente los objetos de intere´s presentes
en la escena y captados por la ca´mara, en este caso particular, las manos del usuario.
(a) Computador de escritorio (b) Computador porta´til
Figura 3.1. Ejemplo de computadores de escritorio y porta´tiles con ca´mara web.
3.2. Pre-procesamiento como parte del ana´lisis de gestos
Un sistema de reconocimiento de gestos, cuenta con un proceso inicial de ana´lisis de
gestos, en el que se busca extraer y estimar las caracter´ısticas que son utilizadas en la
clasificacio´n o reconocimiento. Con este fin en mente, se exploran diferentes me´todos los
cuales pueden servir para detectar y extraer caracter´ısticas que representen adecuadamente
las ima´genes de gestos obtenidos de un video.
Por lo general, los procesos de segmentacio´n son la primera fase para obtener la locali-
zacio´n de los objetos de intere´s en una imagen. En e´ste trabajo se realiza una exploracio´n
preliminar en la que se analizan algunos me´todos que realizan segmentaciones basadas en
la apariencia o en la sustraccio´n de fondo.
Es importante sen˜alar que la segmentacio´n es un problema abierto y que existen algunos
factores que pueden obstaculizar este proceso, como lo son los fondos de escena muy
complejos, los cambios en la iluminacio´n e incluso una baja calidad del video [78].
3.2.1. Exploracio´n preliminar de segmentacio´n de fondo y localizacio´n
3.2.1.1. Deteccio´n de manos utilizando caracter´ısticas Haar-like
Varios autores sen˜alan la efectividad de las caracter´ısticas Haar-like en el proceso de
deteccio´n y extraccio´n de la regio´n donde se encuentran las manos ([13, 28, 5, 77]). Por
e´ste motivo, en el presente trabajo se realiza una aproximacio´n utilizando este enfoque
basado en la apariencia. Una de las ventajas que se evidencian al implementar este me´to-
do de deteccio´n, en lugar de utilizar la informacio´n del p´ıxel “puro”, es la codificacio´n
del conocimiento del domino ad-hoc por parte de las caracter´ısticas Haar-like. Este co-
nocimiento es dif´ıcil de aprender usando una cantidad finita de datos de entrenamiento.
Espec´ıficamente, e´stas caracter´ısticas son eficientes en la identificacio´n de objetos repre-
sentados por la diferencia entre las a´reas oscuras y brillantes en una imagen, lo que permite
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que la variabilidad entre clases haga la clasificacio´n ma´s fa´cil. Asimismo, Chen [12] afirma
que los sistemas basados en e´ste tipo de caracter´ısticas pueden operar mucho ma´s ra´pido
que un sistema basado en p´ıxeles. Y por u´ltimo, esta´s caracter´ısticas son ma´s robustas a
variaciones de iluminacio´n y ruido, en comparacio´n con otros rasgos como el color [12].
Estas caracter´ısticas fueron utilizadas en el detector propuesto originalmente por Viola y
Jones [65] para la deteccio´n de rostros.
Teniendo en cuenta las afirmaciones planteadas por los autores mencionados, y con el
fin de utilizar un detector adecuado para la localizacio´n de manos, se realiza una bu´squeda
y prueba inicial de diferentes detectores publicados en l´ınea.
Como resultado de e´sta exploracio´n, se realiza una primera aproximacio´n utili-
zando las caracter´ısticas Haar-like definidas en un detector entrenado por Andol Li
(http://www.andol.info/hci/2020.htm). Este detector fue entrenado para la deteccio´n de
manos en un ambiente con un fondo no uniforme utilizando la librer´ıa OpenCv [33]. Un
ejemplo de la deteccio´n que se obtiene utilizando e´sta librer´ıa se muestra en la figura 3.2.
Figura 3.2. Resultado positivo del detector de manos entrenado por Andol Li
En el proceso de bu´squeda, se obtiene una distribucio´n en l´ınea (https://advanced-
tracker.googlecode.com/files/Hand.Cascade.1.xml) proporcionada por Nikolas Markou
[45], quien presenta un detector entrenado con veinte mil (20.000) ima´genes de ejem-
plos positivos y veinte mil (20.000) ima´genes de ejemplos negativos. La figura 3.3 ilustra
el resultado obtenido al usar este detector.
Para comprobar la efectividad de estos detectores, se decide realizar un entrenamiento
propio para tener ma´s control sobre los para´metros de los mismos y analizar mejor los
resultados. Este entrenamiento se realiza con mil setecientas (1.700) ima´genes positivas y
mil (1000) ima´genes negativas. Dichas ima´genes se procesan a trave´s de veinte clasificado-
res de´biles en cascada para conformar el clasificador final de tipo Adaboost. Este detector
muestra resultados como el que se presenta en la figura 3.4.
Para la elaboracio´n del conjunto de entrenamiento se deben recolectar ima´genes que
sera´n separadas en dos clases, la clase positiva (elementos que se quieren detectar) y la
clase negativa. En consecuencia, se recolectan ima´genes de posturas de manos, las cuales
fueron capturadas en diversos fondos (uniforme y complejo) y bajo distintas condiciones
de iluminacio´n. E´stas ima´genes son la clase positiva del conjunto de entrenamiento, y
se obtienen de los conjuntos de datos NUS hand posture datasets I & II presentados por
Pramod Kumar et. al. [55, 56]; del conjunto de datos Sebastien Marcel Static Hand Posture
Database elaborado por Sebastien Marcel [44], y de un conjunto de datos propio que se
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Figura 3.3. Resultado positivo del detector de manos entrenado por Nikolas Markou
Figura 3.4. Resultado positivo del detector de manos entrenado para el presente trabajo
elabora a partir de diez videos en diferentes condiciones de iluminacio´n y con dos diferentes
usuarios.
Las ima´genes pertenecientes a la clase negativa incluyen fotograf´ıas de diferentes lu-
gares (oficinas, aulas, bibliotecas, pasillos, entre otros), rostros y fotograf´ıas de diferentes
personas que encuadran el torso y la cabeza. Estas ima´genes son recopiladas de los con-
juntos de datos Caltech 10.000 Web Faces [21], Frontal Face dataset [69], del conjunto de
datos usado por Quattoni y Torralba [57] Indoor Scene Recognition, The INDECS Data-
base [1] y del conjunto de datos Background elaborado por el grupo Computer Vision de
CALTECH [68].
De esta manera, se procede a realizar una serie de pruebas comparativas utilizando la
ca´mara web de un computador y el algoritmo de deteccio´n para cada uno de los detectores
mencionados. Las pruebas se realizan sobre un video pre-grabado y un video en tiempo
real. Se observa que el algoritmo con cualquiera de los detectores tiene un desempen˜o
aceptable al momento de ejecutarse en tiempo real. Sin embargo, cuando se comparan
las detecciones obtenidas, se advierte que el detector entrenado por Andol Li presenta un
nu´mero significativo de falsos-negativos (no detecta la mano) en comparacio´n con los otros
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dos detectores (ver figura 3.5(a)); e´sto es consecuencia de la realizacio´n del entrenamiento,
el cual segu´n su autor, se enfoca en la deteccio´n de dos gestos (mano con palma abierta y
mano cerrada).
En cuanto al detector entrenado por Markou, se consigue una deteccio´n ma´s precisa
para cierto tipo de gestos (la mano abierta o cerrada). E´ste detector demarca de manera
ma´s exacta la regio´n de intere´s o ROI (sigla de Region of Interest en ingle´s), dado que
cubre apropiadamente la mano. No obstante, la ROI detectada en ocasiones fluctu´a o no
se presenta: en varios casos se localizan regiones en donde se identifica una parte del fondo
como parte de la mano. Este tipo de situaciones se consideran como un falso-positivo en
la deteccio´n (ver figura 3.5(b)).
En el caso del detector entrenado para este trabajo, se observa un nu´mero mayor
de falsos-positivos; sin embargo, la deteccio´n de la mano (deteccio´n considerada como
verdadera-positiva) es constante a lo largo del video en comparacio´n con los otros detec-
tores (ver figura 3.5(c)).
(a) Detector Haar entrenado por
Andol Li
(b) Detector Haar entrenado por
Nikolas Markou
(c) Detector entrenado para este
trabajo
Figura 3.5. Detecciones obtenidas por detectores entrenados con caracter´ısticas Haar-like
Dado que los resultados de los detectores no muestran una localizacio´n adecuada, se
decide hacer un pre-procesamiento en el cual se descarte informacio´n que no sea pertinente
con el fin de realizar una deteccio´n ma´s precisa. As´ı, se determina que la informacio´n que
no es pertinente para la deteccio´n esta´ dada por el fondo en el que se ejecuta el sistema,
ya que e´ste puede ser un fondo no uniforme. Teniendo e´sto en cuenta se decidie explorar
diferentes me´todos para sustraer el fondo, los cuales se presentan a continuacio´n.
3.2.1.2. Sustraccio´n de fondo utilizando el algoritmo MoG
En el cap´ıtulo anterior, se hace referencia a los me´todos de segmentacio´n de la figura-
fondo como parte del proceso de localizacio´n para detectar a la persona que ejecuta los
gestos. Dentro de estos me´todos se ha sen˜alado la sustraccio´n o extraccio´n de fondo para
diferenciar a la persona ubicada en el primer plano (quien realiza el gesto) del fondo o
ambiente de la escena.
Como primera aproximacio´n a los me´todos de sustraccio´n de fondo se decide utilizar el
algoritmo basado en funciones gaussianas o MoG (Mixtures of Gaussians), propuesto por
Stauffer y Grimson [62]. Se utilizan dos me´todos diferentes que implementan y mejoran
este algoritmo: el primero propuesto por KaewTraKulPong y Bowden [36] (el cual se
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denotara´ de aqu´ı en adelante como MOG1), y el segundo propuesto por Zivkovic [81] (que
sera sen˜alado en este documento como MOG2).
Estas implementaciones del algoritmo comparan el fotograma actual de la captura
(video de la ca´mara web) con un fotograma anterior y definen como fondo los objetos
que permanecen en la misma posicio´n los dos fotogramas. Estas te´cnicas generan una
ma´scara de primer plano, es decir, una imagen binaria que contiene regiones negras que
son consideradas el fondo y regiones blancas correspondientes al primer plano de la escena
(ver figura 3.6).
(a) Me´todo MOG1 (b) Me´todo MOG2
Figura 3.6. Imagen binaria resultado del algoritmo de sustraccio´n de fondo MoG. Las regiones
negras son consideradas como regiones que corresponden al fondo, mientras que las
a´reas blancas se consideran el como primer plano de la escena.
El modelado del fondo utilizando los algoritmos MoG1 y MoG2 se lleva a cabo por
medio de la inicializacio´n del fondo y su posterior actualizacio´n, de tal manera que el
modelo se adapte a los posibles cambios en la escena. Este proceso de actualizacio´n se
realiza utilizando un valor de historial que define que´ tanto tiempo debe pasar para que
un objeto sea considerado como fondo.
La diferencia entre los dos enfoques radica en que el me´todo MoG1 busca manejar
algunas limitaciones que plantea el algoritmo original relacionadas con la tasa de aprendi-
zaje al inicio. El me´todo MoG2 es un me´todo mejorado de sustraccio´n de fondo similar al
modelo original, que adiciona la seleccio´n del nu´mero de componentes gaussianos, detecta
sombras y mejora la velocidad de procesamiento.
A partir de lo anterior, se ejecuta un proceso de exploracio´n para determinar que´ valor
deber´ıa ser asignado al historial, de tal forma que presente un funcionamiento adecuado
para delimitar el a´rea de intere´s que abarca la mano. En las pruebas realizadas se advierten
varios inconvenientes: si el valor de la historia es cercano a cero, la mayor´ıa de los objetos
pueden ser detectados como primer plano; por otra parte, si el valor de la historia es muy
grande, la persona en primer plano tiende a convertirse en fondo. En ambos casos, esto se
convierte en ruido que dificulta la apropiada deteccio´n de la postura.
De la misma manera, se analiza el valor de la tasa de aprendizaje, el cual permite
que los algoritmos MoG se adapten ra´pidamente a cambios bruscos, por ejemplo, cambios
fuertes en la iluminacio´n o movimientos repentinos de objetos que no son de intere´s [67]. No
obstante, una tasa de aprendizaje alta causa que los objetos de intere´s sean considerados
como fondo de manera ma´s ra´pida. Entonces, una tasa de aprendizaje cercana o igual
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a cero implica que no hay una actualizacio´n del modelo que involucre e´ste valor sino
u´nicamente el valor de la historia que se haya obtenido.
De acuerdo con este ana´lisis, en algunas ocasiones cambiar los valores por defecto
del algoritmo representa una ventaja solo para algu´n escenario espec´ıfico. En general, la
ejecucio´n del me´todo usando el valor por omisio´n de la tasa de aprendizaje no siempre es
invariante con respecto a cambios en las condiciones de iluminacio´n, es decir, los pequen˜os
cambios de luz que registra la ca´mara web interfieren con el desempen˜o de los algoritmos
de deteccio´n de fondo.
Debido a la necesidad de calibracio´n de las variables de los me´todos MoG1 y MoG2 para
poder obtener mejores resultados, se decidio´ realizar un proceso previo de reconstruccio´n
de fondo. Este proceso se lleva a cabo en un intervalo de tiempo al inicio del video, lo
que permite crear una u´nica imagen de fondo y compararla con el fotograma actual para
hallar la diferencia y obtener los cambios que representan el primer plano de la escena.
Esta reconstruccio´n consiste en que el usuario ejecuta una serie de movimientos estando
en la escena, de tal manera que con cada movimiento se puedan detectar partes del fondo
ocluidas por e´l. Entonces, la ma´scara binaria generada por los algoritmos MoG1 y MoG2
es empleada de tal forma que cuando un p´ıxel considerado como primer plano pasa a ser
parte del fondo, es decir cambia de blanco a negro, el p´ıxel correspondiente en la imagen
capturada por la ca´mara es utilizado para reconstruir la imagen resultante (ver figura 3.7).
(a) Me´todo MOG1 (b) Me´todo MOG2
Figura 3.7. Reconstruccio´n de fondo por medio de MoG.
Adicionalmente, se decide explorar los diferentes espacios de color para identificar sus
comportamientos ante variaciones de luz y comprobar si la extraccio´n de fondo es ma´s
so´lida. Se realizan pruebas en el espacio HSV (del ingle´s Hue, Saturation, Value - matiz,
saturacio´n, valor) en donde se reconstruye el fondo cambiando el espacio de color original
RGB (del ingle´s Red, Green, Blue - rojo, verde, azul). La figura 3.8 muestra las pruebas
realizadas en el espacio HSV y la reconstruccio´n de fondo obtenida. Aqu´ı se observa que
las variaciones de luz producidas por las la´mparas en la escena generan ruido en la imagen
del fondo reconstruido.
Junto con el fondo reconstruido en el espacio HSV, se hace una comparacio´n con los
fotogramas del video en tiempo real para separar el primer plano. Se utilizan dos me´todos
en el proceso de comparacio´n: una ma´scara XOR y diferencias absolutas (ver figura 3.9).
En el caso de la ma´scara XOR, la comparacio´n muestra ima´genes con mucho ruido por
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(a) Imagen en el espacio HSV (b) Fondo reconstruido usando
ima´genes del espacio HSV
Figura 3.8. Reconstruccio´n de fondo por medio de MoG en el espacio HSV.
lo que la silueta de la persona en el primer plano no esta´ bien definida, mientras que al
emplear diferencias absolutas las ima´genes son menos ruidosas; por lo tanto, la silueta
extra´ıda es mucho mas clara. No obstante, los resultados obtenidos en el espacio HSV
muestran ima´genes ma´s ruidosas y una definicio´n menos clara del fondo que los resultados
del espacio RGB, por lo cual se decide seguir utilizando el espacio RGB para las siguientes
pruebas.
Figura 3.9. Deteccio´n utilizando HSV.
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3.2.2. Segmentacio´n basada en reconstruccio´n de fondo utilizando tres y
cinco ima´genes
Para realizar una mejor y ma´s ra´pida reconstruccio´n del fondo, se propone un me´todo
enelquese toman tres o cinco ima´genes iniciales enlas que el usuario esta´ en diferentes
posiciones (figura 3.10). En conjunto, estas ima´genes deben permitir reconstruir el fondo
complementando las partes que han sido ocluidas por el cuerpo del usuario. As´ı, el fondo
resultante se compone del valor medio de cada p´ıxel entre las ima´genes capturadas. Poste-
riormente, se desarrollan una serie de pruebas en las que se observa que la reconstruccio´n
del fondo es ma´s ra´pida en comparacio´n con los me´todos MoG. Adema´s la variaciones de
luz no afectan significativamente el me´todo. Este fondo se utiliza junto con las diferencias
absolutas para separar el primer plano; la comparacio´n muestra una mejor definicio´n de
las siluetas.
Figura 3.10. Reconstruccio´n de fondo utilizando tres ima´genes.
Posteriormente, se realiza una umbralizacio´n para remover el ruido presente en la
diferencia del fondo y la imagen actual. Esta umbralizacio´n se hace en el espacio de escala
de grises. Sin embargo, el cambio de espacios representa una pe´rdida de informacio´n al
hacer una reduccio´n de tres canales a uno. Es importante definir en que´ paso del proceso
se realiza este cambio de espacio; para determinar cua´ndo se debe hacerlo, se realizan
diversas pruebas en las que se comprueba si hay una diferencia significativa en el orden en
que tienen lugar las operaciones del pre-procesamiento.
En la primera prueba, el cambio de espacio de color RBG a escala de grises se realiza
antes de la comparacio´n por medio de diferencias absolutas del fotograma del v´ıdeo de
entrada y el fondo reconstruido. A la imagen resultante se le determina (manualmente) el
umbral que efectu´a la mejor segmentacio´n de la imagen (ver figura 3.11).
En la segunda prueba, se realiza la comparacio´n por medio de las diferencias absolutas
entre el fotograma del video de entrada y el fondo reconstruido en el espacio RGB, y luego
se realiza la transformacio´n a escala de grises. De igual forma, se define de forma manual
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Figura 3.11. Disen˜o del experimento 1.
el valor del umbral de segmentacio´n que se aplica sobre la imagen resultante (ver figura
3.12).
Figura 3.12. Disen˜o del experimento 2.
Al realizar estas pruebas, se observa que al ejecutar el orden especificado en la segunda
de ellas la segmentacio´n muestra un nivel de detalle ma´s alto en las regiones de intere´s.
Esto se debe a que la pe´rdida de informacio´n del cambio de espacio de color se produce
despue´s del proceso de comparacio´n mediante diferencias absolutas (3.13).
Dado que el umbral se debe fijar segu´n la iluminacio´n del ambiente y que este puede
ser afectado por cambios dra´sticos o sutiles de luz, se procede a automatizar este proceso.
Para esto el umbralse define utilizando el histograma del frame actual. Cuando se toma
un nuevo fotograma, se calcula su histograma y se selecciona el valor correspondiente a su
media, y este valor es usado como nuevo umbral.
Asimismo, se desarrollan distintas pruebas para verificar el desempen˜o del umbral
automa´tico, las cuales se ejecutan sobre videos de prueba para poder comparar ambos
procesos de umbralizacio´n, el manual y el automa´tico. Para probar el umbral manual
se lleva a cabo un proceso de discretizacio´n del espacio de valores del umbral tomando
diferentes valores, ver figura 3.14.
En las pruebas se evidencia que el valor obtenido por la umbralizacio´n automa´tica
esta´ muy cerca del valor establecido manualmente; por lo tanto, el proceso automa´tico
mediante el uso del histograma es una opcio´n viable para la segmentacio´n (ver figura
3.15).
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Figura 3.13. Segmentacio´n usando umbral manual.
Figura 3.14. Disen˜o del experimento 3
3.2.3. Filtrado morfolo´gico
Todas los me´todos utilizados generan una ma´scara binaria, la cual puede contener
ruido debido a diversos factores, particularmente, a pequen˜os cambios en la iluminacio´n
o reflejos de luz en algunos objetos. Debido a e´sto, se hace necesario aplicar un filtrado
morfolo´gico para reducir el ruido presente y definir mejor la imagen.
El filtrado morfolo´gico es un procedimiento desarrollado para obtener un contorno sua-
ve, cerrado y completo de una figura utilizando una secuencia de operaciones de dilatacio´n
y erosio´n [23].
La operacio´n de dilatacio´n se considera como una convolucio´n sobre una imagen o una
regio´n de la imagen A junto con un elemento estructurante o kernel B [6]. E´ste kernel
B puede ser de cualquier taman˜o y cuenta con un punto de ancla. Sobre la operacio´n de
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Figura 3.15. Segmentacio´n usando umbral automa´tico.
dilatacio´n, el kernel tiene un efecto de operador local ma´ximo de tal manera que a medida
que el kernel es escaneado sobre la imagen, se calcula el valor ma´ximo del p´ıxel superpuesto
por B y se reemplaza el p´ıxel bajo el punto de ancla con el valor ma´ximo (ver ecuacio´n
3.1). Como resultado, las regiones luminosas dentro de la imagen crecen [6].
dilatacion(x, y) = ma´x
(x′,y′)∈B
A
(
x+ x′, y + y′
)
(3.1)
La erosio´n es la operacio´n contraria a la dilatacio´n; en otras palabras, por medio del
operador de erosio´n se calcula un mı´nimo local sobre el a´rea del kernel. La nueva imagen
generada se obtiene escaneando el kernel B sobre la imagen, calculando el valor mı´nimo
del p´ıxel superpuesto por B y reemplazando el valor del p´ıxel de la imagen que esta´ bajo
el punto ancla con el valor mı´nimo (ver ecuacio´n 3.2). El resultado de esta openacio´n es
que las regiones luminosas dentro de la imagen son reducidas [6].
erosion(x, y) = mı´n
(x′,y′)∈B
A
(
x+ x′, y + y′
)
(3.2)
De las dos anteriores operaciones morfolo´gicas se derivan las operaciones de apertura
y clausura. El resultado luego de realizar una operacio´n de apertura es obtenido al aplicar
primero un operador de erosio´n y luego el operador de dilatacio´n. En una operacio´n de
clausura, primero se utiliza el operador de dilatacio´n y, posteriormente, el operador de
erosio´n.
Entonces, al utilizar este tipo de operaciones se logra obtener la regio´n de intere´s
determinada por los algoritmos y me´todos anteriormente descritos de una manera ma´s
robusta. Esto permite que se pueda realizar una comparacio´n entre las a´reas de intere´s
encontradas por cada uno de los me´todos y as´ı determinar cua´l es el ma´s apropiado para
el modelo de reconocimiento de gestos propuesto.
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3.2.4. Resultados de la experimentacio´n con los me´todos de segmentacio´n
Para establecer si el me´todo de segmentacio´n que utiliza la reconstruccio´n de fondo
con cinco ima´genes presenta una ventaja sobre los me´todos propuestos en la literatura, se
procede a hacer dos pruebas de comparacio´n. Estas pruebas se desarrollan reproduciendo
videos de 3755 fotogramas a una velocidad de aproximadamente 30 fotogramas por segundo
(FPS). Los videos son procesados a una resolucio´n de 640×480 p´ıxeles y son capturados
por la ca´mara web de un computador porta´til, la cual se encuentra ubicada en la parte
superior de la pantalla y cuenta con una resolucio´n de 2.0 megapixeles. Los me´todos de
segmentacio´n se desarrollan en C++ utilizando la librer´ıa OpenCV [33] en su versio´n 2.4.8.
Para las comparaciones con los algoritmos MoG1 y MoG2, se usan las implementaciones
de estos me´todos disponibles en la distribucio´n manejada por la librer´ıa OpenCV.
La primera prueba analiza los tiempos de ejecucio´n de cada uno de los me´todos (ver
3.1). De acuerdo con los resultados mostrados, se observa que el tiempo de ejecucio´n del
algoritmo de segmentacio´n con reconstruccio´n de fondo utilizando cinco ima´genes es cer-
cano al tiempo de reproduccio´n normal del video. En contraposicio´n, el algoritmo MOG1,
sin manejar ninguna tasa de aprendizaje (α), tiene un tiempo de ejecucio´n menor al pre-
sentado con el me´todo propuesto.
Tabla 3.1. Promedio tiempos de ejecucio´n algoritmos de segmentacio´n
Video 5 img MOG1
MOG1
α = 0,1
MOG2
MOG2
α = 0,1
MOG2
α = 0,01
117,45 143,43 139,10 178,80 180,44 171,60 173,68
De esta manera, se decide analizar si la calidad de la segmentacio´n lograda con cada uno
de los me´todos analizados es inferior a la del me´todo propuesto en este trabajo, en especial,
el me´todo MoG1 que presento´ un tiempo de reproduccio´n menor y cercano al tiempo de
reproduccio´n del video sin ningu´n tipo de procesamiento. En el experimento se comparan
las ima´genes binarias producidas por los me´todos de segmentacio´n, con las ima´genes del
video resultantes del algoritmo de segmentacio´n manual. Se analizan 100 fotogramas a
una resolucio´n de 640x480 con cada uno de los me´todos de segmentacio´n. Los aciertos y
errores de deteccio´n de fondo y de objetivo, son representados respectivamente con valores
de 0, -255 y 255 luego de contrastar las ima´genes obtenidas con cada uno de los me´todos
sen˜alados.
Los resultados muestran que el me´todo propuesto en este trabajo tiene un porcentaje
mayor de aciertos que los dema´s me´todos probados (ver 3.2). De modo semejante, se evi-
dencia que el porcentaje de error de deteccio´n del objetivo es menor utilizando el algoritmo
MoG2; au´n as´ı, e´ste mismo algoritmo presenta el mayor porcentaje de error de deteccio´n
de fondo. Esto permite observar que el me´todo muestra varios elementos del fondo como
si fueran del primer plano. Junto a estos resultados se constata que un gran porcentaje
del a´rea correspondiente al objetivo que se desea segmentar se toma como fondo por parte
de los algoritmos MoG, este u´ltimo con tasa de aprendizaje 0.1; el MoG2, con tasa de
aprendizaje 0.1, y el MOG2 con tasa de aprendizaje 0.01.
Luego de llevar a cabo estas pruebas, se considera que el me´todo propuesto de seg-
mentacio´n es adecuado para el problema que se esta´ realizando, por lo dicho me´todo se
escoge como parte del sistema de reconocimiento de gestos que se esta´ implementando.
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Tabla 3.2. Porcentaje del promedio de aciertos y errores de deteccio´n
Algoritmo % Aciertos
%Error
deteccio´n fondo
%Error
deteccio´n objetivo
Segmentacio´n 3 ima´genes 83,3068 2,1534 14,5398
Segmentacio´n 5 ima´genes 83,3068 2,1534 14,5398
MOG1 72,8306 0,6954 26,4740
MOG1 - Tasa aprendizaje 0.1 60,3887 0,2826 39,3287
MOG2 79,5803 16,1970 4,2227
MOG2 - Tasa aprendizaje 0.1 60,9129 0,5998 38,4873
MOG2 - Tasa aprendizaje 0.01 64,3778 1,8382 33,7841
CAPI´TULO 4
Localizacio´n y extraccio´n de caracter´ısticas
En el cap´ıtulo anterior se analizaron y evaluaron diferentes me´todos de segmentacio´n de
fondo que pueden ser usados como pre-procesamiento para mejorar la fase de localizacio´n
o deteccio´n de la regio´n de intere´s. La localizacio´n de la persona o el a´rea que produce
los gestos hace parte de la fase de ana´lisis de gestos en un sistema de reconocimiento los
mismos. Esta etapa es importante debido a que la eficacia de la fase de reconocimiento o
clasificacio´n se ve afectada por precisio´n del a´rea detectada. En la fase de ana´lisis de gestos
tambie´n se realiza un proceso de extraccio´n de caracter´ısticas, las cuales representan el
gesto obtenido por medio de la localizacio´n y constituyen los datos de entrada en la fase
de reconocimiento.
Entre los me´todos ma´s usados para realizar la localizacio´n se encuentra la segmenta-
cio´n por color de piel [20]. Sin embargo, este me´todo tiene algunos inconvenientes: es un
procedimiento muy sensible a las condiciones de luz de la escena; adicionalmente, es ne-
cesario asumir que no hay otros elementos que posean las mismas caracter´ısticas de color
de la piel, lo que hace dif´ıcil utilizarlo en ambientes no controlados [22].
Teniendo en cuenta las dificultades que presentan las te´cnicas de localizacio´n basadas
en caracter´ısticas de color de piel, a continuacio´n se proponen dos me´todos para localizar
y obtener la regio´n de intere´s que sen˜ala la mano: localizacio´n de regiones de intere´s
utilizando caracter´ısticas Haar-like y localizacio´n basada en centroides. La primera de
ellas es un tipo de me´todo de deteccio´n de objetos basado en clasificacio´n; por su parte, la
localizacio´n basada en centroides se centra en deteccio´n de movimiento. Posteriormente,
y para completar la fase de ana´lisis de gestos, se presentan las caracter´ısticas HOG y el
me´todo utilizado para su extraccio´n.
4.1. Localizacio´n de regiones de intere´s utilizando carac-
ter´ısticas Haar-like
Las caracter´ısticas Haar-like han sido utilizadas por diferentes autores en la tarea de
deteccio´n de manos ([12, 76, 74]), y se concentran en la informacio´n a´reas espec´ıficas
de la imagen ma´s que en un u´nico pixel. Estas caracter´ısticas se usan en conjunto con
el algoritmo de aprendizaje AdaBoost para mejorar la precisio´n de la clasificacio´n y a
la vez obtener una ejecucio´n en tiempo real. El algoritmo AdaBoost puede seleccionar,
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de manera adaptativa, las mejores caracter´ısticas, las cuales sera´n combinadas con una
estructura en cascada de clasificadores fuertes. El entrenamiento de este algoritmo toma
un conjunto de ima´genes “positivas”, que contienen el objeto de intere´s, y un conjunto
de ima´genes “negativas”, las cuales, espec´ıficamente, no deben contener dicho objeto [22].
Este algoritmo fue propuesto por Viola y Jones [65] y era utilizado originalmente para la
deteccio´n y rastreo de rostros usando el concepto de “imagen integral”, la cual calcula el
conjunto de caracter´ısticas Haar-like.
Chen [12] sen˜ala que las caracter´ısticas Haar-like obtienen una deteccio´n robusta al
evaluar rostros humanos, debido a que la forma de los e´stos es no co´ncava y, adicionalmente,
a que sus formas son comparativamente consistentes con respecto a la posicio´n de los ojos,
la nariz y la boca. Sin embargo, al tratarse de las manos se proyectan diferentes patrones
de ima´genes para las distintas posturas que se evalu´an. Muchas de estas proyecciones son
formas co´ncavas por lo cual es inevitable que se incluya parte del fondo al momento de
sen˜alar el a´rea de intere´s. Chen [12] pone en evidencia que al usar un fondo blanco en
lugar de fondos no uniformes se minimiza la desviacio´n esta´ndar de estas ima´genes, lo que
facilita al algoritmo AdaBoost la generalizacio´n de la clase al, descartar la informacio´n del
fondo que pudo quedar al momento de extraer la mano.
Teniendo en cuenta e´sta ventaja al usar un fondo blanco para facilitar la deteccio´n de
caracter´ısticas Haar-like, sumada a la ra´pida deteccio´n que presenta el algoritmo [12], en
este trabajo se utiliza el resultado del algoritmo de segmentacio´n de fondo basado en la
reconstruccio´n del mismo mediante cinco ima´genes. Por medio de este algoritmo se obtiene
el primer plano en el que se encuentra la persona que realiza los gestos y se descarta la
informacio´n de ruido que pueda generar la imagen fondo asignando p´ıxeles de color blanco
a las regiones en donde se descarta la informacio´n. De esta manera, se busca que el detector
sen˜ale con mayor precisio´n la regio´n de intere´s y localice as´ı la parte del cuerpo que efectu´a
el gesto, en este caso, las manos.
La imagen de entrada que utiliza el detector consiste de una imagen en el espacio RGB
obtenida a trave´s de la ca´mara web. A esta imagen se le hace un cambio de espacio de
color a escala de grises y, posteriormente, se le aplica la ma´scara resultante del proceso
de segmentacio´n. Con e´sta imagen es posible nuevamente evaluar las localizaciones de las
regiones de intere´s que se obtienen por medio los detectores basados en caracter´ısticas
Haar-like elaborados por Andol Li, Nikolas Markou y el detector entrenado para e´ste
trabajo (los cuales fueron presentados en el cap´ıtulo anterior), con lo que se espera obtener
una regio´n de intere´s ma´s precisa que pueda facilitar el posterior proceso de reconocimiento.
4.2. Localizacio´n de regiones de intere´s utilizando centroides
Adicionalmente a los me´todos de deteccio´n basados en clasificacio´n, existen me´todos
que utilizan otro tipo de caracter´ısticas. Entre e´stos se pueden encontrar aquellos que
buscan localizar regiones de intere´s en las partes de la imagen de acuerdo con el movimiento
detectado en la misma. Uno de los procedimientos ma´s simples para detectar el movimiento
es mediante el ca´lculo de las diferencias entre ima´genes en una secuencia. En consecuencia,
el presente trabajo utiliza este me´todo para obtener la localizacio´n y realizar un rastreo
de la regio´n de intere´s.
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4.2.1. Diferenciacio´n de fotogramas
De manera similar al proceso de sustraccio´n de fondo en el que se obtiene la diferencia
entre una imagen esta´tica considerada como fondo y un fotograma actual, se realiza una
diferencia entre un fotograma, que se asume como una imagen que representa el fondo en
un tiempo determinado t, y un fotograma subsiguiente en un tiempo t + i. Zhu y Pun
[80] utilizan este me´todo tomando el primer fotograma de un segmento de v´ıdeo como
la imagen de fondo que se quiere sustraer. A diferencia de este me´todo, en este trabajo
se implementa una diferenciacio´n secuencial de los fotogramas del v´ıdeo. Para obtener
esta diferenciacio´n, se utiliza una imagen de diferencia absoluta Dt la cual es el resultado
de la ecuacio´n 4.1, en donde Ft−i es el fotograma considerado como “fondo” y que es
anterior un tiempo i al fotograma actual Ft. As´ı, Ft−i(x, y) y Ft(x, y) representan cada
uno de los p´ıxeles de los fotogramas analizados. Si la intensidad de los dos fotogramas es
igual, el resultado de la diferencia sera´ cercano a cero (0), lo que representa la ausencia de
movimiento; en caso contrario, representa el movimiento en la imagen.
Dt(x, y) = |Ft−i(x, y)− Ft(x, y))| (4.1)
Esta diferencia permite detectar el movimiento pero no la direccio´n del mismo lo cual
constituye una gran dificultad para hacer una adecuada localizacio´n de la mano si se
consideran todos los movimientos que puede haber en una escena. Entre otras dificultades
encontradas al utilizar este tipo de me´todo surge la susceptibilidad al ruido y a los cambios
de iluminacio´n, lo que produce fallas al no detectar el movimiento cuando se aplica este
me´todo en superficies homoge´neas o cuyo color o intensidad sea similar.
Por las anteriores complicaciones, se plantea un me´todo de localizacio´n de una regio´n
de intere´s basado en la distribucio´n de nu´mero de cambios. Para obtener esta distribucio´n
se realiza un cambio de espacio de color RGB a un espacio en escala de grises, aplicando
un umbral T constante para obtener una imagen binaria Bt(x, y). Esta imagen permite
evidenciar los p´ıxeles de la imagen de diferenciacio´n que tienen una intensidad diferente
de cero (estos p´ıxeles sera´n aquellos que representan el movimiento).
Sin embargo, como se sen˜alo´ anteriormente, este tipo de me´todos son susceptibles
al ruido, que por lo general puede presentarse como pequen˜os cambios de iluminacio´n
imperceptibles para el ojo humano, pero que son perceptibles para el lente de la ca´mara.
Para eliminar el ruido se realizan operaciones de filtrado morfolo´gico que delimiten mejor
las regiones que representan el movimiento. Las operaciones utilizadas son un filtro de
apertura y, posteriormente, un filtro de clausura.
4.2.2. Definicio´n de la regio´n de intere´s
Con la imagen binaria Bt(x, y) que muestra el movimiento de la escena, es posible
obtener una regio´n de intere´s de acuerdo con la distribucio´n espacial de los p´ıxeles blan-
cos que representan el movimiento. Para este fin, se calcula un punto centroide Ct(x, y)
mediante la ecuaciones (4.2), (4.3) y (4.4).
Ct(x, y) = Ct(cxt, cyt) (4.2)
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cx =
∑
x,y xBt(x, y)∑
x,y Bt(x, y)
(4.3)
cy =
∑
x,y yBt(x, y)∑
x,y Bt(x, y)
(4.4)
Por medio de este centroide se pueden calcular las desviaciones esta´ndar del nu´mero
de blancos presentes en la imagen binaria, que dan lugar a las dimensiones de la regio´n
de intere´s (o ROI por su sigla en ingle´s, Region Of Interest). La desviacio´n esta´ndar es
calculada utilizando las ecuaciones (4.5) y (4.6); con base en estas desviaciones se definen
las dimensiones de la regio´n de intere´s como: ancho = 2σx y alto = 2σy.
σx =
√∑
x,y((x− cx)Bt(x, y))2∑
x,y Bt(x, y)− 1
(4.5)
σy =
√∑
x,y((y − cy)Bt(x, y))2∑
x,y Bt(x, y)− 1
(4.6)
4.2.3. Rastreo de la regio´n de intere´s mediante valores de historia
Para realizar un rastreo de la regio´n de intere´s, se maneja un historial que contiene los
valores que describen la regio´n detectada en el fotograma anterior, el cual es utilizado para
evaluar las caracter´ısticas de la regio´n calculada en el fotograma actual y as´ı determinar
s´ı e´sta representa un cambio en el movimiento de la mano. Inicialmente, se define una
regio´n predeterminada con las caracter´ısticas presentadas en la tabla 4.1; estos valores
iniciales son utilizados para realizar el ca´lculo de la regio´n de intere´s en el tiempo 0.
Tabla 4.1. Valores predeterminados del historial. Las columnas se refieren al ancho de la imagen
y las filas se refieren al largo de la imagen. PSI es el punto superior izquierdo del
recta´ngulo que representa la regio´n de intere´s
Atributos Valores
Centroide (filas/2 , columnas/2)
σx columnas/6
σy filas/4
PSI (0,0)
Ancho columnas
Largo filas
Nu´mero de blancos (columnas*filas)/4
El ca´lculo de la nueva regio´n de intere´s se realiza tomando los valores de la regio´n
definida en el historial: se incrementa el taman˜o del recta´ngulo que define la regio´n un
10 % con respecto a su taman˜o original de tal forma que se extraigan los movimientos en
un espacio mayor. Sobre esta regio´n expandida se calculan los siguientes valores: nu´mero
de blancos, centroide, y sigmas (σx,σy). Se comparan los valores de la regio´n actual con los
almacenados en el historial mediante las tasas de cambio de cada valor. Esta comparacio´n
tiene el fin de determinar si los valores actuales representan el movimiento de la mano o si
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por el contrario son causados por medios externos (cambios de la iluminacio´n, elementos
que ingresan a la escena y que no son de intere´s para el ana´lisis, entre otros).
De esta forma se define una serie de posibles casos basados en las tasas de cambio,
que representan el comportamiento de la nueva regio´n con respecto a la anterior. Aqu´ı, se
consideran diversos intervalos para los valores de las tasas de cambio para cada uno de los
atributos por analizar (ver tabla 4.2).
Tabla 4.2. Valores de intervalos de las tasas de cambio por atributo
Atributos
Abrev. Tipo de intervalo Blancos σx σy
Const. Constante ≥ 0.9 y ≤ 1.1 ≥0.9 y ≤ 1.1 ≥0.9 y ≤ 1.1
InfExt. Inferior extremo < 0.8 < 0.85 < 0.85
SupExt. Superior extremo > 1.2 > 1.15 > 1.15
Inf. Inferior ≥0.8 y < 0.9 ≥0.85 y < 0.9 ≥0.85 y < 0.9
Sup. Superior > 1.1 y ≤ 1.2 > 1.1 y ≤ 1.15 > 1.1 y ≤ 1.15
Semi. Semi-constante ≥0.8 y ≤ 1.2 ≥0.85 y ≤ 1.15 ≥0.85 y ≤ 1.15
El ana´lisis de los valores de las tasas de cambio en cada uno de los intervalos da lugar a
los casos que determinan si una regio´n es aceptada, modificada o descartada (ver tabla 4.3).
En varios casos, la regio´n es determinada por la distancia entre los centroides calculados
en el historial y la regio´n actual calculada, tal y como se muestra en la ecuacio´n (4.7).
ROIFinal =
{
ROIactual si Dist(Ca, Ch) < 10
ROIhistorial si Dist(Ca, Ch) ≥ 10
(4.7)
4.3. Experimentacio´n y resultados del uso de me´todos de lo-
calizacio´n
4.3.1. Pruebas de localizacio´n de ROI
La implementacio´n del algoritmo para la deteccio´n que utiliza las caracter´ısticas Haar-
like es provista por la librer´ıa Opencv [33]; esta librer´ıa procesa un archivo que contiene
un conjunto de datos que representan el entrenamiento de un clasificador AdaBoost que
se usa para la deteccio´n del objeto de intere´s.
En general, utilizando el me´todo de deteccio´n basado en caracter´ısticas Haar-like, se
observa una mejor localizacio´n de la parte del cuerpo que se desea analizar (4.1(a)). Sin
embargo, el detector presenta varias a´reas que corresponden a falsos positivos en la imagen;
en especial, detecta las a´reas en donde se localiza el rostro, como se muestra en la figura
4.1(b).
Utilizando la localizacio´n mediante centroides, cabe resaltar que es necesario ejecutar
movimientos ra´pidos con la mano al iniciar la ejecucio´n del algoritmo, con el fin de localizar
el movimiento y centrarlo durante los primeros fotogramas que se analizan. Por esta razo´n
tambie´n es necesario detectar un cambio significativo por medio de la diferenciacio´n de los
fotogramas, realizando este procesamiento entre cada cinco o seis fotogramas.
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Tabla 4.3. Casos de tasas de cambio entre regiones de intere´s de fotogramas analizados para
localizacio´n basada en centroides
Caso Blancos σx σy Accio´n
0 Es igual a 0 n/a n/a Conservar ROI del historial
1 Const. Const. Const. Conservar ROI actual calculada
2 InfExt. InfExt. Const. Conservar ROI del historial
3 InfExt. SupExt. Const. ROIFinal(Ec. (4.7))
4 InfExt. Const. InfExt. Conservar ROI del historial
5 InfExt. Const. SupExt. ROIFinal(Ec. (4.7))
6 InfExt. InfExt. InfExt. Conservar ROI del historial
7 InfExt. SupExt. InfExt. ROIFinal(Ec. (4.7))
8 InfExt. InfExt. SupExt. ROIFinal(Ec. (4.7))
9 InfExt. SupExt. SupExt. ROIFinal(Ec. (4.7))
10 SupExt. InfExt. Const. ROIFinal(Ec. (4.7))
11 SupExt. SupExt. Const. ROIFinal(Ec. (4.7))
12 SupExt. Const. InfExt. ROIFinal(Ec. (4.7))
13 SupExt. Const. SupExt. ROIFinal(Ec. (4.7))
14 SupExt. InfExt. InfExt. ROIFinal(Ec. (4.7))
15 SupExt. SupExt. InfExt. ROIFinal(Ec. (4.7))
16 SupExt. InfExt. SupExt. ROIFinal(Ec. (4.7))
17 SupExt. SupExt. SupExt. ROIFinal(Ec. (4.7))
18 Semi. InfExt. Semi. Conservar ROI del historial
19 Semi. SupExt. Semi. Conservar ROI del historial
20 Semi. Semi. InfExt. Conservar ROI del historial
21 Semi. Semi. SupExt. Conservar ROI del historial
22 Semi. InfExt. InfExt. Conservar ROI del historial
23 Semi. SupExt. InfExt. Conservar ROI del historial
24 Semi. InfExt. SupExt. Conservar ROI del historial
25 Semi. SupExt. SupExt. Conservar ROI del historial
26 Sup. Sup. Sup. ROIFinal(Ec. (4.7))
27 Inf. Inf. Inf. ROIFinal(Ec. (4.7))
(a) Localizacio´n positiva (b) Localizacio´n negativa
Figura 4.1. Localizacio´n obtenida por medio del caracter´ısticas Haar-like
Cuando la mano describe movimientos continuos y que representan cambios signifi-
cativos, es posible detectar y localizar el movimiento adecuadamente sin que se de´ una
pe´rdida considerable de informacio´n como se muestra en la figura 4.2(a). Sin embargo,
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se presentan inconvenientes al momento de realizar movimientos continuos y pequen˜os y
que no alcanzan a ser detectados por la diferenciacio´n. Esto causa que la regio´n de intere´s
permanezca en la u´ltima posicio´n donde hubo deteccio´n significativa, lo que ocasiona que
la mano pueda salir de la regio´n (4.2(b)). El anterior comportamiento se deriva del ana´lisis
de las tasas de cambio al momento de validar los cambios en la regio´n de intere´s.
(a) Localizacio´n positiva (b) Localizacio´n negativa
Figura 4.2. Localizacio´n obtenida por medio del centroides
4.3.2. Pruebas de tiempos de ejecucio´n: integracio´n de segmentacio´n y
deteccio´n con caracter´ısticas Haar-like
El modelo que se plantea busca lograr una segmentacio´n robusta sin usar para´metros
de color, debido a la susceptibilidad a los ligeros cambios de iluminacio´n que repercuten
en e´ste tipo de para´metros y que requieren la calibracio´n constante de los mismos para
encontrar la segmentacio´n deseada. Luego de lograr la segmentacio´n, se procede a hacer
la deteccio´n de las caracter´ısticas deseadas.
No obstante, el ana´lisis oﬄine del modelo que se realiza a partir de diferentes v´ıdeos
con una dimensio´n de 640x480 p´ıxeles, muestra un procesamiento con una velocidad menor
a la de la reproduccio´n original, por lo cual se decide analizar los tiempos de reproduccio´n
y procesamiento de los diferentes pasos realizados a lo largo del v´ıdeo. Para estas pruebas
se utiliza una grabacio´n con una duracio´n original del 125,17 segundos, con un total de
3755 fotogramas que son procesados a una velocidad de 30 fotogramas por segundo (FPS),
aproximadamente. El tiempo de procesamiento del v´ıdeo aplicando el modelo de extraccio´n
de fondo, junto con la deteccio´n de manos y de contornos, es de 2801,87 un tiempo superior
a lo contemplado para considerarse en un procesamiento aplicado en tiempo real. Esto lleva
a analizar diferentes para´metros para disminuir este tiempo de procesamiento.
Entre los para´metros analizados se toma la velocidad del v´ıdeo dada por el nu´mero de
fotogramas por segundo, para lo cual se realizan diez experimentos en los que se reduce
paulatinamente la cantidad de fotogramas procesados. Se inicia este ana´lisis considerando
la velocidad original del v´ıdeo, 30 FPS, hasta analizar un fotograma en un segundo 4.4. Se
observa que la reproduccio´n total del v´ıdeo, en el cual se realiza el procesamiento planteado
tiende a ser 22.4 veces mayor que la reproduccio´n original, lo que pone en evidencia que si
el modelo se ejecuta en un ambiente de “tiempo real”, el ana´lisis y la posterior respuesta
CAPI´TULO 4. LOCALIZACIO´N Y EXTRACCIO´N DE CARACTERI´STICAS 41
del sistema no son inmediatos. Reduciendo el nu´mero de fotogramas analizados es posible
observar un tiempo de reproduccio´n menor. Sin embargo, se presenta una pe´rdida de
informacio´n si los gestos realizados por el usuario, se ejecutan a una velocidad mayor a la
velocidad de ana´lisis del modelo.
Tabla 4.4. Tabla de tasa de procesamiento de tiempos - imagen sin submuestreo. FPS: fotogramas
analizados de c/seg. de v´ıdeo. T-Total: tiempo total de ejecucio´n del v´ıdeo. Tiempo
reproduccio´n 1 seg.: tasa de procesamiento de 1 seg. v´ıdeo segu´n los fotogramas ana-
lizados
Exp FPS T-Total Tiempo reproduccio´n 1 seg. Tasa de procesamiento
0 30 2801,87 22,38451706 1 : 22,4
1 15 1697,76 13,56363346 1 : 13,6
2 10 1203,74 9,616841096 1 : 9,6
3 7,5 956,226 7,639418391 1 : 7,6
4 6 817,932 6,534568986 1 : 6,5
5 5 738,003 5,896005433 1 : 5,9
6 4,28 661,363 5,283718143 1 : 5,3
7 3 497,033 3,970863625 1 : 4
8 2 392,83 3,138371814 1 : 3,1
9 1 257,273 2,055388671 1 : 2,1
De acuerdo con lo anterior, se analiza el para´metro del taman˜o de la imagen asociada
al v´ıdeo. Se considera este para´metro dado que su reduccio´n no representa una pe´rdida
significativa de informacio´n que comprometa las caracter´ısticas detectadas. La imagen ori-
ginal del v´ıdeo (640x480 p´ıxeles) se submuestrea a una dimensio´n de 320x240 p´ıxeles y se
analizan los tiempos de reproduccio´n del v´ıdeo (ver tabla 4.5). Se realizan diez experimen-
tos en los que tambie´n se considera la cantidad de fotogramas analizados por segundo. De
esta manera, se observa una reduccio´n significativa del tiempo de reproduccio´n: al analizar
30 FPS, el procesamiento del v´ıdeo es 4.4 veces mayor al original, y analizando 1 FPS, el
procesamiento es 1.2 veces mayor.
Tabla 4.5. Tabla de tasa de procesamiento de tiempos - imagen con submuestreo (320x240).
FPS: fotogramas analizados de c/seg. de v´ıdeo. T-Total: tiempo total del ejecucio´n
v´ıdeo. Tiempo reproduccio´n 1 seg.: tasa de procesamiento de 1 seg. v´ıdeo segu´n los
fotogramas analizados
Exp FPS T-Total Tiempo reproduccio´n 1 seg. Tasa de procesamiento
10 30 548,595 4,38279939 1 : 4,4
11 15 350,288 2,79849804 1 : 2,8
12 10 282,972 2,26070145 1 : 2,3
13 7,5 247,789 1,97961972 1 : 2
14 6 227,342 1,81626588 1 : 1,8
15 5 213,13 1,70272429 1 : 1,7
16 4,28 203,347 1,62456659 1 : 1,6
17 3 185,423 1,48136934 1 : 1,5
18 2 171,1 1,36694096 1 : 1,4
19 1 156,156 1,24755133 1 : 1,2
El ana´lisis de tiempos de procesamiento del modelo propuesto permite encontrar
para´metros que afectan el desempen˜o del mismo. As´ı, para el reconocimiento de gestos
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planteado, es adecuado trabajar con una dimensio´n del v´ıdeo de 320x240 p´ıxeles a una
velocidad de procesamiento de 15 FPS.
4.3.3. Pruebas de tiempos de ejecucio´n: localizacio´n por medio de cen-
troides
De manera similar al ana´lisis que se realiza de los tiempos de ejecucio´n del modelo
propuesto utilizando localizacio´n de regiones de intere´s por medio de la segmentacio´n de la
figura-fondo junto con la localizacio´n utilizando caracter´ısticas Haar-like, a continuacio´n se
presenta un ana´lisis similar del modelo de localizacio´n propuesto por medio de centroides.
Este ana´lisis se realiza oﬄine a partir de diferentes v´ıdeos con una dimensio´n de
640x480 p´ıxeles. Se utiliza como v´ıdeo base una grabacio´n con una duracio´n original de
69,982 segundos, con un total de 2163 fotogramas, en donde la velocidad de reproduccio´n
del v´ıdeo esta´ alrededor de 30,9 FPS. El tiempo de procesamiento del video manteniendo
las dimensiones originales del v´ıdeo y aplicando el modelo de localizacio´n por medio de
centroides es de 73,506 segundos. Este tiempo, a diferencia del modelo que utiliza las
caracter´ısticas Haar-like, es ma´s cercano a la reproduccio´n original del v´ıdeo.
Sin embargo, aunque la velocidad de reproduccio´n no se ve seriamente afectada por el
uso del me´todo de localizacio´n se puede observar que las a´reas detectadas no sen˜alan, por lo
general, adecuadamente la mano. E´sto se debe principalmente a que mucho del ruido que se
detecta por medio de las diferencias no alcanza a ser eliminado por el filtrado morfolo´gico.
Al disminuir la cantidad de fotogramas procesados para realizar una mejor diferenciacio´n
se observa que la velocidad de procesamiento se ve afectada dado que el nu´mero de p´ıxeles
diferentes entre las dos ima´genes se incrementa. No obstante, e´ste incremento en el tiempo
de procesamiento no es significativo y la tasa de procesamiento se mantiene constante (ver
tabla 4.6).
Tabla 4.6. Tabla de tasa de procesamiento de tiempos - localizacio´n por medio de centroides.
Dimensio´n: taman˜o de la imagen que se procesa. FPS: fotogramas analizados de c/seg.
de v´ıdeo. T-Total: tiempo total del ejecucio´n v´ıdeo. Tiempo de reproduccio´n 1 seg.:
tasa de procesamiento de 1 seg. v´ıdeo segu´n los fotogramas analizados
Exp Dimensio´n FPS T-Total
Tiempo de
reproduccion 1 seg.
Tasa de
procesamiento
1 640x480 30 73,506 1,050 1 : 1,1
2 640x480 15 78,011 1,115 1 : 1,1
3 320x240 30 71,551 1,022 1 : 1,0
4 320x240 15 74,683 1,067 1 : 1,1
Tambie´n se analiza el tiempo de procesamiento del v´ıdeo cuando se submuestrea la
imagen a procesar. De esta manera se reduce la dimensio´n de la imagen a 320x240 y
nuevamente se analizan los tiempos de ejecucio´n (ver experimentos 3 y 4 detallado en la
tabla 4.6). Con base en los resultados obtenidos se observa que la reduccio´n implementada
mejora el tiempo de ejecucio´n, acerca´ndose ma´s al tiempo de reproduccio´n normal del
v´ıdeo. De igual forma, al disminuir la cantidad de fotogramas procesados, el tiempo de
procesamiento aumenta un poco, pero gracias a que aumenta la diferenciacio´n, la locali-
zacio´n es un poco ma´s precisa. Adema´s la reduccio´n ayuda a que el filtrado morfolo´gico
sea ma´s efectivo dado que el taman˜o del kernel que se aplica, cubre adecuadamente la
imagen y los p´ıxeles que representan ruido son eliminados. Teniendo en cuenta e´sto al
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realizar un procesamiento de 6 FPS se obtiene una diferenciacio´n adecuada y el tiempo
de procesamiento no se ve afectado.
4.4. Extraccio´n de caracter´ısticas HOG
Las caracter´ısticas escogidas para ser procesadas en un clasificador, son las caracter´ısti-
cas HOG, las cuales se seleccionan debido a que, por lo general, la apariencia y forma de
los objetos analizados pueden ser bien caracterizados por la distribucio´n de intensidad de
gradientes locales o direcciones de bordes.
El proceso de construccio´n de las caracter´ısticas HOG consiste en calcular los gradientes
luego de haber sido normalizados la imagen y el color de la misma. Posteriormente, se
acumulan una serie de votos para la orientacio´n de los gradientes sobre celdas espaciales.
Luego se normalizan los contrastes dentro de las celdas superpuestas y se arma el vector
de caracter´ısticas. Este proceso se puede observar en el diagrama presentado en la figura
4.3.
Figura 4.3. Construccio´n de caracter´ısticas HOG.
El vector de caracter´ısticas construido para este trabajo consta de celdas de una di-
mensio´n de 8x8 p´ıxeles; los bloques tienen una dimensio´n de 16x16 p´ıxeles, el taman˜o
de la ventana de donde se extraen las caracter´ısticas es de 128x128, y el nu´mero de bins
analizados para determinar los histogramas es nueve (9). De acuerdo con lo anterior, la
dimensio´n del vector obtenido es igual al nu´mero de bloques multiplicado por el nu´mero
de celdas por bloque y por el nu´mero de bins por celda, de manera que la longitud es
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(128/8− 1) ∗ (128/8− 1) ∗ (2 ∗ 2) ∗ 9 = 15 ∗ 15 ∗ 4 ∗ 9 = 8100. Las caracter´ısticas son calcu-
ladas de las regiones detectadas por los me´todos de deteccio´n basados en caracter´ısticas
Haar-like y en centroides descritos anteriormente. As´ı, en la medida en que la deteccio´n
es lo ma´s exacta posible, las caracter´ısticas pueden representar mejor el gesto ejecutado
por la mano (ver figura 4.4).
(a) Caracter´ısticas HOG de
deteccio´n positiva
(b) Imagen fuente de ca-
racter´ısticas HOG de detec-
cio´n positiva
(c) Caracter´ısticas HOG de
deteccio´n negativa
(d) Imagen fuente de ca-
racter´ısticas HOG de detec-
cio´n negativa
Figura 4.4. Caracter´ısticas HOG extra´ıdas.
En este trabajo, la clasificacio´n que plantea el me´todo orginal[15] por medio de una
ma´quina de vectores de soporte, o SVM, se extiende para identificar y clasificar mu´ltiples
vectores de caracter´ısticas HOG que representan los gestos escogidos en el modelo del
sistema.
CAPI´TULO 5
Reconocimiento de gestos
En este cap´ıtulo se presentan los gestos esta´ticos por utilizar, los cuales son clasifi-
cados por una ma´quina de vectores de soporte, o SVM por su sigla en ingle´s (Support
Vector Machine). Se realiza una implementacio´n de e´ste tipo de me´todo de clasificacio´n,
extendie´ndolo a una ma´quina de vectores de soporte multiclase en la que se analizan las
caracter´ısticas HOG extra´ıdas y explicadas en el cap´ıtulo anterior.
5.1. Seleccio´n de gestos
A continuacio´n se presentan los gestos esta´ticos utilizados en este trabajo, los cuales
son de tipo manipulativo y tambie´n pueden ser de tipo de´ıctico. Se escogen los siguientes
gestos dado que pueden ser intuitivos para el usuario y que la meca´nica de movimiento
para obtenerlos no resulta complicada. Es importante resaltar que en e´ste trabajo no se
esta´ analizando la dina´mica de los gestos seleccionados, es decir, por medio de que´ pasos
o gestos esta´ticos se conforma un gesto de tipo dina´mico.
Teniendo e´sto en cuenta, los gestos esta´ticos definidos para este trabajo son: la mano
con los dedos extendidos (figura 5.1(a)), la mano con uno o dos dedos extendidos (el dedo
ı´ndice o ı´ndice y corazo´n extendidos, figura 5.1(b)), y, por u´ltimo, la mano con todos los
dedos recogidos (mano cerrada, figura 5.1(c)).
(a) Gesto 1 (b) Gesto 2 (c) Gesto 3
Figura 5.1. Gestos esta´ticos seleccionados
Inicialmente, se hab´ıa definido un gesto adicional, la mano con tres dedos extendidos (el
dedo medio, anular y men˜ique, ver figura 5.2); sin embargo, al analizar las caracter´ısticas
HOG del mismo, exist´ıan similitudes en varias de las caracter´ısticas presentes en otros
gestos lo cual pod´ıa dificultar la clasificacio´n por medio del SVM. Asimismo se analizo´ la
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meca´nica para realizar este gesto y se evidencio´ una confusio´n en su realizacio´n: los dedos
extendidos pod´ıan confundirse con la extensio´n de los dedos ı´ndice, medio y anular.
Figura 5.2. Gesto descartado
5.2. Reconocimiento de gestos esta´ticos por medio de SVM
Para realizar una clasificacio´n multiclase existen varios procedimientos, entre los que
se encuentran la clasificacio´n por el me´todo “uno contra todos” y la clasificacio´n por el
me´todo “uno contra uno”. Para la primera se utilizan k modelos de SVM, donde k es el
nu´mero de clases. Cada clasificador i se entrena con todos los ejemplos de la clase i con
una etiqueta positiva, y los dema´s ejemplos, con una etiqueta negativa. Se busca que el
clasificador con la funcio´n de salida ma´s alta asigne la etiqueta de la clase [29].
En la clasificacio´n usando el me´todo “uno contra uno” se utilizan k(k− 1)/2 clasifica-
dores SVM construidos cada uno con una clasificacio´n binaria (la combinacio´n de dos de
las clases definidas inicialmente). La asignacio´n de la clase a la que pertenece el elemento
que se clasifica se hace por medio de una estrategia de votacio´n, en la cual cada clasifi-
cador asigna la instancia a una de las dos clases seleccionadas; la que obtenga la mayor
votacio´n determinara´ la clase a la que pertenece el elemento. En el caso de que dos clases
tengan la misma cantidad de votos, se escoge aquella con el menor ı´ndice [9]. Hsu y Lin
[29] demuestran, por medio de experimentacio´n, que el me´todo “uno contra uno” obtiene
en promedio mejores resultados que el me´todo “uno contra todos”.
Teniendo en cuenta lo anterior, en este trabajo se utiliza una clasificacio´n mediante
SVM-multiclase empleando el me´todo “uno contra uno”. La librer´ıa LIBSVM [9] desa-
rrollada por Chih-Chung Chang and Chih-Jen Lin permite entrenar clasificadores SVM -
multiclase de e´ste tipo, por lo cual sera´ integrada al sistema presentado en e´ste trabajo.
Al usar la SVM para el reconocimiento de gestos, se crea un conjunto de 2.400 ima´genes
a partir de los gestos definidos anteriormente, donde se tienen cuatro categor´ıas: tres de
ellas representan los tres gestos por utilizar y una cuarta categor´ıa se elabora con ima´genes
que sean diferentes a los gestos escogidos (ima´genes de fondos y rostros). El conjunto de
datos de entrenamiento se elabora con las ima´genes de los conjuntos NUS hand posture
datasets I & II presentados por Pramod Kumar et. al. [55, 56]; tambie´n se utiliza el
conjunto de datos Sebastien Marcel Static Hand Posture Database, elaborado por Sebastien
Marcel [44]; Frontal Face dataset [69], y el conjunto elaborado por Huang et. al [31].
La SVM entrenada se utiliza en conjunto con ambos me´todos de deteccio´n analizados
en el cap´ıtulo anterior (deteccio´n basada en caracter´ısticas Haar-like y deteccio´n basada
en centroides), lo que da lugar a dos sistemas de reconocimiento de gestos definidos por el
tipo de deteccio´n manejada. Teniendo e´sto en cuenta, las ima´genes seleccionadas son de
diversas dimensiones para obtener un entrenamiento que pueda ser utilizado por ambos
me´todos de deteccio´n. Estas ima´genes son de diferentes dimensiones puesto que la locali-
zacio´n por centroides sen˜ala regiones de taman˜o no uniforme (no hay un taman˜o o forma
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predeterminados al momento de la deteccio´n). Dichas ima´genes son re-dimensionadas al
taman˜o en que se procesan las caracter´ısticas HOG, es decir, 128x128.
La SVM toma como entradas las caracter´ısticas HOG extra´ıdas de cada imagen. Sin
embargo, hay un procesamiento previo del vector de caracter´ısticas, que consiste en nor-
malizar sus datos mediante un escalamiento. El proceso de escalamiento pasa los valores de
las caracter´ısticas HOG desde una escala original (0,1) a una escala en la que el intervalo
esta´ determinado por el ma´ximo y mı´nimo valor encontrados en las caracter´ısticas de las
ima´genes del conjunto de entrenamiento.
Para llevar a cabo el entrenamiento de la SVM se realiza un proceso de cross-validation
de cinco iteracciones utilizando el conjunto de entrenamiento anteriormente descrito. Este
proceso tambie´n se llama v-fold cross-validation, donde v es el nu´mero de iteraciones,
en este caso, cinco. El algoritmo de entrenamiento divide el conjunto de datos en cinco
subconjuntos, escoge uno de ellos como conjunto de pruebas temporal y utiliza los cuatro
conjuntos restantes para entrenar el modelo. El resultado de ese entrenamiento temporal es
validado con el subconjunto seleccionado para ver que´ porcentaje de clasificacio´n obtiene;
este proceso se repite para cada uno de los cinco subconjuntos. Junto con el proceso de
cross-validation, se realizo´ un proceso de exploracio´n de los para´metros C y γ del modelo de
la SVM, esto con el fin de establecer la combinacio´n que obtuviera el ı´ndice de clasificacio´n
ma´s alto.
Para este entrenamiento se obtiene, segu´n el proceso de cross-validation y la explora-
cio´n de los para´metros C y γ, un porcentaje de clasificacio´n correcta del 90.2083 %, tal
y como se muestra en la gra´fica de contorno de precisio´n de la validacio´n cruzada (ver
imagen 5.3). Luego de este entrenamiento, se observa que la configuracio´n de valores para
para´metros C y γ es 8 y 0.00048828125, respectivamente.
Figura 5.3. Gra´fico de contorno de los resultados de cross-validation del primer conjunto de
entrenamiento de la SVM
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Se realiza un segundo entrenamiento de una ma´quina de vectores en el cual se se-
leccionan ima´genes que sean similares a las regiones obtenidas en la localizacio´n basada
en centroides, esto debido a que por lo general esta localizacio´n genera ima´genes en las
que se pierde informacio´n de la mano o que contienen ruido (los dedos en ocasiones son
recortados o se incluye ma´s informacio´n del antebrazo, del brazo e, inclusive del rostro).
El porcentaje de clasificacio´n que se obtiene luego de realizar nuevamente un proceso de
cross-validation de cinco, corresponde a un valor de 80.4167 %, con una configuracio´n de
valores de los para´metros C y γ de 8 y 0.00048828125, respectivamente. Los resultados de
la exploracio´n de e´stos para´metros con e´ste conjunto de entrenamiento se pueden observar
en la figura de contorno de precisio´n de la validacio´n cruzada (ver imagen 5.4).
Figura 5.4. Gra´fico de contorno de los resultados de cross-validation del segundo conjunto de
entrenamiento de la SVM
5.3. Experimentacio´n y resultados
5.3.1. Reconocimiento utilizando la segmentacio´n de fondo y la deteccio´n
basada en caracter´ısticas Haar-like
El sistema de segmentacio´n y deteccio´n basado en caracter´ısticas Haar-like se integra
a la ma´quina de vectores de soporte anteriormente descrita, con el fin de analizar el
funcionamiento de un sistema de reconocimiento de gestos conformado por la combinacio´n
del detector y de e´ste tipo de me´todo de clasificacio´n. Se realizan pruebas con dos v´ıdeos
para analizar el desempen˜o de la clasificacio´n del sistema propuesto.
El primer experimento muestra una deteccio´n inicial de un alto nu´mero de posibles
regiones que pueden ser consideradas como manos, lo que influye en la clasificacio´n de
manera negativa. E´sto se debe a que muchas regiones que en el experimento son presen-
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tadas como manos, en realidad son segmentos de partes del cuerpo (“falsos positivos de la
deteccio´n”) y que no se consideraron en el entrenamiento de la SVM. E´sta es la principal
razo´n por la que el porcentaje total de deteccio´n es de 15.48 %. Dicho resultado se con-
firma en la tabla 5.1, en donde la mayor´ıa de detecciones son originalmente etiquetadas
en la clase 4 (aquella asignada para otros elementos diferentes de los gestos analizados),
y el clasificador las predice en diferentes clases. El ana´lisis de la clasificacio´n se realiza
evaluando del desempen˜o a lo largo de 224 fotogramas en los que se detectan en total 841
regiones, las cuales son clasificadas por la ma´quina de vectores de soporte.
Tabla 5.1. Resultados SVM con deteccio´n por caracter´ısticas Haar-like. Experimento 1
Predicho
G1 G2 G3 G4
Etiquetados
G1 23 16 0 1 40
G2 19 76 5 0 100
G3 4 26 16 0 46
G4 56 398 186 15 655
102 516 207 16 841
En el segundo experimento se observa un porcentaje de deteccio´n de 20.17 %. E´ste
porcentaje es mayor debido a que se detectaban menos regiones consideradas “falsos po-
sitivos”, lo que disminuye el nu´mero de clasificaciones incorrectas que realiza la SVM. Sin
embargo, au´n se presenta la mayor cantidad de errores de clasificacio´n en la mayor´ıa de
detecciones que no corresponden a los gestos analizados y que coinciden con la clase 4 (ver
tabla 5.2). Este ana´lisis de reconocimiento de gestos evalu´a el desempen˜o del clasificador
a lo largo de 219 fotogramas y sobre 476 regiones detectadas.
Tabla 5.2. Resultados SVM con deteccio´n por caracter´ısticas Haar-like. Experimento 2
Predicho
G1 G2 G3 G4
Etiquetados
G1 41 21 3 8 73
G2 22 54 6 1 83
G3 18 38 0 1 57
G4 69 74 119 1 263
150 187 128 11 476
5.3.2. Reconocimiento utilizando la deteccio´n basada en centroides
Para e´ste me´todo de deteccio´n se realizan pruebas de clasificacio´n con ocho v´ıdeos con
diferentes fondos y condiciones de iluminacio´n. Los resultados de e´stas clasificaciones se
presentan a continuacio´n. En cada experimento se compara el gesto que esta´ ejecutando
el usuario en la escena, con el gesto clasificado por el sistema completo de reconocimiento,
es decir, la clasificacio´n que arroja la SVM dada la regio´n que se detecta por medio de los
centroides.
Analizando los resultados que arroja el clasificador al reproducir el primer v´ıdeo, se
obtiene la informacio´n que se muestra en la tabla 5.3. De acuerdo con esto, el porcentaje
total de clasificacio´n correcta es de 47.32 %. Este resultado se debe a que la deteccio´n
abarca un a´rea mayor a aquella en la que se encuentra la mano, incluyendo en gran
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medida el rostro del usuario. Asimismo, se evidencia que el nu´mero de blancos detectados
al inicio del v´ıdeo es alto en las primeras a´reas localizadas y disminuye de manera abrupta
en las siguientes detecciones, por lo cual el a´rea permanece en una posicio´n y taman˜o fijos
durante gran parte de la prueba. Esto conlleva a que el rastreo de la mano no se efectu´e
y a que se presenten momentos en que la mano se encuentra fuera de la regio´n analizada.
Tabla 5.3. Resultados SVM con centroides. Experimento 1
Predicho
G1 G2 G3 C4
Etiqueta
G1 30 11 0 19 60
G2 21 57 1 7 86
G3 3 37 8 1 49
G4 2 16 0 11 29
56 121 9 38 224
En el segundo v´ıdeo se obtienen los resultados que se muestran en la tabla 5.4. Segu´n
esto, el porcentaje de clasificacio´n correcta es de 45.21 %. En e´ste v´ıdeo, aunque la regio´n
que se clasifica no contiene un gran porcentaje de elementos ajenos a la mano, y pese
a que el rastreo de la misma es ma´s estable que en el experimento anterior, la SVM no
logra clasificar correctamente los gestos por la orientacio´n de los mismos. La razo´n de e´ste
bajo porcentaje es que en e´ste v´ıdeo, la mano y el brazo del usuario esta´n en una posicio´n
oblicua para gestos cuyas ima´genes de entrenamiento, en su mayor´ıa, son verticales (gestos
1 y 3).
Tabla 5.4. Resultados SVM con centroides. Experimento 2
Predicho
G1 G2 G3 G4
Etiqueta
G1 37 59 0 1 97
G2 6 54 0 0 60
G3 0 50 8 0 58
G4 0 0 4 0 4
43 163 12 1 219
En lo que respecta al tercer v´ıdeo, los resultados de la clasificacio´n se presentan en
la tabla 5.5. De ellos se sigue que el porcentaje de clasificacio´n correcta es de 45.16 %.
E´ste v´ıdeo tiene un comportamiento similar al v´ıdeo del experimento 2, debido a que la
orientacio´n de la mano de varios gestos no presentan caracter´ısticas similares a las que
fueron entrenadas. En algunas ocasiones se observa que al ejecutar el tercer tipo de gesto
la SVM lo clasifica en la segunda clase, particularmente, cuando la regio´n de intere´s lo
localiza en una posicio´n diferente al centro. Este comportamiento muestra que entre las
ima´genes de entrenamiento existen ma´s ima´genes pertenecientes a la segunda clase en
posiciones diferentes del centro.
Los dema´s experimentos tienen un comportamiento similar a los primeros tres expe-
rimentos. El Ape´ndice A contiene en detalle los resultados de los experimentos con los
v´ıdeos 4 al 8.
Se observa que la clasificacio´n esta´ intr´ınsecamente ligada a la deteccio´n, por lo cual
si la regio´n detectada incluye elementos que no son de intere´s, el porcentaje de reconoci-
miento que se obtiene no va a ser alto. Asimismo, se establece que la variabilidad de las
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Tabla 5.5. Resultados SVM con centroides. Experimento 3
Predicho
G1 G2 G3 G4
Etiqueta
G1 16 62 6 3 87
G2 0 74 2 0 76
G3 0 32 8 6 46
G4 0 1 7 0 8
16 169 23 9 217
regiones detectadas por el me´todo basado en centroides, exige que la SVM este´ entrenada
con la mayor cantidad de posibles casos, y sin embargo sucede, como se observo´, que no se
realice una generalizacio´n apropiada de los gestos planteados. El incremento en la cantidad
de elementos con que se entrena la ma´quina tambie´n influye en la velocidad de procesa-
miento de la misma causando una ralentizacio´n del sistema, dado que la distribucio´n de
las caracter´ısticas en el espacio sera´ mas compacta y, por ende, sera´ ma´s dif´ıcil para el
algoritmo trazar la frontera entre caracter´ısticas.
5.4. Ana´lisis de usabilidad de un sistema de reconocimiento
de gestos
El reconocimiento de gestos de las manos es un tema vigente dentro de los mecanismos
de interaccio´n humano-computador. La forma de comprobar la efectividad de un sistema
de e´ste tipo consiste en la elaboracio´n de una aplicacio´n que este´ integrada a dicho sistema.
Dependiendo del modelo de gestos definido, se precisa el tipo de aplicacio´n que se debe
realizar. As´ı, la integracio´n se puede dar mediante una aplicacio´n independiente del sistema
operativo en que se ejecute, o bien como un proceso del sistema operativo que sustituya
las acciones que por lo general generan interaccio´n entre el usuario y el sistema. El sistema
planteado en el presente trabajo puede ser utilizado en lugar del proceso que maneja el
puntero en un sistema operativo enfocado en un entorno de ventanas, sustituyendo la
interaccio´n realizada por medio del rato´n o mouse. Sin embargo, es imprescindible que
el sistema obtenga un alto porcentaje de reconocimiento para que la interaccio´n entre
un usuario y un sistema de este tipo pueda ser efectiva. Considerando los porcentajes de
reconocimiento evaluados anteriormente, es posible que el usuario se desmotive y sienta
aversio´n por los sistemas de este tipo, dado que hay una alta probabilidad de que el sistema
no ejecute las acciones que e´l pretende realizar.
CAPI´TULO 6
Conclusiones
A continuacio´n se presenta el conjunto de conclusiones obtenidas por el autor a partir
del trabajo desarrollado en la investigacio´n plasmada en este documento:
El desarrollo de un sistema de reconocimiento de gestos en ambientes no restrictivos
(considerado as´ı por el bajo nu´mero de supuestos de movimiento y de apariencia que se
indican para la adecuada ejecucio´n del sistema) no es una tarea fa´cil. El grado de dificultad
se debe a la influencia de diversas condiciones tales como, las variaciones dina´micas en la
iluminacio´n, los fondos de escenas no uniformes y dina´micos, las diferentes tonalidades de
piel de los usuarios y la calidad de la imagen capturada. Estas condiciones no siempre
se pueden controlar o parametrizar, lo que influye y restringe el funcionamiento del siste-
ma. Claramente, el hecho de garantizar por medio de diferentes me´todos y algoritmos la
robustez de un sistema a estas condiciones, incrementa su complejidad, por lo que debe
existir un adecuado reconocimiento sin que se sacrifique la velocidad de procesamiento del
sistema.
Durante el desarrollo de esta investigacio´n, se establecio´ que una adecuada localizacio´n
de la regio´n de intere´s es fundamental en un sistema de reconocimiento de gestos; ya que
la precisio´n en la deteccio´n del a´rea de interes influye directamente en las caracter´ısticas
que se obtienen mediante el proceso de extraccio´n, y por consiguiente, en los resultados
proporcionados por el me´todo de clasificacio´n. E´sto se evidencia en el bajo desempen˜o
del clasificador, ya que este recibe como entrada las caracter´ısticas que se extraen de las
regiones detectadas (ya sea por el me´todo de localizacio´n basado en caracter´ısticas Haar-
like o el me´todo basado en centroides), las cuales presentan algunas irregularidades; por
ejemplo, en algunas ocasiones la mano no esta´ completa o incluye otros elementos que no
corresponden al objeto de intere´s, particularmente el rostro, el brazo, el antebrazo o el
torso del usuario.
A partir de la informacio´n encontrada en la literatura y del ana´lisis de diferentes gestos
comu´nmente usados en la interaccio´n entre humanos, se define que el conjunto de s´ımbolos
ma´s apropiados para el sistema propuesto son los de tipo manipulativo y que tambie´n
pueden ser interpretados como de´ıcticos, puesto que son intuitivos para el usuario. Sin
embargo, se observa que muchos de e´stos gestos presentan similitudes entre s´ı, lo cual
dificulta la tarea de reconocimiento. Esta similitud se evidencia al momento de analizar
las caracter´ısticas extra´ıdas sobre las cuales trabaja el sistema.
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En esta tesis se establece que la clasificacio´n dada por una ma´quina de vectores de
soporte (SVM) en un sistema de reconocimiento de gestos, se ve afectada por diversos
factores. Varios de estos factores esta´n relacionados con la cantidad de clases en las que
se debe clasificar una muestra, la calidad de los ejemplos con los que se realiza el entre-
namiento previo de la SVM y las caracter´ısticas que se extraen de las regiones de intere´s
identificadas por el me´todo de deteccio´n. Particularmente, si las caracter´ısticas de los
elementos por clasificar son dif´ıciles de diferenciar, ya sea por el nu´mero elevado de carac-
ter´ısticas o por la similitud entre las mismas, la separacio´n entre clases es menor, lo que
en general contribuye a la clasificacio´n erro´nea de las muestras obtenidas en la extraccio´n
de caracter´ısticas de las regiones de intere´s.
En el proceso de entrenamiento de la SVM se obtiene un alto porcentaje de clasificacio´n
mediante validacio´n cruzada al igual que con los de datos de prueba. Sin embargo, se
observa que al realizar la integracio´n de la SVM con los me´todos de deteccio´n, el porcentaje
correcto de clasificacio´n disminuye considerablemente. Esto se debe a que el vector de
caracter´ısticas que se ingresa en la SVM refleja las fallas en la deteccio´n realizada; en
otras palabras, dado que las caracter´ısticas que se extraen en el proceso de deteccio´n
utilizan la posicio´n y orientacio´n de los elementos presentes en la imagen, el proceso de
generalizacio´n que hace la SVM se ve afectado, ya que muchas de las caracter´ısticas de la
deteccio´n actual no obtienen valores similares a los que presentan los vectores de soporte
establecidos para la clase correspondiente entrenada en la SVM.
Teniendo en cuenta los resultados obtenidos en esta tesis, es preferible considerar otros
me´todos de localizacio´n alternativos al detector basado en caracter´ısticas Haar-like que
puedan realizar un procesamiento ma´s efectivo, preciso y veloz en un ambiente no restric-
tivo, para que de esta forma se obtenga una menor cantidad de detecciones consideradas
como falsas positivas que puedan afectar los resultados en la posterior fase de clasifica-
cio´n. El me´todo basado en centroides, propuesto en este trabajo, es una alternativa para
realizar el procesamiento en tiempo real y localizar adecuadamente la regio´n de intere´s
basada en el movimiento percibido en la escena. Sin embargo, es importante profundizar
ma´s en e´ste me´todo para que la localizacio´n sea ma´s precisa y se puedan analizar mejor
los movimientos detectados al igual que puedan localizar dos manos en la imagen. Asimis-
mo, los me´todos implementados pueden mejorar su velocidad de ejecucio´n utilizando el
procesamiento en las GPU (Graphics Processing Unit), las cuales han empezado a tener
una mayor presencia en los equipos que tienen caracter´ısticas de procesamiento bajas, de
tal forma que permitan que los me´todos utilizados en este trabajo puedan obtener un
procesamiento ma´s cercano al tiempo real en cualquier equipo en donde se ejecute.
CAPI´TULO 7
Trabajo futuro
A partir de las conclusiones obtenidas, se identificaron diferentes a´reas que permitira´n
profundizar y extender la investigacio´n presentada en este documento. De esta manera, el
autor presenta a continuacio´n el trabajo futuro que contribuira´ a este fin:
Realizar un ana´lisis de desempen˜o algor´ıtmico con el fin realizar una optimizacio´n el
sistema de manera que permita mejorar la utilizacio´n de recursos, sin afectar la calidad de
la deteccio´n de gestos. Se debe tener en cuenta que la velocidad en estos procesos es vital,
puesto que un usuario puede realizar diferentes gestos en poco tiempo, y si la estrategia
de deteccio´n no los procesa a alta velocidad, puede existir pe´rdida de informacio´n.
Refinar los me´todos de deteccio´n basados en caracter´ısticas Haar-like y en centroides,
de tal forma que se pueda obtener una regio´n de intere´s que delimite la mano de una manera
ma´s precisa y, de esta forma, eliminar la variabilidad con las caracter´ısticas seleccionadas
que ingresan al clasificador.
Depurar y ampliar el conjunto de datos de entrenamiento del clasificador de manera
que mantengan una mayor similaridad con las caracter´ısticas obtenidas de los objetos de
intere´s detectados en la fase de ana´lisis.
Utilizar otros clasificadores que a partir de aprendizaje supervisado puedan mejorar la
calidad del reconocimiento, lo que har´ıa ma´s confiable y robusta la estrategia y disminuir´ıa
la cantidad de clasificaciones erro´neas.
Realizar la integracio´n completa de un sistema de reconocimiento de gestos con una
aplicacio´n para comprobar la usabilidad de e´ste tipo de sistemas como un mecanismo
alternativo de interaccio´n humano-computador.
Analizar el uso de gestos dina´micos y los algoritmos que los detecten y reconozcan con
el fin de realizar una comparacio´n entre un sistema basado en el reconocimiento de e´ste
tipo de gestos y uno que maneje gestos esta´ticos, de manera que se determine que tipo de
gestos es ma´s adecuado e intuitivo para ser implementado en un sistema que permita la
interaccio´n humano-computador.
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APE´NDICE A
Resultados adicionales del reconocimiento
utilizando la localizacio´n basada en centroides
A continuacio´n se presentan los experimentos realizados con los v´ıdeos 4 al 8 utilizando
la localizacio´n basada en centroides.
En el cuarto v´ıdeo se obtienen los resultados que se presentan en la tabla A.1. De
acuerdo con los mismos, el porcentaje de clasificacio´n correcta es de 40.83 %.
Tabla A.1. Resultados SVM con centroides. Experimento 4
Predicho
G1 G2 G3 G4
Etiqueta
G1 34 31 12 0 77
G2 50 45 8 0 103
G3 3 22 10 0 35
G4 0 3 0 0 3
87 101 30 0 218
En la tabla A.2 se pueden analizar los resultados del clasificador al reproducir como
entrada el quinto v´ıdeo. En esta oportunidad, el porcentaje de clasificacio´n correcta es de
37.05 %.
Tabla A.2. Resultados SVM con centroides. Experimento 5
Predicho
G1 G2 G3 G4
Etiqueta
G1 18 78 5 0 101
G2 14 48 1 0 63
G3 0 34 17 1 52
G4 3 4 1 0 8
35 164 24 1 224
Al realizar un sexto experimento con otro v´ıdeo, el clasificador muestra el comporta-
miento resumido en la tabla A.3, en donde el porcentaje de clasificacio´n correcta es de
42.74 %.
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Tabla A.3. Resultados SVM con centroides. Experimento 6
Predicho
G1 G2 G3 G4
Etiqueta
G1 41 35 2 22 100
G2 8 44 11 20 83
G3 5 14 10 18 47
G4 3 0 0 8 11
57 93 23 68 241
En el septimo v´ıdeo se obtiene un porcentaje de clasificacio´n correcta de 46.08 %. Este
porcentaje se obtiene luego de analizar los resultados presentados en la tabla A.4.
Tabla A.4. Resultados SVM con centroides. Experimento 7
Predicho
G1 G2 G3 G4
Etiqueta
G1 19 36 4 3 62
G2 4 46 18 0 68
G3 4 26 29 7 66
G4 5 3 0 0 8
32 111 51 10 204
Por u´ltimo, en el octavo experimento el porcentaje de clasificacio´n correcta es de
36.52 %. El resultado de la clasificacio´n se encuentra en la tabla A.5.
Tabla A.5. Resultados SVM con centroides. Experimento 8
Predicho
G1 G2 G3 G4
Etiqueta
G1 19 36 4 3 62
G2 4 46 18 0 68
G3 4 26 29 7 66
G4 5 3 0 0 8
32 111 51 10 204
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