Dose distributions registered in water equivalent, polymer gel dosimeters were used to measure the output factors and off-axis profiles of the radiosurgical photon beams employed for CyberKnife radiosurgery. Corresponding measurements were also performed using a shielded silicon diode commonly employed for CyberKnife commissioning, the PinPoint ion chamber, and Gafchromic EBT films, for reasons of comparison. Polymer gel results of this work for the output factors of the 5, 7.5, and 10 mm diameter beams are ͑0.702Ϯ 0.029͒, ͑0.872Ϯ 0.039͒, and ͑0.929Ϯ 0.041͒, respectively. Comparison of polymer gel and diode measurements shows that the latter overestimate output factors of the two small beams ͑5% for the 5 mm beam and 3% for the 7.5 mm beams͒. This is attributed to the nonwater equivalence of the high atomic number silicon material of the diode detector. On the other hand, the PinPoint chamber is found to underestimate output factors up to 10% for the 5 mm beam due to volume averaging effects. Polymer gel and EBT film output factor results are found in close agreement for all beam sizes, emphasizing the importance of water equivalence and fine detector sensitive volume for small field dosimetry. Relative off-axis profile results are in good agreement for all dosimeters used in this work, with noticeable differences observed only in the PinPoint estimate of the 80% −20% penumbra width, which is relatively overestimated.
I. INTRODUCTION
Stereotactic radiosurgery ͑SRS͒ is a well-established treatment modality in the management of a wide variety of intracranial and, recently, extracranial lesions. [1] [2] [3] [4] [5] In SRS, small field sizes and an increased number of beams aiming at the target from different directions are employed to create highly conformal dose distributions that are accurately registered with the target using stereotactic frames or image guidance.
This allows for high doses to be delivered to the target in a single or a small number of fractions, sparing at the same time surrounding critical structures.
The quantities required to be measured for commissioning and quality assurance purposes of a radiosurgery system include output factors ͑OF͒, off-axis ratios ͑OARs͒, and relative depth dose data. It is well recognized that the measurement of OFs and OARs are complicated due to the lateral electronic disequilibrium and the steep dose gradients in-volved in a large portion of the fields used. [6] [7] [8] [9] [10] Adequate detector resolution, minimum radiation field perturbation, tissue equivalence, integrating character, stable dose response that is also preferred to be linear and reproducible, as well as energy and dose rate independence should be the main features that the ideal dosimeter for small field dosimetry must possess. 7, 9, [11] [12] [13] [14] Currently, no single detector meets all the requirements for small field dosimetry; [15] [16] [17] [18] [19] [20] [21] therefore, the use of several detector types for stereotactic beam data acquisition has been suggested as "good practice." 22 For field sizes less than 12.5 mm, 9 in particular, significant deviations can be observed among the OF and off-axis profiles reported in the literature. These are not only attributed to the specific drawbacks of the different dosimetry systems used ͑dose rate dependence, nontissue equivalence, directional dependence, Cerenkov radiation, and poor reproducibility of diamond detectors, diode, MOSFETs, plastic scintillators, and films, respectively [7] [8] [9] 15, 19, 21 ͒, but also to volume averaging effects. 9, 23, 24 Different approaches have been proposed to address this problem including mathematical methods for the deconvolution of detector size, [24] [25] [26] measurements of the same OF and/or dose off-axis profile using detectors of different size followed by extrapolation to zero volume, 20, 27 as well as Monte Carlo simulation. 21, 28 However, measurements with detectors of different size are time-and labor intensive, even if the availability of different detectors is warranted in the clinic, while there is always the need for the experimental verification of Monte Carlo data to account for subtle variations between different radiotherapy units of the same type. Polymer gels may not be considered standard dosimeters yet due to problems associated mainly with individual point uncertainty, reproducibility, and the relatively advanced data processing skills they necessitate. Polymer gel dosimetry however has been successfully employed in small field dosimetry 24, 27, [29] [30] [31] [32] on the basis of its favorable characteristics such as the water equivalence of the gel substance 33 and the absence of radiation field perturbation, since the gel comprises both the phantom and the detector material. 24, 27, [29] [30] [31] [32] Moreover, studies based on a systematic modulation transfer function ͑MTF͒ approach have shown that a submillimeter resolution in polymer gel dose measurements can be achieved when MRI with a submillimeter acquisition resolution is used for the readout of the radiation-induced polymerization. 34, 35 In this work the polymer gel-MRI dosimetry method was used to measure the OFs and dose off-axis profiles of the small circular stereotactic photon beams produced by a fourth generation ͑G4͒ CyberKnife image-guided robotic radiosurgery system ͑Accuray TM Inc., Sunnyvale, CA͒.
3, 21, 36, 37 Corresponding measurements were also performed using a shielded silicon diode, which is most commonly employed for CyberKnife commissioning purposes, a PinPoint ion chamber, and Gafchromic EBT films. Results of this work were compared to those of similar studies reported in the literature.
II. MATERIALS AND METHODS

II.A. Diode and ion chamber measurements
The output factor ͑or total scatter factor͒ used in CyberKnife dosimetry is defined as the ratio of dose per monitor unit ͑MU͒ for a radiosurgical beam of diameter s, to the corresponding dose per MU for the reference beam of 60 mm in diameter, at 15 mm depth inside the water medium, and for a given source to axis distance ͑SAD͒. OAR is defined as the ratio of dose per MU at off-axis distance r to the corresponding dose per MU at the center of the radiosurgical beam, for given SAD and water depth values.
A shielded, p-type silicon diode ͑PTW, TW60008, 1 mm 2 cross section and 2.5 m thickness͒ and a small, sensitive volume ion chamber ͑PTW, PinPoint ® TW31014, 0.015 cm 3 volume, 2 mm diameter, and 5 mm length͒ were used for dosimetry measurements performed in this work. The silicon diode and ion chamber employed for measurements in this work are widely used in small field dosimetry, and their respective advantages and disadvantages are well documented. 7, 9, [18] [19] [20] [21] 23 Practical problems related to measurements using point detectors include accurate positioning that requires careful handling and setup of the detector. To suppress this type of uncertainty, each detector was situated at 15 mm depth inside an MP3 motorized water phantom with its stem parallel to the beam axis using a PTW-TRUFIX attachment system and aligned to the measuring point along the beam axis by exploiting the symmetry of the off-axis beam profiles acquired at 15 and 50 mm depths, respectively. For OF measurements, SAD was set to 800 mm and the CyberKnife 6MV circular stereotactic photon beams of 5, 7.5, 10, and 60 mm diameter were used to deliver the same number of monitor units ͑300 MU͒. The created charge for the 5, 7.5, and 10 mm beams was measured using a PTW-UNIDOS electrometer and divided with the corresponding reading for the 60 mm reference beam to calculate the OF for each beam size. For OAR measurements, each detector was placed at 15 mm depth and irradiated at 800 mm SAD. Two scans were performed for each beam size along two orthogonal directions perpendicular to the beam axis. The created charge was collected by a PTW-TANDEM dual-channel electrometer and corrected for beam output fluctuations using a reference chamber ͑PTW, Semiflex chamber TW31010, 0.125 cm 3 sensitive volume͒ situated before the secondary collimator. The PTW-MEPHYSTO MCC software was used to average readings at the same off-axis distance, r, from the two acquired orthogonal off-axis profiles and normalize the averaged values to that obtained at the center of each beam. Following this procedure, half-averaged OAR profiles as a function of distance away from the central beam axis were finally obtained.
II.B. Gafchromic EBT film measurements
Gafchromic EBT films ͑ISP, Wayne, NJ͒ 19, 38 were used for film measurements performed in this work. The calibration curve of the specific film batch used ͑lot #: 35322-004I͒ was obtained beforehand by irradiating 16 precut EBT films using the 60 mm reference beam with doses ranging from 10 to 750 cGy. For OF and OAR measurements, precut EBT films of the same batch were positioned vertically to the central beam axis, at 15 mm depth within RW3 solid water slabs of 30ϫ 30ϫ 20 cm dimensions and irradiated from 800mm SAD using the 5, 7.5, 10, and 60 mm in diameter radiosurgical beams. A dose of 300 cGy was delivered to each film using the diode measured OF values in order to induce similar optical density on each film surface.
All EBT films were scanned 1 day postirradiation to allow postirradiation optical density growth, using an Epson Expression 1680Pro flatbed optical scanner. The Epson scanner was used in transmission mode and all films were scanned in 48-bit RGB mode with a resolution of 150 dpi ͑pixel size = 0.169 mm͒, but only the red color channel of the image was used and saved in tagged image file format ͑.tiff͒. 19 The films scanned ͑all the irradiated and a nonirradiated film taken by the same batch͒ were placed in the same area of the scanner bed, maintaining the same orientation throughout the scanning procedure. Custom-written routines were employed to: ͑a͒ subtract the nonirradiated film optical density on a pixel by pixel basis to account for scanner nonuniformity; ͑b͒ calculate the coordinates of the center of each beam by exploiting the circular symmetry of the radiation field depicted on the film's plane; and ͑c͒ convert the net pixel values of each film to corresponding dose results using the calibration curve of the specific film batch.
In an effort to suppress individual point uncertainties, the dose at the radiation field center of the 5, 7.5, and 10 mm beams was calculated by averaging the dose values of 9 pixels lying within a square of 0.51 mm side, centered on the central pixel of each radiation field. Similarly, the dose at the center of the reference 60 mm beam was calculated by averaging the dose values of 100 pixels lying within a square of 1.7 mm side centered on the central pixel of the specific field. The dimensions of the areas within which dose was averaged for each beam were chosen based on the beam sizes so as to preclude averaging effects. Correspondingly, the dose value at each off-axis distance, r, was calculated by averaging the dose values of 11 pixels symmetrically distributed on a circle centered on the radiation beam center with a radius equal to the off-axis distance, r.
According to the irradiation technique followed in this work, the ratio of the dose values at the center of each radiosurgical beam to the corresponding dose of the 60 mm reference beam gives the deviation between the film and diode OF values, or equivalently, the correction factor that should be applied on the diode OF values to obtain the corresponding film results. Off-axis ratio values were calculated by dividing the mean dose values at each distance, r, to the corresponding dose at the center of each radiation beam. Propagation of uncertainty expressed by the standard deviation of mean dose values yielded an estimate for EBT measured OFs and OARs on the order of 0.5%.
II.C. Polymer gel measurements
The polymer gel dosimeter used in this study is a modification of the VIPAR gel formulation.
29,30,39 VIPAR gels exhibit an exceptionally wide dose response range with a linear part extending up to 45 Gy. 39 The modified gel was developed in an effort to maintain the favorable characteristics of the original VIPAR gel while decreasing the low dose threshold of the linear dose response range and, at the same time, facilitating its manufacturing procedure in normal atmospheric conditions without the need for cumbersome deoxygenation procedures, through the addition of appropriate oxygen scavengers. 40 This modified gel formulation ͑8% NVP, 4% MBA, 5% gelatin, 0.0008% CuSO 4 , and 0.007% ascorbic acid͒ will be referred to as VIP in the following ͑i.e., the last two letters in the acronym for the original VIPAR that refer to the use of argon in the manufacturing procedure are dropped͒.
Following preparation, the gel solution was transferred to four Pyrex ® cylindrical containers; two of 150 mm height, 23 mm inner diameter, and 2.5 mm wall thickness used for CyberKnife irradiations and two of 95 mm height, 45 mm inner diameter, and 2.5 mm wall thickness with a flexible, closedend catheter of 1.5 mm external diameter ͑Nucletron BV, The Netherlands͒ introduced through an appropriate hole drilled into their cap, for irradiations using a Nucletron microSelectron 192 Ir HDR afterloader. All gel vials were hermetically sealed and stored overnight at room temperature to solidify.
For CyberKnife irradiations each vial was fixed in an MP3 motorized water phantom ͑PTW Freiburg, Germany͒ with its long axis lying parallel to the water surface and vertical to the central beam axis, as this was defined by the Linac laser ͓Figs. 1͑a͒ and 1͑b͔͒. The 60, 5, 7.5, and 10 mm radiosurgical beams were used to deliver the same dose of 30 Gy at 15 mm depth and at four different areas along each vial's long axis using the corresponding diode measured OFs. The centers of the 5, 7.5, and 10 mm beams were delivered at distances of 60, 85, and 115 mm, relative to the center of the 60 mm beam using the motorized mechanism of the water phantom. This irradiation scheme ensures minimum cross talk between adjacent irradiated areas of the do- simeter ͑less than 1%, estimated using the beam off-axis profile data͒. A photograph of the two gel vials just after irradiation is shown in Fig. 1͑c͒ , and the radiation-induced polymerization of the gel substance is visible. Brachytherapy irradiations were performed on the same day using the microSelectron mHDR-v1 192 Ir source to deliver 10 Gy at 1 cm distance along the transverse bisector of the source in its single dwell position.
MRI readout of the irradiated gel vials was performed 4 days postirradiation on a 3 T Philips Achieva MR scanner ͑Philips Medical Systems, Nederland BV͒. The same volume selective, Carr-Purcell-Meiboom-Gill ͑CPMG͒, 24-echo pulse sequence ͓with an initial echo time ͑TE͒ of 40 ms, with further 40 ms increments, and a repetition time ͑TR͒ of 3000 ms͔ was used for imaging the CyberKnife and brachytherapy gel vials in two separate sessions. A built-in quadrature radio-frequency ͑rf͒ body coil and a phased-array rf head coil were used for proton excitation and signal detection, respectively. The gel vials were placed at the center of the receiver coil in order to minimize rf field inhomogeneity effects. A rectangular field of view ͑FOV͒ covering an area of ͑169 ϫ 169͒ mm 2 , as well as an image acquisition and reconstruction matrix of 336ϫ 336, were used, resulting in an in-plane acquisition resolution of 0.5ϫ 0.5 mm. A total number of 41 coronal partitions of 0.5 mm thickness were reconstructed for each echo depicting circular irradiation fields for both CyberKnife gel vials. Interpolation was not implemented, resulting in an isotropic acquisition voxel size of 0.5 mm 3 . This small voxel size ensures submillimeter spatial resolution dose measurements, since studies based on a systematic MTF approach have shown that the spatial resolution in polymer gel dosimetry is similar to the MRI acquisition resolution for pixel sizes down to 0.4 mm 3 . 34, 35 Sensitivity encoding was applied in the phase encoded direction to render the scanning feasible by reducing the total amount of data in the scan by a factor of 2. The receiver bandwidth was set to 220 Hz per pixel to reduce susceptibility effects, while two averages were used to boost SNR. An appropriate quality assurance procedure with a T 2 -weighted pulse sequence and the ACR phantom preceded the gel scanning, ensuring that image quality, as well as geometric and positioning accuracies, reflects high levels of system performance.
A single T 2 map ͑an image on which pixel signal intensity represents the NMR spin-spin relaxation time T 2 of the corresponding gel voxel͒ was calculated for each slice by fitting a simple log-linear function on the acquired 24-echo train on a pixel by pixel basis, after discarding the first echo due to imperfections in the signal decay curve. 41 The resulting 41
T 2 maps were combined to construct a three-dimensional relaxation rate, R 2 ͑=1 / T 2 ͒ matrix for each gel vial. The calculated 3D R 2 matrices allow for the reconstruction of the scanned volume in axial, coronal, sagittal, or in any chosen oblique plane. Custom-made optimization routines based on the eccentricity and the center of mass of the radiation beams on different slices along the beam axis were employed to reconstruct the 3D R 2 matrices of each gel vial so that radiosurgical beams were depicted as circles in each coronal plane, with their center of mass coinciding with the central beam axis. It should be noted that, since the 60 mm beam was not fully included in the irradiated gels ͓see Figs. 2͑a͒ and 2͑b͔͒, only the 5, 7.5, and 10 mm beams were used for the reconstruction of the 3D R 2 matrice of each gel vial. The medial slice of the 41 reconstructed coronal slices was assumed to include the long axis of each vial, lying at 15 mm depth according to the irradiation setup. Uncertainty associated with the selection of the medial coronal slice lying at 15 mm depth is on the order of Ϯ1 slice ͑i.e., 0.5 mm͒ which, taking into account the relatively small dose gradient along the beam axis, does not affect the results of this work.
Given that the same dose was delivered for each beam size in both gel vials using the diode measured OFs, and assuming that this dose value lies in the linear dose response range of the VIP gel ͑i.e., R 2 = a · D + b͒, the polymer gel result for the OF of each radiosurgical beam, s, can be calculated as the correction that should be applied to the corresponding diode OF according to Experimental results following Eq. ͑1͒ do not depend on the sensitivity of VIP gel dose response, a, and depend only slightly on TMR ratios that vary between 0.987 and 1.002 for the 5 and 60 mm. The uncertainty associated with OF measurements can be derived using error propagation of the uncertainties in diode measured OF and TMR values ͑0.4%͒, the linear dose response intercept, b, and the R 2 values at the center of the irradiated beams.
Polymer gel dosimetry relying on single voxel estimates of the R 2 values at the center of the irradiated beams is expected to suffer by increased uncertainty. While the imaging voxel employed in this work ͑0.5 mm 3 ͒ is not affected by volume averaging effects, results of multiple voxels cannot be averaged to reduce uncertainty for the smaller beam sizes ͑i.e., 5, 7.5, and 10 mm͒. Reducing the imaging voxel would render the duration of the imaging session impractical; hence, a different approach had to be followed. The R 2 values at the center of the 5, 7.5, and 10 mm beams were calculated by averaging six interpolated R 2 values at the center of each beam. These values were obtained by choosing six off-axis profiles ͑i.e., an increment of 30°was used͒ and fitting a fifth-order polynomial to R 2 data on each profile lying at off-axis distances within the full width at half-maximum for each beam size. Following this approach, the uncertainty of the R 2 value at the center of each beam is less than 1.5%, which is lower than the 4% uncertainty of the corresponding R 2 value of the central voxel.
Regarding the 60 mm reference beam that was not fully registered in the irradiated gel vials, its center coordinates were found by the average of three values calculated by the experimentally defined centers of the 5, 7.5, and 10 mm beams and their distance relative to the center of the 60mm beam as planned for the irradiation. Given the small plateau region of the off-axis profile for this specific beam size, the R 2 value at the center of the 60 mm beam was then calculated by averaging the R 2 values of 25 voxels lying within a square of 2.5 mm side centered on the central voxel. This approach yielded a statistical uncertainty of 2%.
For the purpose of OAR measurements, the R 2 value at a distance, r, away from the beam axis was calculated by averaging 11 R 2 values lying on a circle centered on the corresponding radiation beam center and with radius equal to the off-axis distance, r. OAR values as a function of distance, r, were then calculated according to
for each radiosurgical beam of diameter s. The uncertainty of each OAR value was calculated by propagating according to Eq. ͑2͒ the uncertainties of the mean R 2 values at off-axis distance, r, the R 2,s ͑r =0 mm͒ at the center of each beam, and the intercept b of the linear dose response curve.
III. RESULTS AND DISCUSSION
In Figs. 2͑a͒ and 2͑b͒, the T 2 maps of each CyberKnife gel vial, lying perpendicular to the beam axis at 15 mm depth inside the water phantom, are presented using the same Cartesian coordinate frame. The origin of the employed frame coincides with the experimentally derived center for the 10 mm beam. In this system the z axis coincides with the beam axis, the y axis runs across the centers of the irradiated beams toward the vial's top, and the x axis is the vertical axis relative to the y and z axes. A general inspection of the presented T 2 maps implies that similar T 2 values are measured for all presented radiation fields in both gel vials without any   FIG. 2 . ͑a͒, ͑b͒ The medial T 2 maps of the CyberKnife gel irradiated vials corresponding to a plane perpendicular to the beam axis, at 15 mm depth inside the water phantom. The experimentally defined beam center coordinates on these planes are also marked on the used coordinate system. ͑c͒ R 2 profiles measured in both gel vials along the y axis at x = 0 mm. cross talk between adjacent irradiated areas. The relative distances measured from the center of the 5 mm to the center of the 7.5 mm beam and from the center of the 7.5 mm to the center of the 10 mm beam were found equal to 25 and 29.9 mm in vial 1, and 24.8 and 29.7 mm in vial 2, respectively. These results are in excellent agreement ͑better than 1%͒ with the programmed values ͑see Sec. II C͒. Since the uncertainty of the motorized mechanism is less than 0.1 mm, this finding characterizes the experimental uncertainty in the beam center estimation. In Fig. 2͑c͒ the measured R 2 profiles along the y axis of each gel vial are presented; a generally good agreement between the maximum R 2 values of each beam can be observed in both vials.
Dose response data of the VIP gel formulation were derived using the two calibration gel vials irradiated with the 192 Ir HDR afterloader, as well as the off-axis profiles of the 60 mm beam at 15 mm depth of the two gel vials irradiated with the CyberKnife radiosurgical beams. Results are presented in Fig. 3 , where a good agreement between the four data sets can be observed. Figure 3 shows that the VIP gel batch in this study presents a linear dose response region extending from 2Gy up to at least 35Gy, as the latter is confirmed by the brachytherapy calibration gel vials.
A linear fit on the dose response using all four data sets presented in Fig. 3 ͑R 2 = a · D + b͒ yielded a sensitivity In order to preclude potential systematic uncertainties related to small discrepancies between experimental and calibration gel vials, the calibration curves of each CyberKnife vial were used to derive polymer gel results of this work.
III.A. Output factors
R 2 values measured at the experimentally defined, central voxel for the 5 mm beam were found equal to ͑4.725Ϯ 0.189͒ s −1 and ͑4.681Ϯ 0.187͒ s −1 for vials 1 and 2, respectively. Using the calibration curve for each gel vial, these R 2 values can be translated to dose values of ͑29.1Ϯ 1.4͒ Gy and ͑27.5Ϯ 1.3͒ Gy, which agree within errors and yield an average of ͑28.3Ϯ 1.4͒ Gy. Following the same procedure, average dose values were found equal to ͑29.2Ϯ 1.5͒ Gy and ͑30.1Ϯ 1.5͒ Gy for the 7.5 and 10 mm beams. Given that the irradiation was planned to deliver 30 Gy for all beams using the diode measured OFs, these values imply an OF overestimation for the 5 and 7.5 mm beams. Definitive conclusions cannot be drawn however due to the significant uncertainties involved in this approach.
Estimating the average R 2 value at the center of each beam following the procedure described in Sec. II C to re- Ir HDR afterloader as well as using the 60 mm relative off-axis profiles of the two CyberKnife gel vials. The result of a linear fit to the four data sets presented is also presented. duce uncertainties, and using Eq. ͑1͒ yields the OF results summarized in Table I corresponding to the average OF for each beam, from both gel vials. Table I also presents measurements of this work employing the shielded silicon diode that is widely used for CyberKnife commissioning, the PinPoint chamber, and Gafchromic EBT films, as well as corresponding OF results in the literature measured using a variety of detectors and calculated by Monte Carlo computational methods, for reasons of comparison. Polymer gel data presented in Table I show that, while diode measurements agree within errors for the 10 mm beam, they overestimate OFs by 5% for the 5 mm beam and 3% for the 7.5 mm beam, which is consistent with single voxel results presented above. Given that the polymer gel and EBT film results shown in Table I are in close agreement, the diode OF overestimation is most probably due to the nonwater equivalence of the diode detector. This is also supported by findings of Haryanto et al., 42 where a close agreement is found between calculated and measured output factors when the water material of the detector voxel in their Monte Carlo simulations is replaced by silicon. Araki 28 used Monte Carlo simulations to show that the silicon detector causes a reduction in lateral electronic disequilibrium due to its higher density and atomic number relative to water, which results in an overestimation of the output factor for the 5 and 7.5 mm beams on the order of 5%.
Regarding PinPoint OF results of this work, an underestimation which stretches up to 10% for the 5 mm beam can be seen in Table I relative to corresponding polymer gel values. This is mainly attributed to the volume averaging effect, which is of increased importance in dosimetry measurements of small, pointed-shape photon beams. 20 Polymer gel and EBT OF results of this work summarized in Table I are in good agreement for all beam sizes. This emphasizes the importance of water equivalence and fine detector sensitive volume of detectors used for small field dosimetry where steep dose gradients and lack of lateral electronic equilibrium exist.
Findings of this work regarding the accuracy of OF measurements using different dosimeters for the 5 and 7.5 mm beams are in agreement with previous studies comparing Monte Carlo simulations 21 and water equivalent diamond 21 or TLD measurements, 18 to corresponding diode measured OFs. The only contradicting study is Ref. 19 , where an OF overestimation of diode measurements is shown relative to EBT film results for the 7.5 mm beam, but not for the 5 mm beam.
Besides the general trend of relative diode OF overestimation and relative PinPoint OF underestimation, comparison between absolute diode OF values measured in this work and corresponding results reported in the literature shows significant variations for all beam sizes. However, such a comparison is of relatively limited value since, besides potential experimental uncertainties that are mainly associated with the exact positioning of the detector, the observed differences can also be attributed to systematic uncertainties originating from the manufacturing variation in the secondary collimator dimensions, as well as small differences in the electron beam width in different CyberKnife systems. Regarding the latter, Francescon et al. recently reported that a difference of 0.5 mm in the electron beam width can cause a 4% variation in the output factor of the 5 mm beam. mental uncertainties can be observed between the polymer gel and the corresponding diode, PinPoint, and EBT data sets.
A more quantitative approach involves the calculation of the 80% −20% penumbra and the field size of the measured radiosurgical beams. Cubic spline interpolations on the OAR data sets presented in Fig. 4 were used for the calculation of the penumbra and field size values, with the latter being calculated as double the off-axis distance that corresponds to the 0.5 OAR value. Results are summarized in Table II for the measured beams and the polymer gel, diode, PinPoint, and EBT dosimetry systems. A general good agreement between the polymer gel measured penumbra values with the corresponding diode and EBT results can be observed. PinPoint measured penumbra values on the other hand were found increased by up to 8% for the 7.5 mm beam relative to corresponding polymer gel values, due to the importance of the volume averaging effect in these fields sizes. Regarding field size measurements, an agreement ͑within 4%͒ is observed between the polymer gel and the diode, PinPoint, and EBT data sets. Comparison of the measured field size values with the nominal 5, 7.5, and 10 mm values reveals that all the used dosimeters overestimate the size of the 5 and 7.5 mm beams, while they slightly underestimate the size of the 10 mm beam. Specifically, polymer gel results for the 5 and 7.5 mm beams were found 4% and 3% higher than corresponding nominal beam sizes, while the polymer gel measured field size of the 10 mm beam was underestimated by 3%. The observed differences could be attributed to the small geometrical uncertainties of the secondary collimator dimensions.
IV. CONCLUSIONS
The polymer gel-MRI method was used to measure the output factors and relative off-axis profiles of the 5, 7.5, and 10 mm diameter radiosurgical beams of a CyberKnife imageguided robotic SRS system. Results were compared to corresponding measurements of this work using a shielded silicon diode commonly employed for CyberKnife commissioning purposes, a PinPoint ion chamber, and Gafchromic EBT films. While gel and EBT film results were found in close agreement, an overestimation of 5% and 3% between polymer gel and diode measured OF values was observed for the 5 and 7.5 mm beams, respectively. This finding is mainly attributed to the water nonequivalence of the high atomic number silicon material of the diode detector. The PinPoint chamber was found to underestimate output factors by up to 10% for the 5 mm beam due to volume averaging effects.
A direct comparison of OF results in the literature is of limited value due to potential manufacturing variations in the secondary collimator dimensions of different CyberKnife systems and associated differences in the emitted photon spectrum. Nevertheless, the trend of diode overestimation and PinPoint underestimation reported herein can also be seen in corresponding studies in the literature comparing Monte Carlo simulation results and measurements using water equivalent systems ͑i.e., films, TLD, and glass rod detectors͒ with diode and PinPoint results. This suggests that independent validation of diode measured OF values should be verified for each CyberKnife system using a dosimetry method which combines water equivalence and fine detector sensitive volume. Relative off-axis profile results of this work were found in good agreement for all different dosimeters employed with the exception of the PinPoint chamber, which results in a noticeable field size and penumbra broadening. 
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