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ПЕРЕЛІК УМОВНИХ СКОРОЧЕНЬ 
 
БМ – Байєсівська мережа; 
БІК – байєсівський інформаційний критерій; 
ЗМНК – зважений метод найменших квадратів; 
ІАД – інтелектуальний аналіз даних; 
ІКА – інформаційний критерій Акайке; 
МГУА – метод групового урахування аргументів; 
МКМЛ – методи Монте-Карло для марковських ланцюгів; 
ММП – метод максимальної правдоподібності; 
МНК – метод найменших квадратів 
ТЕЗ – теорія екстремальних значень; 
СД – страхова діяльність; 
СК – страхова компанія; 
СППР – система підтримки прийняття рішень; 
УЛМ – узагальнені лінійні моделі; 
УРЙ – умовний розподіл ймовірностей; 
УРЕЗ – узагальнений розподіл екстремальних значень; 
УРП – узагальнений розподіл Парето; 
LDA (Loss Distribution Approach — метод розподілу збитків) 
BIA (Basic Indicator Approach — метод базових показників). 
IMA (Internal Measurements Approach — метод внутрішніх вимірів).  
Scenario-based Advanced Measurement Approach — сценарний аналіз 
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ВСТУП 
 
Актуальність теми 
У зв'язку з удосконаленням технологій пошуку та обробки даних у різних 
сферах фінансово-економічної діяльності накопичуються великі масиви даних 
різної природи і типів. Так, функціонування підприємств усіх видів власності 
супроводжується реєстрацією і записом відповідної докладної інформації 
стосовно їх діяльності, а також про споживачів товарів і послуг. У результаті, 
величезні масиви даних досить часто утворюють хаотичні нагромадження, які без 
спеціальної обробки є непотрібними; більше того, вони ускладнюють процес 
пошуку необхідної інформації. Критерії ефективної обробки таких даних повинні 
враховувати їх великі обсяги та різнорідність, а результати повинні бути 
конкретними та зрозумілими; інструменти для обробки повинні бути простими, 
адаптованими до користувачів різних рівнів та зручними у використанні.  
Для високоякісної обробки статистичних і експериментальних даних 
необхідно застосовувати як класичні статистичні методи, так і сучасні методи 
інтелектуального аналізу даних (ІАД). Методи ІАД виникли та набули подальшого 
розвитку на базі досягнень прикладної статистики, функціонального 
моделювання, розпізнавання образів, методів штучного інтелекту, теорії баз даних 
тощо. Встановлено, що існують вироджені вибірки статистичних даних, які 
потребують докладного аналізу з метою розв’язання задач коректної обробки 
екстремальних значень, зокрема у сфері актуарного моделювання. Після 
попередньої обробки такі дані використовують для побудови математичних 
моделей, оцінювання прогнозів та можливих ризиків фінансових втрат. ІАД 
полягає у виявленні у первинних даних раніше невідомої, доступної, практично 
корисної і нетривіальної інтерпретації знань, необхідної для прийняття рішень у 
різних сферах діяльності. До методів і алгоритмів ІАД належать такі: нейронні 
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мережі, дерева рішень, нечітка логіка та нейро-нечіткі системи, символьні 
правила, методи ближчого сусіда, метод опорних векторів, байєсівські мережі та 
байєсівська регресія, ієрархічні та неієрархічні методи кластерного аналізу, 
еволюційне програмування і генетичні алгоритми, різноманітні методи візуалізації 
даних та ін. Висока популярність методів ІАД зумовлена їх гнучкістю, 
багатофункціональністю, можливістю боротьби з невизначеностями різних типів і 
природи, можливістю побудови багатовимірних комбінованих моделей з 
високими характеристиками якості оцінок прогнозів та керування на їх основі.  
Широкого застосування ІАД набув у розв’язуванні актуарних задач, 
оскільки інструменти візуалізації надають можливість виконувати аналіз даних 
предметними фахівцями, які не володіють відповідними математичними 
знаннями. ІАД являють собою велику цінність для керівників і актуаріїв у сфері 
страхування. За допомогою методів ІАД вони можуть одержати відчутні переваги 
у конкурентній боротьбі шляхом розв’язання таких задач: прогнозування 
страхових виплат у разі настання страхового випадку; оцінювання фінансових 
ризиків страхових компаній для недопущення подальшого банкротства; 
виявленню шахрайства та ін. Таким чином виникають задачі аналізу та 
менеджменту фінансових ризиків з використанням сучасних методів 
математичного моделювання, прогнозування та ефективної підтримки прийняття 
рішень із застосуванням методів інтелектуального аналізу даних.  
Актуальність даного дослідження полягає у застосуванні сучасних методів 
ІАД до моделювання і прогнозування розвитку актуарних процесів та оцінювання 
фінансових ризиків страхових компаній (СК). Це пояснюється тим, що сьогодні 
сучасний стан фінансів СК потребує пошуку нових форм та методів підвищення їх 
конкурентоспроможності, удосконалення та впровадження у практику економіко-
математичних моделей для оцінювання і прогнозування їх подальшого розвитку в 
умовах значної конкуренції та невизначеності, ризику реалізації багатьох 
процесів, які зустрічаються фізичним особам та підприємствам різних форм 
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власності у їх діяльності. Розмаїття форм прояву ризику, частота та складність 
наслідків його реалізації зумовлюють необхідність поглибленого аналізу 
можливих ризиків та економіко-математичного обґрунтування фінансової 
політики СК. Використання саме економіко-математичних методів для аналізу та 
управління фінансовими ризиками обумовлене їх можливістю отримання 
обґрунтованої та достовірної оцінки основоположних характеристик фінансової 
стабільності. Отже, проблема створення систем для ефективнішого оцінювання 
фінансового стану з метою уникнення і недопущення банкротства СК та 
підвищення рівня її фінансової стабільності є надзвичайно актуальною. 
Сучасні розробки стосовно створення системного підходу, спрямованого на 
виконання поглибленого аналізу складних систем і, зокрема, економіко-
математичних явищ, належать академіку Згуровському М. З., професорам 
Панкратовій Н. Д., Касьянову П. О., Капустяну В. О., Романенку В. Д., Зайченку 
Ю. П., Снитюку В. Є., Макаренку О. С., Данилову В. Я., Поладчикову В. М. та 
зарубіжним вченим: Е. Сеид̆жу, Дж. Мелса, Н. Хастінгсу, Дж. Пікоку та іншим. 
Значний вклад у теорію і практику актуарних досліджень внесли такі відомі вчені: 
Х. У. Гербер, Дж. Ч. Хікман, С. Дж. Несбітт, Н. Л. Бауерс, С. С. Іванов, В. В. 
Шахов, М. Денуйт та інші.  
Для аналізу та оцінювання прогнозів динаміки розвитку актуарних процесів 
у дисертаційній роботі запропоновано методику моделювання і створення нових 
математичних моделей на основі використання структур узагальнених лінійних 
моделей (УЛМ). Всі етапи реалізації цієї методики супроводжуються 
використанням відповідних множин статистичних критеріїв, що сприяє 
підвищенню якості проміжних та остаточних результатів обчислень. Для 
ілюстрації застосування запропонованої методики зібрано необхідні фактичні 
статистичні дані. В результаті попереднього аналізу наявної статистичної вибірки 
виявлено підмножину вироджених даних з екстремальними значеннями. Для 
подальшого опрацювання цих даних розв’язано задачу інтелектуальної обробки 
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екстремальних значень з метою наближення вибірки до розподілу ймовірностей 
визначеного типу. Оцінювання невідомих параметрів математичних моделей 
виконано із застосуванням методів максимальної правдоподібності та 
байєсівського підходу, які відносяться до інтелектуального аналізу даних.  
 
Зв’язок роботи з науковими програмами, планами, темами  
Дисертаційна робота виконана у навчально-науковому комплексі «Інститут 
прикладного системного аналізу» відповідно до планів науково-дослідних робіт 
кафедри математичних методів системного аналізу: д/б НДР «Розробка 
інформаційної технології моделювання та оцінювання фінансово-економічних 
ризиків із врахуванням невизначеностей різної природи (на основі байєсівських 
моделей)» (№ ДР: 0113U000650); д/б НДР “Розробка методології системного 
аналізу, моделювання та оцінювання фінансових ризиків” (№ ДР: 0115U000356).  
 
Мета і завдання дослідження 
Метою дослідження є розробка методології побудови адаптивних 
математичних моделей для прогнозування та оцінювання ризиків актуарних 
процесів за допомогою узагальнених лінійних моделей та байєсівського підходу; 
підвищення адекватності моделей актуарних процесів і якості оцінок прогнозів 
виплат внаслідок настання страхових випадків та операційних втрат страхових 
компаній.  
Для досягнення мети дослідження необхідно поставити та розв’язати такі 
наукові завдання: 
1. Виконати аналіз сучасних методів моделювання та прогнозування 
актуарних ризиків у сфері страхування та факторів, що впливають на страхові 
виплати. 
2. Удосконалити методику побудови математичної моделі для опису та 
прогнозування актуарних процесів із екстремальними даними. 
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3. Побудувати моделі, що належать до двох класів математичних 
моделей для аналізу та прогнозування величини виплат у сфері страхування. 
4. Розробити та апробувати модель у формі мережі Байєса для 
оцінювання величини операційного ризику СК та запропонувати заходи щодо 
його уникнення. 
5. Проаналізувати якість побудованих моделей та формування висновків 
на їх основі щодо можливості їх застосування для розв’язання задачі 
прогнозування та оцінювання ризику актуарних процесів. 
6. На основі системного підходу побудувати та реалізувати систему 
підтримки прийняття рішень (СППР) для розв’язання задач моделювання та 
прогнозування величини страхових виплат при настанні страхового випадку і 
оцінювання операційного ризику страхових компаній. 
Об’єкт дослідження – актуарні процеси і технології інтелектуального 
аналізу даних у страхуванні в умовах наявності невизначеності та ризику.  
Предмет дослідження: байєсівські методи моделювання та оцінювання 
невідомих параметрів моделей, а саме: узагальнених лінійних моделей і 
байєсівських мереж для розв'язання задачі моделювання актуарних процесів та 
оцінювання операційних ризиків. 
 
Методи дослідження: теорія узагальнених лінійних моделей та 
екстремальних значень, байєсівські мережі і теорія формування імовірнісного 
висновку, методи оцінювання невідомих параметрів математичних моделей 
(Монте-Карло і метод максимальної правдоподібності). 
 
Наукова новизна отриманих результатів визначається такими 
теоретичними і практичними результатами, отриманими автором: 
Вперше: 
  запропоновано метод моделювання актуарних процесів та оцінювання 
ризиків в умовах виродженості початкової вибірки, який відрізняється від відомих 
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урахуванням екстремальних значень і забезпечує підвищення якості оцінок 
прогнозів за узагальненими лінійними моделями;  
  побудовано та досліджено узагальнені лінійні моделі для 
формального опису актуарних процесів, які відрізняються модифікованою 
комплексною структурою і забезпечують можливість високоякісного оцінювання 
операційного ризику; 
  побудовано нову модель у формі байєсівської мережі для оцінювання 
операційних ризиків у страхуванні, яка відрізняється коректністю формального 
опису за байєсівським інформаційним критерієм і забезпечує обчислення 
високоякісних оцінок прогнозів розвитку актуарних процесів.  
Удосконалено: 
  метод оцінювання екстремальних значень, який відрізняється 
комплексним застосуванням теорії екстремальних значень та байєсівського 
підходу і забезпечує подолання проблеми виродженості вибірки статистичних 
даних. 
Отримали подальший розвиток: 
  розроблено системну методологію побудови адаптивних моделей 
актуарних процесів, яка відрізняється запропонованим методом моделювання в 
умовах виродженості вибірки, методом оцінювання екстремальних значень і 
забезпечує підвищення адекватності моделей та якості оцінок прогнозів. 
 
Практичне значення одержаних результатів 
1. Усі теоретичні розробки, отримані автором, доведені до конкретних 
моделей, інженерних методик, алгоритмів та засобів прогнозування виплат 
страхової компанії. Вони забезпечують функціонування СППР в умовах її 
постійної адаптації до ризикових ситуацій в умовах невизначеності (а саме: 
наявності екстремальних значень, заповнення пропусків даних) та операційного 
ризику страхових компаній.  
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2. На основі інтеграції розроблених модулів, а також систем R та Eviews 
побудовано архітектуру СППР для аналізу фінансових процесів у страхуванні. 
3. Запропоновано процедуру адаптації виродженої статистичної вибірки з 
метою подальшої побудови УЛМ. Встановлено, що теорія екстремальних значень 
є ефективним способом обробки екстремальних значень у актуарних процесах. 
Експериментально доведено наближення використаних даних до класу 
узагальненого розподілу екстремальних значень із початковим порогом 6,65. Для 
оцінювання параметрів успішно застосовано байєсівський підхід з використанням 
апріорних та апостеріорних розподілів параметрів. 
4. Побудовано нові узагальнені лінійні моделі для обраних актуарних 
процесів, які забезпечують оцінювання короткострокових прогнозів страхових 
виплат високої точності. Встановлено, що кращою є модель з гамма розподілом та 
логарифмічною функцією зв’язку. Для побудованих моделей відносні похибки 
оцінок прогнозів знаходяться в межах 5 – 12.  
5. Розроблено модель у формі мережі Байєса для ймовірнісного оцінювання 
операційних ризиків страхових компаній. Функціонування такої мережі 
апробовано на прикладах з використанням фактичних статистичних даних – 
рейтингів СК України за договорами страхування життя у період 2003-2016 рр. 
Ризик банкротства СК у випадку 25% ймовірності настання страхового випадку та 
100% виплати страхової премії складає 87% при тому, що 78,2% страхувальників 
вчасно здійснюють платежі за договорами про страхування.  
Результати дослідження впроваджено у навчальний процес кафедри 
математичних методів системного аналізу ННК «Інститут прикладного 
системного аналізу» Національного технічного університету «Київський 
політехнічний інститут імені Ігоря Сікорського»; розроблена система 
використовується в умовах реального середовища існування страхової компанії 
Аркада-Гарант.  
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Особистий внесок здобувача 
Усі результати, що складають основний зміст роботи, отримані автором 
самостійно. У друкованих працях, написаних у співавторстві, здобувачеві 
належать: аналіз методів побудови математичних моделей для актуарних процесів, 
створення багатокрокової методології із використанням математичного апарату 
узагальнених лінійних моделей [1]; аналіз методів наближення експериментальних 
даних до класу узагальнених розподілів екстремальних значень, вибору 
оптимального порогу, дослідження методики аналізу екстремальних значень для 
оцінювання невідомих параметрів узагальнених лінійних моделей [3]; розробка 
структури мережі Байєса для оцінювання ризику актуарного процесу [2]; побудова 
узагальнених лінійних моделей для прогнозування актуарних процесів [6].  
 
Апробація результатів роботи  
Основні наукові результати і положення дисертаційної роботи 
представлялись, доповідались і обговорювались на міжнародних конференціях, 
семінарах і публікувались у збірках наукових праць з метою апробації поточних 
результатів досліджень: «Міжнародна наукова студентська конференція МНСК-
2013», 12 – 18 квітня 2013 р., м. Новосибірськ, Росія [1]; Інформаційні процеси та 
технології «Інформатика – 2013», 22 – 26 квітня 2013р., СевНТУ [2]; 
«Інтелектуальний аналіз інформації ІАІ-2013», 15-17 травня 2013 р., НТУУ«КПІ» 
[3]; «Міжнародна наукова студентська конференція МНСК-2014», 11 – 18 квітня 
2014 р., м. Новосибірськ Росія [4]; Інформаційні процеси та технології 
«Інформатика – 2014», 22 – 26 квітня 2014р., СевНТУ [5]; "Информатика, 
управление и искусственный интеллект", 26 – 27 листопада 2014 р, м. Харків [6]; 
«Інформаційні технології, економіка та право: стан та перспективи розвитку», 24 – 
25 вересня 2015 р., м. Чернівці [7]; «Математичне та програмне забезпечення 
інтелектуальних систем», 18 – 20 листопада 2015 р., м. Дніпропетровськ [8]; 
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Congress of Information Technology, Computational and Experimental Physics 
(CITCEP 2015), 18 – 20 грудня 2016 р., Краків, Польща [9]; 20-й Международный 
молодежный форум «Радиоэлектроника и молодежь в ХХІ веке», 19 – 21 квітня 
2016 р., м. Харків [10]; «Комп’ютерне моделювання та інформаційні технології в 
освіті» (КМІТО’2016), 19 – 20 травня 2016, м. Кривий Ріг [11]; Міжнародна 
науково-практична конференція «Проблеми і тенденції розвитку сучасної 
економіки в умовах інтеграційних процесів», 11– 12 листопада 2016 р., м. Херсон 
[12]. 
 
Публікації  
За матеріалами дисертаційного дослідження опубліковано 21 наукову 
працю, у тому числі 9 статей у провідних фахових виданнях (з них 2 у іноземних 
виданнях та 3 у виданнях України, що реферуються міжнародними 
наукометричними базами даних), 12 тез доповідей у матеріалах міжнародних і 
національних конференцій, які додатково відображають наукові результати 
дисертації. 
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РОЗДІЛ 1 
МЕТОДИ ТА ТЕХНОЛОГІЇ АНАЛІЗУ АКТУАРНИХ 
ПРОЦЕСІВ 
 
У процесі функціонування підприємств різних видів діяльності міра впливу 
фінансових ризиків на їх результати та рівень фінансової стабільності істотно 
зростає. Збільшення впливу фінансових ризиків суб’єктів господарювання на 
результати економічної діяльності зумовлене здебільшого нестабільністю 
економічної ситуації в країні, появою нових інноваційних фінансових 
інструментів, розширенням сфери фінансових стосунків, мінливістю кон’юнктури 
фінансового ринку та інших чинників.  
Головною умовою ефективного функціонування страхового ринку є 
надійність його учасників – страховиків. Підтримка здатності кожного страховика, 
діючого на ринку, своєчасно та у повному обсязі виконувати взяті на себе 
обов’язки, тобто його фінансової стійкості, є особливою стартовою точкою для 
фактичного прояву та реалізації функції страхування. При цьому сучасний стан 
фінансів страхових компаній (СК) потребує пошуку нових форм та методів 
підвищення їх конкурентоспроможності та фінансової стабільності, тому зараз 
стає очевидною необхідність створення систем для ефективнішого оцінювання 
фінансового стану СК та підвищення рівня їх фінансової стабільності. 
Розмаїття форм прояву ризику, частота та складність наслідків його 
реалізації викликають необхідність поглибленого аналізу ризиків та економіко-
математичного обґрунтування фінансової політики СК. Використання саме 
економіко-математичних методів для аналізу та менеджменту фінансовими 
ризиками обумовлене їх можливістю отримання обґрунтованої та достовірної 
оцінки основоположних характеристик фінансової стабільності. До основних 
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характеристик фінансової стабільності СК відносять такі: ймовірність розорення, 
маржа платоспроможності, власний капітал, страхові тарифи. 
Отже, ідентифікація, оцінювання та керування рівнем фінансових ризиків є 
одним із актуальних завдань в практичній діяльності підприємств різного 
спрямування, а особливо СК. 
 
 
1.1. Особливості протікання фінансових процесів у страхуванні 
та задачі їх аналізу 
 
Процес формування ринкової економіки в Україні вимагає надійного 
страхового захисту суб’єктів господарювання. Це спричиняє необхідність пошуків 
ефективних механізмів мобілізації фінансових ресурсів СК та їх цілеспрямованого 
використання. Для забезпечення надійності виконання їх зобов’язань, СК повинна 
ефективно формувати та використовувати фінансові ресурси. 
Зазвичай страхова діяльність (СД) спрямована на захист майнових інтересів 
фізичних та юридичних осіб при настанні певної події за рахунок грошових 
фондів, які формуються із сплачуваних страхувальниками страхових внесків. 
Фінансовий крах страховика зачіпає інтереси значного кола осіб. Наприклад, 
класик страхової наукової думки К. Г. Воблий під страхуванням розуміє вид 
господарської діяльності на основі солідарності і відплатності, що має на меті 
покриття майбутніх потреб або нестатків, які є наслідком випадкової, але разом з 
тим статистично вловимої події [46]. К. Турбіна визначає термін «СД» як форму 
підприємництва, призначення якої полягає в прийнятті ризиків багатьох суб’єктів 
страхових відносин і здійснені страхових виплат [47]. СД на думку Р. Юлдашева – 
це діяльність страхових організацій та товариств страхування (страховиків), 
пов’язана з формуванням спеціальних грошових фондів (страхових резервів), 
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необхідних для наступних виплат [48]. Отже, погляди на страхування та СД є 
неоднозначними, вони перш за все, розглядаються з позиції формування грошових 
фондів для подальшого здійснення страхових виплат.  
 
Стабільний розвиток українського страхового ринку в періоді 2002-2008 рр. 
призвів до ситуації, оскільки питанням фінансового управління СК належної уваги 
не приділялося. Позитивні тенденції у реальному секторі економіки і споживчому 
секторі забезпечували постійний притік фінансових ресурсів до СК. Але ситуація 
кардинально змінилася в 2008 році разом з приходом до України глобальної 
фінансово-економічної кризи. Відтік грошових коштів та зменшення 
платоспроможності стали основною причиною зменшення величини фінансових 
ресурсів СК та винесли на перший план проблему ефективного їх формування в 
умовах кризи. Останнє відображає негативну динаміку розвитку СК та відсутність 
стабільності як СК, так і страховиків. 
Виходячи із змісту основних завдань фінансового менеджменту, можна 
констатувати, що фінансові ресурси виступають основним об’єктом фінансового 
управління, а правильний вибір тактики та стратегії управління ними є значним 
внутрішнім фактором фінансової стійкості СК [52]. 
Аналіз фінансової діяльності СК виділяють в окрему гілку на класифікаторі 
дослідження грошових потоків, що випливає з економічної природи страхування, 
яке в ринковій економіці поступає, з одного боку, засобом захисту майнових 
інтересів, а з іншого — видом діяльності, що приносить дохід. Крім того, 
страхування — важливий чинник розвитку інвестиційного потенціалу країни. 
Таким чином, діяльність страховика складається із страхових, інвестиційних і 
фінансових операцій. Звідси і три види ризиків, характерні для функціонування 
СК. Саме ризиковий характер СД обумовлює специфіку фінансового аналізу СК 
[51].  
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Фінансовий аналіз СК – це, перш за все, аналіз її фінансового стану, оцінка її 
надійності. Найважливішою характеристикою фінансово-економічної діяльності 
будь-якого підприємства є фінансова стійкість. Якщо підприємство фінансово 
стійке, то воно платоспроможне й має переваги в залученні інвестицій, партнерів, 
клієнтів. Крім того, таке підприємство не вступає в конфлікт з державою й 
суспільством з перерахування податків і здійснення різноманітних виплат. Тому 
результати аналізу фінансового стану страховика представляють інтерес як для 
внутрішніх користувачів при ухваленні рішень, так і для зовнішніх, таких, що 
взаємодіють з конкретною СК. Проблема полягає у виборі оптимальної методики 
фінансового аналізу СК.  
Методика фінансового аналізу підприємства у вузькому розумінні — це 
сукупність показників фінансового стану й методів їх оцінювання. Методики 
фінансового аналізу розрізняють в основному за способами групування тих або 
інших показників фінансового стану підприємства, але практично всі вони 
охоплюють показники, що оцінюють платоспроможність, ліквідність, власний 
капітал і зобов’язання. Більшість методів фінансового аналізу розроблена для 
промислових підприємств. Для того щоб адаптувати їх стосовно оцінювання 
фінансового стану страховика, необхідні знання специфіки СД, знання базових 
понять і показників, уживаних у фінансовому менеджменті страховика. Тому 
фінансовий аналіз СК має орієнтуватися як на загальні показники оцінки 
фінансового стану, так і на специфічні, характерні для СД. Дослідженнями цієї 
проблеми займаються українські та зарубіжні вчені: Е. С. Стоянова, Н. Н. 
Нікуліна, С. В. Березіна, С. В. Куликов, В. В. Шахова, Л. А. Орланюк-Малицька, 
які виділили головні напрями фінансового менеджменту страховика, 
запропонували набір показників і методів аналізу діяльності СК. 
Фінансові ресурси СК складаються з двох основних частин — власного й 
залученого капіталу, причому залучена частина капіталу у вигляді страхових 
премій значно більша, ніж власна [50]. Ці засоби не належать страховикові, вони 
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лише тимчасово, на період дії договорів страхування, перебувають в 
розпорядженні СК і використовуються на страхові виплати або перетворюються в 
прибуткову базу за умови беззбиткового проходження договорів. Цю частину 
капіталу складно назвати позиковим капіталом, оскільки в цьому випадку він 
повинен бути в подальшому відторгнутий у повному обсязі. Можливість 
перетворення цих засобів через деякий час в дохід страховика обґрунтовує 
коректність визначення «залучений капітал». Вони тимчасово можуть бути 
використані страховиком лише як інвестиційне джерело.  
Схему кругообігу основних фінансових процесів у СД відображено на рис. 
1.1. 
 
 
 
Рис. 1.1. Схема кругообігу основних фінансових процесів у СД 
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Акумулюючи значні грошові кошти, страховики отримують можливість 
здійснювати страховий захист страхувальників (див. рис.1.1). Окрім того, 
оперуючи великими обсягами тимчасово вільних коштів, СК мають можливість 
залучати інвестиційну діяльність. Саме тому, страхові організації є перш за все 
фінансовими установами. У цьому секторі економіки циркулюють значні грошові 
потоки, а страхові організації виступають активними учасниками перерозподілу 
валового внутрішнього продукту, згодом перетворюючись на значні фінансові 
корпорації із власною галузевою специфікою [49].  
 
1.2. Задача оцінювання фінансових ризиків у страхуванні 
Ризики – можлива небезпека втрат, зумовлена певними природними 
явищами (землетруси, повені, засуха тощо), випадковими подіями техніко-
технологічного характеру (пожежа, аварії, вибухи тощо), кримінальними явищами 
(крадіжки, розбійницькі напади, шахрайство тощо) та явищами суто економічного 
характеру, розмаїтість котрих досить стрімко зростає у зв'язку з поглибленням 
суспільного поділу праці, розвитком кредитної системи (порушення ритмічності 
поставок, криза неплатежів, інфляція тощо). 
Страхова діяльність супроводжується страховим ризиком. Але головним 
фундаментом страхової справи є розподіл ризику. Ризик є об’єктивною 
передумовою виникнення страхових відносин – немає ризику, то і немає потреби в 
страхуванні. Однак слід розуміти, що не кожний ризик може лягти в основу 
страхових відносин. Застрахованим може бути лише той ризик, стосовно якого 
можна оцінити ймовірність настання страхового випадку, визначити розмір 
можливого збитку та нарахувати еквівалентну страхову премію. Під «страховим 
ризиком» розуміють прогнозний збиток об’єкта страхування в результаті настання 
страхової події [2]. 
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Задача оцінювання фінансових ризиків у сфері страхування є одним з 
найважливіших етапів фінансового аналізу, оскільки для управління ризиком його 
потрібно перш за все уміти проаналізувати, а потім оцінити.  
Під оцінюванням ризиків розуміють систематичний процес виявлення 
чинників і видів ризиків, їх кількісну оцінку, тобто методологія аналізу ризиків 
поєднує взаємодоповнюючі кількісний та якісний підходи. 
Здебільшого теоретичні дослідження проблем невизначеності присвячені 
аналізу причин виникнення, класифікації та методам кількісної оцінки ризиків, 
проте менше уваги приділяється якісним методам із врахуванням впливу 
неекономічних факторів на фінансово-господарську діяльність підприємств, які 
при практичному застосуванні були б адекватнішими до реальних можливостей 
вітчизняних підприємців, а одержані результати мали б підґрунтя для 
застосування у подальшому аналізі. 
В межах даної роботи виконується дослідження кількісних та якісних 
методів аналізу фінансових ризиків з метою впровадження їх при оцінюванні і 
розрахунку міри впливу індикаторів економічного та неекономічного характеру. 
Оскільки пошук ймовірності розорення СК є однією із найважливіших задач 
страхової математики, на основі якої будуються основні актуарні концепції щодо 
фінансової оцінки стабільності, враховуючи не тільки відсутність банкрутства, а 
його недопущення, то зростає потреба у застосуванні економіко-математичних 
методів до моделювання та аналізу фінансових ризиків та побудові актуарних 
моделей для пошуку оптимальної (справедливої, раціональної) величини страхової 
премії на основі знайденої ймовірності розорення. 
Застосування актуарних моделей пояснюється можливістю робити 
припущення стосовно розподілу страхових виплат (їх розміри) та інтервалів часу 
між виплатами, покладеними в основу побудови моделі. Виплати можуть мати 
однаковий розподіл із відомою функцією розподілу, із довільною функцією 
розподілу; інтервали між виплатами можуть мати неоднакові параметри 
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розподілу, послідовність виплат може бути описана за допомогою пуассонівського 
процесу; враховувати додаткові можливості виплати дивідендів учасникам. 
 
1.3. Методи та моделі оцінювання фінансових ризиків у страхуванні 
Ступінь (міра) ризику – ймовірність настання випадку втрат, а також розмір 
можливих збитків від нього. Також слід пам’ятати про випадковий характер 
можливих втрат. Ймовірність настання такої події може бути визначена як 
об’єктивними, так і суб’єктивними методами. Об’єктивний метод для визначення 
ймовірності настання події використовують обчислення частоти, з якою 
відбувається подія. Суб’єктивний метод базується на використанні суб’єктивних 
критеріїв, які ґрунтуються на різних припущеннях. Отже, задача оцінювання 
фінансових ризиків полягає у знаходженні залежності між визначеними розмірами 
втрат і ймовірністю їх виникнення. Ця залежність має місце в кривій ймовірностей 
виникнення визначеного рівня втрат (ризику). 
На сьогодні існують ефективні математичні моделі для оцінювання 
фінансових ризиків у страхуванні. Наприклад, відомі стандарти Basel II і Solvency 
I стимулюють розвиток моделей управління та оцінювання ризиків у фінансовій 
сфері.  
Для оцінювання ризику в страховій практиці використовують різноманітні 
спеціальні методи, які постійно розвиваються та вдосконалюються. Так, на 
практиці існує два підходи аналізу ризиків – з точки зору чинників ризику і з 
точки зору наслідків дії ризикових подій. Виходячи із даної класифікації, 
математичні моделі для оцінювання ризиків розподіляють також на два основні 
класи: моделі, засновані на аналізі наслідків (або «високорівневі моделі») та 
моделі засновані на аналізі чинників ризику (або «низькорівневі моделі»). 
Ознакою для класифікації моделей використовують множину завдань, для 
розв’язання яких ця модель може використовуватись. Наприклад, моделі, які 
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дають змогу отримати у явному вигляді функцію розподілу втрат, використовують 
для оцінювання середніх втрат СК і максимальних втрат із заданим рівнем 
значущості (таблиця 1.1). 
Таблиця 1.1 –  
Класифікація моделей для аналізу й управління фінансовими ризиками 
Клас 
моделей 
Застосування 
для 
розподілу 
ризиків за 
групами 
критичності 
Застосування 
для 
визначення 
середніх 
втрат 
Застосування 
для 
визначення 
максимально 
можливих 
втрат 
Застосування 
для виявлення 
подій, що 
ведуть до 
реалізації 
ризику 
Моделі, основані на аналізі наслідків (або високорівневі моделі) 
BIA немає немає допустимо немає 
LDA допустимо допустимо допустимо немає 
IMA немає немає допустимо немає 
Моделі, основані на факторах ризику (або низькорівневі моделі) 
Sb-AMA допустимо допустимо допустимо немає 
Метод 
функціональ
них 
кореляцій 
допустимо допустимо допустимо немає 
Регресійний 
аналіз 
допустимо допустимо допустимо допустимо 
Байєсівські 
мережі 
допустимо допустимо допустимо допустимо 
Методи 
нечіткої 
логіки 
допустимо немає немає допустимо 
 
1. Моделі, засновані на аналізі наслідків. Цей клас методів у своїй 
більшості ґрунтуються на апараті математичної статистики. Більшість методів 
припускає збір і дослідження даних про втрати, зумовлені фінансовим ризиком 
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упродовж попередніх періодів з наступною екстраполяцією втрат на наступні 
періоди. Найбільш поширеними є такі моделі [53 – 56]:  
а) BIA (Basic Indicator Approach — метод базових показників). 
Модель BIA описує вимоги стосовно забезпечення достатності капіталу для 
покриття ризиків. Ця модель запропонована для вирішення завдання оцінювання 
максимально можливих втрат від ОР на заданому рівні значущості (99 %). Вона 
ґрунтується на припущенні про те, що операційні втрати є залишковими від 
загальних втрат, пов’язаних із ризиками. Квантиль розподілу випадкової величини 
x , що характеризує величину втрат, задається формулою: 
,ˆ %99 IGQ   
де %99Qˆ  – оцінка 99%-го квантиля випадкової величини, що характеризує втрати; 
IG  – середній валовий дохід за три попередні роки, протягом яких валовий річний 
дохід був позитивним; %15  – коефіцієнт, визначений на основі дослідження 
галузевої практики (для фінансових організацій, банків) Базельським комітетом. 
Значення цього коефіцієнта зазвичай уточнюють з використанням результатів 
оцінювання втрат, пов’язаних з фінансовим ризиком в українських СК. Недоліком 
моделі BIA є те, що отримана оцінка обсягу можливих фінансових втрат 
залежатиме тільки від обсягу бізнесу і не залежатиме від особливостей страхового 
портфеля. 
б) LDA (Loss Distribution Approach — метод розподілу збитків).  
В основі моделей класу LDA лежить припущення про те, що випадкову 
величину x , яка характеризує розмір втрат, що сталися протягом часу t , можна 
визначити так: 



)(
1
,
tn
i
iLx
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де )(tn  – випадкова величина, яка характеризує кількість випадків втрат 
конкретного типу за певний період часу t ; iL  – множина випадкових величин, що 
характеризують величини можливих окремих втрат. 
Також припускається, що величини множини iL  – незалежні та однаково 
розподілені для конкретного типу збитків. Для побудови таких моделей 
проводиться аналіз втрат за вибраний період по кожній парі «лінія бізнесу»/ «тип 
втрат». Для кожної такої пари на основі даних про частоту втрат і величину 
збитків, що спостерігались у минулому, розраховується вибіркове середнє 
значення частоти виникнення ризикових подій ))(( tnE  і вибіркове середнє 
значення величини втрат при виникненні ризикової події ).(LE  Після визначення 
функцій розподілу випадкових величин )(tn  і L  будується функція розподілу 
випадкової величини x  (зазвичай, за методом Монте-Карло). Функція розподілу 
випадкової величини x , що характеризує загальний обсяг втрат за вибраним 
видом ризиків, дає можливість знайти точкову оцінку математичного сподівання 
втрат і розрахувати квантиль заданого рівня, тобто значення OpVaR (Operational 
Value at Risk).  
Також слід зазначити, що варіанти методу LDA ділять на дві групи. Перша 
група моделей заснована на безпосередньому аналізі ризикових подій і пов’язаних 
з ними втрат без урахування чинників ризику і причинно-наслідкових зв’язків у 
рамках складнішої моделі. До таких моделей можна віднести як безпосередню 
оцінку характеристик розподілу частоти і дії ризикових подій, так і методики, що 
спираються на теорію екстремальних значень (ТЕЗ) [57]. Друга група моделей 
ґрунтується на розширеній множині змінних, до якої входять і чинники ризику.  
в) IMA (Internal Measurements Approach — метод внутрішніх вимірів).  
Метод IMA дає можливість обчислити оцінку максимально можливих втрат 
для конкретного виду ризиків без побудови розподілу випадкової величини x , що 
характеризує розмір втрат. В основі цього підходу лежить таке припущення: якщо 
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розділити усі збитки на очікувані (тобто в сумі близькі до математичного 
сподівання суми збитків за період) і непередбачені (такі, що перевищують середнє 
і належать до “хвоста” статистичного розподілу), то існує функціональна 
залежність між величинами очікуваних і непередбачених збитків. Простим 
випадком є лінійна залежність, тобто  
,ˆ %99  LGEEI ELPEQ  
де %99Qˆ  – оцінка 99%-го квантиля розподілу можливих втрат (величини капіталу, 
необхідного для покриття ризику) за цим типом події; EP  – ймовірність настання 
негативної події цього типу в даний період; GEL  – середня величина збитку 
конкретного типу за умови настання негативної події; IE  – коефіцієнт масштабу; 
  – коефіцієнт для оцінювання вимог до капіталу через оцінку очікуваних збитків 
LE . Сукупна оцінка максимально можливих втрат визначається сумою усіх 
оцінок, розрахованих для різних типів ризикових подій і ліній бізнесу. 
г) Статистичний метод оцінювання ризику.  
Цей метод полягає у вивченні статистики втрат (негативних наслідків 
реалізації рішень), які мали місце в аналогічних видах підприємницької 
діяльності. При цьому можуть використовуватись різні способи оцінювання, в 
тому числі і дисперсійний аналіз. Основним показником, який розраховується на 
підставі статистичного методу, є частота втрат, пов’язаних із певним видом 
діяльності: 
,
'
загn
n
f   
де 'n  – кількість випадків настання втрат у статистичній вибірці; загn  – загальна 
кількість випадків, що розглядались у статистичній вибірці. 
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При прийнятті рішення на основі цього методу показник частоти витрат 
переноситься на прогнозні дані і розглядається вже як ймовірність настання втрат 
певного рівня. 
На сьогоднішній день статистичний метод застосовують в різних 
модифікаціях і найбільшої популярності набуває метод статистичного 
моделювання (метод Монте-Карло). Перевагою цього методу є можливість 
аналізувати і оцінювати різні сценарії розвитку досліджуваного проекту із 
врахуванням різних факторів впливу в рамках одного підходу. Недоліком цього 
методу є значний рівень використання ймовірних характеристик, що іноді не 
задовольняє менеджерів проекту.  
Середні величини дають можливість виразити типові розміри ознак, що 
варіюють, якісно однорідних явищ та виміряти їх коливання навколо середнього 
рівня розвитку. Метод середніх величин є одним із статистичних методів 
дослідження. У процесі оцінювання ризику передбачається розмежування окремих 
ризикових груп на дрібніші підгрупи з метою створення аналітичної бази для 
визначення ризику за певними ризиковими ознаками. 
Метод процентів відноситься до групи методів статистичного аналізу та 
представляє у термінах оцінювання ризиків деяку сукупність додатних та 
від’ємних відхилень від середнього ризикового типу наявної аналітичної бази. 
Дані відхилення виражаються в процентах або в проміле від середнього 
ризикового типу.  
Використовуються також економетричні, статистичні методи оцінювання й 
аналізу ризиків, методи вербального аналізу тощо. Важливо підкреслити, що в 
сучасних умовах вітчизняні та зарубіжні вчені володіють потужним 
інструментарієм для оцінювання та відстеження ризику; застосовують актуарні 
розрахунки, моніторинг, комплексне моделювання страхових процесів, 
емпіричний досвід, методи експертних оцінок, асоціацій та аналогій, експертиз 
тощо. 
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2. Моделі на основі аналізу факторів ризику передбачають 
поглиблений аналіз процесів у організації і дають можливість використовувати 
інформацію про внутрішні причинно-наслідкові зв’язки. В межах моделей цього 
класу використовують різні математичні методи, зокрема такі: Sb-AMA (Scenario-
based Advanced Measurement Approach — сценарний аналіз); метод 
функціональних кореляцій; регресійні моделі; байєсівські мережі; методи нечіткої 
логіки та деякі інші.  
Метод Sb-AMA ґрунтується на визначенні чинників ризику (тобто можливих 
джерел ризиків), на основі яких генеруються сценарії за правилом “що буде, 
якщо” [58]. Таким чином, на відміну від описаних вище методів, що припускають 
аналіз збитків, що сталися, ця модель заснована на оцінюванні втрат, які можуть 
мати місце в майбутньому при реалізації деякої події. Для кожного сценарію на 
основі історичних даних або експертних оцінок визначають частоту і розмір 
збитків. Після перевірки даних і виправлення некоректних оцінок сценарії 
групують за чинниками ризику і для кожної групи сценаріїв оцінюють параметри 
статистичних розподілів частоти і величини збитків. Завершальним етапом є 
імітаційне моделювання за методом Монте-Карло, що дає можливість оцінити 
загальний розподіл збитків. Оцінювання виконується за припущення, що відоме 
сімейство, до якого належить розподіл випадкових величин кількості збитків 
(наприклад, розподіл Пуассона) і величини збитків (це розподіли з “важкими 
хвостами”, наприклад лог-нормальний або розподіл Парето).  
Отже постійний контроль за фінансовим станом у такий спосіб дає змогу 
заздалегідь прослідкувати негативні тенденції і тим самим зменшити ймовірність 
ризику банкрутства на підприємстві. 
3. Метод функціональних кореляцій [59, 60] ґрунтується на створенні 
структурної моделі організації. В цьому випадку перехід до математичної моделі 
здійснюється через побудову орієнтованого графа, вершини якого відповідають 
співробітникам і підрозділам, а ребра — потокам інформації. Кожній вершині 
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ставиться у відповідність випадковий процес, що відображає її функціональність. 
Особливістю методу є встановлення стохастичних залежностей між 
функціональністю пов’язаних вершин. При цьому аналіз ризиків виконується не з 
точки зору наслідків або окремих чинників ризику, а стосовно співробітників, 
систем, бізнес-процесів, яким поставлено у відповідність вершини графа.  
Аналогічно до методу LDA вводиться розподіл величин втрат (для вершини 
i цей розподіл реалізується випадковою величиною iL ), пов’язаних з окремими 
випадками реалізації ризиків. Випадки реалізації ризиків описуються для вершини 
i випадковим процесом )(tni , який має два стани: 0)( tni  відповідає нормальному 
функціонуванню, а 1)( tni  означає збій. Сукупні втрати )( ttX i  , понесені на 
момент )( tt   у зв’язку зі збоями на і-й вершині графа, можна задати так: 
,)()()( , ttiiii LttntXttX   
де 
ttiL ,  – реалізація випадкової величини iL .  
Для задавання зв’язку між різними функціональними елементами вводиться 
поняття “підтримки”, яку отримує кожний функціональний елемент від 
пов’язаних із ним елементів. У випадку, якщо обсяг “підтримки” стає меншим 
заданої величини, відповідний функціональний елемент переходить у стан 
відмови (тобто для поставленої йому у відповідність і-ї вершини графа 
покладається .0)( tni  Для відображення цієї структури в модель вводяться 
випадкові процеси :)(thi  
,)()()(  
j
ijijii ttnwth   
де i  – середній обсяг «підтримки», яку і-й процес отримує у повністю 
функціональній системі (тобто, коли всі 1)( tni ); ijw  – обсяг підтримки, яку і-й 
процес отримує від j-го процесу (і відповідно втрачає, коли j-й процес перебуває у 
стані відмови); )(ti  – гауссів білий шум.  
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Цей метод орієнтовано на аналіз функціональності процесів і виявлення 
збоїв. Фінансові ризики мають іншу природу і пов’язані з відсутністю коштів на 
відшкодування страхового випадку, який настав за відповідним страховим 
договором. Таким чином, можна зробити висновок, що цю модель застосовувати 
для оцінювання фінансових ризиків недоцільно. 
4. Регресійні моделі ґрунтуються на виявленні причинно-наслідкових 
зв’язків між спостережуваними індикаторами і рівнем ризику. Розрізняють дві 
основні групи показників, які можна використовувати як спостережувані 
індикатори (пояснювальні змінні): 1) змінні оточення – кількісні показники, що 
характеризують бізнес-процеси підприємства; 2) фактори ризику, тобто кількісні 
показники, що характеризують спостережувані випадки реалізації ризиків. Така 
математична модель має вигляд: 
, bAfx  
де х – величина втрат, пов’язаних з фінансовим ризиком; f  – вектор значень 
спостережуваних змінних;   – випадкова величина, що визначає рівень похибки 
моделі; A  і b  – оцінювані параметри, що характеризують залежність між зміною х 
та факторними змінними .f  Для застосування цього методу необхідно мати 
достатній обсяг даних для забезпечення високої точності оцінок. 
5. Методи нечіткої логіки дають можливість найкращим чином 
використовувати експертне оцінювання для аналізу ризиків у тих випадках, коли 
точні дані відсутні або неповні. Нечітка логіка наближує модель до міркувань 
людини в процесі прийняття і обґрунтування рішень [61, 62]. Методи нечіткої 
логіки можна застосовувати для оцінювання обсягу втрат і виявлення ризику 
банкротства СК. На зарубіжних ринках є автоматизовані системи для оцінювання 
фінансових ризиків, засновані на методах нечіткої логіки, наприклад RiskShield 
[54].  
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6.  Метод експертного оцінювання. При досліджені складних систем, до яких 
входять і фінансові системи, виникають проблеми, які виходять за межі 
формальних математичних задач. Основна ідея цього методу полягає у 
використанні інтелекту людей та їх здатності знаходити рішення слабко 
формалізованих завдань. 
Методика проведення експертного оцінювання включає в себе: 
1) формування мети оцінювання; 
2) постановка завдання; 
3) створення групи управління процесом оцінювання; 
4) опис форми отримання необхідних результатів; 
5) підбір експертів та визначення їх компетентності. 
Підбір експертів здійснюється так, щоб фахівці, які увійшли в групу, по-
перше, були обізнані в специфіці роботи підприємства (об’єкта рішень); по-друге, 
не були б зацікавленні в результатах оцінювання. Тому, як правило, до групи 
експертів включають 2–3-х фахівців підприємства і 2–3-х зовнішніх експертів. 
Компетентність експертів об’єктивно визначається ступенем їхньої кваліфікації у 
певній області знань, шляхом аналізу професійної, наукової та іншої діяльності. 
Суб’єктивний метод оцінювання компетентності полягає у взаємному оцінюванні 
кожним експертом кваліфікації своїх колег і своєї за певною шкалою. Після 
оброблення результатів опитування встановлюється компетентність експертної 
групи, яка визначає можливу похибку оцінювання; 
6) складання анкет опитування; 
7) вибір методу отримання інформації; 
8) безпосереднє опитування експертів; 
9) оброблення результатів і складання звіту для прийняття рішення. 
Наведемо методи оброблення результатів опитування.  
1. Метод надання переваг. При використанні цього методу експерти 
нумерують об’єкти (показники ризику) в порядку їх характерності, при цьому 
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найменш характерний елемент отримує № 1. У процесі оброблення результатів 
розраховують коефіцієнт відносної важливості (характерності) j-го елемента за 
такою залежністю: 
,
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де ijK  – місце, на яке поставлена характерність j-го елемента (показника) у і-го 
експерта; n  – кількість експертів; s  – кількість елементів, що розглядаються. Той 
показник, для якого цей коефіцієнт найбільший і є показник ризику, що, надумку 
експертів, більшою мірою характеризує об’єкт.  
2. Метод рангів. В цьому методі експерти оцінюють важливість кожного 
елемента за шкалою відносної значущості в наперед обумовленому діапазоні: 0–1, 
0–10, 0–100. Цей метод, на відміну від попереднього, дає можливість оцінити не 
тільки пріоритетність j-го елемента, а й ступінь його вагомості. 
Експертні методи оцінювання рівня фінансового ризику застосовують у 
тому випадку, якщо на підприємстві відсутні необхідні інформативні дані для 
здійснення розрахунків економіко-статистичними методами. Ці методи базуються 
на опитуванні кваліфікованих фахівців (страхових, фінансових, інвестиційних 
менеджерів відповідних спеціалізованих організацій) з наступною математичною 
обробкою результатів цього опитування. 
Останнім часом на практиці досить широко застосовують групові методи 
експертизи: консиліуми, наради, закриті обговорення, бізнес-тренінги. 
Дослідження показують, що методи колективного генерування ідей дають більше 
ідей, ніж їх можна отримати від тих самих експертів у процесі індивідуальної 
експертизи. Незалежно від форми проведення експертних процедур, всі експертні 
методи базуються на бальній оцінці окремих факторів ризику і визначенні їх 
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частки. Основним недоліком експертного підходу є суб’єктивність отриманих 
оцінок.  
7. В основі аналітичного методу лежить класичне правило ринкової 
економіки про те, що більший ризик пов’язаний з більшим доходом (ефект 
левериджу), а тому застосування будь-якого аналітичного методу менеджер 
зводить до оцінювання приросту доходу проекту і приросту ризику проекту, тобто 
граничної корисності. 
В межах аналітичного підходу використовують різні методи, серед яких 
можна виділити: 
– метод аналізу абсолютних і відносних показників; 
– метод аналізу чутливості. 
Для ілюстрації аналітичних методів розглянемо метод аналізу чутливості 
моделі, який застосовується в такій послідовності: 
1-крок: вибір основного ключового показника, відносно якого здійснюється 
оцінка чутливості; 
2-крок: вибір факторів ризику (вхідних параметрів), які можуть вплинути на 
ключовий показник, відхиляючи його від очікуваного значення; 
3-крок: розрахунок конкретних значень ключового показника на різних 
етапах здійснення проекту і за різних значень обраних факторів ризику. 
Сформовані таким чином потоки надходжень і витрат дають змогу в кожний 
момент часу розрахувати показники ефективності. При цьому будують діаграми 
залежності між результуючим показником і змінними вхідними параметрами. 
Порівнюючи між собою отримані діаграми, можна визначати ті фактори, зміни в 
яких найбільше впливають на кінцеве значення ключового параметра (фактори 
ризику). 
Розраховуючи критичні для проекту значення факторів ризику, підприємець 
(менеджер) виявляє слабкі місця і розробляє програму дій щодо посилення цих 
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слабких місць. Так, якщо ціна на продукцію виявиться критичним фактором, то 
можна посилити програму маркетингу або знизити вартість проекту. 
Основним недоліком цього методу є те, що він не всеохоплюючий, оскільки 
не здатний врахувати всі можливі обставини реалізації. Крім того, він не уточнює 
ймовірності здійснення альтернативних проектів. 
8. Метод аналогів. Для аналізу ризику, яким може бути обтяжений 
проект, може стати в пригоді інформація про вплив факторів ризику подібних за 
сутністю проектів, виконаних раніше. Для цього створюється інформаційна база і 
на підставі її дослідження роблять узагальнення і приймають рішення щодо 
виконання проекту. Недоліком цього методу є його описовий характер, а також те, 
що з часом влив факторів ризику навіть на подібні проекти може змінитися, так 
само може змінитись і сама множина факторів ризику. 
9. Байєсівські мережі (БМ) дають можливість відобразити причинно-
наслідкові зв’язки між різними впливовими чинниками ризику і змінами 
середовища. На відміну від регресійних моделей, байєсівські мережі дають 
можливість враховувати не лише безпосередні залежності рівня ризику від 
факторів ризику, а й залежності між факторами ризику. Крім того, цей клас 
моделей надає більше можливостей для формування висновку на основі неповних 
даних. З математичної точки зору БМ – орієнтований граф, де вершинам 
відповідають чинники ризику і зміни середовища, а ребрам — виявлені або 
передбачувані взаємозв’язки. Мережа також описується множиною умовних 
розподілів випадкових величин, що характеризують чинники ризику і змінні 
середовища. Нехай існує n  випадкових величин ....,,1 nXX  Спільну ймовірність 
розподілу значень цих величин можна виразити через добуток n  умовних 
імовірностей: 
 .,...,(|)(),...,(
2
1111 


n
j
jjn xxxPxPxxP  
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Перевагою БМ є можливість одночасного використання експертного 
оцінювання (наприклад, для оцінювання структури мережі шляхом визначення 
залежностей між змінними, вибір типів апріорних розподілів для змінних) і 
математичних методів для отримання висновку по мережі. За рахунок цього 
модель дає можливість зв’язувати вибірки статистичних даних з експертними 
знаннями.  
Висновок на основі БМ може здійснюватися через поширення інформації у 
будь-якому напрямку. БМ використовують для формування ймовірнісного 
висновку – розрахунку умовної ймовірності отримання значень для частини 
випадкових величин за умови відомих значень інших величин. Математично це 
завдання можна сформулювати як обчислення ),( xyP , де X  множина 
спостережуваних значень, а Y  множина змінних, які потрібно оцінити. Таким 
чином, задача зводиться до пошуку умовних ймовірностей за формулою: 



Sy
S
sxyP
sxyP
xyP
,
),,(
),,(
)|( , 
де S множина всіх змінних, крім X та .Y  Такі обчислення є трудомісткими, а 
задача формування висновку NP повною. Для забезпечення високої точності та 
спрощення механічних обчислень  розроблено та апробовано ряд алгоритмів 
побудови висновку у БМ. 
Залежно від повноти інформації, яка наявна у суб’єкта підприємницької 
діяльності, методи оцінювання ризиків умовно можна поділити на такі групи із 
врахуванням таких умов (рис. 1.2): 
– визначеності, коли інформація про ситуацію ризику досить повна, 
наприклад, представлена у вигляді бухгалтерського балансу, звіту про прибутки, 
збитки та ін.; 
– часткової невизначеності, коли інформація про ситуацію ризику існує 
у вигляді частот появи ризикових подій; 
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– повної невизначеності, коли інформація про ситуацію ризику 
повністю відсутня, але є можливість залучення фахівців та експертів для 
часткового подолання невизначеності.  
–  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 1.2. Класифікація методів оцінювання ризиків 
 
Таким чином, зменшення об’єму вихідної інформації про середовище 
діяльності ускладнює розв’язок задачі оцінки ступеню ризику за рахунок 
скорочення можливостей та зменшення достовірності отриманих результатів. 
Коротко розглянемо смисловий зміст кожної із груп методів оцінювання ризику. 
Згідно рис. 1.2 в умовах визначеності застосовують розрахунково-аналітичні 
методи, тобто методи, які використовуються при розрахунку показників ризику за 
даними звітності. У таких випадках показники оцінки ризику виражаються у 
вигляді абсолютних, відносних та середніх величин.  
Абсолютні величини характеризують результати ризикових подій:  
Методи оцінювання 
ризиків 
в умовах 
визначеності  
в умовах часткової 
невизначеності  
в умовах повної 
невизначеності  
Розрахунково-
аналітичні 
методи 
Ймовірнісні 
методи 
Статичні 
методи 
Експертні 
методи 
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– у вигляді вартісного (грошового) чи матеріального (фізичного) вираження, 
якщо при цьому відповідні втрати піддаються таким одиницям виміру; 
– у складі балансових відношень, що відображають результати фінансово-
господарської діяльності: ліквідність балансу організації, спроможність 
фінансових джерел до формування матеріально-оборотних засобів та ін. 
У відносному представленні ризик характеризують як величину можливих 
втрат, віднесену до певної бази, за яку зручно вважати або затрати ресурсів на 
даний вид підприємницької діяльності, або очікуваний дохід (прибуток) від 
діяльності. Відносні показники по відношенню до абсолютних є похідними 
(вторинними). 
Показники середніх величин ризику – узагальнені показники, в яких мають 
місце діючі причини, фактори ризику, закономірності підприємницької діяльності. 
Але при цьому відбувається згладжування різниць результатів діяльності окремих 
підприємців/організацій та відображає або загальне, або властиве тільки всій масі 
підприємців/організаціям у певній сфері діяльності за деякою однією ознакою. 
В умовах часткової невизначеності ризик розглядається як ймовірнісна 
категорія, а тому доцільно використовувати ймовірнісні та статистичні методи 
оцінювання ризику, за якими розраховуються ймовірнісні та статистичні 
показники оцінки ризику. Ймовірнісні показники є мірою можливості 
появи/настання ризикового випадку та його наслідків. Розрахунок здійснюється, 
як правило, на основі частоти ризикової події, яка вимагає відповідної інформації. 
Відповідні наслідки ризикової події представляються у вигляді точкових чи 
інтервальних оцінок. Статистичні методи розглянуті вище у попередній 
класифікації. 
В умовах повної невизначеності можуть бути використані експертні методи, 
які є досить суб’єктивними і допомагають вжити заходів щодо зниження ступеня 
невизначеності та прийняти обґрунтоване рішення. Ці методи також описані у 
попередній класифікації із зазначенням етапів їх проведення. 
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1.4. Типи даних і невизначеностей у актуарному моделюванні 
Об’єктом дослідження прикладної статистики є статистичні дані, отримані в 
результаті дослідження чи експериментів. Статистичні дані – це сукупність 
об’єктів (дослідів) та ознак (змінних), що їх характеризують. Наприклад, об’єктом 
дослідження є економічні показники країни, серед яких доходи та видатки 
бюджету країни, доля ВВП на одиницю населення, індекси якості життя, страхові 
виплати і премії в актуаріїв та ін. Ознаки (змінні) – це величини, які в результаті 
дослідів приймають різні значення. Для правильного вибору статистичного тесту 
необхідно враховувати характер даних, включених до аналізу: типи змінних, 
залежності між ними та форми їх розподілів. Ознаки процесу можуть бути 
виміряні за різними шкалами (номінальна, порядкова, інтервальна і шкала 
відношень).  
Дискусія щодо оптимальної класифікації даних у статистиці триває до 
сьогодення. Але загально прийнято виділяти три типи даних – неперервні, 
дискретні та номінальні (категоріальні). Неперервні дані зазвичай приймають 
будь-які числові значення, які природним способом упорядковані на числовій осі. 
Дискретні змінні можуть приймати злічену множину упорядкованих значень, які в 
свою чергу класифікують за степенем прояву на ранговій шкалі (наприклад, 
індекси областей в економіці, курс валют та ін.). Категоріальні дані є 
неупорядковані та використовуються для якісної класифікації (стать, адреса 
проживання та ін.); серед категоріальних даних виділяють бінарні та з 
категоричними значеннями (наприклад, так/ні, є/немає). 
У процесах моделювання та оцінювання фінансових ризиків часто 
зустрічаються невизначеності. Типи невизначеностей, причини їх виникнення та 
методи подолання наведено у таблиці 1.2. 
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Таблиця 1.2 –  
Типи невизначеностей у моделюванні та оцінюванні фінансових ризиків 
№ Тип 
невизначеності 
Причини виникнення Методи подолання 
1 Структурна 
невизначеність 
моделі 
– неможливість 
встановлення всіх 
причинно-наслідкових 
зв’язків між змінними; 
– наближені значення 
елементів структури 
моделі; 
– експертні методи; 
– застосування 
статистичних тестів; 
– застосування теорії 
перевірки гіпотез; 
2 Статистичні 
невизначеності 
у процесі 
побудови 
моделей 
– похибки вимірів; 
– стохастичні зовнішні 
збурення; 
– мультиколінеарність; 
– екстремальні 
значення; 
– пропуски вимірів; 
– цифрові та 
оптимальні фільтри; 
– уточнення типів 
розподілів; 
– метод головний 
компонент; 
– теорія 
екстремальних значень; 
– методи заповнення 
пропусків; 
3 Параметричні 
невизначеності 
– некоректний вимір 
методу оцінювання; 
– короткі вибірки; 
– забезпечення 
вибору альтернативних 
методів оцінювання 
параметрів; 
– розмноження 
вибірок; 
4 Ймовірнісні 
невизначеності 
– складні механізми 
виникнення причинно-
наслідкових зв’язків; 
– відсутність 
детермінованості; 
– статистичні і 
динамічні мережі Байєса; 
– марковські моделі; 
– ймовірнісні 
фільтри; 
– умовні розподіли; 
5 Невизначеність 
амплітудного 
типу 
– наявність змінних, 
що не вимірюються; 
– методи обробки 
нечіткої інформації. 
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1.5. Описові характеристики даних 
Для аналізу та визначення динаміки статистичної вибірки в цілому 
використовують ряд показників, які об’єднані в поняття «описові статистики». 
До описових статистик часового ряду відносять: 
1) середнє (mean) – значення математичного сподівання; 
2) мода (mode) – це значення елемента ряду, яке зустрічається 
найчастіше; 
3) медіана (median) – це значення елементу ряду, який є більшим або 
дорівнює, і одночасно меншим або дорівнює половині інших елементів ряду. 
Наприклад, для ряду значень 4, 4, 5, 7, 10 медіаною є 5, для ряду 5, 4, 11, 4, 7 
медіаною також є 5. 
4) стандартне відхилення (standard deviation) – корінь квадратний з дисперсії: 
  ,)(
1
1
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

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k
yky
N
yD  
де N  – довжина (потужність) ряду, 
y  – середнє значення ряду, 
)(yD  – дисперсія; 
5) коефіцієнт асиметрії (skewness) – характеризує симетричність (хвостів) 
розподілу та розраховується за формулою: 
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якщо 0S , то правий хвіст розподілу довший; якщо 0S  довшим є лівий хвіст 
розподілу; якщо 0S , то розподіл симетричний; 
6) ексцес (kurtosis) – характеризує відмінність форми розподілу від 
нормального (гаусівського) та розраховується за формулою: 
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при 3K  маємо нормальний розподіл; якщо 3K , то форма розподілу буде 
«гострішою» від нормального; якщо 3K , то форма розподілу буде «плоскішою» 
від нормального; 
7)  статистика Жак-Бера (Jargue-Bera) – тестова статистика, яка показує 
наскільки близьким є ряд до нормального розподілу; фактично це різниця між 
значеннями S  і K  для досліджуваного ряду та нормального розподілу: 
,)3(
4
1
6
22
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
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JB  
де n  – кількість коефіцієнтів, використаних для побудови моделі ряду.  
При нуль-гіпотезі щодо нормальності розподілу статистика Жак-Бера має 
розподіл 2  з двома степенями свободи. Ймовірність, зв’язана із статистикою 
Жак-Бера, показує ймовірність справедливості нуль-гіпотези. Мала ймовірність 
свідчить про те, що нуль-гіпотезу щодо нормальності розподілу необхідно 
відхилити. 
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1.6. Приклад застосування математичної моделі для опису 
актуарних процесів 
Розглянемо приклад застосування математичної моделі для опису 
актуарного процесу – ймовірність розорення СК. Для динамічної моделі стійкості 
страхувальника ймовірність розорення може бути представлена у вигляді 
наступного виразу:  
  ,0)(:min:)( 00  tWutttPu  
тобто ймовірність того, що наявних засобів в будь-який момент часу 
нескінченного проміжку не вистачить для здійснення страхових виплат, чи для 
кінцевого проміжку  T;0 :  
 
  ,0)(:min,0:),( 000  tWuttTttPTu  
 
де T  – певний часовий «горизонт». Оцінка ймовірності банкрутства (розорення) 
страхувальника для скінченного періоду часу у більшості випадків відповідає 
поточній практиці і в той же час для нескінченного інтервалу отримати аналітичну 
оцінку простіше. 
Про величини )(tN , що визначають кількість вимог (позовів), 
припускається, що: 
1) 0)( tN ; 
2)  ;,...2,1,0)( tN  
3) ).()( htNtN   
Таким чином, величина )()( htNtN   визначає кількість позовів, що 
виникли на інтервалі часу  .; htt   Графічно спрощений часовий процес 
пред’явлення позовів страхувальників представлено на рис. 1.3: 
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Рис. 1.3. Процес пред’явлення позовів страхувальників 
 
Зазвичай припускається, що стрибки мають величину 1, тому ситуацію з 
можливістю одночасної подачі декількох позовів виключено. 
Представимо розподіл )(tN  у вигляді (1.12): 
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Ймовірності )(tP  можуть бути обчислені при додаткових припущеннях 
відносно послідовності  nT . Якщо випадкові величини nT  незалежні та однаково 
розподілені з відповідною функцією розподілу, то послідовність }{ nT  називають 
процесом відновлення. Типовий приклад процесу відновлення – пуасонівський 
процес, коли nT  розподілені за експоненціальним законом з параметром 0 ; 
відповідно, розподіл )(tN  має вигляд: 
,...2,1,0,
!
)(
)(   k
k
t
eTP tk
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На рис. 1.4 представлено значення цих ймовірностей для 2  з точністю до 
0,0001. На осі X цього графіку відкладаються значення коефіцієнта k , а по осі Y – 
ймовірність розорення (банкрутства). 
  
44 
 
Рис. 1.4. Залежність ймовірності розорення від значень коефіцієнта k  
 
Із графіка (рис. 1.4) помітно, що ймовірність розорення тим менша, чим 
більше коефіцієнт k . Виплати за позовами доречно вважати випадковими 
величинами, які представляють одну із ключових складових моделювання ризиків 
у страхуванні. 
У цій моделі вважається, що виплати за позовами здійснюються 
безпосередньо в момент їх подачі, хоча реально між подачею позову та його 
виплатою існує деяка затримка, пов’язана із підрахунком збитків, яка може 
виявитися суттєвою. Подібна ситуація характерна для випадків, наприклад, при 
страхуванні від катастроф. 
Точний розподіл ризиків зазвичай невідомий, однак вважається, що він 
належить деякому параметричному сімейству функцій і, відповідно, першочергова 
задача – оцінити його невідомі параметри.  
Позначимо функцію розподілу страхових виплат процесу ризику так: 
 





  

)(
1
)( )(
tN
i
itX xUPxtXPF  
Функцію )(tXF  неможливо обчислити без додаткових припущень. Зазвичай 
процеси }{ nU  та )(tN  вважаються незалежними, хоча в деяких практично 
важливих випадках це не так. Наприклад, при страхуванні від дорожніх пригод 
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відомо, що зимою трапляється більше аварій, ніж влітку, маючи на увазі гірший 
стан доріг, але збиток від них може бути меншим тому що середня швидкість 
зимою нижча.  
Якщо ж }{ nU  та )(tN  – незалежні, то можна записати вираз для функції 
розподілу процесу настання ризикових подій через розподіл моментів та розміри 
позовів: 
  



1
)( ),()()(
k
k
UktX xFtPxtXPF  
де із умови фінансової стійкості функція розподілу ризику має вигляд: 
)(xF kU =  ....1 xUUP k   
Економічний сенс умови нерозорення СК, тобто її фінансової стійкості, який 
логічно слідує із представлених вище формул, полягає у наступному: ні одна 
виплата не вилучає із страхового фонду компанії таку суму, що об’ємів коштів, які 
залишились від початкового резерву та страхових премій не вистачить на 
наступну виплату. 
Як правило, страхові премії надходять набагато частіше, ніж висуваються 
вимоги та і їх розмір значно менший від розміру відшкодувань. Тому в рамках 
даної моделі надходження премій вважається неперервним детермінованим 
процесом, що характеризується одним параметром – швидкістю надходження 
грошових одиниць c . Тобто, премія страхувальника визначається рівністю:  
tct  )(  
В динамічній моделі постановка задачі нерозорення ставиться в залежність 
від двох параметрів – початкового (капіталу) резерву та надбавки безпеки при 
розрахунку страхової премії. 
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Висновки до розділу 1 та постановка задачі дослідження 
1. Проаналізовано особливості діяльності страхових компаній, виходячи 
із актуальних задач фінансового аналізу, кругообігу основних фінансових 
процесів у страхуванні. Слід зазначити, що у цьому секторі економіки 
циркулюють значні грошові потоки, а страхові організації виступають активними 
учасниками перерозподілу валового внутрішнього продукту, згодом 
перетворюючись на великі фінансові корпорації із власною галузевою 
специфікою. 
2. Виконано аналіз задачі оцінювання фінансових ризиків у сфері 
страхування. Оскільки в основі страхової справи лежить страховий ризик, то і 
головним фундаментом страхової справи є розподіл ризику. Показано, що існує 
широкий спектр задач актуарного моделювання. Серед яких – задача пошуку 
ймовірності розорення СК, як одна із важливих задач страхової математики, на 
основі якої будуються основні актуарні концепції щодо фінансової оцінки 
стабільності, враховуючи не тільки відсутність банкрутства, а і його недопущення. 
Саме тому зростає потреба у застосуванні економіко-математичних методів до 
моделювання та аналізу фінансових ризиків та побудові актуарних моделей для 
пошуку оптимальної величини страхової премії на базі знайденої ймовірності 
розорення. 
3. Встановлено, що на сьогодні велика кількість досліджень присвячена 
задачам оцінювання здебільшого фінансових ризиків у страхуванні за допомогою 
економічних методів, методів експертної оцінки, методів нечіткої логіки і т. ін. 
Однак невідомі дослідження саме математичного моделювання, у тому числі з 
використанням сучасного ймовірнісного підходу та інших методів 
інтелектуального аналізу даних, побудови логічного висновку на основі неповних 
даних із врахуванням не лише безпосередніх залежностей рівня ризику від 
факторів ризику, а й залежності між факторами ризику. Це свідчить про 
  
47 
актуальність використання методів інтелектуального аналізу даних для 
розв’язання задач цього класу. 
4. На основі виконаного дослідження класів сучасних математичних 
моделей, придатних для прогнозування та прийняття рішень на їх основі, 
встановлено, що для розв’язання задачі аналізу та оцінювання фінансових ризиків 
можна скористатись мережами Байєса. Моделі такого типу дають можливість 
враховувати не лише безпосередні залежності рівня ризику від факторів ризику, а 
й залежності між факторами ризику.  
5. Досліджено типи даних і розподілів у актуарному моделюванні, що 
включені до узагальненого класу розподілів. Серед відомих типів розподілів 
виділено такі: нормальний розподіл, розподіл Пуассона, біноміальний розподіл, 
гамма розподіл. Саме ці розподіли пропонується використовувати у подальшому 
для виконання практичної частини дисертаційного дослідження. Також 
розглянуто основні поняття та означення описових характеристик даних, які 
можуть бути застосовані у попередньому аналізі статистичних вибірок. 
6. Наведено приклад математичної моделі для опису актуарного процесу, 
а саме: ймовірності розорення СК. Цей приклад ілюструє та графічно відображає 
як задача пошуку ймовірності зводиться до пошуку функції розподілу ризиків та 
оцінювання їх невідомих параметрів.  
 
Математична постановка задачі дослідження 
Для множини випадкових актуарних процесів   ,,...,1, miY
i
  які 
відносяться до класу експоненціальних розподілів: 
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де cba ,,  деякі функції, які відповідають закону розподілу із сімейства 
експоненціальних розподілів; y  залежна змінна;  – канонічний параметр або 
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функція часткового параметру певного розподілу;  дисперсійний параметр; 
побудувати два типи байєсівських моделей, які забезпечують обчислення 
достовірних оцінок прогнозів, які задовольняють заданим критеріям якості. 
У якості байєсівських моделей використати моделі у формі: 
1) узагальнених лінійних моделей: 
,)(
1
1
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 xggy
n
i
ii
 
де )(yg  – функція зв’язку; 
i
  – параметри, значення яких наперед невідомі, та 
повинні бути оціненими згідно даних. Додатково припускається, що залежна 
змінна має експоненціальний розподіл; 
2)  байєсівських мереж: 
,,,  JGVN   
де V  множина змінних; G спрямований ациклічний граф, вузли якого 
випадкові змінні моделюючого процесу; J розподіл ймовірностей змінних.  
 Оцінювання структури і параметрів моделей обґрунтувати застосуванням 
відповідних множин критеріїв якості.  
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РОЗДІЛ 2 
РОЗРОБКА БАЙЄСІВСЬКОГО ПІДХОДУ ДО 
МОДЕЛЮВАННЯ ФІНАНСОВИХ ПРОЦЕСІВ 
 
Узагальнені лінійні моделі (GLM – Generalized Linear Models) – сукупність 
методів побудови регресійних моделей та статистичної обробки даних, що дає 
можливість враховувати взаємодію між факторами, вид розподілу залежної 
змінної та припущення стосовно характеру розподілу залежної змінної; цей клас 
включає Log-лінійні моделі, пробіт/логіт моделі, регресію Пуассона та інші. 
Узагальнені лінійні моделі відрізняються від загальної лінійної моделі, окремими 
випадками котрої є множинна регресія, двома характеристиками: розподіл 
залежної змінної чи змінної реакції може бути негаусівським та не обов’язково 
неперервним, наприклад, біноміальним; прогнозні значення залежної змінної 
отримують як лінійну комбінацію предикторів, які «пов’язані» із залежною 
змінною через функцію зв’язку. 
УЛМ широко використовують в сфері страхування для аналізу страхових 
випадків, прогнозування продовження старих/укладення нових страхових 
договорів, розробки тарифів та андерайтинг (тобто прийняття страхової 
відповідальності за заявлені збитки або пошкодження за винагороду – страхову 
премію). Інше відоме застосування – цільовий маркетингу, тобто маркетинг, 
спрямований на пріоритетний сегмент ринку з метою оптимального вибору 
вигідного покупця та якомога ефективнішого його обслуговування. 
У цьому розділі розглянуто основні складові УЛМ, алгоритм прогнозування 
за допомогою УЛМ, методи оцінювання УЛМ, а саме: точкові та ітераційні 
методи оцінювання невідомих параметрів, застосування байєсівського підхіду до 
оцінювання параметрів – ітеративні та неітеративні методи Монте-Карло. Також, 
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проаналізовано особливості побудови байєсівських мереж і формування висновку 
на їх основі. 
2.1. Основні поняття та складові УЛМ 
Узагальнені лінійні моделі є розширенням класу лінійних моделей, саме 
тому доцільно розглянути особливості складових даного класу моделей. Вектор 
досліджень y має п компонент, який передбачає реалізацію деякої випадкової 
незалежної величини Y  з середнім  . Таким чином, систематична частина моделі 
визначається вектором µ з невідомими параметрами .,...,, 21 p  Для лінійної 
моделі це означення має таке представлення: 

p
jjx
1

,
 
(2.1) 
де s  – параметри, значення яких наперед невідомі, та повинні бути оціненими за 
статистичними даними. Припустимо, що і – індекс певного досліду, тоді 
систематична частина моделі [28]: 
 
p
jijii nixYE
1
,...,1,)( 
,
 
(2.2) 
де ijx  – значення j-ї коваріанти і-го досліду. В матричному вигляді (де розмірності 
компонент: )1(),(),1(  ppnXn  ) статистичну компоненту представимо у 
вигляді: 
. X  (2.3) 
Вираз (2.3) вважається означенням систематичної частини моделі [28].  
Випадкова складова вважається незалежною та має постійну дисперсію. Ще 
одним припущенням стосовно УЛМ є розподіл похибок згідно нормального або 
закону розподілу Гауса з постійною величиною дисперсії 2 . 
Узагальнивши класичну лінійну модель, отримаємо таке представлення: 
змінна Y – незалежна з постійною величиною дисперсії 2  та  
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.
,)(


X
YE


 (2.4) 
Узагальнення в УЛМ. Оскільки УЛМ – це узагальнення лінійних моделей, 
тому доцільно розглянути «припущення стосовно узагальнення» для відтворення 
цілісної картини особливостей даного класу моделей [27 – 28]: 
1) Випадкова компонента: припущення про те, що компоненти Y 
незалежні, нормально розподілені ( )(YE ) та зі сталою дисперсією σ2.  
Узагальнення даного припущення полягає у тому, що не визначається чіткий 
закон розподілу, відомо лише, що закон розподілу має належати до 
експоненціального сімейства розподілів, яке включає нормальний і розподіл 
Пуассона, гамма та біноміальний розподіли. 
2) Систематична компонента: незалежні змінні х1, х2,…, хр утворюють 
лінійний предиктор η, який представляється у вигляді: 

p
jjx
1

 
(2.5) 
3) Функція зв’язку: зв'язок між випадковою та систематичною 
компонентами виражається через функцію зв’язку µ: 
.    
Таким чином, замість моделювання )(yE  як функцію від лінійного 
предиктора   , будемо моделювати деяку функцію g  від  :  
 )(g  (2.6) 
Функція )(g  – називається функцією зв’язку. 
Узагальненою лінійною моделлю називають модель вигляду: 
,)(
1
1





 

 xggy
n
i
ii
 
де )(yg  – функція зв’язку. Зазвичай, додатково припускається, що залежна змінна 
підкоряється експоненціальному розподілу [28]. 
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Отже, характеристика узагальненої лінійної моделі передбачає наявність 
таких елементів: 
1) закону розподілу залежної змінної; 
2) характеристики та параметри функції зв’язку )(g ; 
3) характеристику лінійного предиктора   ; 
 
 
2.2. Функція правдоподібності в узагальнених лінійних моделях 
Вважаємо, що кожна компонента Y  розподілена згідно одного із законів 
сімейства експоненціальних розподілів і має місце така форма [28]: 
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для відповідних функцій )()(),(  cтаba . Якщо   відоме, то форма (2.7) 
рівноцінна представленню функції щільності розподілу експоненціальних 
розподілів з канонічним параметром  . Однак, для нормального розподілу має 
місце [28]: 
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 (2.8) 
так, що .)2log(
2
1
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2
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2
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
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y
ycba  
Представимо );;(log);;(  yfyl Y  для логарифмічної функції 
правдоподібності як функцію від заданих y,,  . Середнє та дисперсія величини 
Y  можуть бути отримані з відношення [28]: 
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З виразу (2.7) випливає, що: 
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де b'(θ), b''(θ) – похідна по θ першого та другого порядку відповідно. 
Із рівностей (2.9) та (2.11) слідує, що: 
 
,
)(
)(
0


 a
bl
E









  
тому, )()(  bYE  . 
Аналогічно для (2.10) – (2.12) отримуємо [5]: 
,
)(
)var(
)(
)(
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2 

a
Y
a
b


  
а дисперсія визначається так: ).()()var(  abY   
Слід зазначити, що дисперсія Y  складається з двох частин; перша )(b   
залежить від канонічного параметру (відповідно і від середнього) та називається 
дисперсійною функцією; друга частина не залежить від θ, а залежить від  . 
Дисперсійна функція вважається функцією від µ та позначається як )(V . 
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Функцію )(a  часто представляють у вигляді: 
,)(


 a  
де   – константа, що позначається як 2  та називається дисперсійним 
параметром;   – попередньо зважений параметр, який змінюється від досліду до 
досліду. Однак, для нормальної моделі, у якої кожний дослід є незалежною 
величиною з середнім m можна записати: 
,)(
2
m
a

   де   = m . 
 
2.3. Функції зв’язку в узагальненій лінійній моделі 
Функція зв’язку позв’язує лінійний предиктор  із значенням оцінки   
величини y . В класичній лінійній моделі середнє значення та лінійний предиктор 
є ідентичними, і зв'язок ідентичності правдоподібний до вибору  та   довільним 
чином, але із множини дійсних чисел. Однак, коли маємо справу зі статистичними 
даними та розподілами Пуассона, то обов’язковою вимогою є така: 0 . 
Оцінювання моделей ґрунтується на незалежних крос-класифікаційних даних із 
мультиплікативним ефектом, а функція зв’язку виражається через логарифмічну 
функцію: ),log(  то .
 e  Ефект адитивності сприяє мультиплікативності ; 
тут значення   обов’язково додатне [28]. 
Таким чином, функція зв’язку є стохастичною з систематичними 
компонентами, які пов’язані функцією θ точною канонічною функцією. Функція 
зв’язку в загальному вигляді представляється так [28]: 
).()()())((
,)(
111 yEgggg
g
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Для біноміального розподілу 10  , а функція зв’язку задовольняє умові, 
яка відображає інтервал )1;0(  на всю дійсну пряму. Розглянемо три основні 
функції з такими характеристиками: 
– логіт: 
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1
log
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– пробіт: 
)(1  
,  
де )(  – нормальна кумулятивна функція розподілу;  
– додаткова функція log-log: 
)}1log(log{   . 
Такий різновид сукупностей зв’язків є досить важливим для обробки даних 
малих вибірок з додатнім середнім. Також цей різновид можна визначити як  

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з граничним значенням: 0log   при  або 
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Перша форма має перевагу гладкого переходу до   при проходженні через 
0, але з особливою формою обчислення при 0 . 
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2.4. Аналіз залишків в узагальнених лінійних моделях 
Для нормально розподіленої моделі залежна (ендогенна) змінна 
представляється у вигляді [28]:  
),( 

 yy  
тобто, ця величина виражається через суму прогнозного значення та залишків. 
Залишки використовуються для дослідження адекватності  прогнозуючої моделі, 
вибору функції зв’язку, функції дисперсії та елементів лінійного предиктора. 
Узагальнені лінійні моделі потребують розширеного визначення залишків з 
подальшою метою їх застосування до аналізу розподілів різної природи, які 
можуть замінити нормальний розподіл. Зручно, коли залишки можуть 
використовуватись із такою ж метою, як і при нормальному законі розподілу. 
Використовуючи теоретичну форму, залучаючи μ замість , визначимо три 
види узагальнених залишків, які мають такі назви: Пірсона, Енскомба і залишки 
відхилення. 
Залишки Пірсона визначаються так [28]: 
)(

V
y
rp


. 
Це “необроблений” залишок, який вимірюється згідно можливого відхилення Y. 
Саме така назва походить від того факту, що для розподілу Пуассона залишки 
Пірсона є квадратним коренем від компоненти 
2 -Пірсона, тобто якості 
наближення даних моделлю так, щоб .22  pr Однак, для даної задачі 
прогнозування будемо використовувати такі залишки не як величину якості 
наближення даних моделлю, а як – закон варіації залишків. 
Залишки Енскомба. Недоліком залишків Пірсона є те, що величина pr  для 
величини з розподілом, що відрізняється від нормального, часто спотворюється і, 
  
57 
таким чином, залишки втрачають певні властивості «нормальності» (тобто 
властивості, які притаманні нормальному закону розподілу). Енскомб 
запропонував визначення залишків через функцію )(yA , замість y, де )(A  
вибирається так, щоб забезпечити виконання нормального закону наскільки це 
можливо. Веденберн показав, що для появи функції правдоподібності в 
узагальнених лінійних моделях, функція )(A  визначається як [28]: 

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. 
Таким чином, для розподілу Пуассона маємо:  
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так, що залишок лежить в основі різниці: .3
2
3
2
y  
Тепер дане перетворення «нормалізує» функцію ймовірності, але іноді не 
стабілізує дисперсію, оскільки при обчисленні є ділення на корінь квадратний із 
дисперсії ),(yA  яка виражається так: .)()(' VyA  Тоді для розподілу Пуассона 
залишки Енскомба визначаються та обчислюються таким чином [28]: 
 
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Кубічний корінь використовувався Вілсоном та Хілфертом для нормалізації 
змінної з 
2
розподілу.  
Для оберненого гаусівського розподілу залишки Енскомба мають вигляд 
[28]: 
.
)log()log(
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Залишки відхилення (deviance residual). Якщо ж відхилення 
використовується в якості міри невідповідності в узагальнених лінійних моделях, 
тоді кожна одиниця сприяє величині id  в цій мірі так, що: .Ddi   Відповідно, 
якщо визначити Dr  таким чином [5]:  
,)( iD dysignr   
то отримуємо міру яка зростає із збільшенням )( iiy   та для якої .
2 Drd   
Для розподілу Пуассона маємо [28]: 
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Хоча залишки Енскомба та залишки відхилення мають різну функціональну 
форму для розподілу, що відрізняється від нормального, значення, які беруться в 
якості y  та   є досить подібними, що випливає із послідовного розкладення в ряд 
Тейлора. Таким чином, розглянувши знову розподіл Пуассона з представленням 
 cy , отримуємо вирази для залишків [28]: 
 1
2
3 3/22/1  crA 
 
та 
   .1)log(2)1( 2/12/1  ccccsignrD   
 
У таблиці 2.1 наведені дві функції  1
2
3 3/2 c  та   2/1)1)log((2  ccc  у 
наближеній цифровій формі для діапазону значень c  [28]. 
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Таблиця 2.1 –  
Порівняльна таблиця залишків в діапазоні значень с 
 Ar  Dr  p
r  
с  1
2
3 3/2 c
 
  2/1)1)log((2  ccc  )1( c  
0,0 -1,5 -1,414 -1,0 
0,2 -0,987 -0,956 -0,8 
0,4 -0,686 -0,683 -0,6 
0,6 -0,433 -0,432 -0,4 
1,0 0,0 0,0 0,0 
1,5 0,465 0,465 0,5 
2,0 0,881 0,879 1,0 
2,5 1,263 1,258 1,5 
3,0 1,620 1,610 2,0 
4,0 2,280 2,256 3,0 
5,0 2,886 2,845 4,0 
10,0 6,462 5,296 9,0 
 
В межах даного діапазону максимальна різниця між rA та rD приблизно 
складає 6% для c = 0 та є значно меншою для інших значень с [28]. Із цього 
спостереження випливає, що залишок Пірсона значно більший у верхній межі 
діапазону, але менш віддаляється із від’ємних значень. Залишки відхилення в 
даному діапазоні значень займають проміжні значення порівняно із залишками 
Пірсона та Енскомба, але у нижній межі діапазону є досить наближеними до 
залишків Енскомба. 
 
 
2.5. Множина експоненціальних розподілів 
Ця множина є узагальненим класом відомих законів розподілу, який в свою 
чергу включає нормальний та розподіл Пуассона, біноміальний і  гамма розподіли. 
В загальному вигляді щільність розподілу для експоненціального закону 
розподілу представляється таким чином [28]: 
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(2.13) 
 
де cba ,,  деякі функції, які відповідають певному закону розподілу; y  залежна 
змінна;  – канонічний параметр або функція часткового параметра певного 
розподілу;  дисперсійний параметр; Функції )(b  належить особливе значення в 
узагальнених лінійних моделях оскільки вона описує співвідношення між 
середнім значенням та дисперсією у розподілі. Якщо   відомо, то це буде 
експоненціальна модель з канонічним параметром  . Крім цього, 
експоненціальний розподіл може бути 2-х параметричним, якщо  невідомо. 
Таким чином, нормальний розподіл має такий узагальнений вигляд [28]: 
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(2.14) 
 
 
із врахуванням того, що: 
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Функція узагальненого нормального розподілу випадкової величини для 
різних значень середнього і дисперсії подана на рис. 2.1.  
 
 
Рис. 2.1. Функція узагальненого нормального розподілу випадкової 
величини 
 
Функція щільності узагальненого нормального розподілу має вигляд, 
поданий на рис. 2.2.  
 
 
Рис. 2.2. Функція щільності узагальненого нормального розподілу 
випадкової величини 
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Представимо логарифмічну функцію правдоподібності 
так: ),,,(log),,(  yfyl  при цьому функції  ,,y  – вже відомі. 
Середнє та дисперсію можна отримати із виразів: 
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(2.16) 
В силу (2.13) отримуємо: ,),(
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де «штрихи» означають диференціювання по θ. 
Із (2.15) та (2.17) отримуємо: 
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припускаючи, що: ),(')(  byE  матимемо: 
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Аналогічним чином з (2.16) – (2.18), отримуємо: 
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при цьому: ).()()var(  aby  
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Таким чином, дисперсія у – це результат дії 2-х функцій: перша, )(b   – 
залежить тільки від канонічного параметру (також, і від середнього) і називається 
дисперсійною функцією, в той час як друга – незалежна від θ та залежна від ϕ. 
Крім цього, дисперсійну функцію можна розглядати як функцію від   та 
записувати як )(V ; )(V  – показує як дисперсія залежить від середнього 
значення μ у розподілі, де μ – в свою чергу є функцією від  . 
Зазвичай )(a  має вигляд [28]: 
,)(


 a
  
де   – позначається як 
2 та називається дисперсійним параметром, вона є 
константою у процесі дослідження;   – відома як «ваговий коефіцієнт», який 
залежить від конкретного типу дослідження. 
Таким чином, для нормальної моделі кожний випадок моделювання містить 
в середньому m-незалежних показників, а саме: 
)(,)(
2
mде
m
a  


. 
Проводячи аналогічні послідовності дій диференціювання, отримаємо окремі 
випадки для множини експоненціальних розподілів, а саме: розподіл Пуассона та 
біноміальний розподіл. 
Розподіл Пуассона є окремим випадком експоненціального розподілу, який 
представляється у такому вигляді [5]:  
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(2.19) 
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Функція розподілу для випадкової величини, розподіленої за законом Пуассона, 
подана на рис. 2.3.  
 
Рис. 2.3. Функція розподілу випадкової величини, розподіленої за законом 
Пуассона 
 
Функція щільності нормального розподілу представляється у вигляді, 
поданому на рис. 2.4.  
 
 
Рис. 2.4. Функція щільності розподілу випадкової величини, розподіленої за 
законом Пуассона 
 
Якщо порівняти з виразом (2.13), то можна прирівняти:  
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Підставляючи дані припущення в (2.13), отримаємо: 
 )!log()exp(exp),( yyyf    (2.20) 
Тобто (2.20) є окремим випадком (2.13) із врахуванням позначень:  
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Біноміальний розподіл представляється у вигляді [5]:  
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при цьому вважається, що: 
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Підставляючи цей вираз в (2.5.9), отримуємо вигляд функції щільності 
розподілу: 
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Функція розподілу для випадкової величини, розподіленої за біноміальним 
законом, представлена на рис. 2.5.  
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Рис. 2.5. Функція розподілу біноміально розподіленої випадкової величини 
 
Функція щільності біноміального розподілу представляється у вигляді (рис. 
2.6): 
 
Рис. 2.6. Функція щільності розподілу біноміально розподіленої випадкової 
величини 
 
Для порівняння з виразом (2.13) необхідно врахувати такі позначення: 
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Отже, виходячи з відповідних законів розподілу, розрізняють види 
узагальнених лінійних моделей, поданих у таблиці 2.2.  
 
Таблиця 2.2 –  
Класифікація узагальнених лінійних моделей 
Модель Функція зв’язку 
Розподіл залежної 
змінної 
1. Узагальнена лінійна 
модель 
 )(g  нормальний розподіл 
2. log-лінійна модель )ln()(  g  розподіл Пуассона 
3.Логістична модель 










1
ln)(g  біноміальний розподіл 
4.Пробіт-аналіз  1)( g  біноміальний розподіл 
5. Модель для аналізу 
«виживання» 
1)(  g  
гамма-розподіл, 
експоненціальний 
розподіл 
 
В свою чергу, узагальнена таблиця основних параметрів множини 
експоненціальних розподілів з урахуванням форми (2.7) має вигляд, поданий у 
таблиці 2.3.  
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Таблиця 2.3 –  
Узагальнена таблиця параметрів розподілів 
 Нормальний 
розподіл 
Розподіл 
Пуассона 
Біноміальни
й розподіл 
Гамма-
розподіл 
Обернений 
гаусівський 
розподіл 
Позначення 
розподілу      
Дисперсійний 
параметр,   
1 1/n 
  
Функція 
кумулянта, 
b(θ)  
    
c(y, ϕ) 
 2
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μ(θ)= E(Y,θ) 
θ 
 
  
 
Канонічний 
зв'язок, θ(μ) identity Log logit Reciprocal 
 
Дисперсійна 
функція, V(μ) 
1 Μ μ(1- μ) μ2 μ3 
Var(μ) 
 
nμ(1- μ) Μ /   
 
 
У таблиці 2.3 кожний розподіл має особливу функцію зв’язку, для якої існує 
обґрунтована статистика рівності у вимірі  лінійного предиктору . Цей 
канонічний зв'язок виникає тоді, коли  
 
де  – канонічний параметр, який було визначено при введенні функції 
правдоподібності (2.5.1) та зазначено вигляд для кожного розподілу у таблиці 2.3. 
Таким чином, канонічний зв'язок для множини експоненціальних розподілів 
має вигляд, поданий у таблиці 2.4.  
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Таблиця 2.4 –  
Канонічні зв’язки розподілів 
№ п/п Розподіл Канонічний зв’язок 
1. Нормальний розподіл 
 
2. Розподіл Пуассона 
 
3. Біноміальний розподіл 
 
4. Гамма розподіл 
 
5. Обернений гаусівский розподіл 
 
 
Для канонічних зв’язків, обґрунтованою статистикою є вектор YХ T  [5]: 
 
i
iij
pjYx ,...1,  
Слід зазначити, що канонічний зв'язок приводить до набуття моделлю бажаних 
властивостей. Але, особливо для вибірок малих розмірів, немає ніяких апріорних 
причин того, щоб систематичні ефекти, закладені у моделі, повинні бути пов’язані 
з покриттям даного зв’язку.  
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2.6. Логістична регресія 
На практиці існують випадки, коли прогнозне значення змінюється в межах 
від 0 до 1, а значення лінійної регресії змінюється від мінус нескінченності до 
плюс нескінченності. З першого погляду здається, що такі розбіжності ілюструють 
або хибні результати застосування лінійної регресії до вхідних даних, або ж це 
недолік лінійної регресії при роботі з виродженими масивами даних. 
Саме у таких умовах розглядається побудова логістичної регресії. Її метою є 
побудова моделі для прогнозування ймовірності події  залежно від 
незалежних змінних  ця залежність може бути виражена 
формулою . Особливістю логістичної регресії є те, що вона 
виражає цю залежність у такому вигляді:  
, де . 
Назва "логістична регресія" походить від назви логістичного розподілу, що 
має функцію розподілу . Таким чином, модель, що представлена 
логістичною регресією, є по суті функцією розподілу цього закону, у якій в якості 
аргументу використовується лінійна комбінація незалежних змінних. 
В методі логістичної регресії сегментація прецедентів виконується на основі 
розбиття факторного простору n-вимірною сіткою, де n – кількість значущих 
факторів (рис. 2.7). 
В якості припущеного (можливого) результату приймається, що кожна 
комірка сітки (n-мірний прямокутник) об’єднує прецеденти з навчальної вибірки, 
які характеризуються однаковою ймовірністю результату. Координати вузлів цієї 
сітки розраховуються на основі статистичних критеріїв, виходячи з принципу 
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максимальності різниці між ймовірностями результатів кредитних угод для 
суміжних сегментів прецедентів. Розташування позитивних і негативних 
прецедентів по комірках буде визначати вагові коефіцієнти при регресійних 
членах, які, в свою чергу, дають можливість розрахувати відповідну конкретному 
дослідженню систему балів. Інтервали значень предикторів моделі якраз і 
задаються координатами вузлів сітки розбиття факторного середовища. 
 
 
 
Основними перевагами логістичної регресії є отримання кількісної оцінки 
ймовірності (наприклад, дефолту позичальника кредиту) у явному вигляді, а також 
те, що логістична регресія характеризується високою стійкістю і менше ніж інші 
моделі характеризується властивістю "підстроюватись" під навчальну вибірку. 
Також, як показав аналіз спеціальної літератури, логістична регресія найчастіше 
використовується для оцінювання кредитних ризиків позичальників, що може 
свідчити про хороші результати її застосування. 
Фактор 
1 
Фактор N 
 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
  
  
  
Первинний відгук 
Вторинний відгук 
Рис. 2.7. Сегментація розподілу в методі логістичної регресії 
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Недоліками логістичної регресії є певні неточності при описі  
перелічувальних змінних та її нечутливість до деяких значень числових змінних. 
Наприклад, різниця у віці між 59 і 60 роками для оцінювання кредитних ризиків є 
набагато вагомішою, ніж різниця у віці між 36 і 37 років. Для того, щоб мати 
можливість застосувати таку регресійну модель, вхідні данні мають відповідати 
вимогам, поданим нижче.  
– Вимоги до незалежних (екзогенних) змінних: дані, необхідні для 
функціонування моделі, повинні бути представлені у вигляді двовимірної таблиці. 
Вся інформація про об'єкти  з предметної області повинна описуватися у вигляді 
скінченної множини параметрів. Кожен параметр повинен мати категорійне або 
числове значення. Сама множина незалежних змінних не повинна змінюватися від 
прикладу до прикладу, а кількість параметрів повинна бути фіксованою для всіх 
прикладів.  
– Вимоги до залежної змінної (змінною, що прогнозується): кожен 
приклад повинен бути асоційований однозначно з конкретною характеристикою, 
яку необхідно прогнозувати.  
– Логістична регресія повністю підходить для оцінювання прогнозу та 
прийняття рішення. 
Особливості логістичної регресії на прикладі логіт-пробіт моделей, як 
окремих випадків моделей із біноміального розподілу, подано у додатку 1. 
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2.7. Методи оцінювання параметрів УЛМ 
Коректний вибір методу оцінювання параметрів математичних моделей за 
експериментальними (статистичними) даними – один із ключових моментів 
побудови адекватної моделі досліджуваного процесу. Широко відомим є метод 
найменших квадратів (МНК) та його модифікації, зокрема рекурсивна версія, яка 
не потребує виконання операції обернення матриці [40]. Однак, коректне 
застосування МНК ґрунтується на нормальному розподілі даних, відсутності 
автокореляції випадкових збурень, а також відсутності їх кореляції з основною 
змінною. Внаслідок досить жорстких обмежень у багатьох практичних випадках 
звичайний МНК використовують недостатньо коректно, що призводить до 
зміщення оцінок параметрів і погіршення характеристик моделі.  
На сьогодні існує актуальна задача оцінювання невідомих параметрів 
економіко-математичних моделей із застосуванням байєсівської парадигми до 
процесів із різним ступенем невизначеності. Саме байєсівський підхід дає 
можливість точніше оцінювати моделі в умовах, коли статистичні дані мають різні 
типи розподілів ймовірностей, а також вибрати кращу модель із множини 
оцінених кандидатів. Перевагою даного підходу є також можливість його 
застосування до обробки статистичних вибірок відносно малої потужності, а 
також за наявності пропусків даних [41 - 42]. Популярним і відносно 
універсальним методом оцінювання параметрів є на сьогодні метод Монте-Карло 
для марковських ланцюгів (МКМЛ), який використовують для оцінювання 
параметрів лінійних і нелінійних моделей [28, 34 – 35]. 
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2.7.1. Точкові та інтервальні методи оцінювання невідомих параметрів УЛМ 
Точкове оцінювання. Нехай є статистична вибірка X1,…, Xn, отримана з 
розподілу Fθ, яка залежить від невідомого параметру θ, де Fθ – клас 
(експоненціальних) розподілів, який визначається значенням скалярного або 
векторного параметра θ. Параметр θ приймає значення з деякої множини Θ, яка 
називається множиною допустимих значень параметра [31]. 
Прикладом таких параметричних сімейств експоненціальних розподілів є 
такі: 
- розподіл Пуассона – Р(λ), λ > 0; 
- рівномірний розподіл – U(a,b), a < b; 
- нормальний розподіл – N(a, σ2), a ϵ R, σ>0. 
Розглянемо приклад точкового оцінювання показника ризику, який 
отримано за допомогою побудови УЛМ. 
В такому випадку змістом показника оцінки ризику є ймовірність отримання 
фактичного значення результату меншого від запланованого (прогнозного або 
потрібного) значення: 
R = Р (х < Дпр), 
де: R – показник (функція розподілу) оцінки ризику; Р – ймовірність виникнення 
ризикової ситуації; Дпр – «потрібне» (планове) значення результату – дійсне число; 
х – поточне значення результату як випадкової величини. 
Зрозуміло, що для використання даного показника необхідно знати тип та 
параметри закону розподілу значень результатів діяльності. Зазвичай, на результат 
підприємницької діяльності впливає велика кількість зовнішніх та внутрішніх 
факторів ризику. Але, скориставшись гіпотезою про те, що результат (як 
випадкова величина) підкоряється нормальному закону розподілу або ж 
близькому до нормального закону, можна скористатись точковою оцінкою 
параметра. 
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Крива щільності нормального розподілу представлена на рис. 2.8 та 
представляє собою залежність щільності розподілу і ймовірностей можливих 
значень результату. Із кривої видно, що значення результату найбільш тісно 
групується біля величини середнього (крива щільності в цій точці максимальна), а 
по мірі спадання вліво чи вправо їх щільність падає. 
 
Рис. 2.8. Точкова оцінка ризику 
 
Показник ризику (ймовірність отримання результату не нижче 
запланованого) визначається площею під кривою, яка для нормального розподілу 
має вигляд: 
 
де:  – числові характеристики розподілу: математичне очікування та дисперсія 
відповідно. 
Для побудови кривої щільності розподілу ймовірностей можливих 
результатів діяльності певного підприємства потрібен досить великий масив 
статистичних даних для перевірки статистичних гіпотез про вид та параметри 
закону розподілу. Найчастіше виникає проблема у тому, що такі дані неможливо 
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отримати заздалегідь, тому ймовірнісні показники у запропонованому вигляді 
використовуються рідко. 
Метод моментів є одним із відомих методів отримання точкової оцінки 
невідомого параметра. Для знаходження оцінки невідомого параметра за 
допомогою методу моментів застосовується принцип використання вибіркових 
моментів замість істинних. Основна ідея полягає в наступному: будь-який момент 
випадкової величини Х1 (наприклад, k-й) є функцією від параметра θ. Але тоді і 
параметр θ може стати функцією від теоретичного k-го моменту. Підставивши в 
дану функцію замість невідомого теоретичного k-го моменту вибірковий аналог, в 
результаті отримаємо замість параметра θ його оцінку θ*. 
Нехай nXX ,...,1  – вибірка з об’ємом n із параметричного сімейства 
(експоненціальних) розподілів  , де  . Введемо деяку функцію g(y): 
 , із врахуванням умови про існування моменту [31]: 
)()(
1
 hXE
g  (2.21) 
та функція h має обернену в просторі Θ. 
Знаходячи розв’язок рівняння (2.21) відносно θ, а потім враховуючи 
припущення методу моментів – беремо до уваги замість істинного моменту 
вибірковий [31]: 
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Отримана таким чином оцінка θ* називається оцінкою за методом моментів 
для параметра θ. На практиці, в якості функції )(yg  беруть 
kyyg )( , тому: 
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але тільки за умови, що функція h має обернену у просторі Θ. Узагальнюючи 
сказане, побудова оцінки невідомого параметра за допомогою методу моментів 
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ґрунтується на (випадковому) значенні параметру θ, при якому істинний момент 
співпадає з вибірковим.  
Розглянемо приклад застосування методу моментів. Нехай Х1,…,Хп – вибірка 
з об`ємом п та розподілена згідно закону Пуассона Рλ  з параметром λ>0. Знайдемо 
оцінку за методом моментів невідомого параметра θ, який представляється у 
вигляді [31]: 
 eXP )1()(
1 . 
Введемо функцію g(y) = I(y = 1): 
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Слід зауважити, що помилковим є висновок про оцінку параметра λ за допомогою 
функції g(y) = I(y = 1), оскільки рівність  eXE
g
)(
1
 не має однозначного 
розв’язку відносно параметра λ в області λ > 0. Для оцінювання параметра λ 
доречно використати перший момент EX1 = λ, тому .
* X  
Інтервальне оцінювання невідомих параметрів. У попередньому підрозділі 
розглянуто методи побудови і властивості точкових оцінок, тобто оцінок, які 
визначаються одним числом. Зазвичай, при користуванні такими оцінками 
неможливо вказати їх точність, тобто наскільки вони відхиляються від істинних 
значень параметрів. Зрозуміло, що точкові оцінки залежать від обсягу вибірки. 
Зокрема, якщо потужність вибірки мала, то точкова оцінка може суттєво відрізнятися 
від оцінюваного параметра. Тому зручніше користуватися інтервальними оцінками, 
тобто такими оцінками, які визначаються двома числами – границями інтервалу. 
Нехай за даними вибірки знайдено точкову оцінку 
*  параметра θ. 
Зрозуміло, що 
*  буде тим точніше визначати параметр θ, чим меншою є величина 
*
. Тобто, для малого 0 маємо: 
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  *
.  
(2.22)  
Оцінка буде тим точнішою, чим менше 0 , яке характеризує точність 
оцінки. Проте на основі даних вибірки недоречно стверджувати однозначно, що 
оцінка θ* задовольняє нерівності (2.22). Має місце лише твердження про те, що 
нерівність (2.7.4) здійснюється з деякою ймовірністю γ. Надійністю (або надійною 
ймовірністю) оцінки θ за θ* називається ймовірність γ, з якою задовольняється 
нерівність (2.23): 
   *P
.
 (2.23)  
Замінивши нерівність (2.23) тотожною подвійною нерівністю 
,****    
отримаємо: 
   **P    
тобто ймовірність того, що інтервал   ** ;  містить в собі невідомий 
параметр θ, дорівнює γ. Такий інтервал називають довірчим інтервалом. На практиці 
достовірність оцінки зазвичай задається (вибирається) наперед. Найчастіше задають 
такі значення: γ = 0,95; γ = 0,99. Тобто якщо є необхідність наперед нехтувати 
можливістю появи події з ймовірністю 0,01, то виберемо достовірність γ = 1 – 0,01 = 
0,99.  
Границі довірчого інтервалу   ** ;  є випадковими величинами, вони 
залежать від обсягу вибірки. Оскільки оцінюваний параметр θ є випадковою 
величиною, то коректним є твердження, що довірчий інтервал містить в собі 
параметр θ з ймовірністю γ. Метод інтервального оцінювання в статистиці 
започаткований Р. Фішером і Ю. Нейманом [32]. 
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2.7.2. Метод максимальної правдоподібності  
Метод максимальної правдоподібності – один із основних методів, який 
застосовується для оцінювання параметрів УЛМ. Для нормальної помилки, 
логарифмічну функцію правдоподібності l, виходячи з n-дослідів, можна 
представити у вигляді [28]: 
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Для фіксованого σ2 максимізація параметра l еквівалентна мінімізації суми 
квадратів 
2
)( y  для відхилень µ. Наприклад, для лінійної моделі: 
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Після диференціювання даного виразу по βj та прирівнювання похідної до 
нуля, отримаємо: 
 
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iiij
pjyx )...1(,0)ˆ(
.
 (2.24) 
Тут величина прогнозного середнього представляється у вигляді: 
.ˆˆˆ   jijii x  (2.25) 
Із рівняння (2.24) та із врахованням виразу (2.25) випливає, що р-лінійних 
комбінацій  
i
iij
pjyx )...1(  еквівалентні виразу   
i
iij
x .ˆ  Аналогічні міркування 
доречно проводити і для вектора залишків з компонентами )ˆ(
ii
y  , який є 
ортогональним стовпчикам матриці Х, відповідно до: 
.0)ˆ( yX T  
У випадку, коли Х – матриця частот для основної моделі, то ХТy вважається 
граничними сумами дослідження. Оцінювання параметра максимальної 
правдоподібності для нормальної моделі відповідає пошуку прогнозного значення, 
яке задовольняє моделі відповідно до граничних умов [28].  
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2.7.3. Байєсівський підхід до оцінювання невідомих параметрів 
На сьогодні розповсюдженою є задача оцінювання математичних і 
статистичних моделей із застосуванням байєсівської методології до процесів 
різної природи. Перевагою даного підходу є можливість більш точно та 
обґрунтовано оцінити параметри моделі, отримати достовірні результати для 
коротких вибірок. 
Байєсівський підхід досить широко використовує інформацію про 
ймовірнісний розподіл параметрів. До кінця 80-х років минулого сторіччя в якості 
розрахункових методів для виведення байєсівських оцінок параметрів та їх 
апостеріорних розподілів використовували аналітичні методи: спряжені розподіли 
та їх апроксимацію [7].  
З початку 90-х років завдяки стрімкому розвитку комп’ютерних технологій 
почали поширюватися нові методи обчислень, які ґрунтуються на 
безпосередньому моделюванні вибірки необхідних розмірів за апостеріорним 
розподілом.  
Генерування випадкових величин із заданим розподілом – сучасний підхід, 
який дає змогу працювати в умовах, коли існують асимптотичні аналітичні 
результати для властивостей оцінок та їх статистичних розподілів, але невідомо, 
які властивості будуть мати оцінки при малих вибірках даних. Виділяють два 
загальних підходи до моделювання: історичне моделювання та моделювання за 
принципом Монте-Карло [7].  
Означення “метод Монте-Карло” (запропоноване Джоном фон Нейманом 
та Станіславом Уламом у 1940-х рр.) відноситься до моделювання процесів із 
використанням генератора випадкових чисел. Назва методу з’явилась від назви 
міста, широко відомого своїми казино. Метод моделювання Монте-Карло виник 
від того факту, що поняття “кількість спроб” було використано з метою 
знаходження інтегралів від складних виразів, які використовують при 
дослідженнях у ядерній фізиці. 
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Методи моделювання Монте-Карло поділяються на ітеративні та 
неітеративні. До неітеративного моделювання відносять метод генерування 
вибірки за важливістю (importance sampling) та метод відбраковки або прийняття 
вибірки (rejection or acceptance sampling) [26].  
 
Неітеративні методи Монте-Карло. Розглянемо ймовірнісну щільність 
розподілу )(xp  або ймовірнісний розподіл для дискретного або неперервного 
процесу. Розподіл )(xp  іноді називають цільовим розподілом або цільовою 
щільністю розподілу. Припустимо, що необхідно згенерувати  N
ii
X
1
 за розподілом 
)(xp  та визначити їх статистичну оцінку, тобто оцінити математичне сподівання 
функції )(x  за розподілом: 
 dxxpxEp )()(][  
Припустимо, що х – вектор із простору 
nR  з компонентами Хі, а )(x  – деяка 
функція. Для вибіркових значень має місце такий вираз: 

i
i
X
N
)(
1
 
Оскільки вектор  N
ii
X
1
 згенеровано за )(xp , то математичне сподівання 
рівне ].[pE  Зрозуміло, що при збільшенні кількості вибіркових значень N  
дисперсія   пропорційно зменшується.  
Моделювання вибірки за важливістю – це не метод генерування вибіркових 
значень  N
ii
X
1
 за розподілом )(xp , а метод оцінювання сподівання )(x , 
представленого виразом (2.24). Основною ідеєю методу моделювання вибірки за 
важливістю є деяка «абстрактне» моделювання за простішим для виконання 
розрахунків апроксимуючим розподілом )(xq , який вважається близьким до 
цільового розподілу )(xp . Алгоритм моделювання складається із таких етапів: 
1) вибір значень ,
i
X  згенеровані за законом розподілу )(xq ; 
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2) оскільки моделювання відбулось за «абстрактним» розподілом, 
формують ваговий коефіцієнт: 
;
)(
)(
i
i
i
Xq
Xp
  
3) оцінку шуканої величини ][pE  знаходять за таким виразом: 
)(
1
i
i
i
X
N
 
. 
Основним недоліком даного методу є те, що відносне зростання дисперсії 
зумовлене непостійними ваговими коефіцієнтами, наявна велика залежність від 
вибору апроксимуючого розподілу q(х), а також те, що всі вибіркові значення 
будуть нівелюватись невеликою кількістю значень із великими ваговими 
коефіцієнтами.  
Методи відхилення або прийняття вибірки (rejection or acceptance sampling) 
полягає в моделюванні за іншими апроксимуючим розподілом, але перерахунок 
вагового коефіцієнта виконується в процесі генерування, утримуючи тільки 
частину змодельованих точок вимірів. Основний алгоритм генерування вибірки 
можна визначити такими кроками [26]: 
1. Відшукання масштабуючої константи М  такої, що 
)()(, xqMxpx   
2. Незалежно вибирають вибіркові значення 
i
X , згенеровані по )(xq  та 
i
U  
рівномірно розподілені на інтервалі ].1;0[  
3. Якщо )()(
iii
XpXqUM  , то приймають 
i
X , тоді як в іншому випадку 
значення 
i
X  відкидається та повертаються до кроку 2 даного алгоритму. 
4. Кроки 2-3 повторюються до тих пір, поки не буде знайдено N значень 
i
X . 
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Недоліком даного алгоритму є проблеми пов’язані з великими об’ємами    
вибірки – алгоритм виробляє «прийнятні» випадкові числа тільки за 
M
1
 часу, 
якщо розподіли не співпадають.  
Отже, підсумовуючи сказане, слід зазначити, що згадані вище методи 
успішно працюють для випадків, коли обраний для генерування розподіл )(xq  
подібний до цільового розподілу )(xp . Але, на практиці для більшості складних 
задач не можливо визначити окремий розподіл, який би задовольняв усім 
властивостям. 
 
Ітераційні методи Монте-Карло. В основі ітераційних методів 
моделювання Монте-Карло прихована ідея побудови Марковського ланцюга та 
використання варіантів розподілів )(xq  (щільності розподілу), які залежать від 
поточного стану 
i
X  [26, 35]. До цих методів належать генерування вибірки за 
Гіббсом, алгоритм Метрополіса, Метрополіса-Хастінгса та інші модифікації. 
Розглянемо стохастичний процес },{
t
X  де .
t
X  Він марковський, якщо 
має ту властивість, що при заданому значенні 
t
X , значення 
h
X  при th   не 
залежать від значень 
s
X  при .ts   Тобто, }{
t
X марковський процес, якщо його 
умовна функція розподілу задовольняє такій умові [12]: 
.),/(),/( thXXPtsXXP
thsh
  
Якщо }{
t
X  – дискретний стохастичний процес, то його основна 
характеристика має вигляд: 
.),/(,...),/( 1 thXXPXXXP thtth   
Якщо A  є підмножиною  , то функція  
thXAXPAhP tht  ),/(),,(   
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є функцією від перехідної ймовірності марковського процесу. Якщо дана 
перехідна ймовірність залежить від th  , а не від t , то процес має стаціонарну 
перехідну ймовірність. 
Зазвичай, основою моделювання із використанням марковских ланцюгів є 
побудова марковського процесу, для якого стаціонарний розподіл переходів 
визначається функцією )./( XP   Процес моделювання тривалий, оскільки він 
продовжується до тих пір, поки розподіл поточних значень процесу не 
наблизиться до стаціонарного розподілу переходів. Тобто для заданого )/( XP   
можна побудувати велику кількість марковських ланцюгів із заданими 
параметрами. Методи, які використовують моделювання випадкових величин з 
метою одержання розподілу )/( XP   відносять до методів Монте-Карло для 
марковських ланцюгів (МКМЛ). 
Узагальнюючи, зазначимо, що методи Монте-Карло для марковських 
ланцюгів мають такі переваги: 
- задача має скінченну розмірність та для отримання результату 
необхідно реалізувати обраний метод визначену кількість разів; 
- застосування алгоритму Метрополіса-Хастінгса дає можливість 
уникнути розрахунку граничних розподілів та нормуючих констант у щільності 
розподілу; 
- використовуючи змодельовані розподіли ),(
t
  можна отримати 
функції параметрів )( ; 
- відтворення реальних форм процесів, які моделюються завдяки 
точності наведених вище методів. 
Крім цього, недоліками МКМЛ є такі: 
- збіжність методів досягається не за будь-яких умов та має 
невизначеності; 
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- отримані вибіркові значення можуть бути досить трельованими, тому 
найкращий спосіб застосовувати дані методи – формувати великий розмір 
вибірки, починаючи з )1010(
63  згенерованих значень. 
Для забезпечення збіжності результату моделювання застосовують такі 
методи: методи і технології дослідження графіків, тестування рівності розподілів 
між різними частинами ланцюга, параметризацію та групування вибіркових 
значень, перезапис початкових значень ланцюга із використанням генератора 
початкових псевдовипадкових або випадкових чисел.  
Для перевірки збіжності використовують показник зменшення масштабу, 
який розраховується за виразом: 
,
average
general
Variance
Variance
R   
де generalVariance  – загальна величина дисперсії; averageVariance  – величина дисперсії 
всередині ланцюга [37]. 
Отже, застосування байєсівського підходу до оцінювання невідомих 
параметрів УЛМ та вибору кращої моделі дає можливість точніше оцінювати 
прогнозні моделі, оперувати не тільки отриманими оцінками, а також 
відповідними ймовірнісними розподілами. Це дає можливість докладніше описати 
структуру і зміст досліджуваної моделі [7, 37]. 
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2.8. Оцінювання прогнозів на основі УЛМ 
Виходячи із структури УЛМ, функція зв’язку зв’язує лінійний предиктор η 
із значенням оцінки μ величини у. В класичній лінійній моделі середнє значення 
та лінійний предиктор є ідентичними, і зв'язок ідентичності правдоподібний до 
вибору η та μ довільним чином, але із множини дійсних чисел. Однак, коли маємо 
справу зі статистичними даними та розподілами Пуассона, то обов’язковою 
вимогою є те, щоб μ > 0. Моделі підрахунку (оцінювання) ґрунтуються на 
незалежних крос-класифікаційних даних із мультиплікативним ефектом, то 
функція зв’язку виражається через логарифмічну функцію: η = log μ, то μ = eη. 
Ефект адитивності сприяє мультиплікативності η; тут значення μ обов’язково 
додатне. 
Доведемо, що оцінку за методом максимальної правдоподібності параметрів 
β у лінійному предикторі η можна також отримати за допомогою зваженого 
методу найменших квадратів (ЗМНК).  
Нехай залежною змінною в регресії є z, а не y, лінеаризована форма функції 
зв’язку застосована до y та щільності є функцією прогнозного значення . Процес 
є ітеративним, тому що обидві скореговані величини – залежна змінна z та 
щільність W є залежними від прогнозного значення для яких відомі тільки поточні 
оцінки. Процедура, що лежить в основі ітерації, виконується наступним чином. 
Нехай  – поточна оцінка лінійного предиктора з відповідним прогнозним 
значенням  отримана з функції зв’язку . Представимо залежну 
випадкову величину у вигляді [5]: 
 
 
де похідна зв’язку знайдена в . Квадратична щільність визначається так: 
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 , 
 
 
де V0 – випадкова функція знайдена за . Повернення z0 в коваріації х1,…,хр з 
цільністю W0 дає нову оцінку параметра ; а звідси випливає нова оцінка 
лінійного предиктора . Такі обчислення повторюються до тих пір, поки різниця 
не стане незначною. 
Слід зазначити, що z – це лінеаризована форма функції зв’язку, яка 
застосовувалась для даних для того, щоб спочатку привести до вигляду: 
 
 
 
та права сторона: 
 . 
Дисперсією Z є W-1 (при цьому ігнорується дисперсійний параметр), за 
припущення, що η та μ відомі та фіксовані. 
Зручність цього алгоритму полягає у тому, що він пропонує тривіальну 
початкову процедуру для здійснення ітерацій. Це ґрунтується на використанні 
власне незалежних початкових значень – першої оцінки  та отримання з цього 
. Коригування можуть знадобитися для того, щоб запобігати 
зацикленню даних, наприклад, при оцінюванні  у якості початкового 
значення для η;  причому у випадку, коли логарифмічний зв'язок застосовується 
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для обчислення нульових значень. Розглянемо ілюстративний приклад побудови 
узагальненої лінійної моделі у середовищі Matlab. 
 
Нехай є множина статистичних даних про автомобілі. В цій множині є 
автомобілі різної ваги, маємо загальну кількість автомобілів визначеної ваги, 
класифікацію автомобілів за критерієм «поганого» співвідношення пройденого 
шляху до витрат пального. Вага автомобілів коливається від 1 до 2 тон. «Поганим» 
вважається таке співвідношення, в якому відношення літрів до кілометрів більше 
деякої базової величини. Наприклад, 8 із 21 автомобілів мають вагу 1,4 тони і 
мають «погане» співвідношення пройденого шляху до витрат пального (літрів), бо 
на кілометр шляху витрачають 2,35 літри бензину. Тобто, такі автомобілі на 100 
км витрачають 235 літри бензину та класифікуються як неекономічними у 
використанні. 
 
Припускаємо, що невідоме значення співвідношення літрів до кілометру для 
кожного автомобіля, а відома тільки загальна кількість автомобілів, які проходять 
успішно тест. Даний факт слугує для того, щоб припускати, що значення 
«поганої» змінної слідує за біноміальним розподілом із параметром N = total та з 
параметром р, який залежить від ваги автомобіля. 
 
Таблиця вхідних даних представлена на рис. 2.9. 
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Рис. 2.9. Вхідні дані 
 
Графік статистичних даних будуємо за допомогою команди: 
 
plot(w,poor./total,'x') 
 
В результаті отримуємо (рис. 2.10): 
 
Рис. 2.10. Графічне представлення даних 
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З графіку помітно, що відношення автомобілів до «поганого» 
співвідношення пройденої відстані як до витрат пального подібний до нелінійної 
S-форми. 
Цей графік є типовим для форм діаграм, оскільки в них визначено тільки дві 
границі 0 та 1. Модель у вигляді лінійної регресії не дала б такого близького до 
даного графіку результату, для легкових автомобілів відношення було б менше 0, 
а для тяжких – більше одиниці.  
Узагальнені лінійні моделі дозволяють працювати та отримувати коректний 
результат для відповідних співвідношень, частковим випадком яких є логіт-
модель, де і визначається відношення між величинами р та вагою w: 
 .  
Чи підходить дана модель до наведених в прикладі даних? Доведемо або ж 
заперечимо даний факт експериментально. Будуємо графік за допомогою 
команди:  
padj = (poor+.5) ./ (total+1); 
plot(w,log(padj./(1-padj)),'x') 
 
У результаті отримуємо графічне зображення моделі (рис. 2.11): 
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Рис. 2.11. Графічне представлення моделі 
 
Для відповідності логіт-моделі скористаємось функцією glmfit:  
 
b = glmfit(w,[poor total],'binomial') 
b = 
  -13.3801 
   0.0042 
 
Взагалі, функція glmfit(x,y,'distr') «пристосовує» узагальнену лінійну модель 
до відповідної залежної змінної у, матриці Х та розподілу 'distr'. В даному 
прикладі використовується біноміальний розподіл. Використовуючи, отримані 
коефіцієнти функції b, отримуємо відношення для наближення функції до 
біноміального розподілу. Тоді, рівняння логіт-моделі може бути представлено 
таким чином:  
 .  
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Модель логіт виправляє недоречність лінійної моделі, в якій можна 
отримати ймовірність більше 1 (що логічно не буде правильним результатом). 
Вона також дає можливість розділяти об’єкти на декілька груп при розв’язанні 
задач класифікації; у нашому випадку вага автомобіля не тільки мала чи велика, а 
може бути і середня вага, більш менш урівноважена та ін. 
Використовуючи функцію glmval встановлюємо залежність з функцією 
зв’язку в узагальненій лінійній моделі та будуємо графік, який порівнюємо з 
практичним результатом (рис. 2.12): 
 
x = 2100:100:4500; 
y = glmval(b,x,'logit'); 
plot(w,poor./total,'x',x,y,'r-') 
 
З графіку помітно, що відхилення практичних результатів від теоретичних є, 
але незначні, що свідчить про коректність вибору закону розподілу, функції 
зв’язку та оцінювання параметрів моделі. 
Проведені дослідження і розрахунки не дають гарантії, що саме такий 
розподіл і така функція зв’язку є найкращим результатом даного ряду показників. 
В такому разі доцільно провести порівняльну характеристику результатів даної 
моделі на функції розподілу іншого вигляду. 
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Рис. 2.12. Графік УЛМ 
 
Порівнюємо логіт та пробіт моделі за допомогою таких функцій:  
 
[bl,dl,sl] = glmfit(w,[poor total],'binomial'); 
[bp,dp,sp] = glmfit(w,[poor total],'binomial','probit'); 
dl 
dl = 
    6.4842 
dp 
dp = 
    7.5693 
 
В результаті отримано, що відхилення моделі логіт є меншим від відхилення 
моделі пробіт. Хоча цей підхід не є формальним тестуванням, але примушує 
використовувати модель логіт в якості найкращої. 
Проведемо дослід для 2-х логіт-моделей. Але оскільки вище наведено 
приклад з логіт-моделлю, де використовувався w як лінійний предиктор, то 
доцільно скористатись «комбінованою» логіт-моделлю, де будуть наявні як 
лінійні так і квадратичні члени в параметрі w. Якщо позитивного ефекту немає для 
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квадратичних параметрів, то різниця у їх відхиленнях є величиною незначною в 
порівнянні з розподілом , який має одну степінь свободи:  
 
[b2,d2,s2] = glmfit([w w.^2],[poor total],'binomial') 
dl-d2 
ans = 
    0.7027 
chi2cdf(dl-d2,1) 
ans = 
    0.5981 
 
Різниця в 0,7072 не є звичайною для розподілу   з одним степенем 
свободи, тому квадратична модель не дає кращого наближення ніж звичайна 
лінійна модель. 
Оцінки коефіцієнтів моделі, стандартного відхилення, t-статистика та р-
значення для лінійної моделі мають вигляд: 
 
 [b sl.se sl.t sl.p] 
ans = 
  -13.3801    1.3940   -9.5986    0.0000 
    0.0042    0.0004    9.4474    0.0000 
 
Подані оцінки показують, що ми не можемо далі спростити модель. Кутові 
коефіцієнти, вільні члени в рівнянні регресії значно відрізняються від 0, про це 
свідчать р-значення, які є нульовими до 4-х десяткових розрядів. 
Отже, оптимальним наближенням для даного прикладу є біноміальний 
розподіл та логіт-функція зв’язку. 
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2.9. Мережі Байєса та методика їх побудови 
Байєсівські мережі – зручний імовірнісний інструмент для опису динаміки і 
статики процесів різної природи з метою подальшого аналізу особливостей їх 
функціонування, виявлення причинно-наслідкових зв’язків між змінними, 
прогнозування поведінки їх подальшого розвитку, розпізнавання ситуацій та 
образів і т. ін. [69, 64 – 66].  
На практиці часто БМ у формі спрямованого графа розглядають як модель 
представлення ймовірнісних залежностей між його вершинами. Дане твердження 
слідує із означення терміну причинного зв’язку, а саме: зв'язок BA  називають 
причинним, якщо подія A  є причиною виникнення події B , тобто існує механізм 
впливу значень змінної A  на значення, які приймає змінна B . БМ називають 
казуальною або причинною тоді, коли всі її зв’язки є причинними [68]. 
Формально БМ – це трійка ,,,  JGVN  де V  множина змінних; 
G спрямований ациклічний граф, вузли якого випадкові змінні моделюючого 
процесу; J розподіл ймовірностей змінних  .,...,, 21 nXXXV   Для множини 
змінних повинна виконуватись марковська умова – кожна змінна не залежить від 
усіх інших змінних, за винятком батьківських попередників цієї змінної [68]. 
 
2.9.1. Теорема Байєса і формування висновку на її основі 
Ймовірність одночасної появи двох незалежних подій D і S  визначається за 
виразом: 
).()(),( SpDpSDp   (2.26) 
Якщо D і S  залежні, то поява однієї із них дає деяку інформації. Про 
можливість появи події: 
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),|()(),( DSpDpSDp   (2.27) 
де )|( DSp  – ймовірність появи події S  при умові, що подія D  вже мала місце 
[68]. 
Згідно комутативності виразу (2.26) та (2.27) має місце рівність (2.28): 
),|()()|()(),( DSpDpSDpSpSDp   (2.28) 
а звідси випливає проста форма теореми Байєса (ТБ): 
.
)(
)|()(
),(
Sp
DSpDp
SDp   
(2.29) 
Теорему Байєса часто розглядають як механізм формування висновку або 
прийняття рішення. Розглянемо задачу визначення ймовірності виплати страхових 
виплат за страховим договором. У даному прикладі маємо: )|( SDp  ймовірність 
виплати страхової премії за умови наявності страхового випадку ,S  тобто це 
подія, відносно якої потрібно сформувати висновок; )(Dp ймовірність виплати 
страхової премії за певним страховим договором в межах конкретної страхової 
компанії. Величину ймовірності )(Dp  можна оцінити за допомогою динаміки 
розвитку страхової компанії, виходячи із попередніх виплат за договорами. 
Ймовірність появи страхового випадку, якщо страхова компанія здійснювали 
страхові виплати за цим договором в минулому – ).|( DSp  Цю величину 
оцінюють, виходячи із середньої динаміки розвитку самих страхових випадків. 
Ймовірність появи страхового випадку позначимо як )(Sp  та обчислюється згідно 
статистичних даних, але в цьому, як правило, немає необхідності. Нехай, змінна 
damagesD    – страхові виплати має два стани: trueD  – істинне значення змінної, 
яке означає, виплата була здійснена; falseD  протилежне значення, виплата не 
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мала місце. Незалежно від значення змінної S  сума двох значень ймовірності дає 
одиницю: 
.1)|()|(  SDpSDp falsetrue  (2.30) 
Застосовуючи до виразу (2.30) теорему Байєса, отримаємо (2.31): 
.1
)(
)|()(
)(
)|()(

Sp
DSpDp
Sp
DSpDp falsefalsetruetrue  
(2.31) 
або 
.1)|()()|()()(  falsefalsetruetrue DSpDpDSpDpSp  (2.32) 
Із виразу (2.32) слідує, що знаючи оцінку величини ймовірності )(Sp , її можна 
виключити з подальшого розгляду. Очевидно, що виключати )(Sp  доречно 
незалежно від кількості станів величини D . Крім цього, теорему Байєса 
розглядають як механізм, який об’єднує «апріорну» та «правдоподібну» 
інформацію. У наведеному вище прикладі )(Dp  – апріорна інформація, оскільки 
вона була відома до отримання будь-яких вимірів; )|( DSp правдоподібна 
інформація, отримана у результаті аналізу динаміки виплат страхових премій 
страховою компанією. У деяких випадках апріорні ймовірності можливо 
обчислити на основі статистичних даних, але недоліком даного підходу із-за 
суб’єктивних труднощів отримання статистичних даних [68]. 
До базових понять БМ включають [40, 80 – 82]: 
 Ланцюгове правило є засобом обчислення повної ймовірності у 
байєсових мережах. Якщо БМ на множині вершин },...,,{ 21 nAAAU  , то спільний 
розподіл ймовірностей є добутком усіх умовних ймовірностей, визначених у БМ:  

i
ii AparAPUP ))(()( , 
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де )( iApar  – множина (станів) батьківських вершин для iA . 
 Умовна незалежність вершин БМ означає блокування впливу між 
цими вершинами. Змінні (множини змінних) A  і C  є незалежними при відомому 
стані змінної B , якщо ),()( CBAPBAP  . Якщо стан вершини B  відомий, то ніяка 
інформація про C  не змінює ймовірностей A . 
 Маржиналізація означає знаходження суми ймовірностей на  
реалізаціях усіх змінних, окрім вибраних. Вона використовується для обчислення 
ймовірностей змінних, які нас цікавлять, на основі повної ймовірності: 

B
BAPAP ),()( . 
 Ймовірність Байєса для деякої події x  є мірою упевненості деякого 
експерта, що дана подія відбудеться. Якщо класична ймовірність – це фізична 
властивість реального світу, то ймовірність Байєса – це атрибут експерта, який її 
визначає. 
 Логічний висновок у БМ означає обчислення умовних ймовірностей 
деяких (вибраних) змінних на основі наданої інформації про інші змінні. 
 Розповсюдження в БМ означає процес обчислення апостеріорних 
ймовірностей для тих вузлів мережі, які не спостерігаються, на основі значень 
спостережуваних вузлів (тобто свідоцтв).  
 
2.9.2. Логічний висновок у мережі Байєса 
Ключовим поняттям обчислення ймовірностей у БМ є процес оновлення 
ймовірностей, або зміна міри довіри. Алгоритм цього процесу визначає спосіб 
отримання апостеріорних ймовірностей вершин мережі на основі отриманої 
інформації. Оновлення міри довіри вершин може розглядатися як синонім 
логічного висновку в БМ, а довіра по відношенню до них — це розподіл 
ймовірностей, обумовлений усіма свідоцтвами, що поступили у мережу.  
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Нехай БМ є мережею на множині змінних U, і нехай e — множина 
тверджень вигляду змінна A знаходиться у стані a. Таким чином, e представляє 
собою твердження спільна конфігурація вершин BA,...,  задана як ba ...,, . При 
розв’язанні задач потрібно знайти апостеріорний розподіл ймовірностей )|( eXP  
для усіх змінних .UX   
Математично ця задача може бути розв’язана таким чином:  
– використати ланцюгове правило для обчислення )(UP ;  
– відокремити ),( eUP  — частину )(UP , яка відповідає конфігурації 
)...,,( ba ; 
– отримати )|( eXP  шляхом маржиналізації ),( eUP для кожного UX   
(тобто для кожного стану Xx підсумувати усі елементи ),( eUP , для яких X  
знаходиться у стані x ); 
– обчислити )|( eXP  як результат нормування )|( eXP , тобто розділити 
)|( eXP   на суму всіх його членів.  
Однак, зазвичай )(UP настільки об’ємна, що  її неможливо зберігати, або 
необхідні обчислення можуть виявитися неприйнятно об’ємними. Відмовитися від 
використання повної ймовірності )(UP  вдається при послідовному застосуванні 
теореми Байєса.  
Дійсно, задача знаходження ймовірностей )|( eXP  на основі множини 
свідоцтв e  відносно БМ може бути представлена як задача оновлення 
ймовірностей на мережі (або частині мережі), до складу якої входить лише певна 
підмножина вузлів графу. Зменшення мережі до цієї підмножини відбувається 
шляхом послідовного виключення вузлів (маржиналізації) і механізму інверсії 
ребер графу на основі теореми Байєса. На рис. 2.13 показано отримання розподілу 
Р(С) шляхом послідовної редукції графа виключенням вершин (кроки 1, 2, 4, 5) та 
інверсії ребер (крок 3). 
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Рис. 2.13. Приклад формування ймовірнісного висновку у мережі Байєса. 
 
Необхідно зазначити, що наслідком теореми Байєса є підтримка нею 
оцінювання ймовірностей на графі в обох напрямках. Процес формування 
висновку в мережі супроводжується розповсюдженням по мережі свідчень, що 
надійшли. При цьому процес розповсюдження ймовірностей у БМ ґрунтується на 
механізмі їх перерахунку [67]. Для спрощення обчислювального процесу 
використовується метод зашумленого вентиля або (noisy or gate) [68, 83]. Його 
суть полягає у тому, що у деяких прикладах вершина y  може бути умовно 
незалежною від цілого ряду вершин ,rx  де .,...,2,1 nr   Цей метод використовують 
для обчислення 
n2  ймовірностей, які необхідні при використанні таблиць умовних 
ймовірностей. Згідно із цим методом ймовірність y  залежно від n  вершин rx  
оцінюється як  


n
i
in xypxxxyp
1
21 .)|(11)...,,,|(  Остання рівність дає 
можливість оцінити тільки ймовірності  
)|(...,),|(),|(),|( 321 nxypxypxypxyp , 
а на їх основі визначити )....,,,|( 21 nxxxyp  
Для визначення наступного вузла, який виключається, необхідно розглянути 
усю мережу повністю. Вплив свідоцтва простежується лише на окремий вузол, а 
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для виключених вузлів він невідомий. І нарешті, наведений алгоритм 
концептуально послідовний, хоча для побудови життєздатних моделей людських 
міркувань застосування паралелізму видається більш адекватним підходом. 
Альтернативним до розглянутого вище методу формування логічного 
висновку є алгоритм формування логічного висновку у БМ, який полягає у 
використанні поняття повідомлення, згідно з яким оновлення ймовірностей 
вершин мережі здійснюється шляхом розсилання кожною вершиною двох типів 
повідомлень про свій стан:  повідомлення для батьківських вершин (тобто 
вершин, які не мають потомків) та  повідомлень для дочірніх вершин. Міра 
довіри для події xX   розраховується як нормований добуток числового 
еквіваленту повідомлень )()( xix   [76]. 
 
2.9.3. Навчання структури мережі Байєса 
Як відомо для опису БМ необхідно визначити дві характеристики: структуру 
у вигляді графа і параметри кожного умовного розподілу ймовірностей (УРЙ). 
Однак  навчання структури набагато складніше, ніж навчання параметрів. У 
роботах [64, 76] розглянуті основні чотири випадки, які мають місце при навчанні 
мережі.  
1. Відома структура, повна спостережуваність. У такому випадку 
використовується метод оцінювання максимальної правдоподібності за таблицею 
умовних ймовірностей.  
2. Відома структура, часткова спостережуваність. Використовується ЕМ-
алгоритм (максимізації математичних сподівань) для знаходження (локально) 
оптимальної максимальної оцінки ймовірності параметрів.  
3. Невідома структура, повна спостережуваність. У роботі [76] для 
даного випадку визначається функція оцінювання, що використовується для 
вибору моделі, потім обговорюються алгоритми, які скеровані на оптимізацію цієї 
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функції у просторі моделей, і досліджуються їх обчислювальна і типова 
складність. 
4. Невідома структура, часткова спостережуваність. Розглянемо 
докладніше цей найскладніший випадок: структура невідома і є приховані змінні 
і/або втрачені дані. Для того щоб обчислити ваговий коефіцієнт Байєса, потрібно 
розглянути другорядні приховані вузли і параметри. Оскільки це дуже складно, то 
зазвичай використовують асимптотичне наближення до наступного критерію, 
названого байєсівським інформаційним критерієм (БІК), який визначається таким 
чином:  
     ),dim(
2
)log(ˆ,|log)|(log G
N
GDPDGP
G
   
де N кількість зразків; Gˆ  – ML-оцінка параметрів; )dim(G  – розмірність моделі. 
Ліва частина нерівності – це лише ймовірність, а права – штраф на складність 
моделі. [80].  
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Висновки до розділу 2 
Поява нових задач з великими обсягами вхідних даних (при цьому завчасно 
невідомо, які серед них є суттєвими), які не можна розв’язати з використанням 
існуючих методів, викликає потребу у розробці нових інтегрованих методів та 
підходів. 
1. У даному розділі запропоновано байєсівський підхід до моделювання 
фінансових процесів, який ґрунтується на використанні узагальнених лінійних 
моделей, методах оцінювання параметрів з використанням модифікованих 
процедур Монте-Карло для марковських ланцюгів, умовних розподілах 
випадкових величин, байєсівській регресії та байєсівських мережах (статистичних 
і динамічних). Байєсівський підхід до аналізу даних має такі переваги: можливість 
ідентифікації і врахування невизначеностей ймовірнісного, статистичного та 
амплітудного типів, уточнення наявності причинно-наслідкових зв’язків між 
змінними моделі, одночасне використання експертних оцінок і статистичних 
даних при побудові моделей, наявність широкого спектру обчислювальних 
процедур, необхідних для оцінювання структури і параметрів математичних 
моделей, допускається висока розмірність моделі у випадку використання 
байєсівських мереж.  
2. Розглянуто узагальнені лінійні моделі, їх сутність, класифікація, 
застосування, складові елементи – функція зв’язку, залишки в УЛМ; особливості 
побудови узагальнених лінійних моделей, модель з бінарною залежною змінною; 
логіт / пробіт – моделі, як окремий випадок УЛМ; проаналізовано алгоритм 
прогнозування за допомогою УЛМ. Крім цього, розглянуто методи оцінювання 
параметрів УЛМ серед яких: точкові та інтервальні методи, метод максимальної 
правдоподібності, байєсівський підхід. Визначено необхідність пошуку величин за 
методом максимальної правдоподібності в УЛМ – як окремий випадок в 
логіт/пробіт моделях. Наведено ілюстративний приклад реалізації та використання 
  
104 
УЛМ за допомогою логіт/пробіт моделей та середовища аналізу статистичних 
даних Matlab. 
3. Досліджено особливості побудови мереж Байєса та формування 
висновку на основі їх структури. Отже, для опису БМ необхідно визначити дві 
характеристики: структуру у вигляді графа і параметри кожного умовного 
розподілу ймовірностей. Але навчання структури є набагато складнішим ніж 
навчання параметрів. У якості методики навчання БМ проаналізовано чотири 
основні для практики випадки: відома структура, повна спостережуваність; відома 
структура, часткова спостережуваність; невідома структура, повна 
спостережуваність; невідома структура, часткова спостережуваність. 
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РОЗДІЛ 3 
РОЗРОБКА МЕТОДИКИ ПОБУДОВИ МАТЕМАТИЧНИХ 
МОДЕЛЕЙ ДЛЯ АНАЛІЗУ ТА ПРОГНОЗУВАННЯ АКТУАРНИХ 
ПРОЦЕСІВ 
 
Прогнози можна класифікувати як суб’єктивні (експертні) та основані на 
моделях. Суб’єктивні прогнози не формуються за строгими правилами, а 
спираються на неформальні міркування експерта. Основані на моделях прогнози 
грунтуються на правилах або моделях, в яких формалізовано відношення між 
певними змінними. 
Середовище актуарних процесів – це та сукупність процесів, які пов’язані з 
діяльністю страхових компаній, головною метою яких є фінансова компенсація 
наслідків випадкових подій, які несуть за собою матеріальні збитки. Однак, 
фінансові операції, пов’язані з азартними іграми та торгівлею цінними паперами, 
не являються предметом розгляду у сфері страхування, оскільки у випадку з 
азартними іграми учасники свідомо погоджуються на ризик, розуміючи, що 
ситуація може видатись вдалою або ж не вдалою для їх матеріального положення. 
Аналогічна ситуація і з цінними паперами – учасник торгів може зазнати невдачі, 
але його ризики не страхуються, оскільки у такому випадку страхові компанії 
повинні розплачувались за будь-яке невдале розміщення капіталу. Таким чином, 
тут панує два види ризику, перший – чистий ризик, а другий – спекулятивний. 
Предметом інтересу страховиків є тільки чисті ризики. 
Слід зазначити, що страхова діяльність сама по собі перерозподіляє грошові 
кошти та акумулює їх, з однієї сторони, безпосередньо для страхової діяльності, а 
з іншої – для інвестування цих коштів в різні галузі діяльності і тим самим сприяє 
їх розвитку.  
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Отже, в силу характеру та різноманітності діяльності СК дана сфера 
потребує розробки та вдосконалення економіко-математичних моделей для 
прогнозування в умовах невизначеності, оцінювання ризику реалізації відповідних 
актуарних процесів, з якими у повсякденному житті зустрічається кожен.  
Виходячи із актуальності задачі прогнозування актуарних процесів у цьому 
розділі розроблено методику побудови математичної моделі для аналізу та 
оцінювання ризиків СК із урахуванням запропонованого методу і алгоритму 
обробки екстремальних значень. 
 
3.1. Аналіз методів побудови математичних моделей актуарних 
процесів 
З метою поглибленого вивчення природи походження та аналізу процесів, 
представлених у вигляді фінансових часових рядів, прогнозування змінних, 
проектування і реалізації необхідних систем підтримки прийняття рішень (СППР) 
застосовують методи математичного моделювання. Найчастіше на практиці 
застосовують структурний або функціональний методи побудови математичних 
моделей. 
Структурний метод передбачає моделювання внутрішнього механізму 
взаємодії змінних та відображає їх фактичні взаємозв’язки. Критерієм 
оптимальності структурної моделі є максимально наближений характер поведінки 
основних змінних реального процесу і моделі. 
На противагу структурному методу, функціональний метод 
використовується для формального опису процесу, інформація про фактичну 
структуру цього процесу та взаємодії його змінних найчастіше відсутня або тільки 
частково береться до уваги. У такому випадку процес порівнюють з «чорною 
скринькою» [1]. 
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У даній роботі використовується структурний метод побудови 
математичних моделей, який базується на системному підході. На рис. 3.1 
представлено структурну схему процедури побудови математичних моделей 
актуарних процесів.  
На першому етапі виконується статистичний аналіз початкової вибірки з 
метою виявлення факторів виродженості статистичних даних та подального 
оцінювання структури моделей. У межах дисертаційної роботи досліджуються два 
класи моделей: УЛМ та мережі Байєса. За допомогою критеріїв якості 
визначається адекватність моделі та оцінювання якості отриманих прогнозних 
значень. У разі незадовільного результату на рис. 3.1 передбачено зворотній 
зв'язок. Також, актуарію надається можливість прийняття рішення щодо 
доречності деталізованого фінансового аналізу з метою вчасного запобігання 
настання банкротства СК; аналізу ефективності виконання умов договорів та 
виплати страхових платежів і страхових виплат; прийняття управлінських рішень 
та аналізу наслідків їх реалізації; а також ймовірнісного прогнозування величини 
страхових виплат за кількістю страхових випадків та договорів. 
На практиці більшість рішень у страхуванні приймаються актуаріями 
одноособово або колегіально в умовах наявності невизначеностей різних типів, 
використовуючи такі критерії [68]: maximax – критерій, при якому вибирається 
альтернатива, що дає максимальний вихід із максимальним числовим значенням; 
miximin – критерій, при якому вибирається мінімальний дохід усередині кожної 
альтернативи, а потім альтернатива з максимальним значенням. Тобто за цим 
критерієм знаходиться альтернатива з найменшою можливою втратою, його 
називають "песимістичним" критерієм рішення; рівновірогідний – критерій 
рішення при якому вибирається альтернатива з найвищим середнім прибутком. 
Тобто, спочатку розраховується середній дохід для кожної альтернативи, як частка 
від ділення суми всіх результатів на їх кількість. Потім вибирається альтернатива з 
максимальним значенням. 
  
108 
 
 
Рис. 3.1. Структурна схема процедури побудови математичних моделей актуарних 
процесів
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3.2. Визначення структури математичної моделі 
Структури математичних моделей відповідають узагальненим лінійним 
моделям, що утворюють досить загальний клас статистичних моделей, який 
включає лінійну та нелінійну регресію, дисперсійний і коваріаційний аналіз, Log-
лінійні моделі для аналізу випадкових таблиць, нелінійні моделі типу пробіт/логіт, 
регресію Пуассона та деякі інші типи моделей [Розділ 2]. 
Оцінити структуру моделі, адекватної досліджуваному процесу, задача не 
проста і вирішується, як правило, ітераційно. Спочатку структуру моделі 
оцінюють наближено на підставі дослідження закономірностей протікання 
процесу, аналізу кореляційних функцій, візуального аналізу даних. При цьому 
вибирають кілька найбільш ймовірних структур (кандидатів). Потім обчислюють 
оцінки параметрів моделей-кандидатів і вибирають кращу з них, використовуючи 
відповідні статистичні характеристики моделей. 
Якщо жодна з моделей-кандидатів не може вважатися адекватною, то 
необхідно досліджувати на інформативність експериментальні дані, умови, в яких 
функціонує досліджуваний процес, виявити типи випадкових зовнішніх збурень, 
оцінити похибки вимірів і т. ін. Найпоширенішою помилкою при побудові 
неадекватності моделі є недостатній об’єм статистичних даних (вибірки). У 
такому випадку може знадобитись повторний чи додатковий збір 
експериментальних даних, визначення впливових факторів та ін. 
Основи методики побудови моделей часових рядів запропоновані Боксом і 
Дженкінсом у 1970-х роках і розвинуті в роботах [34, 87]. Для забезпечення 
належної точності оцінок прогнозів розвитку актуарних процесів розроблено 
методику побудови математичної моделі процесу, яка передбачає такі етапи:   
1) системний аналіз процесу, для якого будується модель на основі 
експертних оцінок протікання процесу, візуального дослідження вимірів вхідних і 
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вихідних змінних, представлених часовими рядами, вивчення вже існуючих 
моделей та іншої доступної інформації;  
2) попередня обробка експериментальних даних (підготовка даних для 
побудови моделі);  
3) аналіз часових рядів на стаціонарність, виродженість та можливу 
наявність екстремальних значень за допомогою описових статистик і візуального 
аналізу;  
4) виявлення та обробка масивів екстремальних значень; 
5) оцінювання структури моделей-кандидатів, виходячи із базової 
структури УЛМ:  
а) ідентифікація стохастичної і систематичної складових та функції 
зв’язку;  
б) забезпечення припущення стосовно закону розподілу залежної 
змінної;  
в) обчислення описових статистик та оцінювання відповідності  оціненої 
моделі (класу моделей) статистичним даним, використовуючи відповідні критерії 
відповідності (наприклад, критерій відношення правдоподібності);  
г)  визначення значущості предикторів за допомогою статистики Вальда 
та статистики міток;  
д) оцінити характеристики інших елементів структури математичної 
моделі (наприклад, лагів та залишків);  
6) визначити метод оцінювання невідомих параметрів математичних 
моделей обраних структур. Найчастіше – це МНК та його модифікації, метод 
максимальної правдоподібності (ММП), застосування байєсівского підходу до 
методів Монте-Карло;  
7) обґрунтування та вибір кращої з оцінених моделей-кандидатів за 
допомогою множини статистичних критеріїв адекватності моделей. 
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Особливості застосування запропонованої методики у розгорнутому вигляді 
допомагають зрозуміти її ефективність та практичну цінність.  
 
3.3.1. Системний аналіз процесу 
У загальному випадку математична модель системи містить формальний 
опис множини можливих станів останньої та закон переходу з одного стану до 
іншого. Але для того щоб побудувати таку математичну модель доцільно саме на 
етапі системного аналізу процесу виконати ідентифікацію об’єкта дослідження у 
вигляді системи, що перш за все передбачає визначення сутності проблеми та 
виконання якісного аналізу процесу, а саме: 
1) визначити сутність і мету задачі моделювання; 
2) сформулювати можливі передумови та припущення, необхідні для 
побудови моделі; 
3) визначити основні властивості об’єкта моделювання: структура, 
розмірність, наявність збурень та їх типи, логічні взаємозв’язки між його 
елементами; 
4) при можливості сформулювати гіпотези, які відображають динаміку 
руху об’єкта та його взаємозв’язки із зовнішнім середовищем. 
Аналіз процесу – це надзвичайно важливий етап, достовірне виконання 
якого потребує практичного досвіду дослідження реальних процесів різної 
природи та спрямовується на виконання таких задач [40]:  
а) визначення кількості входів і виходів, тобто визначення розмірності 
процесу та його моделі;  
б) встановлення логічних зв’язків між змінними та аналіз можливостей їх 
математичного опису (коректного об’єднання в одному математичному виразі);  
в) визначення кількості зовнішніх збурень та їх типу (детерміноване чи 
стохастичне; розподіли відповідних випадкових процесів);  
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г) встановлення можливості розподілу процесу на окремі підпроцеси, які 
є простішими як з точку зору їх функціонування, так і з точки зору математичного 
опису; такий «умовний розподіл» в математиці найчастіше називають 
декомпозицією – це досить складний процес, який ґрунтується на спеціальних 
математичних методах;  
д) якщо процес має ієрархічну структуру (верхній та нижній рівень 
функціонування), то необхідно чітко відокремлювати ці рівні, визначивши при 
цьому функції кожного з них і встановити які типи зв’язків існують між ними; 
наприклад, для технологічних процесів доречно будувати дерево ієрархії, що 
розмежовує їх на два та більше рівнів функціонування і керування;  
е) аналіз та використання знань із попередніх публікацій та досліджень 
щодо особливостей функціонування процесу, відомих законів та закономірностей 
його протікання, виявлення існуючих моделей процесу та досвіду його 
теоретичного чи експериментального дослідження;  
ж) за наявності розроблених моделей досліджуваного процесу необхідно 
встановити їх недоліки та переваги, а також визначити можливість подальшого 
використання (модифікації); аналіз і використання існуючих моделей надає 
можливість суттєво скоротити час та інші витрати на побудову і використання 
моделі. 
Ігнорування цього етапу призводить до ускладнень або до неможливості 
побудови моделі високого ступеня адекватності процесу, або до отримання хибної 
моделі, яка не відображає реальної сутності досліджуваного процесу. Подальше 
використання отриманої моделі може призвести, наприклад, до «неточного» 
прогнозу, а в подальшому – до керування низької якості. Отриману інформацію 
максимально використовують для попереднього оцінювання структури моделі або 
кількох моделей-кандидатів, параметри яких оцінюють за допомогою 
експериментальних даних. У процесі виконання аналізу функціонування 
досліджуваного процесу доцільно використовувати та порівнювати експертну 
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інформацію з різних джерел. Це особливо стосується фінансово-економічних 
процесів, щодо яких може надходити інформація з протиріччями. 
 
 
3.3.2. Попередня обробка експериментальних даних 
З практичної точки зору експериментальні дані – це випадкові величини або 
величини наближені до них, тому в ході експерименту існує проблема отримання 
інформації, спотвореної певними перешкодами, результуючі дані можуть суттєво 
різнитись за одних і тих же умов. Мета попередньої обробки даних полягає у 
відсіюванні грубих похибок і оцінюванні достовірності експериментальних 
результатів, перевірці відповідності результатів вимірювання одному із законів 
множини експоненціальних розподілів, а також належній підготовці даних до 
оцінювання структури і параметрів моделі.  
Процес попередньої обробки експериментальних (статистичних) даних, як 
правило, включає такі операції:  
а) нормування та візуальний аналіз даних і, за необхідності, їх 
корегування; нормування даних означає їх логарифмування або приведення до 
зручного діапазону їх зміни;  
б) корегування даних полягає у заповненні пропусків та зменшенні 
викидів (екстремальних значень), що виходять за основний (заданий) діапазон 
значень змінних;  
в) формування перших або різниць вищих порядків, які необхідні для 
аналізу відповідних складових часового ряду.  
Використання різниць дає можливість будувати моделі для швидкості та 
прискорення основної змінної. Часто із значень ряду віднімають його середнє для 
того, щоб отримати можливість працювати з відхиленнями, а не повними 
значеннями вимірів змінних. Це необхідно робити, наприклад, при побудові 
моделей у просторі станів. Для оцінювання середнього існує метод оновлюваного 
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середнього, який полягає у використанні рекурентної формули для обчислення 
величини середнього арифметичного. Якщо випадкова величина Х надходить у 
вигляді дискретних вимірів та для )1( N -го виміру обчислено середнє значення, 
то поява нового виміру змінює попереднє середнє значення на величину 
)(
1
1 NN XX
N
. Таким чином, при згладжуванні за цим методом у кожній точці на 
числовій осі експериментальне значення заміняється на величину середнього, що 
розраховане на конкретний момент часу. Послідовність таких середніх значень є 
статистичним рядом щодо змінної х, який використовується при подальшій 
обробці. Застосування того чи іншого методу підготовки даних для моделювання 
визначається в кожному випадку по-своєму.  
 
3.3.3. Аналіз наявності нелінійностей 
Для розв’язання проблеми, пов’язаної з визначенням наявності нелінійності 
у досліджуваному процесі та її характеру використовують візуальний аналіз даних 
та формальні тести. За допомогою візуального аналізу виявляють існування 
ділянок з лінійним або нелінійним трендом, в якійсь мірі наявність 
гетероскедастичності та значних викидів, які можуть суттєво впливати на якість 
моделі [40]. 
Існує також ряд формальних тестів на наявність нелінійності. Розглянемо 
простий тест для визначення наявності нелінійності. Цей тест можна застосувати у 
випадку, коли до уваги можна взяти кілька вибірок спостережень для одного і того 
ж процесу: 
,
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де iy  середнє значення для i ї групи (вибірки або групи) даних; iy

 середнє 
для лінійної апроксимації даних; m  число груп даних; in  число вимірів в i й 
групі; n  загальне число вимірів. Якщо статистика F

 з 21  mv  та mnv 2  
степенями свободи досягає або перевищує рівень значущості, то гіпотезу щодо 
лінійності необхідно відхилити. Недоліком даного підходу є те, що для його 
застосування необхідно мати кілька (не менше трьох) груп даних для одного і того 
ж процесу, які можна отримати в результаті виконання повторних експериментів.  
Наявність нелінійності можна встановити також за допомогою вибіркових 
нелінійних кореляційних функцій (НКФ), тобто кореляційних функцій, 
розрахованих за вибірками експериментальних (статистичних) даних. Наприклад, 
якщо дискретна НКФ 
   
,
)()(
1
)(
2
1
2
)()( 22
xy
N
sk
skxkyyx
xskxyky
N
rsr
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



,...3,2,1,0s , 
містить значення, які суттєво відрізняються від нуля в статистичному смислі, то 
процес містить квадратичну нелінійность стосовно регресора x .  
Наявність нелінійного детермінованого тренду у процесі можна визначити 
шляхом оцінювання рівняння:  
,...)( 2210
m
mkckckcaky   
яке представляє собою поліном порядку m  стосовно дискретного часу. Якщо хоча 
б один із коефіцієнтів mici ,...,1,   є статистично значущим, то гіпотеза щодо 
відсутності тренду відхиляється. Якщо тренд відносно швидко змінює свій напрям 
руху і для нього трудно знайти адекватний функціональний опис, то застосовують 
моделі випадкових трендів, які ґрунтуються на комбінаціях випадкових величин 
[1, 40].  
Автоматично оцінює структуру математичної моделі метод групового 
врахування аргументів (МГВА), який широко застосовується до формального 
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опису широкого класу процесів. Його успішно застосовують і сьогодні до 
моделювання процесів різної природи з нелінійностями та нестаціонарностями. 
Подальшим розвитком даного методу є нечіткий МГВА, який ґрунтується на 
нечіткому представленні параметрів оцінюваної моделі [40].   
 
3.3.4. Обробка масивів екстремальних значень 
Проблема недостатніх об’ємів інформації часто зустрічається при 
дослідженні процесів економічного, фізичного, природничого походження і стає 
причиною труднощів при розв’язанні задач побудови моделей для таких 
екстремальних даних. Наприклад, економісту потрібно знайти максимальне 
значення з деякої вибірки з виродженими даними. Звичайно існує кілька 
можливих способів, за якими експерт із знаннями досліджуваного процесу може 
надати інформацію, що має відношення до екстремальної поведінки і яка залежить 
від наявних даних. Але часто така інформація супроводжується наближеними 
вимірами, які відрізняються від дійсних значень та роблять хибними майбутні 
прогнози, що будуються на їх основі. Одним із сучасних методів аналізу таких 
екстремальних значень є теорія екстремальних значень (ТЕЗ) [3]. 
Задачею ТЕЗ є цілеспрямований аналіз та оцінювання ймовірності появи 
випадкових величин, пов’язаних з екстремальними, тобто рідкісними подіями. 
Екстремальні значення не є фіксованими величинами, це нові випадкові величини, 
які залежать від характеру протікання процесу, типу вихідного розподілу та 
об’ємів вибірки. Наприклад, в галузі страхування будь-якого майна рідкісною, але 
ймовірною подією є настання страхового випадку, яке повинно супроводжуватись 
значними виплатами страхових премій.  
Математичну модель екстремальних даних можна представити у вигляді 
[75]: 
 
 ,,...max 1 nn XXM   (3.1) 
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де nXX ,...,1  – послідовність незалежних випадкових величин з функцією розподілу 
.F  У виразі (3.1) величина nM  позначає максимум досліджуваного процесу на 
інтервалі часу n  і має розподіл (3.2) [1]:  
 
         nnnn zFzXzXzXzXzM )(Pr...Pr,...,PrPr 11  . (3.2) 
 
Функція F  невідома, а тому розглядається наближена оцінка для 
nF . Якщо 
послідовність констант }0{ na  та }0{ nb  таких, що  
)()(Pr zGxbxaFz
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при n , то G  – невироджена функція розподілу, яка належить до одного з 
розподілів екстремальних значень, наприклад, до узагальненого розподілу 
екстремальних значень (УРЕЗ) (3.3):  
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де  параметр розподілу;  параметр масштабованості;  параметр форми 
розподілу [88].  
Відповідно до теореми про типи розподілів екстремальних значень 
виділяють три типи таких розподілів, а саме:  
1) розподіл Гумбела: 
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2) розподіл Фреше: 
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3) розподіл Вейбулла: 
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Для всіх трьох випадків  ba ,0 дійсне число. Для другої та третьої 
функції параметр 0 . Ці три класи розподілів називають розподілами 
екстремальних значень, вони зображені на рис. 3.2. 
 
 
Рис. 3.2. Функції щільності розподілу для трьох типів розподілів 
 
Із рис. 3.2 видно, що кожен з розподілів має свою форму поведінки хвоста. 
Наприклад, для розподілу Вейбула хвіст має кінцеву точку ,sup

 
z  а для 
розподілів Фреше та Гумбела supz . Крім того, щільність розподілу Гумбела 
експоненціально затухає, тоді як щільність розподілу Фреше затухає 
поліноміально. Розподіл Гумбела є наближеним до класу таких відомих як 
нормальний, лог-нормальний та гамма  розподілів. Розподіл Фреше має тяжкий 
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хвіст, який позначається як )( rXE  для 

1
r  (що означає нескінченність 
дисперсії при 2/1 ).  
В окремий клас виділяють узагальнений розподіл Парето (УРП), який 
отримуємо за умови: X  – це розподіл, що умовно перевищує деякий поріг u : 
,
)(1
)()(
)(
uF
uFyuF
yFu


  (3.4) 
де  ,1)(:sup  xFxwu F  що найчастіше зводиться до пошуку границі: 
),,,()( uu yGyF   
де G узагальнений розподіл Парето, еквівалентний виразу [88]: 
,11),,(
/1 











y
yG  
1) якщо 0 , то маємо довгий хвіст /1x , що еквівалентно розподілу 
Парето; 
2) якщо 0  та спрямовуючи 0 , отримаємо 








y
yG exp1)0,,( , тобто 
експоненціальний розподіл з середнім  ; 
3) якщо 0 , то кінцева верхня точка знаходиться на рівні 


 . 
Також однією із переваг практичного застосування УРЕЗ є інваріантність 
кожного з розподілів, які належать до даного класу. Далі представлено алгоритм 
обробки екстремальних значень для забезпечення належної попередньої 
підготовки статистичної вибірки до повноцінної побудови УЛМ. 
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3.3.5. Формування елементів структури УЛМ  
На даному етапі необхідно вибрати структури моделей кандидатів. Поняття 
структури математичної моделі розглядається, виходячи із складових УЛМ, та 
включає наступне: 
а) визначення стохастичної складової – залежної змінної, яка 
розподілена згідно одного з законів розподілу із сімейства експоненціальних 
законів розподілу з середнім μ. Цю компоненту називають ще розподілом вихідної 
змінної;  
б) встановлення систематичної складової – p -незалежних змінних, які 
об’єднуються в один «лінійний предиктор» [28];  
.  X  
в) визначення характеру функції зв’язку, виходячи із розглянутої їх 
класифікації. Вона відображає взаємозалежність між припущенням випадковості 
та систематичності.  
Крім цього, до структури УЛМ належать показники, які визначають 
наступне: 
а) порядок моделі (найвищий порядок рівнянь, що його утворюють); 
б) розмірність (кількість рівнянь моделі);  
в) залишки в УЛМ, які використовуються для дослідження адекватності 
моделі прогнозування, вибору функції зв’язку, функції дисперсії та елементів 
лінійного предиктора; 
г) можливі нелінійності та їх тип; 
д) зовнішні збурення та їх тип (детерміновані або випадкові; адитивні та 
мультиплікативні). 
Коефіцієнт кореляції, а в загальному випадку кореляційна функція, дають 
можливість встановити факт існування зв’язку між змінними. Кореляційна 
матриця дає можливість встановити існування зв’язку між залежною (ендогенною) 
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змінною та незалежними (екзогенними) змінними у правій частині. Саме тому для 
того щоб визначити необхідність включення незалежних змінних (регресорів) в 
праву частину рівняння, обчислюють коефіцієнт кореляції між залежною та 
відповідними незалежними змінними. 
Вважається, що сукупний вплив невимірюваних випадкових факторів можна 
описати, в деякій мірі, за допомогою випадкової змінної )(k . Оскільки вона не 
вимірюється, то оцінити її значення (похибку моделі або залишок) можна тільки 
після оцінювання коефіцієнтів моделі, тобто  
),(ˆ)()()(ˆ kykykek   
де )(ˆ ky  оцінка змінної )(ky , отримана за допомогою моделі; )(ky  фактичний 
вимір.  
Крім кореляційної матриці для аналізу змінних моделі використовують 
описові статистики, наприклад, такі: коефіцієнт асиметрії, коефіцієнт ексцесу, 
статистику Жак-Бера, що стосується перевірки гіпотези про нормальний розподіл. 
Таким чином, цей етап закінчується формуванням структур кількох 
моделей-кандидатів з різними законами розподілу: нормальний, гамма, розподіл 
Пуассона та відповідним видом функції зв’язку (логарифмічна, тотожна). 
Кандидатів може бути кілька, оскільки встановити адекватну структуру за один 
раз, як правило, неможливо. Загалом побудова моделі високого ступеня 
адекватності – це ітераційний процес, який вимагає значних зусиль. На 
наступному етапі оцінюють параметри моделей-кандидатів.  
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3.3.6. Оцінювання параметрів (коефіцієнтів) моделей-кандидатів  
На шостому етапі оцінюють коефіцієнти (параметри) рівняння, 
використовуючи принцип економії або збереження. Цей принцип означає, що 
кількість коефіцієнтів, що оцінюються, не повинна перевищувати їх необхідне 
число (“необхідність” можна визначити, наприклад, як необхідність збереження в 
моделі основних статистичних характеристик процесу) [1, 40].  
Оцінювання параметрів узагальненої лінійної моделі зазвичай виконується 
за допомогою методу найменших квадратів. Для нормально розподілених даних – 
це еквівалентно оцінюванню за методом максимальної правдоподібності. Але при 
моделюванні процесів будь-якої природи необхідно пам’ятати, що поведінку 
процесу необхідно апроксимувати за допомогою рівнянь, а не старатися описати 
його до найменших дрібниць. 
В процедурі оцінювання часто використовують не абсолютні значення 
змінних, а їх відхилення від середнього, тобто  
,)()( ykYky   
де )(kY значення виміру,  y середнє значення ряду. Для оцінювання 
параметрів моделей використовуються рекурсивні процедури; поточне середнє 
також можна обчислювати за рекурсивною формулою:  
)].1()([
1
)1()(  kky
k
kk yyy   
Найбільш поширеними методами оцінювання параметрів моделі є такі: 
МНК; зважений метод найменших квадратів; ММП; методи Монте-Карло 
(ітеративні та неітеративні); метод моментів. Так, оцінки МНК обчислюють за 
допомогою виразу:  
  ,ˆ 1 yXXX TT   
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де  ][ p  вектор оцінок параметрів вимірності p ; ][ pN X  – матриця вимірів; 
][Ny  вектор вимірів залежної змінної. В квадратних дужках вказана розмірність 
векторів і матриці. Обчислення елементів матриці вимірів має свої особливості 
для кожної конкретної моделі.  
Застосування МНК в деяких випадках призводить до отримання зміщених 
оцінок через чутливість оцінок до різких викидів, які зустрічаються у вихідних 
даних. Тому альтернативою для МНК є ММП – один із основних методів, який 
застосовується для оцінювання параметрів УЛМ. Для нормальної похибки, 
логарифмічну функцію правдоподібності l, виходячи з n-спостережень, можна 
представити у вигляді: 
 
.)2log(2
1
2
2
2




n
i
iiynl


  
Для фіксованого σ2 максимізація параметра l еквівалентна мінімізації суми 
квадратів 
2
)( y  для відхилень µ; так, для лінійної моделі: 
.
1
j
p
j
ijii
x  
  
В останні десятиліття набув популярності метод Монте-Карло для 
оцінювання невідомих параметрів моделей, що відносяться до класу УЛМ. 
Основна ідея методу Монте-Карло полягає у рівномірному розбитті інтервалу 
спостереження даних ];[ 1itt i  на множину менших відрізків шляхом введення 
неспостережуваних (згенерованих) величин у проміжні моменти часу [1].  
Алгоритм оцінювання параметрів моделей функціонує таким чином: 
– генерування значення 1iuX з розподілу ),|( 0
i
u XXP  , де 0X  – 
експериментальні значення процесу;  
– генерування значення параметрів 1i  з розподілу ),|( 0
i
uXXP  . 
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При досить слабких умовах регулярності згенерований таким чином 
статистичний ряд має граничний стаціонарний розподіл )|,( 0XXP u  , який за 
допомогою відомих арифметичних операцій перетворюється в )|( 0XP  . Недолік 
методів Монте-Карло – велика ресурсоємність. Проте методи цієї групи широко 
використовуються завдяки універсальності, хорошій масштабованості, здатності 
ураховувати неспостережувані змінні, незначним похибкам оцінювання, а також 
можливості застосування паралельних обчислень для прискорення процесу 
оцінювання. Зазначимо, що перевірити виконання наведених умов можна тільки 
після оцінювання коефіцієнтів моделі, а до оцінювання можна тільки постулювати 
їх виконання. Тобто після оцінювання моделі оцінка значень випадкового процесу 
визначається похибками моделі: )(ˆ)()()(ˆ kykykek  , що дає можливість 
виконати аналіз характеристик випадкового процесу )}({ k .  
 
3.3.7. Діагностика моделей – вибір кращої з множини оцінених кандидатів  
На сьомому етапі аналізується якість моделі, тобто виконується перевірка 
оцінених кандидатів на адекватність процесу. Діагностика складається з 
послідовності кроків, наведених нижче. 
1. Візуальне дослідження графіка похибок моделі )(ˆ)()( kykyke  , де 
)(ˆ ky  оцінка змінної, отримана за допомогою побудованої моделі. На графіку не 
повинно бути значних викидів та довгих інтервалів, на яких похибка приймає 
великі значення (тобто довгих інтервалів суттєвої неадекватності). Наприклад, у 
випадку побудови УЛМ, коли закон розподілу залежної змінної було обрано 
випадково, без аргументації та візуального аналізу, то в результаті використання 
такої моделі буде отримано значні відхилення від реальних даних при 
прогнозуванні, що підтверджується критичним значенням похибки і хибними 
оцінками параметрів [40].  
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2. Похибки моделі не повинні бути корельовані між собою. Для аналізу 
наявності кореляції між значеннями похибок необхідно обчислити АКФ та ЧАКФ 
для ряду )}({ ke  і за допомогою Q статистики визначити ступінь корельованості 
(наприклад, Q статистика вважається несуттєвою до рівня 10%).  
Крім того, корельованість похибок визначають за допомогою статистики 
Дарбіна-Уотсона (DW), яка розраховується за формулою:  
,22 DW  
де 2/)]1()([ ekekeE   – коефіцієнт кореляції між сусідніми значеннями 
похибки; 2e  дисперсія послідовності похибок )}({ ke . Таким чином, при повній 
відсутності кореляції між похибками 2DW  – це ідеальне значення. Граничними 
значеннями для DW  є 0 (при 1 ) та + 4 (при 1 ).  
3. Перевірка статистичної значущості параметрів моделі. Статистика 
Стьюдента або t статистика (випадкова величина, що має t розподіл), яка 
використовується для визначення значимості оцінки кожного коефіцієнта в 
статистичному сенсі, визначається за виразом:  
,
0
aSE
aa
t




 
де a

 оцінка коефіцієнта моделі; 0a  нуль-гіпотеза (початкова гіпотеза) щодо 
цієї оцінки; aSE   стандартна похибка оцінки. За нуль-гіпотезу щодо значимості 
оцінки можна висувати будь-яку: що коефіцієнт значущий, тобто 0: 00 aH , або 
не значущий: 0: 00 aH . Статистична теорія перевірки гіпотез пропонує висувати 
нуль-гіпотезу, яка є протилежною бажаному результату. У даному випадку 
бажаним результатом є значущість коефіцієнтів математичної моделі та її 
адекватність. Таким чином, необхідно висувати нульову гіпотезу, що коефіцієнт 
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не значущий. Це дає можливість коректно підійти до визначення значущості 
оцінок коефіцієнтів та дещо спростити розрахунки.  
Загалом послідовність дій при перевірці значущості оцінок коефіцієнтів 
побудованої моделі можна сформулювати так:  
– сформулювати нуль-гіпотезу щодо значущості коефіцієнта;  
– вибрати рівень значущості   і обчислити кількість ступенів свободи 
pNf  , де p  – кількість параметрів моделі;   
– обчислити значення t  статистики для кожного коефіцієнта регресії 
(це робить кожний пакет для математичного моделювання);  
– за допомогою значень fN ,  і   знайти із таблиць для t статистики її 
критичне значення;   
– перевірити нуль-гіпотезу за наведеним вище простим правилом 
(аналіз виконання нерівності кркр ttt  ).   
4. Коефіцієнт множинної детермінації
2R , який обчислюється за 
формулою:  
,1
)(var
)ˆ(var2
SST
SSE
y
y
R   
де )ˆ(var y  дисперсія залежної змінної, оціненої за допомогою побудованої 
моделі; )(var y  дисперсія вимірів залежної змінної;  

N
k
kykySSE
1
2)](ˆ)([  
сума квадратів похибок (залишків) моделі (sum of squared errors); 
 

N
k
ykySST
1
2])([  загальна сума квадратів (total sum of squares); y  середнє 
значення; SSRSSESST  , де 


N
k
ykySSR
1
2])(ˆ[  загальна сума квадратів для 
регресії. Очевидно, що найкращим значенням є 12 R , тобто коли дисперсії 
фактичних вимірів змінної, та цієї ж змінної, оціненої за рівнянням, збігаються. 
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Цей параметр можна трактувати, також, як міру інформативності моделі, якщо 
вибрати за міру інформативності дисперсію. Таким чином, 2R  показує рівень 
інформативності моделі по відношенню до інформативності вибірки даних, за 
допомогою якої вона була оцінена.  
5. Сума квадратів похибок для вибраної моделі повинна бути 
мінімальною, тобто,  
,min)]()(ˆ[)(
1 1
ˆ
22
 
 

N
k
N
k
kykyke

 
порівняно з усіма іншими моделями. Де N – об’єм вибірки даних ).100( N  
6. Для оцінювання адекватності моделі також використовують 
інформаційний критерій Акайке (ІКА): 
nkeNAIC
N
k
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 
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та критерій Байєса-Шварца 
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де  1qpn  кількість параметрів моделі, які оцінюються за допомогою 
статистичних даних (p – кількість параметрів авторегресійної частини моделі; N – 
об’єм вибірки; q – число параметрів ковзного середнього; 1 з’являється тоді, коли 
оцінюється зміщення (або перетин, тобто 0a ).  
У правій частині критеріїв Акайке і Байєса-Шварца міститься сума квадратів 
похибок, а тому за цими критеріями вибирають ту модель, для якої критерії 
приймають найменші значення. Введення нового регресора приводить до 
збільшення критерію (при цьому збільшується n), але, разом з тим, зменшується 
сума квадратів похибок і критерій в цілому зменшується. Якщо регресор не 
покращує модель, то критерій збільшується. Необхідно також зазначити, що 
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асимптотичні властивості для довгих виборок кращі у критерія Байєса-Шварца, 
тобто, його рекомендують застосовувати при відносно великих значеннях N  
( 100N ).  
Альтернативою критерію Акайке є Критерій Хенона-Квіна – Hannan-Quinn 
Criterion (HQ), який найчастіше застосовується на моделях вибору та базується на 
обчисленні «штрафної» функції за формулою: 
),log(2log nk
T
RSS
nHQ 
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  
де k  – кількість параметрів в статистичній моделі, RSS (residual sum of square) – 
квадрат суми залишків, n  – об’єм вибірки. 
7. Коефіцієнт Дарбіна-Уотсона відображає адекватність побудованої 
моделі за автокореляцією похибок та обчислюється за формулою 
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де   – вектор залишків (різниця між значеннями отриманими за моделлю та 
фактичними), при цьому ]4;0[DW . Для кращої моделі 2DW ; це означає, що 
залишки моделі між собою не автокорелюють. 
8. Окрім згаданих параметрів, для визначення адекватності моделі в 
цілому використовують F статистику Фішера, яка пропорціональна 
відношенню:  
F  .
1 2
2
R
R

 
Якщо 12R , то F . Порядок застосування F статистики такий же, як і 
t статистики. Нуль-гіпотезою є в даному випадку припущення про те, що модель 
неадекватна в цілому, тобто  
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0...: 210  paaaH ,  
проти альтернативної гіпотези: 
:1H хоча б одне значення ia  відмінне від нуля в статистичному смислі.  
Значення критF  знаходять із таблиць для F  розподілу. Послідовність 
застосування цієї статистики можна представити таким чином:  
1. Сформулювати нуль-гіпотезу щодо адекватності моделі в цілому. 
Наприклад, :0H  модель неадекватна в цілому (або 0...: 210  paaaH ). 
2. Розрахувати значення F  для оціненої моделі (як правило, воно 
розраховується всіма пакетами статистичної обробки даних).  
3. Задати рівень значимості %1  або %5  або %10 .  
4. Користуючись значеннями fN ,  і  , знайти критичне значення критF  
знаходять із таблиць для F  розподілу при )1,(  pNp  степенях свободи.  
5. Перевірити нуль-гіпотезу: якщо критFF  , то нуль-гіпотеза щодо 
неадекватності моделі в цілому відхиляється на вибраному рівні значущості.  
Коректне застосування методики Бокса-Дженкінса забезпечує побудову 
адекватної математичної моделі процесу, якщо експериментальні дані 
відповідають вимогам представництва та інформативності. Перша вимога 
означає, що вибірка даних повинна охоплювати досить довгий проміжок часу, 
щоб повністю відображати поведінку того режиму функціонування процесу, для 
якого будується модель. Вимога інформативності означає, що вибірка повинна 
містити в собі об’єм інформації, достатній для оцінювання коефіцієнтів моделі. 
Наприклад, якщо моделюється процес другого порядку, то вибірка повинна 
забезпечувати коректне обчислення першої та другої похідної. Іноді 
інформативність формально оцінюють за допомогою величини дисперсії процесу, 
а також за кількістю гармонічних складових, які містяться у процесі. Чим більше 
гармонічних складових містить вибірка, тим вищою є її інформативність.  
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Крім цього, часто для формування статистичного висновку використовують 
байєсівський коефіцієнт, який представляє собою відношення апостеріорних 
ймовірностей до апріорних [Розділ 2]. Перевага однієї моделі над іншою 
визначається у відповідності до значення байєсівського коефіцієнта ),( jiBF . 
Якщо цей коефіцієнт суттєво більший одиниці, то приймається відповідне 
рішення стосовно прийняття або відхилення моделі. Для вибору моделі 
використовують критерій найбільшої граничної щільності розподілу )|(
i
Mxp , що 
відповідає умові 1),( jiBF  [6, 40]. 
 
3.3. Алгоритм обробки екстремальних значень 
Окрему увагу слід звернути на четвертий етап у визначенні структури 
математичних моделей для аналізу та прогнозування актуарних процесів, який 
передбачає обробку масивів екстремальних значень.  
Розглянемо алгоритм обробки екстремальних значень. Для обробки 
статистичного ряду з n незалежних, однаково розподілених змінних nXX ,...,1  
застосовується така послідовність дій. 
1. Групування вибірок даних з n спостережень. Такі вибірки повинні 
містити від 50 до 100 значень.  
2. Визначається максимум iZ  для кожного блоку i . 
3. Наближення кожного блоку максимумів до УРЕЗ. 
Зазвичай за довжину блоку беруть величину першого року, але для 
зручності часто використовують дані річного максимуму iZ  i -го року. 
Після апроксимації УРЕЗ для кожного з річних максимумів розраховується 
функція квантилю [41, 85]: 
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Припустимо, що )1log( py p  , тоді квантиль-функція матиме вигляд: 
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Якщо зобразити pz  в залежності від )log( py , то графік буде мати лінійний 
характер при 0 ; 
Якщо 0 , то отримаємо випуклу криву з асимптотичною границею 
 /)(  при ,0p  а при 0  отримаємо увігнутий графік без кінцевої границі. 
Такий графік називається графіком повернення рівня (return level plot), він 
вважається інструментом або способом представлення згладженої моделі [85]. 
4. Виконується оцінювання параметрів моделі та розв’язується задача 
пошуку оптимальної довжини блоку.  
Остання зводиться до пошуку співвідношення між величинами відхилення 
та дисперсії. Наприклад, коли довжина блоків незначна, то наближення розподілів 
до границь є поганим і призводить до відхилень у оцінюванні та екстраполяції. З 
іншого боку, великі блоки породжують значення з великими оцінками дисперсії. 
Для оцінювання параметрів моделей часто використовується ММП. Однак, 
умова регулярності оцінювання не задовольняється при застосуванні ММП до 
УРЕЗ, тому що кінцева точка розподілів залежить від значення параметра. Це 
означає, що стандартні асимптотичні результати аналізу за методом максимальної 
правдоподібності недоречно застосовувати до УРЕЗ. Цю проблему дослідив Сміт 
у 1985 році з такими результатами [85]: 
– якщо 5,0 , то оцінювання за ММП носить стандартний 
асимптотичний характер; 
– якщо 5,01  , то оцінки ММП можуть бути отримані, але не із 
заданими асимптотичними властивостями; 
– якщо 1 , то оцінки ММП вважаються неправдоподібними. 
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Окремий випадок: якщо 5,0 , то це еквівалентно розподілу з дуже 
коротким обмеженим верхнім хвостом, який є рідкісним явищем для теорії 
екстремальних значень [42]. 
Логарифмічна функція правдоподібності для УРЕЗ, коли ,0 має вигляд: 
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за умови, що 
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 для .,...,1 mi   Як тільки остання умова не 
виконується, то функція правдоподібності дорівнює нулю і логарифмічна функція 
правдоподібності набуває значення нескінченності. 
Для розподілу Гумбела 0  логарифмічна функція правдоподібності має 
вигляд (3.5): 
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 (3.5) 
Після використання методів чисельної оптимізації та максимізації виразу 
(3.5), отримуємо оцінку максимальної правдоподібності вигляду   ˆ,ˆ,ˆ  [42, 85].  
5. Графічна перевірка наближення моделей до УРЕЗ. 
Для обґрунтування екстраполяції моделей до УРЕЗ доцільно скористатись 
способами графічного аналізу даних.  
Графік щільності розподілу. В основі даного графіка лежить порівняння 
емпіричної та апроксимуючої функцій щільності розподілу. Абсциса точки на 
графіку щільності розподілів є емпіричною функцією розподілу, у яку замість 
аргументу підставляють дані з вибірки, а ордината – це теоретична функція 
розподілу, куди аналогічно замість аргументу підставляють дані із статистичної 
вибірки. Функція емпіричного розподілу оцінюється в i му упорядкованому 
блоці максимумів iZ  і має вигляд:  
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Апроксимуюча функція щільності розподілу в тій самій точці виглядає так: 
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Для того, щоб отримати найкраще наближення моделі необхідно 
задовольнити рівність )(ˆ)(
~
ii ZGZG  . За допомогою цього графіка на практиці 
часто вдається запобігти ефекту «виродженості». Тобто, коли множина точок 
   miZGZG ii ,...,1,)(ˆ),(
~
лежить близько до першої діагоналі в той час, коли 
обидві функції є обмеженими в околі одиниці, а значення абсциси z  
збільшуються. 
Графік квантилів (Q-Q plot). Недоліком класичної методології оцінювання 
фінансових ризиків VaR є припущення про нормальність розподілу та наявність 
симетрії у розподілі. На практиці більшість економічних процесів асиметричні, а 
фінансові ряди мають вироджений хвіст. Саме графік квантилів дає можливість 
оцінити ступінь довіри для ряду параметричних моделей. Графік квантилів 
визначається як множина точок [41]:  
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Якщо параметрична модель надає прийнятне згладжування, то графік має 
лінійну форму. Тому графік дає можливість порівняти оцінені моделі та вибрати 
найкращу; оцінити як обрана модель апроксимує хвіст емпіричного розподілу. 
Тобто, якщо ряд апроксимується нормальним розподілом і емпіричні дані мають 
вироджений хвіст, то графік квантилів буде характеризувати криву на вершині 
правого кінця або на дні лівого кінця розподілу. Крім розглянутих вище видів 
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графічного аналізу існують графік рівня процесу (return level plot) та середня 
функція ексцесу (mean excess function) [41, 85]. 
6. Визначення порогу екстремального значення. 
Для забезпечення ефективнішого результату наближення екстремальних 
даних до одного з УРЕЗ застосовують так звані порогові моделі. Нехай множина 
статистичних даних перевищує деякий поріг u , а nXX ,...,1   – послідовність 
незалежних однаково розподілених змінних з функцією розподілу .F  Тоді умовна 
ймовірність визначається так: 
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Цей вираз дає можливість визначити ступінь наближення значень ймовірності для 
великих значень порогу u . 
Задача вибору оптимального порога ідентична задачі визначення розміру 
блока. Обидві задачі спрямовані на визначення балансу між відхиленням та 
дисперсією. Низький рівень призводить до порушень асимптотичної апроксимації, 
а високий рівень забезпечує велику дисперсію.  
Метод вибору порогу базується на основі середнього УРП. Якщо Y – 
випадкова змінна в УРП із параметрами   і ,  коли ,1  то математичне 
сподівання ).1/()( YE  В інших випадках середнє є нескінченністю. 
Якщо модель є істинною відносно порогу 0u , то вона також істинна для всіх 
інших порогів u  більших за 0u . Тобто для забезпечення високого рівня 
адекватності побудованої моделі достатньо знайти одне значення порогу, а всі 
інші припустити проміжними при оцінюванні невідомих параметрів моделі. 
Середнє для обох випадків визначається у вигляді рівняння (3.6) [42]: 
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Оскільки )/()( uXuXEue   – це лінійна функція від u , то враховуючи 
вираз (3.6), оцінювання величини порогу можна виконати за такою інструкцією 
[85 - 86]: 
1) побудувати графік кривої залишків, що відображають множину точок: 
,,/)(, max
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де un – число вимірів, які перевищують u ; maxx  – верхня межа досліджуваного 
значення; 
2) вибрати порогове значення, над яким графік приймає наближено 
лінійний характер стосовно u . Застосування довірчих інтервалів допомагає 
визначити цю точку.  
Також для визначення порогу екстремального значення використовують 
метод умовно прийнятного вибору, який базується на такому правилі: поріг 
встановлюється у тому регіоні, де хвіст становить 5-10% від усієї вибірки. Головне 
припущення: він не повинен бути більшим ніж 10-15%. На практиці 10% межу 
часто використовували у своїх дослідах Роко (2011), Макнейл і Фрей (2000) [86]. 
7. Оцінювання невідомих параметрів моделі. 
Після визначення порогу потрібно визначити оцінки невідомих параметрів 
узагальненого розподілу Парето. Як відомо, серед методів оцінювання невідомих 
параметрів моделі поширеним є метод максимальної правдоподібності.  
Нехай kyy ,...,1  – це значення  k залишків з порогу; тоді логарифмічна 
функція правдоподібності при :0  


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),/1(log)/11(log),(  
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При 0  логарифмічна функція правдоподібності має вигляд:  
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Другим поширеним методом оцінювання невідомих параметрів є 
байєсівський підхід. Перевагою байєсівського аналізу при застосуванні до 
моделей обробки екстремальних значень є його незалежність від регулярності 
припущень стосовно характеру початкового розподілу, як цього потребує метод 
максимальної правдоподібності. Практичне застосування байєсівського підходу до 
оцінювання невідомих параметрів було проілюстровано на прикладі узагальнених 
лінійних моделей [7, 86].  
Крім того, даний підхід надає обґрунтовану альтернативу для випадків, коли 
припущення, необхідні для застосування методу максимальної правдоподібності 
та ймовірності зважених моментів не виконуються. 
 
 
3.4. Вибір та обґрунтування середовища для моделювання 
На сьогодні існує багато універсальних програм обробки та аналізу 
статистичної інформації. Серед них є наступні – STATGRAPHICS, STADIA, 
MINITAB, EVIEWS, EXCEL, STATISTICA, STATA, SAS, та мови програмування 
R-package, WinBUGs. Але перед тим як розпочати працювати зі статистичними 
даними потрібно вибрати відповідне середовище аналізу та моделювання процесу 
або явища. Для того щоб зробити правильний вибір треба виконати порівняльний 
аналіз в залежності від розв’язуваних задач, простоти та зручності їх виконання, 
зазначаючи при цьому як недоліки, так і переваги. 
Eviews забезпечує особливо складний та тонкий інструментарій обробки 
даних, дозволяє виконувати регресійних аналіз, будувати прогнози в Windows-
орієнтованому середовищі. За допомогою цього програмного середовища можна 
досить швидко виявити наявність статистичної залежності в даних, що підлягають 
  
137 
аналізу, а потім використовуючи отримані залежності, робити прогноз показників, 
що вивчаються. Також, програма Eviews обладнана зручним інтерфейсом, 
простотою в керуванні та інтерпретації результатами. Структура її достатньо 
монолітна. В Eviews відсутня така кількість модулів, як, наприклад, в пакеті 
STATISTICA чи SPSS, що робить його більш гнучким у використанні. 
Крім цього, в Eviews представлено широкий спектр моделей та методів 
економетричного аналізу, а саме: 
– методи ARCH, Binary, Censored, Count, GMM, LS, NLS, Ordered, TSLS, 
ML; 
– моделі LRM, GRM, ARIMA, Logit, Probit, Tobit, VAR, ECM, VECM, 
Pooled model; 
Графічні можливості пакету Eviews, не дивлячись на свою простоту, 
забезпечують основні формати представлення даних необхідні для успішної 
роботи аналітика. 
Сфера застосування пакету Eviews охоплює всі аспекти сучасної теорії та 
практики бізнесу. Eviews дозволяє працювати з різними типами змінних, однак 
найкраще його можливості розкриваються при розв’язанні задачі прогнозування 
кількісних показників, представлених у вигляді часового ряду. Високі 
функціональні можливості при обробці кількісних змінних, дозволяють говорити 
про Eviews, як про надійний інструмент для прогнозування продажів, динаміки 
розвитку ресурсної бази та фінансово-економічних показників. 
Eviews включає повний арсенал методів по виявленню та боротьбі з 
типовими для поставлених вище задач проблемами, а саме: 
– автокореляція (DW, LM-test); 
– нестаціонарність та наявність коінтеграції (DF, ADF, cointegration test). 
Пакет EViews дає можливістьпрацювати з 8-ма типами даних (річні, 
напіврічні, квартальні, місячні, тижневі (5 днів), тижневі (7 днів), щоденні та не 
детерміновані спостереження). Допускається також перехід від одного типу до 
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іншого з використанням різних процедур інтерполяції, екстраполяції. Говорячи 
вже про можливості управління даними, зазначимо, що EViews підтримує RATS, 
TSP, GiveWin та Aremos TSD файли. Допустимим є імпорт/експорт даних із ASCII, 
XLS, WK1, WK3, TSD. Пакет EViews дає можливість записувати та виконувати 
макроси, що скорочує терміни виконання рутинної роботи. 
EViews допускає будувати прогноз відразу ж після побудови моделі. 
Апріорні оцінки адекватності моделі можна робити, використовуючи «захисні» в 
пакеті інформаційні критерії log likelihood, ACF, PACF та ін. Для перевірки 
прогностичних здібностей моделі додається можливість використання механізму 
крос-перевірки. Зазначені вище особливості економетричного середовища аналізу 
та моделювання явищ та процесів – Eviews дають змогу ефективно вирішити 
поставлені задачі, зробити висновки. 
R-package – мова програмування для статистичної обробки даних та роботи 
з графіками, а також інтегроване середовище обчислень з відкритим вихідним 
кодом в рамках проекта GNU. R-package широко використовується як статистичне 
програмне забезпечення для аналізу даних та включає: 
– ефективне середовище для зберігання даних; 
– набір операторів для операцій з масивами, матрицями як частковий 
випадок; 
–  великий, когерентний, комплексний інструмент для аналізу 
проміжних даних; 
– потужні графічні можливості для візуального аналізу статистичних 
даних; 
– ефективна мова програмування, яка включає реалізацію механізму 
функцій, зокрема рекурсивних функцій, умовні оператори, цикли. 
Пакети BUGS і WinBUGS. WinBUGs – спеціалізоване програмне 
забезпечення, яке застосовується для аналізу методів Монте-Карло для 
марковських ланцюгів. BUGS (Bayesian inference Using Gibbs Sampling) є 
  
139 
абревіатурою, що розшифровується як байєсівський висновок з використанням 
вибірки Гіббса. BUGS – це вузько спеціалізований програмний пакет для 
проведення повного аналізу імовірнісної моделі на основі MCMC, в якому всі 
невизначеності розглядаються як випадкові величини. Його мова програмування 
легка для розуміння і надає можливість користувачеві задавати пряму 
специфікацію ймовірнісноі ̈ моделі, оцінювати параметри, виконувати 
калібрування моделей та обчислювати оцінки прогнозів. 
З точки зору актуаріів̈ програмне забезпечення BUGS / WinBUGS далеке від 
досконалості, адже воно не підтримує весь спектр аналізу популярних ризиків і 
частотних розподілів у явному вигляді, обробляє довільно округлені або 
згруповані дані. Однак, BUGS і WinBUGS – це дуже зручні інструменти для 
реалізаціі ̈ байєсівського аналізу широкого спектру даних та побудови актуарних 
моделеи,̆ що робить ио̆го використання більш доступними для актуаріів̈ 
середнього класу.  
У результаті огляду переваг та недоліків вище зазначених середовищ для 
аналізу та моделювання, а також, враховуючи особливості поставленої задачі – 
побудова моделей прогнозування страхових виплат у разі настання страхового 
випадку та оцінювання величини операційного ризику СК, обрано 
економетричних пакет Eviews та середовище програмування R-package. 
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Висновки до розділу 3 
1. Виконано дослідження щодо створення удосконаленої методики 
побудови математичних моделей для актуарних процесів довільної природи, 
базуючись на математичному інструменті узагальнених лінійних моделей, теорії 
екстремальних значень, проаналізовано описові та прогнозні статистики. 
Практична цінність запропонованої методики буде доведена у наступному розділі 
дисертаційної роботи. 
2. Обґрунтовано вибір середовища моделювання та обробки фінансових 
статистичних даних з використанням економетричного пакету Eviews та 
середовища програмування R-package. Розглянуто їх основні функції стосовно 
аналізу фінансових даних.  
3. Виявлено характеристики ефективності математичних моделей при їх 
застосуванні до аналізу актуарних процесів – серед яких такі: відображати 
об’єктивні закономірності процесів; правильно відтворювати функцію та/або 
структуру реального процесу (у межах даної роботи до уваги беруться актуарні 
процеси); відповідати певним математичним умовам (мати розв’язок, узгоджені 
розмірності тощо). 
4. Результати досліджень будь-якої моделі повинні мати практичну 
цінність, тобто, якщо модель адекватна процесу або явищу, яке вивчається, то 
відповідно вона точно відтворює реальну ситуацію. Тому процес побудови 
математичної моделі складається з таких етапів: формулювання предмету та мети 
дослідження; виокремлення структурних чи функціональних елементів, що 
відповідають поставленій меті, та визначення найважливіших якісних 
характеристик цих елементів; встановлення та опис взаємозв’язків між 
елементами моделі (введення позначень та формального математичного опису 
моделі); виконуються розрахунки за математичною моделлю, оцінюється 
прогнозне значення та аналізуються отримані результати шляхом оцінювання 
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статистичних характеристик побудованої моделі (наприклад, дисперсія та 
коваріація), визначається її адекватність, виконується візуальне представлення 
результатів та оцінюється якість прогнозу. 
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РОЗДІЛ 4  
ВИКОНАННЯ ОБЧИСЛЮВАЛЬНИХ ЕКСПЕРИМЕНТІВ З 
ПОБУДОВИ ТА ЗАСТОСУВАННЯ УЛМ 
 
Середовище актуарної діяльності – це сукупність процесів, пов’язаних з 
діяльністю страхових компаній, головною метою яких є фінансова компенсація 
наслідків випадкових подій, які несуть за собою матеріальні збитки. Однак, 
наприклад, азартні ігри та торгівля цінними паперами не є предметом розгляду у 
сфері страхування, оскільки у випадку з азартними іграми – учасники свідомо 
погоджуються на ризик, розуміючи, що ситуація може видатись вдалою або ж 
невдалою для їх матеріального положення. Аналогічна ситуація і з цінними 
паперами – учасник торгів може зазнати невдачі, але його ризики не страхуються, 
оскільки у такому випадку страхові компанії повинні розплачуватись за будь-яке 
невдале розміщення капіталу. Таким чином, у сфері страхування існує два 
основних види ризиків, перший – чистий ризик, а другий – спекулятивні. 
Предметом інтересу страховиків є тільки чисті ризики [1]. 
Страхова діяльність спрямована на перерозподіл грошових коштів та 
акумулювання їх безпосередньо для страхової діяльності, а з іншого боку – для 
інвестування цих коштів у різні галузі діяльності, що сприяє їх подальшому 
розвитку. Таким чином, виникають задачі аналізу та менеджменту фінансових 
ризиків і процесів інвестування з використанням сучасного апарату 
математичного моделювання, теорії оцінювання, прогнозування та ефективної 
підтримки прийняття рішень [1]. 
Отже, в силу характеру та розмаїття діяльності страхових компаній ця сфера 
потребує розробки, удосконалення та впровадження у практику економіко-
математичних моделей для обчислення, оцінювання і прогнозування в умовах 
невизначеності, ризику реалізації багатьох процесів, які зустрічаються у 
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повсякденному житті фізичним особам та підприємствам різних форм власності і 
діяльності.  
У даному розділі виконуються експериментальні дослідження ефективності 
запропонованої у розділі 3 методики моделювання та оцінювання актуарних 
процесів. Наведено приклади застосування запропонованої методики до побудови 
узагальнених лінійних моделей з використанням фактичних даних.  
 
4.1. Структура та опис статистичних даних 
Експериментальне дослідження ефективності запропонованої методики 
виконано за допомогою фактичних статистичних даних. Об’єм статистичної 
вибірки складав 247 вимірів, які включають такі змінні: назва страхової компанії; 
грошовий еквівалент страхових виплат; статистичний рік; кількість договорів, які 
уклала страхова компанія; страхові платежі; кількість страхових випадків за рік.  
Основна залежна змінна – страхові виплати, яка відображає здійснення 
грошових переказів при настанні страхового випадку. Решта змінних, які включені 
до вибірки, є незалежними і беруться до уваги як фактори. Структуру 
статистичних даних представлено в таблиці 4.1. 
Таблиця 4.1. –  
Структура статистичних даних 
№ Назва змінної Значення та одиниці вимірювання  
1. Загальний розмір вибірки 247 точок; 
2. Статистичний рік Діапазон значень, 2003-2016 рр. 
3. Назва страхової компанії Текстова змінна; 
4. Страхові виплати 
Поточна сума страхових виплат, 
грн; 
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Продовж. табл. 4.1 
5. 
Кількість страхових договорів за 
статистичний рік 
Ціле число, починаючи з 1; 
6. Страхові платежі  
Поточна сумма страхових платежів, 
грн; 
7. Кількість страхових випадків за рік Ціле число, починаючи з 1; 
8. Частота страхових випадків Величина задана у % 
9. Темпи зростання капіталу Величина задана у % 
 
У якості додаткових незалежних змінних використовуються показники – 
частота страхових випадків, темпи зростання капіталу СК. Обидві змінні 
вимірюються у % та не корелюють із залежною змінною страхові виплати.  
 
Для виконання попереднього аналізу статистичних даних та реалізації 
окремих кроків алгоритму обробки екстремальних значень використовувались такі 
програмні продукти: Microsoft Excel 2016; інструментальне середовище 
програмування R2.9.2 для статистичної обробки даних та роботи з графікою; 
економетричний пакет Eviews 8.0 для побудови моделей та попереднього 
оцінювання невідомих параметрів. У пакеті Eviews 8.0 використано такі модулі: 
розрахунок описових статистик, побудова УЛМ, метод максимальної 
правдоподібності для оцінювання параметрів моделі. В середовищі програмування 
R2.9.2 виконано інтеграцію модулів Rcmdr, extRemes, evdbayes та mcmcPack.  
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4.2. Попередня обробка даних 
На рис. 4.1 відображено графік залежності страхових виплат від 
статистичного року. Різкі зміни величини «Страхові виплати» пояснюються 
коливаннями величини «Кількість страхових випадків» для відповідного періоду. 
Часто, у страховій діяльності присутні явища невиплати страхових премій при 
настанні страхових випадків через відсутність відповідних грошових коштів. Саме 
тому, графік має різкі коливання з наближення до нуля, наприклад, на інтервалі 
часу 2007 та 2011 років.  
 
 
Рис. 4.1. Динаміка страхових виплат у розрізі страхових компаній за 2003-
2016 рр. 
 
На рис. 4.2 відображено значення описових статистик. Коефіцієнт асиметрії 
(Skewness) коливається в межах 2,839 до 8,664 (рис. 4.2). Останнє, свідчить про 
наявність «правого хвосту» в розподілі змінних. Так, як параметр ексцессу 
(Kurtosis) має значення більше трьох, то розподіл є гостровершинним. 
Показник статистики Харки-Бера (Jarque-Bera) дозволяє перевірити гіпотезу 
про нормальний розподіл, шляхом порівняння третього моменту (коефіцієнта 
асиметрії - S) та четвертого моменту (коефіцієнта ексцесу - K) з моментами 
нормального розподілу, в якого S=0, K=3. Наприклад, статистика Харки-Бера для 
змінної «Страхові виплати» дорівнює 7875.493, а ймовірність (probability) має 
  
146 
значення близьке до нуля. Тому, існує підстава відхилити нульову гіпотезу 
(іншими словами, статистика потрапила в «хвіст» розподілу). 
 
 
Рис. 4.2. Описові статистики початкових даних 
 
Також, попередній аналіз початкових даних свідчить про сильну 
виродженість вибірки, яка проявляється у вигляді шуму при побудові моделі (рис. 
4.3). Саме тому, виникає потреба у пошуку методів обробки масивів 
екстремальних даних та прийняття рішення про доречність попереднього 
логарифмування даних. 
 
 
Рис. 4.3. Результати оцінювання моделі без попередньої обробки 
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Для вирішення проблеми виродженості статистичних даних запропоновано 
та теоретично обгрунтовано у Розділі 3 використовувати ТЕЗ. Як відомо, задачею 
теорії екстремальних значень є цілеспрямований аналіз та оцінювання ймовірності 
появи випадкових величин, пов’язаних з екстремальними, тобто рідкісними 
подіями. Екстремальні значення не є фіксованими величинами, це нові випадкові 
величини, які залежать від типу вихідного розподілу та об’ємів вибірки. 
Наприклад, в області страхування будь-якого майна рідкісною, але ймовірною 
подією є настання страхового випадку, яке повинно супроводжуватись виплатами 
страхових премій. [3]  
Аналіз описової статистики та візуальний аналіз логарифмованих даних 
(рис. 4.4) дають можливість припустити про наближення даних до GEV- або GPD-
розподілу. 
 
 
Рис. 4.4. Графік залежності логарифмованих страхових виплат від щільності 
розподілу 
 
Відносно високий поріг вибирається з метою того, щоб зменшити зміщення 
моделі, а з іншої сторони – це буде означати, що лише декілька дослідів 
використовуються для оцінювання параметрів розподілу, тим самим гарантуючи 
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збільшення оцінки дисперсії. Мета вибору величини порогу полягає в тому, щоб 
уникнути зміщення моделі.  
Значення порогу 6,65 обчислено для використаної вибірки даних на основі 
статистичної теорії аналізу екстремальних значень, воно показує, які значення 
необхідно відносити до екстремальних. Тобто ті значення, які перевищують цей 
поріг, ми відносимо до екстремальних 
Згідно розглянутого вище методу визначення величини порогу для 
експерименту прийнято значення 6,65.  
Графік Mean Residual Life Plot відображає залежність порогу від середнього 
залишку для оціненої моделі. Він слугує важелем перевірки вибраного порогу. Із 
рис. 4.5 видно, що після значення порогу 6 з’являються помітні відхилення від 
лінійності. 
 
 
Рис. 4.5. Залежність значення порогу від середнього залишку GPD-моделі 
 
Порівняльна характеристика параметрів розподілу представлена в таблиці 
4.2.  
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Таблиця 4.2. –  
Порівняльна характеристика параметрів розподілів 
Тип 
розпо-
ділу 
Sigma Xi 
Log-
likelihood 
Excee-
dance 
rate (per 
year) 
Number of 
exceedances 
of threshold 
Maximum 
likelihood 
estimation 
Std. 
error 
Maximum 
likelihood 
estimation 
Std. 
error 
GEV-
розпо-
діл 
1,953 0,712 -0,650 0,095 487,812 – – 
GPD-
розпо-
діл 
0,777 0,346 -0,541 0,206 146,369 183,364 124 
 
Вона показує, що оптимальним є наближення даних за допомогою GPD-
розподілу із незначною похибкою та максимальним наближенням емпіричної 
кривої до теоретичної функції щільності розподілу (рис. 4.6). 
 
 
Рис. 4.6. Графічне представлення оціненої GPD-моделі 
 
Параметри оцінювання побудованої моделі за допомогою байєсівського 
підходу зображено на рис. 4.7. Порівнюючи графіки щільності розподілу для 
побудованої моделі та актуальної вибірки даних помітні значні покращення 
моделі у термінах належності до одного з GEV-розподілів.  
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Рис. 4.7. Діагностика наближення моделі до одного з GEV-розподілів 
 
Числові значення оцінок невідомих параметрів моделі за допомогою 
байєсівської методології наведені на рис. 4.8. Параметр масштабованості 
відповідає змінна scale, a shape- параметр форми на рис. 4.8.  
 
 
Рис. 4.8. Результати оцінювання параметрів моделі за допомогою байєсівської 
методології  
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Рис. 4.9 відображає результати обчислення параметрів апостеріорної вибірки 
згідно методу Монте-Карло.  
 
 
Рис. 4.9. Результати обчислення параметрів розподілу апріорної вибірки 
 
За допомогою функції «сі» було обчислено довірчі інтервали для 
відповідних параметрів та рівнів повернення (рис. 4.10).  
 
 
Рис. 4.10. Результати обчислення довірчих інтервалів для параметрів форми та 
масштабованості відповідно та квантилі статистики Монте-Карло для апріорних 
розподілів 
 
Графічне відображення апріорних оцінок параметрів за методом Монте-
Карло та «trace-графіків» представлено на рис. 4.11. 
Порівнюючи результати отриманих оцінок слід зауважити, що байєсівський 
підхід демонструє кращі результати ніж метод максимальної правдоподібності та 
сприяє обґрунтованому вибору кращої моделі із запропонованих GEV-розподілів, 
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виходячи зі значень апріорних параметрів, а також алгоритмів вибору кращої 
моделі.  
 
 
Рис. 4.11. Графічне відображення апріорних оцінок параметрів за методом 
Монте-Карло та «trace-графіків» 
 
В результаті використання запропонованої комплексної моделі обробки 
екстремальних статистичних даних вдалося успішно розв’язати проблему 
невиродженості даних у статистичній вибірці із застосуванням ТЕЗ. 
Для оцінювання невідомих параметрів побудованих моделей, які належать 
до класу GEV-розподілів можна успішно використовувати байєсівський підхід, 
оперуючи апріорними та апостеріорними розподілами параметрів, а також 
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алгоритмами вибору кращої моделі. Залучення новітніх комбінованих методів до 
розв’язання задачі обробки екстремальних даних та оцінювання невідомих 
параметрів, вибору кращої моделі на основі алгоритмів зменшення порогів 
викидів відкриває нові можливості для дослідження особливостей методів 
математичного моделювання.  
 
4.3. Адаптація статистичних даних до побудови УЛМ 
Для забезпечення високої точності прогнозних значень, отриманих на основі 
УЛМ виникає потреба у підготовці статистичних даних до застосування того чи 
іншого класу прогнозних моделей. Узагальнену схему адаптації статистичних 
даних до УЛМ зображено на рис. 4.12. 
Практика створення прогнозуючих систем для процесів довільної природи 
свідчить про те, що готові до використання моделі зустрічаються дуже рідко. 
Навіть існуючі апробовані моделі потребують корегування їх структури та/або 
параметрів з метою їх адаптування до конкретних умов. Тому у більшості 
випадків необхідно будувати нову модель на основі наявних статистичних даних. 
Якість даних відіграє надзвичайно важливу роль, а тому при формуванні масивів 
даних необхідно керуватись відомими вимогами стосовно їх інформативності, 
синхронності та коректності [22-23].  
Попередня обробка даних необхідна для приведення їх до форми, яка 
забезпечить можливість коректного застосування методів оцінювання параметрів 
моделі та отримання їх статистично значущих оцінок. Так, досить часто необхідно 
заповнювати пропуски даних, корегувати значні імпульсні (екстремальні) 
значення, нормувати значення у заданих межах, логарифмувати великі значення та 
фільтрувати шумові складові.  
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Рис. 4.12. Узагальнена схема адаптації статистичних даних до УЛМ 
 
Адаптація статистичних даних до УЛМ відбувається у наступній 
послідовності: спочатку статистичні дані готються за процедурами попередньої 
обробки даних та шляхом аналізу статистичних характеристик, зокрема – 
кореляційних матриць і кореляційних функцій. Далі, за допомогою розробленої 
(а) (б) 
Побудова прогнозуючої функції 
Обчислення оцінок прогнозу, комбінування оцінок 
Ні Множина 
критеріїв якості 
прогнозу 
Прийняття рішення на основі прогнозу 
Так 
Якість прогнозу 
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Ні Множина 
критеріїв 
якості рішення 
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та прийняття рішень 
Так 
Якість рішення 
задовільна 
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процедури структурно-параметричної адаптації моделей до даних змінюється 
кількість пояснюючих змінних і таким чином вибирається розподіл залежної 
змінної. Параметрична адаптація означає вибір методу оцінювання параметрів 
моделі відповідно до типу розподілу даних. Оскільки у процесі обробки вибірки 
трапляються екстремальні значення, то виникає потреба у використанні 
розробленого алгоритму обробки таких даних (інакше кажучи – вибір належного 
типу розподілу). Коректна процедура ґрунтується на виборі типу розподілу із 
класу розподілів ТЕЗ та оцінювання їх параметрів [Розділ 3.3]. Після обробки 
екстремальних значень виконується процедура формування структури УЛМ, 
оцінювання невідомих параметрів та визначається якість моделі. У разі отримання 
незадовільного результату адекватності моделі в структурі передбачено зворотній 
зв’язок. За допомогою множини критеріїв визначається якість прогнозу та 
подальше використання прогнозного значення для аналізу динаміки і прийняття 
рішень. 
 
 
4.4. Прогнозування актуарних процесів за допомогою УЛМ 
Для розв'язання задачі прогнозування величини страхових виплат СК у разі 
настання страхового випадку, використовуються сумарні річні дані за 2003-2015 
рр. та трьох кварталів 2016 р. – страхові виплати, страхові платежі, кількість 
страхових договорів, частота появи страхових випадків, темпи зростання капіталу 
СК.  
Показники, які включені до моделі можуть бути як залежними, так і 
незалежними, як впливовими на результативну змінну «Виплати», так і не 
впливовими. Тому, для дослідження залежності або незалежності 
використовується кореляційна матриця (рис. 4.13). 
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Рис. 4.13. Кореляційна матриця  
 
За допомогою кореляційної матриці (рис. 4.13) виявлено, що між змінною 
«Виплати» та «Страхові платежі» існує залежність, яка визначається значенням 
коефіцієнта кореляції рівного 0,6883. Зв’язок з від’ємним значенням в 
кореляційній матриці свідчить про існування оберненого зв’язку, тобто чим більші 
страхові виплати, тим менші темпи зростання страхового капіталу. Тому, змінна 
«Темпи зростання страхового капіталу СК» з від’ємними показником кореляції не 
береться до уваги при прогнозуванні. Але, останні змінні не є взаємозалежними. 
Перейдемо до побудови узагальнених лінійних моделей, використовуючи 
результати проведеного початкового аналізу статистичних даних. Із теоретичних 
відомостей УЛМ відомо про їх три основні компоненти, а саме [Розділ 2]: 
1) стохастична складова – залежа змінна страхові виплати; 
2) систематична складова – частота появи страхових випадків, кількість 
страхових договорів, страхові платежі; 
3) функція зв’язку – для кожного із розподілів визначається окремо 
згідно таблиці представленої в теоретичних відомостях; 
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4.4.1. Гамма розподіл та логарифмічна функція зв’язку 
Припустимо, що залежні зміна – страхові виплати належить до гамма-
розподілу, а в якості функції зв’язку – log-функцію. Графічне представлення 
величини страхових виплат із припущенням про належність до гамма- розподілу 
представлено на рис. 4.14. 
 
 
Рис. 4.14. Гістограма змінної страхові виплати. 
 
Результати оцінювання моделі представлено на рис. 4.15. Розглянемо 
показники та спробуємо визначити допустимість прийняття рішень на базі даної 
моделі. 
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Рис. 4.15. Результати оцінювання моделі з гамма розподілом та 
логарифмічною функцією зв’язку 
 
Середнє значення залежної змінної «Виплати» становить 86434,88. 
Інформаційний критерій Акайке слугує для вибору найкращої моделі із певного 
набору альтернативних моделей. Чим менше значення інформаційного критерію 
Акайке, тим краще побудовано модель відповідно до вихідних даних. Для лог-
нормальної моделі інформаційний критерій Акайке становить 23,841.  
Гарною альтернативою критерію Акайке є критерій Хеннана-Куінна, який 
володіє швидкою збіжністю до істинного значення. Так як, одним із недоліків 
критерію Акайке є той факт, що оцінка Акайке непереконлива та асимптотично 
переоцінює (завищує) істинне значення з ненульовою ймовірністю, то було 
запропоновано більш переконливий критерій, який оснований на мінімізації 
відповідної суми, а не величини. 
Інформаційний критерій Шварца зазвичай вибирає кращу модель з числом 
параметрів, котре не перевищує кількість параметрів в моделі, яка була обрана за 
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критерієм Акайке. Критерій Шварца є асимптотично доцільним переконливим, в 
той час як критерій Акайке зміщений в сторону вибору параметризованих 
моделей. Для даного прикладу значення критерію Акайке, Хеннана-Куінна та 
Шварца приблизно однакові з точністю до 3-го знаку, тому для подальшого 
аналізу альтернативних моделей доцільно взяти будь-яке із них. 
Значення стандартного відхилення залежної змінної – «Виплати» становить 
117116,7 та показує як розподілені значення відносно середнього, тобто на скільки 
великим є розсіювання випадкової величини навколо її середнього. 
Тест відношення правдоподібності (LR statistic - Likelihood ratio test) 
використовується для перевірки обмежень на параметри статистичної моделі, 
оцінених на основі вибіркових даних. Якщо значення LR-статистики більше 
критичного значення розподілу χ-квадрат при заданому рівні значимості, то 
обмеження відкидаються, перевага віддається моделі без обмежень, інакше – 
моделі з обмеженнями. 
Значення дисперсії показує настільки в середньому випадкова величина 
відхиляється від математичного очікування, але важливо те, що відображає не в 
звичайних одиницях, а в квадратних. Однак сама дисперсія не дуже зручна для 
практичного аналізу, оскільки вона має розмірність квадрату випадкової 
величини. Даний недолік виправлено за допомогою величини стандартного 
відхилення, яке в подальшому використовуємо для визначення величини ризику. 
З точки зору фінансового аналізу первинним є значення стандартне 
відхилення, суть якого полягає в наступному – середнє відхилення результатів 
страхових виплат від очікуваних страхових платежів за договорами, тобто по суті 
ризик СК. В якості міри ризику можна використовувати і величину середнього 
абсолютного відхилення (mad). На практиці значення стандартного відхилення 
більше від середнього абсолютного відхилення, але це величина однакового 
порядку, має місце наступне співвідношення: 
mad = 0,7979*S 
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Крива прогнозування величини страхових виплат із зазначенням параметрів 
оцінок прогнозу гамма-логарифмічної моделі представлено на представлено на 
рис. 4.16, а саме – квадратний корінь з середніх значень квадратичної помилки, 
середнє значення помилки у відсотках, коефіцієнт мінливості Тейла, що становить 
0,279 та свідчить про вдалу підгонку даних та адекватність моделі. 
 
 
Рис. 4.16. Результати прогнозування за допомогою гамма-логарифмічної 
моделі 
 
Наближене до нуля значення параметру зміщення частки – «Bias proportion» 
свідчить про те, що сумарне значення прогнозу є досить близьким до реального 
значення величини збитків. Доля дисперсії - «Variance Proportion» становить 
0.305, а доля коваріації “covariance proportion” – 0,640. 
Відносна похибка результатів прогнозування за допомогою гамма- моделі із 
логарифмічною функцією зв’язку становить 3,14%, а це свідчить про те, що 
прогноз здійснено з досить високою точністю всього за 11 ітерацій. Проаналізуємо 
різницію між реальними та прогнозними даними (рис. 4.17).  
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Рис. 4.17. Графік різниць між реальними та прогнозними даними 
 
Графік різниць показує, що вершина прогнозної кривої зміщена вліво від 
кривої фактичних даних із незначними відхиленнями у лівому хвості. Отже, з 
певною мірою наближення та врахуванням відносної похибки цю прогнозу модель 
можна вважати допустимою та адекватною для подальшого аналізу та прийняття 
рішення. 
 
4.4.2. Дослід з розподілом Пуассона та варіаціями функцій зв’язку 
Нехай залежні зміна – страхові виплати належить до розподілу Пуассона, а в 
якості функції зв’язку – log-функцію. Додатково побудуємо модель з подібним 
розподілом але іншою функцією зв’язку – квадратичною. Зазвичай, функція 
зв’язку у складі УЛМ відображає взаємозв’язок між випадковою та 
систематичними змінними. До систематичних змінних належать: кількість 
страхових договрів, страхові премії та частота появи страхових випадків, а 
випадковою змінною є страхові виплати. Саме тому, метою даного експерименту є 
дослідження впливу функції зв’язку як структурної одиниці УЛМ на точність 
результатів оцінок на прикладі взаємодії квадратичної та логарифмічної функцій 
зв’язку. Результати оцінювання параметрів моделі з логарифмічною та 
квадратичною функцією зв’язку представлено в таблиці 4.3.  
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Таблиця 4.3. –  
Порівняльна характеристика параметрів моделей з розподілом Пуассона 
Parameters 
Poisson Models 
log sqrt 
Estimate Std.error Estimate Std.error 
Frequency_cases 3.491e-02 1.810e-03 -8.134e-01 1.594e-01 
Insurance_arrangments -6.489e-07 3.047e-09 -1.201e-04 3.300e-07 
Charges 1.866e-06 2.749e-09 3.236e-04 3.595e-07 
Acaike Information 
Criteria (AIC) 
Inf Inf  
 
Помітно, що значення оцінок параметрів моделей із квадратичною та 
логарифмічною функціями зв’язку не мають великих розбіжностей у прогнозних 
значеннях. Тому, для вибірок малих розмірів, немає взагалі ніякої апріорної 
причини чому б систематичні ефекти в моделі повинні бути сукупними з 
покриттям даного зв’язку. Зазвичай, зручно, коли вони наявні, але їх корисність не 
повинна заміняти якість приближення як зразковий критерій вибору. 
 
Із графіку (рис. 4.18) помітно, що прогнозна крива зміщена вниз та має різкі 
викиди екстремумів у випадкових точках, як для випадку логірифмічної, так і 
квадратичної функцій зв’язку. Різниця між прогнозними та реальними даними для 
моделей з розподілом Пуассона та квадратичною або логарифмічною функціями 
зв’язку зображено на рис. 4.18. 
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Рис. 4.18. Порівняння моделей з розподілом Пуассона та квадратичною або 
логарифмічною функціями зв’язку 
 
Відносна похибка даного класу моделей коливається в межах 90-95%. Отже, 
за даними результатами прогнозної кривої модель із розподілом Пуассона та log-
функцією або квадратичною функціями зв’язку не є прикладом гарного 
наближення прогнозних даних до реальних. 
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4.4.3. Нормальний (Гауса) розподіл та логарифмічна функція зв’язку 
Припустимо, що залежна зміна – страхові виплати належить до нормального 
розподілу і має log-функцію зв’язку. Перейдемо до результатів оцінювання 
параметрів запропонованої моделі (рис. 4.19). 
 
 
Рис. 4.19. Результати оцінювання моделі з нормальним розподілом та log-
функцією зв’язку 
 
Інформаційний критерій Акайке для даної моделі має відносно низьке 
значення та становить 25,30, у порівнянні з іншими моделями, розглянутими 
вище. Відносна похибка для побудованої лог-нормальної моделі становить 3,14%, 
яка пояснюється розбіжностями прогнозних та початкових даних (рис. 4.20). 
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Рис. 4.20. Результати прогнозування моделі з нормальним розподілом та log-
функцією зв’язку  
 
Отже, за даними результатами прогнозної кривої модель із нормальним 
розподілом та log-функцією зв’язку у порівнянні з отриманими моделями 
вважається допустимою для подальшого аналізу та прийняття рішень. 
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4.5. Результати виконання експериментальних досліджень з 
використання фактичних даних  
У результаті практичного застосування запропонованої методики аналізу та 
прогнозування актуарних процесів побудовано 6 узагальнених лінійних моделей. 
Кожна з них відрізняються розподілами залежної змінної (Страхові виплати) та 
видом функції зв’язку.  
Для того, щоб визначити, яка із побудованих моделей є найкращим 
наближенням експериментальних даних до реальних проаналізовано два класи 
інформаційних критеріїв – ті, що базуються на мінімізації відстані Кульбака-
Лейблера (міра відхилення моделі, що розглядається, від реального об’єкту) та на 
байєсівському підході. 
З метою подальшого аналізу якості побудованих моделей у таблиці 4.4 
представлено характеристики кожного з дослідів у розрізі показників – 
середнього, стандартного відхилення, інформаційних критеріїв Акаіке та Байєса, 
відносну похибку та ін. 
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Таблиця 4.4. –  
Характеристики побудованих моделей 
Критерії 
/ 
моделі 
Роки 
Гамма-
логарифмічна 
Гамма-
тотожна 
Пуассона-
квадратична 
Пуассона-
логарифмі
чна 
Обернено-
гаусівсько-
тотожна 
Гауса-
логарифмі
чна 
 
2003 5956.567 1596.049 1903.869 14916.1 1587.371 24009.31 
2004 11861.295 3904.354 6281.569 16694.01 4425.157 26919.5 
2005 16877.358 22079.792 15667.493 21740.06 17926.272 34320.73 
2006 20923.09 29895.616 21654.081 25026.9 24726.812 37800.2 
2007 22771.274 22403.975 18771.973 24340.78 21963.72 33729.53 
2008 54390.238 74479.367 68189.807 52402.72 61641.887 64950.78 
2009 35443.742 76409.957 60514.376 48730.2 60285.107 65039.51 
2010 38672.291 78164.192 63422.485 51836.74 63034.589 65412.27 
2011 64922.577 93430.554 88418.321 73063.17 79040.921 76376.65 
2012 97963.514 86874.603 90318.79 82214.12 81797.671 66440.83 
2013 118690.588 101936.093 108544.809 114782.69 98590.685 72200.03 
2014 540956.727 200852.822 325641.113 346712.41 158528.148 324616.07 
2015 468048.315 196525.368 311938.275 308718.25 153129.636 315676.9 
2016 23943.557 40046.852 28821.339 28910.16 32357.339 42790.09 
 
2017 287910.00 163050.00 193736.00 199781.00 51820.00 266978.00 
2018 249921.00 309798.00 173053.00 176268.00 354236.00 137645.00 
Середнє 
значення 
108672.94 73471.40 86434.88 86434.88 61359.67 89305.89 
Стандартне 
відхилення 
171411.80 62670.63 104065.74 106348.93 49938.30 99396.10 
Інформац. 
Критерій 
Акайке (ІКА) 
23.84 325.00 Inf Inf 324.58 25.30 
Байєсівський 
інформаційний 
критерій (БІК) 
BICq 
equivalent for 
q in (0.0028, 
0.6772) 
BICq 
equivalent 
for q in 
(0.0293, 
0.7131) 
CBD CBD CBD 
BICq 
equivalent 
for q in 
(0.4989, 
0.7687) 
Відносна 
похибка 
3.14% 2.67% 2.42% 2.65% 2.82% 3.14% 
Величина 
ризику втрат СК 
11.27% 6.09% 8.60% 8.79% 5.81% 7.95% 
Скорингова 
функція Фішера 
4 10 5 5 6 13 
 
Із таблиці 4.4 слідує, що мінімальні значення критерію Акаіке мають моделі 
з гамма або нормальним розподілами залежної змінної та логарифмічною 
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функцією зв’язку – 23.84 і 25.30 відповідно. Також, для даних моделей показники 
відносної похибки співпадають і становлять 3.14, котрий відображається на 
високій точності прогнозних значень страхових виплат. Моделі з розподілом 
Пуассона і логарифмічною або квадратичною функціями зв’язку мають низькі 
показники відносної похибки, але значні розбіжності між прогнозними та 
початковими даними дають підстави щодо відхилення даних моделей.  
На відміну від критеріїв, що базуються на мінімізації відстані Кульбака-
Лейблера, та обирають з поміж заданої множини моделей найбільш адекватну 
(вважаючи, що «точної» моделі може і не бути в розглядуваній множині моделей), 
критерії Байєса вибирають з певною ймовірністю «правдиву» модель, і 
ймовірність вибору такої «точної» модель прямує до 1, при збільшенні розміру 
вибірки (тобто дані критерії передбачають наявність «точної» моделі серед 
множини моделей, що розглядається). Критерій Байєса з шести моделей виділяє 
дві адекватні моделі – з гамма розподілом та логарифмічною функцією зв’язку та 
модель з нормальним розподілом та логарифмічною функцією зв’язку. Мінімальні 
значення критерію Байєса належать до гамма моделі з логарифмічною функцією 
зв’язку. Саме тому, дану модель вважаємо найкращим наближенням прогнозних 
даних до реальних з низькими показниками відносної похибки – 3,14%. 
Після оцінювання втрат, пов’язаних із страховими виплатами за полісами 
страхування, наступною важливою задачею аналізу актуарних процесів є 
оцінювання операційного ризику. Для розв’язання даної задачі будується модель у 
формі Мережі Байєса. 
  
170 
 
 
4.6. Результати застосування мереж Байєса 
 
Задача оцінки фінансових ризиків у сфері страхування є одним з 
найважливіших етапів фінансового аналізу. Тому, виникає необхідність у 
залученні сучасних інтегрованих методів розв’язання прикладних задач ризик-
менеджменту. Наприклад, задачі прогнозування величини страхових виплат у 
випадку настання страхового випадку, обчислення оцінок можливих втрат, 
мінімізації ризиків діяльності страхової компанії (СК). Один із таких сучасних 
методів моделювання і оцінювання можливих втрат представляють Байєсівські 
мережі довіри [2].  
Саме тому, метою даної роботи є дослідження можливості практичного 
застосування мереж Байєса для розв’язання задачі оцінювання операційного 
ризику та ймовірності виплати грошової премії СК у разі виникнення страхового 
випадку. 
Практичне застосування мережі Байєса досліджено для оцінювання 
операційного ризику та ймовірності виплати грошової премії СК у разі 
виникнення страхового випадку. 
Для побудови графічної моделі БМ використано змінні: прихована змінна 
роки (Years), яка не є спостережуваною та доступної для навчання; кількість 
страхових договорів (Ins_arrangements), кількість страхових випадків (Ins_cases), 
страхові платежі (Ins_charges), страхові виплати (Ins_damages), ризик банкротства 
(Ins_loss). Опис змінних БМ наведено в таблиці 4.5. 
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Таблиця 4.5 –  
Опис змінних мережі Байєса 
Змінна Інтерпретація Тип Значення 
Y – year Фіктивна змінна 
Дискретна часова 
змінна 
Проміжок часу 
2003-2014 роки 
A – 
arrangements 
Страховий договір 
Дискретна змінна, 
що відображає 
кількість страхових 
договорів, які були 
заключено у 
конкретній СК та у 
відповідний 
статистичний рік 
Числове 
C – insurance 
cases 
Страховий 
випадок 
Дискретна змінна – 
2 стани 
Присутній, 
відсутній 
Ch – 
insurance 
charges 
Страхові платежі 
Дискретна змінна – 
2 стани 
Сплачено, не 
сплачено 
D – insurance 
damages 
Страхові виплати 
Дискретна змінна – 
2 стани 
Відшкодовано, не 
відшкодовано 
L – loss of 
insurance 
company 
Ризик банкротства 
СК або 
операційний ризик 
Дискретна змінна – 
2 стани 
Присутній, 
відсутній 
 
GeNIe 2.1 обрано у якості середовища моделювання і дослідження БМ. Для 
формування структури БМ у вигляді спрямованого ациклічного графа визначено 
наступні причинно-наслідкові зв'язки між зазначеними вище змінними: 
1) :},{ ChCA заключення страхового договору (A) у статистичному 
році (Y) є причиною виникнення двох незалежних подій – внесення страхових 
платежів (Ch) клієнтом та настання страхового випадку (C), згідно відповідного 
договору страхування (A). 
2) :},{ DChC   СК, як гарант виконання умов договору (A) у разі 
настання страхового випадку (C) та при умові 100% внесення платежів (Ch) 
повинна здійснювати страхові виплати (D).  
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3) :LD  відшкодування страхових виплат приносять збитки СК – 
виникає операційний ризик (L).  
Тобто, змінна A – є причиною дії змінних С та Ch, наслідком дії яких є 
змінна D та L. Отже, множина змінних {А, Ch, С} є причинними, а {D, L} – 
наслідкові. 
Структуру БМ довіри для оцінювання операційного ризику та ймовірності 
виплати грошової премії СК у разі виникнення страхового випадку відображено 
на рис. 4.21.  
 
 
Рис. 4.21. Графічне представлення БМ довіри для ймовірнісного оцінювання 
актуарних процесів. 
 
Функціонування такої мережі апробовано на прикладах з використанням 
фактичних статистичних даних, а саме – рейтингів СК України по договорам 
страхування життя у період 2003-2016 рр. Результати оцінювання параметрів БМ 
відображено на рис. 4.22. 
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Рис. 4.22. Результати оцінювання БМ. 
 
У результаті оцінювання БМ отримано: ризик банкротства СК у випадку 
25% ймовірності настання страхового випадку та 100% виплати страхової премії 
складає 87% при тому, що 78,2% страхувальників вчасно здійснюють платежі за 
договорами про страхування (рис. 4.23). Значна величина ризику банкротства СК 
свідчить про відсутність ефективного механізму управління коштами, як власного 
капіталу, так і отриманих від страхових договорів. 
Динаміка страхових виплат у випадку настання страхового випадку при 
100% сплаті страхових платежів має наступний вигляд: 
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Рис. 4.23. Динаміка оцінювання страхових виплат 
 
З графічного представлення динаміки страхових виплат (рис. 4.14) помітно, 
що прогнозні значення та апріорні ймовірності відрізняються не суттєво завдяки 
логічній структурі мережі Байєса та високій точності обчислень у мережі. 
 
Для навчання структури БМ згенеровано 248 експериментів із випадковими 
допустимими значеннями щодо кожної з вершин та використано ЕМ-алгоритм 
(максимізації математичних сподівань) для знаходження (локально) оптимальної 
максимальної оцінки ймовірності параметрів (рис. 4.24). Скорочення структури 
БМ, як представлено на рис. 4.24, отримано за допомогою послідовного 
виключення вузлів та інверсії ребер початкового графу (рис. 4.21). 
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Рис. 4.24. Приклад навчання структури БМ. 
 
Для оцінювання параметрів отриманої структури БМ обчислюється 
величина операційного ризику СК при 33,9% або 44,2% виплаті страхової премії у 
разі настання (або відсутності) страхових випадків за договорами за якими 
поступали / не поступали регулярні платежі. Порівняльна таблиця результатів 
наведена в таблиці 4.6. 
 
Таблиця 4.6 –  
Результати оцінювання спрощеної БМ 
CASES → 
Present 
insurance case and 
Paid Charges 
Absent 
insurance case and 
NotPaid Charges 
Pr(Loss) 0.881 0.5 
1-Pr(Loss) 0.119 0.5 
Pr(Damages) 0.339 0.442 
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З таблиці 4.6 помітно, що ризик є високим навіть для випадку з 34% 
виплатою страхових премій СК у разі настання страхових випадків та 100% 
вчасною сплатою платежів. Рівнозначні значення ризику отримано для 
протилежного випадку – не було страхового випадку і не сплачено платежі вчасно 
сплачені, тобто договір було розірвано. У такому випадку БМ відображає 
«відсутність ризику» на заданій множині станів, адже величина виплати премій 
досить низька.  
Отже, БМ – це потужний і ефективний математичний інструмент 
дослідження та відтворення реальної картини процесів у СК, який доцільно 
застосовувати для розв’язання задач ймовірнісного прогнозування та оцінювання 
ризиків. Удосконалення структури БМ та розробка методики побудови висновку в 
БМ з урахуванням особливостей аналізу та управління операційними ризиками є 
підґрунтям для майбутнього дослідження. 
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4.7. Обгрунтування та вибір кращої моделі 
У результаті побудови УЛМ, використовуючи інтеграцію модулів extRemes, 
glm та bestglm середовища програмування R package і за допомогою припущень 
про початковий розподіл залежної змінної, підбору функції зв’язку – як однієї із 
складових УЛМ виявлено наступне: 
1) найкращим наближенням початкових даних до побудованої моделі є 
модель з гамма розподілом залежної змінної – Страхові виплати та 
логарифмічною функцією зв’язку, що пояснюється мінімальними значення 
байєсівського інформаційного критерію, 3,14 значеннями відносної похибки та 
високою точністю прогнозних значень, які було досягнуто за 4 ітерацій; 
2) найбільш точний прогноз було отримано за допомогою моделі з гамма 
розподілом та квадратичною функцією зв’язку про що свідчить мінімальне 
значення відносної похибки 2,42. Результат моделі досягнуто за 5 ітерацій; 
3) модель з обернено-гаусівським розподілом залежної змінної та 
тотожною функцією зв’язку має мінімальне значення ризику (5,81%). 
Результативної точності досягнуто за 5 ітерацій. Але значні відхилення 
прогнозних значень від реальних даних про що свідчать результати оцінки даної 
моделі не дають підстав вважати модель оптимальною у задачі прийняття рішень; 
4) при порівнянні моделей з нормальним і гамма розподілом та 
логарифмічною функцією зв’язку було виявлено, що інформаційний критерій 
Акайке приймає наближено однакові значення 23,84 і 25,30 відповідно, тому 
вибирати модель доречно, виходячи із результату оцінювання моделі та 
байєсівського інформаційного критерію; 
5) величина ризику для побудованих моделей в середньому коливалась 
від 5 – 12%, яке є гранично допустимим та все ж вимагає проведення додаткових 
заходів щодо мінімізації даної величини та запобігання банкротства СК; 
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6) кожна з шести побудованих моделей є допустимою для подальшого 
вдосконаленню завдяки ефективності методики попереднього аналізу та обробки 
екстремальних значень. 
 
Отже, найбільш точною та максимально приближеною до реальних даних є 
модель з розподілом Гамма та логарифмічною функцією зв’язку. 
Для зменшення величини ризику в побудованих моделях доцільно 
запропонувати наступні заходи: 
1) проведення превентивної діяльності, спрямованої на зменшення 
ризику; 
2) застосування заходів на локалізацію ризику, наприклад, обмежити 
поліс страхування до оптимального терміну, наперед прорахованого та 
обґрунтованого на практиці; 
3) при критичних ситуаціях використовувати часткові заходи по 
самофінансуванні ризиків – покриття ризиків власними коштами; 
4) при передачі ризику страховикам керуватися результатами оцінки 
критерію цілковитої випадковості, критерію однозначності, критерію 
оцінюваності у грошових одиницях, критерію незалежності, критерію величин. 
Виходячи із запропонованих заходів можна досягти максимізації прибутку 
від страхової діяльності та мінімізувати затрати на відшкодування страхових 
випадків із забезпеченням вчасної 100 виплати страхових премій. 
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Висновки до розділу 4 
У четвертому розділі дисертаційної роботи весь комплекс розроблених 
методів і алгоритмів інтегровано у складі запропонованої автором архітектури 
системи підтримки прийняття рішень.  
1. Розроблена СППР зручна у користуванні, оскільки архітектура 
системи побудована таким чином, що обрані алгоритми оцінювання параметрів 
виконуються автоматично та за мінімальний часовий інтервал. Створена на основі 
сучасних інформаційних технологій СППР дає можливість використовувати її 
через різноманітні інтерфейси, зокрема через модуль Rcmdr середовища 
програмування R package. Ключовою перевагою розробленої СППР є 
забезпечення високої точності узагальнених лінійних моделей через ефективну 
інтеграцію стандартних модулів R package. 
2. Запропонована методика побудови математиних моделей для аналізу 
та прогнозування актуарних процесів задовольняє таким основним вимогам: 
 забезпечує виявлення екстремльних значень у актуальних даних на 
початковому етапі аналізу статистичної вибірки; 
 забезпечує обробку екстремальних значень шляхом наближення до 
одного розподілів із класу узагальнених розподілів екстремальних значень; 
 мета застосування запропонованої методики – подолання проблеми 
виродженості початкової вибірки для подальшої побудови УЛМ. 
 експериментально доведено ефективність застосування комплексної 
моделі обробки екстремальних статистичних даних, завдяки якій вдалося успішно 
розв’язати проблему невиродженості даних у статистичній вибірці із 
застосуванням теорії екстремальних значень. Для оцінювання невідомих 
параметрів побудованих моделей, які належать до класу узагальнених розподілів 
екстремальних значень можна успішно використовувати байєсівський підхід, 
оперуючи апріорними та апостеріорними розподілами параметрів, а також 
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алгоритмами вибору кращої моделі. Залучення новітніх комбінованих методів до 
розв’язання задачі обробки екстремальних даних та оцінювання невідомих 
параметрів, вибору кращої моделі на основі алгоритмів зменшення порогів 
викидів відкриває нові можливості для дослідження особливостей методів 
математичного моделювання 
3. Для оцінювання операційного ризику на основі ймовірності виплати 
грошової премії страхової компанії у разі виникнення страхового випадку 
запропоновано модель у формі БМ. Отримана структура БМ відображає 
причинно-наслідкові зв’язки між факторами операційного ризику та втратами СК. 
Побудована модель має широкий спектр застосування, а саме: для фінансового 
аналізу з метою вчасного запобігання настання банкротства СК; аналізу 
ефективності виконання умов договорів та виплати страхових платежів і 
страхових виплат; прийняття управлінських рішень та аналізу наслідків їх 
реалізації; ймовірнісного прогнозування величини страхових виплат за кількістю 
страхових випадків та договорів. Функціонування створеної мережі апробовано на 
прикладах з використанням фактичних статистичних даних СК України за період 
2003-2016 рр.  
4. Створена система надає можливість актуаріям працювати з 
виродженими масивами даних та виконувати фінансовий аналіз страхової 
діяльності компаній у реальному часі з використанням фактичних даних стосовно 
страхових виплат за відповідними страховими договорами і страховими 
випадками. 
5. Завдяки відкритій модульній архітектурі створена СППР може 
доповнюватись новими функціями, спрямованими на подальше розширення та 
поглиблення функціоналу системи. Зокрема, для розширення можна скористатись 
іншими методами інтелектуального аналізу даних, такими як марковські ланцюги, 
генетичні та еволюційні алгоритми, молекулярне моделювання та ін. 
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ЗАГАЛЬНІ ВИСНОВКИ ПО РОБОТІ 
 
У ході виконання представленого дослідження запропоновано методику 
побудови узагальнених лінійних моделей для аналізу та прогнозування актуарних 
процесів. За результатами виконання роботи можна зробити такі висновки:  
1. Виконано огляд моделей, які основані на аналізі наслідків; моделей, які 
основані на факторах ризику; моделі регресійного аналізу і функціональних 
кореляцій та моделі байєсівського типу. Встановлено, що існують методики 
побудови моделей опису та оцінювання актуарних процесів, але на сьогодні не 
достатньо висвітлено питання побудови та оцінювання УЛМ і мереж Байєса.  
2. Запропоновано процедуру адаптації виродженої статистичної вибірки з 
метою подальшої побудови УЛМ. Встановлено, що теорія екстремальних значень 
є ефективним способом обробки екстремальних значень в фінансових процесах. 
Експериментально доведено наближення даних до класу УРЕЗ з початковим 
порогом 6,65. Для оцінювання параметрів успішно застосовано байєсівський 
підхід з використанням апріорних та апостеріорних розподілів параметрів, а також 
алгоритмів вибору кращої моделі. 
3. Побудовано нові узагальнені лінійні моделі для обраних актуарних 
процесів, які забезпечують оцінювання короткострокових прогнозів стосовно 
страхових виплат високої точності. Обчислено оцінки прогнозів страхових виплат 
за допомогою побудованих у роботі узагальнених лінійних моделей. Встановлено, 
що кращою є модель з гамма розподілом та логарифмічною функцією зв’язку, 
результат котрої отримано за 4 ітерації алгоритму оцінювання параметрів моделі. 
При цьому БІК отримав значення 0,048.  
4. Розроблено мережу Байєса для ймовірнісного оцінювання операційних 
ризиків страхових компаній. Функціонування мережі апробовано на фактичних 
статистичних даних, а саме – рейтингів СК України по договорах страхування 
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життя у період 2003 – 2016 рр. Ризик банкротства СК у випадку 25% ймовірності 
настання страхового випадку та 100% виплати страхової премії складає 87% при 
тому, що 78,2% страхувальників вчасно здійснюють платежі за договорами про 
страхування. Значна величина ризику банкротства СК свідчить про відсутність 
ефективного механізму управління коштами, як власного капіталу, так і 
надходжень, отриманих від страхових договорів. 
5. Проаналізовано якість побудованих моделей у формі УЛМ з 
використанням множини статистичних критеріїв. Встановлено, що такий підхід до 
моделювання є перспективним, оскільки модель демонструє високі показники 
якості. Відносні похибки оцінок прогнозів є незначними і коливаються в межах 5 
– 12 для всіх моделей, а за допомогою інформаційного Критерію Акайке та 
Байєса обґрунтовано та обрано кращу модель. У результаті порівняння результатів 
побудованих УЛМ з методом групового урахування аргументів (МГУА) отримано 
значні розбіжності у прогнозних значеннях та величина відносної похибки 
становить 49,18%.  
6. На основі інтеграції розроблених модулів, а також модулів систем R та 
Eviews створено СППР для аналізу фінансових процесів у страхуванні. Вона дає 
можливість використовувати її через різні інтерфейси, зокрема через модуль 
Rcmdr середовища програмування R. Ключовою перевагою розробленої СППР є 
забезпечення високої точності узагальнених лінійних моделей.  
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Додаток Б 
Моделі з бінарною залежною змінною 
У бінарну модель входить залежна змінна , що набуває двох значень , 
а також регресори , які містять чинники, що визначають вибір. Звичайна лінійна 
регресійна модель не підходить для опису цієї ситуації. Вона припускає, що 
залежна змінна має безперервний розподіл, а в цьому випадку необхідно, щоб 
вона мала дискретний розподіл. 
Розглянемо приклад, коли існує страховий випадок і розглядається питання 
визначення відсотку відшкодування страхових виплат за відповідним договором. 
Тобто, можливе 100% виплата страхової премії або лише 50%, або відмова у 
виплаті. Побудована лінійна регресія передбачатиме абсурдні значення  – дроби, 
негативні і більше одиниці. Математичне очікування залишків при цьому буде 
навіть асимптотично залежати від . 
Результат вибору можна було б передбачати і за наслідками лінійної 
регресії: якщо (розрахункове значення ) більше 0,5, то беремо 1, якщо  менше 
0,5, то беремо 0. Дане міркування не покращує модель, а лише припускає, яка 
модель є адекватною. Тобто, потрібно знайти модель, яка описувала б дискретний 
розподіл, що залежить від значення , і яка б добре описувала вибіркові дані.  
Оскільки для бінарної залежної змінної розподіл бінарний, то вона повністю 
визначається ймовірністю отримання одиниці (як функції від ), яка співпадає з 
математичним очікуванням, якщо змінна приймає значення 0 і 1: 
 
В геометричному сенсі завдання полягає у тому, щоб знайти гіперплощину, 
яка б в певному сенсі найкращим чином розділяла дві групи спостережень (що 
відповідають 0 і 1) у просторі регресорів. 
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Додаток В 
Моделі вибору – логіт і пробіт 
Існує два види моделей вибору, які могли б породжувати розподіл залежної 
змінної, що нас цікавить: порогова модель і модель, заснована на корисності 
альтернатив. Передбачається, що в основі вибору лежить змінна, що не 
спостерігається,  математичне очікування якої є лінійною комбінацією набору 
регресорів . Спостерігається тільки дискретна величина , яка 
пов’язана з  таким чином: якщо  більше деякої порогової величини , то , 
якщо менше, то . Зазвичай передбачається, що помилки  мають нульове 
математичне очікування, однаково розподілені і незалежні. Величину можна 
прийняти рівною нулю. 
Інша модель припускає, що вибір здійснюється на основі корисності 
альтернатив, що не спостерігаються, . Якщо  – вибираємо 
– 1, якщо  – вибираємо 0. В найпростішому випадку корисність є 
лінійною функцією регресорів: 
,    
Щоб модель була ймовірнісною, передбачається, що є збурюючи чинники, 
такі що  і . Ця модель зводиться до порогової, якщо 
взяти , а значення порогу – нуль. 
Виводимо тепер з розподілу  розподіл , а з розподілу  – розподіл . Для 
симетричного розподілу . 
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Є два зручні види розподілу, які зазвичай використовують для опису 
відхилення . 
Логістичний розподіл. Якщо  і  мають розподіл Вейбулла і незалежні, то 
 має логістичний розподіл. Якщо  і  мають нормальний розподіл і незалежні, 
то  також має нормальний розподіл. 
Щільність логістичного розподілу дорівнює , а функція розподілу 
дорівнює (її називають логістою).  
Модель з бінарною залежною змінною з логістично розподіленим 
відхиленням називають логіт. Для моделі логіт функція щільності розподілу має 
вигляд: 
, 
  
Рис. Д.1. Форми щільності розподілів 
 
Нормальний розподіл. Модель з нормально розподіленим відхиленням 
називають пробіт. 
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Для моделі пробіт: 
,
 
Логістичний розподіл дуже схоже на нормальний. Розрізнити, коли слід 
застосовувати логіт, а коли – пробіт, – на малих вибірках неможливо. Оцінки 
коефіцієнтів   відрізняються множником, який є практично постійним. 
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Додаток Г 
Порівняння отриманих результатів з МГУА 
 
Рис. Г.1. Результати побудови МГУА 
 
 
Рис.Г.2. Числові результати прогнозування страхових виплат за допомогою МГУА 
 
 
Рис. Г.3. Результати оцінювання МГУА моделі 
