Abstract. We consider One-Out-Of-N: G, repairable system with an assumption that the repair hazard rate increases monotonically as the time parameter increases. In the light of the considered model, the properties of the Bayes estimator for the parameter have been studied.
Introduction
An impressive array of paper has been devoted to the reliability properties and the hazard rates of the order statistics along with IFR (increasing failure rate) and DFR (decreasing failure rate) property. However, studies relating to the Bayesian estimation on the repairable system along with IFR property of the failure time distribution and on the repair time distributions have received comparatively less attention.
The choice of the loss function may be crucial. It has always been recognized that the most commonly used loss function, squared error loss function (SELF) is inappropriate in many situations. If the SELF is taken as a measure of inaccuracy then the resulting risk is often too sensitive to the assumptions about the behavior of the tail of the probability distribution. In addition, in some estimation problems overestimation is more serious than the underestimation, or vice-versa [7] . To deal with such cases an useful and flexible class of asymmetric loss function (LINEX loss function (LLF)) was introduced by Varian [13] for any parameter θ (whenθ is any estimator of the parameter θ) as L (∆) = e a ∆ − a ∆ − 1; a = 0 and ∆ =θ − θ.
Here, ∆ and ′ a ′ are the estimation error and the shape parameter of LLF respectively. The sign and magnitude of ′ a ′ represent the direction and degree of asymmetry respectively. The positive (negative) value of ′ a ′ is used when overestimation is more (less) serious than the underestimation. If |a| near to zero, L (∆) is approximately squared error and almost symmetrical. The objective of the present article is to study the properties of the Bayes estimators for the parameter of the repairable system under the symmetric and asymmetric loss functions.
The sequential k-out-of-n systems with Weibull components have been considered by Cramer and Kamps [4] . Cramer and Kamps [3] have also studied the sequential order statistics and k-out-of-n systems. Soland [11] has studied Bayesian analysis for the Weibull process with unknown scale and shape parameters. Banerjee and Bhattacharya [2] have studied the application of the inverse Gaussian distribution under Bayesian viewpoint. Several authors have considered the estimation under the Bayesian viewpoint in different contexts; few of them are Zellner [15] , Sinha [10] , Fernandez [5] , Raqab and Madi [9] , Mousa and Al-Sagheer [6] , Son and Oh [12] , Ahmad et al. [1] . Recently, Prakash and Singh [8] have presented some Bayesian inference for the Item failure data of the Weibull failure model.
Description of the model under study
The considered system is characterized under the following set of assumptions:
1. The system consists of n units having a repair facility. 2. Initially one unit starts operating and the remaining (n − 1) are kept as inactive standbys. 3. As soon as a unit fails, it goes for repair and a standby unit is put on operation. 4. The repair discipline is First Come First Serve (FCFS) and it is always open and the repairs are perfect. 5. The switch over time is negligible. 6. The failure time distribution of the on -line units and the repair time distribution of units under repair are assumed to be general, independent of each other and both are IFR distributions. 7. The state of the system is defined by the number of non-operative units in the system at time t. 8. State n is called the down state of the system.
The sampling inspection policy
The system is observed under an inspection policy where inspection is made at the completion of a repair provided that it starts at the beginning of a repair. This leads us to a situation where separate observations on the units performance and on repair facility are not feasible. Thus, available records are of the number of failures that occurred in the time interval between two repair epochs i.e., the time instant at which a repair completes.
Let X (t) = i ; i = 0, 1, . . . , n, be the number of non-operative units at time t. Hence, {X (t) : t > 0} be a stochastic process with state space S = {0, 1, 2, . . . , n} . The hazard (failure) rate of the system in the state k, if it was in the state i is denoted by ρ ik (t).
We put a system on test and the system is observed continuously until n repairs are over. Let the system be in state i(= 1, 2, . . . , n − 1) initially whenever a first repair starts. In addition, the states of the process are recorded at the completion of each repair.
Let n ik be the size of the sample obtained from the system when the system passes through the path.
Under the above sampling scheme, the hazard rate of the repair time intervals is obtained as (See for details Cramer and Kamps [4] )
Here, u is the number of units failed when the system transits from the state i to the state k. The hazard rate decreases as u increases. The hazard rate after re -parameterization is given by
with the distribution function is
The probability that the item survives for at least time t i.e., the Reliability function, denoted by Ψ (t) and obtained as
We consider the prior distribution for the parameter θ as an increasing function of θ, given by
The conjugate prior distribution for the parameter θ is suggested as
Bayes estimators corresponding to the prior g 1 (θ)
The likelihood function of the parameter θ for the model is
Using (6) and (8), we get the posterior density of θ as
The invariant form of SELF (ISELF) for any parameter θ is given as
The Bayes estimator for the parameter θ, corresponding to ISELF is obtained aŝ
The Bayes estimator for the parameter θ, corresponding to LLF is similarly obtained aŝ
Bayes estimators corresponding to the prior g 2 (θ)
The posterior density of θ with respect to the prior g 2 (θ) is given as
The Bayes estimators for the parameter θ, corresponding to ISELF and LLF are similarly obtained aŝ
andθ
The risks of the Bayes estimators
The risks of the Bayes estimators considered in Section 3 under the ISELF are obtained as
Similarly, the risks of the considered Bayes estimators under the LLF are obtained as
where
n−1 (ω(z)) dz and i = 1, . . . , 4.
Here, the suffixes S and L denote respectively the risks taken under the ISELF and LLF loss criteria. The expressions of the risks under the ISELF and LLF of the Bayes estimatorsθ i do not exist in a closed form (exceptθ 1 under ISELF). A simulation study has been carried out to study the properties of these Bayes estimators in terms of the relative efficiencies. The relative efficiency for the estimatorθ 2 with respect toθ 1 under both loss criteria are defined as
Similarly, the relative efficiencies for the estimatorθ 4 with respect toθ 3 are
Admissibility of the Bayes estimators
A Bayes estimator that is admissible relative to one loss specification might not to be so relative to a different loss. Zellner [15] analyzed the admissibility of different Bayes estimators when the risks were computed from the LLF and SELF. His findings revealed the importance of loss structure specification. Wen and Levy [14] further extended the given concepts into a bounded LLF (BLINEX).
The expressions of the risks of the Bayes estimatorsθ 2 ,θ 3 andθ 4 under the both loss criteria involve the parameter θ. Thus, these estimators are not constant with respect to the parameter. Hence, these Bayes estimators are inadmissible under ISELFas well as LLF loss criterions. Further, the risk of the Bayes estimatorθ 1 is constant with respect to the parameter θ under the ISELF criteria. Thus, the Bayes estimatorθ 1 is ISELF admissible.
A simulation study
In this section, we illustrate the procedure by presenting a complete analysis under a simulation by drawing 10000 random samples from the model for a set of selected parametric values. The considered values of the sample size n are 05, 10, 15 and the values of the parameter θ are 04, 08. We select the values of the shape parameter of LLF as a = 0.50, 1.00, 1.50. 
The Bayes estimators under the prior g 1 (θ)
The expressions of the relative efficiencies RE S (θ 2 ,θ 1 ) and RE L (θ 2 ,θ 1 ) involve n, a, θ and β. The values of the prior parameter β are taken as 0.50, 2.50, 5.00, 10. For all these selected parametric values, the relative efficiencies have been calculated and presented respectively in the Tables 1-2 under the ISELF and LLF loss criteria.
The Bayes estimatorθ 2 performs uniformly well with respect to the Bayes estimatorθ 1 under both loss criteria for all considered set of values. We observe that the efficiency increases as the parameter θ increases. Opposite trend has been seen when the sample size n increases. In addition, the efficiency increases with increase of ′ a ′ . We further conclude that the magnitude of the relative efficiency is larger for the ISELF loss criterion than of LLF.
The Bayes estimators under the conjugate prior
The relative efficiencies RE S θ 4 ,θ 3 and RE L θ 4 ,θ 3 involve the parameters n, a, θ, α and δ. The values of the prior parameters α and δ are taken in a combination of (2.25, 1.50), (4.00, 2.00) and (9.00, 3.00). The values of the prior parameters α and δ meet the criterion that the prior variance is unity. The relative efficiencies have been presented in the Tables 3-4 under both loss criteria.
The Bayes estimatorθ 4 performs uniformly well with respect to the estimatorθ 3 for all selected set of parametric values under both loss criteria. The efficiency decreases as the parameter θ increases. Similar trend has been seen when the sample size n increases. Further, the efficiency also decreases as ′ a ′ increases. Here, the magnitude of the relative efficiency is larger for the LLF loss criterion than ISELF.
Conclusion
We conclude that the Bayes estimatorsθ 2 andθ 4 perform uniformly well with respect to the Bayes estimatorsθ 1 andθ 3 respectively under the ISELF and LLF. In addition the Bayes estimatorθ 1 is an admissible estimator under the ISELF criteria. 
