Abstract-Word Sense Disambiguation is the task of automatically identifying the correct sense of an ambiguous word. Biomedical documents, similar to other narrative documents, suffer from ambiguity, which impacts the ability to automatically extract knowledge contained in the document text. In this study, we propose a graph-based word sense disambiguation algorithm focused on biomedical text. The proposed algorithm uses the UMLS Metathesaurus as its source of knowledge. Evaluation is carried out using the MSH-WSD data set.
INTRODUCTION
The increasing rate of published biomedical documents has negatively impacted health professionals' ability to keep up to date with the latest medical findings. This large amount of unstructured documentation has led to the interest in automated tools, such as information extraction (IE) and natural language processing (NLP) applied to the biomedical field.
Biomedical documents are written as narrative text, which is easy to interpret by humans, but very challenging for computers. One of the main challenges in extracting information from biomedical documents is the ambiguity of natural language, in which words can have multiple meanings. For instance the word "astragalus" has different meanings in the following two sentences, which we captured from the MSH-WSD dataset [14] .
a) The biological course of fractures of the astragalus.
b) Effects of astragalus injection on extracellular signalregulated kinase pathway in cultured normal cardiac myocytes.
In the first sentence, astragalus is used to refer to a human body part, while in the second sentence astragalus is used to refer to a plant.
Word sense disambiguation (WSD) is the process of finding the correct meaning or "sense" of words that have multiple meanings. WSD resolves ambiguities by identifying the correct meaning of a word based on its context. Although research in this area has now been going on for decades, it is still considered a difficult problem. WSD is as hard as an AIcomplete problem, a technical term in artificial intelligence and complexity theory, which means solving it would require solving all the difficult problems in artificial intelligence (AI), such as natural language understanding [1] .
There are many approaches to address the WSD problem for domain-independent text [1] [2] . WSD algorithms can be distinguished as supervised learning or unsupervised. Supervised learning approaches use machine-learning techniques and require an annotated corpus for training, while the unsupervised approaches do not require any annotated corpus and mostly rely on an external source of knowledge like a thesaurus or an ontology.
Generally, supervised learning approaches outperform unsupervised ones [3] [4] [5] [6] , but in the biomedical domain, it is impractical to manually annotate a corpus for algorithmtraining purposes due to time and cost. This paper presents an unsupervised graph-based approach to WSD in the biomedical domain that uses the Unified Medical Language System (UMLS) [7] as its knowledge base. Section 2 describes related work on WSD and also introduces the resources employed by the WSD systems used in this work. Section 3 describes our unsupervised graph-based approach to WSD using the UMLS Metathesaurus. Section 4 presents the evaluation of our algorithm. Finally, Section 5 concludes our findings.
II. BACKGROUND AND RELATED WORK
Most unsupervised WSD studies are domain ignorant, meaning that they are not customised for a specific field or domain. The key component that classifies an unsupervised WSD as domain specific is the knowledge base, for example the UMLS is commonly leveraged by WSD focused on the biomedical domain while WordNet [13] is commonly leveraged by domain-independent WSD. In Table I we list six recent unsupervised graph-based WSD algorithms along with their knowledge base, and the reported accuracy. As the reported accuracy shows, biomedical WSD achieve better accuracy compared to their domain-independent counterpart. Since in our approach we use UMLS as our knowledge base and MetaMap as our concept-mapping approach, we briefly present these two. b) The Semantic Network, a set of semantic types to categorise all concepts represented in the Metathesaurus, and a set of semantic relations to define possible relationships between semantic types. The Semantic Network in the UMLS 2011AB release contains:
• 133 semantic types. Examples of semantic types include: Enzyme, Genetic Function, Therapeutic or Preventive Procedure, Laboratory Procedure.
• 54 semantic relations. Examples of semantic relations include: affects, treats, disrupts, prevents, process_of.
Semantic relations are interconnected by semantic types. For example, the semantic types Enzyme and Genetic Function are interconnected by the semantic relation affects.
c) The SPECIALIST Lexicon, a set of lexical entries with one entry for each spelling or set of spelling variants in a particular part of speech and describes the morphologic, orthographic and syntactic properties of a word. 
III. UNSUPERVISED GRAPH-BASED WSD
The algorithm we propose leverages the UMLS Metathesaurus as its knowledge base source. We represented the UMLS Metathesaurus as a graph K, such that UMLS concepts are the nodes and relation between UMLS concepts are the edges. The proposed algorithm is inspired by the approach presented in [11] .
We used the MRCONSO table as the source of our nodes in the graph K, using the CUI as the node identity. The MRREL table is used as the source of the edges in the graph K. Table II shows a subset of relations between concepts that we extracted MRREL tables. The MRREL table contains ten different types of relations between concepts; for the performance consideration we focused on the following six relation types:
• PAR, the parent relation
• CHD, the child relation
• RB, the broader relation
• RN the narrower relations
• SIB, the sibling relation
• RO, the other relation After building the knowledge source and represent as the graph K, it is fed into our algorithm along with the following inputs:
• W, a sequence of n words, representing the text containing the word to be disambiguated, • t, an index in W pointing to the word we need to disambiguate, • s, a window size of the words before and after t, • A, a set of plausible senses for the word being disambiguated.
Algorithm 1 shows the pseudocode of our approach. We progressively build a graph for each W t word to be disambiguated; the graph is composed of:
• V, a set of nodes representing the UMLS concepts of the words before and after W t within a window of size s, combined with the set A. We used the MetaMap tool for mapping words to UMLS concepts. In line 3-9, we loop through all nodes in V, and for each node in V we search for its neighbour nodes in the graph K using depth-first search. All neighbour nodes found in K that do not exist in V are added to the V.
• E, the edges that interconnect all nodes in V based on the K graph.
ALGORITHM 1
WordSenseDisambiguate (K, W, t, s, A)
for each x in X do 6:
if (x not in V) 7: 
GetEdges(V,K)
1: return the set of edges in graph K that interconnect all nodes in the V set.
Betweenness (V,E) 1: return a set of all nodes in V with their betweeness metric
We compute the betweenness score [15] of all nodes of the graph (V,E), the node in V that exist in A and receive the highest betweenness score is assumed to be the node of the correct sense of the W t word.
IV. EVALUATION
We evaluated our method using the MSH-WSD [14] dataset containing 203 ambiguous words. The 203 words are composed of 106 ambiguous terms, 88 ambiguous acronyms, and 9 words that are combinations of both. The dataset has up to 100 instances for each possible sense. The total number of instances is 37,888. We ran our algorithm on the MSH-WSD dataset with a window of size 2 and the resulting average accuracy was 59.2%. Table III shows the highest 10 accuracies and Table IV shows the lowest 10 accuracies grouped by words. disambiguate terms in biomedical text. Our approach uses six relation types of the UMLS Metathesaurus, and builds a graph for each word to be disambiguated, where the graph's nodes get scored based on the betweenness metric, and out of the nodes that represent the different possible senses of the word being disambiguated, we assume that the node with the highest betweenness score is the node of the correct sense. The algorithm is evaluated using the MSH-WSD dataset and the resulting average accuracy was 59.2%. One avenue we plan to explore is analysing the impact of the different subsets of the UMLS Metathesaurus relations on the WSD algorithm accuracy.
