Characterizations of smooth spaces by $\rho_*$-orthogonality by Moslehian, Mohammad Sal et al.
ar
X
iv
:1
70
5.
07
03
2v
1 
 [m
ath
.FA
]  
19
 M
ay
 20
17
CHARACTERIZATIONS OF SMOOTH SPACES BY
ρ∗-ORTHOGONALITY
MOHAMMAD SAL MOSLEHIAN, ALI ZAMANI, and MAHDI DEHGHANI
Abstract. The aim of this paper is to present some results concerning the
ρ∗-orthogonality in real normed spaces and its preservation by linear operators.
Among other things, we prove that if T : X −→ Y is a nonzero linear (I, ρ∗)-
orthogonality preserving mapping between real normed spaces, then
1
3
‖T ‖‖x‖ ≤ ‖Tx‖ ≤ 3[T ]‖x‖, (x ∈ X)
where [T ] := inf{‖Tx‖ : x ∈ X, ‖x‖ = 1}. We also show that the pair
(X,⊥ρ∗) is an orthogonality space in the sense of Ra¨tz. Some characterizations
of smooth spaces are given based on the ρ∗-orthogonality.
1. Introduction
Throughout the paper, (X, ‖ · ‖) denote a real normed space of dimension at
least 2. If the norm of X comes from an inner product 〈·, ·〉, then there is a
natural orthogonality relation defined by
x ⊥ y ⇔ 〈x, y〉 = 0 (x, y ∈ X).
A mapping [·|·] : X ×X → R satisfying
(i) [rx+ ty|z] = r[x|z] + t[y|z];
(ii) [x|x] = ‖x‖2;
(iii) |[x|y]| ≤ ‖x‖‖y‖,
for all x, y, z ∈ X and all r, t ∈ R is called a semi-inner product in X . There can
be infinitely many such semi-inner products. It is well known that in a normed
space X , there exists exactly one semi-inner product if and only if X is smooth
(i.e., there is a unique supporting hyperplane at each point of the unit sphere X ,
or equivalently, the norm is Gaˆteaux differentiable on X); see [9].
For a given semi-inner product and vectors x, y ∈ X , the semi-inner product
orthogonality is defined as follows:
x ⊥s y ⇔ [y|x] = 0.
There are several concepts of orthogonality such as Birkhoff–James and isosce-
les in an arbitrary normed space X , which are recalled as follows (see [1] and
references therein):
(i) The Birkhoff–James orthogonality ⊥B: x ⊥B y if and only if ‖x‖ ≤
‖x+ λy‖ for all λ ∈ R.
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(ii) The isosceles orthogonality ⊥I : x ⊥I y if and only if ‖x+ y‖ = ‖x− y‖.
The following mapping 〈·, ·〉g : X × X → R was introduced by Milicˇic´ [13] as
follows:
〈y, x〉g = ρ−(x, y) + ρ+(x, y)
2
,
where the mappings ρ−, ρ+ : X ×X → R are defined by
ρ±(x, y) := lim
t→0±
‖x+ ty‖2 − ‖x‖2
2t
= ‖x‖ lim
t→0±
‖x+ ty‖ − ‖x‖
t
and called norm derivatives. In addition, some orthogonality relations are intro-
duced by
x ⊥ρ− y if and only if ρ−(x, y) = 0,
x ⊥ρ+ y if and only if ρ+(x, y) = 0
and
x ⊥ρ y if and only if ρ(x, y) := 〈y, x〉g = 0.
For more information about the norm derivatives and their fundamental proper-
ties the reader is referred to [1, 6, 8]. In [3], the authors introduced the notion
of ρ∗-orthogonality. Let x, y ∈ X . Then x is ρ∗-orthogonal to y (denoted by
x ⊥ρ∗ y) if
ρ∗(x, y) := ρ−(x, y)ρ+(x, y) = 0.
The main aim of the present work is to investigate the notion of ρ∗-orthogonality
on a normed space X . It is clear that ⊥ρ− ∪ ⊥ρ+=⊥ρ∗ ⊆⊥B. But the following
examples show that for non-smooth spaces there may be not any one of ⊥B⊆⊥ρ∗ ,
⊥ρ⊆⊥ρ∗ , ⊥ρ∗⊆⊥ρ, ⊥ρ∗⊆⊥ρ+ and ⊥ρ∗⊆⊥ρ− holds.
Example 1.1. Consider the spaceX = R3 equipped with the norm ‖(x1, x2, x3)‖ =
|x1| + |x2| + |x3|. If x = (1, 0, 0), y = (1, 1, 1), z = (1, 1, 0) and w = (−1, 1, 0),
then
‖x‖ = 1 ≤ |1 + λ|+ 2|λ| = ‖x+ λy‖ (λ ∈ R).
Hence x ⊥B y. On the other hand, we have
ρ∗(x, y) = lim
t→0−
|1 + t|+ 2|t| − 1
t
× lim
t→0+
|1 + t|+ 2|t| − 1
t
= −1× 3 = −3.
Thus x is not ρ∗-orthogonal to y. Further, we have
ρ∗(x, z) = lim
t→0−
|1 + t|+ |t| − 1
t
× lim
t→0+
|1 + t| + |t| − 1
t
= 0× 2 = 0.
Therefore, x ⊥ρ∗ z but neither x ⊥ρ+ z nor x ⊥ρ z. Similarly, we have x ⊥ρ∗ w
but not x ⊥ρ− w.
Example 1.2. Let X = R2 endowed with the norm ‖(x1, x2)‖ = max{|x1|, |x2|}.
If x = (1, 0) and y = (1,−1), then it is easy to see that
ρ∗(x, y) = ρ−(x, y)ρ+(x, y) = −1× 1 = −1.
Hence x ⊥ρ y but not x ⊥ρ∗ y.
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A mapping T : H → K between two inner product spaces H and K is said to
be orthogonality preserving if x ⊥ y ensures Tx ⊥ Ty for every x, y ∈ H . It is
well known that an orthogonality preserving linear mapping between two inner
product spaces is necessarily a similarity, i.e., a scalar multiple of an isometry; see
[4, 19, 20]. Now, letX and Y be normed spaces and let♦ ∈ {B, I, s, ρ−, ρ+, ρ, ρ∗}.
Let us consider linear mappings T : X → Y which preserve the ⊥♦ orthogonality
in the following sense:
x ⊥♦ y ⇒ Tx ⊥♦ Ty (x, y ∈ X).
For ♦ ∈ {B, s}, it has been proved by Blanco and Turnsˇek [2] that a linear
mapping preserving ♦-orthogonality has to be a similarity. Martini and Wu [12]
proved that a linear mapping T preserves I-orthogonality if and only if T is a
similarity; see also [7]. In [6, 8, 16], for ♦ ∈ {ρ−, ρ+, ρ}, Chmielin´ski and Wo´jcik
proved that a linear mapping which preserves ♦-orthogonality is a similarity.
Various kinds of orthogonality preserving mappings have been studied by the
authors of the present paper; cf. [17, 18].
Let us now suppose that ⊥ is a binary relation on a vector space X with the
following properties:
(O1) Totality of ⊥ for zero: x ⊥ 0 and 0 ⊥ x for all x ∈ X ;
(O2) Independence: if x, y ∈ X \ {0} and x ⊥ y, then x and y are linearly
independent;
(O3) Homogeneity: if x, y ∈ X and x ⊥ y, then αx ⊥ βy for all α, β ∈ R;
(O4) The Thalesian property: let P be a two-dimensional subspace of X . If
x ∈ P and λ ≥ 0, then there exists y ∈ P such that x ⊥ y and x+ y ⊥ λx− y.
The pair (X,⊥) is called an orthogonality space in the sense of Ra¨tz [15]. Some
examples of special interest are:
(i) The trivial orthogonality on a vector space X defined by (O1), and for
nonzero elements x, y ∈ X , x ⊥ y if and only if x and y are linearly independent.
(ii) The ordinary orthogonality on an inner product space X .
(iii) The Birkhoff–James orthogonality on a normed space X (see [1]).
(iv) The ρ-orthogonality on a normed space X (see [1]).
In Section 2, we first give basic properties of the ρ∗-orthogonality. Then we
consider classes of linear mappings preserving this kind of orthogonality. In Sec-
tion 3, we give some characterizations of smooth spaces in terms of ρ∗-orthogonal
preserving mappings. In the last section we will prove that the pair (X,⊥ρ∗) is
an orthogonality space. Some other related results are also presented.
2. ρ∗-orthogonality preserving mappings
We start this section with some properties of the ρ∗-orthogonality.
Proposition 2.1. Let (X, ‖ · ‖) be a normed space. Then
(i) ρ∗(tx, y) = ρ∗(x, ty) = t2ρ∗(x, y) for all x, y ∈ X and all t ∈ R.
(ii) |ρ∗(x, y)| ≤ ‖x‖2‖y‖2 for all x, y ∈ X.
(iii) For all nonzero vectors x, y ∈ X, if x ⊥ρ∗ y, then x and y are linearly
independent.
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(iv) ρ∗(x, tx + y) = t2‖x‖4 + 2t‖x‖2ρ(x, y) + ρ∗(x, y) for all x, y ∈ X and all
t ∈ R.
Proof. The statements (i) and (ii) follow directly from the definition of ρ∗. To
establish (iii) suppose that x, y ∈ X are nonzero elements of X and x ⊥ρ∗ y.
Assume that there exists a nonzero t ∈ R such that x = ty. Then
ρ∗(x, y) = ρ∗(ty, y) = t2‖y‖4 = 0.
It follows that t = 0, which is impossible. Therefore, x, y are linearly independent.
To prove (iv), assume that x, y ∈ X and t ∈ R. By the basic properties of ρ±,
we have ρ±(x, tx+ y) = t‖x‖2 + ρ±(x, y) [1, Theorem 2.1.1]. Therefore,
ρ∗(x, tx+ y) = ρ−(x, tx+ y)ρ+(x, tx+ y)
=
(
t‖x‖2 + ρ−(x, y)
)(
t‖x‖2 + ρ+(x, y)
)
= t2‖x‖4 + t‖x‖2
(
ρ−(x, y) + ρ+(x, y)
)
+ ρ−(x, y)ρ+(x, y)
= t2‖x‖4 + 2t‖x‖2ρ(x, y) + ρ∗(x, y).

Proposition 2.2. Let (X, ‖ · ‖) be a normed space and let [·|·] be a given semi-
inner product in X. Then the following conditions are equivalent:
(i) ⊥ρ∗=⊥s.
(ii) ⊥ρ∗⊆⊥s.
(iii) ρ∗(x, y) = [y|x]2 for all x, y ∈ X.
Proof. The implications (i)⇒(ii) and (iii)⇒(i) are clear. Next, suppose that (ii)
holds and let x, y ∈ X . We have
x ⊥ρ∗
−ρ+(x, y)
‖x‖2 x+ y and x ⊥ρ∗
−ρ−(x, y)
‖x‖2 x+ y.
It follows from (ii) that[−ρ+(x, y)
‖x‖2 x+ y|x
]
= 0 and
[−ρ−(x, y)
‖x‖2 x+ y|x
]
= 0.
Thus
ρ+(x, y) = [y|x] and ρ−(x, y) = [y|x].
Therefore
ρ∗(x, y) = ρ−(x, y)ρ+(x, y) = [y|x]2.

Proposition 2.3. Let X be a normed space endowed with two norms ‖ · ‖1 and
‖ · ‖2. Then the following conditions are equivalent:
(i) The norms ‖ · ‖1 and ‖ · ‖2 are equivalent.
(ii) There exists a positive constant α such that∣∣∣ρ∗,1(x, y)− ρ∗,2(x, y)
∣∣∣ ≤ αmin{‖x‖21 ‖y‖21, ‖x‖22 ‖y‖22
}
(x, y ∈ X).
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Proof. First, we prove (i)⇒(ii). If (i) holds, then there are positive scalars m,M
such that
m‖x‖1 ≤ ‖x‖2 ≤M‖x‖1 (x ∈ X). (2.1)
On the other hand, Proposition 2.1 (ii) implies that
|ρ∗,j(x, y)| ≤ ‖x‖2j‖y‖2j , (j = 1, 2 and x, y ∈ X).
From (2.1) we conclude that
ρ∗,1(x, y)− ρ∗,2(x, y) ≤ ‖x‖21‖y‖21 + ‖x‖22‖y‖22 ≤ (1 +M2)‖x‖21‖y‖21. (2.2)
Similarly,
ρ∗,1(x, y)− ρ∗,2(x, y) ≤ (1 + 1
m2
)‖x‖22‖y‖22. (2.3)
It follows from (2.2) and (2.3) that∣∣∣ρ∗,1(x, y)− ρ∗,2(x, y)
∣∣∣ ≤ max{1 +M2, 1 + 1
m2
}
min
{
‖x‖21 ‖y‖21, ‖x‖22 ‖y‖22
}
.
Putting α = max
{
1 +M2, 1 + 1
m2
}
, we reach (ii).
Now, we prove that (ii) yields (i). Let y = x ∈ X . Since ρ∗,1(x, x) = ‖x‖21 and
ρ∗,2(x, x) = ‖x‖22, we have∣∣∣ ‖x‖41 − ‖x‖42
∣∣∣ ≤ α‖x‖41 and
∣∣∣ ‖x‖41 − ‖x‖42
∣∣∣ ≤ α‖x‖42.
Hence
‖x‖2 ≤ 4
√
1 + α‖x‖1 and ‖x‖1 ≤ 4
√
1 + α‖x‖2.
Put m = 14√1+α and M =
4
√
1 + α to get
m‖x‖1 ≤ ‖x‖2 ≤M‖x‖1 (x ∈ X).
Thus the norms ‖ · ‖1 and ‖ · ‖2 are equivalent. 
Recall that a normed space (X, ‖ · ‖) satisfies the δ-parallelogram law for some
δ ∈ [0, 1), if the double inequality
2(1− δ)‖z‖2 ≤ ‖z + w‖2 + ‖z − w‖2 − 2‖w‖2 ≤ 2(1 + δ)‖z‖2 (2.4)
holds for all z, w ∈ X ; cf. [5]. To get the next result we use some ideas of [5].
Proposition 2.4. Suppose that (X, ‖·‖) is a normed space such that ‖·‖ satisfies
the δ-parallelogram law for some δ ∈ [0, 1). Then there exists an inner product
〈·, ·〉 in X such that
∣∣∣ρ∗(x, y)− 〈x, y〉2
∣∣∣ ≤ 2− δ
1− δ min
{
‖x‖2 ‖y‖2, |||x|||2 |||y|||2
}
(x, y ∈ X),
where ||| · ||| is the norm generated by 〈·, ·〉.
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Proof. From the δ-parallelogram law (2.4), we get
2(1− δ)‖z‖2 ≤ ‖z + w‖2 + ‖z − w‖2 − 2‖w‖2 ≤ 2(1 + δ)‖z‖2 (z, w ∈ X).
Let us define h(z) := (1−δ)‖z‖2, f(z) := ‖z‖2 and g(z) := (1+δ)‖z‖2 for z ∈ X .
Then
2h(z) ≤ f(z + w) + f(z − w)− 2f(w) ≤ 2g(z) (z, w ∈ X).
By [5, Proposition 3.2], there exists a real quadratic mapping Q : X −→ R, i.e.,
a mapping satisfying Q(z + w) + Q(z − w) = 2Q(z) + 2Q(w) (z, w ∈ X), such
that
(1− δ)‖z‖2 ≤ Q(z) ≤ (1 + δ)‖z‖2, (z ∈ X). (2.5)
Hence Q(z) > 0 for z ∈ X \ {0} and Q(0) = 0. Now, define
〈z, w〉 := 1
4
[Q(z + w)−Q(z − w)], (z, w ∈ X).
It follows from (2.5) that 〈·, ·〉 is locally bounded with respect to each variable.
Due to Q is quadratic, 〈·, ·〉 is symmetric and biadditive. Thus 〈·, ·〉 is linear
in each variable. Hence 〈·, ·〉 is an inner product in X generating the norm
|||z||| :=√Q(z), z ∈ X . Now, we can write (2.5) as
√
1− δ‖z‖ ≤ |||z||| ≤
√
1 + δ‖z‖ (z ∈ X).
Therefore, the norms ‖·‖ and ||| · ||| are equivalent. Since max
{
1+(
√
1 + δ)2, 1+
1
(
√
1−δ)2
}
= 2−δ
1−δ , the assertion follows from Proposition 2.3. 
The next result plays an essential role in our investigation. We should notify
that the equivalence (i)⇔(iii) of the following result was already shown in [3,
Theorem 2.2]. We shall prove it by a different approach.
Theorem 2.5. Let X, Y be normed spaces and let T : X −→ Y be a nonzero
linear mapping. Then the following conditions are equivalent:
(i) x ⊥ρ∗ y =⇒ Tx ⊥ρ∗ Ty (x, y ∈ X).
(ii) x ⊥ρ∗ y =⇒ Tx ⊥B Ty (x, y ∈ X).
(iii) ‖Tx‖ = ‖T‖ ‖x‖ (x ∈ X).
(iv) ρ∗(Tx, Ty) = ‖T‖4 ρ∗(x, y) (x, y ∈ X).
If X = Y , then each one of these assertions is also equivalent to
(v) there exists a semi-inner product [·|·] : X ×X −→ R satisfying
[Tx|Ty] = ‖T‖2[x|y] (x, y ∈ X).
Proof. The implications (i)⇒(ii), (iii)⇒(iv), (iv)⇒(i) and (v)⇒(iii) are clear.
To prove (ii)⇒(iii), suppose that (ii) holds. Fix x, y ∈ X \ {0}. If x and
y are linearly dependent, then ‖Tx‖‖x‖ =
‖Ty‖
‖y‖ . Assume that x and y are linearly
independent. Let us set
ϕx,y(t) :=
‖Tx+ tTy‖
‖x+ ty‖ (t ∈ R).
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We have
(ϕx,y)
′
±(t) :=
ρ±(Tx+ tTy, Ty)‖x+ ty‖ − ρ±(x+ ty, y)‖Tx+ tTy‖
‖x+ ty‖2 (t ∈ R).
Simple computations show that
ρ∗
(
x+ ty,
−ρ±(x+ ty, y)
‖x+ ty‖2 (x+ ty) + y
)
= 0 (t ∈ R).
Hence our assumption yields that
Tx+ tTy ⊥B −ρ±(x+ ty, y)‖x+ ty‖2 (Tx+ tTy) + Ty.
It follows from [1, Proposition 2.1.7] that
ρ−
(
Tx+ tTy,
−ρ±(x+ ty, y)
‖x+ ty‖2 (Tx+ tTy) + Ty
)
≤ 0
≤ ρ+
(
Tx+ tTy,
−ρ±(x+ ty, y)
‖x+ ty‖2 (Tx+ tTy) + Ty
)
(t ∈ R).
This implies
−ρ−(x+ ty, y)
‖x+ ty‖2 ‖Tx+ tTy‖
2 + ρ−(Tx+ tTy, Ty) ≤ 0 (t ∈ R)
and
0 ≤ −ρ+(x+ ty, y)‖x+ ty‖2 ‖Tx+ tTy‖
2 + ρ+(Tx+ tTy, Ty) (t ∈ R).
We conclude that
0 ≤ (ϕx,y)′−(t) and (ϕx,y)′+(t) ≤ 0 (t ∈ R).
Hence ϕx,y is constant on R. Therefore,
‖Tx‖
‖x‖ = ϕx,y(0) = limt→∞ϕx,y(t) =
‖Ty‖
‖y‖ .
Consequently, (iii) is valid.
Now, we show (iii)⇒(v). If (iii) holds, then the mapping U = T‖T‖ : X −→ X
is an isometry on X . By [11, Theorem 1], there exists a semi-inner product
[·|·] : X ×X −→ R such that [Ux|Uy] = [x|y] for all x, y ∈ X . Thus [Tx|Ty] =
‖T‖2[x|y] for all x, y ∈ X . 
Recall that a normed space (X, ‖ · ‖) is called uniformly smooth if X satisfies
the property that for every ε > 0 there exists δ > 0 such that if x, y ∈ X with
‖x‖ = 1 and ‖y‖ ≤ δ, then ‖x+ y‖+ ‖x− y‖ ≤ 2 + ε‖y‖; cf. [1].
The modulus of smoothness of X is the function ̺X defined for every t > 0 by
the formula
̺X(t) = sup
{‖x+ y‖+ ‖x− y‖
2
− 1 : ‖x‖ = 1, ‖y‖ = t
}
.
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Furthermore, X is called uniformly convex if for every 0 < ε ≤ 2 there is some
δ > 0 such that for any two vectors with ‖x‖ = ‖y‖ = 1, the condition ‖x−y‖ ≥ ε
implies that
∥∥x+y
2
∥∥ ≤ 1− δ.
The modulus of convexity of X is the function σX defined by
σX(ε) = inf
{
1−
∥∥∥∥x+ y2
∥∥∥∥ : ‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ ε
}
.
Let X, Y be normed spaces. If a linear mapping T : X −→ Y preserves the
ρ∗-orthogonality, then from Theorem 2.5 we conclude that T must be a similar-
ity. Thus, the spaces X and Y have to share some geometrical properties. In
particular, the modulus of convexity δX and modulus of smoothness ̺X must
be preserved, i.e., σX = σT (X) and ̺X = ̺T (X). As a consequence, we have the
following result.
Corollary 2.6. Let X be a normed space. Suppose that there exists a normed
space Y which is a uniformly convex (uniformly smooth) space, a strictly convex
space, or an inner product space and a nontrivial linear mapping T from X into
Y (or from Y onto X) such that T preserves the ρ∗-orthogonality. Then X is,
respectively, a uniformly convex (uniformly smooth) space, a strictly convex space,
an inner product space.
Recall that a normed space (X, ‖ · ‖) is equivalent to an inner product space
if there exist an inner product in X and a norm ||| · ||| generated by this inner
product such that
1
k
‖x‖ ≤ |||x||| ≤ k‖x‖ (x ∈ X)
holds for some k ≥ 1; see [10].
Corollary 2.7. Any one of the following assertions implies that X is equivalent
to an inner product space.
(i) There exist a normed space Y satisfying the δ-parallelogram law for some
δ ∈ [0, 1) and a nonzero linear mapping T : X −→ Y such that T preserves
the ρ∗-orthogonality.
(ii) There exist a normed space Y satisfying the δ-parallelogram law for some
δ ∈ [0, 1) and a nonzero surjective linear mapping S : Y −→ X such that
S preserves the ρ∗-orthogonality.
Proof. Suppose (i) holds. By Theorem 2.5, there exists γ > 0 such that ‖Tx‖ =
γ‖x‖ for all x ∈ X . Hence
‖Tx+ Ty‖2 + ‖Tx− Ty‖2 = γ2 (‖x+ y‖2 + ‖x− y‖2) (x, y ∈ X). (2.6)
Further, since the norm in Y satisfies the δ-parallelogram law (2.4), we get
γ2
(
2(1− δ)‖x‖2 + 2‖y‖2
)
= 2(1− δ)‖Tx‖2 + 2‖Ty‖2
≤ ‖Tx+ Ty‖2 + ‖Tx− Ty‖2 (2.7)
≤ 2(1 + δ)‖Tx‖2 + 2‖Ty‖2
= γ2
(
2(1 + δ)‖x‖2 + 2‖y‖2
)
.
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Therefore, by (2.6) and (2.7), we reach
2(1− δ)‖x‖2 ≤ ‖x+ y‖2 + ‖x− y‖2 − 2‖y‖2 ≤ 2(1 + δ)‖x‖2 (x, y ∈ X).
Hence the norm in X satisfies the δ-parallelogram law. As in the proof of Propo-
sition 2.4, there exists an inner product in X with the generated norm |||.||| such
that √
1− δ‖x‖ ≤ |||x||| ≤
√
1 + δ‖x‖ (x ∈ X). (2.8)
It follows from
√
1 + δ ≤ 1√
1−δ and (2.8) that
√
1− δ‖x‖ ≤ |||x||| ≤ 1√
1− δ‖x‖ (x ∈ X).
Thus X is equivalent to an inner product space. By the same argument, if (ii)
holds we deduce that X is equivalent to an inner product space. 
We remark that the converse of Corollary 2.7 holds also true. Indeed, if X is
equivalent to an inner product space, then we can choose δ = 0, Y = X and
T = id, the identity operator on X .
Theorem 2.8. Let X, Y be normed spaces. Then the following conditions are
equivalent:
(i) A linear mapping T : X −→ Y preserves the ρ∗-orthogonality if and only
if it is a scalar multiple of a linear isometry.
(ii) A linear mapping T : X −→ X preserves the ρ∗-orthogonality if and only
if it is a scalar multiple of a linear isometry.
(iii) Two ρ∗-orthogonality relations on X, generated by two norms on X, are
equivalent if and only if these two norms are proportional.
Proof. The implications (i)⇒(ii) and (ii)⇒(iii) are trivial. To prove (iii)⇒(i),
assume that (iii) holds. Let us consider an arbitrary linear mapping T : X −→ Y
that preserves the ρ∗-orthogonality. Clearly, we can assume T 6= 0. Note that T
must be injective. Indeed, suppose otherwise that there is a vector x ∈ X with
‖x‖ = 1 such that Tx = 0. Take an arbitrary element y ∈ X with ‖y‖ = 1. It
is easily observed that 3x + y and x are not Birkhoff–James orthogonal. Since
⊥ρ+ ⊆⊥B, we have ρ+(3x+ y, x) 6= 0.
Furthermore, a simple computation shows that
ρ∗
(
3x+ y,
−ρ+(3x+ y, x)
‖3x+ y‖2 (3x+ y) + x
)
= 0.
As T is ρ∗-orthogonality preserving, we get
ρ∗
(
3Tx+ Ty,
−ρ+(3x+ y, x)
‖3x+ y‖2 (3Tx+ Ty) + Tx
)
= 0,
whence ρ+
2(3x+y,x)
‖3x+y‖4 ‖Ty‖4 = 0. Thus Ty = 0 and so T = 0, which gives rise to
a contradiction. Now, we define a norm on X by |||x||| := ‖Tx‖ (x ∈ X). We
observe that ⊥ρ∗,‖·‖⊆⊥ρ∗,|||·|||. Utilizing (iii), we see that the norms ‖ · ‖ and
||| · ||| are proportional and this shows that T is a scalar multiple of a linear
isometry. 
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Next, we formulate one of our main results.
Theorem 2.9. Let X, Y be normed spaces and T : X → Y be a nonzero linear
mapping such that
x ⊥I y ⇒ Tx ⊥ρ∗ Ty (x, y ∈ X). (2.9)
Then
1
3
‖T‖‖x‖ ≤ ‖Tx‖ ≤ 3[T ]‖x‖ (x ∈ X),
where [T ] := inf{‖Tx‖ : x ∈ X, ‖x‖ = 1}.
Proof. It is easy to see that (2.9) is equivalent to
‖x‖ = ‖y‖ ⇒ T
(x+ y
2
)
⊥ρ∗ T
(x− y
2
)
(x, y ∈ X). (2.10)
Suppose that x, y ∈ X with ‖x‖ = ‖y‖ = 1. Then (2.10) follows that
T
(x+ y
2
)
⊥ρ∗ T
(x− y
2
)
.
Hence either T
(
x+y
2
) ⊥ρ− T (x−y2 ) or T (x+y2 ) ⊥ρ+ T (x−y2 ).
Let us assume that T
(
x+y
2
) ⊥ρ− T (x−y2 ). We claim that ‖Ty‖ < 3‖Tx‖,
which ensures that ‖T‖ ≤ 3[T ]. In order to prove our claim, note that if either∥∥T (x+y
2
)∥∥ = 0 or ∥∥T (x−y
2
)∥∥ = 0, then ‖Tx‖ = ‖Ty‖ and so ‖Ty‖ ≤ 3‖Tx‖.
Otherwise, if
∥∥T (x+y
2
)
∥∥ ∥∥T (x−y
2
)∥∥ 6= 0, then for some fixed γ ∈ (0, 1),
ρ−
(
T
(x+ y
2
)
, T
(x− y
2
))
= 0 < γ
∥∥∥T(x+ y
2
)∥∥∥ ∥∥∥T(x− y
2
)∥∥∥.
By the definition of ρ−,
lim
t→0−
∥∥T (x+y
2
)
+ tT
(
x−y
2
)∥∥− ∥∥T (x+y
2
)∥∥
t
< γ
∥∥∥T(x+ y
2
)∥∥∥ ∥∥∥T(x− y
2
)∥∥∥.
It follows that there exists δ1 < 0 such that∥∥T (x+y
2
)
+ tT
(
x−y
2
)∥∥− ∥∥T (x+y
2
)∥∥
t
< γ
∥∥∥T(x+ y
2
)∥∥∥
∥∥∥T(x− y
2
)∥∥∥
for all t ∈ [δ1, 0). Thus∥∥∥T(x+ y
2
)∥∥∥ <
∥∥∥T(x+ y
2
)
+ tT
(x− y
2
)∥∥∥+ γ
∥∥∥T(x+ y
2
)∥∥∥
∥∥∥T(tx− y
2
)∥∥∥
for all t ∈ [δ1, 0). Since
0 = ρ−
(
T
(x+ y
2
)
, T
(x− y
2
))
≤ ρ+
(
T
(x+ y
2
)
, T
(x− y
2
))
,
we have
−γ
∥∥∥T(x+ y
2
)∥∥∥
∥∥∥T(x− y
2
)∥∥∥ < ρ+
(
T
(x+ y
2
)
, T
(x− y
2
))
.
By the definition of ρ+,
−γ
∥∥∥T(x+ y
2
)∥∥∥ ∥∥∥T(x− y
2
)∥∥∥ < lim
t→0+
∥∥T (x+y
2
)
+ tT
(
x−y
2
)∥∥− ∥∥T (x+y
2
)∥∥
t
.
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Consequently, there exists δ2 > 0 such that∥∥∥T(x+ y
2
)∥∥∥ <
∥∥∥T(x+ y
2
)
+ tT
(x− y
2
)∥∥∥+ γ
∥∥∥T(x+ y
2
)∥∥∥
∥∥∥T(tx− y
2
)∥∥∥
for all t ∈ (0, δ2]. Let us define ϕ : R→ R by
ϕ(t) :=
∥∥∥T(x+ y
2
)
+ tT
(x− y
2
)∥∥∥+ γ
∥∥∥T(x+ y
2
)∥∥∥
∥∥∥T(tx− y
2
)∥∥∥.
Then ϕ is convex and ϕ(t) > ϕ(0) for all t ∈ [δ1, 0) ∪ (0, δ2], which yields that
ϕ(t) > ϕ(0) for all t ∈ R \ {0}. Therefore,∥∥∥T(x+ y
2
)∥∥∥ < ∥∥∥T(x+ y
2
)
+ T
(x− y
2
)∥∥∥+ γ∥∥∥T(x+ y
2
)∥∥∥ ∥∥∥T(x+ y
2
)∥∥∥.
Finally if γ → 0+, then ∥∥∥T(x+ y
2
)∥∥∥ < ‖Tx‖.
It follows that ‖Tx + Ty‖ < 2‖Tx‖. Therefore, ‖Ty‖ − ‖Tx‖ ≤ ‖Tx + Ty‖ <
2‖Tx‖ from which we get ‖Ty‖ < 3‖Tx‖. In the case when T (x+y
2
) ⊥ρ+ T (x−y2 ),
our claim can be established by a similar argument. 
Corollary 2.10. Let X be a normed space endowed with two norms ‖ · ‖1 and
‖ · ‖2. Then the following conditions are equivalent:
(i)
ρ∗,1(x,y)
‖x‖4
1
=
ρ∗,2(x,y)
‖x‖4
2
(x, y ∈ X).
(ii) There exist m,M > 0 such that
m|ρ∗,1(x, y)| ≤ |ρ∗,2(x, y)| ≤M |ρ∗,1(x, y)| (x, y ∈ X).
(iii) There exists M > 0 such that |ρ∗,2(x, y)| ≤M |ρ∗,1(x, y)| (x, y ∈ X).
(iv) There exists m > 0 such that m|ρ∗,1(x, y)| ≤ |ρ∗,2(x, y)| (x, y ∈ X).
(v) There exist m,M ∈ R such that
mρ∗,1(x, y) ≤ ρ∗,2(x, y) ≤ Mρ∗,1(x, y) (x, y ∈ X).
(vi) There exists M > 0 such that |ρ∗,2(x, y)| =M |ρ∗,1(x, y)| (x, y ∈ X).
(vii) There exists M > 0 such that ρ∗,2(x, y) = Mρ∗,1(x, y) (x, y ∈ X).
(viii) There exists M > 0 such that ‖x‖2 = M‖x‖1 (x ∈ X).
Proof. (i)⇒(viii): Assume that T = id : (X, ‖ · ‖1) → (X, ‖ · ‖2) is the identity
map. Let x, y ∈ X and ρ∗,1(x, y) = 0. Then (i) implies ρ∗,2(Tx, Ty) = ρ∗,2(x, y) =
0. Therefore, Theorem 2.5 follows that there exists M > 0 such that ‖x‖2 =
‖Tx‖2 =M‖x‖1. The other implications can be proved similarly. 
Let us adopt the notion of Birkhoff orthogonal set of x from [1]:
[x]B‖·‖ = {y ∈ X : x ⊥B y}.
We now define the ♦-orthogonal set of x as follows:
[x]♦‖·‖ = {y ∈ X : x ⊥♦ y},
where ♦ ∈ {I, ρ+, ρ−, ρ, ρ∗}.
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Corollary 2.11. Let X be a normed space endowed with two norms ‖ · ‖1 and
‖ · ‖2. For every x ∈ X, the following conditions are equivalent:
(i) [x]ρ∗‖·‖
1
= [x]ρ∗‖·‖
2
. (ii) [x]B‖·‖
1
= [x]B‖·‖
2
.
(iii) [x]I‖·‖
1
= [x]I‖·‖
2
. (iv) [x]ρ‖·‖
1
= [x]ρ‖·‖
2
.
(v) [x]
ρ+
‖·‖
1
= [x]
ρ+
‖·‖
2
. (vi) [x]
ρ−
‖·‖
1
= [x]
ρ−
‖·‖
2
.
Proof. (i)⇒(ii): Suppose that (i) holds and define T = id : (X, ‖ · ‖1)→ (X, ‖ · ‖2)
to be the identity map. Then T is ρ∗-orthogonal preserving. It follows from The-
orem 2.5 that there exists M > 0 such that ‖Tx‖2 = ‖x‖2 = M‖x‖1, which
implies that [x]B‖·‖
1
= [x]B‖·‖
2
(x ∈ X).
(ii)⇒(i): If (ii) holds, then T = id : (X, ‖ · ‖1) → (X, ‖ · ‖2) is B-orthogonal
preserving. It follows from [2, Theorem 3.1] that there exists M > 0 such that
‖x‖2 = ‖Tx‖2 = M‖x‖1, which ensures that [x]ρ∗‖·‖
1
= [x]ρ∗‖·‖
2
(x ∈ X). The other
implications can be proved similarly. 
3. Characterizations of smooth spaces
The relations ⊥ρ and ⊥ρ∗ are generally incomparable. Then the following
results give some characterizations of the smooth normed spaces.
Theorem 3.1. Let (X, ‖ · ‖) be a normed space. The following conditions are
equivalent:
(i) ⊥B⊆⊥ρ∗ . (ii) ⊥B=⊥ρ∗ . (iii) ⊥ρ⊆⊥ρ∗ .
(iv) ⊥ρ∗⊆⊥ρ . (v) ⊥ρ∗=⊥ρ . (vi) ⊥ρ∗⊆⊥ρ+ .
(vii) ⊥ρ∗⊆⊥ρ− . (viii) ⊥ρ∗=⊥ρ− . (ix) X is smooth.
Proof. It is well known that X is smooth if and only if ρ−(x, y) = ρ+(x, y) for
every x, y ∈ X ; see e.g., [1, Remark 2.1.1].
First, we prove (i)⇔(ix). Suppose that X is smooth and x, y ∈ X such that
x ⊥B y. Then [1, Proposition 2.2.2] ensures that x ⊥ρ+ y and this yields that
ρ∗(x, y) = 0. Now, assume that (i) holds and x, y ∈ X with x 6= 0. It is clear
that
ρ−(x, y) ≤ αρ−(x, y) + (1− α)ρ+(x, y)‖x‖2 ‖x‖
2 ≤ ρ+(x, y)
for every α ∈ [0, 1]. It follows from [1, Proposition 2.1.7] that x ⊥B tx + y
with t = −αρ−(x,y)−(1−α)ρ+(x,y)‖x‖2 . By the assumption, we get x ⊥ρ∗ tx + y. Hence
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ρ∗(x, x+ ty) = 0. On the other hand,
ρ∗(x, tx+ y) = t2‖x‖4 + t‖x‖2
(
ρ−(x, y) + ρ+(x, y)
)
+ ρ∗(x, y)
=
(
− αρ−(x, y)− (1− α)ρ+(x, y)
)2
+
(
− αρ−(x, y)− (1− α)ρ+(x, y)
)(
ρ−(x, y) + ρ+(x, y)
)
+ ρ−(x, y)ρ+(x, y)
= α(α− 1)
(
ρ−(x, y)− ρ+(x, y)
)2
.
Therefore, ρ−(x, y) = ρ+(x, y) ensures that X is smooth.
Now, we prove (iii)⇔(ix). Let x, y ∈ X . Clearly x ⊥ρ
(
−ρ(x,y)‖x‖2 x+ y
)
. It
follows from (iii) that x ⊥ρ∗
(
−ρ(x,y)‖x‖2 x+ y
)
. Hence
ρ∗
(
x,−ρ(x, y)‖x‖2 x+ y
)
=
ρ2(x, y)
‖x‖4 ‖x‖
4 − 2ρ
2(x, y)
‖x‖2 ‖x‖
2 + ρ∗(x, y)
= ρ∗(x, y)− ρ2(x, y) = 0.
Thus ρ2(x, y) = ρ∗(x, y) = ρ−(x, y)ρ+(x, y). Hence(
ρ−(x, y) + ρ+(x, y)
)2
= 4ρ−(x, y)ρ+(x, y).
Therefore,
(
ρ−(x, y) − ρ+(x, y)
)2
= 0. Finally, we get ρ−(x, y) = ρ+(x, y). It
ensures that X is smooth.
To show (iv)⇔(ix), let x, y ∈ X . From x ⊥ρ+
(
−ρ+(x,y)‖x‖2 x+ y
)
we deduce that
x ⊥ρ∗
(
−ρ+(x,y)‖x‖2 x+ y
)
. It follows from (iv) that x ⊥ρ
(
−ρ+(x,y)‖x‖2 x+ y
)
. Hence
ρ
(
x,−ρ+(x, y)‖x‖2 x+ y
)
= −ρ+(x, y)‖x‖2 ‖x‖
2 + ρ(x, y) =
ρ−(x, y)− ρ+(x, y)
2
= 0.
Therefore, ρ−(x, y) = ρ+(x, y), which follows that X is smooth.
Finally, we prove (vi)⇔(ix). Let x, y ∈ X . Then
ρ∗
(
x,−ρ−(x, y)‖x‖2 x+ y
)
= ρ−
(
x,−ρ−(x, y)‖x‖2 x+ y
)
ρ+
(
x,−ρ−(x, y)‖x‖2 x+ y
)
=
(
−ρ−(x, y)‖x‖2 ‖x‖
2 + ρ−(x, y)
)
ρ+
(
x,−ρ−(x, y)‖x‖2 x+ y
)
=
(
ρ−(x, y)− ρ−(x, y)
)
ρ+
(
x,−ρ−(x, y)‖x‖2 x+ y
)
= 0.
Hence x ⊥ρ∗
(
−ρ−(x,y)‖x‖2 x+ y
)
. It follows from (vi) that x ⊥ρ+
(
−ρ−(x,y)‖x‖2 x+ y
)
.
Therefore,
ρ+
(
x,−ρ−(x, y)‖x‖2 x+ y
)
= −ρ−(x, y)‖x‖2 ‖x‖
2 + ρ+(x, y) = 0,
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which yields that ρ−(x, y) = ρ+(x, y). Thus X is smooth.
The other implications can be shown similarly. 
In the following, we give some characterizations of smooth spaces in terms of
ρ∗-orthogonal preserving mappings.
Theorem 3.2. Let X be a normed space. The following assertions are equivalent:
(i) X is smooth.
(ii) There exist a normed space Y and a nonvanishing linear mapping T :
X −→ Y such that x ⊥ρ∗ y =⇒ Tx ⊥ρ+ Ty (x, y ∈ X).
(iii) There exist a normed space Y and a nonvanishing linear mapping T :
X −→ Y such that x ⊥ρ∗ y =⇒ Tx ⊥ρ− Ty (x, y ∈ X).
Proof. To prove (i)⇒(ii), let X be smooth. By Theorem 3.1, ⊥ρ∗=⊥ρ+ . Put
Y = X and T = id.
Now, we prove (ii)⇒(iii). By (ii), there exists a normed space Y and a nonva-
nishing linear mapping T : X −→ Y such that x ⊥ρ∗ y implies Tx ⊥ρ+ Ty for
all x, y ∈ X . Let x, y ∈ X such that x ⊥ρ∗ y. Then ρ∗(x,−y) = ρ∗(x, y) = 0.
It follows that x ⊥ρ∗ −y. Hence ρ−(Tx, Ty) = −ρ+(Tx,−Ty) = 0. Therefore,
Tx ⊥ρ+ Ty.
To establish (iii)⇒(i), let x, y ∈ X and x 6= 0. Since x ⊥ρ∗ −ρ−(x,y)‖x‖2 x + y, we
have
ρ+
(
Tx,
−ρ−(x, y)
‖x‖2 Tx+ Ty
)
=
−ρ−(x, y)
‖x‖2 ‖Tx‖
2 + ρ+(Tx, Ty) = 0.
Therefore,
ρ+(Tx, Ty) =
‖Tx‖2
‖x‖2 ρ−(x, y). (3.1)
In addition, we have x ⊥ρ∗ ρ+(x,y)‖x‖2 x− y. It follows from (iii) that
ρ+
(
Tx,
ρ+(x, y)
‖x‖2 Tx− Ty
)
=
ρ+(x, y)
‖x‖2 ‖Tx‖
2 − ρ−(Tx, Ty) = 0,
whence
ρ−(Tx, Ty) =
‖Tx‖2
‖x‖2 ρ+(x, y). (3.2)
It follows from (3.1) and (3.2) that
ρ∗(Tx, Ty) =
‖Tx‖4
‖x‖4 ρ∗(x, y).
Hence T is ρ∗-orthogonal preserving mapping. An application of Theorem 2.5
yields that ‖Tx‖ = ‖T‖ ‖x‖ for all x ∈ X . Consequently, using [16, Theorem
4.3.1] and (3.1), we have
ρ+(x, y) =
ρ+(Tx, Ty)
‖T‖2 =
‖T‖2ρ−(x, y)
‖T‖2 = ρ−(x, y).
Thus X is smooth. 
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Theorem 3.3. Let X be a normed space. Then the following conditions are
equivalent:
(i) X is smooth.
(ii) There exist a normed space Y and a nonvanishing linear mapping T :
X −→ Y such that x ⊥ρ∗ y =⇒ Tx ⊥ρ Ty (x, y ∈ X).
(iii) There exist a normed space Y and a nonvanishing linear mapping T :
X −→ Y such that x ⊥ρ y =⇒ Tx ⊥ρ∗ Ty (x, y ∈ X).
Proof. First, we prove (i)⇒(ii) and (i)⇒(iii). If X is smooth, then Theorem 3.1
shows that ⊥ρ=⊥ρ∗ . So it is enough to put Y = X and T = id.
To prove (iii)⇒(i), assume that (iii) holds and x, y ∈ X with x 6= 0. We know
that x ⊥ρ −ρ(x,y)‖x‖2 x+y. It follows from (iii) that ρ∗
(
Tx,
−ρ(x,y)
‖x‖2 Tx+Ty
)
= 0, which
implies that
ρ+
(
Tx,
−ρ(x, y)
‖x‖2 Tx+ Ty
)
= 0 or ρ−
(
Tx,
−ρ(x, y)
‖x‖2 Tx+ Ty
)
= 0.
Hence
ρ+(Tx, Ty) =
‖Tx‖2
‖x‖2 ρ(x, y) or ρ−(Tx, Ty) =
‖Tx‖2
‖x‖2 ρ(x, y).
Therefore,
x ⊥ρ y ⇒ Tx ⊥ρ− Ty or x ⊥ρ y ⇒ Tx ⊥ρ+ Ty.
Now, [16, Theorem 5.1] concludes that X is smooth.
To show (ii)⇒(i), suppose that (ii) holds, x, y ∈ X and x 6= 0. Since x ⊥ρ∗
−ρ+(x,y)
‖x‖2 x+ y, we have Tx ⊥ρ −ρ+(x,y)‖x‖2 Tx+ Ty. It yields that
ρ(Tx, Ty) =
‖Tx‖2
‖x‖2 ρ+(x, y). (3.3)
Moreover, x ⊥ρ∗ −ρ−(x,y)‖x‖2 x+ y. Similarly, we get
ρ(Tx, Ty) =
‖Tx‖2
‖x‖2 ρ−(x, y). (3.4)
Now, from (3.3) and (3.4), we conclude that ρ−(x, y) = ρ+(x, y). Thus X is
smooth. 
4. ρ∗-orthogonal additivity
Let X be a normed space. In this section, we will show that the pair (X,⊥ρ∗)
is an orthogonality space in the sense of Ra¨tz. The conditions (O1)–(O3) follow
easily from Proposition 2.1. In order to prove (O4), we need the following Lemma.
Lemma 4.1. Let (X, ‖ · ‖) be a normed space. Then for all x ∈ X \ {0} and all
λ ≥ 0 there exists z ∈ X \ {0} such that
ρ−(x, z)ρ−(z, x) =
‖x‖2‖z‖2
1 + λ
.
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Proof. If λ = 0, then choose z := x. Now, let λ > 0. First, note that there
exists w0 ∈ X , which is linearly independent of x such that ρ+(x, w0) 6= 0.
Indeed, If ρ+(x, w) = 0 for each w ∈ X being linearly independent of x, then
ρ+(x, x + w0) = 0. Hence −‖x‖2 = ρ+(x, w0) = 0. Then x = 0, which yields a
contradiction. Moreover, there exists w ∈ X which is linearly independent of x
such that ρ+(x, w) > 0. In fact, if ρ+(x, w) < 0 for any w ∈ X being linearly
independent of x, then ρ−(x, w0) ≤ ρ+(x, w0) < 0.
Further, since x and x + ρ+(x, w0)w0 are linearly independent, we conclude
that ρ+
(
x, x+ ρ+(x, w0)w0
)
< 0. Due to
ρ+
(
x, x+ ρ+(x, w0)w0
)
= ‖x‖2 + ρ+(x, w0)ρ−(x, w0),
we get ‖x‖2 + ρ+(x, w0)ρ−(x, w0) < 0, which is impossible because of
‖x‖2 + ρ+(x, w0)ρ−(x, w0) ≥ ρ+(x, w0)ρ−(x, w0) ≥ ρ+(x, w0) > 0.
Now, define
ϕ(t) :=
‖x‖2‖x+ tw‖2
1 + λ
− ρ−(x, x+ tw)ρ−(x+ tw, x).
By [1, Proposition 2.1.3] and [1, Lemma 2.8.2], ϕ is continuous on R. Moreover,
ϕ(0) = ‖x‖4( 1
1 + λ
− 1) < 0.
If t1 = − ‖x‖
2
ρ+(x,w)
< 0, then
ρ−(x, x+ t1w) = ‖x‖2 + t1ρ+(x, w) = ‖x‖2 − ‖x‖
2
ρ+(x, w)
ρ+(x, w) = 0.
It ensures that
ϕ(t1) =
‖x‖2‖x+ t1w‖2
1 + λ
> 0.
Employing the mean value theorem we infer that there exists a number t0 between
0 and t1 such that ϕ(t0) = 0. To complete the proof, it is enough to put z =
x+ t0w. 
We are now in the position to establish the main result of this section.
Theorem 4.2. For any two-dimensional subspace P of normed space (X, ‖ · ‖)
and for every x ∈ P , λ ≥ 0, there exists a vector y ∈ P such that
x ⊥ρ∗ y and x+ y ⊥ρ∗ λx− y.
Conversely, the pair (X,⊥ρ∗) is an orthogonality space in the sense of Ra¨tz.
Proof. Fix x ∈ X . If x = 0, take z = 0. By Lemma 4.1, for x 6= 0 take a nonzero
element z ∈ X such that
ρ−(x, z)ρ−(z, x) =
‖x‖2‖z‖2
1 + λ
. (4.1)
Let y := −x+ 1+λ‖z‖2ρ−(z, x)z. We consider two cases:
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Case 1. Suppose that ρ+(z, x) > 0. Then
ρ−(x, y) = ρ+
(
x,−x+ 1 + λ‖z‖2 ρ−(z, x)z
)
= −‖x‖2 + 1 + λ‖z‖2 ρ−(z, x)ρ−(x, z)
= −‖x‖2 + 1 + λ‖z‖2 ×
‖x‖2‖z‖2
1 + λ
(by (4.1))
= −‖x‖2 + ‖x‖2 = 0.
Thus x ⊥ρ− y. Therefore, x ⊥ρ∗ y. Now, assume that ρ−(z, x) < 0. Then
ρ+(x, y) = ρ+
(
x,−x+ 1 + λ‖z‖2 ρ−(z, x)z
)
= −‖x‖2 + 1 + λ‖z‖2 ρ−(z, x)ρ−(x, z)
= −‖x‖2 + 1 + λ‖z‖2 ×
‖x‖2‖z‖2
1 + λ
(by (4.1))
= −‖x‖2 + ‖x‖2 = 0.
Hence x ⊥ρ+ y, whence x ⊥ρ∗ y. Furthermore, if ρ−(z, x) > 0, then
ρ+(x+ y, y − λx) = ρ+
(
1 + λ
‖z‖2 ρ−(z, x)z,
1 + λ
‖z‖2 ρ−(z, x)z − (1 + λ)x
)
=
(1 + λ)2ρ2−(z, x)
‖z‖4 ‖z‖
2 + ρ+
(
1 + λ
‖z‖2 ρ−(z, x)z, (1 + λ)x
)
=
(1 + λ)2ρ2−(z, x)
‖z‖2 −
(1 + λ)2ρ2−(z, x)
‖z‖2 = 0.
It follows that x+y ⊥ρ+ y−λx. Hence x+y ⊥ρ− λx−y and so x+y ⊥ρ∗ λx−y.
Case 2. Suppose that ρ+(z, x) < 0. We have
ρ−(x+ y, y − λx) = ρ−
(
1 + λ
‖z‖2 ρ−(z, x)z,
1 + λ
‖z‖2 ρ−(z, x)z − (1 + λ)x
)
=
(1 + λ)2ρ2−(z, x)
‖z‖4 ‖z‖
2 − (1 + λ)
2ρ2−(z, x)
‖z‖2 = 0,
which yields that x+ y ⊥ρ− y− λx. Then x+ y ⊥ρ+ λx− y. Therefore x+ y ⊥ρ∗
λx− y. 
Let X be a normed space and let (G,+) be an Abelian group. Let us recall
that a mapping A : X −→ G is called additive if A(x + y) = A(x) + A(y)
for all x, y ∈ X , a mapping B : X × X −→ G is called biadditive if it is
additive in both variables and a mapping Q : X −→ G is called quadratic if
Q(x + y) + Q(x − y) = 2Q(x) + 2Q(y) for all x, y ∈ X . As an immediate
consequence of our results, we deduce the following assertion.
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Corollary 4.3. Let X be a normed space and let (G,+) be an Abelian group. A
mapping f : X −→ G satisfies the condition
x ⊥ρ∗ y =⇒ f(x+ y) = f(x) + f(y) (x, y ∈ X)
if and only if there exist an additive mapping A : X −→ G and a biadditive and
symmetric mapping B : X ×X −→ G such that
f(x) = A(x) +B(x, x) (x ∈ X)
and
x ⊥ρ∗ y =⇒ B(x, y) = 0 (x, y ∈ X).
Proof. According to Theorem 4.2, (X,⊥ρ∗) is an orthogonality space. So, em-
ploying [1, Theorem 2.8.1] completes the proof. 
Finally, as a consequence of Theorem 4.2 and [14, Theorem 3], we have the
following result.
Corollary 4.4. Let X be a normed space and let (G,+) be an Abelian group.
Suppose that Y is a real Banach space. If f : X −→ G is a mapping fulfilling
x ⊥ρ∗ y =⇒ ‖f(x+ y)− f(x)− f(y)‖ ≤ ε (x, y ∈ X)
for some ε, then there exist exactly an additive mapping A : X −→ Y and exactly
a quadratic mapping Q : X −→ Y such that
‖f(x)− f(0)− A(x)−Q(x)‖ ≤ 68
3
ε, (x ∈ X).
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