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Abstract 
An asteroidal triple of a graph G is a triple of mutually independent vertices uch that, between 
any two of them, there exists a path that avoids the neighbourhood of the third. A triangulation of 
G is a chordal graph H on the same vertex set that contains G as a subgraph, i.e., V(G) = V(H) 
and E(G) C E(H). We show that every C-minimal triangulation of a graph G without asteroidal 
triples is already an interval graph. This implies that the freewidth of a graph G without asteroidal 
triples equals its pathwidth. Another consequence is that the minimum number of additional edges 
in a triangulation of G (@l-in) equals the minimum number of edges needed to embed G into an 
interval graph (infer-ml completion number). The proof is based on the interesting property that 
a minimal cover of all induced cycles of a graph G without asteroidal triples by chords does not 
introduce new asteroidal triples. These results complement recent results by Comeil et al. ( 1994) 
about the linear structure of graphs without asteroidal triples. 
1. Introduction 
The pathwidth and treewidth of a graph are two notions with a large number of 
different applications in many areas such as algorithmic graph theory, VLSI-layout, and 
others (see e.g. [ 1,3,4,16]). One of the main aspects of this broad applicability is the 
fact that many NP-complete problems become polynomially solvable when restricted to 
classes of graphs with bounded tree- or pathwidth [ 11. Unfortunately, determining the 
pathwidth or treewidth of a given graph is NF-complete [ 21. 
This has motivated many investigations about the complexity of determining path- 
width and/or treewidth for interesting special classes of graphs. It is shown in [ 111 that 
determination of the pathwidth stays NP-hard when restricted to chordal graphs. Poly- 
nomial algorithms for both treewidth and pathwidth exist for the class of frees [ 16,201 
and cogruphs [ 71. Moreover, treewidth equals pathwidth for cographs [ 71. 
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This equality of pathwidth and treewidth has led to the natural question: for which 
classes of graphs are these parameters identical or at least close. Trivial other such 
classes are complete graphs and grid graphs. Recent results show equality also for 
permutation graphs and cocomparability graphs [ 6,12,13], and a difference of at most 
one for bitolerance graphs [ 181 (a generalization of tolerance graphs and trapezoid 
graphs). However, while permutation graphs still admit a polynomial algorithm for 
calculating the treewidth [ 6 1, the problem becomes NP-hard on cocomparability graphs, 
see [ 121, and hence also on bitolerance graphs. 
Given this background, we show that treewidth equals pathwidth for graphs without 
asteroidal triples. This generalizes and improves the results for cographs, permutation 
graphs, and cocomparability graphs, respectively. 
Our proof of the equality of treewidth and pathwidth establishes the interesting prop- 
erty that if a graph G has no asteroidal triples, then any graph resulting from G by 
adding a minimal (w.r.t. inclusion) set of chords that “cover” all induced cycles of G is 
again asteroidal triple-free. In view of a classical theorem of Lekkerkerker and Boland 
[ 151, this implies that a c-minimal chordal augmentation H of G is in fact an interval 
graph. 
This shows the equality of pathwidth and treewidth and, as a corollary, also of the 
minimum number of edges whose addition turns G into a chordal graph ($&in) and 
into an interval graph (interval graph completion), respectively. The second equality 
has also been observed in [ 14,171 for cocomparability graphs. 
These results also throw a new light on recent results by Comeil et al. [8] on the 
linear structure of asteroidal triple-free graphs. 
2. Triangulating graphs without asteroidal triples 
We refer to [ 91 for all graph-theoretic notions not defined here. All graphs considered 
here are simple finite undirected graphs. 
Three mutually independent vertices x, y, z of a graph G are called an asteroidal 
triple (AT for short) if, between any two of them, there exists a path that avoids the 
neighbourhood of the third vertex. A graph without asteroidal triples is called asteroidal 
triple-free (AT-free for short). This notion was introduced by Lekkerkerker and Boland 
[ 151 for their following characterization of interval graphs. 
Theorem 2.1 ( [ 151). G is an interval graph iffit is chordal and AT-free. 
Golumbic et al. [ lo] have shown that cocomparability graphs (and thus permutation 
graphs and cographs as well) are AT-free. For more information on the class of AT-free 
graphs, we refer to [ 81. 
A triangulation of a graph G is a graph H on the same vertex set as G that contains 
all edges of G and is chordal. A minimal triangulation of G is a triangulation H such 
that the set E(H) - E(G) is minimal w.r.t. inclusion. 
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We will now show that every minimal triangulation of an AT-free graph is already 
an interval graph. We first establish a lemma showing that if a ~-minimal cover of the 
cycles of an AT-free graph G is added to G, then the resulting graph H is again AT-free. 
Let Ck denote an induced cycle with k vertices. Observe that if G is AT-free, then 
every induced Ck has k < 5. (Otherwise, Ck contains an AT.) 
Let G = (YE) be a graph. A set F of edges is called a chord cover of G if F n E = 0, 
and if every induced Ck of G with k 2 4 has a chord in F, i.e., there is an edge e E F 
that connects two nonadjacent vertices of Ck. 
A minimal chord cover of G is a chord cover that is minimal w.r.t. inclusion. Note 
that in a minimal chord cover F of G, there exists for every e E F an induced cycle 
C,: of G with k 2 4 such that no other edge e’ E F is a chord of Ck. (This is a direct 
consequence of the C-minimality.) Note that there may be several such cycles. These 
cycles are called the ptivute cycles of e. A particular such cycle will be denoted by C;. 
Lemma 2.2. Let G = (r! E) be an AT-free graph and ler F be a minimal chord cover 
of G. Then H := (v E U F) is again AT-free. 
Proof. Assume that H is not AT-free. Then there are xl, x2, x3 E V that form an AT. 
Let Pi denote a path in H between xj, xk that avoids the neighbourhood of xi, i = 1,2,3, 
i # j, k. We will assume w.1.o.g. that every Pi is as short as possible with this property. 
Since G is AT-free, some of the Pi must contain chords from the chord cover F. For 
every such chord e = (u, u), consider a private cycle C;. The replacements of all these 
chords (u, u) by one of the two path segments from u to u on the cycle C; yields paths 
P,‘, Pi, Pi in G such that P/ connects xj, xk (i = 1,2,3) i, j, k pairwise distinct. 
Since G is AT-free, we have that every cycle Cl has length k < 5. Since x1, x2, x3 
form an AT in H, no xi can occur as an interior vertex on one of the two path segments 
of some private cycle Cj’*‘) that connect u and u. Otherwise the path Pi would because 
of k < 5 pass through the neighbourhood of xi which contradicts the assumption that 
~1, ~2, ~3 form an AT in H. 
Now, if for each of these chords e, one of the two path segments of the fixed private 
cycle Ct does not pass through the neighbourhood of the respective opposite vertex xi, 
then we can, by choosing this very path segment for every chord e, construct paths P/ 
in G (possibly nonelementary) that connect xj and xk and avoid the neighbourhood of 
x;. This contradicts our assumption that G is AT-free. 
Hence some Pi contains a chord e = (u, u) E F such that both path segments from u 
to u on the fixed private cycle Cg contain neighbours of xi. 
Let al and a2 be these neighbours on the two path segments. Since k < 5 either 
X;U~UQX~ or XialUa2Xi is a C4 in G. Assume w.1.0 .g. that xialuazxi is this Cd. So it 
must be covered in H by at least one chord e’ from F. There are two possibilities, 
e’ = (Xi,U) or e’ = (al,&. 
In the first case, we obtain a contradiction to the fact that Pi does not contain a 
neighbour of xi in H. In the second case, we obtain a contradiction to the fact that C; 
is a private cycle of e = (u, u), i.e., that e is the only chord of Ct. 
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Hence there is no AT in H. 0 
As a consequence, we obtain: 
Theorem 2.3. Let G be an AT-free graph. Then every minimal triangulation of G is 
an interval graph. 
Proof. Consider a minimal triangulation H of G. Since H is chordal, every induced C’k 
of G has in H a chord. 
Let Et C E(H) be a C-minimal set of such chords. Obviously, El is a chord cover 
of G. Hence by Lemma 2.2, the graph HI := (YE(G) U El ) is again AT-free. 
If HI is chordal, then the minimality of H gives HI = H, and Theorem 2.1 yields that 
Hi = H is an interval graph. Since E( HI > C E(H) and H is a minimal triangulation 
of G, we have HI = H. Hence H is an interval graph. 
If HI still contains an induced Ck we iterate the above argument, i.e., take a minimal 
subset E2 C E(H) - E( HI ) that introduces a chord on every induced C, of HI, and 
define Hz := (YE( HI) u&) analogously to HI. Since E( HI) C E( H2) c . . . C E(H), 
the construction terminates after r, say, rounds where H, is an AT-free graph without 
induced Ck. The same arguments as above for HI then yield that H, = H is an interval 
graph. •I 
Similar ideas have been used in [ 121 to show that every minimal triangulation of a 
cocomparability graph is again a cocomparability graph. In this case, one needs only 
to cover Cd, and every minimal chord cover of a cocomparability graph is again a 
cocomparability graph. 
3. Treewidth, pathwidth, and asteroidal triples 
Treewidth and pathwidth of a graph G = (VE) are denoted by tw(G) and pw(G), 
respectively. We will not work with the original definitions of these notions, but use the 
following well-known equivalences (see e.g. [4,13] ). 
tw(G) =min{w(H) ( H chordal, E(G) c E(H)} - 1 
and 
pw(G) =min{w(H) ( H interval graph, E(G) 2 E(H)} - 1, 
where w(H) denotes the maximum size of a clique of H. 
In other words, the treewidth (pathwidth) of G corresponds (up to 1) to the smallest 
maximum clique size w(H) of all chordal graphs (interval graphs) H on the same 
vertex set that contain G as partial subgraph. 
This is due to the fact that every chordal graph (interval graph) H with E(G) C E(H) 
and V(G) = V(H) induces a tree decomposition (path decomposition) of G by taking 
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the tree (path) of maximal cliques associated with a chordal graph (interval graph), and 
that every tree (path) decomposition of G induces an embedding into a chordal graph 
(interval graph) H by taking the sets in the decomposition as the maximal cliques of 
H. 
Theorem 3.1. Let G be an AT-free graph. Then pw(G) = tw(G). 
Proof. Consider, w.r.t. the treewidth, an embedding of G into a chordal graph H that 
minimizes the clique size and, among all such embeddings, has as few edges as possible. 
So tw( G) = w(H) - 1 and H is a minimal triangulation of G. Then Theorem 2.3 yields 
that H is already an interval graph. Hence 
w(G) = w(H) - 1 > pw(G). 
Since tw(G) < pw(G), it follows that 
pw(G) = tw(G) = w(H) - 1. Cl 
The second application of Theorem 2.3 gives the equality of minimum fill in or 
chordal completion number and interval completion number. 
Let G = ( K!E) be a graph. The minimum fill in or chordal completion number cc(G) 
is the minimum number of edges that must be added to G to obtain a chordal graph, 
i.e., 
cc(G) =min{(E(H) - E(G)1 1 H chordal,E(G) Z E(H)}. 
This number plays a role in matrix factorization and has been investigated in many 
papers, see, for example, [ 5,19,21]. Similarly to the treewidth, its calculation is already 
NP-hard on complements of bipartite graphs [ 221, and thus on cocomparability graphs. 
The interval graph completion number it(G) is defined analogously, i.e., 
ic( G) = min{ IE( H) - E(G) j 1 H interval graph, E( G) C E(H)}. 
Theorem 3.2. Let G be an AT-free graph. Then cc(G) = ic( G). 
Proof. Completely analogous to the proof of Theorem 3.1. cl 
As a consequence, we obtain that the calculation of the interval completion number 
is also already NP-hard on cocomparability graphs. 
Moreover, the techniques used in [ 121 to show that the treewidth of a cocomparability 
graph has an order-theoretic interpretation, yield here that the minimum fill in of the 
cocomparability graph G of a partial order Q equals the minimum number of ordered 
pairs whose deletion turns Q into an interval order. Hence determination of this number 
is again NT’-hard. 
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4. Concluding remarks 
The main idea behind the results in this paper can be viewed as an augmentation of
an AT-free graph to an interval graph in several phases. Each phase adds a minimal 
chord cover to the current graph and results again in an AT-free graph. When there 
are no more cycles, the resulting graph is an interval graph. Moreover, all intermediate 
graphs are again AT-free. 
This phase method may also be useful for obtaining more insight into the structure 
of AT-free graphs. It measures in a way how much an AT-free graph differs from an 
interval graph. 
This point of view can for example be used to obtain a new, different proof of the 
result of [ 81 that every connected AT-free graph G contains a dominating pair, i.e., two 
vertices Q, b such that, for every path P connecting a with 6, each vertex u is either on 
the path P or has a neighbour on P. This is obvious for interval graphs, and a backward 
induction along the sequence of phases then yields this property also for G. 
Another natural question concerns the minimum number r of phases that is needed 
to augment a given AT-free graph G to an interval graph. Is it always at most the 
number of chords needed to triangulate the longest induced cycle, i.e., max{k - 3 1 
Ck contained in G}? What is this number for special classes of graphs? 
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