The S-Se system is the key to many chalcogenide alloys. A thermodynamic model of the SeSe system is formulated using an integrated approach of first-principles calculations and the CALculation of PHAse Diagram (CALPHAD) method, which is used to predict the vapor-liquid-solid S-Se phase diagram. An existing first-principles approach is modified through considering the contribution from the acoustic Grüneisen parameters to the thermodynamic properties, enabling more accurate prediction of thermodynamic properties of crystals with large unit cells. The approach is applied to all the stable and metastable phases with complex molecule structures within the S-Se system with the exception of an intermediate phase due to its unknown structure. The prediction of the transition temperature between a-S and b-S (428 K) is close to the experimental value (369 K). Given the high complexity of solid solutions containing multiple molecular species, two models based on homogeneous and randomly substituted species are constructed and applied to give an interval estimation of solid mixing enthalpies. The CALPHAD approach is applied using both selected experimental measurements and thermodynamic properties predicted by first-principles calculations, reproducing experimental data and predictions reasonably well.
Introduction
There is considerable interest in chalcogenide-based materials for their applications in energy transformation, electronics and other fields. Notable examples include the photovoltaic (PV) absorber material Cu 2 ZnSn(S,Se) 4 [1e3] and the 2-D transition metal dichalcogenides Mo(S,Se) 2 , W(S,Se) 2 and Sn(S,Se) 2 [4, 5] . To synthesize high-quality materials, a thorough understanding of the underlying thermochemistry and phase equilibria would be helpful. The formation of solid solutions between metal sulfides and selenides is key to tuning their properties to achieve optimal performance, rendering the thermodynamics of metal S-Se systems especially important. To this end, the interaction between S and Se should be studied first. The S-Se system also deserves attention on its own merit as S-Se solutions or compounds find application in other fields. For example, selenium sulfides of composition SeS 2 and SeS are used as an antifungal agent in shampoos for the treatment of dandruff and seborrheic dermatitis [6] . In Na-S electrochemical cells, selenium is added to sulfur to reduce viscosity [7] . Interestingly amorphous S-Se alloys behave as p-type semiconductors that have application in optoelectronic and memory switching devices [8] .
Surprisingly, a full model describing the thermochemistry and phase equilibria in the S-Se system has not been reported, likely due to both experimental and modeling challenges. Historically, most thermodynamic modeling studies have focused on metallic systems, while the methodology for non-metallic ones is much less developed. In addition, the complex molecular crystal structure exhibited in this system is difficult to model, requiring consideration of van der Waals forces. In the present work, the thermodynamic properties of the S-Se system are computed through developing an efficient and accurate approach based on firstprinciples calculations that is coupled with experimental data to produce an assessed phase diagram using the CALPHAD (CALculation of PHase Diagram) method [9, 10] . Available experimental data in the literature are evaluated along with predicted properties using first-principles calculations to produce a thermodynamically consistent description of phase equilibria in the S-Se system.
The properties of elemental S [11] and Se [12] have been critically reviewed. Selected thermodynamic and equilibrium properties of the S-Se system have been measured by several investigators [13e16] , however, these data show high uncertainty and inconsistencies. As noted previously, the system has not been assessed and modeled previously.
The first equilibrium measurements were reported by Ringer [13] in 1902. This work suggested the existence of four solid equilibrium phases in the S-Se system: the orthorhombic a phase with space group Fddd, the monoclinic b phase (ordered [17] below 198 K with space group P2 1 and disordered [17, 18] above 198 K with space group P2/c) on the S-rich side, the hexagonal d phase with space group P3 1 21 on the Se-rich side, and an intermediate X phase with an unknown structure. This investigation also reported information on three invariant reactions: a peritectic reaction (liquid (L) þ d ¼ X) at 160 C, a eutectic reaction (L ¼ b þ X) at 105 C and a eutectoid reaction (b ¼ a þ X) at 75 C. In 1950, Klemm [14] suggested a similar phase diagram as the one proposed by Ringer [13] , although detailed phase boundary data were not provided. In 1973, Nakagawa [15] investigated the liquidus on the Se-rich side, and found good agreement with the work by Ringer [13] . A reinvestigation of the full composition interval was performed by Boctor and Kullerud [16] in 1987. The results differed from the previous studies in suggesting that the eutectoid reaction does not occur. In 1996, Sharma and Chang [19] constructed a phase diagram based on all available experimental information with the exception of the work by Boctor and Kullerud [16] , which the authors did not reference.
Although the type and number of equilibrium solid phases in the S-Se system have not been confirmed, the literature reports agree that the solid a, b and d phases all are equilibrium phases. The situation in the intermediate composition region, however, is less understood. Sharma and Chang [19] assigned the intermediate region as one phase (they called it "g", named in the present work as "X" to avoid confusion with the sulfur allotrope, g-S), yet several different structures have been reported, including but not limited to g-S with space group P2/c [20e23], a-Se with space group P2 1 /n [20e23], and b-Se with space group P2 1 /a [21] . The g-S structure was found to form for compositions less than 50 at.% Se, while the a-Se structure was found to form for compositions greater than 50 at.% Se [23] . Whether these structures are stable or metastable is, however, unknown. In the present work, the crystal structure of the X phase is not assumed, and its thermodynamic parameters are determined solely from experimental phase boundary measurements.
The experimental data reported for the invariant reactions in the literature are not in good agreement. For the peritectic reaction [13] reported a temperature of 160 C and compositions 73.5, 83.0 and 87.0 at.% Se for the L, X and d phases, respectively. Boctor and Kullerud [16] reported the corresponding values of 168 ± 2 C and 73.5, 85.0, and 92.0 at.% Se, respectively. Nakagawa [15] measured the electrical conductivity of S-Se samples crystallized below 150 C and reported that the conductivity decreased sharply when the S content was increased to about 6e7 at.%, suggesting a phase transition [16] . Ringer [13] also investigated the eutectic reaction (L ¼ b þ X) and reported an invariant temperature of 105 C and compositions of 29.0, 40.0 and 48.7 at.% Se of b, L and X, respectively. The phase diagram measurements by Klemm [14] , however, indicates that the composition of L was lower than 40 at.% Se for this reaction. In addition, Boctor and Kullerud [16] reported a temperature of 102 ± 1 C and a composition of 35 ± 1 at.% Se of L, which also deviates from Ringer's work [13] . In the case of the eutectoid reaction (b ¼ a þ X), Ringer [13] reported a temperature of 75 C and compositions of 12.0, 16.5, and 50.0 at.% Se of a, b and X, respectively, whereas the results by Boctor and Kullerud [16] do not show any evidence of the presence of this eutectoid reaction.
In the present work, we assume that a, b, d and X are the four equilibrium solid phases in accordance with the conclusions drawn by Sharma and Chang [19] . Given the large number of measurements, the eutectic point reported by Boctor and Kullerud [16] is judged to be the most accurate and hence included in this work. The non-existence of the eutectoid reaction suggested by Boctor and Kullerud [16] , however, is not accounted for since it is not supported by any of the other studies [13, 14, 19] .
Methodology

First-principles calculations
First-principles calculations are used to determine the thermodynamic properties of various structures of pure elements, termed endmembers, as well as to estimate mixing enthalpies. Unfortunately, experimental data for these thermodynamic quantities are not available or incomplete. The calculated endmembers include structures of the a, b and d phases. Additionally, the a-Se structure (hereafter denoted as a 0 ) is also calculated, since there is some experimental data for this phase to validate or correct calculations. In the present work, first-principles calculations are based on the density functional theory (DFT) [24] , implemented with the Vienna Ab-initio Simulation Package (VASP) [25e27] . The general gradient approximation (GGA) for exchange-correlation functional within the framework of the projector augmented wave (PAW) [28, 29] method is applied. Both GGA's of PerdewBurke-Ernzerhof (PBE) functional [30] and PBEsol [31] are used, along with a dispersion correction using the D3 method [32] to describe the van der Waals force in the S-Se system based on our previous tests [33] . The plane wave energy cutoff is 360 eV for all calculations to ensure good convergence of energy and force according to our tests. The calculated energy converges to less than 5 Â 10 À7 and 5 Â 10 À6 eV/atom for each self-consistency step and Denser meshes lead to change of the energy less than 10 À3 eV/ atom. The vibrational mode calculation is carried out on one primitive cell for the a, b and a 0 phases and on a 2 Â 2 Â 2 supercell for the d phase, while setting the convergence criterion identical to that used in the static structure calculation. For each direction of each atom, two displacements, ±0.01 Å, are used to obtain vibrational properties. The Debye model is often sufficient to estimate the finite temperature thermodynamic properties [34] for many simple solids, but this approach is not appropriate for the S-Se system [33] since it does not account for the internal degrees of freedom within a unit cell. These are needed for these complex molecular crystals. Estimation based on phonon calculations within the quasi-harmonic approximation (QHA) often describes finite temperature properties reasonably well, but is time-consuming, especially for the complex systems of this study. The unit cells of the a, b, and a 0 phases are quite large (32e48 atoms), and the symmetry is low, leading to a myriad of degrees of freedom. In the usual phonon calculations, a supercell consisting of multiple unit cells is used. For the S-Se system, this is particularly demanding due to the structural features mentioned above. However, since the unit cells are large, and the interactions between them are attributed to van der Waals forces, it is expected that vibrations of a unit cell are not significantly influenced by the other unit cells. Consequently, it should be sufficient to constrain phonon calculations within one unit cell (i.e. at the G point). The three acoustic phonon branches, however, are limited to the G point with zero frequencies when one unit cell is used, and the acoustic phonon dispersion cannot be calculated, which introduces considerable error. To obtain the acoustic phonon dispersion, two widely used approaches are the linear dispersion assumption based on the Debye model, as successfully applied to ZrSiO 4 , USiO 4 , Ca 5 (PO 4 ) 3 F, and Pb 5 (VO 4 ) 3 I [35] , and the sine wave dispersion assumption based on the Kieffer model [36] , as applied to Mg 14 Si 5 O 24 [37] , CaCO 3 [38] and Al 4 Be 6 Si 12 O 36 [39] . The latter approach is thought to be more accurate than the linear dispersion approach [36] , and is adopted in the present work.
Treatment of anharmonicity is another issue. In the framework of QHA, this is usually accomplished by calculating phonons at several (at least five) volumes and fitting. Regardless of efficiency, sometimes this procedure fails, since imaginary frequencies may appear as volume changes. A method based on mode Grüneisen parameters, which represent the volume dependence of vibrational frequencies [37, 40, 41] has been applied to calculate finite temperature properties of silicates. In this method, anharmonicity is taken into account by mode Grüneisen parameters, and only calculations at three volumes are needed. In the applications referenced above, however, only the contribution from the optical Grüneisen parameters to thermal expansion was considered without stating a reason. Ignoring the contribution from the acoustic Grüneisen parameters, however, will inevitably introduce errors that are not necessarily negligible. Considering the important role of the acoustic Grüneisen parameters, the acoustic contribution is derived and a more complete expression within QHA for the product of thermal expansion and bulk modulus is proposed as follows:
In the above expressions, a T is the volume thermal expansion coefficient, B T the bulk modulus, k the Boltzmann constant, V c the volume of a unit cell, g i the mode Grüneisen parameter, n the number of atoms in a unit cell, and u i the vibrational frequency. On the right side of Eq. (1), the first term is related to the acoustic Grüneisen parameters, and the second term is related to the optical Grüneisen parameters. It is stressed that the inclusion of the contribution from the acoustic Grüneisen parameters is not only for theoretical completeness, but also has practical value. Neglecting the acoustic Grüneisen parameters leads to underestimation of the thermal expansion that produces further errors in other finite temperature properties. The temperature-dependent bulk modulus can be calculated knowing its value at 0 K and its temperature derivative expressed as [40] :
vB vT
where aB ∞ is the limit of a T B T as T approaches infinity. Furthermore,
It is noted that the parameter q ht , which describes the volume dependence of the macroscopic Grüneisen parameter at high temperature, cannot be reliably calculated from first-principles for the present system, possibly due to the inherent limitation of the D3 correction. For most solids, the value of q ht lies between 1 and 2, and is largely dependent on the crystal structure [42e44]. Fortunately, such variation in q ht will have only minor influence on the thermodynamic properties since q ht is a high order effect of anharmonicity. For a, b and a 0 , we simply assign q ht ¼ 1, which is close to the value calculated for 3D van der Waals crystals [45] . The d phase consists of molecular chains and is treated as 2D van der Waals crystals. Thus 1.5 is a more appropriate value for q ht (see details in Appendix). Knowing the temperature-dependent thermal expansion and bulk modulus, other finite temperature properties, such as entropy and enthalpy, can be deduced in the QHA framework (see details in Appendix).
The b-S phase consists of six molecules in one unit cell, each with two possible orientations. It was reported that there is an order-disorder transition at about 198 K [17, 18, 46] . The ordered phase at low temperature, denoted by b1 in the present work, contains neighboring molecules in different orientations. In the disordered phase, two of six molecules are randomly oriented. Similar to our recent partition function approach [47] , the disordered phase is considered to be a mixture of two ordered microstates, b1 and b2. In b2, the orientations of neighboring molecules are the same. To further simplify this case, it is assumed that the b1 and b2 microstates have equal probability of existing, since the temperature range in which b-S is stable is well above the orderdisorder transition temperature of 198 K [11] . Assuming ideal mixing, the Gibbs energy of the disordered phase can be written as:
Here, S c ¼ (R/24) ln2 is the configurational entropy caused by disorder [46] due to the 2-fold disorder of 2 molecules in the 48-atom unit cell. Given the Gibbs energy, G b , the thermal properties of the disordered phase can be calculated from those of the ordered phases.
CALPHAD modeling
The CALPHAD method uses thermochemical data and phase equilibrium information subject to the phase equilibrium constraints to estimate the optimal set of parameters describing the Gibbs energy of each individual phase in a thermodynamic system. In the present system, the Gibbs energy of the pure component end-members, a-S, b-S and d-Se, are represented by the same expressions as developed and recommended by the Scientific Group Thermodata Europe (SGTE) [48] . To describe the Gibbs energy of the pure elements in phases that are not available in the SGTE database, the following approximate function is used:
Here, 4 indicates a specific phase (a, b, d or X), i represents an element (i.e. S or Se), and 0 G q i is the Gibbs energy of the stable phase at room temperature, namely, q ¼ a for S and q ¼ d for Se. Using first-principles calculations, the Gibbs energy of a phase with respect to that of the stable phase can be obtained and used to evaluate the parameters in Eq. (7).
The one-sublattice model treats one atomic position as one site and is used for all random solution phases, since all sites have a similar chemical environment. Another way to construct a sublattice model is to treat the position of one molecule as one site. This would, however, require multiple species to account for all the different possibilities and thus is not adopted in the present work.
The Gibbs energy of each solution phase (a, b, d, X and liquid) is described by:
The first two terms are simply the Gibbs energy of the pure elements in amounts proportional to the mixture composition prior to mixing and the third term accounts for the entropy of mixing the pure the elements to form an ideal solution. The last term, xs G 4 , captures the excess Gibbs energy, which is described functionally by the RedlicheKister polynomial [49] :
action between S and Se, where k A and k B are model parameters.
These model parameters are estimated by optimizing selected experimental thermochemical and phase equilibrium data as well as incorporating the thermodynamic property values suggested by the present first-principles calculations. The optimization is carried out using the PARROT module of the Thermo-Calc software [50] . The gas phase is described by an ideal substitutional model with the molar Gibbs energy given as
where 0 G i is the Gibbs energy of the individual constituents, i the constituents (S, S 2 , S 3 , S 4 , S 5 , S 6 , S 7 , S 8 , Se, Se 2 , Se 3 , Se 4 , Se 5 , Se 6 , Se 7 , Se 8 , and SSe), P the total pressure and the P 0 the standard pressure, 1 bar 0 G i is taken from the available data in the SGTE database [48] . It is possible that there are the other species in the gas phase, but including all of them is out of the scope of the present work.
Results and discussion
First-principles calculations
The results of first-principles calculations of the pure elements at 0 K are listed in Table 1 . The properties for each phase include energy (the stable phase at 0 K is set as the reference state), volume, bulk modulus (B) and its pressure derivative (B 0 ). Where available, experimental information is included in the table for comparison. It is seen that the different DFT functionals lead to different results and the functional that best represents the experimental data is different for each element.
For sulfur, PBEsol þ D3 represents the experimental data better than PBE þ D3. As an example, PBE þ D3 predicts a negligible energy difference between a-S and b-S, just 15.7 J/mol (considering the accuracy of the present DFT calculations, 0.1 kJ/mol, this number is essentially 0), while the experimental transition enthalpy is about 400 J/mol or even larger [51e53]. The transition enthalpy does not differ considerably from 0 K energy difference, thus it can be concluded that PBE þ D3 seriously underestimates the stability of a-S with respect to b-S. In contrast, PBEsol þ D3 predicts an energy difference of 0.4 kJ/mol, agreeing well with experiment.
Moreover, PBE þ D3 incorrectly predicts a 0 -S to be the stable phase of sulfur at 0 K with energy of À18.3 J/mol compared to a-S. Again, this minor difference is beyond the accuracy of the present DFT calculations, though it is clear that PBE þ D3 predicts that a-S has almost no stability compared to a 0 -S. As for volume, both methods have acceptable accuracy. It is noted that PBEsol þ D3 tends to underestimate volume while PBE þ D3 tends to overestimate volume. Related to such tendency, the bulk modulus of a-S is predicted [54, 55, 57] than the value predicted using PBE þ D3, i.e. 11.403. This conclusion is consistent with previous observations [33] , where PBEsol þ D3 was determined to be the better XeC functional to compute the thermodynamic properties of a-S.
In contrast to pure sulfur, the better functional for prediction of the thermochemical properties of pure selenium was the opposite, PBE þ D3. PBEsol þ D3 predicts very large energy differences between d-Se and the other selenium phases. For example, it yields an energy difference of 8.6 kJ/mol between d-Se and a 0 -Se, which is much higher than the experimental transition enthalpies, especially the two most recent values (1200 and 2100 J/mol) [58e60]. PBE þ D3 predicts a corresponding value of 3.0 kJ/mol. As for volume, PBE þ D3 performs quite well, while PBEsol þ D3 underestimates volume severely, by À13.1% and À10.4% for d-Se and a 0 -Se, respectively. Moreover, PBEsol þ D3 overestimates the bulk modulus of d-Se, predicting a value of 34.163 GPa, which is significantly outside the experimental range (about 7e15 GPa) [54, 55, 61] , while PBE þ D3 predicts a much more agreeable value, 14.359 GPa. It appears that the main reason for the large error when calculating the selenium phases with PBEsol þ D3 is that PBEsol þ D3 overbinds d-Se severely.
Since PBE þ D3 incorrectly predicts the stable phase of sulfur at 0 K (Table 1) , PBEsol þ D3 was employed for the continued study. Available experimental data were used to correct the calculation results for the selenium phases using PBEsol þ D3, thus relieving the overbinding problem, which is discussed later.
Solid solutions in the S-Se system are very complex. They consist of molecules, which may contain both sulfur and selenium of different ratios [23,62e68] . The interactions within and between the molecules are also very different, being covalent bonds or van der Waals force. Three phases, a, b and a 0 , contain molecular (S, Se) 8 rings. Each ring contains eight atom sites and is crown-shape. Each atom site can be occupied by either sulfur or selenium, leading to 30 ring configurations [66] . A strict treatment would take all 30 species as constituents of this system. Calculations for such a large system, however, are beyond the scope of the present work and hence, it is necessary to look for an approximation. From Raman and NMR spectroscopic experiments, it was found that within a molecule, the same kind of atoms tend to neighbor each other [64, 67] . The reason for this is that the homonuclear bonds (S-S, SeSe) are energetically more favorable (~7.4 kJ per mole pair of a S-S bond and a Se-Se bond) than the heteronuclear bonds (S-Se), as supported by several computational studies [69e71]. As temperature increases, of course, ordering of the sulfur and selenium atoms becomes more random, increasing the entropy. Relative population of different species depends on three factors: intra-molecule covalent bonds, inter-molecule van der Waals forces, and entropy. To bound the Gibbs energy, the homo-species model and the random solid solution model are constructed for DFT calculations to describe the low and high temperature behavior of solid solutions, respectively.
The homo-species model consists of only two species, S 8 and Se 8 , thus there are no heteronuclear bonds. Although this model has the van der Waals energy penalty imposed by size mismatch between S 8 and Se 8 , it is plausible since the covalent bond is considerably stronger than the van der Waals forces. In the random solid solution model, each atom site is randomly occupied by sulfur or selenium to achieve maximum entropy. It is expected that the real situation should be between these two models. Consequently, by applying both models, an estimation of the mixing enthalpy bounds for a given composition (in terms of selenium concentration) can be obtained. When temperature increases, the mixing enthalpies should approach the random values, since the degree of disorder increases.
The success in calculating 0 K properties discussed above gives confidence in calculating thermodynamic quantities. Fig. 1 shows the finite temperature properties (heat capacity at constant pressure, C p , thermal expansion coefficient (TEC), entropy, enthalpy, and Gibbs energy) of the elemental phases a-S, b-S, d-Se and a 0 -Se using DFT. The calculated results for the a-S phase are compared with SGTE data [48] and other experimental data [72, 73] . The calculated temperature dependence of C p , entropy, enthalpy and Gibbs energy are each in excellent agreement with experiment [48, 72] . The agreement for TEC [73] in the low-temperature range is also good, but deviates in the high-temperature range (above 300 K, note that the melting temperature of sulfur is 388 K). This is partially attributed to the invalidity of QHA near the melting temperature where atoms can move away significantly from their equilibrium positions. The same calculations are also performed for b-S, which is a disordered phase and treated as a mixture between two ordered structures in this study. Again, the agreement with experiment [48, 72] is good, noting that a comparison of TEC is absent due to the lack of experimental data.
Using the calculated finite temperature properties of a-S and b-S, the Gibbs energy difference between these two phases is obtained and plotted in Fig. 2 . The a-S/b-S transition temperature is predicted to be 428 K, which is reasonably close to the experimental value, 369 K [74] . The deviation may be partly due to the approximation made when calculating the properties of b-S, i.e., the b1 and b2 microstates have equal probability of existing. To the best of our knowledge, such a prediction has no successful precedents, although sulfur is a common and important element in the everyday life of human beings.
As previously mentioned, application of the DFT functional PBEsol þ D3 has the problem of overbinding d-Se. This affects not only the 0 K properties (e.g. overestimating the binding energy of dSe), but also the finite temperature properties. Fig. 1 shows the calculated finite temperature properties of d-Se. The calculated values for C p are in good agreement with experiment [12, 48] below 400 K. However, above this temperature the disagreement is not negligible, with the calculated values being smaller than the experimental observations. This is not surprising since the TEC is also seriously underestimated [73] and that C p is dependent on TEC.
The agreement is better for entropy, enthalpy, and Gibbs energy [48] , but small deviation is observable at higher temperature. A substantial improvement requires a DFT functional that can describe d-Se well, which is beyond the scope of the present work.
Also shown in Fig. 1 is the calculated finite temperature properties of a 0 -Se. C p and entropy are in good agreement with experiments whereas the enthalpy and Gibbs energy show large systematic errors [12] . The main source of the disagreement is the overestimation of the enthalpy at 0 K. Note that the reference state is the most stable phase at 0 K, d-Se, thus this overestimation comes from the problem of overbinding d-Se. In fact, for a 0 -Se itself, C p and entropy, for which d-Se does not need to be used as reference state, are both well reproduced. This suggests that this phase can be well described by the present methodology. The systematic errors can be corrected by requiring match to experimental data [12] . The quantity used for this correction is the difference between Gibbs energies of d-Se and a 0 -Se,
Se , which is calculated from DFT and experiment [12] respectively. The correction term is (to reduce round-off error, the significant figures in the following expression are beyond the accuracy of both the experiment and the DFT calculation). energies (in J/mol) of d-Se, respectively, and T is the temperature (in K). The correction term is taken as a linear function determined by two data points at 298 K and 420 K which is the highest temperature studied for a 0 -Se in the experiments [12] . The d-S, a 0 -S and b-Se phases are metastable, and thus their properties have not been measured. Their calculated finite temperature properties are listed in Fig. 3 . In addition, the a-Se phase is unstable and cannot be treated within the framework of QHA. Thus, its finite temperature properties are not calculated with DFT in the present work. There is overall consistency between the firstprinciples predictions and the results of the CALPHAD modeling presented in the next section after the above described correction is made to the Gibbs energy of d-Se, which demonstrates the usefulness of ab initio thermodynamic approach for metastable phases. In summary, it is concluded that the present first-principles calculations of finite temperature properties, based on the proposed approach, are successful for the S-Se system. Not only properties of individual phases are well reproduced, but also the relationship between different phases is described with satisfactory accuracy, as illustrated for the a-S/b-S transition temperature.
While necessary for the thermodynamic modeling of the S-Se system, using first principles calculations to suggest thermodynamic properties that describe phase equilibria is not trivial due to the subtle energetics in this complex crystal system. Table 2 summarizes the evaluated parameters used to describe the Gibbs energy of the pure components that were fixed using the calculated finite temperature properties (i.e. phases other than the reference phases and unstable X phase). The corrected parameters based on Eq. (10) are also listed. The interaction parameters were evaluated using the available phase boundary measurements [13, 15, 16] along with estimations for mixing enthalpies from application of DFT. Using the parameters shown in Table 3 , the assessed low temperature phase diagram was calculated (Fig. 4) . As shown in this figure between 298 and 500 K at 1 bar, the experimental phase boundary data show some scatter, however, the general agreement between the calculated phase diagram and experimental data is evident. The peritectic reaction temperature predicted by this assessment is 433.1 K, which is in excellent agreement with the value observed by Ringer [13] (433.16 K). The predicted eutectic reaction temperature, 372.3 K, is slightly lower than the values reported by Ringer [13] (378.16 K) and by Boctor and Kullerud [16] (375.16 ± 1 K). The predicted eutectoid reaction temperature, 337.7 K, is lower than that observed by Ringer [13] (348.16 K). Comparing the three invariant reaction temperatures, the discrepancy on eutectoid reaction temperature is relatively large. It was not possible to satisfactorily reproduce the other data in addition to this reaction without over parameterizing. Sluggish solid state reaction kinetics at lower temperature can obfuscate measurements. Moreover, the existence of this eutectoid reaction needs further experimental verification [16] . The phase diagram in the lower plot in Fig. 4 spans the temperature range 298e1300 K at 1 bar, revealing the gas phase at higher temperatures. Due to possible incompleteness of species considered (for species containing both sulfur and selenium atoms, only SSe is considered), the modeling of the gas phase may deviate from reality to some extent. In addition, experimental data for the phase equilibria between the mixed S-Se gas and liquid/solid is lacking. Thus, more works are needed to elucidate the thermodynamics of the mixed S-Se gas. However, as long as the temperature is sufficiently high, the present description of the gas phase should be accurate, since the small SSe molecules are dominant among the mixed S-Se species. The present assessment indicates a congruent volatilization temperature at 1029 K and composition 76 at.% Se at 1 bar, which is suitable for experimental verification as well as evaluating the accuracy of the present description of the gas phase. Fig. 5 shows the pressure-temperature diagram of the S-Se system at 25 at.% Se, 50 at.% Se and 75 at.% Se. According these diagrams, it is found that when the pressure is relatively high, the solid phase transforms into the liquid phase and then into the gas phase with increasing temperature. When the pressure is relatively low, the liquid phase disappears and the solid phase sublimates into the gas directly. For the composition 25 at.% Se and 50 at.% Se, the transformation from the liquid to the gas is accompanied by the gradual temperature change, while for the composition 75 at.% Se, the temperature is almost unchanged during the transformation, indicating a congruent volatilization, in consistence with the previous observation from the temperature-composition diagram. In addition, the congruent volatilization temperature decreases when the pressure gets lower. Fig. 6 shows the enthalpy of mixing S and Se as a function of composition for each of the four phases considered in the present work. As expected, the mixing enthalpy for the a phase from CALPHAD modeling is approximately bounded by the values from the homo-species model and the random solid solution model. In addition, the homo-species model is closer to the CALPHAD modeling result than the random solid solution model, suggesting a low degree of disorder. For the b phase, the mixing enthalpy from the CALPHAD assessment is very close to that from the random solid solution model, but quite different from the homo-species model, suggesting a high degree of disorder in this phase. This is probably because of the narrow stability range of the b phase at temperatures near the melting temperature. For the d phase, the enthalpy of mixing from the CALPHAD modeling, the homo-species model and the random solid solution model are close to each other, Table 3 Parameters used to describe the S-Se system from CALPHAD modeling. Values are expressed in J/mol-atom.
Thermodynamic modeling
Phase
Parameter Expression which is quite different compared with phases consisting of molecular rings. In addition, the d phase has the highest mixing enthalpy among all the phases considered in the present work. For the liquid phase, excellent agreement with the experimental data [75] is evident using a simple substitutional solution model. This is somewhat unexpected since it seems reasonable to assume that molecular species should be found in the liquid due to the complex crystallographic aspect of the solid phase structures as well as their physical-chemical build up as discussed above. However, the suitability of the simple substitutional solution model may be due to the fact that the two elements are next to each other in the same column in the periodic table, resulting in similar bonding energies in various complex clusters. The formation enthalpy and entropy at 298 K at 1 bar are shown in Fig. 7 . The reference states are the a-S and d-Se at the same conditions. When the Se content increases, the system undergoes transitions as a / a þ X / X / X þ d / d, which are reflected by the kinks of the formation enthalpy and entropy. The formation enthalpy and Gibbs energy can be measured in experiments and compared with the calculated results in the present work.
Conclusions
The thermodynamic properties of solid phases in the S-Se system (except the X phase due to its unknown crystal structure) at finite temperatures have been predicted by first-principles calculations with the vibrational properties obtained by a modified approach that includes both acoustic and optical contributions. The accuracy of this new approach is demonstrated. The Gibbs energy function of each phase is modeled, enabling calculation of a phase diagram that is in agreement with experimental data using a minimal number of model parameters. It is expected that the methodology in the present work can be applied to other complex crystal systems, and the resulted model will make significant contribution to understanding the thermodynamics of the chalcogenide alloys.
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Appendix. Details of calculation for finite temperature properties
Within the quasi-harmonic approximation (QHA), finite temperature properties are determined by phonon density of states (DOS). In the present work, phonons are separated into the acoustic and optical branches. The three acoustic branches are assumed to have a sine wave dispersion, following the Kieffer model [36] . The maximum frequency of each acoustic branch is calculated from the sound velocity, using the following equation [36] :
In the above equation, u i is the maximum angular frequency of an acoustic branch, v i the sound velocity, and V c the volume of one unit cell.
The sound velocity is calculated by Refs. [37, 76] :
where Here, v s is the average shear sound velocity, v l is the average longitudinal sound velocity, r is the density, c ij are the elastic constants, and s ij are the compliances. The optical phonon branches are approximated by vibration modes, since the large unit cell and the weak van der Waals force lead to weak coupling between atoms in different unit cells. Elastic constants and optic vibration frequencies are calculated using VASP directly. With values for these frequencies, finite temperature properties are calculated within QHA. In the present work, an expression is proposed for the product of the thermal expansion and bulk modulus as shown Eq. (1) 
In the above equations, aB ∞ is the limit of a T B T as T approaches infinity, R the gas constant, C V the molar specific heat capacity at constant volume, C p the molar specific heat capacity at constant pressure, R/nlnQ e the electronic contribution to entropy (here equal to 0), and S T the entropy, H T the enthalpy, and G T the Gibbs energy at temperature T. As mentioned in the main text, for the S-Se system, q ht cannot be reliably calculated based on the present functionals, thus requiring approximation. The three phases, a, b, and a 0 , are formed by 3D stacking of molecular rings, and approximated as 3D van der Waals crystals with q ht z 1, which is close to the value calculated for raregas crystals using an intermolecular potential [45] . 
