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Abstract
In this letter we present some new results on modular theory and
its application in quantum field theory. In doing this we develop some
new proposals how to generalize concepts of geometrical action.
Therefore the spirit of this letter is more on a programmatic side
with many details remaining to be elaborated.
1 Introduction
The basis of this new structure in QFT is modular theory. Mathemati-
cally it is a vast generalization of the modular factor which accounts for
the difference between right and left Haar measure in the case of non uni-
modular groups as e.g. the group of upper triangle matrices. Tomita and
later Takesaki succeeded to convert this idea into a powerful tool for the
investigation of von Neumann algebras, see [Ta]. In fact Alain Connes could
not have carried out his pathbreaking work on the classification of factor
algebras without this theory. Modular theory is also looming behind the
subfactor theory of Vaughn Jones. The physics side is equally impressive.
At the time when Tomita presented his theory, Haag Hugenholz and Win-
nink published their fundamental work on (heat bath) thermal aspects of
QFT, see [H/H/W]. The KMS condition (a name which they coined) was
used up to that time by various physicist (in particular Kubo, Martin and
Schwinger) as a clever mathematical trick in order to avoid to compute cum-
bersome traces in evaluating Gibbs thermal ensembles. In the hands of Haag
Hugenholz and Winnink this formula became the key for their formulation
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of equilibrium quantum statistical mechanics directly in the thermodynamic
limit for which the Gibbs representation becomes meaningless. The gener-
ator for the modular operator turns out to be a thermal hamiltonian with
two-sided spectrum and finite fluctuations which acts on the original alge-
bra as well as on its commutant which represents a kind of shadow world
(which corresponds in the above analogy to group theory to the conjugate
action ) [Haa]. (See [Ja] for new results on the physical interpretation of
the underlying shadow world.) The Tomita antiunitary involution J turns
out to be the normalized flip operation which maps the left into the right
action. Later Bisognano and Wichmann [Bi/Wi] found another very nontriv-
ial field theoretic illustration of the Tomita-Takesaki theory in their study
of the algebra which is generated by fields restricted to the wedge region
(i.e. the same (Rindler) region which played an important role in Unruh’s
discussion of the Hawking effect). In their case the modular group turned
out to be the wedge-affiliated Lorentz boost and the Tomita J was (up to
a 90 degree rotation around the boost direction) the field theoretical TCP
operator. Later Sewell showed that this beautiful result of Bisoganano and
Wichmann might be seen as a generalization of the Unruh effect, see[Se, Un].
(Below we present an algebraic criterion which implies this property, see also
[Bo3]) This time the shadow-world (the von Neumann commutant) was part
of the real world namely the algebra of the causally disjoint region behind
the wedge horizon. Besides having a thermal meaning the modular theory
got a beautiful geometrical interpretation. This work (as well as some spe-
cial prior observations on free fields [O/L/R]) strongly suggested that there
was a deep relation between modular theory and relativistic causality and
localization. In more recent times Borchers [Bo1] and one of the present
authors (H-W. W.)[Wi2] turned the geometrical action of modular theory
around and showed that with two subalgebras in appropriate modular po-
sition one can build up spacetime symmetries (d=1+1 conformal [G/L/W]
and, with somewhat stronger assumptions, also the higher dimensional cases
[Ka/Wi][Wi4]). Starting from Wigner’s representation theory of positive en-
ergy representations it is possible to construct the unique net associated with
the (m,s=semiinteger) Wigner representation without using (nonunique) field
coordinates as the generators of local algebras [Schr1].
We believe that these deep relation between space-time symmetry and
pure quantum physical properties will be important for the understanding of
the still evasive ”Quantum Gravity”. The modular structure also promises to
clarify some points concerning the physics of the Wightman domain proper-
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ties [Schr1]. In fact the modular groups act linearity on the ”field space” i. e.
the space generated by applying a local field on the vacuum. Therefore this
space, which is highly reducible under the Poincare´ group, may according to
a conjecture of Fredenhagen (based on the results in [Fr/Joe]) in fact carry
an irreducible representation of the union of all modular groups (an infinite
dimensional group Gmod which contains in particular all local spacetime sym-
metries). The equivalence of fields with carriers of irreducible representations
of an universal Gmod would add a significant conceptual element to LQP and
give the notion of quantum fields a deep role which goes much beyond that
of being simply generators of local algebras. Our arguments suggest that
in chiral conformal QFT Gmod includes all local diffeomorphism. A related
group theoretical approach this time starting from properties of modular in-
volutions (”The Condition of Geometric Modular Action”) was proposed in
[B/D/F/S]. One obtains directly transformation groups on the indexed sets
of the net. All these true QFT properties remain invisible in any quantiza-
tion approach. Combining modular theory with scattering theory, the actual
J together with the incoming J in can be used to obtain a new framework
for nonperturbative interactions [Schr1]. This last topic will be treated in a
separate paper by the present two authors.
Besides the old result of Bisognano/Wichmann there are nowadays other
interesting ’geometrical’ actions of modular theory in chiral theories, see
[Bo/Yng] . We present some new examples in chiral and higher dimensional
models and give some outlook to future investigations of geometrical actions.
2 The Bisognano-Wichmann Property
We will start with the famous result of Bisognano/Wichmann [Bi/Wi]. We
will present a purely algebraic proof of that property.1
Let us first introduce some notations. We assume given a Poincare´ covari-
ant local net of observables which fulfills essential duality ( wedge duality).
Let U denote the representation of the Poincare´’ group on the vacuum Hilbert
space H, Ω the vacuum vector. Let l1 and l2 be linear independent lightlike
vectors and W [l1l2] the wedge
W [l1, l2] = {−→x ∈ R1,3 | −→x = αl1 + βl2 + l⊥, with (1)
1After finishing this part we were informed by H.-J. Borchers of a recent result by
himself, [Bo3]. Below we compare both approaches.
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α > 0, β < 0, (l⊥, li) = (l
⊥, lj) = 0}
Λ12(t) the Lorentz boost to that wedge, i.e. the boosts which map the wedge
W [l1, l2] onto itself.
Let A(W [l1,l2]) be the observable algebra associated to the wedge. The
Reeh-Schlieder property of the vacuum states that Ω is cyclic and separating
for this algebra. We denote the associated modular objects by ∆12, J12.
Before continuing with the results let us remind the reader on an obser-
vation by Borchers [Bo4].
Assume wedge duality for the underlying net. Then we have
∆it12 = F12(t)U(Λ12(−2pit)) (2)
with some unitary group F12(t). Moreover modular theory gives
[F12(t), J12] = [F12(t),∆
is
12] = [F12(t), U(Λ12(−2pis))] = 0 (3)
( F12 leaves invariant A(W [l1,l2]) and Ω.) Due to Borchers’ result [Bo1, Bo5]
we immediately conclude
[F12(t), U(translations)] = 0, (4)
see [Bo4]. Moreover there is a strongly dense set of elements A ∈ A(W [l1, l2])
s.t. U(Λ1,2(2pit))AΩ, A ∈ A(W [l1, l2]) can be analytically be continued to
t ∈ S(−1
2
, 0) = {z ∈ C / − 1
2
< Im z < 0}..
So far Borchers’ results. Let us come to an observation which one of the
authors made in discussion with D. Guido:
Theorem 1 (Guido/Wiesbrock)
Additionally to the above we make the assumption
(AΩ −→ U(Λ1,2(− i
2
))A∗Ω, A ∈ A(W [l1, l2])) (5)
is uniformly bounded.
Then the Bisognano-Wichmann Property holds for the net.
Proof. Let F12(t) = e
itf12 be the unitary group above. From the assumption
it follows
f12 is semibounded.
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Now F12 leaves invariant A(W [l1,l2]) which implies by a result of Borchers,
[Pe], innerness of F12, i.e.
∃ eitf ∈ A(W [l1,l2]) with
eitfe−itf12 ∈ A(W [l1,l2])′.
J12-invariance of F12 implies Ad e
itf12 =Ad J12e
itf12J12 and therefore
J12e
itfe−itf12J12 = e
iλeitf , λ ∈ R
because A(W [l1,l2]) is a factor. Putting together we conclude
eitf12 = J12e
itfJ12e
itf .
eitf12 is ∆12 invariant and therefore e
itf too. Similarly eitf is U(Λ12)
invariant and translation invariant along the baseline of the wedge.
But due to the cluster property the later implies eitf = const.
We now make a comparison with the work of Borchers [Bo3].
As an algebraic criterion for the Bisognano-Wichmann Property, Borchers
proposed a so called reality condition as follows:
Let A ∈ W [l1, l2], such that U(Λ1,2(2pit))A∗Ω can analytically be con-
tinued to Im t = −1
2
. (One can find a *-strongly dense subset of such ele-
ments, see [Bo4]) Then there exists Â and A˜ affiliated with A(W [l1, l2])′ =
A(W [l2, l1]) with are related by:
ÂΩ = U(Λ1,2(−ipi))AΩ, A˜Ω = U(Λ1,2(−ipi))A∗Ω. (6)
The reality condition states now:
For such A one has Â∗ = A˜, i.e. U(Λ1,2(−ipi))A∗Ω = Â∗Ω.
Rewritten in terms of the modular data this means:
U(Λ1,2(−ipi))S AΩ = S∗U(Λ1,2(−ipi)) AΩ (7)
for a *-strongly dense subset of A(W [l1, l2]), where S denotes the Tomita
conjugation to (A(W [l1, l2]),Ω).
Now due to commutativity
T := U(Λ1,2(−ipi))∆− 12 = ∆− 12U(Λ1,2(−ipi)) (8)
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is a s. a. operator and the reality condition can be rephrased as
JTJ = T. (9)
But modular theory tells us that
JU(Λ1,2(−ipi))J = U(Λ1,2(ipi)), J∆− 12J = ∆ 12 (10)
which implies JTJ = T−1and therefore
TT ∗ = T 2 = TJTJ = TT−1 = 1. (11)
Therefore the reality condition gives boundedness of T by 1 which implies
the assumption of our theorem.
We don’t see a natural physical motivation for our boundedness assump-
tion. But the results suggest that one should look at a purely algebraic
criterion which guarantees the Bisognano-Wichmann property. This would
not rely on some generating fields which in the algebraic approach to quan-
tum field theory play the role of a special choice of coordinating the physical
system.
3 On the modular theory of disjoint intervals
In this section we present a modular interpretation of conformal diffeomor-
phisms.
3.1 The Virasoro-algebra
We consider the U(1)− current algebra on the circle. Then we have an action
of the Virasoro-algebra on the physical vacuum Hilbert space of our model.
The vacuum is defined as the unique invariant vector
L1Ω = L−1Ω = L0Ω = 0. (12)
The usual commutation relations are:
[Ln, Lm] = (n +m)Ln+m +
1
12
(m2 − 1)mδm,n (13)
so that:
[L±2, L0] = ±2L±2, [L2, l−2] = 4L0 + 1
2
(14)
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holds. Then a simple computation shows
L0 7→ 1
2
L0 +
1
16
(15)
L1 7→ 1
2
√
2
L2
L−1 7→ 1
2
√
2
L−2
gives an isomorphism of sl(2R)− Lie algebras. This second representation
belongs to a 3−dim. subgroup in Diff S1 given as follows.
z 7→
√
a + bz2
c+ dz2
(
a b
c d
)
∈ SU(1, 1) (16)
One notices the following (after discussion with M. Schmidt):
• SU(1, 1) maps the circle into itself
• the poles of a+bz2
c+dz2
lie outside the circle, the zeros inside
• Choose the cuts by adjoining both zeroes and both poles. In that way
we get well defined maps.
• We get a representation of a twofold covering of the Mo¨biusgroup.
Geometrically the associated dilations leave invariant disjoint intervals of
the following type: Given an interval, look at the square root of it elements.
We get a disjoint union of intervals as the inverse image. Both parts sepa-
rately are left invariant under that group. Therefore, if the modular groups
act like dilations as above, we do not have Reeh-Schlieder Property for an
arbitrary local algebra because of Takesaki’s result, see [Stra]. I. e. this
would either imply equality of the algebra of a small interval and the algebra
associated to appropriate disjoint intervals or that the algebra is not cyclic.
But notice that due to the geometry it never happens that one part of
such a region covers both parts of another type of such disjoint intervals..
Especially we do not get into conflict with additivity of the net and locality!
This is the reason that such a modular theory is conceptually allowed. Next
we show that this also happens.
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3.2 Some Formulas
Let us collect some well known formulas which help to understand the fol-
lowing computations. In the Sl(2R) group we have the generator D for the
dilations, P and K for the translations resp. conformal translations. They
are related to the Virasoro group by
L0 =
1
2
(P +K) D =
1
2
(L1 − L−1) (17)
L1 = D +
1
2
(P −K) P = 1
2
(L1 + L−1) + L0
L−1 = D − 1
2
(P −K) K = 1
2
(L−1 + L1) − L0.
It turns out to be helpful to switch from the compact (circle) picture to the
noncompact on the reals.
compact picture → non compact picture: z 7→ −iz−1
z+1
non compact picture → compact picture : x 7→ ix+1
−ix+1
.
Under these transformation the relevant forms and the Ln are mapped to
the following.
dx = −i 2
(z + i)2
dz, dz = 2i
1
(−ix+ 1)2dx (18)
Ln = z
n+1 d
dz
, Ln =
(−ix + 1)2
2i
(
ix+ 1
−ix + 1
)n+1 d
dx
A formal computation now shows:
z2 ◦ Ln ◦ √z = 12L2n, i.e. :
L±1 7→ 1
2
L±2 (19)
L0 7→ 1
2
L0
in the non compact picture:
z 7→ z2 ≃ x 7→ 2x
1− x2 (20)
z 7→ √z ≃ x 7→ −1
x
+ sign(x)
√
1 + (
1
x
)2
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In the non compact and compact picture it is easily seen that diffeomor-
phisms act symplectically:
ω(g, f) =
1
2
∫
g(x)df(x), ω(g, f) =
1
2
∫
g(z)df(z) (21)
3.3 Transformation and Invariant Scalar Product
Let
(
a b
c d
)
∈ Sl(2R), then the underlying symmetry action is:
x 7→ −2cx+ d(1− x
2)
2ax+ b(1 − x2) + sign(x)
√√√√1 + (−2cx+ d(1− x2)
2ax+ b(1− x2)
)2
. (22)
Moreover
< f, g >=
∫ f(x)g(y)
((x− y)(1 + xy) + i0)2 (1 + x
2)(1 + y2)dxdy (23)
gives an invariant scalar product.
proof:
Denote Γ(x) = − 1
x
+ sign(x)
√
1 + ( 1
x
)2 then we compute
∫ f ◦ Γ(a( 2x1−x2 )+b
c( 2x
1−x2
)+d
)g ◦ Γ(a(
2y
1−y2
)+b
c( 2y
1−y2
)+d
)
((x− y)(1 + xy) + i0)2 (1 + x
2)(1 + y2)dxdy (24)
=
∫ f ◦ Γ(a( 2x1−x2 )+b
c( 2x
1−x2
)+d
)g ◦ Γ(a(
2y
1−y2
)+b
c( 2y
1−y2
)+d
)
( 2x
1−x2
− 2y
1−y2
+ i0)2
2(1 + x2)2(1 + y2)
(1− x2)2(1− y2)2 dxdy
One notices d( 2x
1−x2
) = 2(1+x
2)
(1−x2)2
and thereby:
=
∫ f ◦ Γ(a( 2x1−x2 )+b
c( 2x
1−x2
)+d
)g ◦ Γ(a(
2y
1−y2
)+b
c( 2y
1−y2
)+d
)
( 2x
1−x2
− 2y
1−y2
+ i0)2
d(
2x
1− x2 )d(
2y
1− y2 )
=
∫ f ◦ Γ( 2x
1−x2
)g ◦ Γ( 2y
1−y2
)
( 2x
1−x2
− 2y
1−y2
+ i0)2
d(
2x
1− x2 )d(
2y
1− y2 ) (25)
=
∫
f(x)g(y)
((x− y)(1 + xy) + i0)2 (1 + x
2)(1 + y2)dxdy
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where the last equality follows from a substitution with (x 7→ 2x
1−x2
) , which
establishes invariance. qed.
The form is positive definite: Write f = f ◦ Γ ◦ ( 2x
1−x2
).
Define
I(f)(x) =
∫
f(y)KI(x, y)dy (26)
with
kI(x, y) =
−1
(x− y) −
1
y
1
(1 + xy)
=
−x(1 + y2)
y(x− y)(1 + xy) . (27)
Then one computes:
d
dx
kI(x, y) =
(1 + x2)(1 + y2)
[(x− y)(1 + xy)]2 =
−1
(x− y)2 −
1
(1 + xy)2
. (28)
and we get:
ω(If, g) =< f, g >= −ω(f, Ig). (29)
Next we show that this scalar product gives us a Fock state on the Weyl
algebra:
Denote
Γ(f)(x) := f(
x
2
+ sign(x)
√
1 +
(
x
2
)2
) (30)
and
I0(f)(x) =
∫ −1
(x− y + i0)f(y)dy (31)
which gives the usual vacuum Fock state of the theory [Yng].
〈f, g〉0 = ω(I0f, g) =
∫
f(x)g(y)
(x− y + i0)2dxdy
Then we compute:
Γ−1 ◦ I0 ◦ Γ(f)(x) =
∫ −1
(− 1
x
+ x− y + i0)f(
y
2
+ sign(x)
√
1 +
(
y
2
)2
)dy(32)
=
∫ −1
(− 1
x
+ x− (−1
z
+ z) + i0)
f(z)
z2 + 1
z2
dz
=
∫ −x(z2 + 1)
z2(−1 + x2 + x
z
− zx + i0)f(z)dz
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=
∫ −x(z2 + 1)
z(−z + x2z + x− z2x+ i0)f(z)dz
=
∫ −x(z2 + 1)
z(−z + x+ i0)(1 + xz)f(z)dz = I(f)(x)
( One has to take care of the +i0-term?!), so we get:
Γ−1 ◦ I0 ◦ Γ = I. (33)
As is well known I20 = −1, from which we immediately conclude I2 = −1,
i.e. the invariant scalar product produces a Fock state on the Weyl algebra.
3.4 The KMS-Condition
Let us show the KMS-Condition. For this we first make the following simple
observation:
f ∈ C∞0 ([0, 1])⇒ Γ(f) ∈ C∞0 ([0,∞[)
f ∈ C∞0 (]−∞,−1])⇒ Γ(f) ∈ C∞0 ([0,∞[). (34)
Denote <,>0 the scalar product of the vacuum state, <,>1 the one above.
Then we show:
< Γ(f),Γ(g) >0=< f, g >1:
∫
dxdy
f(− 1
x
+ sign(x)
√
1 + ( 1
x
)2)g(− 1
y
+ sign(x)
√
1 + ( 1
y
)2)
(x− y + i0)2
=
∫
dzdw
f(z)g(w)
( 2z
1−z2
− 2w
1−w2
+ i0)2
1 + z2
(1− z2)2
1 + w2
(1− w2)2
=
1
2
∫
dzdw
f(z)g(w)
(z − w + i0)2
(1 + z2)(1 + w2)
(1 + zw)2
(35)
Let us also introduce the notion
V (λ)(f)(x) = f(λx), U(λ)(f)(x) = f(
1− x2
2λ2
+sign(x)
√√√√1 + (1− x2
2λ2
)2
)
(36)
then, an easy computation shows
Γ−1 ◦ V (λ) ◦ Γ = U(λ). (37)
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To prove the KMS-property for the disjoint interval ]−∞,−1] ∪ [0, 1] w.r.t.
U, we use the strategy as in [Yng] .
Let f, g ∈ C∞0 ([0, 1]). Then
< U(λ)f, g >1=< V (λ) ◦ Γ(f),Γ(g) >0 (38)
Due to (3.1), Γ(f),Γ(g) ∈ C∞0 ([0,∞[). J. Yngavson has shown in [Yng]
that for such functions the expectation value with V (λ) can analytically be
continued to Imλ = 2pi with specific boundary values. This gives in our case:
lim
θ↑2π
< U(λ)f, g >1=lim
θ↑2π
< V (λ) ◦ Γ(f),Γ(g) >= 〈Γ(g),Γ(f)〉 = (39)
= 〈g, f〉1
This shows that U(λ) fulfils the KMS-condition for the Weyl-algebra to [0, 1].
By the invariance and relation (3.2) we immediately get the same result
for f, g ∈ C∞0 (] − ∞,−1]), resp. f ∈ C∞0 (] − ∞,−1]), g ∈ C∞0 ([0, 1]).and
thereby get that U gives the modular group to the disjoint intervals. The
methods of [Yng] then also apply to give
J = Γ−1 ◦ J0 ◦ Γ⇒ J(f)(x) = f ∗( 1
x
) (40)
The same methods should also work for the L3,L−3 case, where one has to use
the third root. In this way we get an action of these other diffeomorphism
groups as automorphisms on the local net. As is well known they can be
implemented on the vacuum theory by Bogoliubov automorphisms.
We expect that these results hold in all loop group models as they were
constructed for example in [Was].
The final upshot of this section is that several diffeomorphism actions can
occur as the action of some modular groups of certain observable algebras
w.r.t. to a proper state.
4 Hidden Symmetry
As was shown in [Bo/Yng] it might happen that the modular group acts
only geometrically on a certain subregion. We show how this comes up very
naturally in higher dimensional situations. We start with some purely group
theoretical observations on an interesting subgroup of the Poincare´ group
12
[Schr3]. The standard wedge situation suggests to decompose the Poincare´
group generators into longitudinal, transversal and mixed generators
P± =
1√
2
(Pt ± Pz), Mtz ; Mxy, Pi; G(±)i ≡
1√
2
(Mit ±Miz), i = x, y (41)
The generators G
(±)
i are precisely the “translational” pieces of the euclidean
stability groups E(±)(2) of the two light vectors e(±) = (1, 0, 0,±1) which ap-
peared for the first time in Wigner’s representation theory for zero mass par-
ticles. As one reads off from the commutation relations, Pi, G
(+)
i , P± have the
interpretation of a central extension of a transversal “Galilei group” with the
two “translations” G
(+)
i representing the Galilei generators, P+ the central
“mass” and P− the “nonrelativistic Hamiltonian”. The longitudinal boost
Mtz scales the Galilei generators G
(+)
i and the “mass” P+. Geometrically the
G
(+)
i change the standard wedge (it tilts the longitudinal plane) and the cor-
responding finite transformations generate a family of wedges whose envelope
is the half-space x− ≥ 0. The Galilei group together with the boost Mtz gen-
erate an 8-parametric subgroup G(+)(8) inside the 10-parametric Poincare´
group:
G(+)(8) : P±, Mtz ; Mxy, Pi; G
(+)
i (42)
The modular reflection J transforms this group into an isomorphic G(−)(8).
All observation have interesting generalizations to the conformal group in
massless theories in which case the associated natural space-time region is
the double cone. This subgroup is intimately related to the notion of “mod-
ular intersection”. Let l1, l2 and l3 be 3 linear independent light-like vec-
tors and consider two wedges W (l1, l2),W (l1, l3) with Λ12 and Λ13 the as-
sociated Lorentz boosts. As a result of this common l1 the algebras N =
A(W (l1, l2)),M = A(W (l1, l3)) have a modular intersection with respect to
the vector Ω. Especially (N ∩M) ⊂ M,Ω) is a modular inclusion [Wi1,
Ar/Zs, Bo5]. Identifying W (l1, l2) with the above standard wedge, we no-
tice that the longitudinal generators P±, Mtz are related to the inclusion of
the standard wedge algebra into the full algebra B(H), whereas the Galilei
generators G
(+)
i are the “translational” part of the stability group of the
common light vector l1 (i.e. of the Wigner light-like little group). These gen-
erators G
(+)
i should be considered as being associated with a common light
ray shared by two wedges whereas all the other generators in (42) are either
longitudinal or transversal to one wedge (the standard wedge).
13
To simplify the situation let us take d=1+2 with G(+)(4), in which case
there is only one Galilei generator G. In addition to the “visible” geometric
subgroup of the Poincare´ group, the modular theory produces a “hidden-
symmetry transformation which belongs to a region which is a intersection
of two wedges.
Let us now consider the 3-dim. situation from the point of view of alge-
braic QFT. We assume the Bisognano-Wichmann property for the net and
also assume that it is fulfills additivity. Denote l1,l2, l3 three linear indepen-
dent lightlike vectors andW [l1,l2] , W [l1,l2] two wedges characterized by their
two lightlike vectors. Denote Λ12 resp. Λ13 the related Lorentz boosts. Due
to their common light-ray l1 the associated observable algebras have - mod-
ular intersection w.r.t. Ω, see [Bo2, Wi4]. To simplify the notation we use
N ,M for the algebras. Then ((N ∩M) ⊂ M,Ω) is a modular inclusion,
see [Wi1, Ar/Zs, Bo2, Wi4] and
UN∩M,M(a) := exp(
ia
2pi
(ln∆N∩M − ln∆M)) (43)
is a unitary group with positive generator. Moreover one has
UN⌢M,M(1− e−2πt) = ∆itM∆−itN⌢M (44)
UN∩M,M(e
−2πta) = ∆itMUN∩M,M(a)∆
−it
M (45)
AdUN∩M,M(−1)(M)=N ∩M (46)
and
JMUN⌢M,M(a)JM = UN⌢M,M(−a). (47)
Similar results hold for N replacing M , see [Bo2, Wi3]. Due to the inter-
section property we finally have the relation
[UN⌢M,M(a), UN⌢M,N (b)] = 0
which enables one to define the unitary group
UN⌢M(a) = UN⌢M,M(−a)UN⌢M,N (a).
This later group can be rewritten as
UN⌢M(1− e−2πt) = ∆itM∆−itN
14
and thereby recognized to be in our physical application the 1-parameter
Galilean subgroup G (42) in the above remarks.
Now we notice that for a < 0
AdUN⌢M,M(a)(M) = Ad∆−i(
1
2pi
ln−a)
M UN⌢M,M(−1)(M) (48)
= Ad∆
−i( 1
2pi
ln−a)
M (N ∩M)
Because ∆itM acts geometrically as Lorentz boosts, we fully know the geo-
metrical action of UN⌢M,M(a) on M for a < 0. For a > 0 we notice
AdUN⌢M,M(1)(M) = AdUN⌢M,M(2)(M∩N ) = AdJMJN⌢M(M∩N )(49)
= AdJM(M′ ∪ N ′)
and again, due to the geometrical action of JM we have a geometrical action
on M for a > 0.
AdUN∩M,M(a)(M)=Ad∆−i(
1
2pi
lna)
M JM(M′ ∪N ′) (50)
From these observations and with UN∩M,M(1 − e−2πt) = ∆itM∆−itM∩N we get
for t < 0 :
Ad∆itN∩M(M) = Ad∆(−
i
2pi
ln(e−2pit−1))
M JM(M′ ∪ N ′) (51)
and in case of t > 0 :
Ad∆itN∩M(M) = Ad∆(−
i
2pi
ln(1−e−2pit))
M (N ∩M). (52)
Similar results hold for N replacing M . With the same methods we get:
Ad∆itN∩M∆
is
N (M) = Ad∆itN∩M∆isN∆−isM (M) (53)
= Ad∆itN∩MUM∩N (e
−2πs − 1)(M)
where UN∩M is the 1-parameter Lorentz subgroup (the Galilei subgroup G
in (42) associated with the modular intersection, see [Bo2, Wi4]. This gives:
Ad∆itN∩M∆
is
N (M) = AdUM∩N (e−2πt(e−2πs − 1))∆itN∩M(M) (54)
= AdUM∩N (e
−2πt(e−2πs − 1))∆−
1
2pi
ln(1−e−2pit)
M (M∩N ),
if t > 0 and similar for t < 0.Therefore we get a geometrical action of ∆itN∩M
on Ad∆isN (M).
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A look at the proof shows that the essential ingredients are the special
commutation relations. Due to
∆itM∩N = ∆
it
MUN∩M,M(1− e−2πt) = ∆itMJMUN∩M,M(e−2πt − 1)JM
and the well established geometrical action of ∆itM and JM it is enough to
consider the action of UN∩M,M or similarly UN∩M,N . For these groups we
easily get
AdUN∩M,M(a)∆
is
N∆
−it
M (N ) = Ad∆isN∆itMUN∩M,M(e−2π(s+t)a)(N )
and due to the above remarks the geometrical action of ∆itN∩M on the algebras
of the type Ad∆isN∆
−it
M (M).
Now, the lightlike translations Utransl1 (a) in l1 direction fulfill the positive
spectrum condition and map N ∩M into itself for a > 0. Therefore we have
the Borchers commutator relations with ∆itM∩N and get
Ad∆itN⌢MUtransl1(a)(M) = AdUtransl1(e−2πta)∆itN⌢M(M) (55)
The additivity of the net tells us that taking unions of the algebra corresponds
to the causal unions of localization regions. The assumed duality allows us
to pass to causal complements and thereby to intersections of the underlying
localization regions. Therefore the algebraic properties above transfer to
unions, causal complements and intersections of regions. We finally get
Theorem 2 Let G be the set of regions in R1,2 containing the wedgesW [l1, l2],W [l1, l3]
and which is closed under
a) Lorentz boosting with Λ12(t),Λ13(s),
b) intersection
c) (causal) union
d) translation in l1 direction
e) causal complement
Then ∆itW [l1,l2]∩W [l1,l3] maps sets in G onto sets in G in a well computable
way and extends the subgroup (42) by a “hidden symmetry”.
Similarly we can look at a (1+3)-dim. quantum field theory. Then we
get the same results as above for the modular theory to the region W [l1, l2]∩
W [l1, l3]∩W [l1, l4], where li are 4 linear independent lightlike vectors in R1,3.
Moreover in this case the set G contain W [l1, l2],W [l1, l3] and W [l1, l4] and is
closed under boosting with Λ12(t),Λ13(s),Λ14(r).
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The arguments are based on the Borchers commutation relation and mod-
ular theory and apply also if we replace modular intersection by modular
inclusion. One recovers in this way the results of Borchers and Yngvason,
[Bo/Yng]. ( Note that in thermal situations we have no simple geometri-
cal interpretation for the commutants as the algebra to causal complements.
Therefore in these cases we have to drop e) in the above theorem.).
The final upshot of this section is to show that there might be sensible
meanings of geometrical actions of modular groups by restricting on certain
subsystems.
5 4-dim. Theories from a Finite Set of Alge-
bras
Let us mention a recent result due to Ka¨hler and one of the authors (H.-W.
W). It follows a line beginning with the work of Borchers, [Bo1] and one of
the authors, [Wi2]. Starting with a finite set of algebras lying in a specified
position w.r.t. their common modular theory one constructs a net of local
observables.
Theorem 3 Let Mij, 0 ≤ i < j ≤ 4, M′ij = Mji, be von-Neumann
algebras acting on H, Ω ∈ H with:
a) (Mij,Mik,Ω) has modular intersection (56)
This part reflects the underlying wedge geometry.
b) symmetric in indices
This part means that there is no preferential ”wedge” region. We can refor-
mulate this as follows:
Let ΓP := ∆
it0
24∆
−it0
34 ∆
it0
32∆
−it0
42 with:
b1) Ad ΓP (M14) =M12, Ad ΓP (M13) =M14 (57)
and ΓP ′ := ∆
it0
13∆
−it0
43 ∆
−it0
14 ∆
−t0
13 with
b2) Ad ΓP ′(M12) =M32, Ad ΓP (M42) =M12 (58)
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c) closed in some finite dim . Lie group
Essentially we use that the generators of the modular groups can be composed.
We reformulate this as follows.
Denote P 1,1 the group generated by {∆it1414 ∆it2424 ∆it3434 } , SO(1, 2) the one
generated by {∆it1313 ∆it1212 ∆it2323 } Then let
c′) Ad J12(P
1,1
ε ) ⊂ P 1,1δ · SO(1, 2), P 1,1ε , ε− neighborhood of 1 ∈ P 1,1
(59)
Then we conclude:{
∆it1414 ,∆
it24
24 ,∆
it34
34
}
,
{
∆it1212 ,∆
it13
13 ,∆
it23
23
}
generate a reprs. of Sl(2C).
(60)
Proof. see [Ka/Wi]
In order to get a representation of the Poincare´ group we use the following.
First we again implement rudimentarily the wedge geometry by:
Let N12 be a von-Neumann Algebra with
d) (N12 ⊂M12,Ω) is hsm. (61)
The resulting translations should be reflected by the CPT-like conjugations:
e1) Ad JM1j (JN12JM12) = JM12JN12 , j = 3, 4 (62)
e2) [Ad JMjk(JN12JM12), JN12JM12 ] = 0 , j, k = 2, 3, 4 (63)
and the symmetry in the indices (no preferential wedge) leads to:
f) Ad ΓP (JN12JM12) = JN12JM12 (64)
Remark 1 Notice that Ad ∆it012∆
−it0
13 ΓP (M12) =M12, so that f) implies
Ad∆it012∆
−it0
13 ΓP (JN12) = JN12 .Modular theory then shows Ad ∆
it0
12∆
−it0
13 ΓP (N12) =
N12.
Then we get a representation of R1,3 , the translations.
The Lorentz group maps translations onto themselves which can be en-
coded in:
g) Ad Jjk(translations) ⊂ translations (65)
18
Under these assumptions we get a representation of the full Poincare´ group
with spectrum condition. Using this one easily constructs a net of observables
in R1,3 to it.
These results show that spacetime can be encoded in a finite set of al-
gebraic data. Moreover spacetime is recovered by looking at the noncom-
mutative structure measured w.r.t. the underlying physical state of the sys-
tem (modular theory). This would not work in a classical, i.e. non (local)
quantum case. Saying in an overstretched manner, the underlying classi-
cal geometry of spacetime results in our approach from the quantum theory
by measuring the deviation from the commutative ”classical” case. (Notice
that by the ”classical” case we do not refer to any underlying quantization
procedure nor to a semiclassical approximation via some perturbation the-
ory. The route we follow in our reconstruction of spacetime grounds in the
noncommutativity and is intrinsically non pertubative.)
6 On the modular theory of double cones (free
massive case)
Consider a double cone algebra A(O) generated by a free massless field (for
s=0 take the infrared convergent derivative). Then the modular objects
of (A(O),Ω)m=0 are well-known [Haa]. In particular the modular group
is a one parametric subgroup of the proper conformal group. The massive
double cone algebra together with the (wrong) massless vacuum has the same
modular group σt however its action on smaller massive subalgebras inside
the original one is not describable in terms of the previous subgroup. In fact
the geometrical aspect of the action is wrecked by the breakdown of Huygens
principle, which leads to a nonlocal reshuffling inside O but still is local in the
sense of keeping the inside and its causal complement apart. This mechanism
can be shown to lead to a pseudo-differential operator for the infinitesimal
generator of σt whose’s highest term still agrees with conformal zero mass
differential operator. We are however interested in the modular group of
(A(O),Ω)m with the massive vacuum which is different from the that of the
wrong vacuum by a Connes cocycle. We believe that this modular cocycle
will not wreck the pseudo-differential nature, however we were not able to
show this. We hope that the above remarks may prove helpful in a future
investigation.
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