Movement of individuals, mediated by localised interactions, plays a key role in numerous processes including cell biology and ecology. In this work, we investigate an individual-based model accounting for various intraspecies and interspecies interactions in a community consisting of two distinct species. In this framework we consider one species to be chasers and the other species to be escapees, and we focus on chase-escape dynamics where the chasers are biased to move towards the escapees, and the escapees are biased to move away from the chasers. This framework allows us to explore how individual-level directional interactions scale up to influence spatial structure at the macroscale. To focus exclusively on the role of motility and directional bias in determining spatial structure, we consider conservative communities where the number of individuals in each species remains constant. To provide additional information about the individual-based model, we also present a mathematically tractable deterministic approximation based on describing the evolution of the spatial moments. We explore how different features of interactions including interaction strength, spatial extent of interaction, and relative density of species influence the formation of the macroscale spatial patterns.
We define a function, Q(x, t), called the bias landscape, which allows us to quantity crowdedness and interactions 86 at location x and time t. The bias landscape for a chaser is defined as a sum of bias kernels around each individual in 87 the community:
where Q cc (x, t) = ∑ n∈N c ω cc (|x n − x|) and Q ce (x, t) = ∑ n∈N e ω ce (|x n − x|). The bias landscape for escapees is defined 89 very similarly Q e (x, t) = Q ec (x, t) + Q ee (x, t). For any individual n, we define the net bias vector to be 90 B n = ∑ r =n ∇ω i n j r (|x r − x n |),
where i, j ∈ {c, e}. Two key features of the bias vector are the magnitude, | B n |, and angular direction, arg( B n ) ∈ 91 [0, 2π]. The preferred direction of movement is taken to be the angular direction of the net bias vector and this 92 allows us to bias the direction of movement of individuals in response to the local crowdedness. The definition of 93 the bias vector, Equation 3, shows that the bias vector is the negative gradient of the bias landscape meaning that 94 each individual is biased to move in the direction of the steepest descent on the surface. The strength of the bias is 95 determined by the steepness of the bias landscape at any particular individual's location. 96 The construction of the bias landscape and bias vectors in a community of chasers and escapees is shown in Parameter values are γ cc = 0.0, γ ce = −0.2, γ ec = γ ee = 0.3 and σ cc = σ ce = σ ec = σ ee = 0.5. Note that γ cc = 0, meaning that there are no interactions between chasers in (a), which explains why there is no colour bar on this subfigure.
We now specify the probability density function (PDF) for the displacement that a chaser traverses during a 108 movement event as,
where u c (|ξ |) and g(arg(ξ ); B n ) are two independent PDFs. A derivation of the movement displacement PDF is
where I 0 is the zero order modified Bessel function. In the absence of net bias, B n = 0, the von Mises distribution 126 reduces to the uniform distribution so that there is no preferred direction of movement 27 . This choice of PDF means 127 that the likelihood of individuals moving in the preferred direction, arg( B n ), increases with the magnitude of the 128 bias vector. Individuals with large | B n |, are more likely to move in the direction of B n . The direction of movement 129 of individuals with a weaker bias becomes almost uniformly distributed. Note that, the magnitude of B n does not 130 affect the distance moved.
131
We implement the IBM using the Gillespie algorithm 37 with an initial condition where individuals of each 132 species are distributed uniformly at random in the domain. An alternative simulation method would be to use a 133 constant time-stepping approach, but this can be less accurate because there is a possibility that multiple events occur 134 in the same time step 38 . Note that, our model considers only the movement direction to be neighbour dependent, and 135 movement rates are chosen to be independent of neighbourhood interactions. In general, our framework could be 136 extended to allow both the movement rates and movement direction to depend upon the crowding surface. However,
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we choose to work with the simplest implementation where the movement rate does not depend upon the crowding 138 surface since this simpler mechanism gives rise to very interesting spatial patterns.
139
Numerical simulation of the individual-based model 140 In our IBM simulations, we consider a community of chasers and escapees with population sizes N c and N e , 
The time interval between successive movement events is exponentially distributed with mean 1/λ . When a motility 144 event takes place, an individual is chosen to move at random. Depending upon whether the chosen individual is a 145 chaser or escapee, it moves a displacement ξ specified by either of the movement displacement PDFs, µ c (ξ ; B n ), 146 and µ e (ξ ; B n ). We employ periodic boundary conditions over the L × L domain in all of our simulations. Typically, 147 the length scales over which interactions take place between individuals are much smaller compared to the overall 148 domain size (σ i j L). Under these circumstances, the edge effects are negligible, and the periodic boundary ecological and biological systems employ periodic boundary conditions 9, 14, 16, 29 .
151
We use spatial moments to characterise the spatial structure in the population. The first spatial moment of 152 chasers is Z 1,c = N c /L 2 and that of escapees is Z 1,c = N e /L 2 . We analyse the spatial structure of the community 153 using second spatial moments expressed as auto and cross-PCFs. To compute the auto-PCF of chasers, we choose 154 a reference chaser located at x n and compute all distances, r = |x r − x n | from all other chasers. We repeat this 
The second term in Equation 7, ∇ω i j (|ξ |), accounts for the direct contribution of the individual of species j at displacement ξ . Now we can write the PDF for the movement of an individual of species i over a displacement ξ , conditional on the presence of an individual of species j at a displacement ξ as,
We ξ is formed when one of the individuals from an existing pair at a displacement ξ + ξ moves a displacement ξ . Accounting for these possibilities means that the time evolution of the second moment is given by,
Given estimates of the first and second moments, we can describe the spatial structure of the community in terms of 179 a pair correlation function (PCF), C i j (r,t), expressed as a function of separation distance, r = |ξ |, given by,
The normalisation of the second spatial moment by a factor of Z 1,i Z 1, j in Equation 10 ensures that C i j (r,t) = 1 in 181 the absence of spatial structure. If C i j (r,t) > 1, we have more pairs of an individual of species i separated by a 182 distance r from an individual of species j than if they were in a spatially random configuration. This is referred to 183 as a clustered spatial structure. If C i j (r,t) < 1, we have fewer pairs of individuals at a separation distance r than 184 if they were in a spatially random configuration and this is known as a regular spatial pattern. The PCF is called Material. We find that the asymmetric power-2 closure 26 given by,
provides the best results for the range of parameters we consider.
188
Summary statistics 189 In our analysis of both the IBM and spatial moment model, we focus on examining sufficienty long-time simulations 190 so that we can treat the higher moments and C i j (r,t) as quasi-steady quantities 43 . Under these circumstances, we structure, we need a simplified measure of spatial structure. Plotting and comparing the various PCFs as a function of 193 distance for each parameter value becomes increasingly challenging as we consider a large parameter space. Under 194 these circumstances, it is more convenient to use a simple measure of spatial structure that expresses the type and 195 extent of the spatial structure as a scalar quantity. A summary statistic based on the difference in the area under the 196 curve of the PCF and the area under a curve made by a constant pair correlation function for a randomly distributed 197 population, C i j (r) = 1, is one convenient way to simply express the nature and extent of the spatial structure as a 198 single number. In this work we use,
as such a summary statistic where A i j quantifies the spatial structure between of species i and j as a function of 
214
To compute these integrals, we need to evaluate Z 2,i j (ξ ± ξ ,t) for different combinations of ξ and ξ . Some of these 215 combinations require values of Z 2,i j (ξ ± ξ ,t) that lie beyond the computational domain. Whenever this scenario 216 arises, we approximate those terms with the values of Z 2,i j (ξ ,t) at the boundary, Z 2,i j ((ξ max , ξ max ),t).
217
The initial condition used for solving the spatial moment dynamics is Z 2,i j (ξ , 0) = Z 1,i × Z 1, j . We use a constant 218 grid spacing ∆ξ = 0.2, time step dt = 0.1 and ξ max = 8 in all our results. Additional results (not shown) confirms 219 that this choice of spatial and temporal discretisation is sufficient to produce grid-independent results. We compare 220 the numerical solution of the spatial moment dynamics model with the IBM simulation results by computing the 221 auto-PCF and cross-PCF Z 2,ii (ξ ,t)/Z 2 1,i and Z 2,i j (ξ ,t)/(Z 1,i Z 1, j ), respectively.
222

Results
223
Here, we explore how different features of the intraspecies and interspecies interactions influence the spatial structure 224 of a two species community using the IBM and spatial moment models. We examine the influence of variation individual-level interactions, we focus on presenting and interpreting steady-state solutions of our models. While 230 the time required to attain a steady-state depends on the specific initial distribution of individuals in the domain, 231 the actual steady-state spatial pattern formed is independent of the initial configuration. To illustrate, we provide 232 additional results in Section 5 of the Supplementary Material. In all our simulations, the individuals are initially 233 distributed uniformly at random. This choice helps in reducing the computational time and comparing the influence 234 of different types of interactions. A summary of the key parameters in the simulations is given in Table 1 . Before 235 presenting the details about how different features of interactions influence the spatial structure, we illustrate the 236 types of spatial structure that could arise in a community of chasers and escapes by showing the snapshots of 237 locations of individuals from IBM in Figure 3 . A community with a complete absence of spatial structure is shown 238 in Figure 3(a) , where there is no correlation between the locations of chasers and escapees. Figure 3(b) shows the 239 interspecies clustering of chasers and escapees, formed due to the interspecies attraction of chasers towards escapees.
240
Here we see more chasers and escapees in close vicinity of each other than in a spatially random configuration. PCF corresponding to the densities of pairs involving a chaser and escapee (cross-PCF) A cc simple measure of spatial structure computed from C cc (r) A ee simple measure of spatial structure computed from C ee (r) A ce simple measure of spatial structure computed from C ce (r)
Effect of varying the interaction strength 247
Here, we investigate how variations in bias interaction strength impact the spatial structure. In our simulations, we 
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Here, we investigate how varying the range of interactions impacts the formation of spatial structure. The spatial 284 extent of interaction, σ i j determines the range over which the interactions between individuals are significant. A 285 small choice of σ i j leads to short-range interactions, whereas a large σ i j corresponds to long-range interactions 286 between individuals. Again, we consider a two species community of chasers and escapees with N c = 200 and 287 N e = 200, respectively. As before we set γ cc = 0, meaning the interactions in between chasers are switched off.
288
In Figure 5 (a)-(d) we vary the spatial extent of interaction σ ec , which controls the spatial extent over which 289 escapees are repelled from chasers. For small values of σ ec , we observe a small scale intraspecies clustering 290 among chasers as indicated by the PCF C cc (r) > 1 and the simple measure of spatial structure A cc > 0. We also 291 observe interspecies clustering between chasers and escapees (C ce (r) > 1) as well as a regular spatial pattern between 292 escapees (C ee (r) < 1) at small values of σ ec . Our results showing that A ce > 0 and A ee < 0 also confirm this behaviour 293 for small σ ec . As σ ec increases, the intraspecies clustering of chasers and interspecies clustering becomes weaker 294 and changes to a regular spatial structure at a sufficiently large values of σ ec . As the range over which escapees are 295 repelled increases, the escapees experience stronger repulsion due to the influence of more distant chasers resulting 296 in the segregation of chasers and escapees. We observe that both A cc and A ce change sign from a positive value at 297 σ ec = 0.25 to negative values as we increase σ ec confirms this trend of development of regular spatial structure.
298
In Figure 5 (e)-(h) we vary σ ce , which controls the spatial extent over which chasers are attracted to escapees. At 299 small values of σ ce we observe an interspecies regular spatial structure between chasers and escapees as indicated by 300 C ce (r) < 1 and A ce < 0. For sufficiently small σ ce , the escapees are repelled from chasers strongly since the small 301 range attraction of chasers to escapees cannot compensate for the relatively long range repulsion. Hence, chasers and 302 escapees segregate from each other forming an interspecies regular spatial structure. As σ ce increases, we observe 303 the cross-PCF C ce (r) approaches unity and A ce becomes less negative. This suggests a shift from the interspecies 304 regular spatial structure between chasers and escapees to a less regular spatial structure. With the increase of the 305 spatial extent of interaction, the distance over which chasers get attracted to escapees increases and results in an 306 enhanced attractive bias. This enhanced attraction counteracts the interspecies repulsion leading to the loss of the 307 regular spatial pattern between chasers and escapees.
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Finally, in Figure 5 (i)-(l) we vary σ ee , which controls the spatial extend over which escapees repel other escapees.
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As σ ee increases, we see the C ee (r) diverges from unity and A ee becomes more negative, suggesting the development 310 of stronger regular spatial structure among escapees. The increase in σ ee enables an escapee to influence more 311 distant escapees, resulting in the enhancement of the regular structure. σ ee = 0.25 σ ee = 0.4 σ ee = 0.5 σ ee = 0.6 σ ee = 0.25 σ ee = 0.4 σ ee = 0.5 σ ee = 0.6 σ ee = 0.25 σ ee = 0.4 σ ee = 0.5 σ ee = 0.6 
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We now explore how varying the relative density of chasers and escapees, Z 1,c /Z 1,e , impacts the spatial configuration 314 of the community. We consider a community composed of three different density ratios: Z 1,c /Z 1,e = 1/7, Z 1,c /Z 1,e = 315 1 and Z 1,c /Z 1,e = 1. To vary the relative density of chasers, the total number of individuals in the community is 316 fixed at N c + N e = 400 and the population sizes of chasers are varied as N 1 = 50, 200 and 350, respectively. We 317 investigate the behaviour of spatial pattern in the community by plotting C i j (r) and A i j in Figure 6 . When the density of chasers is much lower than the density of escapees, the attraction of chasers towards 319 escapees leads to chasers being placed far apart from other chasers. This leads to the formation of regular spatial 320 structure (C cc < 1 and A cc < 0) among chasers. In contrast, at a high relative density of chasers, more chasers 321 tend to move towards a particular escapee, resulting in an accumulation of chasers at short distances and a less 322 regular spatial structure, as indicated by C cc (r) becomes close to unity and A cc becomes closer to zero. Another 323 observation is that C ee (r) decreases and A ee becomes more negative with the increase of relative density of chasers.
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This indicates the emergence of a stronger intraspecies regular spatial pattern among escapees. This is a potentially 325 counterintuitive result since we see stronger regular structure in escapees as its population size decreases. This is 326 16/20 an indirect effect of interactions of escapees with chasers. At a high relative density of chasers, each escapee will 327 be surrounded by many chasers. The repulsive bias of escapees to chasers forbids the possible movement of any
