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Abstract
The transitive simultaneous conjugacy problem asks whether there exists
a permutation τ ∈ Sn such that bj = τ−1ajτ holds for all j = 1, 2, . . . , d,
where a1, a2, . . . , ad and b1, b2, . . . , bd are given sequences of d permutations in
Sn, each of which generates a transitive subgroup of Sn. As from mid 70’ it
has been known that the problem can be solved in O(dn2) time. An algorithm
with running time O(dn log(dn)), proposed in late 80’, does not work correctly
on all input data. In this paper we solve the transitive simultaneous conjugacy
problem in O(n2 log d/ log n+ dn log n) time and O(n3/2 + dn) space.
Keywords: divide-and-conquer, fast multiplication algorithm, graph isomor-
phism, permutation multiplication, simultaneous conjugacy problem, trun-
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1 Introduction
The d-Simultaneous conjugacy problem (or d-SCP for short) in a group G asks the
following: given two ordered d-tuples (a1, a2, . . . , ad) and (b1, b2, . . . , bd) of elements
from G, does there exists an element τ in G such that bj = τ
−1ajτ holds for all
indices j = 1, 2, . . . , d?
This problem arises naturally in various fields of mathematics, computer science,
and their applications in numerous other fields such as biology, chemistry etc. –
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most notably when deciding whether two objects from a given class of objects are
isomorphic (which usually means structural equivalence). We quickly review some
easy examples from the theory of maps on surfaces, the theory of covering graphs,
computational group theory, representation theory, interconnection networks, and
cryptography. We refer the reader to relevant literature for more information on
these topics [8, 9, 10, 11, 12].
A finite graph embedded in a closed oriented surface is conveniently given in
terms of two permutations R and L on the set of arcs in the graph, where R repre-
sents local rotations of arcs around each vertex and L is the arc-reversing involution.
It is generally known that two embeddings of the same graph given by (R,L) and
(R′, L′) are combinatorially equivalent if and only if there exists a permutation τ of
the arc set such that R′ = τ−1Rτ and L′ = τ−1Lτ . Thus, the problem translates to
a 2-SCP in the symmetric group.
An n-fold covering projection of graphs can be given by assigning to each arc of
the base graph a certain permutation from the symmetric group Sn, the so-called
voltage of the arc; voltage assignments to arcs naturally extend to all walks, and
in particular, to all fundamental closed walks at a base vertex which generate the
fundamental group. Now, two covering projections given by two voltage assignments
are equivalent (which roughly means that the covering graphs are the same modulo
relabeling of vertices and arcs) if and only there is a permutation in Sn that si-
multaneously conjugates the two ordered tuples of voltages assigned to fundamental
closed walks at a given base vertex. Thus, the problem translates to d-SCP in Sn,
where d is the Betti number of the graph.
Often we are not only interested in the existence of such a τ , but also in finding (at
least one) such a τ if it exists. In computational group theory, an important variant
of SCP in the symmetric group Sn occurs when the two tuples are equal, that is, aj =
bj for all j = 1, 2, . . . , d; in this case, we ask for the centralizer in the symmetric group
of a permutation group generated by a given set of permutations. In particular,
this is encountered in computing the automorphism groups of embedded graphs on
surfaces.
In representation theory, the problem of whether two representations of a given
group on a vector space are equivalent translates to the simultaneous conjugacy
problem in the general linear group, where the two tuples are matrices representing
the generators of the group.
As for problems encountered in computer science, the equivalence of two per-
mutation networks under the permutation of inputs and outputs also translates to
SCP in the symmetric group. Last but not least, in cryptography, the simultane-
ous conjugacy problem in braid groups plays an important role in studying braid
cryptographic protocols.
The paper aims to study d-SCP in the symmetric group Sn. For d = 1 the
problem translates to the question of whether two permutations have the same cycle
type; this can be tested in O(n) time. So, the problem is interesting if d > 1. The
condition that, for each j = 1, 2 . . . , d, the permutations aj and bj have the same
cycle type is clearly necessary for the two tuples to be simultaneously conjugated.
However, it is not sufficient.
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1.1 Related work
Starting with a purely group-theoretic context of finding centralizers, in 1977, Fontet
gave the O(dn2)-time algorithm for solving the d-SCP in Sn by translating it into a
special case of a colored digraph isomorphism problem [3]. More precisely, let Ga be
an arc-colored digraph with the vertex set {1, 2, . . . , n} where there is an arc (u, v)
colored j if and only if aj(u) = v, j = 1, 2, . . . , d. (Note that such a digraph can have
multiple parallel arcs and loops.) The arc-colored digraph Gb is defined similarly
on the vertex set {1, 2, . . . , n} with an arc (u, v) colored j if and only if bj(u) = v,
j = 1, 2, . . . , d. The permutation τ from Sn that simultaneously conjugates the two
tuples is now precisely color and direction preserving digraph isomorphism from Ga
onto Gb. Fontet’s algorithm was independently discovered by Hoffmann in 1982 [4].
In studying permutation networks, Sridhar exhibited an O(dn log(dn))-time al-
gorithm in 1989 [11] for the case in which the corresponding digraphs are strongly
connected, that is, when the two tuples generate transitive subgroups in Sn. In
his solution, he applied techniques used by Hopcroft and Tarjan for testing isomor-
phism of planar 3-connected graphs [6]. The underlying idea of this approach is to
compute the automorphism partition of the disjoint union of the two digraphs, that
is, the orbits of the corresponding automorphism group. An isomorphism between
the two digraphs exists if and only if there is an orbit that contains a vertex from
each digraph. In the context of arc-colored digraphs Ga and Gb associated with the
simultaneous conjugacy problem, this amounts to finding the orbits of the color and
direction preserving the automorphism group of the disjoint union Ga + Gb. The
main problem to be resolved is to find an initial partition such that its refinement
provides the automorphism partition. In particular, we may take the trivial parti-
tion into a single set as an initial partition if and only if both tuples generate regular
subgroups that are simultaneously conjugated in Sn; otherwise, an initial partition
should be non-trivial so that the refinement process can even start. Unfortunately,
as we have recently discovered, Sridhar’s algorithm does not work correctly on all
input data. For instance, there are cases where the two tuples do not generate
regular subgroups, yet his algorithm for constructing the initial partition outputs a
wrong partition; namely, the trivial one (see Appendix A for a counterexample).
1.2 Our results
The question that arises naturally is, therefore, the following:
Given two ordered d-tuples (a1, a2, . . . , ad) and (b1, b2, . . . , bd) of elements
from the symmetric group Sn, can we find an element τ ∈ Sn such that
bj = τ
−1ajτ holds for all indices j = 1, 2, . . . , d in time o(dn2)?
The following main result answers the question affirmatively subject to the condition
that the two given tuples of permutations generate transitive permutation groups.
We call this restricted problem the transitive d-SCP.
Theorem 1.1. The transitive d-SCP in the symmetric group Sn can be solved in
O(n2 log d/ log n+ dn log n) time, using O(n3/2 + dn) space.
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Our second result implies that for a large subclass of tuples generating transitive
subgroups the problem can be solved in strongly subquadratic time in n at a given
d. More precisely, we prove the following.
Theorem 1.2. Let (a1, a2, . . . , ad) and (b1, b2, . . . , bd) be d-tuples of permutations
that generate transitive subgroups of the symmetric group Sn, and let λ be a mini-
mal number for which there are permutations aj and bj in the two tuples that have
precisely λ cycles in their cycle decompositions. Then we can test whether one
tuple is simultaneously conjugate to other in Sn in O((d + λ)n log n) time, using
O((d+ log n)n) space.
The last theorem implies strongly subquadratic time in n as soon as λ = O(n)
for some constant 0 ≤  < 1. In particular, for λ = 1 we give a linear time solution.
Theorem 1.3. Let (a1, a2, . . . , ad) and (b1, b2, . . . , bd) be d-tuples of permutations so
that, for some j ∈ [n], the permutations aj and bj are n-cycles. Then we can test
whether one tuple is simultaneously conjugate in Sn to the another one in time and
O(dn) space.
The structure of the paper is the following. Section 2 contains the necessary
notation and basic definitions to make the paper self-contained. In Section 3 we
develop an algorithm which solves the transitive d-SCP in the symmetric group Sn
in O(n2 + dn log n) time and O(dn) space. In Sections 4 and 5 we then give two
improvements of the basic algorithm from Section 3 to prove Theorems 1.1 and 1.2,
respectively. Theorem 1.3 is proven in Section 6 by a completely different approach.
Section 7 concludes the paper by discussing some open problems related to our
results.
2 Preliminaries
This section aims to establish some notation and terminology used in this paper. For
the concepts not defined here see [2]. The notations are quite graph centered since in
our solution to the transitive simultaneous conjugacy problem we use graph-based
techniques in the spirit of Fontet and Hoffmann.
For a positive integer n, we denote the set {1, 2, . . . , n} by [n]. Further, let
a = (a1, a2, . . . , ad) be a d-tuple of permutations in the symmetric group Sn. The
permutation digraph of a is a pair Ga = (V,A), where V (Ga) = V = [n] is the
set of vertices, and A(Ga) = A is the set of ordered pairs (i, ak), i ∈ [n], k ∈ [d],
called arcs. The degree of Ga is |a|. An arc e = (i, ak) has its initial vertex
ini(e) = i, terminal vertex ter(e) = ak(i), and color c(e) = k; the arc e = (i, ak)
is also referred to as outgoing from the vertex i. The vertices ini(e) and ter(e) are
end-vertices of e.
A walk from a vertex v0 to a vertex vm in a permutation digraph Ga is an
alternating sequence W = v0, e1, v1, e2, . . . , em, vm of vertices and arcs from G such
that for each i ∈ [m], the vertices vi−1 and vi are the end-vertices of the arc ei. The
vertices v0 and vm are called the initial vertex and the terminal vertex of W ,
respectively. If v0 = vm, then the walk W is closed walk, and it is open otherwise.
A path is a walk whose vertices (and hence arcs) are all pairwise distinct.
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Walks defined so far are undirected. On the other hand we have also a directed
walk in which case vi−1 = ini(ei) and vi = ter(ei) for each i ∈ [m]. A digraph Ga is
weakly connected if any vertex is reachable from any other vertex by traversing a
walk, and is strongly connected if any vertex is reachable from any other vertex
by traversing a directed walk. Clearly, Ga is strongly connected if and only if the
tuple a generates a transitive subgroup of Sn.
A subdigraph H of Ga consists of a subset V (H) ⊆ V (Ga) and a subset A(H) ⊆
A(Ga) such that every arc in A(H) has both end-vertices in V (H). A walk in a
subdigraph H of Ga is a walk in Ga consisting only of arcs from A(H). A subdigraph
T of Ga is a tree if for any two vertices v and v
′ in T , there is a unique path from
v to v′ in T . If V (T ) = V (Ga), then T is a spanning tree of Ga.
A color-isomorphism between two permutation digraphs Ga and Gb is a pair
(φV , φA) of bijections, where φV : V (Ga) → V (Gb) and φA : A(Ga) → A(Gb) such
that φV (ini(e)) = ini(φA(e)), φV (ter(e)) = ter(φA(e)) and c(e) = c(φA(e)) for any
arc e ∈ A(Va).
A partition P of a set V is a set P = {V1, V2, . . . , Vm} of nonempty pairwise
disjoint subsets of V whose union is V . Each set Vi is called a cell of the partition.
A partition is trivial if it has only one cell, {V }.
Let G be the set of all strongly connected permutation digraphs on n vertices,
each of degree d, and let GV = {(Ga, v) : Ga ∈ G, v ∈ V (Ga)} be the set of all
rooted digraphs from G. Given a set L of labels, a vertex invariant is a function
I : GV → L such that whenever there exists a color-isomorphism Ga → Gb mapping
v onto w, then
I(Ga, v) = I(Gb, w).
Since a vertex invariant I assigns a label to every vertex of a permutation digraph
Ga, it induces a partition PI(Ga) = {V1(Ga), V2(Ga), . . . , Vm(Ga)} on the set V (Ga)
such that for any two vertices u, v ∈ V (Ga), u and v are in the same cell if and
only if they have the same labels I(Ga, u) = I(Ga, v). Two partitions PI(Ga) and
PI(Gb) are compatible if |PI(Ga)| = |PI(Gb)| = µ, and the cells of PI(Gb) can
be re-enumerated such that for all i ∈ [µ] we have that |Vi(Ga)| = |Vi(Gb)| and
I(Ga, v) = I(Gb, w) for all v ∈ Vi(Ga) and w ∈ Vi(Gb). The following results follow
directly from definitions.
Lemma 2.1. Let I : GV → L be a vertex invariant, and let Ga, Gb ∈ G. Then:
(i) If Ga and Gb are color-isomorphic, then the partitions PI(Ga) and PI(Gb) are
compatible.
(ii) Let PI(Ga) and PI(Gb) be compatible partitions, and let v ∈ V1(Ga). Then Ga
and Gb are not color-isomorphic if and only if there is no color-isomorphism
of Ga onto Gb mapping v to some vertex in V1(Gb).
An alphabet Σ is a finite set of characters. A word (or a string) over the
alphabet Σ is a finite sequence of characters from Σ. The length |κ| of a word κ is
the number of characters in κ. The unique word  of length 0 is the empty word.
We denote the set of all words of length m over the alphabet Σ by Σm. We write κκ′
for the concatenation of words κ and κ′. For a word κ and a non-negative integer
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m we define κm =  for m = 0, and otherwise κm = κm−1κ. Two words κ and κ′ are
cyclically equivalent if there exist words x and y so that κ = xy and κ′ = yx.
Let Ga be a permutation digraph of degree d and let Σ = {kα | k ∈ [d], α =
±1} be an alphabet. A walk W = v0, e1, v1, e2, . . . , em, vm in Ga defines the word
κ(W ) = kα11 k
α2
2 · · · kαmm over Σ, where: (i) ki = c(ei); and (ii), if ini(ei) = vi−1 and
ter(ei) = vi, then αi = +1, and αi = −1 otherwise.
Conversely, a word κ′ over Σ and a vertex v0 ∈ V (Ga) together define the walk
W (κ′, v0) in Ga starting at v0 such that κ(W (κ′, v0)) = κ′. Finally, for a word
κ = kα11 k
α2
2 · · · kαmm over Σ we define the permutation aκ = aα1k1 aα2k2 · · · aαmkm .
Let {C, O} be a set of labels and let κ be a word over Σ. The function Iκ : G →
{C, O} defined by
Iκ(Ga, v) =
{
C, if the walk W (κ, v) in Ga is closed
O, otherwise
is vertex invariant. In group-theoretical terms, vertices labeled by C represent the
set of fixed points of the permutation aκ, while vertices labeled by O represent its
support set. For a set B ⊆ V (G) we let
Oκ(B) = {v ∈ B | Iκ(G, v) = O} and Cκ(B) = {v ∈ B | Iκ(G, v) = C}.
For κ = , we have I(G, v) = C for all (G, v) ∈ G, and therefore C(V (G)) = V (G)
and O(V (G)) = ∅.
Let Ga and Gb be two permutation digraphs, and let W1 and W2 be walks in Ga
and Gb, respectively. We say that W2 is the walk corresponding to the walk W1 if
κ(W1) = κ(W2). In particular, an arc e = (v, ak) ∈ A(Ga) corresponds to an arc
f = (w, bk′) ∈ A(Gb) if k = k′. Further, a word κ over Σ is a distinguishing word
for vertices v ∈ V (Ga) and w ∈ V (Gb) if Iκ(Ga, v) 6= Iκ(Gb, w). In this case, v and
w are said to be distinguishable.
In this paper, we are using a b-bit RAM model of computation and consequently,
we assume n,m, d = O(2b).
3 Basic method
Let Ga and Gb be strongly connected permutation digraphs on n vertices, each of
degree d. In this section, we show that we can decide whether Ga and Gb are color-
isomorphic by an algorithm running in O(n2 + dn log n) time and O(dn) space. We
first prove the following theorem.
Theorem 3.1. Let Ga and Gb be strongly connected permutation digraphs on n
vertices and of degree d, and let v0 ∈ V (Ga) and w0 ∈ V (Gb). Then there exists a
color-isomorphism of Ga onto Gb mapping v0 onto w0 if and only if v0 and w0 are
indistinguishable.
Proof. If there exists a color-isomorphism of Ga onto Gb mapping v0 onto w0, then
any closed walk is mapped to a closed walk and hence v0 and w0 are indistinguishable.
Let v0 and w0 be indistinguishable vertices of Ga and Gb, respectively. Construct
an isomorphism as follows. Take a spanning tree Ta of Ga rooted at v0. For a vertex
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v 6= v0 ∈ V (Ta), let v0, . . . , ev, v be a unique path in Ta from v0 to v, and let
w0, . . . , f
v, w be the corresponding path in Gb starting with w0. For each vertex
v 6= v0 ∈ V (Ta), map the arc ev to f v, the vertex ini(ev) to ini(f v), and the vertex
ter(ev) to ter(f v). The subdigraph of Gb with the set V (Gb) of vertices and with
the set {f v ∈ A(Gb) | v ∈ V (Ta), v 6= v0} of arcs must be a spanning tree of Gb
rooted at w0, for otherwise there exists an open walk starting with v0 such that
the corresponding walk starting with w0 is closed. But this is not possible since
v0 and w0 are indistinguishable. It remains to define the mapping of the cotree
arcs. Let (u, ak) be a fixed cotree arc of Ta, and suppose that u is mapped to
u′. Then map (u, ak) to the corresponding arc (u′, bk) in Gb. If ak(u) has already
been mapped to some vertex different from bk(u
′), then there exists a closed walk
starting at v0 such that the corresponding walk starting with w0 is open. But this is
not possible. Repeating the process at the remaining cotree arcs yields the desired
isomorphism.
From Theorem 3.1 we derive the necessary and sufficient condition for Ga and
Gb to be color-isomorphic. Since for an arbitrary vertex v0 ∈ V (Ga) there are n
possible candidates in Gb that might be indistinguishable from v0, we need to check,
for each vertex w0 ∈ V (Gb), whether v0 and w0 are indistinguishable. Algorithm
Indistinguishable, based on Theorem 3.1 and breadth-first search, does precisely
that – with an addition of returning the empty word whenever v0 and w0 are indis-
tinguishable, and a distinguishing word for v and w otherwise.
Proposition 3.2. Let Ga and Gb be strongly connected permutation digraphs on
n vertices, each of degree d, and le v0 ∈ V (Ga), w0 ∈ V (Gb). The algorithm
Indistinguishable(Ga, Gb, v0, w0) correctly tests in O(dn) time and O(dn) space
whether v0 and w0 are indistinguishable.
Proof. The correctness of the algorithm follows directly from the remarks above and
Theorem 3.1.
The closed walk W in lines 13 or 18 is constructed at most once, and this can
be done in time O(n) using O(n) space. Finally, since the algorithm is based on
breadth-first search its total time is O(dn), while the space used is also O(dn).
If v0 are w0 indistinguishable we have found a color-isomorphism. Otherwise, we
get a distinguishable word κ such that the vertex invariant Iκ induces non-trivial
partitions
PIκ(Ga) = {Oκ(V (Ga)), Cκ(V (Ga))}, PIκ(Gb) = {Oκ(V (Gb)), Cκ(V (Gb))}.
If |Oκ(V (Ga))| 6= |Oκ(V (Gb))|, then the partitions PIκ(Ga) and PIκ(Gb) are not
compatible. Hence Ga and Gb are not color-isomorphic by (i) of Lemma 2.1. Con-
sequently, no indistinguishable vertices exist.
Otherwise, by (ii) of Lemma 2.1 we can search for indistinguishable vertices
either between Oκ(V (Ga)) and Oκ(V (Gb)) or between Cκ(V (Ga)) and Cκ(V (Gb)).
We re-apply algorithm Indistinguishable on the smaller cells. This reduces the
number of possible candidates from n to at most n/2.
Algorithm ColorIsomorphic formally describes this process. In the i-th itera-
tion, it uses the function Partition to split the sets Vi(Ga) and Vi(Gb) with respect
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Algorithm Indistinguishable (Ga, Gb, v0, w0)
Input: Strongly connected permutation digraphs Ga and Gb each of degree d
with n vertices, v0 ∈ V (Ga) and w0 ∈ V (Gb).
Output: The empty word, if v0 and w0 are indistinguishable, a
distinguishing word for v0 and w0 otherwise.
1: Construct a spanning tree Ta of Ga;
2: Let Tb be the subdigraph of Gb with V (Tb) = {w0} and A(Tb) = ∅;
3: Map v0 to w0;
4: Initialize an empty queue Q;
5: Enqueue v0 into Q;
6: while Q 6= ∅ do
7: Dequeue Q into u;
8: for each tree arc e ∈ A(Ta) with end-vertices u and v do
9: Suppose that u has been mapped to u′, and let f ∈ A(Gb) be the arc
with end-vertices u′ and v′ and corresponding to e;
10: if v′ /∈ V (Tb) then (* expand Tb *)
11: Add v′ to V (Tb), add f to A(Tb), and map v to v′;
12: else (* v0 and w0 are distinguishable *)
13: Let W be the closed walk in Gb obtained by following the path in
the tree Tb from w0 to ini(f), the edge f , and the path in the tree
Tb from ter(f) to w0 (the walk in Ga starting with v0 and
corresponding to W is open);
14: return The word κ(W ) defined by W ;
15: for each cotree arc e ∈ A(Ga) \ A(Ta) with end-vertices u and v do
16: Suppose that u has been mapped to u′, v to v′′, and let f ∈ A(Gb) be the
arc with end-vertices u′ and v′ and corresponding to e;
17: if v′ 6= v′′ then (* v0 and w0 are distinguishable *)
18: Let W be the closed walk in Gb obtained by following the path in the
spanning tree Tb from w0 to ini(f), the edge f , and the path in the
spanning tree Tb from ter(f) to w0 (* the walk in Ga starting with v0
and corresponding to W is open *);
19: return The word κ(W ) defined by W ;
20: return The empty word ;
to the word κi. This is done by traversing the walk W (κi, v) in G, where either G
is Ga and v ∈ Vi(Ga), or G is Gb and v ∈ Vi(Gb).
Theorem 3.3. Let Ga and Gb be strongly connected permutation digraphs on n
vertices, each of degree d. The algorithm ColorIsomorphic(Ga, Gb) correctly tests
in O(n2 + dn log n) time and O(dn) space whether Ga and Gb are color-isomorphic.
Proof. We first show the following loop invariant.
At the start of each iteration of the repeat loop at lines 2-13 the following holds:
(i) 1 ≤ |Vi(Ga)| ≤ n/ 2i−1, and
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Algorithm ColorIsomorphic(Ga, Gb)
Input: Strongly connected permutation digraphs Ga and Gb each of degree d
with n vertices.
Output: true, if Ga and Gb are color-isomorphic, false otherwise.
1: V1(Ga) = V (Ga), V1(Gb) = V (Gb), i = 1;
2: repeat
3: Select some vi from Vi(Ga) and some wi from Vi(Gb);
4: κi = Indistinguishable (Ga, Gb, vi, wi);
5: if κi 6=  then
6: Cκi(Vi(Ga)), Oκi(Vi(Ga)) = Partition (Vi(Ga), κi);
7: Cκi(Vi(Gb)), Oκi(Vi(Gb)) = Partition (Vi(Gb), κi);
8: if |Cκi(Vi(Ga))| ≤ |Oκi(Vi(Ga))| then
9: Vi+1(Ga) = Cκi(Vi(Ga)), Vi+1(Gb) = Cκi(Vi(Gb));
10: else
11: Vi+1(Ga) = Oκi(Vi(Ga)), Vi+1(Gb) = Oκi(Vi(Gb));
12: Increase i to i+ 1;
13: until κi−1 6=  and |Vi(Ga)| = |Vi(Gb)|;
14: if κi =  then
15: return true;
16: else
17: return false;
(ii) Vi(Ga) and Vi(Gb) are cells of the partitions of V (Ga) and V (Gb), respectively,
where both partitions are induced by a vertex invariant Ii such that the vertices
in Vi(Ga) and the vertices in Vi(Gb) have the same labels.
Prior to the first iteration, we have i = 1, |V1(Ga)| = n. Thus, property (i)
of the invariant holds. By taking I1 = I, the partitions PI1(Ga) and PI1(Gb) are
trivial, and so V1(Ga) ∈ PI1(Ga), V1(Gb) ∈ PI1(Gb), and the vertices in Vi(Ga) and
the vertices in Vi(Gb) have the same labels. Thus, property (ii) holds as well.
To see that each iteration maintains the loop invariant, we inductively assume
that before the iteration i, properties (i) and (ii) hold and that at the end of it-
eration i the condition in line 13 is false. Consequently, κi 6=  and |Vi+1(Ga)| =
|Vi+1(Gb)|. Without loss of generality we may assume that Vi+1(Ga) = Cκi(Vi(Ga))
and Vi+1(Gb) = Cκi(Vi(Gb)).
First, since κi is a distinguishable word for some vi ∈ Vi(Ga) and some wi ∈
Vi(Gb), at least one of the cellsCκi(Vi(Ga)) and Cκi(Vi(Gb)) is nonempty. But then,
since |Cκi(Vi(Ga))| = |Cκi(Vi(Gb))|, both Vi+1(Ga) and Vi+1(Gb) are nonempty.
Moreover, since |Vi(Ga)| ≤ n/ 2i−1, and since |Vi+1(Ga)| ≤ |Vi(Ga)|/ 2, it follows
that |Vi+1(Ga)| ≤ n/ 2i, and the first part of the invariant holds.
To prove (ii), let Ii+1 : G → {C, O}i+1 be a function defined by Ii+1(G, v) =
Ii(G, v) · Iκi(G, v). Note that because Ii and Iκi are vertex invariants, so is Ii+1.
Since Vi(Ga) ∈ PIi(Ga) and Vi(Gb) ∈ PIi(Gb), and since Vi+1(Ga) and Vi+1(Gb) are
nonempty, it follows that
Vi+1(Ga) = Cκi(Vi(Ga)) ∈ PIi+1(Ga) and Vi+1(Gb) = Cκi(Vi(Gb)) ∈ PIi+1(Gb).
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Furthermore, Ii+1(Ga, v) = Ii(Ga, v) · C for all v ∈ Vi+1(Ga), while Ii+1(Gb, w) =
Ii(Gb, w) · C for all w ∈ Vi+1(Gb). But Ii(Ga, v) = Ii(Gb, w) for all v ∈ Vi(Ga) and
w ∈ Vi(Gb), and so Ii+1(Ga, v) = Ii+1(Gb, w) for all v ∈ Vi+1(Ga) and w ∈ Vi+1(Gb).
Thus, the second part of the invariant holds.
Next, by property (i), it follows that the algorithm terminates in at most blog nc+
1 iterations. Furthermore, we show that on termination the algorithm returns true
if and only if the digraphs are color-isomorphic. We first show that, if Ga and
Gb are color-isomorphic, the algorithm returns true. Suppose for the purpose
of deriving a contradiction that at the end of some iteration, say i, a word κi is
nonempty and |Vi+1(Ga)| 6= |Vi+1(Gb)|. Then, by property (ii), Vi(Ga) ∈ PIi(Ga)
and Vi(Gb) ∈ PIi(Gb), where Ii is a vertex invariant such that vertices in Vi(Ga) and
vertices in Vi(Gb) have the same labels. Consider the vertex invariant Ii+1 as defined
above. Because |Vi+1(Ga)| 6= |Vi+1(Gb)|, it follows that the partitions PIi+1(Ga) and
PIi+1(Gb) are not compatible. However, since Ga and Gb are assumed to be color-
isomorphic, we have by (i) of Lemma 2.1 that PIi+1(Ga) and PIi+1(Gb) must be
compatible, which is a contradiction. Conversely, if the algorithm returns true,
then at the end of some iteration, say i, a word κi must be empty, so there exists
a vertex in Ga which is indistinguishable from some vertex in Gb. By Theorem 3.1,
Ga and Gb are color-isomorphic. This completes the proof of correctness of the
algorithm.
Finally, we compute the complexity of the algorithm. The initialization in line
1 requires O(n) time. From the above analysis it follows that the repeat loop is
executed at most blog nc + 1 times. Lines 3 and 12 require O(1) time, while line 4
requires O(dn) time by Proposition 3.2. Let TP (i) denote the time of the Partition
to split up Vi(Ga) and Vi(Gb) in lines 6-7 with respect to κi. Then, we can express
the total time of the algorithm as being bounded from above by
blognc+1∑
i=1
O(dn+ TP (i)) = O
( blognc+1∑
i=1
(dn+ TP (i))
)
(1)
= O
(
dn log n+
blognc+1∑
i=0
TP (i)
)
.
Since Partition requires time proportional to the product of the length of a word
times the number of vertices in a cell we are splitting, and since, at each iteration
i, we have |κi| = O(n) and |Vi(Ga)| = |Vi(Gb)| ≤ n/ 2i−1, it holds that TP (i) =
O(n2/ 2i−1). It follows that
blognc+1∑
i=0
TP (i) =
blognc+1∑
i=0
O(n2/ 2i−1)
= O
( blognc+1∑
i=0
n2/ 2i−1
)
= O
(
n2
blognc+1∑
i=0
1
2i
)
.
Since
∑∞
i=0 1/ 2
i = 2, we can bound the running time of the algorithm as
O
(
dn log n+ n2
blognc+1∑
i=0
1
2i
)
= O
(
dn log n+ n2
∞∑
i=0
1
2i
)
= O(n2 + dn log n).
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The space complexity of the algorithm is clearly O(dn). This completes the proof.
4 Towards a subquadratic time algorithm
The running time of the algorithm ColorIsomorphic is dominated by the running
time of the function Partition; in turn, this depends on the length of a distinguish-
ing word κ. Since the output setsOκ(V (Ga)) and Cκ(V (Ga)) ofPartition(V (Ga), κ)
are the support set and the fixed points set of the permutation aκ, respectively, we
consider the following a bit more general problem:
Given a finite sequence a1, a2, . . . , ad of d permutations in Sn and a word
κ = k1k2 · · · km over [d], can we evaluate the product aκ = ak1ak2 · · · akm
on s points in time o(sm)?
An especially interesting case for us is when m, s = Θ(n). In this case, we show
that, at a given d, the product aκ can be evaluated in time o(n
2). This reduces the
running time of the algorithm ColorIsomorphic to subquadratic in n.
Our approach is similar to the fast computation of large positive integer powers
βm by repeated squaring. For technical reasons, we describe a procedure of how
to make κ always of even length. Namely, if |κ| is odd we expand it by a single
character ∗ /∈ Σ making its length even. Moreover, defining a∗ to be the identity
permutation of [n], the new word κ defines the same product ak1ak2 · · · akm .
Let S0 = {a1, a2, . . . , ad}, κ0 = κ, k0,j = kj, j ∈ [m], and Σ0 = [d]. In case |κ0|
is odd, we use the above technical procedure making its length even. In the next
step we scan through the word κ0, replacing a pair k0,2j−1k0,2j by k1,j, j ∈ [dm/2e].
The obtained word κ1 = k1,1k1,2 · · · k1,dm/2e is actually built over Σ1 ∪ {k1,dm/2e},
where Σ1 = {ij | i, j ∈ Σ0}. Clearly, |κ1| = 12 |κ0| and aκ0 = aκ1 . So assuming that
the set S1 = {aij = aiaj | ai, aj ∈ S0} of all products of pairs of permutations in S0
is precomputed and the permutation ak1,dm/2e is known, the time of straightforward
evaluation of aκ is reduced to half.
The above reduction step can be repeated. If before the t-th iteration the length
|κt−1| is odd, we apply the above technical procedure making |κt−1| even. Then,
after the t-th iteration we have the set Σt = {ij | i, j ∈ Σt−1} and the word
κt = kt,1kt,2 · · · kt,`,
where kt,j = kt−1,2j−1kt−1,2j for j ∈ [`], and κt is over the alphabet Σt ∪ {kt,`}. We
leave to the reader to check that ` = dm/2te. Again, with St = {aij = aiaj | ai, aj ∈
St−1} and the permutation akt,` being precomputed, straightforward evaluation of
the product aκt takes O(n ·m/2t).
At this point, we truncate the iteration similarly as it is the recursion in [1].
Namely, since |St| = d2t , the construction of St from St−1 takes O(n · d2t). Conse-
quently, we iterate the described process for ν times until
d 2
ν ≤ m
2ν
. (2)
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Observe that inequality (2) has no closed form solution for ν. However, by rewriting
it as 2ν ≤ logdm− ν logd 2, we see that 2ν ≤ logdm. Finally, we define ν to be the
integer satisfying
1
4
logdm < 2
ν ≤ 1
2
logdm. (3)
Therefore, after ν iterations, the length of the word κν becomes bounded from above
by
|κν | = m
2ν
<
4m
logdm
= 4 · m log d
logm
= O(m log d/ logm).
Based on this analysis, we give a formal description of this reduction in the
algorithm WordReduction. This algorithm guarantees that the size of the word
is O(m log d/ logm), and simultaneously increases the set of permutations.
Algorithm WordReduction(S0, κ0)
Input: A set S0 = {a1, a2, . . . , ad} of permutations of [n], a word
κ0 = k0,1k0,2 · · · k0,m over [d].
Output: a set of permutations and a word of length O(m log d/ logm).
1: if m < d 4 then
2: return κ0, S0;
3: else
4: Let ν be a positive integer satisfying 1/ 4 logdm < 2
ν ≤ 1/ 2 logdm;
5: for t = 1 to ν do
6: ` = |κt−1|;
7: if ` is odd then
8: κt−1 = κt−1∗;
9: κt = kt,1kt,2 · · · kt,d`/2e where kt,j = kt−1,2j−1kt−1,2j, j ∈ [d`/2e];
10: St = {aij | aij = aiaj, ai, aj ∈ St−1};
11: akt,d`/2e = akt−1,2d`/2e−1akt−1,2d`/2e ;
12: return Sν ∪ {aκν ,|κν |}, κν ;
Lemma 4.1. Let S0 = {a1, a2, . . . , ad} be a set of permutations of [n], and let
κ0 = k1k2 · · · km be a word over [d]. The algorithm WordReduction(S0, κ0) takes
O(m+ n
√
m) time and O(m+ n
√
m) space.
Proof. We may assume that m ≥ d 4 as otherwise we are done. Lines 6-8 take O(1)
time. Since |κt−1| = dm/ 2t−1e, lines 8 and 9 take O(m/ 2t−1) time. Obviously, the
construction of St from St−1 in line 10 takes O(nd 2t) time, while line 11 takes O(n)
time. So, we can express the total running time of the algorithm as being bounded
from above by
ν∑
t=1
O(m/2t−1 + nd 2
t
) = O
(
m+ n
ν∑
t=1
d 2
t
)
.
The last summation can be estimated as
ν∑
t=1
d 2
t ≤
∞∑
t=0
d 2
ν
2t
= 2d 2
ν
< 2d logd
√
m = 2
√
m.
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Thus, the algorithm takes O(m + n
√
m) time. Moreover, the space complexity is
proportional to the sum of the length of the input word and the size of the set Sν .
However, Sν has d 2ν = O(
√
m) permutations of length n, and the result follows.
Once the length of the word is guaranteed to be O(m log d/ logm), we evaluate
its corresponding product on s points in a straightforward manner.
Lemma 4.2. Let a1, a2, . . . , ad be permutations of [n] and let k1k2 · · · km be a word
over [d]. Then we can evaluate the product aκ1aκ2 . . . aκm on s points in O(m +
n
√
m+ smin{m,m log d/ logm}) time and O(m+ n√m) space.
Proof. The evaluation is done in two phases. First, by Lemma 4.1 we reduce the
length of the word to O(m log d/ logm) in O(m + n
√
m) time and O(m + n
√
m)
space. And second, we evaluate the obtained word in O(smin{m,m log d/ logm})
time.
Remark 4.3. Lemma 4.2 partially answers the question we posed at the beginning
of this section. The evaluation can be done in time o(sm) whenever s = Θ(n) and
log d = o(logm).
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Given d-tuples a and b of permutations that generate tran-
sitive subgroups of the symmetric group Sn, the tuple a is simultaneously conjugate
to tuple b if and only if the permutation digraph Ga is color-isomorphic to the per-
mutation digraph Gb. To this end, we modify the basic method in the algorithm
ColorIsomorphic by speeding-up the bottleneck which is Partition.
Instead of using Partition to partition the sets Vi(Ga) and Vi(Gb) of sizes
s = O(n/2i−1) with respect to a distinguishing word κi+1 of length m = O(n), we
can compute, by Lemma 4.2, the cells Cκi+1(Vi(Ga)), Oκi+1(Vi(Ga)), Cκi+1(Vi(Gb)),
and Oκi+1(Vi(Gb)) in
O
(
n+ n3/2 + n2
log d
2i−1 log n
)
(4)
time and O(n3/2) space. Then, by replacing TP (i) in equation (1) with (4) we can
bound the running time of the algorithm to
O
(
dn log n+ n3/2 log n+ n2
log d
log n
)
= O
(
dn log n+ n2
log d
log n
)
.
In addition to O(dn) space required by the basic method, we need an extra
O(n3/2) space to compute the cells and the result follows.
5 Strongly subquadratic time algorithm
If we could guarantee that a spanning tree Ta (a = (a1, a2, . . . , ad)) in line 1 of In-
distinguishable has many arcs of the same color, then any distinguishing word
arising from such a tree would contain many occurrences of some character. Con-
sequently, the evaluation of the corresponding permutation can be done even more
efficiently than in the previous section.
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To achieve this, let λi be the number of cycles in the cycle decomposition of
ai, and let us define λ = mini∈[d] λi. We present a construction of Ta which for
λ = O(n), where 0 ≤  < 1, results in a strongly subquadratic running time in n of
the algorithm ColorIsomorphic.
Let aj be a permutation with λj = λ cycles, and let C1, C2, . . . , Cλ be their
corresponding subdigraphs in Ga. We construct Ta in two steps: we first construct a
weakly connected subdigraph Sa of Ga, and then we find the required spanning tree
Ta as a spanning tree in Sa. More precisely, V (Sa) = V (Ga) while A(Sa) consists
of all arcs A(Ci), where i ∈ [λ], and λ − 1 arcs e1, e2, . . . , eλ−1 (of colors different
from j) such that Sa is weakly connected. This can be achieved in O(dn) time by
slightly modifying a breadth first search on Ga such that, as soon as a vertex in Ci
is visited, all other vertices in Ci are marked as visited as well. With Sa in hand, we
construct a subdigraph Ta by deleting an arbitrary arc from each A(Ci). The above
construction is summarized in the following lemma.
Lemma 5.1. With the notation and assumptions of this section, we can compute
a spanning tree with λ− 1 arcs of colors different from j in O(dn) time and O(dn)
space.
Any distinguishing word κ over Σ = {kα | k ∈ [d], α = ±1} arising from a
spanning tree in Lemma 5.1 contains at most λ − 1 characters different from j+1
and j−1, and can, therefore, be written without loss of generality as
κ = (jα1)p1e1(j
α2)p2e2(j
α3)p3 · · · em−1(jαm)pm , (5)
where each 0 ≤ pi < n, αi ∈ {−1,+1}, ei ∈ Σ \ {j+1, j−1}, and m ≤ λ. Effi-
cient evaluation of the powers apij and (a
−1
j )
pi using the idea of fast computation of
large positive integer powers mentioned in the previous section, results in efficient
evaluation of the product corresponding to equality (5).
Lemma 5.2. Let a1, a2, . . . , ad be permutations of [n], and let j
p1κ1j
p2κ2 · · · jpm be
a word over [d], where each 0 ≤ pi < n and κi ∈ [d] \ {j}. Given the powers
a2j , a
22
j , . . . , a
2blog(n)c
j , we can evaluate the product a
p1
j aκ1a
p2
j aκ2 · · · apmj on s points in
O(sm log n) time.
Proof. Note that each pi can be written as pi =
∑blognc
k=0 ck2
k, where each ck ∈ {0, 1}.
For the given powers a2j , a
22
j , . . . , a
2blognc
j we can obviously evaluate each a
pi
j at any
point in O(log n) time. The result of lemma trivially follows.
We are now ready to prove Theorem 1.2, which implies strongly subquadratic
time in n at a given d as soon as λ = O(n) for some constant 0 ≤  < 1. In
particular, for λ = O(1) we have the following obvious corollary to Theorem 1.2.
Corollary 5.3. If λ = O(1), then the transitive d-SCP in the symmetric group Sn
can be solved in time O(dn log n).
Proof of Theorem 1.2. By Lemma 5.1 we can compute a spanning tree Ta with λ−1
arcs of colors different from j in O(dn) time and O(dn) space. Taking such a Ta
in line 1 of Indistinguishable, any distinguishing word arising from Ta can be
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written as in equality (5), which is of length O(λ). We then compute the inverse
permutations a−11 , a
−1
2 , . . . , a
−1
d and b
−1
1 , b
−1
2 , . . . , b
−1
d . This takes O(dn) time and
O(dn) space. Next, for each c ∈ {aj, a−1j , bj, b−1j } we compute the powers
c2j , c
22
j , . . . , c
2blog(n)c
j
using the standard approach, which requires O(n log n) time and O(n log n) space.
Then, to partition the sets Vi(Ga) and Vi(Gb) of sizes s = O(n/2
i−1) with respect
to a distinguishing word κi+1 (of length O(λ)) we compute the cells Cκi+1(Vi(Ga))
and Oκi+1(Vi(Ga)), as well as Cκi+1(Vi(Gb)) and Oκi+1(Vi(Gb)), by the procedure
described in Lemma 5.2 – instead of by using Partition in ColorIsomorphic.
This can be done in O(λn log n/ 2i−1) time, which is now, in fact, TP (i) in equality
(1). Consequently, taking into account the O(n log n) time for precomputing the
powers c2
k
j we can bound the running time of the algorithm by
O(dn log n+ λn log n) +O(n log n) = O((d+ λ)n log n),
as claimed.
In addition to O(dn) space required by the basic algorithm, we need an extra
O(n(log n+d)) space for storing the inverse permutations and powers, which proves
the space bound and completes the proof.
6 Linear time algorithm
In this section, we consider a special case when there is a permutation which is an
n-cycle, that is, λ = 1. Here we take a completely different approach not based on a
distinguishing word. Rather, to each permutation digraph, we assign a special string
in such a way that the permutation digraphs are color isomorphic if and only if the
corresponding strings are cyclically equivalent. This equivalence is then checked by
the linear time Knuth-Morris-Pratt string-matching algorithm.
Let Ga be a permutation digraph of degree d with n vertices so that some per-
mutation, say aj, is an n-cycle. Without loss of generality we may assume that the
vertices are labeled in such a way that aj(i) = i mod n+ 1, i ∈ [n], and we consider
aj as a reference cycle. To Ga, we assign a string over {0, 1, . . . , n} in three steps as
follows. First, we label the arcs of Ga: each arc e with c(e) 6= j is labeled by σj(e)
that indicates the number of color-j arcs along the reference cycle aj from its initial
vertex ini(e) to its terminal vertex ter(e); while arcs e with c(e) = j are labeled by
σj(e) = n. More formally, for each arc e = (i, ak),
σj(i, ak) =
{
(ak(i)− i) mod n, if k 6= j
n, otherwise.
Second, using these arc-labels we label each vertex i of Ga by the string
∆ji (Ga) = σ
j(i, a1) · σj(i, a2) · · ·σj(i, ad),
which is a concatenation of labels of all arcs out-going from i, ordered by color.
Finally, we encode Ga as a string Sj(Ga) = ∆j1(Ga) ·∆j2(Ga) · · ·∆jn(Ga).
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Proposition 6.1. Let Ga and Gb be permutation digraphs on n vertices each of
degree d where, for some j ∈ [n], the permutations aj and bj are n-cycles. Then
there exists a color-isomorphism of Ga onto Gb if and only if the corresponding
strings Sj(Ga) and Sj(Gb) are cyclically equivalent.
Proof. Suppose first that there exists a color-isomorphism f : Ga → Gb. Let x =
∆j1(Ga) · ∆j2(Ga) · · ·∆jf(1)−1(Ga) and y = ∆jf(1)(Ga) · ∆jf(1)+1(Ga) · · ·∆jn(Ga). It is
easy to see that Sj(Gb) = yx, and so Sj(Ga) and Sj(Gb) are cyclically equivalent.
Conversely, suppose that the strings Sj(Ga) and Sj(Gb) are cyclically equivalent.
By definition, in both strings the character n occurs precisely n times at positions
j, j + n, . . . , j + (d − 1)n. So, there must exists k ∈ [n] such that x = ∆j1(Ga) ·
∆j2(Ga) · · ·∆jk−1(Ga), y = ∆jk(Ga) · ∆jk+1(Ga) · · ·∆jn(Ga) and Sj(Gb) = yx. It is
straightforward to check that the mapping f : V (Ga) → V (Gb), defined by f(i) =
(i+k−2) mod n+ 1 extends to a color-isomorphism of Ga onto Gb. This completes
the proof.
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. First, we can construct the corresponding strings Sj(Ga) and
Sj(Gb) of length dn in O(dn) time and O(dn) space. Next, by Proposition 6.1,
testing Ga and Gb for color isomorphism is equivalent to testing whether Sj(Ga)
and Sj(Gb) are cyclically equivalent. In turn, this is equivalent to asking whether
Sj(Gb) is a substring of the string Sj(Ga) · Sj(Ga). Finally, the last problem can be
solved in O(dn) time and O(dn) space using the Knuth-Morris-Pratt string-matching
algorithm [7], which concludes the proof.
7 Concluding remarks
We have shown that the d-SCP in Sn can be solved in O(n
2 log d/ log n + dn log n)
time for the case when the two given tuples of permutations generate transitive
groups. The question of whether there exists a subquadratic algorithm in n at given
d for the intransitive case remains open. Also, to the best of our knowledge, there
are no known lower bounds for the SCP, except the trivial linear bound Ω(dn).
Reducing the time complexity gap between the upper and the lower bound is open,
as well.
The key approach used in our solution is that, given a sequence a1, a2, . . . , ad
of permutations in Sn and a word k1k2 · · · km over [d], we evaluate the product
ak1ak2 · · · akm on n points in time o(nm) whenever log d = o(logm). If d ≥ m, the
straightforward O(nm)-time evaluation is optimal, however, it remains open how
big d can be that there still exists an o(nm)-time solution.
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Appendix A
In this section, we give a counterexample to Sridhar’s algorithm described in [11].
As noted in the introduction, the underlying idea of his algorithm is to compute
the automorphism partition of a permutation digraph. The construction consists
of the preprocessing stage and the partition refinement stage. The main problem
to be resolved is to find an initial partition such that its refinement provides the
automorphism partition. The key observation is that if the automorphism partition
is nontrivial, then we must start with a nontrivial initial partition for otherwise the
refinement process returns the trivial partition.
Sridhar’s preprocessing stage for the case when all cycles of a given color are of
the same length is summarized in the algorithm ArcLabeling. It labels each arc
17
of a digraph with a pair of the form 〈α, β〉, where α is one of 0, 1, and 2, and β is
a nonnegative integer. Two arcss of the same color are then in the same cell of the
initial partition if and only if they have the same label.
Algorithm ArcLabeling(Ga)
Input: a permutation digraph Ga with n vertices and of degree d such that
all cycles of a given color are of the same length.
Output: arc labels L(e) of Ga.
1: Let C0, C1, . . . , Cp−1 be t-cycles in a cycle decomposition of the permutation
a1, and let Ci = (vit+1, vit+2, . . . , v(i+1)t) for each i = 0, 1, . . . , p− 1;
2: for i = 1 to n do
3: l(vi) = i− 1;
4: for i = 1 to n do
5: L((i, a1)) = 〈0, 0〉;
6: for k = 2 to d do
7: for i = 1 to n do
8: Let e = (i, ak(i));
9: r = bl(i)/tc;
10: s = bl(ak(i))/tc;
11: if r = s then
12: L(e) = 〈1, (l(ak(i))− l(i)) mod t〉;
13: else
14: if there is no arc from Cr to Cs with label 〈2, 0〉 then
15: L(e) = 〈2, 0〉;
16: else
17: Suppose (j, ak(j)) is the arc from Cr to Cs with label 〈2, 0〉;
18: L(e) = 〈2, (l(ak(i))− l(ak(j))− (l(i)− l(j)) mod t〉;
We now give an example of a permutation digraph on which the algorithm Ar-
cLabeling returns the trivial initial partition, although it has a nontrivial auto-
morphism partition. Let
a1 = (1, 2, 3)(4, 5, 6)(7, 8, 9)(10, 11, 12)
a2 = (1, 11)(2, 4)(5, 7)(8, 10)(3, 9)(6, 12)
be permutations in S12, and consider the permutation digraph Ga of a = (a1, a2),
which is shown in Figure 1. It is obvious that by calling ArcLabeling on Ga,
arcs of color 1 (solid line) receive label 〈0, 0〉 while arcs of color 2 (dashed line)
receive label 〈2, 0〉. Consequently, the initial partition on the set of arcs of Ga is
trivial, which in turn results in the trivial automorphism partition of Ga. However,
the automorphism partition of Ga is actually {{1, 4, 7, 10}, {2, 5, 8, 11}, {3, 6, 9, 12}},
which is nontrivial.
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Figure 1: A permutation digraph with a nontrivial automorphism partition.
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