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Abstract. In cases of uncertainty, a multi-class classifier preferably re-
turns a set of candidate classes instead of predicting a single class label
with little guarantee. More precisely, the classifier should strive for an
optimal balance between the correctness (the true class is among the
candidates) and the precision (the candidates are not too many) of its
prediction. We formalize this problem within a general decision-theoretic
framework that unifies most of the existing work in this area. In this
framework, uncertainty is quantified in terms of conditional class proba-
bilities, and the quality of a predicted set is measured in terms of a utility
function. We then address the problem of finding the Bayes-optimal pre-
diction, i.e., the subset of class labels with highest expected utility.
Keywords: Multi-class classification · Set-valued prediction · Expected
utility maximization.
1 Introduction
In probabilistic multi-class classification, one often encounters situations in which
the classifier is uncertain about the class label for a given instance. In such cases,
instead of predicting a single class, it might be beneficial to return a set of classes
as a prediction, with the idea that the correct class should at least be contained
in that set. For example, in medical diagnosis, when not being sure enough about
the true disease of a patient, it is better to return a set of candidate diseases. Pro-
vided this set is sufficiently small compared to the total number of diagnoses,
it can still be of great help for a medical doctor, because only the remaining
candidate diseases need further investigation.
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Multi-class classifiers that return set-valued predictions have been considered
by several authors under different names. In [3], the notion of non-deterministic
classification is introduced, and the performance of set-valued classifiers is as-
sessed using set-based utility scores from the information retrieval community,
such as precision, recall, and the F1-measure. Unlike typical top-t prediction in
information retrieval, the cardinality t of the set varies over instances in set-
valued prediction, depending on the uncertainty about the class label for an
instance. Other researchers call the same setting credal or cautious classifica-
tion. In a series of papers, they analyze several set-based utility scores that
reward abstention in cases of uncertainty [1, 2, 8, 7]. The framework of conformal
prediction also produces set-valued predictions, albeit with a focus on confidence
(the set covers the true class with high probability) and less on utility [6]. Fur-
thermore, set-valued prediction can be seen as a generalization of multi-class
classification with a reject option [5], where one either predicts a single class or
the complete set of classes.
2 Proposed framework
As main contribution[4], we develop efficient Bayes-optimal algorithms for maxi-
mizing a broad family of set-based utility scores. To this end, a decision-theoretic
framework is proposed, consisting of estimating a conditional class distribution,
which can be solved by means of several types of probabilistic methods, such
as neural network-based softmax classifiers. At prediction time, we then use the
estimated probabilistic model in a subsequent inference procedure, by means of
expected utility maximization. Due to an exponential time complexity, as we
need to consider all possible subsets of classes, the inference procedure results
in a non-trivial optimization problem. However, in our work, we show that this
problem can be solved in an efficient manner. In fact, by making a restriction to
sets of classes that occur as nodes in a predefined hierarchy, we are able to fur-
ther improve the efficiency of the inference procedure. By analyzing the number
of queries to the probabilistic model, we show theoretically and empirically that
gains in runtime (often, but not always) have the price of losses in predictive
performance.
3 Conclusion
We briefly discussed set-valued prediction in multi-class classification by means
of a decision-theoretic framework, for a broad family of set-based utility func-
tions. In this framework, the Bayes-optimal solution is found by using expected
utility maximization. Although resulting in a non-trivial optimization problem,
we argue that this can be solved in an efficient manner. By further exploiting
search space restrictions, we propose other Bayes-optimal inference algorithms
that improve runtime efficiency, however, keeping in mind the price that one has
to pay in predictive performance.
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