ABSTRACT
INTRODUCTION
The growing market for energy constrained applications and portable devices have created a dire need for circuits operating at low supply voltages and consume less power. Many portable biomedical devices require ultra-low power and improved battery life for uninterrupted biomedical data processing. Low power systems need to operate at low voltages and/or low currents. A recent explosion in applications that benefit from low energy operation has carved out a significant niche for sub-threshold circuits. Digital circuits operating with a supply voltage less than the threshold voltage of the transistors are said to be operating in the sub-threshold region. Circuits operating in the sub-threshold region consume less active power and dissipate less leakage power [1] . With the increased demand of the on-board processing of signals in the implantable devices, designing circuits that consume low power and also perform complex realtime signal processing is a challenging task. One of the complex signal processing tasks in implantable devices such as pacemakers is the calculation of the Fast Fourier transform (FFT). Basic building block of these FFTs are adders.
Addition is an indispensable operation in any digital, analog, or control system. An adder is one of the critical components of a processor, as it can be used in the arithmetic logic units, floatingpoint units and in the memory address generation unit. The fast and accurate operation of a digital system mainly depends on the resident adders in the system. Among all the current adders, parallel prefix adders are known to have better performance [2] . These parallel prefix adders are known as carry tree adders.
The carry is generated parallelly in a tree adder and computation speed is improved at the cost of increased area and power consumption. The main advantage of a carry tree design is that the number of logic levels is reduced by generating the carries in parallel [2] . Due to the complexity O (log _2 N) delay through the carry path, the parallel-prefix tree adders are better in terms of speed. Kogge-Stone adder, Brent-Kung adder, Han-Carlson adder, and Sklansky adder are some of the parallel prefix adders. Among all the parallel adders, Kogge-stone adder is the fastest adder. This is due to the reduced number of stages needed to compute the sum and carry in the Kogge-Stone adders. Kogge-Stone adder implementation is straightforward and also has one of the shortest critical paths among all the tree adders [2] .To utilize this adder for a low power implantable device, it can be operated in subthreshold region [5] - [8] . In subthreshold region the performance of the adders is degraded making it unsuitable for signal/data processing. In order to improve the performance in subthreshold region, forward body bias (FBB) [9] - [12] and multi threshold transistor (MVT) techniques [3] - [4] are used. This research conducts a quantitative power-performance analysis of the Kogge-Stone adder using 45nm bulk CMOS technology in typical-typical (TT), slow-slow (SS) and fast-fast (FF) corners at various operating temperatures.
The rest of this paper is organized as follows. Section 2 describes the steps involved in the addition operation of the Kogge-Stone adder. Section 3 describes the tools and methodologies used in simulating the Kogge-Stone adders. Section 4 discusses the simulation results and Section 5 concludes the paper. Figure 2 shows the schematic block diagram of an 8-bit Kogge-Stone adder. It consists of 3 carry look-ahead network stages. The n-bit Kogge-Stone adder consists of log 2 n carry look ahead network stages [13] . Hence, the 16-bit and 32-bit Kogge-Stone adder consists of 4 and 5 carry look-ahead network stages, respectively. 
Carry Generation Network:
In this stage, the carries are computed. All the operations are executed in parallel. They are segmented after the computation of the carry. It uses carry propagate and generate which are given by the logic Equations (3) and (4).
P=P i AND P (iprev ) (4) Post Processing:This step involves the computation of sum bits and final carry given by Equations (5) and (6).
TOOLS AND METHODOLOGY
In this research, 8, 16 and 32-bitKogge-Stone adders are simulated in the sub-threshold region of operation using high threshold voltage transistor models for low power consumption. The minimum operating supply voltage is determined experimentally. Use of multi-threshold voltage transistors and body biasing techniques are employed in order to improve the performance at the minimum operating point. All the simulations are performed in HSPICE using NCSU 45nm bulk CMOS process library at SS, TT and FF corners considering temperature variations from 25C to 120C operating at a maximum frequency of 50 KHZ.
At first, each Kogge-Stone circuit is simulated using higher threshold voltage cells for low power consumption and the minimum operating point is obtained. Operating the circuit in sub-threshold region increases the delay of the circuit exponentially with supply voltage reduction. Whereas, the power consumption decreases with the decreasing supply voltage.
In order to enhance the performance of the adder at the minimum operating point, forward biasing technique and MVT (Multi-Threshold Voltage) techniques are applied to the circuit. The performance improvement at minimum operating point is considered for better energy savings.
To implement the forward biasing technique, the high threshold PMOS transistors present in the critical path are forward biased to a voltage value lower than Vdd, as shown in Figure 3 . For multi threshold voltage simulation, low threshold cells are inserted in the critical path replacing the high threshold transistor cells. The maximum or the worst-case delay of the adder is calculated through the critical path of the adders. The critical path of the 8-bit, 16bit and 32bit Kogge-Stone adders consists of five gate stages, six gate stages and seven gate stages, respectively. The delay is measured from the 50% of the input edge to the 50% of the resultant output edge. The power consumption is evaluated for random input patterns to achieve an accurate evaluation. Separate tests are conducted to investigate the dynamic power and the delay. The circuit operation is tested for various input voltage values ranging from 0.9V to 0.2V. All the outputs are connected to load inverters powered by the input voltage. The different threshold voltages of the transistors considered is given in Table 1 .
RESULTS AND DISCUSSIONS
The 8, 16 and 32 bit Kogge-Stone adders are simulated using NCSU 45nm process library in typical-typical, slow-slow and fast-fast corners and clocked at a frequency of 50 KHz and the results are presented in the following sections.
Typical-Typical corner
All the adder architectures are simulated at TT corner using high threshold transistors for supply voltage varying from 0.9V to 0.2V. The PDP is measured and plotted for 8, 16 and 32 bit KoggeStone adder as shown in Figure 4 , Figure 5 and Figure 6 respectively. From the plots it can be observed that, at a supply voltage 0.3V, all the adders had the least PDP. Using 0.3V as the supply voltage, MVT and FBB techniques are applied to further improve the performance of the adders. The PDP (fJ) is measured at different temperature points and are presented in Table 2-Table 4 for 8, 16 and 32 bit K-S adders respectively.
Figure6: PDP of32-bit Kogge-Stone adder using 45nm Bulk models in TT corner. Figure 7 shows the graphical analysis of the Kogge-Stone adder performance for the three applied techniques i.e. high threshold voltage (HVT), forward body biasing and multi threshold voltage in TT corner for a temperature of 25C and at supply voltage of 0.3V. From the Figure 7 , it can be observed that the PDP obtained using the FBB technique shows an effective improvement compared to HVT and MVT techniques. Even though both the techniques i.e. FBB and MVT help in improving the performance when compared to HVT technique, they simultaneously increase the average power. The forward biasing technique maintains a balance between delay reduction and increase in average power, thus reducing the power delay product when compared to other two techniques. The percentage of energy savings by FBB is significantly higher than the MVT technique.
Slow-Slow corner
All the adder architectures are also simulated at SS corners using high threshold transistors for supply voltage varying from 0.9V to 0.2V. The PDP is measured and plotted for 8, 16 and 32 bit Kogge-Stone adders and is given in Figure 8 , Figure 9 , and Figure 10 respectively. From the results presented, it can be observed that approximately at 0.3V of supply voltage, all the adders exhibit the lowest PDP. Using 0.3V as the supply voltage, MVT and FBB techniques are applied to further improve the performance of the adders. The PDP (fJ) is measured at different temperature points and given in Table 5-Table 7 . From the Figure 11 , it can be observed that the PDP in FBB technique shows an effective improvement compared to HVT and MVT techniques. Even though both the techniques i.e. FBB and MVT, help in improving the performance when compared to HVT technique, they simultaneously increase the average power. The FBB technique maintains a balance between delay reduction and increase in average power, thus reducing the PDP when compared to other two techniques. The percentage of energy savings by FBB is significantly higher than the MVT technique.
Fast-Fast corner
All the adders are simulated using the same procedure described earlier for the TT and SS corners. From the Figure 15 , it can be observed that the PDP in FBB technique shows an effective improvement than HVT and MVT techniques. The FBB technique maintains a balance between delay reduction and increase in average power, thus reducing the PDP when compared to other two techniques. The percentage of energy savings by FBB is significantly higher than the MVT technique.
CONCLUSIONS
The Kogge-Stone adder presented in this research work is efficient enough to operate in the subthreshold region. Initially, the Kogge-Stone adder using HVT is efficiently employed for energy constrained operations using NCSU 45nm bulk CMOS process at SS, TT and FF corners operating in subthreshold region at a frequency of 50 KHz to obtain the minimum energy operating point.
For better energy savings at the minimum operating point, performance improvement techniques such as forward body biasing and the use of multi threshold voltage transistors are explored. In forward body biasing technique, a body bias voltage is utilized which lowers the threshold voltage of the transistor cells which in turn improves the performance of the Kogge-Stone adder circuit.
In the multi threshold voltage technique, in an adder circuit consisting of high threshold voltage cells, the low threshold voltage cells are placed in the critical path of the circuit to improve the performance of the Kogge-Stone adder circuit. Based on the comparative analysis performed, among all the three techniques discussed in this research work, the working of the Kogge-Stone adder in forward body bias technique proved to be both efficient and robust with a lower delay and power-delay product values compared to the other two techniques. In the subthreshold region of operation for a supply voltage of 0.3V, the adder had the least PDP. Even though the FBB technique exhibited the lower PDP values, HVT technique has marginally lower PDP. The PDP obtained using MVT was at least twice that of the PDP obtained using the FBB technique for all the adders.
