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ABSTRACT 
In thi s paper the authors r eport the resul t s  of a series of 
individual choice experiments designed t o  test the use fulne ss of a 
particular theory of satisf icing and of conj unctive choice model s .  
Several author s have argued that model ing compl ica ted choice prob l em s  
by using a conj unctive approach can provide useful simpl ifications. 
In f act optimal behavior with these mod e l s  can involve impl ementation 
of extremely complicated strate gies.  The experiment s reported deal 
with mul tidimensional search prob l ems structured so that the 
conj un ctive model is appropriate . Four gr oups of subj ect s performed 
the same tasks with similar resul t s .  In general, subj ect s ' behavior 
conform s wel l to predictions ba sed on opt im ization and wher e there i s  
systematic dev iation they are cons i stent with a specific theory of 
satisf icing . 
OPl'IMAL AND NONOPl'IMAL SAT ISFICING I I :  AN EXPERIMENTAL ANALYS IS* 
David M .  Grether and Loui s L. Wild e 
I. INTRODUCTION 
In a recent working paper, Wild e ( 1981) presented a new 
approach to the theory of sati sficing, the initial observation being 
that the exi sting economics literature on satisficing seldom generates 
t e stab l e  hypothese s  because the mod e l s  typical ly fail to include the 
relev ant information acquisition and proce ssing costs ( s ee, e . g . , 
Futia 1977; Radner 1975 a, 1975b; Radner and Rothschild 1975; and 
Winter 1971) . By including information a cqui sition costs, though, it 
is possibl e  to characterize "optimal" satisficing strategies using the 
(constrained) optimization te chniques familiar to a l l  economist s .  
Moreover, the equations which characterize the optimal satisficing 
strategy wil l  then be given by a set of first-order conditions . As in 
most economic prob l ems, these first-order conditions wil l have a 
marginal b ene fit-marginal cost interpretation. 
So f ar, thi s a l l  seems straightforward . The probl em is that 
the optimal satisficing strategy can still be very complicated, and 
the whol e point of satisficing rul es is that they are presumed t o  b e  
"easier" t o  us e (operationa lize) than optimizing rul e s .  Th e  question 
is whether there is any systematic way of simplifying the optimal 
satisficing strategy to m ake it l ess computationally complex. 
•The support of the National Scieuce Foundation is grate fully
acknowledged . 
This is where the marginal bene fit-marginal cost 
interpretation of the first-order conditions b e com es useful . It i s  
generally possib l e  t o  preserve the logi c o f  the marginal bene fit-
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marginal cost interpretation but simplify the calcul ations involved in 
solving the first-order conditions by ignoring certain kind s of 
information or interactions, yielding various "nonoptimal" satisficing 
strategi e s .  
This approach to satisficing has several adv antages over the 
exi sting literature. First, many nonoptimal satisficing strategies 
would not b e  evident in the absence of the formal model . Second, both 
the optim al satisficing strategy and the nonoptimal satisficing 
strategies b ased on it are amenabl e  to comparative statics analysi s .  
Thus w e  can test which strategy d e ci sionm akers actua l ly us e .  Thi s 
hi ghlights the third advantage; the approach makes it unnecessary to 
make any a priori j udgment s about which strategies are "easy" and 
which are "di fficult" from a computati onal point of view, a problem 
whi ch pl agued some of the early literature on satisficing ( e . g . ,  
Simon, 1 955 , 1972) . 
Wild e ( 1981) d eveloped and il lustrated thi s  approach to 
satisficing in the context of a specific examp l e .  The purpose of thi s 
paper is to report the results of a series of laboratory experiments 
d e signed to test the theory in the context of the sam e exampl e .  
Section II will summarize the model and il lustrate the comparative 
statics properties of the optimal satisficing strategy and the various 
nonoptim al satisficing strategies based on it. S ection III wil l  
outline the experimental design and Section IV will summarize the 
results. It turned out that for the particular experiments we ran, 
four relatively different subject pools all conformed to one of the 
nonoptimal satisficing strategies, and it was the same one for all 
four. Section V will conclude with a further discussion of the 
results, and some comments on the usefulness of the exercise. 
II. THE THH>RETICAL FRAMEWORK: CONJUNCTIVE CHOICE 
The satisficing strategy we will use to test the theory just 
outlined is the so-called conjunctive choice rule. A conjunctive 
strategy applies to choice over multiattribute alternatives. The 
decisionmaker must select a cutoff (or reservation) level for each 
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attribute and an order in which to inspect them. An item is selected 
from some feasible set and attributes are inspected in the specified 
order, with an item being rejected as soon as any attribute falls 
below its cutoff level. 
To formalize this problem, we consider an item described by n 
attributes, x1, ••• , xn
• Each attribute is assumed to have an
attribute-specific inspection cost, ci. Let the decisionmaker's
underlying utility function be U(x1, ••• , xn) where au/axi > O. The
decisionmaker is assumed to have subjective estimates of the 
cumulative distributions of the attributes F1, ••• , Fn' which are
independent of each other. Finally, let the cutoff level of the i'th 
attribute be yi and define pi = Fi(yi).
The decisionmaker's objective is to maximize his or her 
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expected discounted utility net of information acquisition costs by 
the choice of an order of inspection and a set of cutoff levels. 
Sampling is without recall and the horizon is infinite. The details 
of this optimization problem can be found in Wilde (1981). A 
statement of the first-order conditions characterizing the optimal 
strategy will suffice for present purposes, although some notation 
will still be needed. Let W be the expected discounted value of 
following an optimal policy, and define 
i .  
v J E[U(x1, ••• , x  >Ix. £ y. , k � j; xi n 1k 1k j 
Yi_].J 
i. 
where {i1, ••
• , in} is an order of inspection. In other words, VJ
gives the conditional expected utility to the deoisionmaker when all 
attributes except the i.'th exceed their cutoff levels and the i.'th J J 
just equals its cutoff level. Then, for a given order of inspection, 
the following conditions define the optimal cutoff levels. 
j = n, 
for j n - 1, 
and for all j � n - 2 
i. n 
inv 
- w = o. 
(V
in-1 - W)(l - Pi n
n 
cin•
k-1 
(V J - W) n <1 - p. > = c. + n c. n <1 - p. >. 
k=j+l 1j 1j+l k=j+2 1k t=j+l 1t 
For 
(1) 
(2) 
(3) 
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Consider first equation ( 1) . Here all attribut e s  have been inspected 
except the l ast, so that the first n - 1 attribut es must all exceed 
their cutoff l evel s .  I f  thi s were a n  optimiz ing rul e, yi would ben 
set to take account of the actual obs erved value s of x1 through xn-l " 
But Y i has to be set ex ant e .  Hence it is set so that the ex ante n 
i 
expected gain from accepting the item, measured by V n, j ust equals W, 
the value of searching again. 
For the second to the l ast attribute, the marginal expected 
i 
gain f rom inspect ing one more attribute, in thi s case V n-
l 
- W, is 
weighted by the l ikel ihood the item will be acceptable, 1 - pi , and n 
compared to the marginal expected cost of observing the l ast 
attribute, in this case ci • In general ( 3) refl ect s simil ar n 
benefit-cost calcul ations for the remaining attributes i1 , • • •  , in_2• 
The ordering problem is somewhat easier to characteriz e .  Let 
R( i) = ci/p i . Then the optimal ord ering is to inspect a ttribute s  w i th 
the small est values of R( i) first . This rul e verifies the intui tion 
that an attribute should be inspected early if it has l ow inspection 
costs or a high probabi l i ty of failure--there is no po int in incurring 
inspection cost s on a nnmber of attributes which are l ikely to be 
acceptabl e only to rej ect the i tem l ate in the game on the basis of an 
attribute whi ch is cheap to inspect or unl ikely to be acceptabl e. 
Wilde (1981) also derives comparative statics for the optimal 
conjunctive strategy .  Table 1 present s  these for n = 3 when 
i1=1 , i2 = 2, and i3 = 3 .  The m inus signs in parenthesis mean the
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TABLE 1: Comparative Statics for the Optimal Conj unct ive Strategy 
--
- -----------
1 I c 1 I c2 I c3 1
-
1 1--1
-
1 y; I <-> I + I + 
1
-
1 1---1 I 
I y� I <-> I - I + I 
1
-
1 1--1--1 
I y• I <-> I <-> I - I 3 ----------
C i = sampl ing cost on attribute i .
• 
y. = optimal cutoff l evel on attribute i 
1 f or a ri sk-neutral decisionmake r. 
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sign is ambi guous but is l ikely to be negative ( in f act, in our 
experim ent s we used parameters such that these were negative--see 
Section III). 
At this point, the standard economic approach would be to test 
whether peop l e  behave in accord with Table 1 .  And they might; th ere 
is no a priori reason to be l i eve they would not. But inspection o f  
the first-order cond iti ons given in ( 1) , (2), and ( 3 )  might make one 
dubious, though, since they just l ook t oo compl icated�they involve 
el ements of sequent ial ity, simultane ity and dynam ism. S equent i al ity 
refers to the fact that, other things equal, it is more cost ly to 
d i scriminate on the basis of attribute ij than ik if j > k because
rej ect ing a good on the basis o f  attribute j means that inspection 
cost s  on all attributes which precede j must be paid again. Thus, 
other things equal, we would expect yk > yj " Simultane ity refers to
the f act that {y1, • • • , yn} are interdependent in the opt imal
satisficing strategy. Dynam ism refers to the fact that the 
dec i sionm aker ' s  obj ective function is d e fined recursiv ely. 
These are sophisticated not i ons. Solving (1) , (2), and (3)
would seem to be a relatively difficult task for a strategy which is 
suppo sed t o  "simplify" things. The quest ion is what can be said about 
the choice of cutoff l evels and an order of inspect ion if we abandon 
the optim izing model. The answer given in Wilde (1981) is to preserve 
the logic of ( 1) ,  (2), and (3) , but eliminate vari ously the 
sequent ial, simultaneous, and dynamic e l em ent s. For the details of 
this proce ss, the reader should consult Section 4 of that paper. For 
this paper we will simply illustrate the rel evant comparative statics 
( see Tab l es 2 through 5 ) . 
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Before turning to our experiments, a bri ef d i scuss ion of these 
comparative statics will be use ful . First, the opt imal strategy tel l s  
the decisionmaker that when c i rises, he o r  she should search � on 
attributes which precede i and� on attribute i and all that fol l ow 
it. Mo st of the nonopt imal strategies el iminate interactive effect s 
rather than reverse them. For exampl e, when sequentiality and 
simultane ity are ignored , only "own effect s "  remain ( s ee Table 3 ) .  
Th e  exc eption i s  when only sequent i al ity is ignored, in which c a s e  the 
dec i si onmaker searches � on all attributes other than the one for
which inspect ion cost s  have ri sen, on which he or she st i l l  searches 
less. 
III. EXPERIMENTAL DESIGN 
The underly ing structure of the conj unctiv e model d e scribed in 
S ection II of thi s paper consists of three el ement s :  a ut il ity 
funct ion, subj ect iv e d i stributions over attribut es, and a set of 
attribute-spec ific inspect ion cost s. Our experiment s  consisted of
induc ing a ut il ity function using c a sh payoffs, giv ing subj ect s a set 
of d i stribut ions over attributes and a set of inspection cost s, and 
then e l iciting their cutoff l evel s. This section will d e scribe the 
particul ars of thi s process. 
Subj ect s were recruited f rom soc i al sci enc e and bus iness 
c l asse s. They were told that this was an econom ics experiment, that 
they would be paid c a sh at the end of the experiment ( which should 
TABLE 2 : Comparative Statics When Sequent ial ity Is Ignored 
I I c 1 I c2 I c I1-- .-1--1--12-1 
I Y 1 I - I + I + I 1-.--1--1--1- 1 
I Y2 I + I - I + I 1-.-1--1---1---1 
I y3 I + I + I - I ----------- ------
TABLE 3 : Comparative Statics When Sequent ial ity and 
S imul tane ity Are I gnored 
I I c1 I c2 I c I 1-.-1---1---1-�- I 
I Y 1 I - I o I o I 1-.-1--1---1--1 
I Y2 I o I - I o I 1-.-1--1---1---1 
I y3 I o I o I - I ---- -----------
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TABLE 4 :  Comparative Statics When Dynamic Ef fect s Are Ignored 
I I c1 I c2 I c I 1-.-1--1--1--3 - I 
I Y 1 I 0 I (+) I (+) I 1--.1--1--1--1 
I Y2 I o I <-> I C+> I 1-.-1--1--1---1 
I Y 3 I 0 I 0 I (-) I 
-------------
TABLES: Comparative Statics When Dynam ic Effects and 
Simul tane i ty Are Ignored 
I
I I c1 I c2 I c3 I -.-1--1--1--1 
I Y 1 I o I + I + I 1-.-1--1--1--1 
I Y2 I o I o I + I 1--.1--1--1---1 
I y3 I o I o I o I 
--- --------
c i = sampl ing c o st on attribute i; 
• 
y. = optimal cutoff l evel on attribute i 
1 for a r i sk-neutral d e c i sionmaker. 
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then el iciting their cutoff l evels. This section will describe the 
particulars of thi s  process. 
Subj ect s were recrui ted f rom social sci ence and business 
classes. They were told that thi s  was an economics experiment, th at 
they would be paid cash at the end o f  the experiment (which should 
l ast about an hour) , and that the minimum payment woul d be $5. H igher 
payment s were possible, but could not be guaranteed. Volunteers were 
given sl ips of paper stating th e time and room number of the 
experiment. No other information was suppl ied to the subj ects. 
During the course of the experiment r andom numbers were 
generated using a bingo cage containing balls numbered 0 , 1 , • • •  , 9 .  The 
numbers 1 to 100 were generated by two draws with replacement; the 
f irst draw being the un i t s  di g i t  and th e se cond being th e tens. 
Double z ero counted as 100. One subj ect was chosen by lot, or 
election if the number of volunteers was small enough, to serve a s  a 
monitor who inspected the bingo cage and made and recorded the resul ts 
of the draws f rom the bingo cage. 
Subj ects were given three type s of problems, three one-
attribute, six two- attribute and e i gh t  three- attribute, in that order, 
for a total of seventeen probl ems. In each case the payoff function 
was l inear in the attributes with uni tary coeffici ents; i. e. , 
U(x1 ) = xl' U(x1 , x2) = xl + x2' and U(x1·�·x3 ) = xl + x2 + X3• 
respect ively, for the three type s  of probl ems. Subj ects were informed 
at the outset of the experiment that they would be rewarded on the 
basis of th eir choices for one of the seventeen problems, to be 
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were told obj ectively how the values of attributes were determined 
(using th e bingo cage ) , that th eir t a sk was to set cutoff l evel ( s ) ,  
and that th eir payment would b e  the value of the attributes l ess the 
cost of generating th ose value s and the cost of generating the values 
which were rej ected because they were below the stated cutoffs. 
Ini tially, subj ect s were given written instructions covering 
the one-attribute problem only. After reading th e instructions to the 
subj ects and answering any que st ions , an exampl e  showing how to 
calcul ate payoffs was done on the b l ackboard. Once subj ect s appeared 
to understand the ta sk th ey each chose cut offs for a one-attribute 
probl em. When f inished, thi s probl em was "run off" at once; i. e. , 
numbers were generated and each subj ect comput ed what h i s  or her 
earnings would be f rom thi s  probl em if it happened to be the one that 
determine d payment. Subj ects then chose cutoffs for two add itional 
one-attribute probl ems. These probl ems were included as a training 
device and are not further d i scus s e d  h ere. Procedures for th e two-
attribute probl ems were ident i ca l ,  including the actual calcul ation of 
earnings by each subj ect for the f irst of these probl ems. Subj ect s 
appeared to quickly grasp the sequent ial element present in th ese 
problems. They were told that numbers woul d be drawn unt il they had 
at l east equaled th eir cutoffs on th e f irst attribute. Then a singl e 
draw woul d be made for th e second attribute. If the number exce eded 
th eir cutoff on the se cond attribute, they were done and should 
calcul ate th eir earnings. Otherwise, they would have to start over 
beginning with th e f irst attribute. After th e two-attribute probl ems 
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were completed, the three-attribute probl ems were introduced. No 
three-attribute probl ems were "run off" unl ess one was sel ected t o  
de termine earnings, a s  th e two-attribute probl ems cl early ind i cated 
the sequent i al nature of the mul ti attribute probl ems. 
T ab l e  6 gives the parameters we used for the two-attribute
problems and T ab l e  7 g ives the parameters we used for the three-
attribute problems. In th ese tabl es 1=x1 , 1=x2, and 1=:xg refer to the
supports o f  the d i stribution of x1, Xi• and Xg respectively ( recal l 
that in our experiments a l l  di stributions were un iform on their 
support ) .  The tables also show the optimal values of the cutoff 
l evel s for each probl em assum ing de cisiomnakers are r i sk neutral ( y�, 
• • 
y2, or y3 ) .  For each class of problem ( two- or three-attribut e )  there
are two types,  those in which attribut e s  h ad common supports and those 
in which th ey had different supports. In each case, just enough 
vari ati ons were included t o  compute the comparative statics nece ssary 
to test the th eory outl ined in S ection II. The parameters were 
sel ected so that change s in the cost s of sampl ing shoul d l ead t o  
fairly large change s in the cutoff l evel s. 
Th i s  choice of probl ems a l so a l l owed us to test the ordering 
part of the conjunctive strategy. After all th e choices had been 
made, but before determination of the probl em upon which rewards were 
to be based, subj ect s were told they could choose th eir most preferred 
probl em among certain subsets. If any member of the subset was 
sel ected a s  the one on which rewards were to be based ,  th e one they 
chose would be used. The subsets were {2A.2, 2A.3} , {3A.2, 3A.3 , 
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TABLE 6: Parameter Value s for the Two-Attribute Problems and Optimal
Cut offs for Weal th-Maxim iz ing Strate gies 
Type 2A: [� = c1.11L [x2= c1,111
I I I 11 • I • # cl C2 Y1 Y21
-
1 I 11 I -
I 1 I .2 5 I .2 5 11 7.6s I 6 .s3 
1
-
1 I 11 I 
I 2 I 2 .00 I .2 5 11 3.84 I 3.2 0 
1-1 I 11
-
-1 
I 3 I .2 5 I 2 .00 11 8.46 I 3 .2 8 
Type 2 B: [x1 = [3,81, [x2 = [4,12 1 
I I I 11 • I • # cl C2 Y1 Y2 1
-
1 I 11 I -
I 1 I .1 0 I .10 11 6.2 0 I 9.54 
1-1 I 11 
I 2 I i.so I .10 11 3 .11 I 6.86 
1
-
1 I 11 
I 3 I .10 I 2.so 11 6.92 I s .11 
c i = sampl ing cost on attribute i .
y� = optimal cutoff l evel on attribute i 
1 for a ri sk-neutral decisioom aker. 
TABLE 7: Parameter Value s for the Th ree Attribute Problems and 
Optimal Cutoffs for Wealth-Maximiz ing Strate gies 
Type 3A: LXi = [0,81. LXz = [0,81. L� = [0,8] 
I # I c 1 I c2 I c3 11 y� I y; I y; I1
-
1
--1--1
--
11
--l--1-- I 
I 1 I .10 I .10 I .10 11 s .32 I 4.42 I 4.02 I 
1
-
1
--
1
--
1
--
11
--
1
--l-- I 
I 2 I 2 .oo I .10 I .10 11 1.46 I 1.19 I .97 I
l-1--l--l--ll--1--1--1 
I 3 I .10 I 2 .oo I .10 I I  6 .s 4 I 1.19 I .96 I 
l-1--1
--
1
--l l--l--l-- I 
I 4 I .10 I .10 I 2 .00 11 s.77 I s .1s I .74 I
Type 3B: [� = [O,SL [x2 = [0,101. [� = [0,10] 
• • • II # I c1 I c2 I c3 11 y1 I Y2 I Y3 l-1--l--l--11--1--1-- I  
I 1 I .10 I .10 I .10 I I  2 .49 I 6.2 4 I s.77 I 
1
-l--l--1--11--1-- l-- I 
I 2 I . 1s I .10 I .10 11 .1s I 4 .s2 I 4 .18 I
l
-
l--l--l--11--1--1
--
I 
I 3 I .10 I 3 .so I .10 11 3 .92 I .81 I .60 I
l-l--l--1--11--1--l-- I 
I 4 I .10 I .10 I 3.so I I  3.06 I 7.30 I .18 I
c i = sampl ing cost on attribute i .
y� = optimal cutoff l evel on attribute i 
1 for a risk-neutral de cisioom aker. 
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3A.4} , and {3B.2, 3B.3 , 3B.4} ( s ee Tables 6 and 7) . The first two of
these provide a pure te st of the ordering problem since the 
di stributi ons have common supports and the inspection costs, when they 
are rai sed, are all raised to a common value . The third probl em has 
differ ent supports and di ffer ent cost s .  I t  therefore tests whether 
subj ect s are sensitive to the trade-off between high cost s and high 
cutoff l evel s in sel ecting orderings .  
IV. EXPERIMENTAL RESULTS 
Tables 8 and 9 giv e the mean cutoffs for each school for the 
two- and three-attribut e probl em s .  Ful l summary statistics�means, 
variance s, and t-statistics�for assessing di fferences are given in 
the Appendix. 
Comparing the first and second rows of Table 8 we see that for 
every group the amount of search on the first dimension dropped on 
average when the cost o f  search for that dimension rose. Comparing 
the first and third rows shows that in general when the cost of 
searching the se cond dimension rose, subj ect s tended to search l e ss on 
that dim ension. The sol e  exception to thi s was the Pasadena City 
Col l ege group on the probl em with unequal interval s .  Further 
inspection of the table suggests that the effects of changing the cost 
of inspection on one dimension on the cutoffs pl aced on the other 
dimension i s  more mixed, in fact, hardly sy stematic at al l .  
Tab l e  10 summarizes the observed comparative statics resul ts 
for the two-attribute problem s .  A "+n or "-" shown in parentheses
16 
means that the direction of the change is as indicated, but that it 
failed to be significant at the 5 percent l ev e l .  As the data are 
constrained to lie in fixed interval s and are cl early nonnormal ( e . g. ,  
several subj ects adopted highly risk aver se strategies, pl acing their 
cutoffs on or near the minimum points of the interval s ) ,  relying on 
t-statistics may be misl eading . This problem can be all eviated simply 
by counting the number of individual s  that rai sed, lowered, or did not 
change their cutoff level s ( see the appendix for the se data ) . Tabl e  
11 gives the significance l evel a t  which the hypothesis o f  random 
behavior i s  rej ected. It i s  clear that if one base s the j udgment of 
the comparative statics on these figures the conclusions are 
substantially unal tered. 
Conc lusion 1. In two-attribute probl ems, when the cost of searching a 
dimension is increa sed, subj ect s search l e s s  on that dimension. 
Conc lusion 2. In two- attribute problems,  when the cost of search is 
rai se d  on one dimension, the effect upon search behavior for the other 
dimensions is not systematic. 
Thus, we have 
Conc lusion 3 . For the two-attribute problems, the observed r e sul t s  
corre spond t o  the comparative statics prediction when subj ect s ignore 
sequentiality and simul taneity .  
Inspection of Tabl e  9 shows that the same general pa tterns 
hold for the three-attribute probl ems as wel l .  Without exception when 
cl c2 
.10 .10 
2.00 .10 
.10 2.00 
cl c2 
.10 .10 
1.50 .10 
.10 2.50 
TABLE 8 
SUMMARY RESULTS FOR TWO-ATI'RIBUTE EQUAL INlERVALS PROBLEMS 
[x1 = c1.111 [ x2 = c1.111
MTS AC PCC CSUN UCLA 
--
• • - - - - - - -
Y1 Y2 Y1 Y2 Y1 Y2 Y1 Y2 Y1 Y2 
7.65 6 .53 6.49 4.90 6 .56 4.67 7.38 5 .11 7.28 4.62 
3 .84 3.20 4.82 3 .87 5.01 5.24 4.46 5 .32 4.88 4 .35 
8.46 3.28 5 .so 3 .57 7 .31 4.37 7 .57 3.09 7.06 3.54 
SUMMARY RESULTS FOR TWO-ATTRIBUTE UNEQUAL INlERVALS PROBLEMS 
[x1 = [3,Sl [ x2 = [4,121
MTS AC PCC 
• • - - - -
Y1 Y2 Y1 Y2 Y1 Y2
6.20 9.54 5 .58 5 .68 5 .61 6.72 
3.17 6.86 4.97 5.70 4.60 5.95 
6.92 5.11 5.75 5 .83 5 .51 6.00 
c i = cost per observation on attribute i • 
• 
CSUN 
--
-
Y1 Y2 
6.13 7.35 
4.62 7.00 
6 .34 5 .56 
yi = weal th-maximizing cutoff l evel for attribute i .  
Yi = average actual cutoff l evel for attribute i .
UCLA 
yl Y2 
6 .24 7.07 
4.85 6.47 
6.13 5.73 
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* 
cl C2 C3 Y1 
.10 .10 .10 5.32 
2.00 .10 .10 1.46 
.10 2.00 .10 6.S4 
.10 .10 2.00 S.77 
* 
cl C2 C3 Y1 
.10 .10 .10 2.49 
• 7S .10 .10 .1S 
.10 3 .s o .10 3.92 
.10 .10 3 .s o 3.06 
TABLE 9 
SUMMARY RESULTS FOR mREE-ATTRIBUTE EQUAL INTERVALS PROBLEMS 
[x1 = [0,81 [Xi = [0,8] [x3 = co,81
Ml'SAC PCC CSUN 
* * - -
Y2 Y3 Y1 Y2 Y3 Y1 Y2 Y3 Y1 Y2 
4.42 4.02 3.88 2.93 2.44 4.69 3 .39 3.27 5.08 4.00 
1.19 .97 3.06 2.77 2.79 2.99 2.88 2.72 2.8S 3 .43 
1.19 .97 2.93 2.4S 2.60 4.68 2.49 2.73 s .12 2.03 
S.15 
• 74 3.96 3.24 2.43 4.69 3 .31 2.2S S.25 3.66
SUMMARY RESULTS FOR mREE-ATTRIBUTE UNEQUAL INTERVALS PROBLEMS 
* 
Y2 
6.24 
4.S2 
.81 
7 .30 
I.Xi 
= [O,S] [Xi = [0,10] [Xg = [0,10]
MI SAC PCC 
• - -
Y3 Y1 Y2 Y3 Y1 Y2 Y3 Y1 
S.77 2.SS 3 .s o 3.73 2.76 4.11 4.15 3.11 
4.18 2.40 3.74 2.96 2.24 3.99 3 .56 2.17 
.60 2.S8 2.71 3.16 2.S4 2.99 3 .13 3.06 
.18 2.S2 3 .2S 2.63 2.69 4.18 2.7S 2.60 
ci = cost per observation on attribute i.
y� = wealth-maximizing cutoff level for attribute i. 1 
Yi = average actual cutoff level for attribute i.
CSUN 
Y2 
4.90 
4.94 
2.29 
4. 73
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UCLA 
Y3 Y1 Y2 Y3 
3.16 5.36 3.9S 3.7S 
2.83 2.86 3 .S6 3.22 
2.61 S.21 2.42 3.17 
1.79 s .22 3.93 1.90 
UCLA 
Y3 Y1 Y2 Y3 
3.78 3.06 S.23 4.38 
4.17 2.46 4.61 4.16 
2.97 3.04 3.00 3.79 
2.16 3.0S 5.20 2.40 
TABLE 10: Observed Comparative Statics Results 
2A: [Xi = [1,11], [ x2 = [1,11]
MT SAC I 
---
-------1 
I Ac1 I Ac2 I--1 I I 
Ayl
Ay2
Ayl
Ay2
I - I H I
1---1 I 
I - I - I -----1 
CSUN I 
- --1 
Ac1 I Ac2 I 
--1 I 
I <+> I
--1--1 
<+> I - I
PCC I
I ---------1 
I I Ac1 I Ac2 I1--1 I I 
I aY.1 I <-> I <+> I1---1 I I 
I Ay2 I (+) I (-) I1---- --------1 
I UCLA I 
I ------1 
I I Ac1 I Ac2 II I I I 
I aY.1 I - I <+> I1--1 1---1 
I Ay2 I (-) I - I
------------
2B: [Xi = [3,SL [x2 = [4,121
--
--------------
MT SAC I 
--
-1 
I Ac1 I Ac2 I1--1--1 I 
I Ayl I - I (+) I1---1---1 I 
I a'Y2 I <+> I <+> I
I ---------1 
I CSUN I 
I I 
I I Ac1 I Ac2 I1---1 1---1 
I Ay1 I - I <+> I I 1---1--1 
I Ay2 I H I - I -------------
I PCC I 
1-------------1 
I I Ac1 I Ac2 I1--1 I I 
I aY.1 I - I H II I I I 
I aY.2 I <-> I <-> II -----1 
I UCLA I 
I ------------1 
I I Ac1 I Ac2 I1---1 1-
-1 
I Ayl I - I (+) I1
-
--1 1-
-
1 
I Ay2 I (-) I - I
ci = sampling cost on attribute i;
-
Yi= average cutoff level on attribute i. 
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TABLE 11: Tail Probabilities for 
Two-Attribute Comparative Statistics 
Decision 2A 
-
A.cl Ac2 
- -
Group .A.yl .A.y2 .A.yl Ay2
MI'SAC .0003 
• 
0013 .0946 .oooo 
PCC .0610 .6612 .9738 • 7728
CSUN • 0000 .8204 • 7483 .0022
UCLA .oooo .0717 .0436 .QQQQ. 
Decision 2B 
A.cl Ac2 
-
-
Group Ayl .A.y2 Ayl .A.y2
MIS AC .0466 • 6762 • 7383 .6762
PCC .0013 .0835 .0287 .2517 
CSUN .oooo .1662 .6128 .0001 
UCLA .0000 .0121 .5775 .0000 
Probability of as many or more reductions in cutoff levels. 
Assumes p = 1/2. Gives significance level at which the null 
hypothesis is rejected. 
c. 
1 
Yi 
sampling cost on attribute i 
average cutoff level on attribute i. 
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the costs of searching a dimension are raised, subjects search less on 
that dimension. As with the two-attribute problems the results on 
"cross-effects" are mixed. The observed comparative statics results 
are displayed in Table 12, and the rejection probabilities for 
calculations based on changes in cutoffs only are presented in Table 
13. Both sets of statistics lead to basically the same conclusion;
i.e •• subjects responded to the three-attribute problems in the same
quantitative way as to the two-attribute problems • 
Conclusion 4. In three-attribute problems, subjects respond by 
searching less on a dimension when the cost of searching it increases • 
though the responses in terms of the cutoff levels for the other 
dimension is not systematic. 
Conclusion S. In three-attribute problems, subjects behaved as if 
they were ignoring sequentiality and simultaneity • 
We have seen that in terms of comparative statics the subjects 
in these experiments behaved in a quite systematic fashion. In 
addition. their performance conformed well with predictions based upon 
optimizing behavior in other ways. For example, when the costs of 
search are equal and the intervals are of equal length, the wealth-
maximizing strategy calls for most searching on· the first dimension, 
less on the second, and for three-attribute problems, least on the 
third dimension. From Tables 14 and 15 one can see that in fact 
subjects in all groups tended to order their cutoffs as predicted by 
theory far more often than could reasonably be expected by chance. 
TABLE 12: Observed Comparative Statics Results
3A: [x1 = co,81 . [x2 = co,81 . [x3 = co,8]
·---�-- ------------------
I MTS AC I 
I ---1 
I I Ac1 I Ac2 I Ac3 I---1 1---1--1 
Ay1 I - I <+> I <+> I
-.;;;__ I 1--1---1 
Ay2 I H I H I <+> I
--1 I I I 
ay3 I C+> I C+l I H I--1 
I 
I 
CSUN 
I Ac1 I Ac2 I Ac3 I
--1---1 I I 
Ayl
Ay2
I - I <+> I <+> I
I I 1---1 
I <-> I - I <-> I
1---1---1--1 
I <-> I <-> I - IAy3 --------
----------------------
I PCC I 
1--------------1 
I I Ac1 I Ac2 I Ac3 I1--1 1----1--1 
I ay1 I - I H I <+> I
I I 1---1 I 
I ay2 I <-> I - I <-> II I 1---1 I 
I ay I H I H I - I
I 3 I 
I UCLA I 
I I 
I I Ac1 I Ac2 I Ac3 I1--1 I I I 
I Ay1 I - I H I H I
1--1 I I I 
I ay2 I H I - I H II 1--1 I I 
I Ay3 I H I H I - I
3B: [x1 = co.s1. [x2 = co,101. [x3 = co.101
MT SAC I 
----- -- ------1 
I Ac1 I Ac2 I Ac3 I1--1---1---1 I 
I ay1 I H I C+l I C+l I
---1 I I I 
Ay2 I C+> I - I H I--=--1 I 1--1 
ay3 I H I H I - I-�--- ---------1 
CSUN I 
--1 
Ac1 I Ac2 I ac3 I
-- 1 I I I 
Ay I - I H I H I
--
1
-1 I I I 
Ay2 I C+l I - I H I-� I 1---1--1 
Ay3 I C+> I <-> I - I
PCC I 
------- 1 
I Ac1 I Ac2 I Ac3 I
--1---1---1 I 
Ayl I - I (-) I (-) I
-.;;;__I 1--1---1 
Ay2 I H I - I <+> II I I I 
aY.3 I H I - I - I-----------1 
UCLA I 
--------1 
I Ac1 I Ac2 I Ac3 I
--1 I I I 
Ay1 I - I H I <+> I
--=--1 I 1---1 
Ay2 I H I - I C+l I
--1 1--1--1 
Ay3 I (-) I (-) I - I
ci = sampling cost on attribute i;
-
Yi= average cutoff level on attribute i.
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TABLE 13: Tail Probabilities for 
Three-Attribute Comparative Statistics 
-
Decision 3A 
Ac1 Ac2 ac3 
- - - -
-
- -
Group Ayl 4y2 Ay3 Ayl 4y2 Ay3 Ayl 4y2 Ay3
HTS AC .0378 .5000 .5881 .9054 .0173 .3238 .5841 .9915 .1431 
PCC .0053 .1796 .0577 .5000 -� .3238 .1334 .7597 .0318 
CSUN .oooo .2272 .3145 .2905 .0022 .1662 .5000 .1662 .0007 
UCLA .oooo .1077 .0003 .0026 .0000 .0057 .0758 .5000 .0000 
Decision 3B 
ac1 Ac2 ac3
- - -
-
- -
-
Group Ayl 4y2 Ay3 Ayl 4y2 Ay3 Ayl 4y2 4y3
HTS AC .1917 .9331 .0946 .5841 .0843 .5000 .4119 .5000 .0320 
PCC .0835 .7228 .0592 .3036 .0669 .0946 .6964 .6964 .0392 
CSUN .QQQ! .3953 .6964 .3953 .0000 .0176 .0287 .8491 .0064 
UCLA .0026 .0251 .0401 .4159 .0001 .0147 .5000 .7142 .0000 
Probability of as many or more reductions in cutoff levels. 'Assumes p = 1/2. 
Gives significance level at which the null hypothesis is rejected. 
ci = sampling cost on attribute i
Yi= average cutoff level on attribute i.
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TABLE 14: Ordering of Individual Cutoff Levels 
(Equal Intervals and Equal Costs) 
Two Attributes 
Probability of at 
(1) (2) (3) Least as Many y1 > y2 Group Y1 > Y2 Y1 = Y2 Y1 < Y2 p = 1/3 p = 1/2
Ml'SAC 20 6 7 .0012 .0096 
PCC 15 12 3 .0435 .0038 
CSUN 17 2 3 .0000 .0013 
UCLA 36 5 2 .oooo .0000 
•
Total 88 25 15 
*Based on the null hypothesis that p = 1/3, t = 8.5.
Based on the null hypothesis that p = 1/2, t = 7.2.
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TABLE 15: Ordering of Individual Cutoff Levels 
(Equal Intervals and Equal Costs) 
Three Attributes 
• •• •• •• 
(5)
···
Group (1) (2) (3) (4)
 
Y1 > Y2 > Y3 Y1 > Y2 Y1 > Y3 Y2 ) Y3 Y1 > Y2 = Y3
Ml'SAC 18 10 9 3 6 
PCC 17 6 5 2 4 
CSUN 7 8 8 2 6 
UCLA 17 11 11 3 6 
Total 59 35 33 10 22 
*Based on the null hypothesis that p = 1/13, t = 16.3.
••Counts in addition to those shown ill. column 1. Based on the null
hypothesis that p = 1/3, for
Yl > y2, t = 9.6;
Yl ) y3, t = 9.2;
Y2 ) y3, t = 4.9.
***Also counted in columns 2 and 3. 
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Finally. we cons ider the choice of which attribute to search 
f irst.  As explained in the previous section, we did not allow 
subjects to make this choice directly as we thought it might make an 
already complicated problem confus ing. Instead we offered s ubjects 
the choice (within certain sets ) of which problem they would prefer to 
us e for determing their payments . For the two-attribute equal­
interval problems, for example ,  tho choice between the cost pattern 
C . 10. 2 .50) and ( 2 .50, . 10 )  in effect allows subjects to choose 
whether they would rather search the high cost dimens ion first or last 
( as predicted by theory) . Table 16 prov ides some summary data on 
these choices. 
Tho results on orderings are quite interesting. Between 2A.2 
and 2A. 3 , an expected income-maximizing decis i onmaker behaving 
opt imally would p ick 2A.3 ;  between 3 A. 2 .  3 A. 3  and 3A.4. he or she 
would p ick 3A.4; and between 3 B.2 . 3B.3 and 3B.4. he or she would pick 
3B.2 . The last problem is the difficult one s ince a dec is i onmaker 
ordering on the basis of cost alone would pick 3B.4. Table 16 shows 
that performance was again sens itive to the subject pool. even more so 
than with cutoff levels . On indiv idual problems , the Mt . San Antonio 
College (ll'l'SAC) group did not do so well. We did not give the 
Pasadena City College (PCC) group this problem, but the California 
State Univers i ty at Northridge ( CSUN) group did well on the easy 
problems and not so well on the hard one . The Univers ity of 
Cal ifornia at Los Angeles ( UCLA) group did well on all. spl itt ing 
roughly evenly on the two strategies for 3B. 
27 
Looking across the three ordering problems , we can track 
indiv iduals and test whether signif icant numbers did well on more than 
one . Table 17 g ives these results .  We cons ider subjects who got both 
easy problems right. those who got all three problems right. and those 
who got the easy problems right but us ed the " high-cost last" rule on 
tho hard problem. Again, performance improved as we moved from lll'SAC 
to CSUN to UCLA. Overall. highly s i gnificant numbers of pe ople 
appeared to understand e i ther the wealth-maximizing s trate gy or the 
high-cost last strate gy, especially among the more quant i tativ ely 
sophisticate d  group . 
If we evaluate choices on the basis of the actual cutoff 
levels set by subjects we go t slightly different results . If 
anything, subjects did worse on the basis of actual cutoffs. 
suggesting they might have a bettor " feel" for the ordering problem 
than the cutoff problem. although even this is a tenuous conclus ion. 
V. SUMMARY AND CONCLUSIONS 
In this paper we have presented the results of a series of 
experiments designed to test the abil ity of people to adopt 
conjunctive choice strate gies. This is an important area of research,
as many writers, especially in the market ing literature, have 
suggested the conjunctive strate gy as a useful s implifying device for 
consumers facing compl icated choice problems . 
This last obs ervation raises the learning issue . Our primary 
objective in these experiments was to implement the theory of 
satisf icing presented in Wilde (1981) . However. were also 
TABLE 16: Individual Choices of Problems for Pa yment (Theoretical Cutoffs) 
2A. 2 and 2A. 3 3A.2, 3A.3, and 3A.4 
Group I Right p* I Right * N t N p t 
MT SAC 27 16 .221 0.96 30 15 .044 1.94 
CSUN 22 17 .009 2.56 21 16 .000 4.17 
UCLA 42 32 .001 3.39 43 31 . ooo 5.39 
(Wealth-Maximizing Strategy) (High-Cost Last Strategy) 
3B.2, 3B.3, and 3B.4 3B.2, 3B.3, and 3B.4 
Group 1J Right p* I Right * N t N p t 
MT SAC 33 12 .419 0.37 33 10 .565 -0.37 
CSUN 22 8 .293 0.30 22 9 .163 o. 7 5 
UCLA 43 21 .012 2.16 43 19 .050 1.51 
*Probability of at least as many right, assuming choice of problems is to be 
equally likely. 
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Group 
Hl'SAC 
CSUN 
UCLA 
Group 
Hl'SAC 
CSUN 
UCLA 
TABLE 17: Individual Choices on Groups of Problems for Payment 
2A and 3A 
(Wealth-Maximizing Strategy) 
2A, 3A, and 3B 
N # R ight p
*
t N #R ight p
*
t 
27 11 .003 3 .36 27 1 .786 -0.42 
21 14 .ooo 6 .15 21 6 .001 4.60 
42 26 .ooo 7 .87 42 11 .000 5.84 
(High-Cost Last Strategy) 
2A, 3A, and 3B 
N # Right p
* 
t
27 6 .003 3.78 
21 5 .005 3.65 
42 15 .ooo 8.53 
*Probability of at least as many right, assuming choice of problems is to be
equally likely.
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3 0  
interested i n  understanding t h e  extent to which people grasp the 
nature of the conj unctive choice rule at a more or less intuitive 
level. During the last decade, there has been a growing belief among 
consumer researchers that the conj unctive rule is often us e d  as an 
initial s creening device in complex choice s ituations (see Bettman 
[1979] for a dis cuss ion of this research) . If this is true then it is 
clearly important to understand whether people us e the rule "properly" 
and, if they do not. the nature of their difficulti es w ith it. We 
shall discuss the implications of our experiments for consumer 
research elsewhere but an obv ious quest ion is whether performance 
might not improve w ith famil iarity . The l ikely answer to this 
quest ion is yes .  Th e  more s ignificant questions a r e  by h ow  much and 
in what ways . If the changes in performance as we move from KTSAC to 
PCC t o  CSUN to UCLA are any indication, it appears reasonable to 
conj ecture that improvements due to famil iarity are likely to be 
statistically s ignificant but not qualitatively s ignif icant .  There is 
an obv ious set of experiments which could test this conj ecture. but we 
have not as yet run them. 
The learning issue also is important in the context of the 
theory of satisf icing these experiments are meant to test . A 
traditional, market-oriente d  economist would rej ect all theories of 
satisficing as irrelevant s ince learning behav ior. conditioned by the 
discipline of the market, will ultimately make agents act as if they 
are maximiz ing. This makes more sense in the theory of the firm than 
in the theory of consumer behav ior. but even there it misses the 
3 1  
po int .  I f  agents fail t o  opt imize because of computation costs. then 
learning or familiarity with a problem should not change the 
qual itative behavior of agents unless it reduces those costs . What it 
is likely to do is make agents perform better at whatever nonopt imal 
level they chose to locate . In other words ,  it should reduce the 
variance in their behavior but not change its qual itative nature. 
This is,  in fact, pre c isely what we saw in these experiments. 
Overall, our results are quite striking. First. the behavior 
of people without pri or training c orresponds in several ways to 
predicti ons based on optimizing behavior. Thus. as the cost of 
inspect ing a dimens ion increases. people tend to search less on that 
dimens ion. For two- and three-attribute goods the rankings across 
attributes of the intensity of search correspond to the predict ion of 
opt imization. Also. the order in which attributes are inspe cted is as 
it would be if the order were chosen in order to maximize expected 
return (strictly speaking we infer this latter conclus ion from 
respons es to a closely related quest ion) . 
Additionally. when the obs erved behavior differed w ith strict 
opt imizing behav ior. the differences were uniform across subj ect pools 
and corresponded roughly to a s imple satisf icing strategy . That is. 
subj ects in our experiments ·responded to changing c osts of information 
as if they had s impl ified the f irst-order conditions to make them 
easier to handle. Spe cifically , the behav ior suggests that when 
responding to change in information costs the subj ects ignored the 
sequential and s imultane ous aspects of the solution. 
In summary, individuals without prior training perform quite 
well when using the conjunctive strategy. By this we mean their 
performance corresponds well with the prediction of optimization. 
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When the problem is changed and they must respond, their behavior is 
consistent with the use of some straightforward rules of thumb. Thus, 
it is reasonable to suppose that economic agents might use conjunctive 
strategies in decisionmaking. Also, we have presented evidence of 
quite sophisticated behavior on the part of subjects from a variety of 
backgrounds who were dealing with an extremely complicated decision 
problem. 
ay1
.<1y2
ayl
.<1y2
I 
I 
I 
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APPENDIX 
TABLE 18: t-Statistics for Comparative Statics 
2A: [ x1 = c1.111, [ x2 = c1.111
MT SAC I I PCC 
33 
I 
I ----------1 
ac1 I .<1c2 I I ac1 I .<1c2 I
- I - I 
-
I 1
--
-1 
3.10 I 1.15 I .<1yl I 2.19 I 1.04 II I I 1---1 
-
1.84 I .14 I .<1y2 I .78 I .44 I '--
-
1 I 
CSUN I UCLA I 
I - I  
ac1 I .<1c2 I I ac1 I .<1c2 I--1 I I I I 
-
5.43 I .32 I ay1 I 4.84 I .46 I I I 1---1 
-
.29 I 3.14 I .<1y2 I .52 I 2.19 I
___ , 
2B: L� = [3,8], [x2 = [4,12]
MT SAC I I PCC I 
I I ------1 
I ac1 I .<1c2 I I I ac1 I .<1c2 I1
--1 I I I I I 
-
I aY:1 I 1.88 I .59 I I ayl I 3.08 I .28 Il
-
_-- 1 1
--1 I I I I 
-
I .<1y2 I .04 I .33 I I .<1y2 I 1.34 I 1.24 II ---1 I I 
I CSUN I I UCLA I 
I - I  I --- -1 
I I acl I .<1c2 I I I ac1 I .<1c2 II I I I l -=--1 I I 
I ay1 I 4.19 I .51 I I .<1yl I 5.56 I .40 II I I I I I I I 
-I .<1y2 I 1.22 I 3.94 I I .<1y2 I 1.29 I 3.10 I 
----- -- ----- -------
ci = sampling cost o� attribute i
yi = average cutoff level on attribute i 
TABLE 19: t-Statistics for Comparative Statics 
3A: [x1 = [0,81 . [x2 = [0,81 . [x3 = [0,81
34 
Ml'SAC I I PCC I 
----1 
Ac1 I Ac2 I Ac3 I I I Ac1 I Ac2 I Ac3 I --1 I I I I I 1---1 
Ayl I 1.51 I .10 I .15 I I Ayl I 2.92 I .01 I .01 I --1 I I I I I I I I 
Ay2 I .36 I i.01 I .66 I I Ay2 I .91 I 1.70 I .14 I 
--1 I I I I I 1---1---
AY.3 I .72 I .3s I .03 I I Ay3 I i.oo I .94 I 1.83--------1 I --
csuN I I UCLA 
Ac1 I Ac2 I A.c3 I I I Ac1 I Ac2 I A.c3 
--1 I I I I I l-�-
Ay1 I 3.71 I .06 I .25 I I Ayl I 6.06 I .35 I .32 
--1 I I I I 1---1 l --
Ay2 I .95 I 3.71 I .56 I I Ay2 I .95 I 3.82 I .05
--1 I I I I I I l---
Ay3 I .ss I .88 I 2.39 I ��� I i.11 I 1.35 I 4.58 
3B: [x1 = [O,Sl. [x2 = [0,10]. [x3 = [0,101
---------
1 Ml'SAC I PCC I 
I I I 
I I Ac1 I A.c2 I A.c3 I I A.c1 I Ac2 I A.c3 I ---1 I 1-- I I I I 
Ayl I .44 I .07 I .11 Ayl I 1.43 I .60 I .21 I 
--1 I I I I 1--1 
Ay2 I .40 I 1.46 I .48 Ay2 I .16 I 1.51 I .10 I -_- I I I _ I I I I 
Ay3 I l.1s I .85 I 1.69 Ay3 I .79 I 1.37 I 1.87 I --''-- ---·--- -----1 
CSUN UCLA I 
-----1 
Ac1 I Ac2 I A.c3 I Ac1 I Ac2 I A.c3 I 
--1---1 1---1 I I 
Ayl I 2.15 I .11 I 1.09 Ayl I 2.15 I .09 I .03 I --1 I I I I 1--1 
Ay2 I .06 I 3 .so I .20 Ay2 I 1.16 I 4.43 I .04 I 
--1 1--1 1--1--1 I 
Ay3 I .48 I 1.00 I 2 .10 Ay3 I .41 I 1.05 �--�.:17 -�
ci = sampl ing cost on attribute i; yi = average cutoff level on attribute i
TABLE 20: t-Statistics for Decreasing Cutoff Levels 
2A: L� = [l,lll. [x2 = [1,11]
Group Yl vs y2
Ml'SAC 2.63 
PCC 2. 70
CSUN 3 .81 
UCLA 5.20 
3A: [x1 = [0,8l. [x2 = {0,81 . [x3 = [0,81
Group 
c1 = .10, c2 = .10, c3 = .10
- - - -
Yl vs y2 y2 vs y3
Ml'SAC 1.85 1.09 
PCC 2.26 .21 
CSUN 1.77 1.37 
UCLA 3.26 .46 
ci = sampling cost on attribute i
Y i= average cutoff level on attribute i
35 
36 37 
TABLE 21. Complete Summary Results for Two-Attribute Equal Intervals TABLE 22. Complete Summary Results for Two-Attribute Unequal Intervals 
Problems: Means and Variances of Observed Cutoff Levels Problems: Means and Variances of Observed Cutoff Levels 
2.A: [ x1 = [1,11L [ x2 = [1,111 2.B: [x1 = [3,8L [x2 = [4,121
-
- 2 2 - - 2 2 # N cl C2 Y1 Y2 al a2 # N cl C2 Y1 Y2 al a2
Ml'SAC Ml'SAC 
--
1 33 .25 .25 6.49 4.90 5.28 6.38 1 32 .10 .10 5.54 5 .68 1.62 3.05 
2 33 2.00 .25 4.82 3 .87 4.06 3.48 2 32 1.50 .10 4.97 5. 70 1.26 2.80
3 33 .25 2.00 5 .80 3 .57 6.05 5.00 3 32 .10 2.50 5. 75 5 .83 2.34 3.42 
-
PCC PCC 
1 30 .25 .25 6 .56 4.67 7.16 7.09 1 30 .10 .10 5.61 6.72 1.76 5.42 
2 30 2.00 .25 5.01 5 .24 7.24 8.23 2 30 1.50 .10 4.60 5.95 1.36 4.19 
3 30 .25 2.00 7.31 4.37 8.08 6.76 3 30 .10 2.50 5 .51 6.00 2.04 4.30 
CSUN CSU!\ 
1 22 .25 .25 7.38 5.11 2.48 4.98 1 22 .10 .10 6 .13 7.75 2 .04 4.22 2 22 2.00 .25 4.46 5.32 3.57 6 .25 2 22 1.50 .10 4.62 7.00 .69 3 .67 3 22 .25 2.00 7.57 3.09 4.96 3 .85 3 22 .10 2.50 6.34 5 .56 1.68 2.24 
UCLA UCLA 
1 43 .25 .25 7.28 4.62 5.03 5.95 1 43 .10 .10. 6.24 7.07 1.50 4.69 2 43 2.00 .25 4.88 4 .35 5 .25 5.91 2 43 1.50 .10 4.85 6.47 1.19 4.11 3 43 .25 2.00 7.06 3 .54 4.21 4.19 3 43 .10 2.50 6.13 5.73 1.47 3.09 
Ci = sampling cost on attribute i ci = sampling cost on attribute i
-
Yi= average cutoff level on attribute i
-
Yi = average cutoff level on attribute i
a� = sample variance a� = sample variance1 1 
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TABLE 23. Complete Summary Resul ts for Three-Attribute Equal Intervals TABLE 24. Compl ete summary Results for Three-Attribute Unequal Intervals Problems: Means and Variance of Observed Cutoff Levels Problems: Means and Variances of Observed Cutoff Levels 
3.A: [x1 = co.8J. [x2 = co.8J. [x3 = co.81 3.B: [x1 = co.SL [x2 = co.101 . [x3 = co.101
2 2 2 2 2 2 # N cl c2 C3 Y1 Y2 Y3 ""1 ""2 ""3 # N cl c2 C3 Y1 Y2 Y3 ""1 a2 ""3
ltITSAC m'SAC 
1 33 .10 .10 .10 3.88 2.93 2.44 4.99 3.47 3.01 1 33 .10 .10 .10 2.SS 3 . so  3.73 1.81 4.6S 7 .87 2 33 2.00 .10 
.
•
 
10 3.06 2.77 2.79 4.43 2.74 4.37 2 32 .7S .10 .10 2.40 3.74 2.96 1.6S 6.13 6 .32 3 33 .10 2.00 .10 2.93 2.4S 2.60 4.S4 2 .8S 3.Sl 3 33 .10 3 . so  .10 2.S8 2.71 3.16 2.01 4.61 6.60 
4 33 .10 .10 2. 00 3.96 3.24 2.43 4.27 3.71 3.90 4 32 .10 .10 3 . so  2.S2 3.2.S 2 .63 l.S3 4.16 S.S9 
PCC PCC 
1 30 .10 .10 .10 4.69 3 .39 3.27 4.91 4.68 4.77 1 30 .10 .10 .10 2.76 4.11 4.lS 1.82 8.S3 9.32 2 30 2.00 .10 .10 2.99 2.88 2.72 4.88 4.26 4.0S 2 30 
• 
7S .10 .10 2.24 3.99 3.S6 1.9S 7.22 7.06 3 30 .10 2.00 .10 4.68 2.49 2.73 6.26 3 .38 4. 69 3 30 .10 3 . so  .10 2.S4 2.99 3.13 2.11 7.S3 6 .804 30 .10 .10 2.00 4.69 3 . 31 2.2s s .3S 4.77 4.18 4 30 .10 .10 3 . so  2.69 4.18 2.7S 2.12 7.93 6.9S 
CSUN CSUN 
1 22 .10 .10 .10 S.08 4.00 3.16 4.19 3.66 4.22 1 22 .10 .10 .10 3 .11 4.90 3.78 2.22 7.69 7.79 2 22 2.00 .10 .10 2.8S 3.43 2.83 3 .38 4.06 3 .19 2 21 .7S .10 .10 2.17 4.94 4.17 1.68 3 .39 s .90 3 22 .10 2.00 .10 S.12 2.03 2.61 4.90 2.29 3.99 3 22 .10 3 . so  .10 3.06 2.29 2.97 2.04 3.98 s .82 4 22 .10 .10 2.00 S.2S 3.66 1.79 6.0S 4.23 2.70 4 22 .10 .10 3 . so  2.60 4.73 2.16 2.S4 7.18 4.67 
UCLA UCLA 
1 43 .10 .10 .10 S.36 3.9S 3.7S 4.14 3.72 4.39 1 43 .10 .10 .10 3.06 S.23 4.38 1.66 S.93 6.0S 2 43 2.00 .10 .10 2.86 3.S6 3.22 2.99 3 .S2 4.33 2 43 .7S .10 .10 2.46 4.61 4.16 1.67 S.73 S.49 3 43 .10 2.00 .10 S.21 2.42 3.17 3.47 3.04 3.44 3 43 .10 3 . so  .10 3.04 3.00 3.79 1.22 4. 70 6.9S 4 43 .10 .10 2.00 s .22 3.93 1.90 3.70 3.40 2.49 4 43 .10 .10 3.SO 3.0S S.20 2.40 1.38 S.16 3.37 
ci = sampl ing cost on attribute i
c. = sampling cost on at'tribute iy. = average cutoff level on attribute i 1 1 
y. = average cutoff level on attribute ia� = sample variance 1 1 a� = sample variance
1 
TABLE 25: Counts Indicating Direction of Change in Cutoff Levels 
Group 
+ 
JO.'SAC 4 
PCC 9 
CSUN 1 
UCLA 4 
Ml'SAC 7 
PCC 15 
CSUN 11 
UCLA 9 
2A 2B 
Ayl Ay2 Ayl __!!..2 
0 - + 0 - + 0 - + 
Ac1 > 0 Ac1 > 0
7 22 4 10 19 7 9 16 10 
3 18 12 7 11 4 11 19 6 
1 20 11 3 8 2 2 18 6 
3 36 14 5 24 5 4 34 8 
Ac2 > 0 Ac2 ) 0
12 14 4 8 21 12 10 10 
8 7 9 14 7 3 16 11 
2 9 3 3 16 6 10 6 
15 19 4 9 30 13 17 13 
ci = sampling cost on attribute i
y . = cutoff level on attribute i 1 
10 
8 
1 
4 
0 
13 
11 
5 
14 
13 
10 
4 
11 
9 
13 
11 
21 
9 
12 
17 
28 
40 
Group 
Jll'SAC 
PCC 
CSUN 
UCLA 
Jll'SAC 
PCC 
CSUN 
UCLA 
Jll'SAC 
PCC 
CSUN 
UCLA 
TABLE 26: Counts Indicating Direction of Change in Cutoff Levels 
3A 38 
Ayl Ay2 Ay3 ay1 Ay2 �3 
+ 0 - + 0 - + 0 - + 0 - + 0 - + 0 
acl > 0 Ac1 > 0
8 7 18 10 12 11 10 13 10 8 11 13 14 10 8 7 11 
5 7 18 7 11 12 6 10 14 6 11 13 9 14 7 4 15 
1 3 18 6 6 10 7 5 10 1 3 17 6 7 8 8 6 
1 6 36 12 11 20 5 14 24 7 13 23 10 11 22 11 10 
ac2 > 0 ac2 > 0
13 11 8 6 9 17 8 14 11 11 10 11 9 6 17 10 11 
9 11 10 6 11 13 8 11 11 6 15 9 7 8 15 7 9 
5 9 8 4 0 18 6 5 11 6 8 8 0 4 18 3 7 
7 13 23 6 6 31 10 7 26 10 21 12 7 6 30 9 12 
Ac3 ) 0 ac3 > 0
11 9 11 16 11 6 8 11 14 9 12 11 10 11 11 7 8 
4 15 9 10 12 8 5 11 14 8 15 7 8 15 7 6 9 
6 9 7 6 5 11 2 4 16 3 8 11 9 7 6 3 5 
8 19 16 15 12 16 3 10 30 9 24 10 15 15 13 4 7 
ci = sampling cost on attribute i
Yi= cutoff level on attribute i
41 
14 
11 
7 
22 
11 
14 
12 
22 
17 
15 
14 
32 
INSlRUCTIONS 
PART ONE 
This is part of a study in decisionmaking under uncertainty. 
42 
During this session you will make several decisions. You will be paid 
at the end of the session and the amount you earn will depend on the 
decisions you make. Your decisions will determine rules for selecting 
items. The items will be of three different types: single-attribute 
items. two-attribute items. and some items with three attributes. At 
the end of the session one of your decisions will be chosen using the 
bingo cage. and you will be paid based upon the outcome of that 
decision. The basic tasks you will face for each type of item are 
similar so we shall start by explaining the single-attribute case. 
Each single-attribute item is described by a number called the 
.!.£y,!! of attribute 1 .  Whenever a single-attribute item is sel ected by 
the rule you determine. this number is the amount of money the 
experimenter will give you in exchange for that item. The rule you 
determine will select one item from a pool of potential items. Items 
differ only by their level of attribute 1 .  You will be told a range 
of possible values for the level of attribute 1 .  For example. n the 
level of attribute 1 will be at least 0 and less than or equal to 
t10.n Candidates from the pool of possible items will be generated by 
drawing balls from a bingo cage. The bingo cage contains balls 
numbered from 0 to 9. The way we shall use the cage to generate 
levels of attribute 1 is as follows: spin the cage until a ball comes 
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out�this determines the first (units) digit. Replace the ball in the 
cage and spin it again until another ball comes out�this determines 
the second (tens) digit. and so on if more digits are needed. 
The rule for selecting an item in the single-attribute case is 
simple. You must choose a value for attribute 1 .  called the cutoff 
leyel for attribute 1 .  We will generate an item using the bingo cage . 
If that number is less than your cutoff level for attribute 1 .  the 
item is rejected and a new one is generated. This process continues 
until an item is selected which has a value for attribute 1 at least 
as large as your cutoff level for attribute 1 .  Each time a new item 
is generated. a fixed cost will be subtracted from your earnings. 
whether or not the item is accepted. Thus. the final payoff to you 
will be the value of the item selected by your rule minus the total 
cost of generating items. In other words. you will earn the value of 
the first number generated which exceeds or equals your cutoff level 
for attribute 1 .  less the cost of generating that number and all 
numbers that were rejected because they were below the cutoff level. 
Note that if you rejected such a large number of items that the total 
cost is greater than the value of the item. your earnings will be zero 
for that decision. You � lose money. 
You will be given three pieces of information to help you 
determine your rule for the single-attribute case (i.e • •  to help you 
choose a cutoff level for attribute 1) : the lowest and highest 
possible values for attribute 1 .  and the cost to you of each item 
generated by the bingo cage. For example. suppose that the first 
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seven items generated were below your cutoff l evel , but that the next 
one was above the cutoff. Your payment would be the amount of the 
l ast item generated ( the eighth) minus e ight times the cost of 
generating an i tem. 
First, we shall ask you to sel ect one individual as a monitor 
to watch the procedures, to examine the equipment , and to make sure 
that the the experimenters real ly are doing what they say they are 
doing. The monitor should check the truthfulne ss of what the 
experimenter says, but other than that may not communicate any 
information to you in any way. If the monitor communicates any other 
information, he or she will be a sked to l eave without payment . The 
monitor will receive *���· 
( p ick volunte er) 
INSlRUCTIONS 
PART nro 
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The two-attribute problem is similar to the single-attribute 
problem. Two-attribute items are de scribed by two numbers, a l evel of 
attribute 1 and a l evel cf attribute 2. The rule for sel ect ing a two-­
attr ibute item works much l ike that for selecting a single-attr ibute 
item. You must choose a cut off l evel for attribute 1 and a cutoff 
l evel for attribute 2. As before, these wil l determine the smal l e st 
l evel s  that you can receive for each attribute . 
Once you have se t cutoff l evels for each attribute , we w il l  
begin searching for an i tem by generating l evels f o r  attribute 1 
( again using the bingo cage ) .  As before, we w il l  generate items until 
one i s  found which has a l evel of attribute 1 in exce ss of your cutoff 
l evel for attribute 1. Each time an i tem is rej ected and a new one is
generated, you will be charged a f ixed amount . Once an accepted l evel 
for attribute 1 has been found, we will generate a single l evel for 
attribute 2. You will al so be charged a f ixed amount for thi s,
al though i t  may differ from the co st for generating l evel s of 
attr ibute 1 .  I f  the l evel of attribute 2 i s  l e s s  than your cutoff 
l evel for attribute 2, the entire item w il l  be rej ected and a new item
generated starting with attribute 1 .  In other words, if the l evel of 
attribute 2 is below your cutoff l evel, you must begin your search for
an item with attribute l�in the two-attribute problem, each attribute 
must exceed its cutoff l evel in order that the item be acceptable.  
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Otherwise, you start over. However, the cost s for generating l evel s 
of each attribute will stil l be charged to you. Thus, your payoff in 
the two-attribute problem is the sum of the f inal value s generated for 
each attribute, less the costs of generating all the numbers needed to 
f ind an accepted i tem. 
Example :  
1 .  Three draws required t o  get an accepted l evel of attribute 1 .  
2 .  First draw on attribute 2 below its cut off l evel . 
3 .  Five draws required t o  ge t another accepted l evel for attribute 1 .  
4.  One draw for attribute 2 ,  again below cutoff l evel.
S. Two draws needed t o  ge t new attribute 1 .  
6. One draw for attribute 2�above cutoff level�accepted.
Your payoff would be the last value generated a t  step S plus
the value at step 6 minus ten times the cost of generating a f irst
attribute ( c o st 1)  minus three times the cost of generating a second 
attribute ( c o st 2 ) . 
INSTRUCTIONS 
PART THBEE 
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The three-attribute problem is nearly identical to the two­
attribute problem. Now an i tem is de scribed by three numbers, the 
l evels f or attribute s  1 ,  2 ,  and 3 .  You must choose cutoff l evel s for 
all three attributes and, for an item to be accepted, it must equal or 
exceed the cutoff on each of the three attributes.  Before making your 
de c i sion you will be told the minimum and maximum possible value s for 
each attribute and the c o st s  (which may vary across attribute s and 
p e op l e )  of generating attribute l evels.  Once you have set cutoff 
l evels, we will begin searching for an i tem by generating l evel s for 
attr ibute 1 ( again using the bingo cage ) .  As before, we w il l  generate 
i tems unti l  one is found which has a l evel of attribute 1 in e xcess of 
your cutoff l evel for attribute 1 .  Each time an i tem is rej ected and 
a new one is generated, you will be charged a f ixed amount . Once an 
accepted l evel for attribute 1 has been found, we will generate a 
single l evel for attribute 2 .  You will al so be charged a f ixed amount 
for this, al though it may differ from the cost for generating l evel s 
of attribute 1. If the l evel of attribute 2 is l e ss than your cutoff
l evel for attribute 2 ,  the ent ire item will be rej ected and a new item 
generated starting w ith attribute 1 .  If the value of attribute 2 is 
at l east the cutoff l evel. we will generate a single l evel for 
attribute 3 .  If that value exceeds your cutoff, the item is compl e te 
and accepted. In other words, if the l evel of attribute 3 is below 
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your cutoff l evel, you must begin your search for an item with 
attribute 1-in the three-attribute problem each attribute must exceed 
its cut off l evel in order that the item be accepted. Otherw ise, you 
start over. However, the costs for generating l evel s of each 
attribute will still be charged to you. Thus, your payoff in the 
three-attribute problem is the sum of the f inal value s generated for 
each attribute, less the costs o f  generating all the numbers needed to 
f ind an accepted i tem. 
Example: 
1 .  Three draws required t o  ge t an accepted l evel of attribute 1 . 
2 .  First draw on attribute 2 b e l ow  its cutoff l evel . 
3 .  Five draws required t o  ge t another accepted l evel for attribute 1 .  
4 .  One draw for attribute 2 ,  again bel ow  cutoff l evel . 
S. Two draws needed t o  ge t new attribute 1 .  
6. One draw for attribute 2-above cutoff l evel-accepted.
7. One draw for attribute 3-rej ected.
8. Four draws to get an accepted l evel of attribute 1 .
9. One draw for attribute 2-accepted.
1 0 .  One draw for attribute 3-accepted. 
Your payoff would be the last value generated at step 8 plus
the value generated at step 9 plus the value at step 10 minus fourte en
times the co st of generating a f irst attribute ( c o st 1) minus four 
times the co st of generating a second attribute ( co st 2 )  and minus two 
times the co st of generating a third a ttr ibute ( c o st 3 ) . 
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SAMPLE FORMS USED BY SUBJECTS 
ONE ATTRIBUTE 
Name'----------------------
Social Security No .. �------------
Subj ect Number. -------------
Decision No. ___ _ 
Minimum Maximum 
Possible Possible Cutoff Number of Final Value : V 
Attribute Value Value Cos t :  C Level draws : N 
1 
An. v - c x N � 1 earnings 1 r� - - o - - - ­
L_j _ _  _ _ I I _ _  
Decision No . ��� 
TWO ATTRIBUTE 
Name 
Social Security No. 
Subj ect Number 
50 
Final Value : V 
ffi��a�-�B�-�8 Total Earnin�s l + 2 
Decision No. ��� 
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THREE ATTRIBUTE 
Name 
Social Security No. 
Subj ect Number
������������� 
1 
� 
- 1 II Cutoff Number of 
Cost: C Level Draws : N Final Value: ' 
���§--�a
-- Total Earnin�s 
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