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Solvation in the Large Box Limit
Janusz Ginster, Peter Gladbach
In this paper, the authors study the limit of a sharp interface model for the solvation of charged
molecules in an implicit solvent as the number of solute molecules and the size of the surrounding
box tend to infinity. The energy is given by a combination of local terms accounting for the physical
presence of the molecules in the solvent and a nonlocal electrical energy with or without an ionic
effect. In the presence of an ionic effect, the authors prove a screening effect in the limit, i.e., the
limit is completely localized and hence electrical long-range interactions of the molecules can be
neglected. In the absence of the ionic effect, the authors show that the behavior of the energy
depends on the scaling of the number of molecules with respect to the size of the surrounding box.
All scaling regimes are identified and corresponding limit results proved. In regimes with many
solute molecules this limit includes electrical interactions of H−1-type between the molecules.
1 Introduction
In [5], Dai, Li, and Lu derive a sharp interface model for the solvation of charged molecules in an
implicit solvent (see also [8, 9, 13, 14, 19, 20] and references therein). The free energy for N charged
molecules at fixed positions x1, . . . , xn in a container Ω ⊆ R3 is given by
F (x1, . . . , xn, u) = β
ˆ
Ω
(1− u(x)) dx+ γ|Du|(Ω) +
ˆ
Ω
u(x)
n∑
i=1
U iLJ(x− xi) dx+ Fel(x1, . . . , xN , u),
(1.1)
where the phase-field u : Ω → {0, 1} determines the region occupied by the solvent, u−1(1) ⊆ Ω.
The first term in the energy reflects the amount of work needed to create a solute region in a solvent
medium at hydrostatic pressure β, the second term accounts for the interfacial energy between solute
and solvent regions where γ is the effective surface tension, and the third term reflects the interaction
between the charged molecules and the solvent given by an interaction via a Lennard-Jones U iLJ
depending on the molecule species.
The electrical energy Fel(x1, . . . , xN , u) is the free energy induced by the charged molecules and the
solvent:
Fel(x1, . . . , xn, u) :=
ˆ
Ω
(
−ε(u)
2
|∇ψ|2 +Qx1,...,xnψ − uB(ψ)
)
dx,
where Qx1,...,xn ∈ L1(Ω) is the total charge density of all solute molecules, and ψ is the electric
potential solving the Poisson-Boltzmann equation (see [10,12,17]),{
−div(ε(u)∇ψ) + uB′(ψ) = ρ in Ω,
ψ = ψ∞ on ∂Ω,
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Figure 1: Illustration of the cell problem. Molecules will arrange themselves so as to decrease their energy. Here
the two dipoles are displayed to form a quadrupole, lowering the electrical energy, and share a single
bubble, lowering the surface energy.
for some given fixed ψ∞. The dielectric constant ε(u) is given by ε1 ≈ 80 for water and ε0 ≈ 1 for
vacuum.
The term B(ψ) models the ionic effect penalizing high electric potentials, and is given by
B(s) := kBT
M∑
k=1
c∞j (e
− qkskBT − 1), (1.2)
where kB is the Boltzmann constant, T is the temperature, c
∞
k is the bulk concentration, and qk is
the charge of the kth ionic species in the solvent, with
∑M
k=1 qk = 0.
As B is convex, we can write equivalently
Fel(x1, . . . , xn, u) = max
ψ∈H10 (Ω)
ˆ
Ω
(
−ε(u)
2
|∇ψ|2 +Qx1,...,xnψ − uB(ψ)
)
dx. (1.3)
Using convex duality one can show that the electrical energy as written in (1.3) equals the free
electrical energy associated to the free ions in the solvent and the charges induced by the solute
molecules (see also [10]).
To the best knowledge of the authors, this model has only been studied for a fixed number of
solute molecules (see [13,14]). Our contribution is to derive an effective energy in the situation of a
large number of solute molecules. For this, we study the limiting behavior of a rescaled version of
the energy F in the sense of Γ-convergence (for an introduction see, for example, [1] or [6]) as the
number of solute molecules and the size of the surrounding box Ω go to infinity.
The main mathematical challenge is the following. The energy F consists of local terms and the
electrostatic the energy, Fel, which is a priori non-local. However, the electrostatic energy contains
mainly a local self-energy per charge and a nonlocal electrostatic interaction of the charges (see also
Subsection 1.2). In the derivation of the limit energy it is therefore utterly important to distinguish
nonlocal effects from the part of the energy which localizes in the limit. As a main tool, we present
a strategy to find clusters of solute molecules whose nonlocal interaction is controlled (see proof of
lower bound of Theorem 1.1 and Lemma 4.1).
We consider two different versions of the energy, the case in which B is as in (1.2), and the case
B = 0. For B as in (1.2), we show that the energy fully localizes in the limit, i.e., the limit energy is
given as the self-energy of the diffused limit molecule distribution (see Theorem 1.1). Here, we can
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control the nonlocal interactions as the occurrence of B in the Poisson-Boltzmann equation leads
to a fast decay of the electric field ψ generated by a given charge distribution. This indicates that
the ionic effect gives rise to a screening effect, i.e., the local arrangement of the solvent blocks the
electric long range interactions (see also [2]).
In the case B = 0 the decay of the electric field ψ is much slower which leads to a competition of the
local and nonlocal terms depending on the number of solute molecules. It shares some structural
properties with two-dimensional linearized models for dislocations (see [3, 7, 11, 16]), in which an
energy of the form ˆ
Ω
Cβ : β dx subject to curlβ =
∑
i
ξiδxi
is studied, where C ∈ R2×2×2×2 is a linearized elastic tensor. Ignoring the local terms in u, we
observe that after partial integration the energy F is essentially the integral of the squared gradi-
ent of a potential whose divergence is prescribed, thus playing in our case the counterpart to the
curl in the dislocation model. In both cases this leads to a decay of the gradient of the electric
potential and the elastic strain away from the solute molecules and dislocations, respectively, which
is as fast as the gradient of the fundamental solution to the Poisson equation. Clearly, due to the
difference in dimension, the occurring scales of the problems are different. However, the limiting
behavior is similar as a local and a nonlocal term compete, with the local term being predominant
in dilute regimes, regimes with relatively few solute molecules, (see Theorem 1.2 and [7,16]), and in
regimes with more solutes the nonlocal H−1-interaction of the solutes dominating (see Theorem 1.4
and [11]). In dilute regimes, the key to control the electrostatic interactions is a quantitative estimate
of the average interaction between different clusters (see Lemma 4.1). In the intermediate, so-called
critical, regime both effects are of the same order and appear in the limit (see Theorem 1.3 and [11]).
1.1 Setting of the Problem
Let N ∈ N be the number of solute species. For r > 0 we define the admissible solute distributions
as a subset of the RN -valued Radon measures, M(Ω;RN ),
Ar(Ω) :=
ρ =
mi∑
j=1
δxij
N
i=1
∈M(Ω;RN ) : m1, . . . ,mN ∈ N, xij ∈ Ω, sup
x∈Ω
|ρ(Br(x))| ≤M
 ,(1.4)
where M > 0 is a fixed constant. Moreover, for ρ ∈ Ar(Ω) we write
Qrρ :=
N∑
i=1
mi∑
j=1
φi
(
x− xij
r
)
/r3 ∈M(R3,R)
for the charge density associated to the molecule distribution ρ. Here, the distributions φ1, . . . , φN ∈
L∞(R3,R) are assumed to have compact support, they represent the charge distributions associated
to each solute species, and generalize the simple uniform distributions in [5]. The upper bound
M > 0 prevents accumulation of too much charge at scale r. For later purposes we also define
for ρ ∈ M(Ω;RN ) the measure Q0ρ :=
∑N
i=1
(´
R3 φi dx
)
ρi, where ρi denotes the ith entry of the
vector-valued measure ρ.
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Now, define the rescaled energy Er :M(Ω;RN )→ R ∪ {+∞} as
Er(ρ) :=
 infu∈L∞(Ω;{0,1})
[
a|ρ|+ r−3 ´
Ω
β(1− u) + Ur,ρ(x)u(x) dx+ r−2γ|Du|(Ω) + Eelr (ρ, u)
]
if ρ ∈ Ar(Ω),
+∞ otherwise,
(1.5)
where Ur,ρ(x) :=
∑N
i=1
∑
y∈supp(ρi) U
i
LJ(
x−y
r ) for functions U
i
LJ : R3 → R to be specified below in
(A2).
In view of (1.3), we the rescaled electrical energy for a function u ∈ L∞(Ω; {0, 1}) and ρ ∈ Ar(Ω) is
given by
Eelr (ρ, u) := max
ψ∈H10 (Ω)
ˆ
Ω
(
−ε(u)
2r
|∇ψ|2 + (Qrρ)ψ − ur−3B(ψ)
)
dx.
If Ω is unbounded, we denote by H10 (Ω) the closure of C
∞
c (Ω) with respect to the H
1(Ω)-seminorm.
Note that these functions are not necessarily in L2(Ω). However, they are always in L2
∗
(Ω).
Note here that, up to the total variation of the measure ρ, the energy Er(ρ) equals the energy
as defined in (1.1), where Ω is replaced by 1rΩ, and the charge distribution Qx1,...,xn is given by
r3(Qrρ)(r·). The term a|ρ|, for a > 0 large enough, ensures coercivity of the energy Er and non-
triviality of the later discussed limit energy, i.e., the limit being −∞ everywhere (see also Subsection
1.2.
We will assume the following throughout the rest of the paper:
(L) Ω ⊆ R3 is an open set with Lipschitz boundary.
(A1) ε(1) ≥ ε(0) > 0, β > 0, γ ≥ 0, and a ∈ R is large enough to make the later introduced
self-energy coercive.
(A2) For every i = 1, . . . , N , U iLJ : R3 → R is negative outside a ball B(0, R) and is integrable on
R3 \B(0, r) for all r > 0.
We also assume that B : R→ R fulfills either
(B0) B = 0
or
(B1) B ≥ 0, B(0) = 0, B is strictly convex, and B(s) ≥ cs2 − 1c for some c > 0,
(B2) For every s ∈ R and every p ∈ ∂−B(s) it holds ps ≥ (1 + c)B(s) for some c > 0.
We note that B defined in (1.2) satisfies the two convexity conditions (B1) and (B2). All functions
B(s) = |s|p, p > 1, satisfy (B2) with c = p−1. However, strict convexity is not enough to guarantee
(B2), illustrated by the function s 7→ |s| log(1 + |s|). See Lemma 2.3 for why this condition is useful.
1.2 Heuristics and Scaling
We now look at an example configuration. We assume that the number of solute species is N = 1,
Ω = R3, and there are M = K3 evenly spaced molecules positioned on the lattice points ZK :=
[0, 1)3 ∩ 1KZ3, each with a positive charge, so that ρ :=
∑
z∈ZK δz and Qrρ =
∑
z∈ZK r
−31B(z,r).
We set u := 1−∑z∈ZK 1B(z,r) and estimate the energy
Er(ρ, u) ≈ aM + βM 4pi
3
+ γM4pi +M
ˆ
R3\B(0,1)
ULJ dx+ E
el
r (ρ, u).
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We see that all terms except the electrical interaction scale with the number of molecules, since they
are largely local. The Lennard-Jones potential has a fast-decaying tail that can be ignored. Note
that the Lennard-Jones interaction is negative, and if |ULJ | is too large, the energy will be negative.
We have yet to estimate the electrical energy. We first treat the case where B = 0, which leads
to a linear maximization problem
Eelr (ρ, u) = sup
ψ∈H10 (R3)
ˆ
R3
Qrρψ − ε(u)
2r
|∇ψ|2 dx.
Since the problem is linear, we may write ψ(x) =
∑
z∈ZK
1
r3
´
B(z,r)
Gr,u(x, y) dy, where Gr,u(x, y)
is the Green’s function, which behaves as rε(1)|x−y| for |x − y| ≥ r, so that after an integration by
parts
Eelr (ρ, u) =
∑
z∈ZK
∑
z′∈ZK
1
2r6
ˆ
B(z,r)
ˆ
B(z′,r)
Gr,u(x, y) dx dy
≈Me0 + 2pi
3
∑
z 6=z′
r
ε(1)|z − z′| ,
where e0 is the electrical energy of a single charge in R3, since for r small enough the boundary
effect becomes negligible.
Summing up all interactions leads to
Eelr (ρ, u) ≈Me0 +
2pi
3ε(1)
rM2
ˆ
[0,1]3
ˆ
[0,1]3
dx dy
|x− y| .
We see that if Mr  1, the self-energy dominates, and if Mr  1, long-range Coulombic interac-
tions between like charges dominate.
To make this precise, we introduce a parameter α(r) ∈ (0,∞) representing the approximate
number of solute molecules. Whenever |ρr|(R3) ≈ α(r), we can expect that either
Er(ρr) ≈ α(r), if rα(r) 1, or Er(ρr) ≈ rα(r)2, if rα(r) 1.
Note that if |ρr|(R3) ≤ Cα(r), then the rescaled measures ρrα(r) ∈ M(R3,RN ) have a vaguely
convergent subsequence, and in that topology we will show the following limit scaling, in the sense
of Γ-convergence (see [1], [6]):
For B = 0, whenever r → 0, α(r)→∞, we have
• The subcritical regime α(r)r → 0: Erα(r) Γ-converges to a local functional E0(ρ) =
´
R3 ϕ
(
dρ
d|ρ|
)
dρ
depending on the vector-valued mass density.
• The supercritical regime α(r)r →∞: Erα(r)2r Γ-converges to the Coulombic long-range interac-
tion
1
2ε(1)
‖Q0ρ‖2H−1 =
1
2ε(1)
ˆ
R3
ˆ
R3
Q0ρ(dx)Q0ρ(dy)
|x− y|
among net-charged solute molecules.
• The critical regime α(r)r → c ∈ R: Erα(r) Γ-converges to E0 + 12cε(1)‖Q0ρ‖2H−1 .
If B is instead superquadratic, we may take B(s) = 12s
2 as a representative, so that ψ solves the
linear maximization problem
Eelr (ρ, u) = sup
ψ∈H10 (R3)
∑
z∈ZK
1
r3
ˆ
B(z,r)
ψ − ε(1)
2r
|∇ψ|2 dx−
ˆ
R3\⋃z∈ZK B(z,r)
ε(0)
2r
|∇ψ|2 + 1
2r3
ψ2 dx.
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Again, ψ is given by the convolution of Qrρ with a Green’s function Gr,u,B(x, y), with this time
decays as Gr,u,B(x, y) ≈ rε(1)|x−y|e−
|x−y|
r . Now whenever Mr3  1, i.e. minz 6=z′∈ZK |z − z′|  r,
the interaction is exponentially weak.
We expect the Γ-limit of Erα(r) , in the topology
ρr
α(r)
∗
⇀ ρ, to be the local self-energy of the mass
density E0(ρ).
1.3 Main Results
In Section 3 we prove the Γ-convergence of the rescaled energies {Er}r>0 under certain growth
conditions on B which include the ionic effect given in (1.2).
Theorem 1.1. Assume (B1) and (B2). Moreover, assume that α(r) → ∞ and α(r)r3 → 0. Then
the functionals {Er/α(r)}r>0 Γ-converge, with respect to vague convergence of the measures ρr/α(r),
to the limit energy E0 :M(Ω;R3)→ [0,∞] defined by
E0(ρ) :=
{´
ϕ
(
dρ
d|ρ|
)
d|ρ| if the vector-valued measure ρ is nonnegative in each component.
+∞ otherwise.
Here ϕ is a suitably defined subadditive, positively 1-homogeneous function which can be inter-
preted as the self-energy of local charge distributions, and will be defined in (2.4).
As argued in Subsection 1.2, we show in Section 4, by proving the corresponding Γ-limit results,
that in the case B = 0 three different scaling regimes arise.
In the subcritical regime, Subsection 4.1, the result is the following.
Theorem 1.2. Let α(r)r → 0 as r → 0 and B = 0. If a > 0 is large enough, then the rescaled
energies {Er/α(r)}r>0 Γ-converges, with respect to vague convergence of the measures ρr/α(r), to
the energy Esub :M(Ω;RN )→ [0,∞] defined as
Esub(ρ) :=
{´
ϕ
(
dρ
d|ρ|
)
d|ρ| if the vector-valued measure ρ is nonnegative in each component,
+∞ otherwise.
Again, the subdadditive, positively 1-homogeneous function ϕ is again defined as in (2.4), now for
B = 0.
In the critical regime, Section 4.2, we need to introduce an additional assumption on the admissible
charge distributions. We assume that two different charges are separated on a scale δr where
δr
r →∞
and δ3rα(r)→ 0.
Before stating the main result, we need to briefly introduce some notation. For the i-th unit vector
in RN and a Dirac measure δ0 in the origin we mean E1(eiδ0;R3) the energy as defined in (1.5) for
Ω = R3 and ρ = eiδ0.
Now we can state our main theorem for this modified energy E˜r.
Theorem 1.3. Let α(r)r → α ∈ (0,∞). If E1(eiδ0;R3) > 0 then the energies {E˜r/α(r)}r>0 Γ-
converge, with respect to vague convergence of the measures ρr/α(r), to the energy E
crit :M(Ω;RN )→
[0,∞] defined by
Ecrit(ρ) =

∑N
i=1E1(eiδ0;R3)|ρi|(Ω) + α2ε(1)‖Q0ρ‖2H−1 if Q0ρ ∈ H−1(Ω;RM ) and ρi is a
nonnegative measure for all i = 1, . . . , N,
+∞ otherwise.
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Moreover, for sequences {ρr}r>0 with uniformly bounded energies {E˜r(ρr)/α(r)}r>0, it holds that
{ρr/α(r)}r>0 is vaguely precompact in M(Ω;RN ) and {Qrρr/α(r)}r>0 is weakly precompact in
H−1(Ω).
Finally, in Subsection 4.3 we prove the corresponding result in the supercritical regime, where
long-range interaction between charges dominates the energy, as in [2].
Theorem 1.4. Let α(r)r →∞ and r3α(r)→ 0. Then it holds:
• For a sequence {ρr}r>0 ⊆M(Ω;RN ) with uniformly bounded energies
{
Er(ρr)
rα(r)2
}
r>0
there exists
µ ∈ H−1 such that —up to a subsequence— Qrρr/α(r) ⇀ µ in H−1(Ω).
• For a sequence {ρr}r>0 ⊆M(Ω;R3) such that {Qrρr/α(r)}r>0 ⇀ µ ∈ H−1(Ω), it holds
lim inf
r→0
1
α(r)2r
Er(ρr) ≥ 1
2ε(1)
‖µ‖2H−1 .
• Given µ ∈ H−1(Ω), there exists a sequence {ρr}r>0 such that Qrρr ⇀ µ in H−1(Ω) and
lim sup
r→0
1
α(r)2r
Er(ρr) ≤ 1
2ε(1)
‖µ‖2H−1 .
Remark 1.1. We remark that the topology we use in most of the results is the vague convergence
of measures, because a bound on the energy does not guarantee tightness. In fact, solute may
accumulate at the boundary or escape to infinity. We denote vague convergence of a sequence of
measures {ρn}n∈N ⊆M(Ω,RN ) by ρn ∗⇀ ρ. See also Section 5.
We may also allow the solutes’ charge distributions to rotate independently of each other. This may
decrease the limit self-energy, e.g. for two dipoles, at the cost of more cumbersome notation, but
will not cause any mathematical difficulties, since SO(3) is compact.
We start by proving some preliminary results, explain the condition (B2), and introduce the
self-energy density ϕ in Section 2 below.
2 Preliminaries and the Self-Energy
2.1 Minimax Arguments
We now define an unmaximized unminimized energy for ρ ∈ Ar(Ω), ψ ∈ H10 (Ω) ∩ L∞(Ω), and
u ∈ L∞(Ω, [0, 1]) such that ´
Ω
U(xr )u(x) dx <∞, by
Er(ρ, u, ψ) :=a|ρ|(Ω) + r−3β
ˆ
Ω
(1− u) dx+ r−2γ|Du|(Ω) + r−3
ˆ
Ω
Ur,ρ(x)u(x) dx
+
ˆ
Ω
(
ρψ − ε(u)
2r
|∇ψ|2 − ur−3B(ψ)
)
dx.
We set
Er(ρ, u) := sup
ψ∈H10 (Ω)
Er(ρ, u, ψ)
and, finally,
Er(ρ) := inf
u∈L∞(Ω,[0,1])
Er(ρ, u). (2.1)
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Also, we localize Er by considering, for A ⊆ R3, Er(ρ, u, ψ;A) which is defined as in (2.1) after
replacing Ω by A.
Note that at this point, we seemingly have two definitions (1.5) and (2.1) for Er(ρ). However, the
following lemma will clear up this ambivalence.
Lemma 2.1. Assume γ ≥ 0, Ω ⊆ R3 open with Lipschitz boundary and B satisfies (B1). Then for
every pair (ρ, u) ∈ Ar(Ω) × L∞(Ω, [0, 1]) there exists a unique maximizer ψ ∈ H10 (Ω) of Er(ρ, u, ·).
Moreover, for each ρ ∈ Ar(Ω) there is a measurable minimizer u : Ω→ {0, 1} of the energy Er(ρ, ·).
In particular, the definitions (2.1) and (1.5) coincide.
Also,
min
u
max
ψ
Er(ρ, u, ψ) = max
ψ
min
u
Er(ρ, u, ψ).
Proof. Note that the energy Er(ρ, ·, ψ) is convex and lower semi-continuous with respect to L1-
convergence in u. On the other hand, the energy Er(ρ, u, ·) is concave and upper semi-continuous
with respect to weak H1-convergence in ψ. By Poincare´’s inequality and standard estimates, the
energy Er(ρ, u, ·) is coercive in ψ uniformly in u, i.e., there exists a weakly compact subset K of
H10 (Ω) such that for all u ∈ L∞(Ω, [0, 1]) the optimal ψ lies in K. Hence, we can write
min
u∈L∞(Ω,[0,1])
max
ψ∈H10 (Ω)
Er(ρ, u, ψ) = min
u∈L∞(Ω,[0,1])
max
ψ∈K
Er(ρ, u, ψ),
and the right hand side satisfies the requirements of the minimax theorem (see [18]) which yields
inf
u∈L∞(Ω;[0,1])
max
ψ∈K
Er(ρ, u, ψ) = max
ψ∈K
inf
u∈L∞(Ω,[0,1])
Er(ρ, u, ψ)
and this proves the second claim of the lemma.
It remains to prove that there exists a minimizer of Er(ρ, ·) with values in {0, 1}. By the minimax
theorem above, it suffices to prove that for every fixed ψ there exists a minimizing u with values in
{0, 1}. For fixed ψ ∈ H1(Ω), write
fψ(x) := −βr−3 + r−3Ur,ρ(x
r
) +
ε(1)− ε(0)
2r
|∇ψ(x)|2.
Then u minimizes Er(ρ, ·, ψ) in L∞(Ω; [0, 1]) if and only if u minimizes in the same class of functions
the energy
Fψ(u) =
ˆ
Ω
f(x)u(x) dx+ γr−2|Du|(Ω).
This energy has a minimizer in L∞(Ω, [0, 1]). If γ = 0 it is simply given by 1{f≥0} whereas in the
case γ > 0 we can apply the direct method of the calculus of variations.
In the imaging community, it is well-known that also for γ > 0 there exists a minimizer which takes
only the extreme values 0 and 1 (see [4]). Indeed, by the coarea-formula we can rewrite the energy
of a minimizer u as
Fψ(u) =
ˆ 1
0
ˆ
Ω
f(x)1{u(x)>t} dx+ γr−2|D1{u>t}|(Ω) dt =
ˆ 1
0
Fψ(1{u>t}) dt.
In particular, there exists a t ∈ [0, 1] such that Fψ(1{u>t}) ≤ Fψ(u).
We now show that the maximizing electric potential decays fast away from ρ even in the nonlinear
case.
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Lemma 2.2. Assume that B : R → R is convex with minimum at 0. Let ρ ∈ Ar(Ω), and let
u : Ω→ {0, 1} be measurable. Let ψ ∈ H10 (Ω) be the maximizer of
ˆ
Ω
(
Qrρψ − ε(u)
2r
|∇ψ|2 − u
r3
B(ψ)
)
dx,
and let ψ ∈ H10 (Ω) be the maximizer of the linear problem
ˆ
Ω
(
(Qrρ)
+ψ − ε(u)
2r
|∇ψ|2
)
dx.
Then ψ ≤ ψ almost everywhere in Ω.
Proof. Note that, by the maximum principle, ψ ≥ 0. Let A := {x ∈ Ω : ψ(x) > ψ(x)}. Then by
the respective maximalities of ψ and ψ we have
ˆ
A
(
(Qrρ)
+ψ − ε(u)
2r
|∇ψ|2
)
dx ≥
ˆ
A
(
(Qrρ)
+ψ − ε(u)
2r
|∇ψ|2
)
dx
=
ˆ
A
(
Qrρψ − ε(u)
2r
|∇ψ|2 − u
r3
B(ψ) +
u
r3
B(ψ) + ((Qrρ)
+ −Qrρ)ψ
)
dx
≥
ˆ
A
(
Qrρψ − ε(u)
2r
|∇ψ|2 − u
r3
B(ψ) +
u
r3
B(ψ) + ((Qrρ)
+ −Qrρ)ψ
)
dx
(2.2)
=
ˆ
A
(
(Qrρ)
+ψ − ε(u)
2r
|∇ψ|2 dx+
ˆ
A
((Qrρ)
+ −Qrρ)(ψ − ψ)
)
dx,
where in (2.2) we used the fact that B(ψ) ≥ B(ψ) in A. The last term in the last line is however
nonnegative, so that all terms must actually be equal. In particular
ˆ
A
(
(Qrρ)ψ − ε(u)
2r
|∇ψ|2
)
dx =
ˆ
A
(
(Qrρ)ψ − ε(u)
2r
|∇ψ|2
)
dx,
which, by the Lax-Milgram theorem, is only possible if ψ = ψ almost everywhere in A.
2.2 The Significance of Condition (B2)
We are now able to show that the convexity condition (B2) on B allows us to bound the dual energy
of the maximizer ψ. Note that for any convex function B : R → R with B(0) = 0, for any s ∈ R
and any p ∈ ∂−B(s), we have by the definition of the subgradient that ps ≥ B(s) − B(0) = B(s).
Assuming instead ps ≥ (1+c)B(s) for some c > 0 is thus a slightly stronger condition than convexity.
Note that s ∈ R maximizes B∗(p) = sups ps−B(s) if and only if p ∈ ∂−B(s). If B fulfills condition
(B2), we may estimate
B∗(p) = ps−B(s) ≥ (1 + c)B(s)−B(s) = cB(s),
i.e., the primal energy B(s) is bounded by the dual of its subgradient B∗(p). This inequality
translates to the electrical energy:
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Lemma 2.3. Assume (B1) and (B2). Let r > 0, Ω ⊂ R3 open, Lipschitz bounded.
Let ρ ∈ Ar(Ω), u ∈ L∞(Ω, {0, 1}), and let ψ ∈ H10 (Ω) be the unique maximizer of
Eelr (ρ, u) = sup
ψ∈H10 (Ω)
ˆ
Ω
Qrρψ − ε(u)
2r
|∇ψ|2 − u
r3
B(ψ) dx.
Then
ˆ
Ω
ε(u)
2r
|∇ψ|2 + uB(ψ) dx ≤ 1
min(c, 1)
Eelr (ρ, u).
Proof. We show that the maximizer ψ solves the differential inclusionQrρ+div(
ε(u)
r ∇ψ) ∈ ur3 ∂−B(ψ)
almost everywhere in Ω, in the sense that the left-hand side is in fact an L∞ function.
To see this, first note that by Lemma 2.2 we get ψ ∈ L∞, since Qrρ ∈ C∞c (Ω). By condition (B1),
there is a compact set K ⊂ R such that ∂−B(ψ(x)) ⊂ K for almost every x ∈ Ω.
Let ϕ ∈ C∞c (Ω) be a test function. Then by dominated convergence
lim
ε↘0
ˆ
Ω
uB(ψ + εϕ)− uB(ψ)
ε
dx = sup
p∈L∞(Ω,∂−B(ψ(·)))
ˆ
Ω
upϕdx.
Since ψ is the maximizer,
0 ≥ lim
ε↘0
Eelr (ρ, u, ψ + εϕ)− Eelr (ρ, u, ψ)
ε
(2.3)
=
〈
Qrρ+ div(
ε(u)
r
∇ψ), ϕ
〉
H−1,H10
− sup
p∈L∞(Ω,∂−B(ψ(·)))
ˆ
Ω
u
r3
pϕ dx.
If {pk} ⊂ L∞(Ω, ∂−B(ψ(·))) is a sequence, it is in particular bounded, and has a weak-∗ limit
p ∈ L∞(Ω, ∂−B(ψ(·))). Thus, the set of functions L∞(Ω, u(·)r3 ∂−B(ψ(·))) is a convex and closed
subset of H−1(Ω), and since H10 is a Hilbert space and in particular reflexive, the Hahn-Banach
theorem states in light of (2.3) that
Qrρ+ div(
ε(u)
r
∇ψ) ∈ L∞(Ω, u(·)
r3
∂−B(ψ(·))) ⊂ H−1(Ω).
We pick a function p ∈ L∞(Ω, ∂−B(ψ)·))) so that Qrρ+div( ε(u)r ∇ψ) = ur3 p. Note that p is unique
almost everywhere that u 6= 0 and arbirtrary elsewhere. Then by (B2)
ˆ
Ω
Qrρψ dx =
ˆ
Ω
u
r3
pψ − div(ε(u)
r
∇ψ)ψ dx
≥(1 + 1)
ˆ
Ω
ε(u)
2r
|∇ψ|2 dx+ (1 + c)
ˆ
Ω
u
r3
B(ψ) dx
≥(1 + min(c, 1))
ˆ
Ω
ε(u)
2r
|∇ψ|2 + u
r3
B(ψ) dx.
Subtracting the integral
´
Ω
ε(u)
2r |∇ψ|2 + ur3B(ψ) dx from both sides of the inequality yields the result.
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2.3 The Limit Energy
Here we define the self-energy density ϕ appearing in the subcritical Γ-limits 1.1, 1.2, and 1.3.
Definition 2.1. We define the function ϕ : RN → R by
ϕ(ξ) := inf
{
lim inf
k→∞
E1(ρk;R3)
zk
: ρk ∈ A1, zk > 0, ρk(R3)/zk → ξ
}
. (2.4)
Lemma 2.4. The function ϕ is positively 1-homogeneous and subadditive. If a is large enough then
ϕ is also coercive.
Proof. The positive 1-homogeneity follows from the definition. The only negative term in the energy
is ˆ
Ω
u(x)U1,ρ(x)
− dx.
Now U1.ρ depends linearly on ρ, and its negative part is integrable, so that for ρ ∈ A and a = 0 we
have E1(ρ,R3) ≥ −c|ρ|(R3). Choosing a > c, then E1(ρ,R3) ≥ (a − c)|ρ|(R3), and the coercivity
is inherited by ϕ. If ρk(R3)/zk → ξ, then ρk(R
3)
zk/α
→ αξ for α > 0, so ϕ(αξ) ≤ lim infk→∞ E1(ρk,R
3)
zk/α
,
so taking the infimum over all such sequences ϕ(αξ) ≤ αϕ(ξ). Also ϕ(ξ) ≤ 1αϕ(αξ), so that
ϕ(αξ) = αϕ(ξ).
To prove subadditivity, we first show that for any ρ1, ρ2 ∈ A1 and any δ > 0, there is ρ ∈ A1
with ρ(R3) = ρ1(R3) + ρ2(R3) and E1(ρ,R3) ≤ E(ρ1,R3) + E(ρ2,R3) + δ. To see this, consider
R > 0 and set ρ := ρ1 + T
]
Re1
ρ2, where T
]
Re1
ρ2 ∈ A1 is ρ2 translated by Re1. We see that
dist(supp ρ1, suppT
]
Re1
ρ2) ≥ R − R0 for some R0 ∈ R since both ρ1 and ρ2 have compact support,
so that, in particular, ρ ∈ A1, and clearly ρ(R3) = ρ1(R3) + ρ2(R3). Now consider the minimizing
u1, u2 : R3 → {0, 1} for ρ1 and ρ2 respectively, and set u := min(u1, u2(· −Re1)). Then
|Du| ≤ |Du1|+ |Du2| and
ˆ
R3
(1− u) dx ≤
ˆ
R3
(1− u1) dx+
ˆ
R3
(1− u2) dx.
Note that u1 and u2 are equal to 1 outside of a large ball B(0, R0). Then
ˆ
R3
uU1,ρ dx =
ˆ
R3
u(U1,ρ1 + U1,ρ2) dx
≥
ˆ
B(0,R/2)
(u1U1,ρ1 + u2U1,ρ2) dx−
ˆ
R3\B(0,R/2)
(
U−1,ρ1 + U
−
1,ρ2
)
dx
≥
ˆ
R3
(u1U1,ρ1 + u2U1,ρ2) dx− C(|ρ1|(R3) + ρ3|(R3))R−3,
due to the decay of U1,ρ.
This leaves us to estimate the electrical energy. Let ψ ∈ H10 (R3) be the maximizer. By Lemma
2.2 and the existence of a Green’s function that decays as 1|x| (see [15]) we have
|ψ(x)| ≤ C|x| +
C
|x−Re1|
as long as min(|x|, |x−Re1|) ≥ R4 , where C depends on ρ1 and ρ2.
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We now choose a large number 0  M  R4 , and pick one of the b R4M c annuli Ai = B(0, R4 +
iM) \B(0, R4 + (i− 1)M) for i = 1, . . . , b R4M c, for whichˆ
Ai
|∇ψ|2 dx ≤ 1b R4M c
ˆ
B(0,R2 )
|∇ψ|2 dx,
and define ψ1 := ψηi, where ηi ∈ C1c (B(0, R4 + iM)) is a cut-off function which is 1 in B(0, R4 + (i−
1)M), with |∇ηi| ≤ 2M , ηi ≤ 1. We see thatˆ
Ai
|∇ψ1|2 dx ≤2
ˆ
Ai
(
|∇ψ|2 + 4
M2
C
|x|
)
dx
≤4M
R
ˆ
B(0,R2 )
|∇ψ|2 dx+ C
M
.
We now do the same with an annulus around Re1 and obtain ψ2 which has similar estimates. If we
pick M large enough and R even larger, we get that
ˆ
R3
(
(Q1ρ1)ψ1 − ε(u)
2r
|∇ψ1|2 − u
r3
B(ψ1)
)
dx+
ˆ
R3
(
Q1(TRe1ρ2)ψ2 −
ε(u)
2r
|∇ψ2|2 − u
r3
B(ψ2)
)
dx
≥
ˆ
R3
Q1ρψ − ε(u)
2r
|∇ψ|2 − u
r3
B(ψ) dx− δ.
It follows that Eel1 (ρ) ≤ Eel1 (ρ1) + Eel2 (ρ2) + δ.
To show that the limit energy is subadditive, fix ξ1, ξ2 ∈ RN and assume that ρk1/zk1 → ξ1
and ρk2/z
k
2 → ξ2, with lim infk→∞ E1(ρ
k
1 ,R3)
zk1
= ϕ(ξ1) and lim infk→∞
E1(ρ
k
2 ,R3)
zk2
= ϕ(ξ2). Let zk :=
k(zk1 + z
k
2 ), n
k
1 := b zkzk1 c, n
k
2 := b z
k
zk2
c, where bzc denotes the largest integer less than z. Note that all
three sequences converge to infinity.
By the subadditivity above, there is ρk ∈ A1 such that ρk(R3) = nk1ρk1(R3) + nk2ρk2(R3) and
E1(ρ,R3) ≤ nk1E1(ρk1 ,R3) + nk2E1(ρk2 ,R3) + 1. Note that
lim
k→∞
ρk(R3)
zk
= lim
k→∞
ρk1
zk1
+ lim
k→∞
ρk2
zk2
= ξ1 + ξ2,
and
lim
k→∞
E1(ρk,R3)
zk
= lim
k→∞
E1(ρ
k
1 ,R3)
zk1
+ lim
k→∞
E1(ρ
k
2 ,R3)
zk2
= ϕ(ξ1) + ϕ(ξ2).
It follows that ϕ(ξ1 + ξ2) ≤ ϕ(ξ1) + ϕ(ξ2).
Remark 2.1. Let ϕ¯ : RN → R be defined by ϕ¯(ξ) := infρ∈A1(R3):ρ(R3)=ξ E1(ρ;R3). Then ϕ is the
positively 1-homogeneous, subadditive envelope of ϕ¯.
In the case where we assume well-separateness of different solutes i.e., we additionally assume in
the definition of Ar that admissible measures are single Diracs which have a distance 2δr  r, we
need the following result.
Lemma 2.5. Let i ∈ {1, . . . , N}. For the ith standard unit vector ei ∈ RN and a Dirac mass in 0,
δ0, let ρ = δ0ei. Then
lim
R→∞
Er(ρ;BR(0)) = lim
R→∞
min
u
max
ψ∈H10 (BR(0))
Er(ρ, u, ψR;BR(0)) = min
u
max
ψ∈H10 (R3)
Er(ρ, u, ψ;R3) = Er(ρ;R3).
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Proof. It always holds that Er(ρ;BR(0)) ≤ Er(ρ;R3) +
´
R3 U
i
LJ(x) dx.
For Er(ρ;R3) the optimal u is 1 outside a certain ball around zero. The corresponding optimizer
decays as 1|x| . Just as in the previous proof, we may cut-off this function on an annulus of thickness
L > 0 on which the gradient energy is small to produce a competitor which has only slightly more
energy but is compactly supported. Hence, for L → ∞ the corresponding energy converges to
Er(ρ;R3).
3 The Subcritical Regime for superquadratic B
In this section we prove Theorem 1.1 assuming that B satisfies (B1) and (B2).
Theorem. Assume that α(r)→∞ and α(r)r3 → 0. Then the functionals {Er/α(r)}r>0 Γ-converge,
in the topology ρr/α(r)
∗
⇀ ρ, to the limit energy E0 :M(Ω;R3)→ R ∪ {∞} defined by
E0(ρ) =
{´
Ω
ϕ
(
dρ
d|ρ|
)
d|ρ| if the vector-valued measure ρ is a nonnegative measure in each component,
+∞ otherwise,
where ϕ is defined in (2.4).
Proof of the Γ-lim sup. We first show that finite sums of vector-valued Dirac masses are energy-
dense. Let ρ ∈M(Ω,RN ) be any vector-valued Radon measure. For δ > 0 define
ρδ :=
∑
z∈δZ3∩Bδ−1 (0)
ρ(Qz,δ)δz,
where Qz,δ := z + [−δ/2, δ/2)3 is the half-open Voronoi cell of z. For a test function φ ∈ Cc(Ω,RN )
with modulus of continuity ω : [0,∞)→ [0,∞) we have, for δ small enough,
|〈φ, ρδ − ρ〉| ≤
∑
z∈δZ3∩Bδ−1 (0)
∣∣∣∣∣
ˆ
Qz,δ
φ · dρ− φ(z) · ρ(Qz,δ)
∣∣∣∣∣
≤
∑
z∈δZ3
ˆ
Qz,δ
|φ− φ(z)| d|ρ|
≤ω(
√
3δ)|ρ|(suppφ).
Since limr→0 ω(r) = 0, this shows that ρδ
∗
⇀ ρ.
Now to show that
lim sup
δ→0
E0(ρδ) ≤ E0(ρ),
by the convexity and positive 1-homogeneity of ϕ, we can use Jensen’s inequality for each Dirac
mass to obtain
E0(ρ) =
∑
z∈δZ3
ˆ
Qz,δ
ϕ
(
dρ
d|ρ|
)
d|ρ| ≥
∑
z∈δZ3∩Bδ−1 (0)
ϕ (ρ(Qz,δ)) = E0(ρδ).
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Together with the lower-semicontinuity of E0, this shows the energy-density of finite sums of Dirac
masses.
To find a competitor to Er close to
∑M
i=1 piδ(xi), we fix δ > 0 and find an almost optimal
competitor to the cell problem for pi, i.e., M admissible measures ρ1, . . . , ρM ∈ A1 and M positive
numbers z1, . . . , zM such that
M∑
i=1
∣∣∣∣ρi(Ω)zi − pi
∣∣∣∣ ≤ δ and M∑
i=1
(
E1(ρi)
zi
− ϕ(pi)
)
≤ δ.
Find R > 0 large enough so that all ρi are supported inside of BR(0), all optimal ui are identically
1 outside of BR(0), and
M∑
i=1
ˆ
Ω\BR(0)
U1,ρi dx ≥ −δ. (3.1)
Note that the optimal ui is necessarily 1 in the complement of any convex set A ⊆ Ω as long as the
Lennard-Jones potential U1,ρi is negative outside of A.
In order to obtain a competitor ρr ∈ Ar to Er such that ρr/α(r) is close in the vague topology
to
∑M
i=1 piδ(xi), we replace each piδ(xi) with Ni(r) ∈ N translated copies of ρi(·/r) arranged on a
lattice. Choose
Ni(r) := bα(r)
zi
c (3.2)
and a lattice spacing s(r) > 0 such that
s(r)
r
→∞, (3.3)
but
max
i=1,...,M
Ni(r)
1/3s(r)→ 0. (3.4)
Setting
s(r) :=
√
r
α(r)1/3
.
satisfies (3.3) and (3.4). Define
ρr :=
M∑
i=1
∑
z∈ZNi
ρi
( · − s(r)z
r
− xi
)
,
where ZN ⊆ Z3 is a set of size N with maxz∈ZN |z| ≤ N1/3.
Note that for every i the support of∑
z∈ZNi(r)
ρi
( · − s(r)z
r
− xi
)
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is contained in B(xi, s(r)Ni(r)
1/3). By (3.4) these balls are pairwise disjoint for r small enough and
their radii converge to 0 as r → 0 . Also, by the definition (3.2) of Ni(r), we have
ρr(B(xi, s(r)Ni(r)
1/3))
α(r)
=
Ni(r)ρi(Ω)
α(r)
→ ρi(Ω)
zi
,
hence
ρr
α(r)
∗
⇀
M∑
i=1
ρi(Ω)
zi
δ(xi),
which is close to the target distribution.
By (3.3), the lattice size is much larger than r. This allows us to define a global ur as
ur(x) :=
{
ui
(
x−s(r)z−xi
r
)
in B(xi + s(r)z, rR) for z ∈ ZNir,
1 elsewhere.
Now we want to estimate the energy
Er(ρr, ur) = sup
ψ
[
1
r3
ˆ
Ω
urUr,ρr dx+
1
r2
γ|Dur|+ 1
r3
β
ˆ
Ω
(1− ur) dx+ a|ρr| (3.5)
+
ˆ
Ω
(
(Qrρr)ψ − ε(ur)
2r
|∇ψ|2 − 1
r3
B(ψ)ur
)
dx
]
.
The local terms are nonpositive outside of the balls B(xi + s(r)z, rR), where Ur,ρr < 0. Inside the
balls, we have
1
α(r)
M∑
i=1
∑
z∈ZNi(r)
[
1
r3
ˆ
B(xi+s(r)z,rR)
urUr,ρr dx+
1
r2
γ|Dur|(B(xi + s(r)z, rR)) (3.6)
+
1
r3
β
ˆ
B(xi+s(r)z,rR)
(1− ur) dx+ a|ρr|(B(xi + s(r)z, rR))
]
=
1
α(r)
M∑
i=1
Ni(r)
ˆ
BR(0)
uiU1,ρi dx+ γ|Dui|(BR(0)) + β
ˆ
BR(0)
(1− ui) dx+ a|ρi|(BR(0)) + δ
≤
M∑
i=1
Ni(r)
α(r)
(ˆ
Ω
uiU1,ρi dx+ γ|Dui|(Ω) + β
ˆ
Ω
(1− ui) dx+ a|ρi|(Ω) + δ
)
,
where the inequality stems from the fact that the effect of all solutes outside of B(xi + s(r)z, rR)
on Ur,ρr is smaller than δ (see (3.1)), and we used the change of variables formula. In order to show
the Γ-lim sup inequality, it remains to control the nonlocal term in (3.5), namely
sup
ψ∈H10 (Ω)
ˆ
Ω
(
(Qrρr)ψ − ε(ur)
2r
|∇ψ|2 − 1
r3
B(ψ)ur
)
dx
=
ˆ
Ω
(
(Qrρr)ψr − ε(ur)
2r
|∇ψr|2 − 1
r3
B(ψr)ur
)
dx.
Here ψr ∈ H10 (Ω) is the unique maximizer, which, due to the convexity property (B2) of B, satisfiesˆ
Ω
(
ε(ur)
2r
|∇ψr|2 + 1
r3
B(ψr)ur
)
dx
≤c
ˆ
Ω
(
(Qrρr)ψr − ε(ur)
2r
|∇ψr|2 − 1
r3
B(ψr)ur
)
dx.
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We decompose ψr into multiple competitors ψr,i,z, one for each pair (i, z), with i = 1, . . . ,M , z ∈
ZNi(r). To do this, we cut ψr off in one of the annuli B(xi+s(r)z, r(R+j+1))\B(xi+s(r)z, r(R+j))
for j = 1 . . . , dδ−1e, defining
ψr,i,z(x) := ψr(x)ηj
(
x− xi − s(r)z
r
)
,
where ηj ∈ C∞c (R3) is a cut-off function with ηj = 1 in B(R + j), ηj = 0 outside of B(R + j + 1),
and ‖∇ηj‖L∞ ≤ 2.
Since the annuli B(xi + s(r)z, r(R + j + 1)) \ B(xi + s(r)z, r(R + j)) are pairwise disjoint for
different i, z, j for r small enough, we choose one j ∈ {1, . . . , dδ−1e} such that
M∑
i=1
∑
z∈Ni(r)
ˆ
B(xi+s(r)z,r(R+j+1))\B(xi+s(r)z,r(R+j))
(
ε(ur)
2r
|∇ψr|2 + 1
r3
B(ψr)ur
)
dx
≤δ
ˆ
Ω
(
ε(ur)
2r
|∇ψr|2 + 1
r3
B(ψr)ur
)
dx
≤cδ
ˆ
Ω
(
(Qrρr)ψr − ε(ur)
2r
|∇ψr|2 − 1
r3
B(ψr)ur
)
dx.
We estimate the Dirichlet energies of the cut-off versions ψr,i,z using (B1) and the product rule, to
obtain
M∑
i=1
∑
z∈Ni(r)
ˆ
Ω
(
ε(ur)
2r
|∇ψr,i,z|2 + 1
r3
B(ψr,i,z)ur
)
dx
≤(1 + 4cδ)
ˆ
Ω
(
ε(ur)
2r
|∇ψr|2 + 1
r3
B(ψr)ur
)
dx.
Note that the supports of the functions ψr,i,z are pairwise disjoint.
We define ψi,z(x) := ψr,i,z(
x−xi−s(r)z
r ), so that by the change of variable formula,
1
α(r)
ˆ
Ω
(
(Qrψr)ρr − ε(ur)
2r
|∇ψr|2 − 1
r3
B(ψr)ur
)
dx
≤ 1
α(r)
M∑
i=1
∑
z∈ZNi(r)
[ˆ
Ω
(
(Qrρr)ψr,i,z − ε(ur)
2r
|∇ψr,i,z|2 − 1
r3
B(ψr,i,z)ur
)
dx+ 4cδ
]
≤c˜δ + 1
α(r)
M∑
i=1
∑
z∈ZNi(r)
[ˆ
R3
(
(Q1ρi)ψi,z − ε(ui)
2
|∇ψi,z|2 −B(ψi,z)ui
)
dx
]
≤c˜δ +
M∑
i=1
Ni(r)
α(r)
sup
ψ
ˆ
R3
(
(Q1ρi)ψ − ε(ui)
2
|∇ψ|2 −B(ψ)ui
)
dx.
Since Ni(r)α(r) → zi, combining the last estimate with (3.6) we obtain
lim sup
r→0
Er(ρr, ur)
α(r)
≤
M∑
i=1
ϕ(pi) + c˜δ.
Taking a diagonal sequence in δ we get weak∗ convergence of ρrα(r) to
∑M
i=1 piδxi and we deduce
the upper bound inequality.
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Proof the Γ-lim inf. Here we cannot choose ρr, but are free to choose ψr. The key in the proof will
be to group most of the solutes in clusters and to construct an almost optimal ψ for the cluster
separately. The fact that B grows superquadratically will allow us to control the interaction with
the remaining solutes using the energy.
Let α(r)→∞, α(r)r3 → 0, and let {ρr}r>0 ∈ Ar be a family of RN -valued finite Radon measures
with ρr/α(r)
∗
⇀ ρ, with ur ∈ L∞(Ω, {0, 1}) the corresponding minimizer of Er(ρr, ·).
Take l = r1/3 and define the cubes around an offset lattice l(Z3 + z0) as Qz,z0,l,p = l(z + z0) +
[−p/2, p/2)3 for z ∈ Z3, so that for p = l the cubes form a partition of R3. Define for z0 ∈ [0, 1)3
the set
Az0,r := Ω \
⋃
z∈Z3
Qz,z0,r1/3,r1/3−r2/3 ,
which consists of a periodic arrangement of plates of thickness r2/3 oriented in the three cardinal
directions with spacing r1/3, intersected with Ω.
Choose z0 ∈ [0, 1)3 such that
ρr(Az0,r) ≤ Cr1/3α(r).
For every z ∈ Z3 we define the Voronoi cube Qz,r := Qz,z0,r1/3,r1/3 and the slightly smaller cube
qz,r := Qz,z0,r1/3,r1/3−r2/3 . Set ur : R
3 → {0, 1} as
ur :=
{
ur in Qz,z0,r1/3−r2/3+Lr,
1 elsewhere,
where L > 0 is chosen such that Ur,ρr ≤ 0 outside Qz,z0,r1/3−r2/3+Lr for all z ∈ Z3.
We modify ρr by removing charges close to ∂Ω and in Az0,r, with ρz,r := ρrxQz,z0,r1/3−r2/3 and
ρr :=
∑
z∈Z3 :Qz,r⊂Ω ρz,r.
We want to replace Er(ρr, ur) with Er(ρr, ur). Note that ur ≥ ur, which by itself decreases
most terms in the energy, except for the Lennard-Jones term 1r3
´
Ω
uUr,ρr dx and the total variation
γ
r2 |Du|(Ω).
The total variation of ur can be estimated by
|Dur|(Ω) ≤|Dur|(
⋃
z∈Z3
Qz,z0,r1/3−r2/3+Lr) + ‖Tur − 1‖L1(⋃z∈Z3 ∂Qz,z0,r1/3−r2/3+Lr)
≤|Dur|(Ω) +H2(Bz0,r),
where Tur ∈ L1loc(
⋃
z∈Z3 ∂Qz,z0,r1/3−r2/3+Lr) is the trace of ur from inside the cubesQz,z0,r1/3−r2/3+Lr,
and Bz0,r is the set of all points on
⋃
z∈Z3 ∂Qz,z0,r1/3−r2/3+Lr with u = 0 on the line segment pointing
outwards up to ∂Qz,z0,r1/3 ,
Bz0,r :=
{
x ∈
⋃
z∈Z3
∂Qz,z0,r1/3−r2/3+Lr : ur(x+ tνx) = 0 for H1-almost all t ∈ [0,
1
2
r2/3]
}
,
νx being the outer unit normal to ∂Qz,z0,r1/3−r2/3+Lr, which is well-defined H2-almost everywhere.
Using Fubini’s theorem, we estimate the H2-measure of Bz0,r by
H2(Bz0,r) ≤2r−2/3
ˆ
Az0,r
(1− ur) dx,
17
Figure 2: To study the Γ-lim inf, we remove all solutes in the outer region of each cube to obtain ρ and we set
u := 1 there. This may increase the energy only slightly. Then we cut off the electric potential to
obtain a competitor ψ to the cell problem for the limit energy ϕ(ρ(Q)).
so that
γ
r2
|Dur|(Ω) ≤ γ
r2
|Dur|(Ω) + 2γ r
1/3
r3
ˆ
Ω
(1− ur) dx. (3.7)
The Lennard-Jones term can be treated using the linearity of Ur,ρ with respect to ρ,
1
r3
ˆ
Ω
urUr,ρr − urUr,ρr dx =
1
r3
(ˆ
Ω
(ur − ur)Ur,ρr −
ˆ
Ω
urUr,ρr−ρr dx
)
(3.8)
≤|ρr − ρr|(Ω)
ˆ
R3
U−LJ(x) dx
≤Cr 13α(r),
which is much smaller than α(r).
We have estimated all the local terms in Er(ρr, ur), leaving the nonlocal electrical energy. Since
ur ≥ ur, we have
max
ψ
ˆ
Ω
Qrρrψ − ε(ur)
2r
|∇ψ|2 − 1
r3
urB(ψ) dx
≥
ˆ
Ω
Qrρrψr − ε(ur)
2r
|∇ψr|2 − 1
r3
urB(ψr) dx
for any ψr ∈ H10 (Ω).
We first choose a separate ψz,r for every z ∈ Z3, namely the maximizer of
ˆ
R3
Qrρz,rψ − ε(ur)
2r
|∇ψ|2 − 1
r3
urB(ψ) dx.
18
Now we use the convexity condition (B2) to get the estimate
ˆ
R3
ε(ur)
2r
|∇ψz,r|2 + 1
r3
urB(ψz,r) dx
≤c
ˆ
R3
Qrρz,rψz,r − ε(ur)
2r
|∇ψz,r|2 − 1
r3
urB(ψz,r) dx.
We can now cut off each ψz,r to get a function ψz,r in H
1
0 (Qz,z0,r1/3,r1/3), which we glue together.
As in the upper bound, we use the fact that ur = 1 in Qz,z0,r1/3,r1/3 \Qz,z0,r1/3,r1/3,r2/3/2, and choose
Nz,r ∈ {1, . . . , br−1/3/2c} such thatˆ
Q
z,z0,r
1/3,r1/3−Nz,rr\Qz,z0,r1/3,r1/3−(Nz,r+1)r
ε1
2r
|∇ψz,r|2 + 1
r3
B(ψz,r) dx
≤ 2r1/3
ˆ
Q
z,z0,r
1/3,r1/3
\Q
z,z0,r
1/3,r1/3,r2/3/2
ε1
2r
|∇ψz,r|2 + 1
r3
B(ψz,r) dx.
Take ηz,r ∈ C∞c (Qz,z0,r1/3,r1/3−Nz,rr) to be 1 inQz,z0,r1/3,r1/3−(Nz,r+1)r and with ‖∇ηz,r‖L∞ ≤ 2/r.
Setting ψz,r := ψz,rηz,r, we obtain
ˆ
R3
ε(ur)
2r
|∇ψz,r|2 + 1
r3
urB(ψz,r) dx ≤ (1 + 16r1/3)
ˆ
R3
ε(ur)
2r
|∇ψz,r|2 + 1
r3
urB(ψz,r) dx.
Since Qrρz,r is supported where ψz,r = ψz,r, the term
´
R3 Qrρz,rψz,r dx remains unchanged.
We define the global ψr :=
∑
z∈Z3 :Qz,r⊂Ω ψz,r ∈ H10 (Ω), which satisfiesˆ
Ω
ε(ur)
2r
|∇ψr|2 + 1
r3
urB(ψr) dx ≤ (1 + 16r1/3)
∑
z∈Z3
ˆ
R3
ε(ur)
2r
|∇ψz,r|2 + 1
r3
urB(ψz,r) dx. (3.9)
By (3.9), (3.8), (3.7) we see that
Er(ρr, ur, ψr) ≤ Er(ρr, ur, ψr) + o(α(r)) +
ˆ
Ω
Qr(ρr − ρr)ψr dx (3.10)
We claim that
´
Ω
Qr(ρr − ρr)ψr dx = o(α(r)). By (B1), find K > 0 such that B(x) ≥ 12 |x|2 for
all |x| ≥ K. Define ψrb := ψr1|ψr|≤K which is clearly bounded by K. Moreover, B(ψr − ψr
b
) ≥
|ψr − ψrb|2. For the bounded part of ψr we find the simple estimateˆ
Ω
Qr(ρr − ρr)ψrb dx ≤ CK|ρr − ρr|(Ω) = CK|ρr|(Az0,r) ≤ Cr
1
3α(r).
Hence, it remains to control
´
Ω
Qr(ρr − ρr)(ψr − ψrb) dx. Note that
ˆ
Ω
Qr(ρr − ρr)(ψr − ψrb) dx ≤ C‖Qr(ρr − ρr)‖1/2L∞ (|ρr − ρr|(Ω))1/2 ‖ψr − ψr
b‖L2(Az0,r).
Here we use the technical assumption of a solute concentration bound in the definition of Ar (see
(1.4)) to obtain
‖Qr(ρr − ρr)‖L∞ ≤ CM/r3.
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Again, by construction, we also have that |ρr − ρr|(Ω) = |ρr|(Az0,r) ≤ cr1/3α(r). To estimate the
L2-norm of ψr−ψrb on Az0,r, note first that wherever ur is 1, we can simply estimate |ψr−ψr
b|2 ≤
uB(ψr − ψrb). The only parts of Azo,r where ur might not be 1, are located in a neighborhood
of thickness Lr around the boundaries of the qz,r. Here, we can use Poincare´’s inequality to find
altogether
‖ψr − ψrb‖L2(Az0,r) ≤Cr3/2
√
1
r3
ˆ
Ω
urB(ψr − ψrb) dx+
ˆ
Ω
ε(ur)
2r
∣∣∣∇(ψr − ψrb)∣∣∣2 dx
≤Cr3/2
√
α(r),
and consequently
‖Qr(ρr − ρr)‖1/2L∞ (|ρr − ρr|(Ω))1/2 ‖ψr − ψr
b‖L2(Az0,r) ≤ Cr1/6α(r).
This proves the claim.
Hence, the energy Er(ρr, ur, ψr) can be localized to the different cubes Qz,z0,r1/3,r1/3 , where ψr =
ψz,r has not much less energy than the maximizer ψz,r by (3.9). We have∑
z∈Z3 :Qz,r⊂Ω
ϕ(ρz,r(Ω))
≤
∑
z∈Z3 :Qz,r⊂Ω
Er(ρz,r, ur, ψz,r)
≤Er(ρr, ur, ψr) + 16cr1/3
∑
z∈Z3 :Qz,r⊂Ω
ˆ
R3
(
ε(ur)
2r
|∇ψz,r|2 + 1
r3
urB(ψz,r)
)
dx
≤max
ψ
Er(ρr, ur, ψ) + o(α(r)) + 16c
2r1/3
∑
z∈Z3 :Qz,r⊂Ω
ˆ
R3
(
Qrρz,rψz,r − ε(ur)
2r
|∇ψz,r|2 − 1
r3
urB(ψz,r)
)
dx,
where in the last inequality we used (3.10), and once again the conditions (B1) and (B2). Now∑
z∈Z3 :Qz,r⊂Ω
ˆ
R3
(
Qrρz,rψz,r − ε(ur)
2r
|∇ψz,r|2 − 1
r3
urB(ψz,r)
)
dx ≤ C|ρ|(Ω) ≤ Cα(r).
The sum of the ϕ(ρz,r(Ω)) can be written as∑
z∈Z3 :Qz,r⊂Ω
ϕ(ρz,r(Ω)) = E0(ρr),
where ρr :=
∑
z∈Z3 :Qz,r⊂Ω ρz,r(Ω)δz+z0 .
We have ρr/α(r)
∗
⇀ ρ since ρr/α(r)
∗
⇀ ρ. Since E0 is positively 1-homogeneous and vaguely lower
semi-continuous (see Lemma 2.4), we conclude that
E0(ρ) ≤ lim inf
r→0
E0(ρr)
α(r)
≤ lim inf
r→0
maxψ Er(ρr, ur, ψ) + o(α(r))
α(r)
= lim inf
r→0
Er(ρr, ur)
α(r)
.
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4 The Case B = 0
In this section, we consider the energy without ionic effect i.e., B = 0. Unlike in the case with an
ionic effect, in this section the electrical energy consists of two competing effects, the self-energy of
each solute ion and the electrical interaction of the different solutes. Both occur on different scales
which leads to three different scaling regimes depending on the scaling law of r and the number of
solutes α(r) (see Subsection 1.2).
4.1 The Subcritical Regime
In this section we assume that α(r)r → 0. By the heuristics discussed in Subsection 1.2 the self-
energy dominates the interaction energy in this regime. Indeed, in this section we prove Theorem
1.2, i.e, we show that the rescaled energy Erα(r) where Er is defined as in (1.5) Γ-converges with
respect to vague convergence of ρrα(r) in M(Ω;RN ) to the energy Esub :M(Ω,RN )→ [0,∞] defined
by
Esub(ρ) =
{´
Ω
ϕ
(
dρ
d|ρ|
)
d|ρ| if each component of the vector-valued measure ρ is nonnegative ,
+∞ otherwise.
The proof is split into Propositions 4.1, 4.2, and 4.3.
We start with the compactness result which is immediate as the energy Er(ρr) contains the total
variation of the measure ρr.
Proposition 4.1 (Compactness). Let r → 0 and α(r) → ∞ such that α(r)r → 0. Assume that
a > 0 is so large that Er(ρ) ≥ c|ρ|(Ω) for some c > 0. Let {ρr}r>0 be a sequence of measures such
that Er(ρr) ≤ Cα(r) for a universal constant C > 0. Then there exists a measure ρ ∈ M(Ω;RN )
such that ρi is a nonnegative measure for all i = 1, . . . , N and up to a subsequence it holds
ρr
α(r)
∗
⇀ ρ in M(Ω).
Proof. By the assumptions it follows directly that |ρr|(Ω) . α(r). Then the existence of the conver-
gent subsequence is classical.
Remark 4.1. If one assumes that all solute molecules are separated at scale r then one can use an
argument similar to the heuristics to prove compactness even for a = 0 provided that the integral
of each Lennard-Jones potential is not too negative.
Next, we show the lim inf-inequality. We start with a lemma which allows us to find a clustering
of the solutes whose interaction is negligible as r → 0.
Lemma 4.1. Let L > 0, ur : Ω → {0, 1}, ρr =
∑N
i=1
∑mi
j=1 eiδxi,j for points x
i,j ∈ Ω , and
M =
∑N
i=1m
i. Then there exists C > 0 such that for all δ > 2Lr there exist disjoint half-open cubes
(Qk)k of sidelength δ and cubes (Q˜k)k with the same centers and sidelength δ + 2Lr such that
1. supp(ρr) ⊆
⋃
kQk,
2.
∑
k
∑
xi,j∈Qk,xi′,j′ /∈Qk
1
|xi,j−xi′,j′ | ≤ CM
2
δ ,
3.
∑
i
´
(Q˜i\Qi)∩Ω r
−2β|Dur|+ r−3γ(1− ur) dx ≤ C Lrδ
´
Ω
r−2β|Dur|+ r−3γ(1− ur) dx.
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Proof. For z ∈ R3 we define Qz,δ := z + [−δ/2, δ/2)3. Notice that given x, y ∈ Ω, if x ∈ Qz,δ
and y /∈ Qz,δ, then z ∈ Qx,δ and at least one component zj of z lies in an interval of length less
than |xj − yj | ≤ |x − y|. Hence, the measure of all z’s having this property can be estimated by
3 min{|x− y|, δ}δ2. Therefore,
ˆ
[0,δ)3
∑
k∈δZ3
∑
xi,j∈Qk+z,δ,xi′,j′ /∈Qk+z,δ
1
|xi,j − xi′,j′ | dz
≤3
∑
xi,j ,xi′,j′
min{δ, |xi,j − xi′,j′ |}δ2
|xi,j − xi′,j′ |
≤3M2 δ2.
Therefore, for a subset of [0, δ)3 of measure 34δ
3 we have the inequality
∑
k
∑
xi,j∈Qk,xi′,j′ /∈Qk
1
|xi,j − xi′,j′ | ≤ 4
M2
δ
. (4.1)
Next, note that a similar argument shows that
ˆ δ
0
∑
k∈Z
ˆ
((s−δ/2+δk−Lr,s−δ/2+δk)×R2∪(s+δ/2+δk,s+δ/2+δk+Lr)×R2)∩Ω
r−2β|Dur|+ r−3γ(1− ur) dx ds
≤2Lr
ˆ
Ω
r−2β|Dur|+ r−3γ(1− ur) dx.
Repeating the same argument in the other two cardinal directions and combining shows that for a
subset of [0, δ)3 of measure 34δ
3 it holds
ˆ
(Qk+z,δ+2Lr\Qk+z,δ)∩Ω
r−2β|Dur|+ r−3γ(1− ur) dx ≤ CLr
δ
ˆ
Ω
r−2β|Dur|+ r−3γ(1− ur) dx (4.2)
In particular, there exist z ∈ [0, δ)3 such that (4.1) and (4.2) are satisfied.
Now we are ready to show the lim inf-inequality.
Proposition 4.2. Let r → 0. Let α(r) → ∞ such that α(r)r → 0. Assume that ρrα(r)
∗
⇀ ρ in
M(Ω;RN ). Then
lim inf
r→0
1
α(r)
Er(ρr) ≥
ˆ
Ω
ϕ
(
dρ
d|ρ|
)
d|ρ|.
Proof. First, we may assume that lim infr→0 1α(r)Er(ρr) = limr→0Er(ρr) and sup
1
α(r)Er(ρr) < ∞.
Then, by the compactness result, we know that each component of ρ is a nonnegative. Moreover,
it follows that ρr ∈ Ar(Ω). We write ρr =
∑N
i=1
∑mir
j=1 eiδxi,jr . By the convergence of
ρr
α(r) it holds
that
∑N
i=1m
i
r ≤ Cα(r). Moreover, by Lemma 2.1 let ur : Ω→ {0, 1} such that Er(ρr) = Er(ρr, ur)
which we extend by 1 to R3.
Next, let let δr ↘ 0 such that α(r)rδr → 0 and δrr → ∞, and L > 1 such that Ur,ρr (x) ≤ 0 for all
x /∈ BLr(supp(ρr)). Applying Lemma 4.1 for L and δr yields the existence of disjoint cubes (Qrk)k
of sidelength δr and cubes Q˜
r
k of sidelength δr + 2Lr such that supp(ρr) ⊆
⋃
kQ
r
k and
(i)
∑
k
∑
xi,jr∈Qk,xi′,j′r /∈Qk
1
|xi,j−xi′,j′ | ≤ C
α(r)2
δr
,
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(ii)
∑
i
´
(Q˜i\Qi)∩Ω r
−2β|Dur|+ r−3γ(1− ur) dx ≤ C Lrδr
´
Ω
r−2β|Dur|+ r−3γ(1− ur) dx.
Define G = {Qrk : dist(Qrk, ∂Ω) ≥ δr} and
Ar =
⋃
Qrk∈G
Qrk.
Then, for i, j such that xi,jr ∈ Ar let ψi,jr be the solution to −div
(
ε(ur)
r ∇ψ
)
= Qr(eiδxi,jr ). By [15]
we can write
ψi,jr (y) =
ˆ
R3
Qr(eiδxi,jr )(y)K
i,j
r (x, y) dy,
where Ki,jr is the fundamental solution for the translated ε(ur) and satisfies |Ki,jr | ≤ C r|x−xi,jr | for a
constant which does neither depend on r nor i, j. In particular, we find from the L∞-bounds and
compact support of φi that
|ψi,jr (x)| ≤ Cr
ˆ
R3
r−3|φi|
(
y − xi,jr
r3
)
1
|xi,jr + x− y|
dy . Cr
 
BLr(x
i,j
r )
1
|x− y| dy . C
r
|x− xi,jr |
.
(4.3)
Using this bound, a similar argument shows that for all xi,jr and x
l,m
r ∈ Ar it holds thatˆ
R3
|Qr(eiδxi,jr )(y)||ψl,mr |(y) dy .
r
|xi,jr − xl,mr |
.
Hence, we derive from (i) that∑
Qrk
∑
xi,jr ∈Qrk
∑
xl,mr ∈Ar,xl,mr /∈Qrk
ˆ
R3
|Qr(eiδxi,jr )(y)||ψl,mr |(y) dy ≤ C
α(r)2
δr
→ 0 as r → 0. (4.4)
We define
ψkr :=
∑
xi,jr ∈Qrk
ψi,jr and ψr :=
∑
Qrk∈G
ψkr :=
∑
xi,jr ∈Ar
ψi,jr .
Then (4.3) and the definition of Ar yield that for all x ∈ ∂Ω it holds that |ψr(x)| ≤ C α(r)rδr → 0
as r → 0. Hence, if we define Rr ∈ H1(Ω) to be the solution to −div
(
ε(ur)
r ∇Rr
)
= 0 and
Rr(x) = −ψr(x) for all x ∈ ∂Ω it follows by the maximum principle that Rr → 0 uniformly in Ω.
Integration by parts shows for the electrical energy that
Eelr (ρr, ur) ≥
ˆ
Ω
Qrρr(ψr +Rr)− ε(ur)
2r
|∇(ψr +Rr)|2 dx
=
1
2
ˆ
Ω
Qrρr(ψr +Rr)dx+
1
2
ˆ
Ω
∑
xi,jr /∈Ar
Qr(eiδxi,jr )(ψr +Rr) dx
=
1
2
ˆ
Ω
(Qrρr +
∑
xi,jr /∈Ar
Qr(eiδxi,jr ))Rr dx+
1
2
ˆ
Ω
∑
Qrk∈G
Qr((ρr)|Qrk)ψ
k
r dx
+
1
2
ˆ
Ω
∑
Qrk∈G
∑
xi,jr ∈Qrk,xl,mr /∈Qrk
Qr(eiδxi,jr )ψ
l,m
r dx
+
1
2
ˆ
Ω
∑
Qrk
∑
xi,jr ∈Qrk
∑
xl,mr /∈ Qrk, xl,mr ∈ ArQr(eiδxi,jr )ψl,mr dx
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First note for the first term divided by α(r) goes to zero since the occurring measure divided by
α(r) is bounded in total variation and Rr goes to zero uniformly. By (4.4) also the third and fourth
term divided by α(r) converges to zero as r → 0. Hence,
Eelr (ρr, ur) ≥
1
2
ˆ
Ω
∑
Qrk∈G
Qr((ρr)|Qrk)ψ
k
r dx+ o(α(r))
=
∑
Qrk∈G
ˆ
R3
Qr((ρr)|Qrk)ψ
k
r −
ε(ur)
2
|∇ψkr |2 dx+ o(α(r))
=
∑
Qrk∈G
Eelr ((ρr)|Qrk , ur;R
3) + o(α(r)).
Assuming that a > 0 is large enough such that the total variation of the measure outside
⋃
Qrk∈G Q
r
k
compensates the potential negativeness of the corresponding Lennard-Jones term this yields for the
full energy
E(ρr) ≥o(α(r)) +
∑
Qrk∈G
a|ρr|(Qrk) + r−3β
ˆ
Qrk
(1− ur) dx+ r−2γ|Dur|(Qrk) + r−3
ˆ
R3
Ur,(ρr)|Qr
k
(x)ur(x) dx
+ Eelr ((ρr)|Qrk , ur;R
3).
Finally, let us fix a cube Qrk ∈ G. We define u˜kr : R3 → {0, 1} by
u˜kr (x) =
{
ur(x) if x ∈ Q˜rk,
1 else,
where Q˜rk is the cube as constructed above with sidelength δr + 2Lr and the same center as Q
r
k
where L > 1 was defined to be so that Ur,(ρr)|Qr
k
≤ 0 outside Q˜rk. We see immediately that
r−3β
ˆ
R3
(1− u˜kr ) dx+ r−3
ˆ
R3
Ur,(ρr)|Qr
k
(x)u˜kr (x) dx+ E
el
r ((ρr)|Qrk , u˜
k
r ;R3)
≤r−3β
ˆ
Q˜kr
(1− ur) dx+ r−3
ˆ
R3
Ur,(ρr)|Qr
k
(x)ur(x) dx+ E
el
r ((ρr)|Qrk , ur;R
3).
Moreover, we can argue as in (3.7) in the proof of the lower bound in the case where B satisfies (B1)
and (B2) that
|Du˜kr |(R3) ≤ |Dur|(Q˜rk) +
C
r
ˆ
Q˜rk\Qrk
(1− ur) dx.
Hence, we find since
∑
Qrk∈G |Dur|(Q˜
r
k \Qrk) +
´
Q˜rk\Qrk(1− ur) dx .
Lr
δr
α(r) that
Er(ρr) ≥ o(α(r)) + Er((ρr)|Qrk , u˜kr ;R3) ≥ o(α(r)) + Er((ρr)|Qrk ;R3). (4.5)
Define ρ˜r =
∑
Qrk∈G ρ(Q
r
k)δxrk where x
r
k is the center of Q
r
k. Then also
ρ˜r
α(r)
∗
⇀ ρ in M(Ω;RN ).
Moreover, by definition of the self-energy ϕ, Lemma 2.4, and Reshetnyak’s theorem it follows from
(4.5) that
lim inf
r→0
1
α(r)
Er(ρr) ≥ lim inf
r→0
ˆ
Ω
ϕ
(
dρ˜r
d|ρ˜r|
)
d|ρ˜r|+ o(1).
≥
ˆ
Ω
ϕ
(
dρ
d|ρ|
)
d|ρ|.
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Ω x
Figure 3: Sketch of the construction for ρr. Each collection of red, blue, and green dots represents a translated
rescaled optimal measure µ.
Finally, we prove the existence of a recovery sequence for the energy Esub. The construction is
very similar to the case with a superquadratic B as the constructed approximating sequence is dilute
enough to neglect the interactions of the different occurring electrical fields.
Proposition 4.3. Let r → 0 and α(r)→∞ such that α(r)r → 0. Let ρ ∈ M(Ω;RN ). Then there
exists a sequence of measures {ρr}r>0 ⊆M(Ω;RN ) such that ρrα(r)
∗
⇀ ρ in M(Ω;RN ) and
lim sup
r→0
1
α(r)
Er(ρr) ≤
ˆ
Ω
ϕ
(
dρ
d|ρ|
)
d|ρ|.
Proof. We divide the proof in three steps. For simplicity, we first prove the existence of a recovery
sequence for a single a Dirac measure. This construction is then easily used for sums of Dirac
measures. Finally, we finish the proof by a classical energy density argument which is also recalled
in the case B 6= 0.
Step 1: ρ = ξδx for some ξ ∈ RN , ξi ≥ 0 for all i = 1, . . . , N and x ∈ Ω.
Let δ > 0. First, by the definition of ϕ there exists µ ∈ A1(Ω) and z > 0 such that∣∣∣∣µ(R3)z − ξ
∣∣∣∣ ≤ δ and E1(µ)z − ϕ(ξ) ≤ δ.
Next, let R > 0 such that µ is supported in BR(0) and it holdsˆ
R3\BR(0)
U1,µ dx ≥ −δ.
We define N(r) = bα(r)z c and the lattice spacing s(r) = r
1
3 . It follows that s(r)r → ∞ and
N(r)s(r)3 → 0 as r → 0. The competitor ρr is then defined by
ρr =
∑
l∈ZN(r)
ρlr =
∑
l∈ZN(r)
µ
( · − s(r)l − x
r
)
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where ZN ⊆ Z3 is a set of size N with maxl∈ZN |l| ≤ N
1
3 .
Then, one can check that ρr ∈ Ar(Ω) for r > 0 small enough and as r → 0 we find that ρrα(r)
∗
⇀
µ(R3)
z δx which is close to ρ in total variation. Next, let (u, ψ) be a minimax pair for E1(µ;R
3). Note
that (by possibly enlarging R) we may assume that u = 1 outside BR(0). We define ur : Ω→ {0, 1}
to be
ur(y) =
{
u
(
y−s(r)l−x
r
)
if y ∈ BrR(x+ ls(r)) for some l ∈ ZN(r),
1 else.
Using a similar argument as in the lower bound for B 6= 0, (3.7) for the total variation term, one
shows for the local terms of the energy Er(ρr, ur) that
1
α(r)
1
r3
ˆ
Ω
urUr,ρr dx+
1
r2
γ|Dur|(Ω) + 1
r3
β
ˆ
Ω
(1− ur) dx+ a|ρr|(Ω)
≤N(r)
α(r)
(ˆ
R3
uU1,µ dx+ γ|Du|(R3) + β
ˆ
R3
(1− u) dx+ a|µ|(R3) + δ + o(1)
)
(4.6)
Note that we used that the Lennard-Jones term is non-positive outside the balls with radius Rr.
Next, we consider the electrical energy. For l ∈ ZN(r) let ψlr be the unique solution to−div ε(ur)2r ∇ψlr =
Qrµ
(
·−s(r)l
r − x
)
in R3 such that ψl → 0 as |x| → ∞. Here, we extend ur by 1 outside Ω. Then∑
l∈ZN(r) ψ
l
r solves − div ε(ur)2r
∑
l∈ZN(r) ∇ψlr = Qrρr.
Hence, the optimal ψr for E1(ρr, ur) is given by ψr =
∑
l∈ZN(r) ψ
l
r+Tr where Tr satisfies−div ε(ur)2r ∇Tr =
0 and corrects the boundary conditions appropriately. From [15], we know that there exists a Green’s
function Kr for −divx ε(ur)r Kr(x, y) = δy satisfying Kr(x, y) ≤ Cr|x−y|−1, where the constant does
not depend on r (in fact the constant only depends on the maximal values of ε(ur)). Consequently,
there exist constants L > 0, C > 0 such that for all l ∈ Zn we have |ψlr(x)| ≤ C r|x| for all |x| ≥ Lr.
Therefore, we find that for x ∈ ∂Ω it holds for r small enough that |Tr(x)| ≤ 2Cα(r) rdist(x,∂Ω) → 0
as r → 0. By the maximum principle, it follows that Tr → 0 uniformly in Ω.
This proves for the electrical energy that
Eelr (ρr) =
ˆ
Ω
Qrρr ψr − ε(ur)
2r
|∇ψr|2 dx
=
1
2
ˆ
Ω
QrρrTr dx+
1
2
ˆ
Ω
Qrρr
∑
l∈ZN(r)
ψli dx
=
1
2
ˆ
Ω
Qrρr
∑
l∈ZN(r)
ψli dx+ o(α(r)).
Next, we show that the interaction between the different terms is negligible. Let L > 0 and fix
y ∈ BLr(x+ s(r)l) for some l ∈ ZN(r). Then
|
∑
l′ 6=l
ψlr(y)| =
d(log2N(r)
1
3 )e∑
k=1
∑
2k−1≤|l−l′|<2k
|ψlr(y)|
.
dlog2N(r)
1
3 )e∑
k=1
23k
r
s(r)2k−1
. r
s(r)
N(r)
2
3 ≈ (rα(r)) 23 → 0 as r → 0.
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As the measures Qrρ
l
r are compactly supported on scale r, this implies
Eelr (ρr) =
∑
l∈ZN(r)
ˆ
Ω
1
2
Qrρ
l
rψ
r
l + o(α(r))
=
∑
l∈ZN(r)
ˆ
R3
Qrρ
l
rψ
r
l −
ε(ur)
2r
|∇ψlr|2 dx+ o(α(r)) (4.7)
This is not yet the rescaled electrical part of the energy E1(µ) since ur is only locally the translated
and rescaled optimal u for µ. In the following we show that we can localize the optimal ψ to the
region where ur equals the rescaled and translated optimal u without creating too much energy.
First, notice that for fixed l the function ur(y) = u
(
y−s(r)l−x
r
)
is simply the rescaled and translated
optimal u for the single measure µ in a ball with radius γr ≈ r
1
3
2 around x+ s(r)l.
For each η > 0 and r small enough we can find a k ∈ {2, . . . , dηγre} such thatˆ
Bkη−1r(x+s(r)l)\B(k−1)η−1r(x+s(r)l)
ε(ur)
2r
|∇ψrl |2 dx ≤ Cηr
1
3
ˆ
R3
ε(ur)
2r
|∇ψrl |2 dx.
If we let ϕl = 1 on B(k−1)η−1r(x+ s(r)l) and ϕl = 0 on Bkη−1r(x+ s(r)l) such that |∇ϕl| ≤ 2ηr thenˆ
Bkη−1r(x+s(r)l)\B(k−1)η−1r(x+s(r)l)
ε(ur)
2r
|∇(ψrl ϕl)|2 dx
≤2
ˆ
Bkη−1r(x+s(r)l)\B(k−1)η−1r(x+s(r)l)
ε(ur)
2r
|∇ψrl |2 +
ε(ur)
2r
|ψrl |2
4η2
r2
dx
Using that |ψrl | . r|y−x−s(r)l| we derive thatˆ
Bkη−1r(x+s(r)l)\B(k−1)η−1r(x+s(r)l)
ε(ur)
2r
|∇(ψrl ϕl)|2 dx ≤ ηr
1
3
ˆ
R3
ε(ur)
2r
|∇ψlr|2 dx+ Cη.
As ψrl ϕl is now supported in Bγr (x + s(r)l) in which ur just equals the translated and rescaled
optimal u for µ, we find that for r small enoughˆ
R3
Qrρ
l
rψ
r
l −
ε(ur)
2r
|∇ψlr|2 dx ≤
1
1− ηr 13 E1(µ, u;B
γr
r
(0)) + η ≤ 1
1− ηr 13 E1(µ, u;R
3) + η.
For the last inequality simply notice that a competitor on B γr
r
(0) can always be extended by zero to
a competitor on R3. Hence, we observe that combining (4.6), (4.7), and noticing that E1(µ, u;R3) =
E1(µ;R3) by definition of u yields
lim sup
r→0
1
α(r)
Er(ρr) ≤ lim
r→0
N(r)
α(r)
(E1(µ) + η + δ) =
1
z
(E1(µ) + η + δ) ≤ ϕ(ξ) + (1 + 1/z)(δ + η).
As µ is close to ρ in total variation, we can find a diagonal sequence satisfying the desired lim sup-
inequality.
Step 2: ρ =
∑L
i=1 ξiδxi for some ξ ∈ RN , xi ∈ Ω.
Using the approximating sequences for each Dirac mass, one can show similarly to step 1 that the
interaction between the different sequences is negligible in the limit as r → 0.
Step 3: The general case ρ ∈M(Ω;RN ).
The general case follows as weighted sums of Dirac masses are energy-dense in M(Ω;RN ), see also
the proof of the upper bound in the case B 6= 0.
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4.2 The Critical Regime
In this section we assume that α(r)r → α ∈ (0,∞). Here, we need the further technical assumption
of well-separateness of solutes to prove the Γ-convergence result. We define the admissible solute
distributions by
A˜r(Ω) =

N∑
i=1
mi∑
j=1
eiδxi,j ∈ Ar : |xi,j − xi
′,j′ | ≥ 2δr,dist(xi,j , ∂Ω) ≥ δr
 ,
where δr → 0 such that δrr →∞ and δ3rα(r)→ 0.
We then define the energy E˜r :M(Ω;RN )→ R ∪ {∞} by
E˜r(ρ) =
{
Er(ρ) if ρ ∈ A˜r(Ω),
+∞ else.
In the following we show Theorem 1.3, i.e., we prove that the rescaled energy E˜rα(r) Γ-converges
with respect to vague convergence of ρrα(r) in M(Ω;RN ) to the energy Ecrit : M(Ω,RN ) → [0,∞]
defined by
Ecrit(ρ) =

α
2ε(1) ‖Q0ρ‖2H−1 +
∑N
i=1E1(eiδ0;R3)|ρi|(Ω) if Q0ρ ∈ H−1(Ω;RM ) and ρ is a
nonnegative measure in each component,
+∞ else.
The proof will be given in the Propositions 4.5 and 4.6.
Again, we start with the compactness result.
Proposition 4.4 (Compactness). Let α(r) → ∞ such that rα(r) → α ∈ (0,∞). Moreover, let
{ρr}r>0 ⊆ M(Ω;RN ) such that supr 1α(r)Er(ρr) ≤ C < ∞. If E1(eiδ0;R3) > 0 for all i = 1, . . . , N
then there exists a (not relabeled) subsequence and ρ ∈M(Ω) such that
ρr
α(r)
∗
⇀ ρ in M(Ω;RN ) and Qrρr
α(r)
⇀ Q0ρ in H
−1(Ω).
Proof. As supr
1
α(r)Er(ρr) ≤ C, clearly ρr ∈ A˜r(Ω) and hence E˜r(ρr) = Er(ρr). We write ρr =∑N
i=1
∑mir
j=1 eiδxi,jr .
Fix 0 < η < 13 miniE1(eiδ0;BL(0)) > 0 and, by Lemma 2.5, let L > 0 such that E1(eiδ0;BL(0)) ≥
E1(eiδ0;R3)− η and
´
R3\BL(0) 1{Ui<0}Ui(x), dx ≥ −η. Moreover, let ψi ∈ H10 (BL(0)) such that
E1(eiδ0;BL(0)) = inf
u
E1(eiδ0u, ψ
i;BL(0))
which we extend by 0 to R3. We define ψi,jr (x) = ψi
(
x−xi,jr
r
)
and ψr =
∑
i,j ψ
i,j
r . For ur : Ω→ {0, 1}
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such that Er(ρr) = Er(ρ, ur) we find
Er(ρr) ≥
ˆ
Ω
≥
N∑
i=1
mir∑
j=1
Er(eiδxi,jr , ur, ψ
i,j
r ;BLr(x
i,j
r ))−
ˆ
R3\BL(supp(ρr))
U−ρr,1(x) dx
≥
N∑
i=1
|ρir|(Ω)
(
Er(eiδxi,jr ;BLr(x
i,j
r ))− η
)
=
N∑
i=1
|ρir|(Ω) (E1(eiδ0;BL(0))− η)
≥
N∑
i=1
|ρir|(Ω)
(
E1(eiδ0;R3)− 2η
)
≥ c
N∑
i=1
|ρir|(Ω)
Hence, ρrα(r) is bounded in M(Ω;RN ).
On the other hand, for ψr ∈ H10 (Ω) solving −ε(1)r ∆ψr = Qrρr and an optimal ur for ρr we find that
Er(ρr) ≥ −
ˆ
R3
U−ρr,1(x) dx+
ˆ
Ω
Qrρr − ε(ur)
2r
|∇ψr|2 dx
≥ −Cα(r) +
ˆ
Ω
Qrρr − ε(1)
2r
|∇ψr|2 dx
≥ −Cα(r) + r
2ε(1)
‖Qrρr‖2H−1 .
Hence, ‖Qrρr‖2H−1 ≤ C α(r)r ≤ C˜α(r)2. Therefore, there exists a (not relabeled) subsequence such
that ρrα(r) converges vaguely in M(Ω;RN ) to some ρ ∈ M(Ω;RN ) —which is clearly nonnegative—
and Qrρrα(r) converges weakly in H
−1(Ω) to some f ∈ H−1(Ω) . Testing shows f = Q0ρ.
Proposition 4.5. Let Ω ⊆ R3 open bounded with Lipschitz boundary and α(r) → ∞ such that
rα(r) → α ∈ (0,∞). Moreover, let ρ ∈ (Ω) and (ρr)r ⊆ M(Ω). Assume that ρrα(r)
∗
⇀ ρ in
M(Ω;RN ). Then
lim inf
n→∞
1
α(r)
Er(ρr) ≥ α
2ε(1)
‖ρ‖2H−1(Ω) +
N∑
k=1
E1(eiδ0;R3)|ρi|(Ω).
Proof. We may assume that lim infr→0 1α(r)Er(ρr) = limr→0
1
α(r)Er(ρr) and sup
1
α(r)Er(ρr) < ∞.
Then by the compactness statement we derive (for a not-relabeled subsequence) the weak conver-
gence Qrρrα(r) ⇀ Q0ρ in H
−1(Ω).
Moreover, ρr ∈ A˜r(Ω). We write ρr =
∑N
i=1
∑mir
j=1 eiδxi,jr . Let ur : Ω → {0, 1} be such that
Er(ρr) = Er(ρr, ur).
Fix η > 0. By Lemma 2.5, there exists L > 1 such that for all i ∈ {1, . . . , N} it holds
E1(eiδ0;BL(0)) ≥ E1(eiδ0;R3)− η and
ˆ
R3\BL(0)
1{Ui<0}Ui(x), dx ≥ −η.
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Next, let ψi such that E1(eiδ0;BL(0)) = infuE1(eiδ0, u, ψ
i;BL(0)). We extend ψ
i by 0 and define
ψi,jr = ψ
i
( ·−xi,jr
r
)
.
Moreover, we define ψr =
∑N
i=1
∑mir
j=1 ψ
i,j
r + rα(r)R where R ∈ H10 (Ω) solves −ε(1)∆R = Q0ρ.
As the supports of the ψi,jr are disjoint for r small enough, we observe
Er(ρr) ≥Er(ρr, ur, ψr)
≥
N∑
i=1
mir∑
j=1
[
Er(eiδxi,jr , ur, ψ
i,j
r ;BLr(x
i,j
r ))− r−3
ˆ
Ω\BLr(xi,jr )
U iLJ
(
x− xi,jr
r
)
dx
]
+
ˆ
Ω
Qrρr rα(r)R− ε(ur)
2r
r2α(r)2|∇R|2 dx−
ˆ
Ω
ε(ur)
r
∇
 N∑
i=1
mir∑
j=1
ψi,jr
 · ∇(rα(r)R) dx
≥
N∑
i=1
[
(E1(eiδ0;BL(0))− η) |ρir|(Ω)
]
+
ˆ
Ω
Qrρr rα(r)R− ε(1)
2r
r2α(r)2|∇R|2 dx
−
ˆ
Ω
ε(ur)
r
∇
 N∑
i=1
mir∑
j=1
ψi,jr
 · ∇(rα(r)R) dx (4.8)
First, note that by the choice of L we have
N∑
i=1
(E1(ei;BL(0))− η)|ρir|(Ω) ≥
N∑
i=1
(E1(eiδ0;R3)− 2η)|ρir|(Ω). (4.9)
For the second term in (4.8), since rα(r)→ α, we find as r → 0
1
α(r)
ˆ
Ω
Qrρr rα(r)R− ε(1)
2
α(r)2r|∇R|2 dx −→ α
2
< Q0ρ,R >H−1,H10 =
α
2ε(1)
‖Q0ρ‖2H−1 . (4.10)
For the third term in (4.8), we notice that similarly to the compactness proof, using the test function
ψ˜r =
∑N
i=1
∑Min
j=1 ψ
i,j
r shows for η ≤ 12 miniE1(eiδ0;BL(0)) that
Cα(r) ≥ Er(ρr) ≥ 1
2
M∑
i=1
E1(eiδ0;BL(0))|ρir|(Ω) ≥ c
N∑
i=1
mir∑
j=1
ˆ
Br(x
i,j
r )
ε(0)
r
|∇ψi,jr |2 dx.
As rα(r)→ α, it follows that∑Ni=1∑mirj=1 ψi,jr is a bounded sequence in H10 (Ω). As the measure of the
support of the function
∑M
i=1
∑mir
j=1 ψ
i,j
r goes to zero as r → 0, it follows that
∑M
i=1
∑mir
j=1 ψ
i,j
r ⇀ 0
in H10 (Ω). Then, as ur → 1 boundedly in measure, it follows for the last term in (4.8) that
1
α(r)
ˆ
Ω
ε(ur)
2r
∇ N∑
i=1
mir∑
j=1
ψi,jr
 · rα(r)∇Rdx→ 0 as r → 0. (4.11)
Combining (4.8), (4.9), (4.10), and (4.11) shows the claimed lower bound after sending η → 0.
In order to prove the existence of a recovery sequence, we first prove the following simple approx-
imation result which we will also use in the supercritical regime.
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Lemma 4.2. Let Ω ⊆ R3 and α(r) → ∞ such that α(r)r3 → 0. Let ν = ξ1E for an open sets
E b Ω and ξi ≥ 0 for all i = 1, . . . ,M . Moreover, let λ1, . . . , λK > 0 and ξ1, . . . , ξK ∈ RM such that
ξ =
∑K
k=1 λkξk. Then there exists a sequence of measures ρr =
∑K
k=1
∑Mkr
j=1 ν
j,k
r where each ν
k
r is of
the form ξkδxjn such that dist(supp(ν
j,k
r ), supp(ν
k′,j′
r )) ≥ cα(r)−
1
3 for all (k, j) 6= (k′, j′) and
ρr
α(r)
∗
⇀ ν in M(Ω) and |M
k
r |
α(r)
→ λk|E|. (4.12)
Proof. First, we assume that K = 1, λ1 = 1, and ξ1 = ξ. Cover E with cubes Qx with sidelength
α(r)−
1
3 and centers x in the lattice Lr = α(r)− 13Z3. Then define
ρr =
∑
x∈Lrs.t.Qx⊆E
ξ1δx.
We observe immediately the convergences stated in (4.12).
For the general case, first approximate ρ weakly in L2 by alternating functions which are of
constantly ξk on subsets of E of volume fraction
λk∑K
k=1 λk
. The general case then follows by a
diagonal argument.
Now, we are able to prove the upper bound.
Proposition 4.6. Let ρ ∈M(Ω;RN ) such that Q0ρ ∈ H−1(Ω). Then there exists {ρr}r>0 ⊆M(Ω)
such that ρrα(r)
∗
⇀ ρ in M(Ω;RN ), Q0ρrα(r) ⇀ ρ in H−1(Ω), and
lim sup
n→∞
1
α(r)
Er(ρr) ≤ α
2ε(1)
‖ρ‖2H−1(Ω) +
N∑
i=1
|ρi|(Ω)E1(eiδ0;R3).
Proof. Step 1:ρ =
∑L
i=1 ξi1Ei where ξi · ek ≥ 0 for all k = 1, . . . , N , and Ei b Ω are open.
We apply Lemma 4.2 to each Ei, e1, . . . , eN , and λ
i
1 = ξi · e1, . . . , λiN = ξi · eN to obtain a sequences
of measures ρr =
∑L
i=1
∑N
k=1
∑Mk,ir
j=1 ekδxk,ij
such that
ρr
α(r)
∗
⇀ ρ in M(Ω;RN ), and |M
j,k
r |(Ω)
α(r)
→ ξk|Ej |.
Then, by construction we have that for x 6= y ∈ ⋃j supp(ρjr) it holds |x − y| ≥ cα(r)− 13 . Hence,
ρr ∈ A˜r(Ω) for r small enough.
Next, let uk, ψk be a minimax pair for E1(ekδ0;R3), in particular −div(ε(uk)∇ψk) = Q1(ekδ0).
Moreover, by the usual argument, we can find R > 0 such that for all k it holds that uk = 1
outside BR(0). This implies that |ψk| ≤ C|x| for |x| ≥ 2R and also |∇ψk(x)| ≤ C|x|2 for |x| ≥ 2R. We
define the functions
ur(x) =
∏
j,k,i
uk
(
x− xk,ij
r
)
and ψk,ij (x) = ψ
k
(
x− xk,ij
r
)
.
Next, let ψoptr ∈ H10 (Ω) be optimal for Er(ρr, ur) i.e., −div( ε(ur)r ∇ψoptr ) = Qrρr. Moreover, let
γr ≈ α(r)− 13 such that for each two points in supp(νr) we have |x− y| ≥ γr2 . We define
Rr = ∇ψoptr −
∑
j,k,i
∇(ψk,ij )ϕk,ij ,
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where ϕk,ij ∈ C∞c (Bγr (xk,ij )) = 1 such that ϕk,ij = 1 on Bγr/2(xk,ij ) and |∇ϕk,ij | ≤ Cγ−1r .
We claim that
(i)
∑
j,k,i(∇ψk,ij )ϕk,ij
α(r)r ⇀ 0 in L
2(Ω),
(ii) µ˜rα(r) → Q0ρ in H−1(Ω), where µ˜r = −
∑
j,k,i
ε(1)
r ∇(ψk,ij ) · ∇ϕk,ij ,
(iii) Rrrα(r) → ∇ψ strongly in L2(Ω).
From the optimality of the ψk it follows since the supports of the occurring functions are disjoint
that
∑
j,k,i(∇ψk,ij )ϕk,ij
α(r)r is bounded in L
2(Ω). Moreover, using the bound |∇ψk,ij | ≤ Cr|x−xk,ij |2 for all |x−
xk,ij |  r one can show that for each α(r)−
1
3  ηr  r the L2-norm of
∑
j,k,i∇(ψk,ij )ϕk,ij
α(r)r 1Ω\⋃j,i,k Bηr (xk,ij )
goes to zero. This shows (i).
For (ii), observe that −div( ε(ur)r Rr) = −
∑
j,k,i
ε(1)
r ∇(ψk,ij ) ·∇ϕk,ij =: µ˜r. Again, one can show using
the bound on ∇ψk,ij that µ˜rα(r) is bounded in L2. Simple testing shows that µ˜rα(r) ⇀ Q0ρ in L2(Ω).
Hence, (ii).
Combining (i) and (ii), we find that also Qrρr = −div( ε(ur)rα(r)∇ψoptr ) ⇀ Q0ρ in H−1 and conse-
quently
ψoptr
rα(r) is bounded in H
1
0 . Hence, up to a subsequence
ψoptr
rα(r) ⇀ ψ ∈ H10 (Ω) which —using that
ε(ur) → ε(1) boundedly in measure— can be shown to be the unique solution to −ε(1)∆ψ = Q0ρ.
Consequently, it follows from the definition of Rr and (i) that
Rr
rα(r) ⇀ ∇ψ in L2.
Next, we prove that actually Rrrα(r) → ∇ψ strongly in L2. Observe
ˆ
Ω
ε(ur)
∣∣∣∣ Rrrα(r)
∣∣∣∣2 dx = ˆ
Ω
ε(ur)
Rr
rα(r)
· 1
rα(r)
(∇ψoptr −
∑
j,i,k
(∇ψk,ij )ϕk,ij ) dx
=
ˆ
Ω
µ˜r
α(r)
ψoptr
rα(r)
dx+
ˆ
Ω
µ˜r
α(r)
∑
j,i,k ψ
k,i
j ϕ
k,i
j
rα(r)
dx+
ˆ
Ω
ε(ur)
Rr
rα(r)
·
∑
j,i,k ψ
k,i
j ∇ϕk,ij
rα(r)
dx.
(4.13)
Now, the first term in (4.13) converges to < Q0ρ, ψ >H−1,H10 =
´
Ω
ε(1)|∇ψ|2. Using the bounds
on ψk,ij a simple computation shows that
∥∥∥∥∑j,i,k ψk,ij ∇ϕk,ijrα(r) ∥∥∥∥2
L2
≤ Cα(r)− 23 . Hence, Ho¨lder’s inequal-
ity proves that the last term converges to 0. For the second term in (4.13), we notice that by
what we have already proved above we find that
∇(∑j,i,k ψk,ij ϕk,ij )
rα(r) ⇀ 0 in L
2. Consequently, also∑
j,i,k ψ
k,i
j ϕ
k,i
j
rα(r) ⇀ 0 in H
1
0 . Hence, in the second term we may pass to the weak-strong limit which is
0. This shows that ˆ
Ω
ε(ur)
∣∣∣∣ Rrrα(r)
∣∣∣∣2 dx→ ˆ
Ω
ε(1)|∇ψ|2.
Together with the weak convergence of Rrrα(r) ⇀ ∇ψ in L2 this implies
ˆ
Ω
∣∣∣∣ Rrrα(r) −∇ψ
∣∣∣∣2 dx ≤ ˆ
Ω
ε(ur)
∣∣∣∣ Rrrα(r) −∇ψ
∣∣∣∣2 dx
=
ˆ
Ω
ε(ur)
∣∣∣∣ Rrrα(r)
∣∣∣∣2 − 2ε(ur) Rrrα(r) · ∇ψ + ε(ur)|∇ψ|2 dx r→0→ 0,
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which is (iii).
For the energy we find the estimate
Er(ρr) ≤Er(ρr, ur, ψoptr )
≤
L∑
i=1
N∑
k=1
Mk,ir
(
E1(ekδ0, u
k, ψk;R3)−
ˆ
R3\Bγr/r(0)
U1,ekδ01{U1,ekδ0≤0} dx
)
+
ˆ
Ω
ε(ur)
2r
|Rr|2 dx+ 2
ˆ
Ω
ε(ur)
r
Rr ·
∑
j,k,i
(∇ψk,ij )ϕk,ij dx. (4.14)
Here, we used that as ψoptr is optimal for ρr and ur, ur is locally the rescaled optimal u
k, and we can
write the electric energies by integration by parts as integrals involving only the gradients. Since
Mk,ir
α(r) → ξik|Ei|, it follows using (i) - (iii) and Qrρrα(r) ⇀ Q0ρ in H−1(Ω) that
lim sup
r→0
1
α(r)
Er(ρr) ≤
L∑
i=1
N∑
k=1
ξik|Ei|E1(ekδ0;R3) + α < Q0ρ,R >H−1,H10 −α
ˆ
Ω
ε(1)
2
|∇ψ|2 dx
=
N∑
k=1
|ρk|(Ω)E1(ekδ0;R3) + α
2ε(1)
‖Q0ρ‖2H−1 .
Step 2: Energy density
Let ρ be a measure in M(Ω;RN ) such that ρi ≥ 0 for all i ∈ {1, . . . , N} and Q0ρ ∈ H−1(Ω). Using
the continuity properties of Ecrit and considering ρ + η(1, . . . , 1)L3|Ω for η > 0, we may assume
without loss of generality that ρi > 0 for all i ∈ {1, . . . , N}.
As M(Ω) ↪→ W−1,p(Ω) for all 1 ≤ p < 32 , there exists for each i ∈ {1, . . . , N} ψi ∈ W
1, 43
0 (Ω) such
that −∆ψi = ρi. On the other hand, the equation −∆ψ = Q0ρ has a solution ψ ∈ H10 (Ω). By
uniqueness, ψ =
∑N
i=1
(´
R3 φi dx
)
ψi. Using local reflection over the boundary, we can extend ψi
to a function ψ˜i in a neighborhood Ω˜ of Ω such that in Ω˜ it still holds that − (´R3 φi dx)∆ψ˜i is a
nonnegative measure such that |∆ψi|(∂Ω) = 0 and ψ˜ = ∑Ni=1 (´R3 φi dx) ψ˜i ∈ H1(Ω˜).
Next, let ηn be a standard mollifier and define the measures ρ
i
n = ∆ψ˜
i ∗ ηn ∈ M(Ω). Then ρn ∗⇀ ρ
in M(Ω;RN ) such that |ρin|(Ω) → |ρ|(Ω). Moreover, ψ˜ ∗ ηn → ψ strongly in H1(Ω). In particular,
Q0ρn → Q0ρ strongly in H−1(Ω). By Reshetnyaks’ theorem, we know that the energy Ecrit is
continuous with respect to the convergence established above.
Hence, the measures ρ ∈M(Ω;RN ) such that Q0ρ ∈ H−1(Ω) and ρi ≥ 0 with a smooth density with
respect to the Lebesgue measure are energy-dense inM(Ω;RN ). On the other hand, those measures
can be approximated strongly in L2 by measures as in step 1. This shows that the measures from
step 1 are energy dense in M(Ω;RN ).
Remark 4.2. Combining the argument in the upper bound in the subcritical regime and the proof
above, one can see that it is also possible to prove the upper bound for the more general energy Er
i.e., the existence of a recovery sequence ρr such that
lim sup
r→0
Er(ρr)
α(r)
≤
ˆ
Ω
ϕ
(
dρ
d|ρ|
)
d|ρ|+ α
2ε(1)
‖Q0ρ‖2H−1 ,
where ϕ is the self-energy defined in (2.4).
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4.3 The Supercritical Regime
Finally, in this section we assume that α(r)r → ∞ and α(r)r3 → 0. By the heuristics discussed in
Subsection 1.2 the electric interaction dominates the energy. We prove Theorem 1.4 in Propositions
4.7, 4.8, and 4.9.
Proposition 4.7 (Compactness). Let r → 0 and α(r) → ∞ such that rα(r) → ∞. Let (ρr)r be
a sequence in M(Ω;RN ) such that Er(ρr) ≤ Cα(r)2r. If a > 0 is large enough then there exists a
subsequence and µ ∈ H−1(Ω) such that
Qrρr
α(r)
⇀ µ in H−1(Ω).
Proof. By our assumptions, it follows that ρr ∈ Ar(Ω) for all r. Let ur : Ω→ {0, 1} be optimal for
ρr and ψr ∈ H10 (Ω) the solution to − ε(1)r ∆ψr = Qrρr. Hence, Er(ρr) ≥ Er(ρr, ur, ψr). For a > 0
large enough, we can drop all but the electric term and obtain
E(ρr) ≥
ˆ
Ω
Qrρrψr − ε(ur)
2r
|∇ψr|2 dx
≥
ˆ
Ω
Qrρrψr − ε(1)
2r
|∇ψr|2 dx
= − r
2ε(1)
< Qrρr,∆
−1(Qrρr) >H−1,H10 =
r
ε(1)
‖Qrρr‖2H−1 .
For the inequality, we simply used that ε(1) ≥ ε(0). As E(ρr) ≤ Crα(r)2, we find that Qrρrα(r) is
bounded in H−1 and hence converges up to a subsequence to some µ ∈ H−1(Ω).
Proposition 4.8. Let r → 0 and α(r) → ∞ such that rα(r) → ∞. Let (ρr)r be a sequence in
M(Ω) and µ ∈ H−1(Ω) such that Qrρrα(r) ⇀ µ in H−1(Ω). Then
lim inf
n→∞
1
α(r)2r
Er(ρr) ≥ 1
2ε(1)
‖µ‖2H−1(Ω)
Proof. We may assume that sup 1α(r)2rEr(ρr) < ∞. Arguing exactly as in the compactness result
above we find that
1
α(r)2r
E(ρr) ≥ 1
2ε(1)
∥∥∥∥Qrρrα(r)
∥∥∥∥2
H−1
.
As Qrρrα(r) ⇀ µ in H
−1(Ω) the lower bound follows directly from the semi-continuity of the H−1-norm.
Proposition 4.9. Let µ ∈ H−1(Ω). Then there exists a sequence ρr ∈ Ar(Ω) such that Qrρrα(r) ⇀ Q0ρ
in H−1(Ω) and
lim sup
n→∞
1
rα(r)2
Er(ρr) ≤ 1
2ε(1)
‖µ‖2H−1(Ω).
Proof. By standard density arguments we may assume that µ =
∑L
j=1 cj1Ej , where the cj ∈ R and
the Ej b Ω are open. Let ρ =
∑L
j=1 ξj1Ej ∈M(Ω;RN ) such that Q0ρ = µ.
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Now, we can argue as in the upper bound in the critical regime step 1 to find a measure ρr ∈ Ar
such that Qrρrα(r) ⇀ Q0ρ and obtain the corresponding version of the estimate (4.14)
Er(ρr) ≤
L∑
j=1
N∑
k=1
M j,kr
(
E1(ekδ0;R3)−
ˆ
R3\Bγr/r(0)
U1,δ01{U1,δ0≤0} dx
)
+
ˆ
Ω
ε(ur)
2r
|Rr|2 dx+ 2
ˆ
Ω
ε(ur)
r
Rr ·
∑
j,k,i
(∇ψk,ij )ϕk,ij dx.
where Rrα(r)r) → ∇ψ in L2(Ω) where ψ ∈ H10 (Ω) solves −ε(1)∆ψ = Q0ρ, ur → 1 in measure,
Mj,kr
α(r)2r → 0, and
∑
j,k,i(∇ψk,ij )ϕk,ij
α(r)r ⇀ 0 in L
2(Ω). Hence, as rα(r)→∞, we find that
lim sup
r→0
1
α(r)2r
Er(ρr) ≤
ˆ
Ω
ε(1)
2
|∇ψ|2 dx = 1
2ε(1)
‖Q0ρ‖2H−1 .
5 Conclusion and Future Directions
We studied the asymptotic behavior of a sharp-interface model for the solvation of molecules in an
implicit solvent as the number of solute molecules and the size of the surrounding box go to infinity.
For the model including B as in (1.2) we proved a screening effect, i.e., the limit energy is purely
local. In the case B = 0, we identified the competing local and nonlocal interaction terms and the
corresponding regimes.
Work in progress is to get rid of the extra assumption of well-separateness. As in the subcritical
regime, one has to find good clusters of molecules whose interaction with the neighboring clusters is
negligible in the limit. Then one could split the electrical energy into a local self-energy and a far-field
interaction. The approach of considering the quantity
∑
i6=j
1
|xi−xj | we used in the subcritical regime
cannot be modified easily. The problem is that by considering the absolute value of the interactions
we cannot distinguish between the energetically allowed configuration of dipoles concentrating on a
line and the energetically very expensive configuration of molecules of the same charge concentrating
on a line.
Moreover, we would like to study the Γ-convergence result with respect to convergence of measures
in the dual of C0b (Ω) opposed to C
0
0 (Ω) to capture also boundary effects. The Γ-limit of Er/α(r),
say in the case of B 6= 0 and ∂Ω ∈ C1, is expected to be of the formˆ
Ω
ϕ
(
dρ
d|ρ|
)
d|ρ|+
ˆ
∂Ω
ϕ∂
(
ν,
dρ
d|ρ|
)
d|ρ|,
where ϕ∂ : S
2×RN → R is the self-energy density on the boundary which is essentially given as the
subadditive, 1-homogeneous envelope of the energy for a single cluster of molecules in a half-space.
If we allow further to rotate all molecules, we can also eliminate the dependence on ν.
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