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ABSTRACT OF DISSERTATION

3D Human Face Reconstruction and 2D Appearance Synthesis
3D human face reconstruction has been an extensive research for decades due to its
wide applications, such as animation, recognition and 3D-driven appearance synthesis.
Although commodity depth sensors are widely available in recent years, image based
face reconstruction are significantly valuable as images are much easier to access and
store.
In this dissertation, we first propose three image-based face reconstruction approaches according to different assumption of inputs.
In the first approach, face geometry is extracted from multiple key frames of a
video sequence with different head poses. The camera should be calibrated under this
assumption.
As the first approach is limited to videos, we propose the second approach then
focus on single image. This approach also improves the geometry by adding fine grains
using shading cue. We proposed a novel albedo estimation and linear optimization
algorithm in this approach.
In the third approach, we further loose the constraint of the input image to arbitrary in the wild images. Our proposed approach can robustly reconstruct high
quality model even with extreme expressions and large poses.
We then explore the applicability of our face reconstructions on four interesting applications: video face beautification, Generating personalized facial blendshape from

image sequences, face video stylizing and video face replacement. We demonstrate
great potentials of our reconstruction approaches on these real-world applications. In
particular, with the recent surge of interests in VR/AR, it is increasingly common
to see people wearing head-mounted displays. However, the large occlusion on face
is a big obstacle for people to communicate in a face-to-face manner. Our another
application is that we explore hardware/software solutions for synthesizing the face
image with presence of HMDs. We design two setups(experimental and mobile) which
integrate two near IR cameras and one color camera to solve this problem. With our
algorithm and prototype, we can achieve photo-realistic results.
We further propose a deep neutral network to solve the HMD removal problem
considering it as a face inpainting problem. This approach doesn’t need special hardware and run in real-time with satisfying results.
KEYWORDS: 3D Face Reconstruction, Structure-from-Motion, Structure-from-Shading,
Non-rigid Alignment, VR/AR, Head-mounted Displays, Conditional GANs
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Chapter 1 Introduction

3D Face reconstruction, due to its vast applications from animation in film industrial
to recognition in privacy protection fields(E.g. identity recognition in iPhone X),
has attracted the attention of many researchers. 3D guided 2D image synthesis has
achieve extraordinary success in solving many practical computer vision problems like
video face beautification [120], face swap [4] Especially in the recent surge of VR/AR
industrial, human face modeling and tracking performs critical role.

1.1

Literature Review

Human face has long been a problem in psychology and neuroscience. As early as
1860s, researchers start to notice the connection between facial muscle contraction
and the resulting facial movement in [7]. Darwin [23] studied the connection between
expressions and emotions. Since then, there has been a lot of studies on face features, face recognition, face image synthesis [30, 33, 40, 106, 49, 77]. In 1990, as
the range scanners such as Cyberware, became commercially available, peformancedriven facial animation system was first developed to obtain realistic 3D face model
by Williams [109] using a Cyberware scanner. Since 1990, tremendous work on face
modeling and animation has been explored. In [57, 58], the author proposed a system
of cleaning-up of scanned data and registering all the scans, which made the ”eigenfaces” becomes possible. In 1991, Turk and Pentland proposed to use eigenvector
to represent human faces and used this representation on face recognition in [105].
Since then, the Principal component Analysis became a popular statistic face modeling tool, based on which many deformable face models were designed. In 1995,
Cooters [21] proposed the Active Shape Model(ASM), which was to apply PCA to
triangulated face images geometry. The extension of ASM is AAM [20], which also
included the textures into the face model. In 1999, Blanz and Vetter [5] introduced
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a real 3D morphable model and proposed a pipeline to reconstruct 3D face from the
single image. They used a 3D dataset of 200 individuals scanned by Cyberware to
construct a statistic texture model. This model can further be used to recover novel
3D textured faces by applying different coefficients. In [12], the author introduced a
bi-linear derformable model which is extracted from scans from 150 individuals with
47 different expressions for each individual. This bi-linear model shows its superior
when applied to face tracking in [13]. In [107], the authors developed a real-time face
animation system by introducing of the parametric model blendshape.
Reconstruction 3D face from images attracts a lot attentions since 1990s. Leclerc
and Bobi [56] developed shape-from-shading techniques to reconstruct 3D face from
multiple images. Ip and Yin [45] used two orthognonal views to reconstruct 3D faces.
In 1999, Fua uses uncalibrated video sequence to recover camera motion as well as
face model in [31]. In 2007, [34] uses the high-resolution face data with variaties of
ages, genders and races to construct a statistical displacement map and this maps
is further been used to synthesize plausible geometric details of a new face. In [52],
the author reconstruct 3D face from a single image by using a generic 3D mesh as
prior. In [13], Cao et al. developed a real-time High-Fidelity facial performance
capture system which reconstructs and tracks 3D facial motions in high resolution
from monocular input. Recently, deep neural networks have been well introduced to
face modeling in [99, 25, 47, 83] and achieve appealing results.
Benefited from the success of 3D face reconstruction and tracking techniques,
many researchers began to investigate the 3D-guided photo-realistic face image synthesis. Bregler [8] proposed a lip-synchronized face animation video-rewrite system.
[80] designed a system to generate novel facial expressions of the same person by using a geometry and texture combined model. In 2007, Song [91] developed the facial
expression transfer system. In [100], Justuset al. developed a real-time face reenactment system for RGB input. A lot of 3D guided 2D face synthesis applications were
developed recently [1, 22, 32, 44, 50, 103].

2

1.2

Motivation

Lots of human face research topics are getting increasing rely on 3D information,
such as face recognition, verification, tracking and beautification. It’s easy to obtain
human face geometry with 3D depth sensors (e.g. Kinect). However, users have
to go to research lab or purchase the device. On the contrary, 2D face images are
easy and low-cost to capture. Human face reconstruction is a well-studied field,
there are different methods of face reconstruction. Among them, muti-view stereo
and Structure-from-X are commonly used methods. The research presented in this
dissertation embraces the new opportunity and explores the different potential to
reconstruct 3D face using the calibrated or un-calibrated images.
With the recent surge of interests in Virtual reality(VR) and augmented reality (AR)techniques, it is increasingly common to see people wearing head-mounted
displays. Often taunted as a new means for social interactions, the form factor of
these HMDs, however,severely limit one common form of interactions, this is faceto-face communications, either in the same physical space, or connected via imaging
techniques(e.g, video teleconference). In the foreseeable future, HMDs that offer an
immersive or seamless experience will severely occlude a large portion of the face.
As a result, it is difficult or even impossible for other people to identify the user,
facial expression and eye gazes. In this dissertation, we present novel frameworks to
digitally remove the HMD.
More specifically, our research is motivated mainly by the following observations.
1) Although in [72], the author proposed a working SFM(structure-from-motion)
system to reconstruct 3D sparse points from a face video, their reconstructed
models has only 169 control points. Our research thus focus on improving the
quality of the resulting model.
2) Reconstructing 3D face models from images taken under arbitrary lighting condition is a challenge problem. In [53], they use a personal photo collection to
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estimate an approximate model of this person, in their approach,a large number
of images of the same person is required. In the extension work [52], they use
a single reference model with texture to provide initial guess of the albedo and
shape and then use SFS to refine the shape, lighting and albedo. This method
only works when the initial guess are similar to the reference image and the lighting of example image should be ambient light. We are focusing on robust face 3D
reconstruction from Images with arbitrary lighting conditions.
3) Recent years has witness a lot of 3D face reconstruction works using CNN networks [25, 48, 37, 99]. One big challenge of such researches are the absence of
a proper training database. There is no 3D database for the in the wild image
with arbitrary hard poses, expressions with fine details. In most of the CNN
networks, they either use synthetic data or extra rendering component for unsupervised learning. Thus a robust method with potential to build a 3D database
for in the wild Internet photo is demanding.
4) Although there are several recent research papers that aim to address the HMD
removal problem. The proposed methods are actually avatar driven by facial performance tracking. Such methods are limited to providing a talking head experience, body movement and gestures, which are also important for communications,
are missing. In this dissertation, we focus on passing the uncanny-valley of HMD
occlusion by inpainting the missing part directly. This is very challenge due to the
significant occlusion of face and the sensitivity of human perception about face
images.

1.3

Contributions

In this dissertation, we proposed three 3D face reconstruction pipelines which can
robustly extract 3D geometry from images. Several applications of 3D-guided 2D
appearance synthesis demonstrate the efficiency of our reconstruction algorithms.
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We also propose two approaches to solve the HMD occlusion problem. We then list
our major contributions as below.
1. Propose a single image 3D reconstruction pipeline which produces high-resolution
mesh, face albedo and environment lighting (in spherical harmonic representation). This algorithm is robust to images with arbitrary lighting(e.g. shadow,
partial lights). We also proposed a linear solution for this non-linear problem.
2. Propose a single image 3D reconstruction pipeline which aims at in the wild
image with large head poses and extreme expressions. The results are pixel
level resolution 3D meshes with fine details. This algorithm is very robust and
achieve plausible accuracy compared to ground-truth.
3. We propose a novel system of HMD removal, which generates photo-realistic
synthesized results. We started with an simulation setup and then extended it
to a real prototype.
4. We propose a deep neural network based on conditional GAN to solve the HMD
occlusion problem. This network is the first face inpainting networks which
doesn’t require alignment and generating identity preserving results. Real-time
performance is achieved by our end-to-end network.

1.4

Dissertation Outline

The reminder of this dissertation is structured as follows.
Chapter 2 presents three image-based 3D face reconstruction algorithms. Section 2.1 explores the pipeline of face reconstruction using multiple images. Section 2.2
introduced a novel algorithm to recover face geometry, albedo and illumination from
one single image with neutral expression. Section 2.3 solves a challenge problem of
high resolution face reconstruction from one in the wild image with arbitrary poses
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and expressions. Section 2.4 introduces a pipeline to generate personalized blendshape
from videos.
Chapter 3 - Chapter 6 are interesting applications based on face reconstruction
described in Chapter 2. Chapter 3 designs a pipeline of automatically improving
the face attractiveness in a video by user defined manner. Chapter 4 proposed an
interesting application - example based video stylizing, which will transfer the makeup, illumination and even the geometry features(e.g. eye brow, nose shapes) from one
single image from one subject to video clips of another person. Chapter 5 completely
replaces the face in one video belongs to one individual with another individual.
Chapter 6 mainly focuses on a practical problem - synthesizing completed face in the
presence of head-mounted device.
Chapter 7 explores the HMD removal problem by using deep learning approach.
Chapter 8 discuss the conclusion and future works of this dissertation.

Copyright c Yajie Zhao, 2018.
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Chapter 2 3D Face Geometry Reconstruction from Images

3D face reconstruction from images can be roughly divided into two categories depending on if the illumination is taken into consideration or not. In this dissertation,
we described three different approaches belong to both of the two categories.

2.1

Face Reconstruction using Multiple Images/Video

In this section, we introduced a structure-from-motion(SFM) based pipeline to recover
the 3D geometry using selected views from a video sequence. As we know that the
result of SFM is only a set of sparse point cloud, we further fit the point cloud with
a dense morphable model [5]. Figure 2.1 shows the overview of this method. The
whole pipeline has three stages: data capturing, SFM and face model fitting.

(a)

(c)

(b)

(d)

Figure 2.1: The pipleline of face reconstruction from video. (a) Input face video.
(b) Reconstructed sparse point-cloud by SFM. (c) Reconstructed 3D model. (d)
Reconstructed 3D model with texture.
Data Capturing. User is asked to slowly rotate head between -45 and +45 while
keeping a neutral expression. The camera is calibrated in advance.
SFM. After we get the images with different head poses. SIFT features are extracted and the optical flow is used to match feature points across frames. Especially,
we use the approach in [82] to detect the 68 facial landmarks. These landmarks
are usually reliable and robust then the randomly selected matching correspondence.
Once the correspondences are obtained, we could reconstruct the 3D sparse point
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cloud by using triangulation. Once we get the head pose and point cloud , we need to
refine the them by bundle adjustment. The adjustment is performed by considering
all the point matches in the image sequences.
Model Fitting. We first estimate the rigid transformation scale, Rotation, translation
between mean shape of the morphable model and the point cloud generated above
according to the key landmarks correspondences. Then the transformation is applied
to the deformable model. On the surface of morphable model, we search the nearest
neighbor of along normal direction of each point cloud. This correspondences served
as data term in the energy function. We also added regularization term to constraints
the result from degrading. Iteratively, we estimate the morphable model coefficients
until converges. Figure 2.2 shows the fitted model overlay with the original images.
Our approaches predicts the shape and the head poses simultaneously.

Figure 2.2: Reconstructed 3D overlay with input images in different poses

2.2

Face Reconstruction from a single Image using one Reference Image

Although 3D face reconstruction from multiple images/video can achieve accurate
results [85, 97], it’s tedious to collect the required video sequences and in most of
the time, we don’t know the camera parameters. On the contrary, single image face
reconstruction seems to be more practical. However, to estimate 3D shape from a
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single image with an arbitrary condition is an ill-pose problem. This problem can be
solved by using shading cues with initial guess of geometry and albedo [52], where they
adopt an statistic average shape and albedo as prior. We improve this work in three
ways: 1) proposed a novel and robust albedo estimation (normalization) algorithm
which can estimate the initial personalize albedo even with cast shadow. 2) Instead
of using the average shape as prior, we fit the morphable mode with landmarks to
improve the base mesh. As the shading methods are heavily relying on base mesh,
the improvement of base mesh leads to better results. 3) We solve this problem in a
linear manner, which prevents the results fall into local minimal.
2.2.1

Skin Layer Decomposition and Albedo Estimation

We first convert image I into CIELAB space to separate the color and illumination,
and then use an edge persevering filter to extract a large scale layer as the face
structure and a small scale layer as the skin detail (check [35] for more details). In
our experiment, we adopt the WLS filter to extract a face structure layer from L
channel of the given image, and the skin detail layer is obtained by a straight forward
decomposition:
d=L−S

(2.1)

On the illumination transfer, given the L channel from a face image I, we could
separate it into a reflectance component R, which is the intrinsic of the image and
an illumination component S, which includes all the lighting information [16] and L
can be represented as:
L=R∗S

(2.2)

Human face is modeled as a Lambertian surface in this paper, thus albedos of different
people are considered to vary only up to a scale. In order to transfer lighting, both
the example and target face should be normalized, and the lighting of example face
should be estimated with the normalized albedo. Inspired by [16], we also introduced
a reference face image, which is an average face and can be regarded as a Lambertian
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face with natural and even lighting condition. Then we warp the reference face to the
target face by facial landmark correspondence.Rref andSref refer to the reflectance
and illumination layers of reference face, and Rt and St refers the two corresponding components of the target image, then the illumination component of St can be
approximated as:
St ≈

W (Lt )
W (Lref )

(2.3)

where W (·) denotes the W LS filter. We estimate it in this way because after applying the edge preserving filter, the large scale layer contains the whole illumination,
including the highlight caused by directional lights, and the small scale layer contains
no highlight reflectance due to our Lambertian model assumption. The quotient image now stands for the lighting environment of target image, which is further use to
obtain albedo, by:
Rt =

Lt
St

(2.4)

In [16], an adaptive WLS is used to handle different regions of face, since some
reflectance regions are caused by lighting, and some are caused by face geometry
changing. Different from their method, which requires a reflectance prior and changes
the resulting appearance of the target a little bit by leaving reference features on high
reflectance region like eyes, mouth, we come up with our new method to handle
this. Figure 2.3 shows the pipeline of albedo estimation, image (c) stands for St and
image(d) stands for Rt .
For each target image, we build a skin color detection model by sampling at nonedge regions of the warped reference image such as checks and the forehead, and use
a per pixel method to obtain the albedo:



 Lt (p) I(p) ∈ colormodel
St (p)
Rt (p) =

(Lt )

 Wscale
I(p) ∈
/ colormodel
where scale =

average(W (Lt ))
average(W (Lref ))

(2.5)

in our new formulation,the albedos in region of large

geometry changes are persevered naturally as shown in Figure 2.4. To sum up, we
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Figure 2.3: The pipeline of single image albedo estimation. (a) Input image. (b)
Reference image. (c) Illumination layer which contains the lighting. (d) Albedo
estimate (e) illumination Normalized image.
use WLS filter to decompose L channel into a large scale layer and a skin detail layer,
and by using a reference albedo, we could estimate the target albedo and preserve
the face features. Figure 2.4 shows a comparison result of our method and [16]. Our
method can preserve the face feature better.

Figure 2.4: (a).Input image. (b).Reference image. (c).Face feature edge mask obtained by skin model. (d).Albedo estimated by [16]. (e) albedo estimated by ours.

2.2.2

Iterative 3D Face Reconstruction

In this section, we develop two algorithms to reconstruct face 3D geometry from a
single example image and from a video sequence.
To estimate 3D shape from a single image with an arbitrary condition is an illpose problem, however, if we have a reference 3D model as an initial guess, this
problem can be solved by optimizing the reference model using shading cue, which
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is showed in [52], where they use an average shape as the reference shape and also
use an average appearance as the reference albedo. In our implementation, instead
of using an average shape, and in order to make the initial more personalized and
accurate, we fit a morphable model as input of SFS.
Under the weak perspective assumption, we first estimate the pose of the input
image by using facial landmarks correspondences. We have landmarks on 3D mean
model, denote as P, and detect the correspondent 2D landmarks by using Face ++,
denote as p. Then the relation between p and P is given by:
p = sRP + t

(2.6)

s, R, t can be easily estimated by using more than 6 points, and here we used 83 points
combined with RANSC to improve the accuracy. Then we use a standard morphable
model fitting method by the 83 facial landmarks, covering the main geometry information of the subject. Under the assumption of weak perspective, the fitting problem
becomes a linear system.
With the initial 3D shape and albedo obtained above, we then use spherical harmonic method to optimize 3D shape, lighting and albedo.
The image irradiance equation is expressed as:
I(x, y) = ρ(x, y)R(x, y)

(2.7)

Where I is the per pixel intensity, stands for the face albedo, which means the reflectance rate of face. In this paper, we consider face as a Lambertian surface, and the
initial albedo is normalized. R is the function of reflectance, can be further written
in spherical harmonic as:
R(x, y) =

n
X

hi (n(x,y) ) • li

(2.8)

i=1

nx,y denotes the normal at pixel (x, y),li means the ith component of lighting. In the
model of spherical harmonics, lighting can be represented as n components, where n
is the number of basis. In our system, we use first order spherical harmonics (n = 1)
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to approximate the lighting. For each normal nx,y , it can be represented by the depth
information dx,y :
1
(dx , dy , −1)
n(x,y) = p 2
dx + d2y + 1

(2.9)

where dx = d(x + 1, y) − d(x, y) and dy = d(x, y + 1) − d(x, y).
By minimizing the following function we obtain a refined shape with shading cue:
Z
min

||(I − ρR)|| + α||G(d) − G(dref )|| + β|| 4 G(ρ)||

(2.10)

Where G stands for Gaussian and 4G denotes Laplacian of Gaussian. In [52],
they use weaker constraints to regularize 4d and 4ρ to preserve the discontinuities
in d and rho . However, they use one template for all the image, since our initial
depth is much more, we can constraint the depth by the initial depth and smooth
the result a little bit on the assumption that albedo is a patch-wised constant. Our
experimental result shows better performance. Figure 2.5 shows the pipeline of 3D
reconstruction from a single image. Depth, albedo and lighting will be refined as the
iteration number goes up. As we dont know either of accurate depth, lighting or
albedo, this problem becomes a normal linear system. We then followed the method
in [35] to decompose this equation to 3 steps: first use the initial depth and albedo
to solve for lighting, and then fix lighting and albedo to approximate depth, after
that estimate the albedo by fixing the other two parameters. Repeat this procedure
several times for more detailed depth.
2.2.3

Results

In Figure 2.6, results generated by the proposed pipeline are shown. The identity
features like eyebrow, shape of eyes are faithfully captured using our approach. In
Figure 2.7, we show the re-lighting results by using estimated albedo and lighting. For
both the input and example, we first estimated their albedo and lighting separately,
then the lighting coefficients of example image will be applied to the inputs.
13

Figure 2.5: Single Image 3D Reconstruction pipeline. (a) Model fitting. (b) Albedo
estimation. (c) SFS iterative estimation. (d) Optimization of the geometry.

(a)

(b)

(c)

Figure 2.6: Reconstruction Results.(a) are input face images. (b) reconstructed models with geometry only. (c) Reconstructed model with textures.
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Figure 2.7: Relighting results. from left to the right columns are input images,
relighted images with two different lighting model extracted from example images.
the first row are two examples with different lightings.
2.3

Face Reconstruction from One in the Wild Image with Large Poses
and Expression

The most challenge 3D face reconstruction case is to reconstruct face from in the wild
images, which usually have large poses, arbitrary expressions, complex illuminations.
This dissertation proposed a robust pipeline to solve this problem. Results show that
this algorithm can achieve satisfying result qualitatively and quntitatively.
2.3.1

Why Model Under Full Perspective?

Figure 2.8 illustrates the image formation of pinhole camera. (x, y, z) is the 3D point
on object in world space. (u, v) is the pixel coordinates on the image plane. f is
the focal length. Under full perspective assumption, which is the real human visual
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perception, the u and v can be represented as:
u=

f ×y
f ×x
,v =
z
z

(2.11)

In real life, when the relative depths of points on 3D objects are much smaller than
average distance z to camera center, we could simplify equation 2.12 to :
u=

f ×x
f ×x
f ×y
f ×y
≈
,v =
≈
z
w
z
w

(2.12)

where w is the average distance of z on the object. We call this ”weak perspective”
compared to full perspective. In section 2.2, we assume that all the images are under
weak perspective, thus the face is regarded as a plane.
Image Plane

f
(x, y, z)

(u, v)
Camera
COP

Figure 2.8: The illustration of pinhole camera image formation.
Figure 2.9 shows a sequence images of the same person taken in different distance(the changing focal length is only used to capture the full face). As the face
camera distance getting closer and closer, the ratio of nose size over face size is increasing. This means that we could not assume weak perspective for in the wild
images, which have a large portion of selfie photos taken in near range. So our algorithm is designed under full perspective, which makes this problem even harder for
non-linearity.
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Figure 2.9: Face photos under different camera-face distance.
2.3.2

Overview

Figure 2.10 shows our proposed pipeline, in which we have three stages. In the first
stage, we fit the Facewarehouse [12] to the landmarks to get camera parameters,
identities, expressions and head pose. As the model obtained from this stage is a
relative coarse mesh with around 6K vertices, which can not be used directly for
detail refinement by shading. In the second stage, we convert the coarse mesh to a
per-pixel resolution mesh. In the last stage, we run our proposed shading refinement
algorithm on the mesh to get a fine grained mesh.
24K vertices

6K vertices

Input Image

Shape from
shading

Off-screen
rendering

Model
fitting

Overly with fitted
model

Per-pixel based
dense mesh

After SFS

Fitted + SFS

Figure 2.10: Single in the wild image face reconstruction pipeline.

2.3.3

Model Fitting

Facewarehouse [12] is a Bi-linear morphable model which can represent both identities and expressions with proper coefficients Eid and Eexp . Denote the morphable
model as M , then M (Eid , Eexp ) stands for one face instance from the model. We
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use corresponded 2D-3D landmarks to fit to the model. We solve for Eid , Eexp by
minimizing the following objective function:



Elandmarks = kP (M (Eid , Eexp ), X) − xk




LowerBid < Eid < U pperBid





 LowerB < E < U pperB
exp
exp
exp

(2.13)

Where P is the projection matrix, X is the landmarks in 3D space, x is the corresponding landmarks in 2D space. This equation is a non-linear system, we further
solve it by LevenbergMarquardt solver. In order to prevent local minimal, we also put
constraints on the solution which restrict the Eid belongs to lower and upper bounds
(LowerBid , U pperBid ). Similarly, Eexp must be in the range of (LowerBexp , U pperBexp ).
We then followed the algorithm 1 to solve this non-linear problem, in which the
projection matrix P is first initialized with a mean template and further updated in
iteratively.
Algorithm 1 The Single Image Model Fitting Algorithm
Require: The input face image with landmarks and Bi-linear model M .
Ensure: Coefficients Eid and Eexp , projection matrix P .
1: Compute the initial projection matrix Pinit by using landmarks pairs 1 50.
2: Landmarks marching using Pinit to update the 3D correspondence.
3: Re-compute the projection matrix P by using all the landmark pairs.
4: Solve for Eid and Eexp using P by Levenberg-Marquardt algorithm.

2.3.4

Off-Screen Rendering

After the first step of model fitting, we will get a coarse mesh model with around 6K
vertices. As we want to further recover fine details on the mesh like wrinkles, a high
resolution mesh is required. In this step, we proposed a pipeline shows in Figure 2.11
to generate a per-pixel resolution mesh based on the fitting results which provides
the identity and expression. We first deformed a template mesh from [5] to the fitted
model by Facewarehouse. The reason of this step is that model in [5] only reconstruct

18

model with neutral expression while providing denser mesh than Facewarehouse. This
deformed dense mesh will then be rendered to a depth map with projection matrix
obtained from model fitting. By using the depth map, in the final step, we could
recover a per-pixel resolution mesh.

(a)

(b)

(c)

(d)

(e)

Figure 2.11: The pipeline of high resolution generation. (a) Fitted model by Facewarehouse model. (b) Deformed Basel model. (c) Depth map rendered with mesh in
(b) and predicted projection matrix P . (d) Recovered per-pixel based high resolution
mesh from depth map in (c). (e) The high resolution mesh in (d) can further be used
to recover fine details with shading cue.
Particularly, we proposed an efficient non-rigid alignment algorithm 2 which works
pretty well on deformation between face meshes even arbitrary resolutions. The above
Algorithm 2 Non-Rigid Face Mesh Registration.
Data: The source mesh A and the target mesh B. A sparse set of 3D correspondence
between A and B, which in our case is landmarks.
Result: Deformed A to Adef ormed which aligns with B.
1. Compute procrustes (scale, rotation and translation ) to rigid align A to B, get
A.
2. Apply Laplacian warping using the sparse 3D correspondences to warp A to B,
get A.
3. Find dense correspondences on B along normal directions of A .
4. Repeat 2 by using dense correspondences to get the final Adef ormed .

algorithm is very efficient in the scope of face registration because the specialty of
face geometry. Figure 2.12 shows a set of registration result.
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(a)

(b)

(c)

(d)

Figure 2.12: Non-Rigid face meshes registration results. (a) The source mesh. (b)
The targert mesh in another resolution. (c) Deformed source mesh which registered
to (b) by using proposed method. (d) The overlay of deformed (a) and (b).
2.3.5

Shading refinement

In this section, we proposed an algorithm to recover the fine details of the per-pixel
resolution mesh.Inspired by [97], we formulated the objective function directly on the
mesh other than depth. Equation 2.7 and equation 2.8 are still proper in this section.
Our objective function is defined as below:
E = Eshading + λ1 Ereg + λ2 Elap

(2.14)

In which Eshading is energy term of shading cue. Ereg and Elap are the regularization
and smooth term. Particularly, Eshading is defined as below:
Eshading =

X

|I(P (ν)) − lhν (z(ν))|2

(2.15)

ν

Where ν stands for the 3D vertex and P stands for the projection matrix. I is the
image. I(P (ν)) is the image intensity of v when projected into image plane. l is the
lighting coefficients which is a 4 × 1 vector and z(v) stands for the z value of vertex
v. hv is the 4D spherical harmonics approximation to surface reflectance:

(wu − w) × (wν − w) 
hν = 1,
k(wu − w) × (wν − w)k

(2.16)

Where w = (vx , vy , vz ) is the coordinates of v in 3D space. In this representation, we
didn’t model albedo explicitly. Instead, hν is the combination of albedo and lighting
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bases. wu and wv are the bottom and right neighbors of w. As our mesh is perpixel resolution mesh, the wv and wu are the neighboring pixels of w in image. This
actually is the discrete representation of surface normal.
By using the objective function, we can optimize the fine details on the mesh
follows a two steps algorithm. First estimate for l by minimizing Eshading , in which
keep other parameters unchanged. Then update z value of each vertex v using E.
Repeat this for several times to get best results. Note that, as k(wu − w) × (wν − w)k
can be pre-computed on mesh from last iteration, this whole system is a linear system.
2.3.6

Evaluation and Results

In this section, we will evaluate our algorithms and show the qualitative and quantitative results. In Figure 2.13, we show reconstruct results of proposed algorithms.
Skin details are clearly restored by our method such as wrinkles, folds, facial hairs.

(a)

(c)

(b)

(d)

Figure 2.13: Reconstruction results. (a) are the inputs. (b) show the projection of
reconstructed mesh and landmarks overlay with inputs. (c) are the reconstructed
mesh geometries. (d) are the textured meshes.
In Figure 2.14, we compare our results with state-of-the-art single image recon21

struction approaches. Compared to results in [47], ours and [83] generate higher
resolution geometry with fine grains. In particular, our approach achieve better geometry on personalized features like the shape of eyebrows,lips and cheeks.
We further conducted an quantitative experiment on our reconstructed meshes
with ground-truth(scanned by structured light system). We apply ICP algorithm [17]
for the rigid registration, the average alignment error is around 4.4mm, the average
of 90% of facial area is around 1.5 mm(large error happens mainly on ears and face
boundaries).

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 2.14: Comparision with other approaches. (a) are inputs. (b) and (e) are
results by [83]. (c) and (f) are results generated by [47]. (d) and (g) are ours results.
In Figure 2.15, we show more results generated by our approach, they are varying
in racial, head pose, lighting conditions, expressions and even with occlusions. Results
demonstrate that our approach is robust to image in the wild.
In Figure 2.16, we show the reconstructed results of extreme expressions. Unlike
the linear solver, our bounded solver can deform the mesh as much as requires without
getting into local minimal. The overall re-projection error of landmarks we tested on
around 4000 images is 0.1% ( errorinpixelunit
).
imageresolution
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Figure 2.15: More results.

Figure 2.16: One set of reconstruction result. from left to righ are input face image,
reconstructed mesh projected to input, reconstructed geometry and reconstruction
with texture.
2.4

Generating Personalized Facial Blendshapes from Image Sequences

Recently the blend shape model has been successfully applied to create 3D dynamic
models with realistic facial animations (e.g., [107, 65]). Blend shapes contain one
neutral face and a set of different facial expressions. A linear weighted sum of blend
shapes lead to a new 3D face model with a new expression. However these approaches
require the use of depth cameras to create and track facial animations. The goal of
this paper is to achieve comparable results with monocular 2D videos only.
In this section, we introduce a novel system to generate personalized blend shapes
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from image sequences that could be captured from a ordinary web camera or a smart
phone and even downloaded directly from the Internet. In this way, we envision that
one could create animatable face avatars from just regular video clips, enabling a
host of applications such as animation transfer and face swaps in videos. The main
contributions of our system are:
1. We generate initial blend shapes by integration of a set of techniques. We
first estimate a neutral 3D face model from images using the structure from
motion (SfM) and 3D morphable model (3DMM) [5]. Then, we transfer facial
expressions from generic blend shapes to the newly created neutral face model
based on the deformation transfer technique in [94].
2. Given initial shapes, we develop an algorithm to fit the blend shapes to the 2D
facial landmarks in the images. The fitting algorithm iteratively updates rigid
transformation, blending weights, and blend shapes.
2.4.1

Overview

Our system begins with 3D reconstruction of a personalized neutral face model. In
the reconstruction step, we acquire a short video from a web camera or a smart phone
and the user is asked to change head poses continuously with a neutral expression. We
reconstruct a sparse 3D point cloud using the SfM from these image frames. We then
fit a dense 3D morphable model using the point cloud. In the second step, our goal
is to generate other expression blendshapes based on this neutral expression model.
Firstly, we transfer the expression deformations of a set of generic blendshapes to the
neutral model. The models after expression transfer are used as initial blendshapes.
Secondly, we collect another short video and the user performs arbitrary expressions.
After extracting 2D facial landmarks for each image frame, we iteratively estimate
blendshapes by minimizing the difference of landmarks between projection and input
image frames. Figure 2.17 shows the pipeline of our system.
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Neutral Face Images
with Pose Changes

Face Images with
Expressions

Scale s
Rotation R
Translation t

3DMM

Personalized Neutral
Blendshape

Initial Blendshapes
Blending Weights

Generic Blendshapes

Refined Blendshapes

Figure 2.17: Our system pipeline.
2.4.2

Neutral Face Reconstruction

In many facial animation applications, a face expression is often represented by a
linear combination of personalized blendshapes,
M = M0 +

n
X

αi Mi

(2.17)

i=1

where M0 is the neutral face model. In our system, we have n = 51 blendshapes with
different expressions. Our goal in this step is to reconstruct a personalized neutral
face M0 .
We first capture a short video that lasts few seconds. The user is asked to remain a
neutral expression and change head poses between -45 and +45 degrees. SIFT features
are extracted and the optical flow is used to match feature points across frames.
Some key landmarks (e.g., eye and mouth corners) are also detected across image
frames. This detection is done by face alignment based on the cascaded regression [14].
The SfM is then applied to reconstruct a sparse point cloud that often contains
1000 ∼ 2000 points and some key landmarks. One example of the sparse point cloud
is shown in Figure 2.18(a).
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(a)

(b)

Figure 2.18: Neutral Face Reconstruction. (a) Sparse point cloud from SfM and fitted
3DMM. (b) Personalized neutral blendshape based on a non-linear registration [62]
and surface editing [92].
In order to generate a dense model, we fit a 3D morphable model to the point cloud.
We first use 3D key landmarks to estimate rigid transformation, e.g., scale, rotation,
and translation, between the point cloud and the generic morphable model. In the
morphable model, we search the nearest neighbor of each point of the point cloud and
replace the coordinates of the nearest neighbor with the corresponding coordinates
in the point cloud. Parameters of the personalized morphable model can be computed based on these new coordinates. As the meshes of the personalized morphable
model are different from the meshes of generic neutral blendshape in our system, we
apply a non-rigid registration first to register two meshes together [62] and then apply the Laplacian surface editing to generate a personalized neutral blendshape [92].
The reconstruction process is summarized in Algorithm 3. The personalized neutral
blendshape is shown in Figure 2.18(b).
2.4.3

Expression Transfer

The goal is to transfer the different expressions in a set of generic blendshapes Mi to
the newly generated neutral blendshape. We apply the deformation transfer technique
proposed in [94]. Let vi and ṽi , i = 1...4 be the four pairs of original and transferred
vertices for each triangle. The fourth pair of vertices are defined in the direction
perpendicular to the triangle. The affine transformation Q between two pairs of
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Algorithm 3 Neutral Face Reconstruction
Require: image sequences
Ensure: personalized neutral blendshape
1: Extract SIFT features
2: Match features based on optical flow
3: Detect key landmarks
4: Estimate sparse points based on SfM
5: Estimate rigid transformation {s, R, t}
6: Search & replace the nearest neighbors of sparse points
7: Compute new parameters of 3DMM and personalized 3DMM
8: Non-rigid registration between 3DMM and blendshape
9: Laplacian editing of registered blendshape
vertices is given by Q = Ṽ V −1 , where V = [v2 − v1 , v3 − v1 , v4 − v1 ] and Ṽ =
[ṽ2 − ṽ1 , ṽ3 − ṽ1 , ṽ4 − ṽ1 ]. Based on this definition, we can compute transformations
A1 , ..., An between neutral generic blendshape and other generic blendshapes with
different expressions, where n is the number of triangle meshes. Similarly, we also
can define transformations B1 , ..., Bn between neutral personalized blendshape and
other personalized blendshapes with different expressions. B1 = Ṽ V −1 in which V −1
is known and Ṽ is unknown. The expression transfer is formulated as a minimization
problem,
min

n
X

ṽ1 ...ṽn

k Aj − Bj k

(2.18)

j=1

Figure 2.19 shows comparison between some generic blendshapes and transfer
results for two individuals.
2.4.4

Blendshape Optimization

The blendshapes generated after expression transfer cannot be directly used as personalized blendshapes. One important reason is that the shapes of different individuals after transfer could share very similar deformations. For example, as shown in
the first column of Figure 2.19, the widths of open-mouths could be be very similar
for different individuals. Therefore, we need another process to further optimize the
blendshapes.
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(a) Generic blendshapes

(b) Initial blendshapes
from individual one

(c) Initial blendshapes
from individual two

Figure 2.19: Expression Transfer. (a) Generic blendshapes with three different expressions. (b) Blendshapes for one individual after expression transfer. (c) Blendshapes
for another individual after expression transfer .
We first capture another short video from the user. In the video, the user is
required to maintain a neutral expression at the beginning and then change the
expression arbitrarily. We align the image frames by detecting a set of 2D facial
landmarks [14]. Manual check of these landmarks is also done and adjustment is
performed when alignment errors are found.
The optimization can be formulated by minimizing the following energy function:

min

n
X

k xj − sj Rj Xj − tj k

(2.19)

j=1

where n is the number of image frames, {xj } are the 2D landmarks for jth image
frame, {Xj } are the corresponding 3D vertices that are extracted from the dense
model computed by Equation 2.17, and {sj , Rj , tj } are the scaling factor, rotation
matrix, and translation respectively.
We start from the first image frame that has a neutral expression. As we have
reconstructed the 3D neutral face model, we can estimate the {s1 , R1 , t1 } directly in a
closed form using SVD [53]. We then fix the {s1 , R1 , t1 } and update blending weights
αi .
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The updated blending weights allow us to recompute the 3D face model for current
frame. As we could assume the expressions change smoothly over time, we use the
current 3D shape as the initial model for the next image frame. Therefore, we can
iteratively update 3D face model for each image frame. Once we have estimated
all the face models for the image frames, we use them to optimize the blendshapes.
The blending weights and transformation parameters remain unchanged during the
optimization. In order to obtain robust and smooth results, we add two realization
terms:

Ereg = λ1 ·

n=51
X

∇2 (Mi ) + λ2 ·

i=1

n=51
X

k Mi − M̂i k

(2.20)

i=1

2

The first term ∇ (Mi ) is a Laplacian operator applied on the neighbors of each
vertex in Mi . This term is a local smoothness term to generate a smooth face model.
M̂i in the second term represents the ith initial blendshape before optimization. We
add this term so that the refined blendshape Mi cannot be too far away from the initial
blendshape after deformation transfer. Our algorithm of blendshape optimization is
summarized in Alorithm 4. Notice that after the first iteration of the optimization,
we use the 3D face models from previous iteration instead of models from previous
image frames.
2.4.5

Experiment

During experiment, we use Calibrated cell phone as data collecting device to collect
a video clip of a subject. For generic template model, it is taken from soft ware face
shift. We used 51 different blendshapes.
In figure 2.20, we shows the effectiveness of our Laplacian smooth term for blendshape refinement, as we are minimize vertex location in our implement, so the laplacian term makes sure our result blendshape consistent with its neighbours, which will
eliminate the artifacts in result. In our implementation λ1 = 0.3 and λ2 = 0.8.
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Algorithm 4 Blendshape Optimization
Data: 2D landmarks xi , 3D face model for jth frame Sj , 3D neutral face model M0 ,
initial blendshapes Mi
Result: optimized blendshapes Mi
k ← 1 S0 ← M0 Extract X0 from S0
while k xkj − x̃kj k>  do
for j ← 1 to N do
while Sjk not converge do
Estimate {sj , Rj , tj } Update αi for jth frame Recompute Sj for jth frame
Extract Xj from Sj
end
if k > 1 then
k−1
Extract Xj+1 from Sj+1
else
Extract Xj+1 from Sjk
end
end
Optimize Mi based on Eq. 2.19 and 2.20 k ← k + 1
end

Figure 2.20: The demonstration of our smooth term in blendshape refinement.
In figure 2.21, we demonstrate that our iterative blendshape estimation algorithm
can converge after enough iterations. 3 iteration is enough for all most all the cases.
In this figure, we show that the mean of distance between 3D projected points with its
correspondent 2D landmarks points are gradually decrease and converge to a minimal
value.
In figure 2.22. We demonstrate that our algorithm will eventually improve the 3D
reconstruction of each 2D video. As the blendshape becomes more personalized in
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Figure 2.21: The mean distance between 3D projected points and it correspondent
2D points of each iteration.
each iteration, the pose computed will be more accurate, so the result of fitting to 2D
image landmarks will converge at last. We shows the overlay of reconstructed model
to each frames, as the iteration increase, we get better overlay.
In figure 2.23. We shows that our blendshapes are applicable by imported it to
faceshift, and by compare with the personalized 3D generated by faceshift with Kinect
as input, our blendshapes are comparable with blendshapes obtained by faceshift with
looser input.
In figure 2.24, we show video animation sequences reconstructed by our method,
which reconstructed meaningful expressions.

Copyright c Yajie Zhao, 2018.
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Figure 2.22: The 3D overlay to 2D frames in the same frame in different iteration.
From left to right,they are results from iteration 1,4,7,10.
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Figure 2.23: Our blendshapes are driven as avatar by using faceshift.Top:2D images,
Middle: Blendshapes driven by faceshift using Kinect. Bottom: Blendshapes obtained
by our pipeline.

Figure 2.24: Video animation sequences with reconstructed 3D overlay.
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Chapter 3 Application:Video Face Beautification

3.1

Introduction

People use different ways, such as makeup and cosmetic surgery, to make their faces
look more attractive. For example, we use foundation to change the skin tone, use
concealer to make blemish, wrinkle and freckle invisible. We could also make our
cheek thinner, eyes larger and nose more pointed via cosmetic surgery. Nowadays
face beautification through picture editing becomes popular as it could be extremely
useful to preview and find pleasant face shape and appearance before applying actual
makeup and cosmetic surgery. One kind of beautification algorithms mainly concentrates on automatic makeup transformation without changing face shapes (e.g., [35,
86, 115]), or modifying the face models (e.g., [61, 18]). The makeup transformation
could also be accomplished by commercial software such as PhotoshopTM or even
dedicated hardware such as Casio Exilim EX-TR15 [27], which is limited to appearance changes (such as brightening and smoothing the face skins). Current algorithms
are mainly applying on a single input image. Usually they require user-touch up on
a per-frame basis, frontal views, and/or natural expressions. Therefore they could
not be easily extended to work on a video input. In this paper, we propose a novel
face beautification system framework that is designed to change both face shape and
appearances on a video input.
In this framework, we first choose state-of-the-art algorithm [107] to synthesize
and track 3D face models. Comparing with 2D models used in prior works, 3D models
could generate more realistic beautification results and are robust to facial expression,
pose, and illumination changes in the input video. In order to beautify a face, we
choose to allow the user to directly modify the face shapes instead of applying changes
based on statistics (e.g., [35]), since we have noticed that the concept of beauty does
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vary from person to person. Given a beautified 3D model, we develop an algorithm
to beautify all the video frames efficiently and consistently. Furthermore we develop
a variant of content preserving warping to further reduce unwanted distortions along
the face boundary. More specifically, we add one more term to the original energy
function in order to fix the points outside the face region. In the last step, we adopt
real time bilateral filtering to remove wrinkles, freckles, and unwanted blemishes.
Figure 1 shows the beautification results of two image frames selected from a video.
The main contribution of this paper is our novel beautification pipeline, which, based
on our knowledge, is the first designed specifically for video. Compared to existing
automatic beautification systems, we provide the user the option to customize the
beautification results. We develop a novel warping algorithm that uses this personalized beautified model as a guide to generate convincing video output in the presence
of large expression and pose variations.

3.2

Related Works

Face beautification algorithms could be divided in to two categories. The first category concentrates on appearance/makeup changes [35, 86, 115]. In [35], Guo and
Sim first decompose face images into face structure layer, skin detail layer, and color
layer. The skin detail layer contains skin flaws such as wrinkles. The face structure
layer contains facial components such as eyes, nose and mouth. The color layer represents color tone. Makeup information is transferred between corresponding layers.
Although the 3D face morphable model is used during synthesis in [86], their goal is
to generate a textured 3D face model from single images captured under a controlledlight setup. Yang et al. proposed a real time bilateral filtering which time complexity
is invariant to filter kernel size [115]. This technique is applied on single face images
to remove skin flaws. In our paper, we adopt this implementation in the last step of
the framework.
Another category of the face beautification concentrate on shape changes [61, 18].
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In [61], Leyvand et al. compute a set of distances between 2D facial feature points.
These distances could be considered as a high dimensional point in a face space. The
face space also contains training points that are computed from a set of face images
that have been rated offline. Given a new point, they search for a nearby point in
the face space that has a higher attractiveness rating. Chou et al. apply the ASM
model to align 2D face image and use the Poisson image editing technique to insert
a facial component to the target image [18]. This approach is only suitable for one
single image.
There are also other similar techniques in which the purposes are not face beautification. For example, Dale et al. propose an algorithm to replace faces in video
[22]. This algorithm uses a 3D multilinear model to track the facial performance. The
source video is warped to the target video after retiming and blending. As two videos
contain two users with totally different face shapes and appearances, beautification
is not the goal of this algorithm and users are not allowed to beautify their faces
according to their own preferences. In [114], the goal of the proposed algorithm is
to manipulate (e.g., magnify and suppress) facial expressions by adjusting expression
coefficients. This adjustment is somehow related to our first step of the framework.
However, our algorithm is different from the algorithm in [114] and is more suitable
for face beautification.
The algorithms for face synthesis and tracking step in our framework are the
state-of-the-art algorithms described in [107, 63]. The core part is the rigid and nonrigid tracking of the blendshape weights and position of head and its orientation. A
statistical model is also proposed in [107] to prevent unrealistic poses by regularizing
the blendshape weights. These algorithms have been integrated in the commercial
software [28].
The content preserving warping algorithm proposed in [71] is modified and improved for the purpose of the face image warping. The original algorithm is designed
to capture arbitrary scenes from a hand-held camera.
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Figure 3.1: The overview of our system framework. (1).3D scan result from Kinect
sensor. (2). Synthesis of personalized blendshapes. (3).Blendshapes after beautification.(4).Rigid and non-rigid tracking.(5).Projection and warping.(6).Filtering.
3.3

System Overview

In order to beautify faces in a video input, we propose a system framework as illustrated in Figure 3.1. First, we use Kinect sensor to collect data. The Kinect sensor
supports simultaneous capture of a 2D image and a depth map at 30 frames per
second. The user is instructed to perform a set of different expressions in front of
the Kinect sensor. Second, as the depth maps of ten exhibit high noise levels and
missing data, we processed the depth maps offline with algorithms proposed in [107]
to generate a set of personalized blendshapes. There are totally M = 48 blendshapes
that contain neutral and other expressions (e.g., a smile with closed lips). The users
expression is reconstructed by a linear PCA model based on the blendshapes.

S = S̄ +

M
X

α i Si

(3.1)

i=1

where S is the target face expression, S is the mesh of neutral expression, Si is the
additive displacements between ith blendshape and neutral expression, and
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i

is the

blending weight corresponding to ith blendshape.
In the third step, we beautify the personalized blendshapes. One possible way
to beautify these blendshapes is to manually edit all of them. However, this process
could be very time consuming and the edited blendshapes may not be consistent to
each other. In Section 3.1, we describe an algorithm to beautify the blendshapes that
only requires manual editing of a few blendshapes.
By applying the linear P CA model on the beautified blendshapes, we are able
to reconstruct a beautified 3D face mesh for every image frame in an input video.
The weights

i

in the linear P CA model are estimated by the rigid and non-rigid

tracking proposed in [63]. The rigid tracking is mainly done by ICP with pointplane constraints and computes position of the head and its orientation. The non-rigid
tracking estimates the blendshape weights i .
In many existing algorithms, accumulated facial texture is often mapped to the
3D mesh to reconstruct a complete 3D face model. This is a necessary step for 3D
face animation. However, our goal is to generate a new video with the beautified face.
Therefore, in the fifth step, we project the 3D face meshes back to the image frame
using the position of the head and its orientation estimated from the rigid tracking.
Then we apply an image warping between the original and beautified 2D face meshes.
We notice that a direct warping would often cause some unwanted distortions around
the face boundary. Hence, we design an image warping algorithm to minimize the
distortions around the face boundary. As a result, the image background and the
beautified face can be composited together seamlessly.
In the last step, we apply filters on the image sequences to remove wrinkles,
freckles, and unwanted blemishes
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3.4

Beautification of 3D Face Mesh

Our goal of the algorithm is to estimate M = 48 beautified blendshapes efficiently.
A beautified face mesh S 0 is also modeled by the linear PCA,
0

S =

S̄ 0

+

M
X

α0 i Si0

(3.2)

i=1

As the difference between S 0 and S could not be very large, we approximate αi0 by
the original weight i in equation 3.1. Our experiments show that the approximation
is reasonable and can generate stable results. After manually editing the neutral
expression S 0 and target expression S, the 48 additive displacements are unknown
and need to be estimated. Here we first divide the face mesh into five different
regions (i.e., left eye, right eye, nose, mouth, and chin regions). A linear relation
is used to model the transformation between Si0 and Si for each local region. Thus,
equation 3.2 is converted to,
Sj0

= S¯j0 +

M
X

Kij α0 ij Sij0

(3.3)

i=1

where 0i = i , Sij0 = kij Sij , and j is the index of local region. We set βij = kij ij , and

ij

is solved by minimizing the energy function for each local region,
Ej =

kSj0

− S¯j0 −

M
X

βij Sij0 k2

i=1

+λ

M
X

(βij − αi )2

(3.4)

i=1

where the second term is the regularization term that makes βij close to αi to prevent
unrealistic transformation, and λ is the parameter to balance regularization and data
fitting.
However, when i is zero or very small, kij = βij /αi is infinity or highly unstable.
To deal with this problem, we first increase the number of target expressions S 0 . Two
or three different target expressions S 0 could greatly reduce the number of

i

that is

zero or close to zero. For the remaining cases, we simply set kij to 1 to prevent
unrealistic changes. As two or more local regions have a large overlapping area, we
use the mean value of multiple kij when updating Si j to Sij0 . Figure 3.2 shows some
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Figure 3.2: The 3D Beautification example.
(T op) five are original 3D
model.(Bottom) five are correspondent 3D models after beautification.
beautified 3D face meshes. We manually edit the neutral expression S̄ 0 and few target
expressions S 0 . Mesh editing is a well-studied topic in computer graphics and has been
integrated into many modeling software. We choose a simple and free 3D modeling
editor kHED [54]. Other commercial software also could be used here. Since the
interactive Laplacian mesh editing (e.g., [92]) is often used in many of them, the
edited results could be smoother.

3.5

Face Image Warping

After projecting the original and beautified 3D face meshes back to the image frame,
we obtain two corresponding 2D face meshes P̂ and P . In order to warp from P̂ to P
naturally without causing obvious distortions along the face boundary, we first define
an image warping patch that is larger than the face region, which could reduce the
warping artifacts along patch boundaries. We then design a variant of the content
preserving warping algorithm proposed in [71].
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This data term assumes bilinear interpolation coefficients wi for each face point
Pi remain unchanged after warping. Vi represents the four grid vertices that enclose
Pi .
Es is the similarity transformation term defined as
Es (V1 ) = kV1 − V10 k2

(3.5)

V1 is a vertex of one grid cell and V10 is another version of V1 that is represented by a
linear combination of vectors between the other two neighboring vertices V2 and V3 ,


0 1
 (V3 − V2 )
(3.6)
V1 = V2 + µ(V3 − V2 ) + ν 
−1 0
where µ and ν are the coordinates in the local coordinate system. The salience term
defined in [71] is omitted in our implementation.
This term assumes that the transformation between each pair of local grid cells
is close to a similarity transformation. This could be a reasonable assumption when
the grid cell is relatively small. Details of these two terms could be found in [71].
In practice, however, we find that these two terms are not enough to reduce the
distortions around the face boundary. Hence, we add another term Eb to fix the
vertices outside the face region.
Eb =

X

kVi − V̂i k2

(3.7)

i∈S

where S is the non-face region in the image patch. The term is used to reduce the
transformation outside the face region. Along with the previous two terms, our energy
function is defined as,
E = Ed + αEs + βEb

(3.8)

where α and β are the parameters to control weights of the second and the third
terms. Figure 3.3 shows the comparison of warping results with and without adding
the third term.
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Figure 3.3: The effect of term Eb . (a). Input image in 640 ∗ 480. (b). Only using
the Ed , Es .We can see the distortion in the red rectangle. (c). Using Ed ,Es and Eb
to preserve the boundary.
3.6

Experiments

We evaluate our proposed system on five different users including different genders
and races. Each user is instructed to perform a set of expressions at the beginning,
which are used to generate personalized blendshapes. Beautified blendshapes are
generated based on the algorithm described in Section 3.1 and the users preferences.
Then we collect a short video for each user and convert it to a new video that contains
beautified faces.
Figure 3.4 shows the image frames selected from videos for six different users
before and after beautification. We can easily find that both face shape and skin
region are more attractive after beautification. On average, users prefer to make
cheek thinner, eyes larger, and skin smoother. However, different users still could
have different definitions of beauty. Figure 3.5 shows different results (i.e., different
cheek sizes and smoothing levels) of the same user.
Figure 3.6 shows a set of image frames selected from a users video. We can see
that the shapes and color appearances are changed consistently over the video. Video
demo is presented in the supplemental material.
In terms of processing time, the face tracking part [11] is still offline. The most
time-consuming part is the interactive editing of the face shape. It is usually an
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iterative process that takes 20-30 minutes. The warping and blending process can
run at interactive rate.

Figure 3.4: Results of our face beautification system. (Top) six images are original
frame from videos. (middle) images are the results after shape modification. (Bottom)
images are the outputs with shape changed and skin smoothed.

Figure 3.5: The different results on cheek size and skin smooth level. (a) and (d) are
original image frames from videos.(b) and (c) show the different cheek sizes for the
same person. (e) and (f) show the difference skin smooth levels.

Copyright c Yajie Zhao, 2018.
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Figure 3.6: A sequence of image frames from a users video. (Top) are original images.
(Bottom) are correspondent images produced by our system.
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Chapter 4 Application:Automatic Face Video Stylizing Using a Single
Example

4.1

Introduction

Digital face beautification seeks to modify a persons appearance and/or geometry in
images to improve the looking of the person in certain way. There has been several
studies in recent years in the research communities on this topic. Moreover, it has
more attracted more attentions in industries due to the great commercial potential.
Several commercial products that allow users to perform manual digital makeup,
such as TAAZ [98] and MODIFACE [75], have been released. approaches provide a
convenient way for users to do face makeup by referencing to a single image with the
styles they prefer.
Inspired by this idea, we develop a comprehensive system that performs digital
face beautification on videos guided with a single example image. Compared to [35],
our method modifies both the appearance and geometry, and operates on a video.
Towards this end, we go beyond the 2D-based methods [35, 60] and reconstruct 3D
face models from both the reference image and the input video. Building 3D model
from a single image is inherently an ill-posed problem. We use a two-step approach
similar to [52]. First of all, we combine face landmark detection [104] with 3D MM
[5] to estimate initial face models. The second step refines the geometry based on
shading cues in the image, namely using Shape-from-shading (SFS). For the input
video, we further perform Structure-from-motion (SFM) to reconstruct a 3D point
cloud of the face, towards which the model from the second step is then aligned. With
face models reconstructed for both the references images and the input video, we can
then perform geometric morphing followed by image warping to adapt the users face
shape towards the reference [120]. Moreover, this method allows the user to control
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the degree of morphing to achieve desired level of adaptation.
In order to estimate the lighting and appearance information for both SFS and
makeup transfer, we extend the decomposition method proposed by Chen et al. [16]
for albedo and illumination estimation. Specifically, we incorporate skin detection
into this approach in order to better accommodate special regions on the face, such
as the eyes and the eyebrows. With the lighting estimated, we can then synthesize the
shading for the input based on the reconstructed face model. The makeup information
is further transferred to the input. With this approach, we can adapt the users
appearance towards the reference. Moreover, benefiting from the 3D information, we
can accommodate different head poses in the input video, by synthesizing a posed
reference image. The core contributions of our method include the followings:
1. A novel system that enables makeup and lighting transfer as well as geometry
adaptation of a video potentially with difference poses, using a single image as
reference;
2. A new albedo estimation method and an extended SFS method for single image
face reconstruction.

4.2

Related Works

Face beautification, in general, consist of two components, namely geometry and
appearance. In this section, we briefly review several state of the arts in these two
aspects.
Geometry adaptation of face images can be performed in either 2D or 3D. Leyvand
et al. [60] encoded facial attractiveness of a set of face images with human ratings.
For a given image, a similar example with high rating is located in the database.
The spatial geometry relationship of facial landmarks in the example is then used
to deform the input to raise its attractiveness. On one hand, this operation is fully
automatic. On the other hand, it lacks the flexibility to take into account the users
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preference. Zhao et al. [120] develop a 3D-based method to modify the geometry of
a face video. A 3D face model is constructed from a give RGBD video using FaceShift
[28]. The model is then manually modified to achieve desired face shape and then
applied to the input video via image warping. Though this method can accommodate
different head poses, it could be time-consuming to manually edit the face models for
non-experts.
To allow incorporation of users preference while alleviating user interactions, Tong
et al. [104] and Guo et al. [35] both propose the idea of using example images as
guidance. Both works focus on face makeup transfer. Tong et al.

[104] requires

two reference images, before and after face makeup to learn the relationship, which
is then applied to a given user image. Such image pair might not be always available
to users in reality. By contrast, Guo et al.

[35] requires only one single reference

image. Similar to [73], they decompose the images into multiple layers. The layer
that contains the color makeup information is then transfer to the input image after
landmark guided image warping. Since this method operates directly on 2D image, is
sensitive to head pose variations. More importantly, they does not take into account
illumination difference. Therefore, the results could suffer from artifact when the
example and target face have high lights in different regions.
Several other related works also adopt the layer decomposition methodology. Li
et al. [67] use a TVL model to decompose illumination layer from intensity image
under an assumption that the face highlights are patch-wised constant. They then
transfer the lighting by replacing the illumination layer of target face. Chen et al. [16]
introduced an illumination normalization method which use a single reference image
to normalize each input face. Their method performs well especially in estimating
albedo, can handle cast shadow case. However, as they use a quotient image, the
high reflectance regions (eyebrow, face feature boundary) are not persevered after
normalization. These method for face makeup transfer are mostly 2D-based, which
makes lighting estimation difficult. Our method overcomes this issue by building 3D
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face models from both the reference and the input.

4.3

Overview

In our proposed system, we use one example image in arbitrary condition to stylish
a video sequence captured by a cellphone. We transfer the makeup, geometry and
illumination in the exampled face to the subject in the video smoothly and naturally.
Inspired by [35], we first convert all the images to CIELAB color space, consisting of
color A, B and a lighting layer L, and assume that all the lighting information is lying
in L channel and we further decompose it into skin detail layer (high frequency) and
face structure layer (low frequency). Then we estimate the 3D shape, albedo, pose
and lighting of both the example single image and video sequence by using 3D MM
model and spherical harmonics (SH). After that we apply the reconstructed lighting
from example to each frame of the video and transfer the color and face detail similar
to the approach in [35]. Finally, we morph the target and example geometry to get
a desired shape and achieve the geometry transfer by 2D image warping method.

4.4

Video face manipulation

Now, we have every ingredient of video face beautification, we implement a per-frame
based editing in three. Firstly, we estimate the albedo of the current frame, and
given the pose and shape from the 3D reconstruction, we could easily apply the
lighting condition from the example image to the target by using spherical harmonics
representation. Then, we use the relighted frame from last step to transfer the makeup
by alpha-blending the AB channel and weighted adding to the skin detailed layer.
After that, we change the geometry of the target by image warping. Since we have
both the example and the target 3D models, we perform a 3D weighted morphing, in
which we first estimate the 3D flow vector between target and example 3D geometry,
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and then we solve the new geometry model by minimize the following equation:
Z
min

||Pd − P0 − V || + λ|| 4 G(Pd ) − 4G(P0 )||

(4.1)

where P stands for the desired vertex position,P0 stands for the target geometry,V is
a 3D vector flow estimated by facial landmarks from a patch-wised method. The
regularization term is weighted by λ, which is to smooth the obtained 3D geometry
by keeping the discontinuity of mesh at each vertex with its neighbors. Figure 4.1
shows our method compared to the alpha blending method. Our method produces
more detailed result with smooth surface.

Figure 4.1: (a).Target. (b).Example. (c)Straight forward Morphing. (d) Our method.

In the last step, we use the generated new 3D shape as a guide to warp the 2D
image by using the projected 2D facial landmarks as constraints. This is under an
assumption that slight changes in 3D shape will not lead to large illumination changes
in the 2D image.

4.5

Experiment

Copyright c Yajie Zhao, 2018.
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Figure 4.2: Video sequences from our pipeline. From the top to the bottom rows
are input frames, frames with only makeup-transfer and final restuls.

Figure 4.3: Results of makeup transformation. Left Most: input image , Right
Most: example image, middle top: skin color blending results under different
alpha=0.2, 0.4, 0.8, middle bottom : skin detail transformation, weights=0.4, 0.6,
0.9.
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Chapter 5 Application:Video Face Replacement

5.1

Introduction

Driven by the virtual try-on application we would like to swap out both the body
and face. We will first discuss our face tracking and replacement method, the briefly
explain the body warping techniques.

5.2

Approach

For our automatic head tracking procedure,we assume that human head is a relatively
rigid object and motion between two successive frames are small. Given a input of
a RGB-D sequence with frame number N , and also the pre-scanned model of the
same person,denote as M , the goal is to register M to each frame mesh Si to obtain
Mi where i = 1 · · · N which is generated from depth.Our method is based on the
robustness of ICP algorithm, for each frame i, we initialize the head pose with the
result from i − 1 frame, then ICP method is used to register Si−1 to Si , the motion
between successive frames can be regarded as rigid transformation, we then apply
this transformation to the result head Mi−1 to get the initialization for frame i.With
the initial guess, we also apply ICP algorithm to align the complete head model to
current frame mesh. As the mesh are generated from depth and the mesh has noise,
instead of apply ICP directly, we first obtain a 3D bounding box from the result from
i − 1 frame which defines the ICP point space, only the points in the box will be used
to process ICP.
This method will fail when motion is big between frames and the it will drift as
frame goes by. To solve this problem and giving the initial guess automatically for the
first frame,we leverage the 2D landmarks to initial our 3D alignment.We use [82] to
detect 68 2D landmarks in image frame, then we shoot rays from these landmarks to
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get intersection with the mesh, these intersection are the visible 3D points of the 2D
landmarks. We then use this intersection and predefined correspondent landmarks in
M to solve the transformation. This initialization is used in first frame and if head
tracking results above are regarded as failure, which means the rotation angle between
current frame and previous frame exceed a threshold or the projected landmarks has
a big error with the corresponding landmarks detect in color image. Our head pose
tracking can handle big pose even turn around, which cannot be solved with 2D
landmarks in each frame,and it automatically select key frames to minimize drift.
After head pose tracking,we now obtain a set of Mi which is aligned to each depth
frame. We now need to align target head model D to each Mi and find correspondence.
Instead of doing this repeatedly. we use a template full head model to deform it to fit
separately to source and target model. We use Laplacian mesh deformation[93] and
embedded mesh deformation [95] method to do this. After alignment, we get vertex
to vertex correspondence between M and D so that we get Di which is the target
model aligned to each depth frame.
We then project visible correspondent vertices in Mi and Di to image frame i and
use these projected 2D points to guide image warping. After the warping are done, we
then rendered Di to each frame with a region mask projected by predefined seamless
region in 3D model.
For the image replacement, we need to adjust the target image color to fit the
source image.We use method similar to [96] and [89] to first decompose the source
and target images into multiple layers in CIE LAB color space(in our case 7 layer).
And then a per pixel gain map is computed in each layer by minimizing the following
energy function :
||tL(p) ? GL(p) − SL(p) || + ||GL(p) − GL(q) ||

(5.1)

in which tL is the target image in level L,SL is Lth layer of source image, p is any
pixel in replacing mask,we want to get the per pixel gain map GL(p) , the first term is
that the gain of pixel p should make intensity of p in target equal to the intensity of
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p in source,however, this result are in lack of spatial smoothness. So the second term
is smooth term in which q is the adjacent pixels. After obtain the gain map in each
layer, we can get the color harmonized target image tL(out) in the following way:

tL(out) = tL ? Gain

(5.2)

Finally we just composite all the layers as the color corrected target image, which
can then matted with source to generate result.
It is often the case that the face is occluded, we use the depth map to render a
alpha mask and warp the mask in the same way as corresponding color image, then we
use K means to segment foreground and back ground, a blending mask is generated
and used as:
α · Itarget + (1 − α) · Isource

(5.3)

in which Itarget is used as background in regions occluded,and Isource in these region
will be foreground,in other region,Itarget will be foreground . Figure 5.1 shows the
procedure of dealing with occlusion.

Figure 5.1: Illustration of dealing with occlusion cases

5.3

Image Warping

We used different warping method separately in face replacement and body reshaping,
because relative to body, face warping requires keep rigid and the warping should only
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happen in face areas . First we warp the face by using the method in [LiuGJA09],
the only difference is that we add a background fix term to prevent body from moving.

E = Ed + α ∗ Es + Eb

(5.4)

After face replacement, we warp the body by using [Schaefer2006], the projected
vertices of source and target model are guided as control points of warping.

5.4

Experiment

Figure 5.2 and Figure 5.3 shows selected female and male frames from result video.

Figure 5.2: Face Replacement in video with two female subjects. first row are the
selected video frames from source subject. second row are the selected video frames
after face replacement.

Copyright c Yajie Zhao, 2018.
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Figure 5.3: Face Replacement in video with two male subjects. first row are the
selected video frames from source subject. second row are the selected video frames
after face replacement.
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Chapter 6 Application:Synthesizing Face Images in the Presence of
HMDs

6.1

Introduction

With the recent surge of interests in virtual reality (VR) and augmented reality (AR)
techniques, it is increasingly common to see people wearing head-mounted displays.
Often taunted as a new means for social interactions, the form factor of these HMDs,
however, severely limit one common form of interactions, that is face-to-face communications, either in the same physical space, or connected via imaging techniques (e.g.,
video teleconferencing). In the foreseeable future, HMDs that offer an immersive or
seamless experience will severely occlude a large portion of the face. As a result, it
is difficult or even impossible for other people to identify the user, facial expression,
and eye gazes.
We are certainly not the first to identify this problem. There are several recent research papers that aim to address this problem. They can roughly be divided into two
categories. The first is to find ways to track the expression, using cameras or other
sensing devices embedded inside the helmet such as in [76, 64, 101]. The tracked
expression is then used to drive an avatar. While very impressive results, in both
the tracking accuracy and the realism of the final synthesized face images, have been
demonstrated, approaches in this category are limited to providing a talking head
experience, body movement and gestures, which are also important for communications, are missing. The second category aims to inpaint the occluded part, making it
possible to present the full picture as if the subject is not wearing the HMD at all.
This approach is quite difficult since the occluded part is significant and we are very
sensitive to artifacts on the face. We have found only one paper following this direction. In [9], Burgos et al. first train a regression model of a subject’s experssions,
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then based on the unclouded part (e.g., face) to synthesize a complete face image
with expressions. Limited results have been presented.
In this chapter, we first present a novel experimental setup that consists of two
near-infrared (NIR) cameras to point to the eye regions and one visible-light camera
to capture the visible face region. The main purpose of this simulation system is to
synthesize realistic face images without occlusions based on the images captured by
these cameras. As the simulation system can provide ground truth, which can be
used to do the quantitative analysis of proposed algorithm. We further proposed a
real prototype HMD device and extended the algorithm for experimental setup to the
real one. The last but not least, we explore neural network approach to solve this
problem.

6.2

Related Works

A few research has been done recently to drive 3D avatar for users with HMD. In [84],
Romera-Paredes et al. adopted an experimental setup that has two visible light cameras which pointing towards eye regions from a oblique angle to capture the eye
movement. They built a regression framework from the the captured partial face
images as input to the blending weights of personalized blendshapes. Multiple machine learning algorithms, such as ridge regression and convolutional neural networks
are applied in their framework. In [64], Li et al. developed a novel HMD that uses
electronic materials (strain sensor) to measure the surface strain signals and RGB-D
camera to track visible face regions. A linear mapping is trained between the blendshape coefficients of the whole face and the vector that concatenates strain signals
and the blendshape coefficients of the visible face part. This mapping is then used to
animate virtual avatars. In [76], they propose an RGB data based approach for 3D
avatar control in real-time. The mouth and eyebrow motion is captured separately
by an external camera which attached to HMD and two IR cameras mounted inside
the HMD. This data is further used to train a regression model that maps the inputs
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to a set of coefficients of a parametric 3D avatar. All the above approaches are aimed
at 3D parametric avatar driven for HMD users.
Recently, In [101], Thies et al. propose a novel approach for real-time gaze-aware
facial reenactment for user’s with HMD. They use a RGB-D camera to capture and
track the mouth motion and two internal IR cameras to track the eye gazes. They then
reconstruct 2D face images by using the tracked expression and pre-recorded videos of
the user with eye-gazed corrected. Although they can reconstruct the blocked face in
photo-realistic videos by self-reenactment,their result will lose information in original
inputs, like head pose, gestures and other information in the original video inputs. In
[9], Burgos et al. build a system to reconstruct face with HMD in 2D videos by using a
personalized textured 3D model. They use a RGB camera to capture the face videos
and track the expressions, then the textured model is projected and blended with
the remaining mouth part. Their approach do not handle eye gaze and illumination
changes. In our approach, we will reconstruct HMD faces in photo-realistic videos
with ground truth eye movement and the visible information in original input will be
faithfully reserved.
Analysis and synthesis of face expressions have been studied in the past few
decades. There are various algorithms have been proposed. For instance, active
appearance models (AAM) and 3D morphable models have been successfully used
in many applications to model shape and texture variations of faces [110, 6]. Depth
sensors also are widely used to reconstruct 3D face models in recent years. Cai et
al. presented a deformable model fitting algorithm to track 3D face model using a
commodity depth camera [11]. In [103], Thies et al. proposed an reenactment algorithm to transfer facial expressions from one people to another people in real-time
assuming no occlusions present. A RGB-D sensor is used to estimate and track face
model, head pose, and illumination. Thies et al. further extend their reenactment to
only use RGB sensor in [100]. It is easy to find out that most of these algorithms are
not designed for HMDs. Therefore, they often have either different inputs or outputs
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comparing with our system and algorithms. For example, Some of them may not be
robust under serious occlusions. Some of them output animations of 3D face models,
in which eye gazes are not important.
In my proposed algorithms, I also apply many techniques such as landmark detection [14], colorization [81, 59, 90], and feature extraction [51].
Face inpainting is first introduced in [3] and prior is required to reconstruct a
meaningful result. Based on the prior, we can divide the existing inpainting into two
categories, the self-support inpainting or database-support inpainting. For the selfsupport inpainting, all the prior information is extracted from the same input image.
The missing part can be filled by the nearest patches in the same image [26]. They also
can be regarded as noises and removed by taking into account the global smoothness
in [88]. In [43], Huang et al. proposed a planar-based inpainting method which
segments the image into planes and complete them using mid-level structural cues.
All these above self-support inpainting can generate high quality results under their
own assumption, such as repeateness of texture, spatial smoothness in the missing part
or planar objects. However, when the semantic meaning is required or the assumption
are not satisfied, these methods lose their power to reconstruct the corrupted region
in the images. So in [41, 78, 108, 74, 111, 116, 29, 38] , they use database to deal
with more general image inpainting problem with semantic meaning. Internet photos
patches with similar semantic meaning are retrieved and blended in [41, 108] to fill the
missing parts. They require that the missing scene should contained in the database,
otherwise, it’s difficult to use these methods. In [74], Marial et al. use sparse coding to
represent the images and they can generate complete image automatically by using
a feature dictionary without copy-paste. Recently, in deep neural network based
methods such as [111, 38, 29], they hallucinate the missing portion of the images by
learning the background texture. They either generate blurry and unnatural result
or in lack of the semantic meaning. For example, when applying on the human face
with eye region missing, the smooth skin will be generated on the recovered image
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instead of an eye we expect.
To solve this problem, in [78, 116, 112], they can predict detailed contents by
considering the surrounding pixels and the semantic meanings at the same time.
Recently, several GAN frameworks have been proposed to address the inpainting
problem [78, 116, 46, 112, 68]. GANs have been shown to perform well in generating
realistic appearing images. When applied to faces, GANs have also achieved strong
results [55]. Particular, In [68], they solve the general face inpainting problem by
training a model over alignment face data. This method has shown promise in using
adversarial examples as a perceptual loss to ensure that the generated face is realistic.
However, one noticeable issue in GANs when applied to faces is the object coherence
problem and identity preservation. Only recently has identity-preservation in GANs
been addressed [66]. They transfer human attributes with identity preserved, such as
glass removal and expression changes. In their cases, enough identity information can
be provided from their inputs as they are not covered. However, in our scenario, the
identity information is occluded so that extra information is required to recover the
identity. Recently, InfoGAN [15] was introduced to learn disentangled representations
in unsupervised manner, which shows their effectiveness on face image generation with
pose variations.

6.3
6.3.1

Experimental Setup
System Overview

There are three contributions of this experimental system. Firstly, we propose an
experimental setup of HMD that consists of two near-infrared cameras pointing to
the eye regions and one visible-light camera capturing visible face region. Secondly,
we propose a novel framework to synthesize realistic face images without occlusions.
Thirdly, in the proposed framework, we further present two novel algorithms to reconstruct skin details, such as wrinkles, in video sequences and refine eye regions by
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Synthesized Image

Near Infrared
Visible Light

Figure 6.1: An illustration of our system. Our goal is to synthesize realistic face images from three input images captured by two near-infrared cameras and one visiblelight camera in a head-mounted display.
removing “red eye” effects. Figure 6.1 illustrates the primary purpose of this paper
and major components of this setup.
6.3.2

Setup and Data Acquisition

There are three cameras in our hardware setup. Two cameras are near-infrared cameras that capture two eye regions. The image resolution is 640 × 512. Cameras are
adjusted so that eye regions are located in the middle of captured images. A visiblelight camera is mounted in the middle of two near-infrared cameras that can capture
a face image with resolution of 1280 × 960. As HMDs often produce large occlusions
to faces, we remove the face region above the nose in captured face images in our experimental setup. As shown in Figure 6.2, our setup is sufficiently close to mounting
camera on HMDs. Therefore, it could be easily generalized to these kinds of devices
(e.g., choose cameras with smaller sizes). We collect a video sequence of a user’s
frontal face without occlusions (less than two minutes). In this video sequence, the
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8cm
17cm

Figure 6.2: Our experimental setup. Two near-infrared cameras are 8cm from eyes.
The visible-light camera in the middle is 17cm from the user’s face.
user presents various facial expressions. This video sequence is mainly used for the
matching module as described later in Section 6.3.3. The user is also instructed to
changing head poses with a neutral expression. These image frames with head pose
changes are mainly used to reconstruct a personalized 3D head model.
6.3.3

Algorithm

Our framework consists of four modules as shown in Figure 6.16. In the first module,
we detect landmarks of eyes and eyebrows. The second module is to warp the nearinfrared eye images to the corresponding regions in the occluded face image. In this
module, we estimate a personalized 3D face model and three projection matrices
between the 3D model and 2D landmarks. There are two purposes of the matching
module: 1) it reconstructs wrinkle variations caused by facial expressions in video
sequences; 2) The color images obtained in this module are used as reference images
to further process eye regions. In the eye processing module, after we colorize the
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warped near-infrared images, we refine the eye regions by removing “red eye” effects.
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Figure 6.3: Our system pipeline that consists of four modules.

6.3.3.1

Landmark Detection

We use five landmarks for one eyebrow and six landmarks for the eye boundary. The
cascaded learning framework described in [14] is adopted. In this framework, simple
pixel-difference features are extracted and two-level boosted regression is applied. In
the internal level of the regression, a set of primitive regressors (e.g., ferns) are trained.
Few thousands of training eye images are obtained by cropping labeled face images
of the LFW data set [42]. As the eye is often located in the middle of the captured
image and almost has no in-plane rotations in our hardware setup, we require only
few initial eye shapes to achieve acceptable predications. However, similar to other
landmark detection algorithms, it is normal to get up to few pixel detection errors.
Figure 6.4 shows some detection results.
6.3.3.2

Warping

During the data acquisition, we have acquired few images with different head poses
and a neutral expression of the user. They are used to reconstruct a personalized 3D
model. We first apply the structure from motion (SfM) to estimate a sparse point
cloud [39], then we fit a 3D morphable model to the point cloud to obtain a dense
model. Given the 3D model and the same landmarks on the eye images and face
images without occlusions, we estimate projection matrices between each eye image
and 3D model and a projection matrix between the face image and 3D model. The
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Figure 6.4: Results of landmark detection. The left image on the second row presents
detection errors up to 5 pixels.
3D face model and projection matrices are estimated off-line and could be treated as
a calibration or pre-processing procedure of the system.
During the warping, we first back-project a pixel in the occluded region of an input
face image. If the ray is intersected with the 3D face model, we project the nearest
intersection point to the eye images to extract pixel intensity. Figure 6.5 illustrates
the warping process.
6.3.3.3

Matching

Many occluded regions such as forehead and nose contain wrinkles and folds that
vary according to facial expressions. However, the kind of dynamic skin detail usually
cannot be reconstructed by 2D or 3D linear face models. As we have collected a video
sequence that has few thousands image frames with different facial expressions, our
solution is to retrieve the face image in the sequence directly that has the most similar
shapes and textures for eye regions. As shown in the experiments, this solution is
both effective and efficient.
In order to obtain accurate retrievals, we define three terms of our cost function
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Back projection

Projection

Projection

Figure 6.5: An illustration of our warping process.
E. The first term E1 is given by
E1 = kLq − Li k + kRq − Ri k

(6.1)

where Lq and Rq are the query landmark coordinates for left and right eye images
respectively. Li and Ri are the landmark coordinates for the ith face image in the precollected video sequence. All the coordinates are normalized. The relative translation
and rotation matrices are estimated based on two eye corners. This term is used to
measure differences between eye shapes. However, the landmark detection itself may
not be very accurate and often contain few pixel errors as shown in Figure 6.4. As a
result, we cannot use this term alone. As shown in Figure 6.6, matched result could
be quite inaccurate if only E1 is used.
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Figure 6.6: Comparison of matching results. (from left to right) query eye images,
ground truth of matched image, the best matched image only using E1 , and matched
image using all three terms.
In our algorithm we first apply this term to select N best candidates. In order
to speed up searching, the Kd-tree structure is applied to the landmarks in the video
sequence.
Once N best candidates are selected, we further designed two terms to refine the
results. E2 is given by
E2 = kP S(Lq ) − P S(Li )k + kP S(Rq ) − P S(Ri )k

(6.2)

where P S(·) represents a set of PCA-SIFT operators [51] for image patches centered in the eye landmarks. We choose 80 × 80 for each image patch. The dimensionality of the feature space is set to 20. P S(Li ) and P S(Ri ) are computed off-line.
This terms measures the differences of eye textures.
In order to make wrinkles and folds vary smoothly, we further add another important term to measure the distance between landmarks in current frame and landmarks
in the previous frame. E3 is given by
E3 = kLprev
− Li k + kRprev
− Ri k
i
i

(6.3)

where Lprev
and Rprev
are matched landmarks in the previous frame. This term
i
i
encourages the search in the neighborhood of the previous matched frame. This term
is used for all other frames except the first frame. The cost function E is defined
as E1 + γ1 E2 + γ2 E3 , where γ1 and γ2 are parameters tuned based on the matching
results. The algorithm is summarized below.
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Algorithm 5 Matching between query eye images and pre-collected face images.
Data: Lq and Rq are one set of query eye landmarks from an input video that has
N image frames. Li and Ri are ith eye landmarks in the pre-collected video
sequence.
Result: Index of the best matched face image in the pre-collected video sequence.
begin
t ←− 1 while t <= N do
Select the first m = 10 minima based on E1 i ←− indices of m minima if 1st
frame then
imin = min(E1 + γ1 E2 )
i

else
imin = min(E1 + γ1 E2 + γ2 E3 )
i

end
t=t+1
end
end
6.3.3.4

Eye Processing

The matched face image in the above section could provide us skin details. However,
we cannot use the matched image to generate eye regions that have accurate eye
gazes and highlights. As shown in the first two images of Figure 6.7, the eye gazes
and highlight in the matched image are quite different from the ones in near-infrared
image although their shapes and textures are similar. Therefore, we process the
warped near-infrared eye images directly in two steps. Firstly, we colorize the nearinfrared eye images based on the color information from the matched face image.
Secondly, we further refine the eye regions by removing obvious artifacts during the
colorization.
We use the Lab color space as it is close to human visual conception and separates
the illuminance channel from color channels. We donate the input near-infrared image
as I, the matched image as M , and output color image as C. M is decomposed to
three channels ML , Ma , and Mb . I is assumed as the grayscale image for C. The
colorization consists of two steps. We first transfer I to CL based on the ML . Then
we transfer Ma and Mb to Ca and Cb .
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Two existing algorithms [81, 90] are applied and evaluated to transfer from I to
CL . The first algorithm [81] is a straightforward histogram transfer based on the
standard deviations and mean values of I and ML . In the second algorithm [90],
the images I and M are aligned based on the landmarks and the SIFT flow [70].
Then two images are decomposed into multiscale Laplacian stacks. These stacks are
updated by the gain maps and are aggregated to generate CL . In our problem, the
performance of the second algorithm could slightly better than the first algorithm.
However, it is more time-consuming due to the alignment based on the SIFT flow.
In the second step, we estimate Ca and Cb using the algorithm in [59]. The color
in the channel a is computed by minimizing the following energy function
E(a) =

X
p

((a(p) −

X

wpq a(q))2 + α

X

(a(pm ) − Pm )2

(6.4)

qN (p)

where a(p) is pixel p on channel a, N (p) is the neighbor pixel of p. pm and Pm
is the pre-defined seed pixels (i.e., ‘micro scribble’ defined in [59]). This equation
minimize the difference between the color at pixel p and its weighted averages of the
neighboring pixels. The weight wpq is computed based on CL and statistics of the
local patch around p. The color in the channel b is also computed in the same way.
However, we need to be careful to select seed pixels. If we uniformly sample from
image M , colors of some seed pixels could be wrong on the image I, such as moles and
highlights. These colors propagate to following image frames gradually and generate
obvious artifacts. To avoid this, we use a voting scheme to remove the unreliable seed
pixels. We first run adaptive k-means clustering to segment the image M at gray
scale level. Then we only select seed pixels with high confidence that is measured by
error =

|Ip − Ic |
Ic

(6.5)

where Ip is the intensity value of pth pixel in I and Ic is the intensity value of the
center of each segment. We only select the seed colors with error < 0.06. Figure 6.7
shows one group of results after colorization.
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Figure 6.7: Results of colorization. (from left to right) eye region in the matched face
image, near-infrared eye image, image based on transfer of the L channel using [81],
and image based on transfer of the L channel using [90].
The eye region after colorization often contains very strong artifacts (i.e., “red
eye” effects) as shown in Figure 6.8(c). One possible reason is that we treat the nearinfrared image as the grayscale image. We found that, the contrast in a near-infrared
eye image is often weaker, especially the contrast between sclera and skin and the
contrast between iris and sclera. As a result, skin colors could be transferred to the
regions like sclera and iris, which easily generates “red eye” effects.
In this section, we propose an algorithm to refine the eye regions. We first detect
iris and pupil boundaries in both near-infrared and color images using the intergrodifferential operator in [24]. Combining with the eye landmarks, we segment the eye
regions into three categories, pupil, iris, and sclera. We then apply histogram transformation separately in the regions of these categories. We denote the image after
histogram transformation as C 0 . This result partially removes “red eye” effects. However, it introduces strong artifacts around boundaries of these categories and makes
the result unnatural. In order to remove the artifacts, we formulate a minimization
based on a cost function with three terms.

Ed =

X

(CL00 (pm ) − CL0 (pm ))2

(6.6)

X

(6.7)

pm

Es =

X

((CL00 (p) −

p

Eb =

X
p

(|Np |CL00 (p) −

wpq CL00 (q))2

qN (p)

X

CL00 (q) −

X
q6∈Ω

q∈Ω
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CL (q) −

X
qNp

Vpq )2

(6.8)

E = Ed + α1 Es + α2 Eb

(6.9)

where CL00 is the L channel of the output eye image C 00 (the same procedure is also
applied to a and b channels), pm is a seed pixel (the seed colors are selected using the
criteria described in Equation 6.5), CL0 (pm ) and CL00 (pm ) are values of the L channel
on pixel pm for input image CL0 and output image CL00 respectively, Np is neighboring
pixels of pixel p, |Np | is the number of Np , Ω is the mask that includes only the eye
region, and Vpq = CL (p) − CL (q) is the gradient value of this two pixels. α1 and α2 are
tuned based on our experiments. The weight wpq is proportional to the normalized
correlation between two values of the L channels. wpq is given by
wpq = 1 +

1
(CL (p) − µp )(CL (q) − µp )
σp2

(6.10)

where µp and σp are the mean and standard deviation of pixel values in an image
patch around p.
The first term Ed is the data term that color an unknown pixel same as the
seed pixel in the input image. Es is the smoothness term that makes the color are
smoothly transformed among its neighborhood. The last term Eb is the boundary
term that is inspired by the gradient image editing [79]. This term is equivalent to
the Poisson equation with Dirichlet boundary conditions. The refinement algorithm
is summarized below.
Figure ?? shows one group of eye images after refinement. In this Figure, we can
find that image (c) contains “red eye” effects, image (d) has strong artifacts around
boundaries of segmentation, and image (f) is the result using all three terms and “red
eye” effects are removed.
Once we finish all the above modules, we apply another poisson editing [79] to
integrate all the intermediate images together to generate a frontal face image without
occlusions.
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Algorithm 6 Refinement of eye regions.
Data: The eye image C that is the color image after colorization and contains “red
eye effects”.
Result: Refined eye image C 00 .
1. Detection of iris and pupil boundaries based on the intergrodifferential operator
in [24].
2. Segmentation of pupil, iris, and sclera using eye landmarks and boundaries of
iris and pupil.
3. Histogram transformation for each category and each color channel. C 0 is denoted as the output after transformation.
4. Selection of seed pixels pm based on Equation ??.
5. Minimization of Equation 6.9.

(a)

(d)

(b)

(c)

(e)

(f)

Figure 6.8: Results of eye refinement. (a) matched eye region. (b) near-infrared
image. (c) result after colorization (“red eye” effects) (d) result only using the date
term Ed . (e) result using data and smoothness terms (Ed and Es ). (f) result using
all three terms (Ed , Es , and Eb ).
6.3.4

Experiments

We have evaluated our framework using a set of videos collected from different people.
Figure 6.9 - 6.12 show the intermediate results and final synthesized face images. More
results can be found in the supplementary material.
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Figure 6.9: Matching results. (1st and 2nd column) near-infrared eye images. (3rd
column) results after applying Algorithm 5. (4th column) the best matched images
using only E1 in Equation 6.1. (5th column) ground truth for the query eye images.
Many algorithms in the framework can run in real time, such as landmark detection, warping, matching, colorization based on histogram transfer [81], and refinement
of eye regions. If we only consider above algorithms, our framework could run at 5
frames per second. However, the most time consuming part in the framework is the
blending algorithm that integrates all images into a frontal face image without occlusions. It could take us few seconds to do the integration for a 1280 × 960 image. As
a result, our framework currently cannot run in real time. There are many possible
ways to speed up the framework. For example, we could implement our framework
in C/C++ instead of Matlab codes. We could further take advantage of GPUs to
accelerate the running speed. We also plan to replace the blending algorithms with
more efficient algorithms.
Figure 6.9 shows the matching results. The 1st and 2nd columns are input nearinfrared eye images. The 3rd column consists of the matched face images based on
Algorithm 5. The 4th column contains the best matched image using only E1 defined
in Equation 6.1. This term measures only shape differences. The last column contains
the ground truth for these eye images. It can be found that our algorithm is robust
to find the most similar upper face regions in the pre-collected video sequence.
Figure 6.10 shows colorization results of a sequence of eye images. The first row
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Figure 6.10: Results of eye processing. (1st row ) near-infrared eye images. (2nd row )
results after colorization. (3rd row ) results after refinement of eye regions.
contains near-infrared images. The second row contains results after colorization. The
“red eye” effects are very obvious in the results. In the third row, we shows the results
after refinement of eye regions. This set of results demonstrates the effectiveness of
our refinement algorithm.
Figure 6.11 shows the reconstructed images compared to the ground truth images.
To better validate our method with some quantitative measurement, we do facial
expression recognition both on our results and ground truth. The results are shown in
Figure 6.12. Expressions are divided in 8 different categories. The input expression
can be arbitrary which can be represented by the 8 bases. The experiment shows
that our result can keep expression faithfully.
6.3.5

Conclusions

We propose an experimental setup of HMDs that captures two near-infrared eye images and one face image with only lower part visible. We develop a novel framework to
generate frontal face images without occlusions. Two novel algorithms in the framework are used to produce dynamic skin variations according to facial expressions and
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Figure 6.11: Simulation Results. (1st column) is the input frame. (2st column) is
reconstructed face by our algorithm. (3st column) is the ground truth.(4st column)
is the error map between ground truth and what we reconstructed. Note the details
we reconstruct,which shows the effectiveness of our expression tracking algorithm.
correct eye appearances, gazes, and highlights. The experiments show our algorithms
are effective and robust. To our knowledge, this is the first attempt to recover the
occluded faces for HMDs.
In the future, we would like to explore several directions to improve our framework.
Firstly, we will built a HMD prototype to further evaluate our algorithms. Secondly,
we could explore different alternates to speed up the framework. Currently, blending
of all images is the most time consuming part in our whole framework.

6.4
6.4.1

Mobile Setup
Introduction

In this section, we present a novel framework in the second category to digitally
remove the HMD on a special designed head prototype. We use a main stationary
camera to capture the subject, as in a typical video conference setup. In addition,
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Figure 6.12: Comparison on expression recognition between our results and ground
truth.

Figure 6.13: Comparison on expression recognition between our results and ground
truth.
we add two small near-IR cameras inside the HMD to track the eye’s expression.
The goal is to synthesize face part occluded in the main camera image, including
pasting the eye images to the correct position and restoring hairline compressed by
the straps. To do that. we first build a personalized 3D face model of the subject
by using structure-from-motion and parametric face modeling techniques. Using this
parametric face model, we precisely track the subject’s head pose and expressions at
run-time. The tracked expression information, eye images, as well as images of the
subject without wearing the HMD, are used together to fill in the occluded part.
Since we are literately putting different pieces of face parts together, accuracy
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is of paramount importance. The most significant innovation in this paper is our
novel system calibration, tracking, and image warping techniques. In addition we
have developed a novel method to colorize eye regions synthesized from NIR cameras
and refine them by removing “red eye” effects. Our method is superior than standard
red-eye removal method since the eye image is captured under near-IR illumination in
which the eye actually appears differently than from regular illumination. As shown
in Figure 1, our system has been able to produce photo-realistic results.
6.4.2
6.4.2.1

Hardware Setup and Calibration
Hardware Setup.

We have built two prototypes for experiments and validation. Our first system is a
fixed setup, as shown in Figure 6.14 right, which is introduced in section 6.3. The
other two cameras are near-infrared (NIR) VGA (640×480) cameras capturing the two
eye regions using narrow field-of-view lenses. IR LEDs are used to provide sufficient
illuminations for the NIR cameras. All cameras are synchronized. The color image
can capture the full face of the user without any occlusion. We then simulate the
occluded face image by generating masks to block the upper face. In this setup,
the three cameras is used to simulate the case in which all three cameras are rigidly
attached to the HMD display,so that head pose doesn’t need to bee tracked and
always be frontal. This setup allows us to capture ground truth images for evaluation
purpose. To use this setup, the user is expected to put her/his face on the chin reset
to maintain the relative transformation between her/his face and all the cameras.
The second system is a mobile one (Figure 6.14 Left). We used a VR-headset
case, one of these types that allow a user to insert a mobile phone to create a lowcost head-mounted display (HMD). We insert two small VGA cameras inside the
shell to observe the eye region. It should be noted that since our camera/LED set is
not small enough, we do not have the phone inserted during all of our experiments.
This limitation could certainly be solved by better (and more costly) engineering. In
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this mobile setup, a user should wear our modified headset as usual, a fixed desktop
camera is used to observed the user. This is similar to a regular video conference
setup except that the user’s face is severely occluded physically and can move freely
in any poses.

Figure 6.14: Two experimental system we have built. (Left Column)our mobile setup.
Two small cameras are inside the VR-display case. (Right Column) our simulation
setup with three cameras, two for eyes and one for the entire face. The occlusion on
face is synthesized by applying a mask.

6.4.2.2

Calibration.

We first have to geometrically calibrate all cameras. While the fixed setup is easy to
deal with, the mobile one is more difficult since the HMD with two internal IR cameras
can move freely. We describe our procedure for the mobile system calibration and
tracking. We first intrinsically calibrate all the cameras using standard techniques.
We then print out a small checkerboard pattern and attached it to the VR-display
case so that one half of the patterns are visible to the face camera and the other half is
visible to the NIR eye camera. Since the size of the grid is known, we can estimate the
pose of these cameras using a Perspective-n-point algorithm (PnP) (e.g., [87]). Let’s
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denote the points on the checkerboard pattern as Xc and the relative poses of the face
camera and the eye cameras as Mc→f , Mc→el , and Mc→er respectively. Furthermore,
we put a number of color dots on the front side of the VR-display case. These dots
are used for tracking. They are co-planar and their relative positions are measured.
These points, denoted as Xh , define there own coordinate place. Using PnP, the
face camera’s pose Mh→f in the HMD (Xh ) space can be estimated. Using the face
camera as a bridge, we can now calculate the eye-camera’s pose in the space of Xh .
−1
For the left eye, it is Mc→el Mc→f
Mh→f . Now we can remove the checkerboard pattern

(since it will occlude the eye cameras). At run time, the face camera will track the
HMD’s pose using these color dots and therefore the pose of the eye cameras. The
involved coordinate transforms and a photo of our calibration patterns are shown in
Figure 6.15.

Figure 6.15: An illustration of our calibration procedure for the mobile setup. One
checkerboard is placed behind the HMD. The transformations between different cameras/coordinate systems are labeled. Inset (a) shows an image captured by one of the
eye cameras and inset (b) shows an image captured by the face camera.
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6.4.3

System Overview

Our system consists of four modules as shown in Figure 6.16. We reconstruct a
personalized 3D head model from a video sequence captured off-line in the first module
(Section 6.4.4). The 2D facial landmarks and 3D sparse point cloud are integrated
together in our optimization algorithm to obtain an accurate head model. In the
second module (Section 6.4.5), we propose a novel algorithm to align 3D head model
to the face image that has been severely occluded by the HMD. Instead of fitting the
head model to the small lower face portion for each image frame, our algorithm first
estimates the transformation between the HMD and the head model once a user put
on the HMD. The transformation is combined with the estimated HMD pose for each
image frame to align the head model robustly. The facial expression weights are then
computed to obtain a personalized head model with expression changes. In order to
generate realistic face images without occlusions, in the third module (Section 6.4.6),
we apply a boundary constrained warping algorithm based on the reference image
retrieved from the pre-captured data set. In the fourth module (Section 6.4.7), we
propose another novel algorithm to process the warped near-infrared eye images.
The eye images are first colorized based on the color information from the image
template. The obvious artifacts (e.g., “red eye”) in the eye regions also are removed
in this module.
6.4.4

3D Head Reconstruction

In the off-line data acquisition stage, we record a video sequence of a user with neutral
expression under various head poses. The image frames are used to reconstruct a
personalized 3D head model for the user. We first apply the structure from motion
(SfM) to estimate a sparse point cloud and projection matrices [39]. A bi-linear face
model described in [12] is then used to reconstruct a dense 3D model M with 11K
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Figure 6.16: Conceptual overview of our system. From the first stage to the fourth
stage, our goal is to synthesize a photo-realistic face image without occlusion.
vertices from the sparse point cloud,

M = B ×2 Cid ×3 Cexp ,

(6.11)

where B ∈ R11K×50×25 is the reduced core tensor, Cid ∈ R50 and Cexp ∈ R25 stand
for the column vectors of identity weights and expression weights respectively. As we
assume the neutral expression during the reconstruction, the expression weights Cexp
are fixed and only identity weights Cid are estimated.
Denote that the reconstructed sparse 3D point cloud as M s , our fitting energy
function is defined as,
E=

N
X

ksRMk + t − Mks k2 ,

(6.12)

k=1

where the 3D rigid transformation between the sparse point cloud and the bi-linear
face model consists of a scale factor s, a 3D rotation matrix R and a translation vector
t. Mk and Mks are the kth pair of 3D vertices in the dense 3D head model and sparse
point cloud. In each iteration, N vertices are selected from the spare point cloud and
the corresponding nearest vertices in the dense head model are updated. The initial
transformation is computed by using seven 3D facial landmarks reconstructed in 3D
point cloud.
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We further improve the reconstruction accuracy by using 2D face landmarks in images that are detected based on the real-time algorithm proposed in [kazemi2014one].
The cost function is defined as,
E=

N X
K
X

kPi Mj − lij k2 + λ

i=1 j=1

50
X
2
i
i
((Cid
0 − Cid )/θ)

(6.13)

i=1

where N image frames and K facial landmarks in each frame are used. Mj is the jth
3D facial landmark in the dense head model, lij is the jth facial landmark in the ith
image frame, and Pi is the projection matrix for the ith image frame. The second
term in the equation 6.13 is a regularization term that make the estimated head
model M close to the head model estimated from 6.12, which is presented by Cid 0 .
This term also prevents the the geometry from degeneration and local minima. As
shown in Figure 6.17, this equation improve the model by adding the 2D alignment
constraints.

Figure 6.17: Head Model Reconstruction. (1st column) is the overly head model
reconstructed only by fitting 3D point cloud from SFM. (2nd column) is the overly
head model reconstructed by SFM + 2D image fitting strategy. (3rd column) is
the zoomed in highlighted regions in the 1st column.(4th column) is the zoomed in
highlighted regions in the 2st column. The result shows the improvement of head
reconstruction by adding the 2D image alignment constraints. The improvement is
obvious especially on the face boundary.
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6.4.5

Face Alignment and Tracking

As the face is severely occluded by the HMD, the alignment could be inaccurate if we
align the 3D head model with the face image directly according to remaining visible
facial features (e.g., traditional 3DMM and AAM methods [6, 110]). In this section,
we present a novel approach based on our hardware configuration and calibration.
6.4.5.1

Facial Landmark Detection

As we need to use facial landmarks in our alignment, three landmark detectors are
trained on occluded face image and eye images separately. We use 5 landmarks for
eyebrow and 6 landmarks for eye boundary in each eye image, 20 landmarks for
mouth, 5 landmarks for nose base and 11 landmarks for lower face boundary in the
occluded face image. The cascaded learning framework described in [14] is applied.
In this learning framework, simple pixel-difference features are extracted and twolevel boosted regression is applied. In the internal level of the regression, a set of
primitive regressors (e.g., ferns) are trained. Few thousands of training eye images
are obtained by cropping labeled face images of the LFW data set [42]. As the eye
is often located in the middle of the captured image and almost has no in-plane
rotations in our hardware setup, we require only few initial eye shapes to achieve
accurate predications.
6.4.5.2

Initial Alignment

After the offline calibration described in section 3.2, it is robust to track the HMD’s
pose (e.g., Ph→f ) in real time. The transformations (e.g., Mel →h and Mer →h ) between
eye cameras and the HMD are also fixed after the calibration. However, the transformation between the head and the HMD is different for different users. Even for the
same user, the transformation could also be different every time when the user wear
the HMD. Therefore, it is necessary to estimate the transformation (represented as
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Figure 6.18: Illustration of the landmarks set we adopted in our system.
rotation R∗ and translation T∗ ) between the 3D head model and the HMD after a
user put on the device.
In our system, we conduct an initial alignment right after a user put on the HMD.
The user is instructed to change head pose with a neutral expression. The alignment
is formulated as a non-linear minimization problem. The cost function Einit consists
of two terms as shown in Equation 6.14.
Einit = Ef + λEe

(6.14)

where λ is the weight to control Ee . The first term Ef is the projection error between
visible facial features and corresponding 3D points of the head model. This term is
defined in the following Equation.
Ef =

X

d(xi , Ph→f R∗ T∗ Xi )2

(6.15)

i

where xi and Xi are the 2D visible facial landmarks in the ith image frame of the face
camera and corresponding 3D points of the head model, d(·) represents the Euclidean
distance between two 2D image points, and Ph→f is the projection matrix from the
HMD device to the face camera. The second term Ee is defined as
P
2
Ee =
i d(xi , Ph→f Mel →h R∗ T∗ Xi ) +
P
2
i d(xi , Ph→f Mer →h R∗ T∗ Xi )
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(6.16)

where xi and Xi are the 2D visible facial landmarks in the ith image frame of the NIR
eye camera and corresponding 3D points of the head model, and Mel →h and Mer →h
are the transformation matrices from eye cameras to the HMD device.
The initial guess of R∗ is set to identity matrix as the rotation between the HMD
device and the head model is often very small, and the initial guess of the translation
vector in T∗ is set to [0, 0, dz], where dz is the measured distance between the eye
region and the corresponding near infrared camera. The 3D point Xi on the head
model is computed by finding the nearest neighbor of the intersection point between
the head model and the ray back projected from xi . The Levenberg-Marquardt
iteration method is applied to solve the cost function.
6.4.5.3

Real-time Alignment

With the initial alignment done, we can easily track the head pose in real time
by estimating the projection matrix Ph→f for each image frame. In this step, we
further estimate the expression weights Cexp in the bi-linear face model described
in Equation 6.11. Note that the identity weights Cid are fixed in this step. The
expression weights are estimated based on the energy function,

Eexp = Ef + λ1 Ee + λ2 Et + λ3 Es ,

(6.17)

where Ef and Ee are defined in Equation 6.15 and 6.16 with Xi replaced by the bilinear model and the transformation matrices (R∗ and T∗ ) fixed. Et is the constraint
imposed by the expression weights from the previous image frame. Et is defined by,
t−)
t
Epre (Ce xp) =k Cexp
− Cexp
k2 ,

(6.18)

t
t−1
where Cexp
and Cexp
are the expression weights for current and previous image frames

respectively. Es is the regularization term that restricts the expression weights to to
be in the statistical center which avoid of degeneration. Es is defined as,
Es =

N
=25
X

(Cexp,i /θi )2

i=1
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(6.19)

where θ is the mean vector. Es can also be defined as a Tikhonov regularization
T
DCexp with D = diag(1/θ2 ). The energy function Eexp is minimized
energy term Cexp

by the least squares method in real time. The weights we used to balance the terms
in our setup is λ1 = 2, λ2 = 2, and λ3 = 0.7.
Our alignment and tracking algorithm is summarized in Algorithm 7.
Algorithm 7 Head Pose Tracking and Alignment
Data: Image frames captured by three cameras and a personalized 3D head model.
Result: Alignment between the 3D model and image frames (Ph→f , R∗ , T∗ , Cexp
)
Initial Alignment
1. Estimate Ph→f for each time frame based on the color dots.
2. Facial landmark detection on both occluded face image and eye images.
3. Initialize R∗ to identity matrix and the translation vector to [0, 0, dz].
4. Back project facial landmarks xi . Corresponding Xi are computed by finding
the nearest neighbor of intersection with the 3D head model.
5. Estimate R∗ and T∗ by minimizing cost function in Equation 6.14.
6. Apply transformation to the 3D head model with new R∗ and T∗ and go to step
4, until converge.
Real-time Alignment
1. Estimate Ph→f for each time frame based on the color dots.
2. Facial landmark detection on both occluded face image and eye images.
3. Estimate Cexp for each time frame by minimizing cost function in Equation 6.17.

6.4.6

Face Synthesis

In order to reserve the information from the query frame with HMD as much as
possible, our method will leave the visible portion unchanged and only fill the blocked
region. We will retrieve reference image in data set and warp the entire reference frame
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to align with the query image to fill the missing upper face. This method needs no
textured 3d and will keep as much as ground truth in query image as possible.
In our face synthesis, we first extract a template image from the data set we have
captured off-line, which contains the same head pose as the query image. Then we
apply a two-step warping to warp both the template image and the NIR eye images.
6.4.6.1

Retrieval of Reference Image

The similarity between ith image in the data set and the query image is measured
based on three distances as shown in Equation 6.20. The first term is the distance
between head poses of the query image (Hq ) and the reference image candidate (Hri ).
The head pose is measured by pitch, yaw, and roll angles based on the transformation
Ph→f R∗ T∗ that is described in Section 6. The second term is the distance between 2D
facial landmarks of the selected reference image in previous time frame (Lr−1 ) and
current reference image candidate (Lir ). This term can remove large 2D translation
between two consecutive image frames even they have similar poses. The third term
i
)
is defined so that current image candidate (Sri ) and previous reference image (Sr−1

have similar time stamps. This term could further make the selected reference images
continuous.
D =k Hq − Hri k2 +w1 k Lir − Lr−1 k2 +w2 k Sri − Sr−1 k2 ,

(6.20)

where w1 and w2 are the weights for the second and third term respectively.
6.4.6.2

Face and Eye Image Warping

As the 3D head model have been estimated and aligned with both the reference image
and the query image, we project 3D head models to generate dense 2D face meshes.
The face mesh for the reference image is then warped to the face mesh for the query
image. In order to warp the reference image naturally without obvious distortions,
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we divide the image to n × m uniform grid mesh. The energy function is defined as,
E = Ed + αEs + βEb + γEh

(6.21)

where Ed is the data term that assumes bilinear interpolation coefficients remain
unchanged after warping, Es is similarity transformation term based on two set of
mesh points, Eb is the term to reduce the transformation outside the face region.
Details of these three terms can be found in [120]. As we also want to align the
silhouette of the warped template image with the target image to avoid artifacts on
the face boundary when blending the warped image and the target image, Therefore,
we introduce another term Eh to constrain the silhouette. Denote P̂s and Ps as a pair
of 2D correspondence points on silhouette of template image and query image. The
template image is divided into n × m uniform grid mesh V̂ , the warping problem is
to find warped version V of this grid mesh. Then Eh can be formulated as bellow:

Eh =

N
X

kwi Vi − Pi k2

(6.22)

i=1

in which N stands for the number of corresponding pairs on silhouette, each of the P̂i
can be represented as the bilinear interpolation of mesh grids which contains P̂i , P̂i =
wi V̂i , in which wi remains unchanged after warping. We define the correspondence
pair P̂ and P by first finding the silhouette points on the target image, then we use
the 3D model as a bridge to find the corresponding 2D points on the template images.
Figure 6.19 shows the effect of this term. Note that the artifacts in red circle caused
by misalignment of silhouette is resolved by adding the term Eh , which forces the
face boundary of the warped template to align with the target image.
In system calibration, we obtained the 3D transformation between eyes cameras
and the HMD device. After the initial alignment, we aligned the head model to the
HMD to obtain the projection matrix from the head model to eye images. Therefore,
we can also easily warp the NIR eye images to the query image. The eye images
contain correct eye gazes and the dynamic wrinkles around eye regions that are nec87

Figure 6.19: Illustration of the effect of silhouette constraints. (Left) is the input
target frame needs to be reconstructed. (Middle) is the blending result by warping
the template without term Eh . (Right )is the blending result by warping the template
with term Eh . The result shows that this term forces the warped template image and
target image to align on the boundary to eliminate the artifacts.
essary for the face synthesis. As these images have no color information, we propose
a novel eye synthesis algorithm that is described in details in Section 6.4.7.
In the final step, we blend the target image which is partially blocked by HMD,
warped reference image, and two colorized eye images together. As the lower face in
the target image is often darker than faces captured under the same illumination in
the data set due to the shade of the HMD, we first conduct a histogram transformation
to adjust the reference and two eye images to match the color of the target face image.
We then blend them by using Laplacian blending approach. Figure 6.20 shows the
formation of the final result. Note that in Figure 6.20, we obtain the final result
with background replacement, we record the background in advance to remove the
unwanted HMD and wires.
6.4.7

Eye Synthesis

The eye synthesis is the same algorithm described in Section 6.3.3.4. Once we finish
all the above modules, we apply another poisson editing [79] to integrate all the
intermediate images together to generate a frontal face image without occlusions.
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Figure 6.20: Formation of the final reconstruction result. (1st Column) is the mask
we used to blend different sources. Green region is the part we want to keep from
input image, Red region is extracted from warped reference image, Purple region
is blended from the colorized IR eye images. Note that there is a transformation region
at the boundary of Red region and Green region, it will feather the boundary so
that they are transformed smoothly from one to another. (2nd Column) is the input
image we want to reconstruct. (3rd Column ) is the blended final result. (4th Column
) is the result with background replacement.
6.4.8

Experiment

Our algorithm is tested on both simulation and mobile setups. For the simulation
setup, we mainly want to validate and quantify the accuracy of our system.
6.4.8.1

3D Model reconstruction

In our approach,we use a sequence of pre-recorded video to reconstruct personalized
3D model for each user. As this doesn’t take long to reconstruct the 3D from the
database, we require user to collect data each time before they want to wear the
HMD, so that the template will be under the same illumination and background with
the frames with HMD. This data is captured in 30 fps for 20 seconds. To evaluate the
accuracy of our reconstructed model, we scan the model by using a structured light 3D
scanning system. Figure 6.21 shows one example of the the model we reconstructed,
the scanned model and the error map between them. To measure the difference, the
two models are first aligned by using facial 3D landmarks and then ICP is used to
refine the alignment. We compute the surface correspondence by searching the first
intersection on scanned model in the normal direction of the model we reconstructed.

89

Figure 6.21: Error map between reconstructed model and scanned model. The left
is model reconstructed by our system, the middle is the scanned model by structured
light system, the right is the error map.
Euclidean distance is applied on these correspondence to calculate the error map.
The mean error between reconstructed models and scanned models is 2.926 mm for
the pair in Figure 6.21.
6.4.8.2

Evaluation of Face Tracking

In our approach, we track both the head pose and expression in real-time. After the
initial alignment described in section 6.4.5, the head model is aligned with the HMD
with color markers. By tracking the markers in video frame, we can obtain the head
pose in each frame. Then the expression is calculated by using the facial landmarks
on mouth region in RGB image and eye region in IR images. Figure 6.23 shows
the tracked 3D model overlay on the input frames. Result shows that our algorithm
can track both the mouth and eye motion well. Note that in Figure 6.23, eye blink
is tracked by our algorithm. In Figure 6.22, we project a virtual pattern to the
input frame by using our tracked results, the pattern is changed with the pose and
expression in each frame.
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Figure 6.22: The virtual face texture by using tracked model.

Figure 6.23: A set of tracked results. Tracked 3D model is overlay on the original
input frame. The mouth and eye motion is tracked by our method.
6.4.8.3

Evaluation of Eye Colorization

Eye movement plays a very important role in face reconstruction for HMD users.
Our approach faithfully retain the ground truth eye motion in the synthesized face
images. Before apply the IR eye images, we have to correct the color of the IR
images to the natural RGB images. Figure 6.24 shows colorization results of different
users.One reference image is used to colorize the IR images, which is selected from the
pre-recorded sequence. We first colorize the image by using the method in 6.3.3.4,
however, the ”red eye” effects are very obvious after colorization. Then we refine the
eye region to remove the ”red eye” effects. This set of results shows the effectiveness
of our refinement alogorithm.
The first row contains near-infrared images. The second row contains results after
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Figure 6.24: Results of eye processing. (1st column) Reference image used for colorization. (2st column) Input of IR image.(2nd column) results after colorization.
(3rd column) results after refinement of eye regions.
colorization. The “red eye” effects are very obvious in the results. In the third row,
we shows the results after refinement of eye regions. This set of results demonstrates
the effectiveness of our refinement algorithm.
6.4.8.4

Evaluation of Face Warping

Instead of using one template frontal face image for all the frames, we retrieve the
data set for the best matched reference image for each frame based on head pose
similarity and time space consistence as described in Section ??. Figure 6.25 demonstrates the effectiveness of using database and retrieval algorithm compared to one
template. Similar poses will result in more natural warping results especially on the
face boundaries, hair styles and ear shapes. The reason is that we only have control points inside face region during warping and we need to keep the background
unchanged.
In our system, after the calibration in Section ?? and initial alignment in Sec92

Figure 6.25: Comparison of warping results by using retrieved image and by using
one template. from left to right. (1) Target face image with HMD; (2) Warped
version of (3), aligned with (1); (3) Retrieved reference image in dataset, which has
similar head pose to (1); (4) Warped version of (5), aligned with (1); (5) One frontal
template image.
tion ??, we can directly get the head pose for each frame. It seems that the estimation of expression weights is unnecessary as we will not change the lower face
part. However, large mouth motions will deform the face shape which reflects as face
silhouette changes in 2D image. As the 3D mesh works as warping guidance during
the warping of the reference image, we need the target 3D mesh to be as accurate as
possible. Figure 6.26 shows the comparison of blending results between tracking with
and without expressions. It is clearly that the middle image has thinner cheek than
the right one and the left one(ground truth) as we warped the reference image guided
by a neutral 3D model. Reflected in blending results, the absence of expression will
lead to artifacts on face boundary.

Figure 6.26: Comporison of blending results with and without expression tracking.
The left is the target image with HMD. The middle is the blending result generated
from the reference warped from 3D model without expression. The right is the
blending result generated from the reference warped from 3D model with expression.
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6.4.8.5

Runtime

Overall, our implementation on CPU takes around 500 ms to process one frame on
Intel Core i7-4710 CPU(3.4GHz) with the color image in resolution of 1280 × 960
and two IR images in resolution of 640 × 480. Table 6.1 shows the runtime of major
components in our system. The Face synthesis component consists of reference image
retrieval, face warping and final blending, which is the most time consuming component. We believe that by using the parallel processing power of GPUs and reduce the
image resolution, we can achieve real-time performance as recently demonstrated in
[100].
Table 6.1: Runtime of Each Component

6.4.8.6

Tracking

Eye Colorization

Face Synthesis

8ms

100ms

400ms

Final Results

In the final blending step, we blend the image at the resolution of 1280 × 960, we
run this in Matlab and for each frame, it will take around 0.9s to blend whole thing
together. Figure 6.27 shows selected frames from the reconstructed videos. Please
check the supplementary material for videos.
6.4.9

Conclusions

In this system, we tackle the problem that the upper face region is severely occluded
by HMDs device. In order to deal with this problem, we propose a novel experimental
setup that consists of two NIR cameras capturing the eye regions and one visible-light
camera to capture the face image with only lower part visible. To acheive our final goal
of synthesizing realisitc face images with without occlusion, three major algorithms
are developed. Firstly, we give novel and unique solutions for system calibration, head
pose tracking, and realistic face synthesis that includes reconstruction of dynamic skin
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Figure 6.27: Results of our system.
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details around eye regions. Secondly, a novel approach is presented for colorization of
eye regions synthesized from NIR cameras, which is further refined by removing red
eye effects. Thirdly, we put our effort for video sequence stabilization to eliminate
the flicking effect. We can generate realistic face images in video sequences as shown
in the experiments.
In the future, we would like to explore several directions to improve our framework.
Firstly, right now we have collected face database of the person under different poses
with a netural expression; to handle the large facial expression changes, we will collect
a database with various expressions. Secondly, we could explore different alternates
to speed up the framework and acheive real-time performace with modern GPU.
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Chapter 7 Identity Preserving Face Completion for Large Ocular Region
Occlusion

In this section we present a novel approach to synthesize full face images in the presence of large ocular region occlusions. We are motivated by recent surge of VR/AR
displays that hinder face-to-face communications. Therefore, in addition to generating a plausible face image, we also need to keep the subject’s identity. We achieve this
by incorporating a conditional Adversarial Generative Network with novel loss functions to regularize the synthesis process. In particular we introduce a face recognizer
to judge the synthesis quality as compared to the subject’s regular occlusion-free
face image. In addition, we design a pose discriminator that optimizes the binary
cross-entropy between the known pose and the generated image. Experiments show
that our approach can improve the inpaint quality greatly and generate consistent
results for different images of the same person even with illumination and small pose
variations.

7.1

Related works

Our synthesis of missing portion of face image is based on image inpainting, which
is first introduced in [3] and prior is required to reconstruct a meaningful result.
Based on the prior, we can divide the existing inpainting into two categories, the selfsupport inpainting or database-support inpainting. For the self-support inpainting,
all the prior information is extracted from the same input image. The missing part
can be filled by the nearest patches in the same image [26]. They also can be regarded
as noises and removed by taking into account the global smoothness in [88]. In [43],
Huang et al. proposed a planar-based inpainting method which segments the image
into planes and complete them using mid-level structural cues. All these above selfsupport inpainting can generate high quality results under their own assumption, such
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as repeateness of texture, spatial smoothness in the missing part or planar objects.
However, when the semantic meaning is required or the assumption are not satisfied,
these methods lose their power to reconstruct the corrupted region in the images. So in
[41, 78, 108, 74, 111, 116, 29, 38] , they use database to deal with more general image
inpainting problem with semantic meaning. Internet photos patches with similar
semantic meaning are retrieved and blended in [41, 108] to fill the missing parts.
They require that the missing scene should contained in the database, otherwise, it’s
difficult to use these methods. In [74], Marial et al. use sparse coding to represent
the images and they can generate complete image automatically by using a feature
dictionary without copy-paste. Recently, in deep neural network based methods such
as [111, 38, 29], they hallucinate the missing portion of the images by learning the
background texture. They either generate blurry and unnatural result or in lack of
the semantic meaning. For example, when applying on the human face with eye
region missing, the smooth skin will be generated on the recovered image instead of
an eye we expect.
To solve this problem, in [78, 116, 112, 117], they can predict detailed contents
by considering the surrounding pixels and the semantic meanings at the same time.
Recently, several GAN frameworks have been proposed to address the inpainting
problem [78, 116, 46, 112, 69]. GANs have been shown to perform well in generating realistic appearing images. When applied to faces, GANs have also achieved
strong results [55]. Particular, In [69], they solve the general face completion problem by training a model with global and local discriminators. These discriminators
ensure that the generated face is realistic. However, one noticeable issue in GANs
when applied to faces is the identity coherence problem. Only recently has identitypreservation in GANs been addressed [66]. They transfer human attributes with
identity preserved, such as glass removal and expression changes. In the face inpainting work of Yeh et al.

[117], they search the closet encoding in the latent image

manifold to get a inference of how the missing content should be structured, which
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Figure 7.1: Given a significantly occluded facial image (first column), we synthesize
the un-occluded face image using our framework (second column) with identity
preserved. The (third column) shows the ground truth image and the (fourth
column) shows the reference image we use of the same person to provide identity
information.
predicts information in large missing regions and achieve appealing results.

7.2

Introduction

Wearable VR/AR devices provide users the ability to travel freely through physical environments mixed with immersive virtual content, enabling new applications
in entertainment, education/training, and telepresence. However, the large occlusion introduced by HMDs is a huge hindrance for face-to-face communications. Such
limitation could prevent the adaptation of VR/AR technologies in areas such as teleconferencing and telemedicine, in which eye contact and facial expressions are crucial
elements in effective team communication and negotiation tactics.
To enable better face-to-face like communications when wearing a HMD, researchers have developed techniques to capture a wearer’s expressions to drive a digital
avatar [64, 76, 102]. Although some impressive results have been demonstrated, the
visual representation is only used for a ”talking head” in the VR setting and is limited
in quality and details. Instead of driving virtual avatars, another research direction
is to inpaint the occluded regions with plausible faces. Nevertheless, inferring the
occluded content introduced by VR goggles is particularly challenging as over half of
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the face is obstructed in most cases. [10, 119] tried to synthesize the missing texture
using personalized database, but requires dedicated capturing setup that makes their
methods hard to generalize. The state-of-the-art methods are the structured inpainting algorithm by Yeh et al. [116] and the generative face completion approach by Li
et al. [68]. Both are able to produce plausible face image in the presence of large
occlusions. However, their input image is restricted to be frontal and the identity is
usually not preserved (as demonstrated in Figure ??). Such limitations make them
infeasible in applications like headset removal, as identity is required to be preserved
while the face pose is likely to be changing.
We present a novel deep learning approach that can not only fill in the large occluded region with plausible patterns, but also provide control over the restored face
identity and face poses. The user could specify the desired face identity by providing an occlusion-free face image of the target subject as reference, making identity
preserving possible. In addition, by inputting a pose map, our approach could generate facial structures consistent to the intended face orientation. These advances
are enabled by a generative network that is optimized with dedicated constraints to
regularize the synthesis process. To inpaint the occluded region with facial content
that is visually similar to the input reference image, we introduce a novel reference
network that imposes an identity prior onto the searching space of generator. The
identity prior is extracted from the referenced identity and penalizes stylistic deviation between the generated result and the input reference image. However, the
reference image may have a different pose or even color tune with the target subject.
To obtain a spatially-coherent result, we regularize the generator using two discriminators: a global discriminator that enforces context consistency between filled pixels
with surrounding background, and a pose discriminator that regularizes the highlevel postural errors. The pose map serves as both the input of generator and the
condition of pose discriminator. By observing the ground-truth face pose, the pose
discriminator penalizes unreal pose transformations produced from the generator.
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Figure 7.2: Our network architecture
Compared with the previous state-of-the-art methods, our approach is more advantageous in the following aspects.
• Our method provides significantly better results in the presence of large occluded regions, e.g. obstruction from large HMDs.
• We propose the first face inpainting framework that could explicit control the
recovered face identity, which makes identity preserving possible in headset
removal.
• Our approach also offers the editing of face poses in restored content. To our
best knowledge, this is the first work that could achieve realistic pose-varying
face completion in videos.
In this section, we will first give an overview of our proposed method followed by
details of the network and loss functions we used in this paper.

7.3

Identity Preserving Face Completion

In this section, we describe the proposed network for identity-preserving face completion. Our goal is to faithfully inpaint the missing region with visually realistic content
while resembling the input identity under a pose constraint. Figure 7.2 demonstrates
our proposed architecture that consists of a generator and two discriminators.
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7.3.1

Generator

To inpaint large occluded regions with controllable face identity and head pose, the
generator G of our network takes three inputs: the occluded face image M , an
occlusion-free image of a reference identity S and a pose map L that controls the
head pose of generated result. The pose map L is a constant-value color image
with its three channels encoded by normalized pitch, yaw and roll angles that define
the intended face orientation. Starting from a random variable z, we progressively
optimize the generator so that it could learn the mapping from a normal distribution
to an image manifold z̄ that is close to both groundtruth y and the reference image
S under the pose constraint L.
We formulate the process of finding a recovered encoding z̄ as a conditioned
optimization problem. In particular, z̄ is optimized via solving the following equation:

z̄ = arg min{Lr (z|M , S, L) + Lid (z, S)}
z

(7.1)

where Lr indicates the reconstruction loss and Lid denotes an identity loss that penalizes the deviation from the referenced identity.
As L2 loss empirically leads to blurry output and L1 loss performs better on preserving of high-frequency details, we use the L1 loss for measuring the reconstruction
error between the generated result and the groundtruth image:

Lr = ky − G(z|M , S, L)k1

(7.2)

Though conditioned on the reference image, only reconstruction loss is not sufficient for ensuring visual similarity with the referenced identity. To achieve identity
preserving, we propose to add an identity loss by introducing a reference network R
that extracts high-level features from the generated result and reference image. We
utilize the pre-trained VGG Face network [Parkhi15] as our feature extractor. More
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specifically, we use the F C6 feature for both input images. We define the identity
loss as the L2 distance between the extracted feature vectors:

Lid = kf (G(z|M , S, L)) − f (S)k2

(7.3)

where f represents the non-linear feature extracting function learnt by R.
Note that we do not require the referenced identity image to be pose-aligned with
the groundtruth. But our model can still accurately capture the semantic features
from the reference image. As demonstrated in Figure 7.5, the identity-dependent
features have been successfully transferred to the generated image. We thus interpret
the reference network as a regularizer that imposes an identity/style prior on the
manifold of generated images. The proposed network can not only improve the synthesis quality but also stabilize the output to enhance the temporal coherence when
dealing with dynamic sequences, e.g. videos.
7.3.2

Discriminators

Though the generator can synthesize the missing content with low reconstruction
and identity errors, there is no guarantee that the generated image is realistic and
consistent with surrounding background. Discriminator serves as a binary classifier
that distinguishes real and fake images so that it helps improve the synthesis quality. To encourage photorealism and effective control of face pose, we introduce two
discriminators to supervise the generator.
We first introduce a global discriminator D to justify the fidelity and coherence
of the entire image. The rationale for a global discriminator is that the inpainted
content should not only be realistic but also spatially coherent with surrounding
context. In addition, the global discriminator should impose constraints on forming
semantic valid facial structures. In particular, we formulate the global discriminator

103

loss function as below:



Lglobal = min max Ex∼pdata (x) log Dg (x, M ) +
G

Dg

(7.4)



Ez∼pz (z) log (1 − Dg (G(z|M , S, L), M )) .
where pdata (x) and pz (z) represent the distributions of real data x and noise
variables z respectively. Both the generator and discriminator are conditioned on the
input occluded image M so that the discriminator will penalize the joint configuration
of the output, which leads to shaper results.
The global discriminator is sufficient for synthesizing occluded faces with fixed
face pose. However, in our application scenario, where the HMD wearer is likely
to rotate his/her head while speaking, our network should be robust to variable
face poses. That means the generated content should have facial structures oriented
consistently with the input pose orientation. We therefore propose an additional pose
discriminator Dpose to distinguish the faithfulness of synthesized result given the pose
constraint. In particular, the pose loss is defined as following:



Lpose = min max Ex∼pdata (x) log Dp (x, L) +
G

Ez∼pz (z)

Dp



(7.5)


log (1 − Dp (G(z|M , S, L), L)) .

We condition the loss of pose discriminator on the pose map L so that the input
pose map would have more accurate control over the inpainted result. However, unlike
the global discriminator that back-propagates the gradient over the entire image, the
patch discriminator only supervises the loss gradients for the missing region.
Therefore, the overall loss function of our network is defined by:

L = λ ∗ Lr + µ ∗ Lid + α ∗ Lglobal + γ ∗ Lpose

(7.6)

where λ, µ, α, and γ are the weights for the reconstruction loss, identity loss,
global discriminator and pose discriminator loss, respectively.
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Yeh et al.Pathak etYeh et al. Li et al.
al. [78] [117]
[69]
[116]

ours

ground
truth

Figure 7.3: Comparison with state-of-the-art inpainting frameworks.

Figure 7.4: Results. From left to right: input images, reference images, our results,
ground truth.
7.4

Architecture

In our experiment, we adopt U-Net architecture with skipped connections as our
generator. Specifically, we concatenate the ith layer onto the (N −i)th layer, where N
is the total number of layers, to avoid information loss caused by the bottleneck layer.
On the discriminating side, we use PatchGAN for both global and pose discriminator.
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7.5

Implementation Details

We use images from MS-celeb-1M [36] to construct our training data. Our model is
trained using 476 identities and 8000 pair of images (the occluded face image and its
reference identity image). To prepare the data, MTCNN [118] is applied to detect
the landmarks and bounding boxes. We then scale all the images of the dataset to
128 ∗ 128 and align them by registering the nose tip. The loss functions are optimized
using the Adam optimizer, with a learning rate of 0.0002 and β1 = 0.5. We train
the network for 100 epochs. Our framework is implemented using Torch [19]. In all
experiments, we set our loss hyperparameters as λ = 1, µ = 100,α = 100, and γ = 70.
The momentum is set to 0.9 in our training process.

7.6

Evaluation

In this section, we describe our procedure for evaluating our framework’s performance.
7.6.1

Face Identity Control

In this section, we evaluate the effectiveness of the proposed face identity control.
Figure 7.5 demonstrates the cross identity experiments, where the image of another
identity is fed into the network as reference image. As seen in Figure 7.5, the referenced identity has entirely different appearance or even different gender with the
original identity. However, our model can still generate high-fidelity result with spatial coherency while capturing the high-level identity-dependent features, e.g. thick
eyebrows, eye color, of the referenced identity.
We further verify the robustness and consistency of our identity control framework.
As shown in Figure 7.6, we apply the identical face image as the referenced identity for
different inputs. The results demonstrate that our network consistently replicates the
input target identity regardless of a large variations between the original un-occluded
face identities. In addition, the newly inpainted content naturally blends with the
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Figure 7.5: Cross identity experiments. From left to right: inputs, generated image,
ground truth, reference images of another identity.
original background.
Quantitative Analysis To further quantify the performance of identity preserving,
for each synthesized result, we apply the existing software OpenFace [2] to verify the
ID similarity between our result and the ground-truth image. In particular, the
OpenFace will generate a binary output (0 or 1) for indicating if its two input images
capture the same identity. We compare the performance of Li et al.

[69] and our

algorithm using 588 images pairs (the input and reference image are the same person).
Table 7.1 shows the pass rates of both methods. As demonstrated in Table7.1, our
method significantly outperforms Li et al. [69] and achieves a 93% pass rate when
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Figure 7.6: Demonstration of consistency when using the same reference image for
different inputs. From left to right: input images, our results, ground truth, and the
reference images.
Table 7.1: Comparison in the Face Recognition Space
Compare with groundtruth
Compare with reference

ours (%)
93.2
87

Li (%)
57.3
42.8

comparing with the groundtruth, indicating the efficacy of our method in preserving
the target identity. Note that the pass rate for reference image is slightly lower than
that of groundtruth. This is due to the fact that for each synthesized image, the
regions outside the mask remain the same with the groundtruth while being different
comparing with the reference image.
7.6.2

Head Pose Editing

In this section, we validate the effectiveness of the proposed pose editing component.
Figure 7.7 shows how the pose variation influences the reconstruction of the face
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Figure 7.7: Impacts of pose variation on the face reconstruction. The ground truth
pose of the input image (first column) is (pitch = 15, yaw = 20, roll = 0), and
first/second rows show the effects of different pitch/yaw values on the reconstruction
results. As we can see, the close poses (in red box) tend to generate visually better
results.

Figure 7.8: Video example. From top to bottom: input video frames, generated
outputs from our network, and the ground truth. The reference image is provided
left-most.
images. By providing different pose inputs, our reconstructed facial structures will
be aligned accordingly. The first row of Figure 7.7 shows the impact of pitch variance
on reconstructed results. By gradually increasing the pitch value, the synthesized eye
will move up accordingly. The similar control effect is manifested in tuning the yaw
values as shown in the second row of Figure 7.7. As the face regions outside the mask
remain fixed, it is more natural that only the correct pose input will lead to the most
coherent results. As seen from our result, only the closer poses (highlighted in red)
generates visually better results, suggesting the accuracy of our pose control.
The introduction of pose editing component enables our model to perform face
inpainting in dynamic sequence with time-space coherence. In Figure 7.8, we show
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Table 7.2: Quantitative evaluations
Li [69]
Yeh [117]
L1 + GAN + ID
L1 + GAN + ID + Pose

PSNR
21.69
18.87
23.81
24.9

SSIM
0.78
0.79
0.83
0.87

the reconstructed frames with different head poses from a video sequence by using
only one frontal reference. Regardless of the large variations of poses, our network
can stably reconstruct appealing results. To better evaluate our method, we provide
more video results in our supplemental materials.
7.6.3

Ablative Analysis

To access the efficacy of each introduced loss, we experiment on three combinations
of losses: L1 +GAN, L1 +GAN+ID and L1 +GAN+ID+Pose. Figure 7.9 shows the
comparison of the above networks. In general, L1 +GAN tends to generate blurry
results and fails to capture spatial coherency.L1 +GAN+ID demonstrates better performance on preserving the identity, although the result is still blurry and mis-aligned
in pose. L1 +GAN+ID+Pose, which is our proposed method, is capable to generate
images with sharper details while faithfully capturing the referenced identity. The
results indicate that the pose control component acts as an implicit alignment prior
to register different features to reduce the blurness for each semantic part.
Table 7.2 shows the quantitative evaluation on the test set. Our proposed network
outperforms the other methods in both PSNR and SSIM.
7.6.4

Run Time

We implement our model in Torch [19] on a platform of Intel E3 CPU, 3.30GHz with
Nvidia GTX-980 GPU. By using our trained model, we can reconstruct face images
with size 128 × 128 at a frame rate of 10 Fps.
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Figure 7.9: The ablative analysis. From left to right: input, L1 +GAN, L1 +GAN+ID,
L1 +GAN+ID+pose, ground truth, and reference image.
7.7

Comparison

7.7.1

Comparisons with other methods

In this section, we compare our result with other state-of-the-art inpainting frameworks showed in Figure 7.3. In particular, we crop and down sample our test image
to 64 × 64 when comparing with networks in [116] and [117]. We use smaller mask
when test on this model which is the only way we can conduct the two experiments.
In [78], Pathak et al. smoothly fill the missing part without any semantic meaning.
Yeh Pathak et al. in [116] and [117] fill the region with semantic meaning. Li et
al.

[69] show superior results but the results are still blurry, unnatural with face

feature misaligned. Compared to other methods, our results are in realistic quality
with identity preserved. The model quality of all the previous methods are highly
relying on the database size. The idea beneath these methods are to find nearest
neighbor in a human face distribution. However, our proposed method achieve the
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high quality results as well as identity coherence based on learning of the relationship
between reference image and input, thus we don’t need large database for training.
We also show selected results from our network in Figure 7.4.
7.7.2

Test on Image with Real Occlusion

In this section, we test our network on images with real HMDs. As we assuming
known head poses for our network. We need first to extract the head poses from
occluded images. However, many HMDs, like HTC vive, provide real-time tracking
of the head pose, which could be converted to our pose input via a simple calibration
step.
We also train a pose prediction network using the synthetic data with known
pose information. The network consists of 5 convolutional layers to extract the highlevel features from the input image, and two fully connected layers to regress the
feature into pose. In particular, our convolution part is same as the content prediction
network of [113], which is trained to inpaint the missing content.
In Figure 7.10, we show a video result with nearly frontal view, where we assume
that pose is fixed to (0, 0, 0). From the results, we can see our network is stable when
the pose slightly changes.
In Figure 7.11, we test our network on data with large poses in both VR and AR
settings. In VR setting, we used HTC vive and converted the provided head pose
information to our pose input. Despite the large head movement, our network can
still generate very promising results. In the AR setting, we used our trained pose
network to predict the most plausible pose. Although our results of real data contain
artifacts, the improvement is significant compared to L1 et al. [69]. Since the HMD
causes a shadow area around the lips, our results also contain certain artifacts.
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Figure 7.10: Reconstruction of real video data with frontal head pose. The first and
second rolls are the selected frames reconstructed by our network and the ground
truth. The leftmost image is used as reference for all the frames.

Figure 7.11: Reconstruction of real video data with large head pose variation when
wearing VR/AR headsets. The top row shows the selected frames reconstructed by
our network, and the middle row are the reconstruction by Li [69]. The bottom are
the ground truth. The same reference image on leftmost is used for all frames.
7.8

Limitation and Future Work

Our network cannot deal with very large poses, extreme expressions and illuminations
as shown in Figure 7.12. We believe that by including such cases in training dataset,
we can improve the robustness of our network. The results of real data generated by
our network still have noticeable artifacts especially on the mask boundary. Because
on the real scenario, the lower face will have cast shadow by HMDs. One possible
solution is to also synthesize shadow for the training data. In the future, we want to
incorporate face detection network, pose estimation network so that we will have an
end-to-end face inpainting network for videos.
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Figure 7.12: Our system may fail when the lighting, expressions, or viewpoints are
too extreme. From left to right: the input images, the results, the ground truth and
the reference images.
7.9

Conclusion

In this paper, driven by application of HMD removal, we first observe the demanding
of an identity preserved and pose robust face inpainting approach. Then we come
up with a face inpainting network with a two novel components to handle the above
issues. One component is the usage of reference image to provide the identity information. Another component is the incorporation of head pose, which allows the
network to tolerate pose variations. Results show that our proposed network generate
the best inpainting results with identity and pose coherence.

Copyright c Yajie Zhao, 2018.
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Chapter 8 Conclusion and Futurework

In this dissertation, we explore image-based approaches of 3D human face reconstruction on different assumption of the inputs. The SFM based method is designed to
recover dense 3D mesh from multiple images with morphable model. For the single
image with neutral expression, we designed a pipeline to predict geometry, albedo
and illumination. For the single image with arbitrary head pose and expressions, we
propose a robust framework to recover high resolution mesh. We further extend the
proposed face reconstruction techniques to several applications: video face beautification, face video stylizing, video face replacement and face image synthesizing in the
presence of HMDs. Results show the effectiveness of all the algorithms above.
Reconstruction of 3D human face plays a critical role in many areas, such as movie
industrial, gaming industrial, privacy protection system and auto-driving. Although
all the proposed approaches can produce decent models, they all need accurate landmarks and cannot be in real-time. One direction of future works will be real-time
face reconstruction, which now are possible by using deep neural networks. The approaches in this dissertation can be used to prepare training data or as benchmarks.
Another direction will be how to improve the resolution of reconstructed faces. The
bottle neck of all the existing image-based approaches is that the reconstruction cannot achieve the scan quality. Usually, without texture, the geometry fails to represent
the unique identity feature of the person. This is beyond the scope of traditional face
reconstruction techniques. In the near future, I believe deep learning based approach
can over come this by training with high quality data.
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