The ability to direct attention voluntarily to specific aspects of our environment is essential for flexible, goal-directed behavior. Considerable progress in identifying relevant attention networks in the brain has been made in the last decades, and research has started to work out the underlying functional mechanisms by which these networks are formed and how they operate[@b1][@b2]. One promising candidate mechanism is the synchronisation of neuronal activity in distributed networks[@b3][@b4]. Such synchronisation can occur with diverse dynamics, and it has been proposed that oscillations in high- and low-frequency ranges might index different cortical operations in local and large-scale networks[@b5]. In the present study, we were specifically interested to relate activation, inhibition, and cognitive control processes to concurrent changes of high- and low-frequency oscillatory brain activity during a multisensory attention task. Since these processes are ubiquitous also in other cognitive domains, specifying their relationship to different brain rhythms contributes to a general understanding of how oscillatory activity subserves cognition.

Multisensory processing is particularly well suited to study the formation and function of brain networks because the informational entry points into the processing system are clearly segregated and their locations are well known. For tasks with stimulation in more than one modality, the different sensory cortices involved have to be activated and integrated into a coherent network. Moreover, it is reasonable to assume the participation of additional brain regions which -- depending on the task -- govern multisensory integration and exert top-down control functions[@b6][@b7]. While several studies have investigated synchronised neuronal oscillations during multisensory processing[@b8], evidence for the influence of top-down attention in this context is still very sparse. Spatial attention was shown to modulate early evoked gamma-band power in response to audio-visual stimuli[@b9]. In a tactile discrimination task, Kanayama *et al.*[@b10] varied the ratio of congruent and incongruent visual-tactile stimuli and demonstrated that top-down expectancy had an influence on oscillatory power in the theta and gamma range[@b10]. Göschl *et al.*[@b11] employed a visual-tactile pattern matching task and found task-specific spectral signatures for theta-, alpha-, and beta-power depending on the cognitive demands[@b11]. Functional coupling analyses on a subset of their data revealed that large-scale synchronisations in the beta range might promote multisensory integration[@b12]. Taken together, the study of multisensory attention can provide insights about general brain mechanisms of local activation/inhibition as well as inter-regional communication and top-down control.

To further specify these mechanisms, we developed an experimental paradigm in which visual and auditory stimuli underwent two consecutive brief and weak changes in intensity ([Fig. 1](#f1){ref-type="fig"}). Attention was cued to one of the two changes, and participants had to indicate whether the visual and auditory stimuli changed in a congruent or incongruent manner. Comparing cued and uncued intervals, we predicted that the allocation of attention would be associated with an activation of task relevant brain regions including early visual and auditory sensory cortices. Based on observations of typical signatures of attentional modulation in unisensory processing, we expected this activation to be reflected by an increase of gamma-band activity accompanied by decreased alpha-band activity[@b13][@b14][@b15]. Top-down control was supposed to be associated with increased frontal theta-band oscillations as well as increased low frequency phase coupling[@b16]. Finally, since previous studies have associated beta-band oscillations with attentional processes[@b17] and the evaluation of crossmodal congruence[@b11], we also assumed to find modulated beta-band activity.

Results
=======

For each participant, individual intensity levels for each change were determined preceding the experiment. Across participants, Michaelson contrast values during the increase of the visual stimuli ranged from 83.0% (15.1/1.4 cd/m^2^) to 98.5% (27.2/0.2 cd/m^2^), and contrast values during the decrease epochs ranged from 37.1% (9.8/4.5 cd/m^2^) to 7.0% (8.4/7.3 cd/m^2^), respectively. For the auditory stimuli, volume values during increases ranged from 81.4 dB to 87.7 dB, and volume values during decrease epochs ranged from 78.9 dB to 68.4 dB.

Data of two participants were discarded because of chance level performance or technical problems. The behavioral data of the remaining 19 participants revealed an overall mean accuracy of 83.1 ± 9.1% (mean ± s.d.) for the first change. Accuracy was significantly higher for congruent (85.4 ± 7.5) than for incongruent (80.7 ± 9.6) first changes, *t*~18~ = 2.71; *p* \< 0.05.

Spectral power
--------------

We selected frequency bands based on visual inspection of the grand average time-frequency representations as follows: 2.5--5 Hz delta/theta, 7.5--10 Hz alpha, 15--25 Hz beta, 60--80 Hz gamma. [Figure 2](#f2){ref-type="fig"} depicts spectral power averaged across posterior sensors with respect to the stimulus onset time window as well as the change time window. The low frequency band in the delta/theta range was defined based on time-frequency representations from frontal sensors not shown here (but see the topographical distributions spectral power in [Fig. 3](#f3){ref-type="fig"}). For briefness we refer to this low frequency range as theta in the following (for a critical discussion of the common delta/theta distinction, see Lega *et al.*[@b18]). For statistical comparisons in source space we averaged power across all time bins in each time window separately. We restricted the stimulus onset and the change onset time windows to 0--500 ms to capture primarily activity associated with early stimulus processing and to avoid potential overlap with the respective subsequent intensity change. (Depending on the jitter interval, the change onset could follow the stimulus offset after 450 ms, and the second intensity change could follow the offset of the first change also after 450 ms).

[Figure 2](#f2){ref-type="fig"} reveals that the overall activity pattern across frequencies was very similar for stimulus onset and change onset. At stimulus onset, there was a broadband power increase for higher frequencies that became more defined for the change onset. For frequencies below 40 Hz, there was a strong decrease over posterior regions at stimulus onset that was pronounced after the change. The left panel of [Fig. 3](#f3){ref-type="fig"} illustrates the changes in spectral power in the stimulus onset time window with more topographical specificity based on contrasting the mean of all conditions against baseline activity. Gamma power increased significantly in occipital, parietal, posterior temporal, and posterior frontal cortex regions. Beta and alpha power decreased in almost the entire cortex -- except for the most anterior frontal parts. Theta power decreased in occipital cortex, posterior inferior temporal cortex, and parietal cortex. There was also a frontal theta power increase in sensor space that did not surpass the FDR-corrected threshold in the source level analysis.

The statistical analyses of the change onset window revealed neither a significant effect for the factor congruence nor for the interaction between congruence and attention. As the right panel of [Fig. 3](#f3){ref-type="fig"} shows, attention modulated spectral power in all frequency bands studied. Overall, effects were located in regions that were also associated with the stimulus onset. In the gamma-band, attended versus unattended changes were associated with increased power in occipital, inferior and superior temporal, parietal and frontal cortex. Beta- and alpha-band decreases showed large topographical overlap and were located in widespread areas of the occipital, inferior temporal and posterior parietal cortex. In contrast to the window after stimulus onset, activity in frontal and anterior temporal regions was not modulated significantly in the change onset time window. In the theta-band, spectral power was decreased for attended versus unattended trials in occipital, superior parietal and temporal cortex, while there was an increase in theta power in medial frontal cortex.

To specifically investigate the influence of attention in early visual and auditory brain areas, we conducted a region of interest analysis ([Fig. 4](#f4){ref-type="fig"}). In both, the visual and the auditory cortex there was a significant increase of gamma power and a decrease in theta, alpha, and beta power associated with the allocation of attention (visual cortex: theta *p* \< 0.001, *p*~crit~ = 0.006; alpha *p* \< 0.001, *p*~crit~ = 0.008; beta *p* \< 0.001, *p*~crit~ = 0.007; gamma *p* = 0.005, *p*~crit~ = 0.01; auditory cortex: theta *p* = 0.003, *p*~crit~ = 0.015; alpha *p* = 0.006, *p*~crit~ = 0.05; beta *p* = 0.005, *p*~crit~ = 0.025; gamma *p* \< 0.001, *p*~crit~ = 0.01).

Source space coherence
----------------------

In the analysis of source coherence, three significant clusters were identified in the time window corresponding to the first intensity change ([Fig. 5](#f5){ref-type="fig"}). These clusters represent regions in which the experimental conditions modulated coherence in a specific frequency range. Crossmodal congruence modulated coherence in the beta-band. Attention was associated with two clusters in the alpha- and theta-band respectively. No significant clusters were found for the interaction between attention and congruence. The clustering approach resulted in a pooling of frequencies slightly different from the frequency bands predefined for the analysis of spectral power. The beta-band cluster arose in a narrow 30-32 Hz range in regions including left medial parietal cortex as well as right superior and middle temporal gyrus. These regions exhibited stronger coherence for the incongruent condition compared to the congruent condition in the beta-band. One of the two clusters associated with changes in attention concentrated coherence between 8--12 Hz in widespread posterior regions in occipital, parietal and temporal cortex. Within this cluster, coherence decreased for the attended condition compared to the unattended condition. Moreover, the allocation of attention was found to increase theta-band coherence in a cluster comprising bilateral inferior frontal and precentral gyrus, left middle temporal gyrus, and right medial frontal cortex. These clusters, identified with coherence analysis, could not be explained by volume conduction effects (see bar plots on the right hand side of [Fig. 5](#f5){ref-type="fig"}). Average imaginary part of coherency, which reflects non-zero phase-lag synchronisation and is therefore not influenced by volume conduction, was significantly different between conditions within the clusters (beta congruence effect: *t*~18~ = −2.70, *p* = 0.015; alpha attention effect: *t*~18~ = −4.10, *p* \< 0.001; theta attention effect: *t*~18~ = 3.62, *p* = 0.002). These effects mirror the significant differences found for coherence (beta congruence effect: *t*~18~ = −8.56, *p* \< 0.001; alpha attention effect: *t*~18~ = −9.00, *p* \< 0.001; theta attention effect: *t*~18~ = 8.75, *p* \< 0.001). This strongly suggests that volume conduction did not contaminate the significant coherence cluster results.

Discussion
==========

We found focussing attention to combined audio-visual stimuli was accompanied by (i) augmented gamma power in a network including auditory and visual cortex, (ii) decreased alpha power and coherence in posterior, parietal and temporal regions, (iii) increased frontomedial theta power as well as increased theta coherence in frontal and temporal cortex. Task-relevant changes in audio-visual stimulus congruence were not associated with specific power differences, but with higher beta-band coherence for incongruent stimuli in medial parietal and temporal cortex. These results integrate findings from unimodal studies on changes in neural dynamics associated with attention[@b13][@b17]. Overall, our findings support the view that gamma oscillations reflect active processing in attention networks while alpha oscillations reflect inhibitory processes, and that frontal theta-band activity possibly relates to top-down control[@b16].

Directing attention has been associated with increased cortical oscillatory activity in the gamma frequency range in previous studies[@b13][@b19]. Enhanced gamma-band responses for attended compared to unattended unisensory stimuli over the respective early sensory cortex regions have been observed for visual[@b17][@b20], auditory[@b21], and somatosensory stimuli[@b22]. In an MEG study with audio-visual speech stimuli, Kaiser *et al.*[@b23] found simultaneous attention-dependent modulations in auditory and visual cortex[@b23]. In contrast, Kahlbrock *et al.*[@b24] presented visual gratings accompanied by sound stimuli and found modulated gamma-band responses only in visual cortex[@b24]. Our results show enhancement of gamma-band power associated with the allocation of multisensory attention in a network comprising visual and auditory cortex as well as parietal, temporal and frontal regions. Rouhinen *et al.*[@b25] identified a similar gamma network manipulating attentional load[@b25]. These findings support the view that gamma-band responses reflect activation in distributed attention networks. Importantly, we show for the audio-visual congruence evaluation task, top-down influence of multisensory attention extends to both early auditory and visual cortex.

In our study, the allocation of attention was accompanied by parallel decreases of alpha- and beta-band power in parietal, occipital and temporal cortex regions ([Figs 3](#f3){ref-type="fig"} and [4](#f4){ref-type="fig"}). The networks involved were strikingly similar, and it would be a matter of further research to establish in how far this is due to frequency smoothing or overlapping functional roles of these frequency bands. While attention has been implicated to modulate beta-band power[@b17][@b25], more evidence and clearer theoretical grounds have been established for a close relationship between attention and alpha-band oscillations. An influential view holds that alpha activity inhibits task-irrelevant regions ("gating by inhibition") -- while gamma activity reflects active processing[@b15]. Decreased alpha activity in task-relevant regions is correspondingly interpreted as a release from inhibition. Our results are in close agreement with this latter notion. The spatial distributions of gamma power increases and alpha decreases were largely overlapping ([Fig. 3](#f3){ref-type="fig"}), and the region of interest analysis confirmed this pattern for the visual and auditory cortices ([Fig. 4](#f4){ref-type="fig"}). While concomitant parieto-occipital alpha decrease and gamma increase have been observed frequently in visual processing[@b26][@b27][@b28], similar evidence for auditory processing is sparse[@b29][@b30]. Two recent studies found attention-dependent modulation of alpha band activity in auditory and visual cortex -- but unfortunately these reports did not cover higher frequency oscillations[@b31][@b32]. In a study using audio-visual speech stimuli, Lange *et al.*[@b33] found low frequency power to be decreased for congruent stimuli in auditory cortex, while high gamma power increased in frontal regions[@b33]. Moreover, the predictiveness of visual stimuli for task-irrelevant auditory stimuli has been shown to modulate alpha- and gamma-band activity in auditory cortex[@b34]. Our results provide strong support for the "gating by inhibition" hypothesis because we observed increased gamma and decreased alpha power in pre-defined early sensory regions. In addition, alpha-band coherence in occipital and parietal cortex was also found to be modulated by attention ([Fig. 5](#f5){ref-type="fig"}). However, since coherence is based on combined phase/amplitude information, and we observed significant power modulations in the same brain areas, this finding cannot be interpreted unequivocally as a change of phase synchrony.

There is ample evidence that medial and lateral frontal cortex are associated with attention and cognitive control[@b1]. Low frequency oscillations have been proposed as a mechanism by which cognitive control functions could be implemented neurophysiologically[@b35]. This prospect rests on the idea that -- depending on the phase of the low frequency oscillation -- windows of high and low local excitability emerge[@b36]. Moreover, since low frequency oscillations can be assumed to be less prone to conduction delays, they are better suited to mediate long-range communication than high frequencies[@b37]. We found evidence for attention-dependent modulations of frontal theta oscillations in the analyses of spectral power and coherence. Spectral power was higher for the attended compared to the unattended condition in mediofrontal and lateral prefrontal cortex. The medial region was slightly anterior to the mid-cingular, pre-SMA region that has often been associated with frontal midline theta activity[@b35]. It is unclear whether this discrepancy arose because of imprecisions of MEG source localisation. On the other hand, the medial prefrontal cortex is a highly connected region, and its precise functional subdivisions are not completely resolved[@b38]. The source-space clustering approach revealed elevated coherence in bilateral inferior frontal and left temporal cortex for attended versus unattended audio-visual stimuli. Since these regions did not show increased spectral power, it is reasonable to assume that the larger phase-synchronisation under attention represents a non-trivial effect. To the best of our knowledge, this is the first report of modulated frontal theta coherence in the context of multisensory attention. By requiring the participants to evaluate weak intensity changes in two modalities simultaneously, the task imposes the need for strong attentional control. Recent behavioral studies have shown that vision, audition, and also haptics are likely to share attentional resources[@b39][@b40]. Our results indicate that frontal cortex theta-band activity might play a role in controlling the allocation of these resources. An alternative interpretation could relate the increase in theta synchronisation in the attended condition to memory encoding of the audio-visual stimuli or the respective response[@b41]. We regard it as more likely that frontal theta in our study is associated with the top-down control of attention since the task does not require long-term storage of the stimulus, and because the memory requirements to store the response are minimal.

A significant beta-band cluster in medial parietal cortex and right superior temporal gyrus exhibited larger coherence for incongruent compared to congruent stimuli. Beta-band activity has been linked to rather diverse cognitive processes including decision making and general integrative functions[@b42] as well as the maintenance of the current sensorimotor or cognitive state[@b43]. With respect to crossmodal congruence, interactions between superior temporal sulcus and auditory cortex have been observed in beta-band coupling during audio-visual stimulation in macaque monkeys[@b44]. In humans, beta-band power in superior temporal cortex has been modulated by auditory noise during audiovisual speech processing[@b45]. Based on our behavioral results, it may be speculated that the difference in beta-band coherence might be related to incongruent trials being overall more difficult than congruent trials. Possibly, incongruent audio-visual changes engaged the mid-cingular region more because of its function in error-monitoring and decision making. The right temporal area that was also connected to a higher degree in incongruent trials is close to the auditory cortex. More difficult incongruent stimuli might have increased the need for communication between higher processing regions and early auditory areas.

Except for the aforementioned beta-band coherence cluster, congruent and incongruent stimuli elicited no differential oscillatory activity in our study. Given that we only analysed activity within 500 ms after change onset, this negative finding concurs with the results of Göschl *et al.*[@b11] who found visual-tactile congruence effects building up only after 400 ms to 1100 ms[@b11]. (Unfortunately, we could not analyse this later time window in our data because it overlaps with the presentation of the second intensity change.) In typical studies demonstrating early multisensory congruence effects, mostly detection or categorisation tasks are employed in which cross-modal congruence per se is task-irrelevant[@b10][@b46]. Overall, the results of Göschl *et al.*[@b11] and from our study indicate that if cross-modal congruence is task-relevant, early multisensory congruence effects seem to be diminished.

In conclusion, we found that directing attention to bimodal changes in the audio-visual stimulus stream was associated with a coherent pattern of high- and low-frequency oscillations. Presumably, spectral power in gamma- and alpha-band reflected activation and inhibitory processes, respectively, whereas frontal theta-band coherence was linked to cognitive control. These results contribute to an integrative account on how cognitive functions are implemented neurophysiologically by rhythmic brain activity.

Methods
=======

Participants
------------

Twenty-one healthy volunteers participated in the experiment (7 female; mean ± s.d. age: 26.4 ± 4.0 years; all right-handed) and received monetary compensation for their participation. All participants reported normal or corrected-to-normal vision, normal hearing and no history of neurological or psychiatric illness. The ethics committee of the Medical Association Hamburg approved the study. Informed consent was obtained from all participants prior to each recording, and the experiment was carried out in accordance with the approved guidelines and regulations.

Stimuli and procedure
---------------------

Each trial began with a light-gray fixation dot (size: 0.3° visual angle) at the center of the screen presented against a dark gray background. After 1500 to 2000 ms (jittered randomly in steps of 100 ms across trials) the fixation dot either turned red or yellow for a duration of 250 ms. The color cued attention to one of two consecutive feature changes of the following audio-visual stimulation. Subsequently, the grey fixation dot was again presented for 750 ms followed by a 2500 ms audio-visual stimulation. [Figure 1](#f1){ref-type="fig"} illustrates the sequence within a trial.

The visual stimulus consisted of a circular black-and-white sinusoidal grating (size: 5° visual angle; spatial frequency: 1.67° visual angle, Michelson contrast: 62.0%), which was drifting either inwards or outwards (speed: 1.25 Hz). The initial spatial phase of the grating was randomised and the movement direction was counterbalanced within each block. The auditory stimulus was a complex sinusoidal sound created by modulating high-frequency carrier signals (13 sine waves: 64 Hz and its first 6 harmonics as well as 91 Hz and its first 5 harmonics) with a low-frequency modulator (1.25 Hz). Subjectively, this stimulus sounded similar to a chord played by an organ. The average volume corresponded to 80 dB SPL.

Twice during the presentation of the audio-visual stimulus, short simultaneous changes in contrast and volume occurred for 300 ms. In detail, 750 to 1250 ms after stimulus onset the participants were presented with a first change, followed by a second change 1500 to 2000 ms after stimulus onset. The onset of each change was pseudo-randomly jittered in steps of 100 ms but the onset of the second change occurred at the earliest 750 ms after the first. During each change, both contrast and volume could either shortly increase or decrease independently. Contrast and volume were ramped up or down to the maximum or minimum value within 100 ms, respectively, kept their plateaus for further 100 ms and were ramped back to the original value within another 100 ms. The default contrast of the grating was 62% and the default volume of the sound was 80 dB. Change magnitudes were individually determined for each participant (see below).

In each trial, participants had to specify whether the cued change represented a congruent or incongruent change in volume and contrast. We instructed participants to respond as fast and accurately as possible as soon as the audio-visual stimulus ended by pressing one of two response buttons with their right index or middle finger, respectively. Response buttons were counterbalanced between participants. A grey plus or minus sign presented for 250 ms indicated whether the given response was correct or incorrect, respectively. Afterwards, participants initiated the next trial with another button press.

The experiment consisted of 512 trials divided into eight blocks of 64 trials. After each block a short break was scheduled. The experiment was split into two sessions with the second session being recorded on the next day at the earliest or after 21 days at the latest (mean ± s.d. time between sessions: 4.3 ± 4.7 days).

To minimise changes in oscillatory activity that would simply reflect intensity changes of the stimuli, we determined the magnitude of changes individually for each participants for both modalities and change directions. Our goal was to find the minimal intensity changes at which participants could perform the task with about 80% accuracy. An elaborate 6-step training procedure was required to reach this goal: (1) To familiarise the participants with the stimuli, example stimuli with highly above-threshold changes in volume or contrast were presented repeatedly. (2) Subsequently, participants determined preliminary thresholds in volume and contrast change by choosing the smallest detectable difference with a simple staircase procedure. These thresholds served as the initial guess for the Bayesian adaptive staircase procedure QUEST that would follow later[@b47]. (3) Next, a training phase was conducted which exactly represented the procedure of the main experiment, with the exception that again high-above threshold change intensities were used. As soon as participants reached at least 90% accuracy within the last 20 trials, the training was terminated. (4) Participants then performed uni- and bimodal versions of the QUEST procedure as follows. QUEST concentrates change perception near threshold by trial-wise updating an underlying estimated psychophysical function depending on a given response by the observer. For each modality we presented 60 trials in a randomly intermixed sequence, with half of the trials containing an increase and the other half a decrease in volume. Individual response patterns led to individual increment and decrement thresholds concentrated by two parallel QUEST procedures at 90% correct level. (5) The unimodally retrieved thresholds served as the initial guess for an additional bimodal version of the QUEST procedure containing the audio-visual stimulus with a single simultaneous change in volume and contrast. Again, for each modality 60 trials were presented. Four parallel QUEST procedures concentrated observations at 90% correct level by analysing individual perception reports given separately for the auditory and the visual modality after each trial. Participants always first responded to the volume, then to the contrast change. (6) Based on a pilot study, the thresholds of the bimodal QUEST procedure were multiplied by a factor of 1.5 and then served as the individual volume and contrast change amplitudes in the main experiment.

Stimuli were generated using Matlab (Version: 8.0, R2012b; MathWorks, Natick, MA) and Psychtoolbox[@b48] on a Dell Precision T5500 with Windows 7 Professional 64-bit operating system. The visual stimuli were backprojected onto a screen mounted to the MEG dewar at 60 Hz with a resolution of 1280 × 1024 pixels positioned 65 cm in front of the participants. The auditory stimulus was presented using MEG-compatible in-ear headphones (STAX, SRM-2525).

MEG recordings and data preprocessing
-------------------------------------

MEG was recorded at a sampling rate of 1200 Hz using a 275-channel whole-head system (Omega, CTF Systems Inc.). Five channels were malfunctioning and therefore discarded from analysis. Additional Ag/AgCl-electrodes were used to record the horizontal and vertical electrooculogram (H/V-EOG) and the electrocardiogram (ECG).

Physiological data analysis was performed in Matlab (MathWorks, Natick, MA) using the M/EEG analysis toolbox FieldTrip (<http://www.ru.nl/fcdonders/fieldtrip>) and custom code. All recorded data sets (i.e. sessions) were separately preprocessed and artifacts were rejected before further analysis. First, the data were cut into epochs of 4 s including −1.5 s to 2.5 s relative to stimulus onset. Trials containing jumps and strong muscle artifacts were detected by semi-automatic procedures implemented in FieldTrip and were rejected after visual inspection. On average, 493.0 ± 14.9 trials (mean ± s.d.) of the total of 512 trials remained after this step. Data were filtered with a high-pass filter at 1 Hz and a low-pass filter at 170 Hz. Additionally, line noise artifacts were removed using band-stop filters between 49 and 51, 99 and 101 and 149 and 151 Hz. Next, we down-sampled the data to 600 Hz and performed an independent component analysis (ICA) to manually remove remaining eye-movements, cardiac and muscle artifacts based on careful inspection of the component time course, spectrum and topography[@b49]. On average, 35.8 ± 15.7 components (mean ± s.d.) were rejected per session.

Spectral analyses
-----------------

We analysed oscillatory activity with two complementary approaches. First, we looked at spectral power derived from pre-selected time-frequency windows. Second, we analysed coherence in source space with a more data-driven approach that allows the identification of large-scale cortical networks in space and frequency.

To estimate spectral power for frequency and time at each sensor we defined three time windows of interest in each trial: (1) The baseline was represented by 300 ms preceding the onset of the attentional cue. (2) Activity in response to the basic stimulus features was analysed in a window from 0--500 ms with respect to the onset of the audio-visual stimulation. (3) Activity associated with the experimental manipulations was analysed in a window from 0--500 ms with respect to the onset of the first audio-visual intensity change. We did not evaluate the second audio-visual intensity change because we assumed that for this later epoch the contrast between attended and unattended conditions would be confounded with processes related to memory maintenance and response preparation. We derived oscillatory power by sliding a 400 ms window in steps of 50 ms across the respective time range. Within these ranges a Hanning windowed fast Fourier transform (FFT) was computed. We analysed frequencies between 2.5 and 117.5 Hz in steps of 2.5 Hz (i.e. 47 frequencies). To obtain robust estimates of spectral power for each participant, we averaged the individual cross-spectral densities at each frequency and time point across all trials within one experimental condition. To achieve comparable signal-to-noise ratios across conditions the number of trials averaged per condition was matched to the number of trials of the condition with lowest accuracy, and we restricted the analyses to trials with correct responses. The diagonal of each cross-spectral density matrix constituted the spectral power estimate at each sensor.

To estimate spectral power at the cortical source level, we used linear beamforming[@b50][@b51]. Computations were made using a 5003 voxel continuous grid based on individual MR images recorded from each participant. The grid was aligned to the MNI152 template brain (Montreal Neurological Institute, MNI; <http://www.mni.mcgill.ca>). Leadfields were calculated using the single-shell volume conductor model[@b52]. In order to compare the conditions statistically, we first computed common filters by averaging the cross-spectral density matrices across all conditions and time points. These matrices were then used to obtain three orthogonal spatial filters for all frequencies and spatial locations, which were further combined to a single filter pointing in the direction of maximal variance and weighted with the first eigenvector's elements[@b53]. To estimate the spectral power for each frequency and time point at each source location, the real-valued common filters were then multiplied with each cross-spectral density matrix and the diagonal of the result again defined the spectral power for a given frequency and time point and each source location. This procedure was carried out separately for each recording session, and data were afterwards averaged in source space.

For statistical analyses of oscillatory power we defined time-frequency windows of interest based on visual inspection of time-frequency representations of power associated with *stimulus onset* and averaged across all conditions and participants. This selection is independent of the main contrast of interest in this study -- i.e. the "attended versus unattended" comparison in the *change onset* time window. For the chosen time-frequency windows we computed *t*-tests in source space for the average of all conditions versus baseline to illustrate the activity in each frequency band associated with general processing of the audio-visual stimuli. Our experimental manipulations were evaluated with respect to change onset using *t*-tests representing the 2 (attention) x 2 (congruence) design. The levels of the factor attention were compared aggregating across the levels of the factor congruence and vice versa. The interaction was analysed by contrasting the difference between attended-congruent and unattended-congruent with the difference of attended-incongruent and unattended-incongruent conditions. For individual statistical tests we assumed a significance level of *p* = 0.05, and we controlled for multiple comparisons by setting the false-discovery rate to *q* = 0.05[@b54]. Furthermore, to specifically investigate the influence of attention in early visual and auditory brain areas we performed a region-of-interest analysis. We defined MNI center coordinates (based on the Anatomy toolbox[@b55]) for the primary visual cortex (−9, −89, 6; 14, −84, 6) and the primary auditory cortex (−47, −23, 13; 51, −18, 10), and averaged data corresponding to the 80^th^ percentile from all grid points within a 1.5 cm radius. This procedure was chosen to account for inter-individual anatomical differences and the fuzziness of MEG source reconstructions. (Radii between 1--2 cm and the use of the median as summary statistic resulted in comparable results.) Condition differences were then calculated using *t*-tests with family-wise error rate control according to Holm-Bonferroni.

Coupling analyses
-----------------

To analyse functional coupling between brain regions based on oscillatory phase information, we employed an approach proposed by Hipp *et al.*[@b53]. Since this method requires the pairwise calculation of coherence for each source location and time/frequency bin, we reduced the source space to 324 locations covering the cortical surface of both hemispheres in registration to the ICBM152 template brain[@b56]. Leadfield calculation was realised with a single-shell head model[@b52], and we used the linearly constrained minimum variance (LCMV) beamforming method to estimate the source activation in each cortical source location. Spectral estimates corresponding to the change onset interval were computed across 21 logarithmically scaled frequencies from 4 to 128 Hz with 0.25 octave steps using the multitaper approach[@b57]. To yield a spectral smoothing of approximately 0.75 octave across the whole frequency range, we used a variable number of slepian tapers with a temporal window size of 300 ms for frequencies larger or equal to 16 Hz. For lower frequencies, we used a single slepian taper and adjusted the time window accordingly. We stratified the number of trials used for the comparison between conditions as described in the analysis of oscillatory power. Moreover, a nonlinear z-transformation was applied to render the distribution of coherence values approximately Gaussian before applying the clustering approach[@b58].

The identification of networks was carried out as follows. Instead of analysing interactions between two cortical areas in a two-dimensional space (location by location), we considered a three-dimensional space by also including the frequency dimension. We first computed coherence for all pairs of locations in all frequency bins and conditions. Then *t*-tests were conducted across participants, representing the effects of attention, congruence, and the interaction. The resulting three-dimensional matrices (location by location by frequency) for each comparison were then binarised to be 1 (connected) or 0 (not connected) based on a *t*-value threshold equivalent to *p* \< 0.01. A connection was determined by three values: one frequency and two locations (of a pair). For neighboring connections we defined that at least two of the three values had to be identical, and the third value must not differ by more than one step. In other words, connections were neighbors if they were adjoined in location or if they differed by 0.25 octaves in frequency. The neighborhood of source locations was defined during source space construction using topological relationships. To remove spurious connections we spatially filtered the result matrices. Instead of defining a fixed number of connections as filter criterion, we proceeded as follows. A connection was only considered if its neighboring connections exceeded 30% of all possible connections. That is, for a given connection between location A and location B at frequency F, the maximal number of connections *n*~max~ is given by the sum of: (1) connections between A and B at frequency F+1 or F-1, (2) connections between A's neighbors and B at F, and (3) connections between B's neighbors and A at F. If a given connection had less than 0.3 \* *n*~max~ neighboring connections, it was removed. The numerical size of the threshold criterion primarily affects the cluster size, and it was set arbitrarily. Eventually, the remaining cluster of connections formed the candidates for statistics. The size of a cluster is defined as the integral of the *t*-scores across all its connections. The significance of clusters was tested with permutation statistics. The network-identification approach was repeated 2000 times with shuffled condition labels which yielded an distribution of cluster sizes under the assumption of no differences between conditions[@b59]. This null-distribution was constructed by pooling the largest cluster sizes (two-tailed) of each permutation. Only clusters with sizes ranked top 5% in these null distributions were considered as significant (i.e. *p* = 0.05). The final clusters corresponded to networks of cortical regions with different synchronisation status among comparisons, and were continuous across frequency and pairwise space. Applying this method, we compensated for the relatively arbitrary thresholding procedure during the generation of the 3-D connectivity array: the clusters with fewer statistically stronger connections and clusters with more statistically weaker connections were balanced. In fact, the results were similar when choosing a different threshold.

To visualise the results, we computed the integral of the connections over frequency and target locations for each source location in all significant clusters. This provides the spatial distribution of the networks. The result was then illustrated by interpolating the number of connections from 324 to \~300,000 vertices on a template brain pial surface. The brain area involved for each cluster was identified according to surface-based atlases[@b60].

Lastly, we evaluated the impact of possible volume conduction effects on our coherence analysis. Because of volume conduction effects, two locations may show larger coherence values due to a common "real source". If so, their coupling should be characterised by zero phase-lag. If the imaginary part of coherency -- reflecting only non-zero phase-lag synchronisation -- differs between two locations, this coupling cannot be explained by volume conduction[@b61]. For each condition, we averaged the absolute values of imaginary part of coherency across the connections within a cluster. These means were used as indicators for non-zero phase-lag synchronisation, and we conducted *t*-tests to evaluate differences between the conditions (with Bonferroni alpha-level correction to account for multiple comparisons). For comparison, we also computed analogous average coherence values.
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![Schematic illustration of the trial sequence.\
First, in each trial, a color cue informed participants to direct attention to one of two upcoming brief intensity changes during the audio-visual stimulation. Next, a complex sound and a circular drifting grating were presented. Two simultaneous 300 ms changes in sound volume and visual contrast occurred during the 2500 ms stimulation. After stimulation offset, participants indicated whether for the attended interval the two modalities changed in the same direction (congruent) or in different directions (incongruent). In this example both first and second changes are congruent. In the experiment increases and decreases in both modalities varied independently.](srep32775-f1){#f1}

![Grand mean time-frequency representations of spectral power corresponding to the stimulus onset time window (left) and the change onset window (right) for posterior sensor sites (inset at the upper left).\
The frequency range was split such that higher frequencies are illustrated in the upper two panels while the lower frequencies are shown below. Oscillatory power was calculated across conditions relative to the pre-cue baseline. Colors represent percentage signal change with respect to pre-cue baseline activity.](srep32775-f2){#f2}

![Differences in oscillatory power with respect to all conditions versus baseline at stimulus onset (T1) on the left, and the effect of attention at change onset (T2) on the right.\
Topographical maps depict the sensor space distribution of *t*-values. For the corresponding source level effects, colors indicate *t*-values with non-significant values set to zero (FDR corrected).](srep32775-f3){#f3}

![Spectral power changes relative to the pre-cue baseline in visual cortex on the left and auditory cortex on the right.\
Grand average time-frequency representations of spectral power corresponding to the change onset time window were averaged across conditions and all grid points within the respective region of interest (depicted as dark areas on horizontal MRI slices). Overall, the pattern of source-level spectral changes in the sensory cortices closely correspond to the global sensor-level changes shown in [Fig. 2. (A,D)](#f2){ref-type="fig"} Time-frequency representations of spectral power for higher frequencies. (**B**,**E**) Time-frequency representations of spectral power for lower frequencies. (**C**,**F**) Bar plots illustrating the differential effect of attention for each frequency band. Bars represent grand means, and circles represent data from each participant to illustrate interindividual variance. All mean deviations from zero are significant. At the group level, spectral power in theta-, alpha-, and beta-band decreased while gamma-band power increased in both visual and auditory cortex.](srep32775-f4){#f4}

![Clusters with significant changes in source coherence were found for the congruence effect in the beta-band (upper row), as well as for the attention effect in the alpha-band (middle row) and theta-band (bottom row).\
Each significant coherence cluster is illustrated with colors indicating the number of connections of a given location to other locations within the cluster (see methods for details). For the bar plots on the right hand side of the figure coherence and imaginary part of coherency were calculated between all voxels constituting a significant cluster. Bars represent average coherence or average imaginary part of coherency, respectively. Error bars denote standard errors, and asterisks indicate significant differences. Since all condition differences of average imaginary part of coherency are significant, it is unlikely that the source cluster coherence results are compromised by volume conduction. *Abbreviations*: Coh -- coherence, ImCoh -- imaginary part of coherency, Co -- congruent, In -- incongruent, At -- attended, Un -- unattended.](srep32775-f5){#f5}
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