Antenna aperture phase retrieval by Gardenier, Peter H.
ANTENNA APERTURE PHASE RETRIEVAL 
Peter H. Gardenier 
A thesis presented for the degree of 
Dodor of Philosophy in Electrical and Electronic Engineering 
at the University of Canterbury, Christchurch, New Zealand. 
April 1990 

ABSTRACT 
Geometrical defects of a high gain reflector antenna can cause the radiation pattern of 
the antenna to fail to meet its specifications. These defects give rise to loss of gain, 
widening of the main beam and raising of sidelobes. The geometrical defects can be 
identified, and subsequently corrected, by utilizing information contained in the phase 
of the copolar aperture field distribution. For technical reasons, this phase can be 
difficult or inconvenient to measure directly. Therefore, indirect methods of deducing 
the phase are often preferred. 
This thesis introduces an iterative algorithm, called the modified Gerchberg-Saxton 
algori thm, which has been developed for retrieving the copolar aperture field phase 
distribution from the far field copolar amplitude pattern. In order to aid convergence 
of this algorithm, it incorporates information concerning the design and any known 
aspect of the antenna. The modified Gerchberg-Saxton algorithm is based on the 
conventional Gerchberg-Saxton algorithm, originally developed for electron microscopy, 
but incorporates features of Fienup's phase retrieval algorithms. 
This thesis reviews radio engineering theory with an emphasis on high gain reflector 
antennas. In particular, the Fourier transform relationship between the copolar aper-
ture field distribution and the copolar radiation pattern is critically examined. The 
problem of retrieving the copolar aperture field distribution from the amplitude of its 
Fourier transform is called a Fourier phase problem. The Fourier phase problem, the 
uniqueness of its solutions and iterative algorithms for solving it are discussed. Other 
established methods for determining geometrical defects of an antenna are descri bed 
and their relative advantages and disadvantages are assessed. The main advantage of 
the modified Gerchberg-Saxton algorithm is that it requires measurement of only a 
single copolar amplitude pattern. 
The modified Gerchberg-Saxton algorithm is evaluated by applying it to computer 
simulated data and to measured amplitude patterns of an acoustic antenna. This 
evaluation illustrates the relationship between the accuracy of the data to which the 
algorithm is applied and the accuracy of the retrieved copolar aperture field phase 
distribution. The performance of the algorithm appears to be insensitive to the location 
and dimensions of the geometrical defects of the antenna. The optimum form of the 
algorithm seems to be versatile and robust enough to offer real hope of being able to 
retrieve, to a useful level of accuracy, the phase of the aperture field from a single 
measured radiation pattern amplitude (i.e. there is no need to measure the phase of 
the radiation pattern). 
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PREFACE 
An important way in which engineering science can progress is to take ideas developed 
for one discipline and to apply them to another discipline. For such an application 
to suggest itself, the two disciplines must share something in common. My supervi-
sor, Professor R.H.T. Bates, is in a good position to initiate such inter-disciplinary 
work because he has a diverse range of interests, many of which revolve around the 
Fourier transform [Bates, 1987a ; 1987b]. His research group in the Department of 
Electrical and Electronic Engineering at the University of Canterbury has, for the last 
two decades, been actively researching in areas including general inverse problems (no-
tably computed tomography and ultrasonic imaging), theory and application of image 
processing, radio antenna engineering and various aspects of biomedical engineering. 
I first worked under Professor Bates when I undertook my final year project (for 
the Bachelor of Electrical and Electronic Engineering degree), which was co-supervised 
by Professor Bates' research student Alastair Sinton. My project was to investigate a 
claim by Panarella and Guty [Panarella and Guty, 1983; Panarella, 1985] that optical 
interference effects reduce at low light levels. If substantial, this claim would have 
important consequences for radio communications, amongst other things, because the 
implication appears to be that antenna sidelobes would disappear for very faint signals. 
The results of experiments that I performed contradicted the claim [Sinton et al., 1986]. 
This work introduced me to the theory and practice of diffraction and interference 
effects of electromagnetic waves. 
I started my Ph.D. research course, under the supervision of Professor Bates, by 
working on two projects. The first project involved the problem of determining the 
depolarization of a high gain reflector antenna from measurements made with a source 
antenna which itself suffers from an unknown amount of depolarization. A standard 
method for solving this problem involves physically rotating the high gain reflector 
antenna, or its feed, by 900 about its axis. It is preferable, however, to be able to 
dispense with such physical manipulation of the antenna. It was felt that some kind of 
holographic-type approach, such as had earlier been applied to the radio engineering 
phase problem (Sec. 3.5.2), might be helpful. However, after studying the problem for 
a while, no solution suggested itself to me. 
The second project was concerned with an aspect of pattern recognition. I worked 
on this project with Bruce McCallum, a fellow research student. Because of their invari-
ances to various symmetry operations, the amplitudes of Fourier and related transforms 
are often used in pattern recognition contexts. Reitboeck and Altmann [1984] reason 
that, when the Fourier phase information is lost, there is likely to be a very large 
number of patterns of different shapes whose Fourier transform amplitudes would be 
identical. Professor Bates' wide experience of phase problems convinced him that this 
is not true in general. We therefore devised our own descriptor of objects, based upon 
their Fourier transform amplitUdes. This descriptor is insensitive to the location, ori-
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entation, magnification and brightness of the object [McCallum et at, 1986] and,in 
general, is also uniquely invertible [Gardenier et al., 1986a]. 
While I was working on the above-mentioned projects, Professor Bates and one of his 
research students, David Tan, were supervising the final year project of Lim Ching Aun. 
This project was a preliminary study of the potential usefulness for the radio engineering 
phase problem of the Gerchberg-Saxton algorithm (Sec. 3.4.3.1), which was originally 
developed for electron microscopy. I continued this work and my development of it 
forms the basis of this thesis. Lim Ching Aun later completed a Master of Engineering 
degree for which he studied how the Gerchberg-Saxton algorithm (that had by then 
been modified by myself) can be applied to determine the causes of depolarization of 
a high gain reflector antenna (assuming that the source antenna does not itself suffer 
from depolarization). An adapted version of this work is reported in Section 4.9.1-
The radio engineering phase problem, mentioned in the previous paragraph, in-
volves determining an antenna's copolar aperture field distribution when given only 
the amplitude of its copolar radiation pattern. The radio engineering phase problem 
often arises for high gain reflector antennas whose copolar phase patterns are difficult 
to measure. The reason for wanting to determine the copolar aperture field distribution 
is that its phase provides valuable information about those geometrical defects of the 
antenna which must be corrected before the antenna can perform optimally. I have 
developed a modified form of the Gerchberg-Saxton algorithm suitable for solving the 
radio engineering phase problem. In this thesis it is demonstrated, on the basis of 
results of computer simulations and an experiment with an acoustic antenna, that this 
modified Gerchberg-Saxton algorithm provides a potentially practicable method of re-
trieving the copolar aperture field phase distribution from a single measured amplitude 
pattern (hence the title of this thesis: antenna aperture phase retrieval). 
This thesis is. written in six chapters. Each chapter concludes with a summary of 
the main points raised in that chapter. A chapter by chapter outline of the thesis now 
follows. 
Chapter 1 provides an overview of antenna engineering. The fundamentals of elec-
tromagnetic wave theory are introduced and the main types of antenna are briefly 
described. The chapter also discusses the electrical properties of antennas and the 
ways in which radio waves propagate through the earth's atmosphere. 
Chapter 2 concentrates on high gain reflector antennas. Different methods for 
analysing the scattering from reflectors are introduced. This leads to the derivation 
of the Fourier transform relationship between the copolar aperture field distribution 
and the copolar far field pattern. This relationship is of central importance for the 
modified Gerchberg-Saxton algorithm. Different configurations of reflector antennas 
are described. Relevant characteristics of the radiation pattern of a high gain antenna 
are discussed, with particular emphasis on the degradation of the radiation pattern that 
occurs when the copolar aperture field phase distribution is distorted by geometrical 
defects of the antenna. The chapter also mentions typical applications for high gain 
reflector antennas. 
Chapter 3 provides background for the development of the modified Gerchberg-
Saxton algorithm. The way that different geometrical defects arise are discussed. It 
is shown that many geometrical defects cause deviations in the copolar aperture field 
phase distribution and can be inferred from these deviations. Various methods for de-
ducing the copolar aperture field phase distribution are discussed. It is argued that, in 
many situations, it is desirable to be able to deduce the copolar aperture field phase 
distribution from only the amplitude of the copolar radia.tion pattern. Thus it is nec-
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essary to solve the radio engineering phase problem (defined earlier in this preface). 
The radio engineering phase problem is a specialization of the Fourier phase problem. 
The Fourier phase problem is discussed in detail and it is shown that, in general, it has 
a unique solution in two dimensions. Existing ways of solving both the Fourier phase 
problem and the radio engineering phase problem are outlined. 
In Chapter 4 the modified Gerchberg-Saxton algorithm is developed. The chapter 
starts by suggesting ways in which the algorithm could be applied in practice. A 
generalized computer model of a high gain reflector antenna and the measurement 
process is then defined .. This model is invoked to generate a wide variety of data to 
which the modified Gerchberg-Saxton algorithm can be applied. The results of applying 
the algorithm to many different computer generate data are presented, evaluated and 
discussed. 
In Chapter 5 the modified Gerchberg-Saxton algorithm is applied to data obtained 
by measuring the amplitude pattern of a sonic antenna. It is shown that the radiation 
pattern and the aperture field distribution of a sonic antenna are related by the Fourier 
transform relationship. The apparatus with which the amplitude pattern is measured is 
described. This chapter also argues that the modified Gerchberg-Saxton algorithm can 
be usefully applied to data other than those obtained from high gain reflector antenna 
patterns. 
In Chapter 6 a number of avenues for future research are discussed. This chapter and 
the thesis concludes with a summary of the main features of the modified Gerchberg-
Saxton algorithm. 
My original research constitutes most of the material described in Chapters 4 and 5. 
Almost all of the software implementing the modified Gerchberg-Saxton algorithm and 
the computer model was written by me. This software was written to interface to the 
improc (image processing) utility which was principally developed by Richard Lane, 
who is another of Professor Bates' former research students. Most of the electronics for 
the acoustic experiment were built by Wiktor Mencel, under the supervision of Michael 
Cusdin. My fellow research student Charles Parker's first project, under Professor 
Bates' supervision, was to assist me with the measurements. He perfected the mea-
surement technique, which he has now incorporated into his own research programme. 
Papers and presentations prepared during the course of my Ph.D. research are listed 
below. 
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CHAPTER 1 
OVERVIEW OF ANTENNA ENGINEERING 
The existence of radio waves was confirmed just over 100 years ago by Hertz [O'Hara 
and Pricha, 1987]. Since then, these waves have become an integral part of modern 
life. The world has been transformed by radio, and even more by television. 
This chapter provides a brief overview of antenna engineering. Section 1.1 intro-
duces the theory of electromagnetic waves (of which radio waves are a subset), starting 
with Maxwell's equations. Radio waves are transmitted and received by antennas. The 
properties and different types of antennas are summarized in Sections 1.2 and 1.3. The 
effects on radio wave propagation of the earth and its atmosphere are discussed in Sec-
tion 104. This chapter concludes with a summary of important practical applications 
of antennas and radio waves. 
1.1 ELECTROMAGNETIC WAVES 
The electromagnetic spectrum covers a broad range of frequencies, from near zero 
cycles/second (Hz), to gamma ray frequencies (Fig. 1.1). Radio waves are electromag-
netic waves which have a frequency such that they may be detected and amplified as an 
electric current of the same frequency [IEEE, 1984]. Radio frequencies are at present 
limited, by technological constraints, to the range from about 10 kHz to about 100 GHz 
- the region between audio frequencies and infra-red frequencies. Microwaves (also 
referred to as short waves) are loosely defined as radio waves with a frequency of 1 GHz 
and higher (and therefore a wavelength of 0.3 m or shorter), while radio waves with a 
lower frequency (and longer wavelength) are Called long waves [Silver, 1949, p. 2]. 
1.1.1 Harmonically time varying fields 
An electromagnetic wave consists of time varying electric and magnetic fields. It IS 
appropriate to consider harmonically time varying fields because: 
1. Any time varying quantity can be expressed as the summation of harmonic com-
ponents. 
2. In practice, many generators produce electric and magnetic fields which are ap-
proximately harmonic. 
3. Analysis of frequency dependent systems can be simplified by examining their 
behaviour within a succession of contiguous bands, each of which is narrow enough 
to be treated as if it effectively single frequency. 
A vector, for example the electric field intensity vector E, which varies with both 
spatial position r and time t, can be expressed as a function of these two quantities 
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frequency wavelength 
Gamma ray frequencies 
3 X 10-3 nm 
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3)( 103 km 
Figure 1.1 Some of the frequency bands of the electromagnetic Bpectrum (frequency boundaries are 
approximately those given by IEEE [1904]). 
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as E(r, t). When it varies harmonically with time at each point in space. it can be 
expressed as 
E(r, t) = real {E(r)e jwt } (1.1 ) 
where E(r) is a complex vector function of spatial position but not of time and where LV 
is angular frequency. Throughout this thesis, vector quantities are denoted by boldface 
letters. Time varying (real) quantities are expressed as static complex quantities with 
the time dependence ejwt omitted (but nevertheless understood). 
The vector component of E in the direction of a unit vector x is identified by a 
subscript 'x' and is defined by 
Ex = E· x (1.2 ) 
where the dot denotes the inner scalar product operation. The x component of E is a 
complex scalar, which is expressed in terms of its amplitude and phase as 
( 1.:l) 
where the I· I notation for a scalar quantity denotes its amplitude. Note that 
(1.4 ) 
where the asterisk denotes the complex conjugate of a scalar. 
The complex vector E can be expressed in terms of its Cartesian components in the 
following way: 
( 1.5) 
The magnitude of a vector is denoted by I . I and defined to be 
( l.G) 
The magnitude of a real vector is equivalent to its length. 
The Cartesian coordinates of r are written as (x, y, z) where 
x=r·x, y=r'Y, z=r·z ( 1. 7) 
Points in space can also be described by the spherical coordinate system defined in 
Figure 1.2. The spherical coordinates of r are denoted by (r; (); ¢), where semi colons i 11-
side parenthesis always delimit spherical ordinates [Bates and McDonnell, 1989. Sec. 6j. 
The spherical ordinates are related to Cartesian ordinates by 
x r sin () cos ¢ 
y r sin (} sin <t> ( 1.8) 
z r cos () 
The notation can be extended to describe the spatial variation of, say E, in the following 
different ways: E(r) = E(x,y,z) = E(r;e;¢). 
The definitions and notation introduced in this section apply to any vectors (such 
as field intensity or position vectors) and to any set of orthogonal unit vectors (not 
only Cartesian unit vectors). 
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z 
y 
x 
Figure 1.2 Graphical representation of the spherical coordinate system in relation to the Cartesian 
coordi na te system. 
1.1.2 Maxwell's equations 
Equations describing electromagnetic waves were formulated by Maxwell [1865]. The 
time harmonic versions of hIS equations are [d. Rudge et al., 1982, p. 7; Jordan and 
Dalmain, 1968, Chap. 4] 
xE J m 
\7xH (0" + +J ( 1.9) 
J.t\7·H Pm 
,,\7·E = P 
where E and H are the electric field and magnetic field respectively, and 
J the electric current denshy, 
J m a fictitious magnetic current density, 
P = the electric charge density, 
Pm a fictitious magnetic charge density, 
(J the conductivity of the medium, 
to the electric permittivity of the medium, (1.10) 
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:::: the magnetic permeability of the medium, 
\7 the vector differential operator 
o. o. O. 
-x+-y+-z ox oy oz 
The quantities J and P are considered to be the sources of the electromagnetic wave. 
The magnetic sources J m and Pm are ficti tious quantities which are often mathem at-
ically convenient to invoke (as in, for example, Sec. 2.1.3.1), although from a strictly 
factual, physical point of view, it is necessary to set J m = Pm = O. The sources vary 
spatially and time harmonically. 
The quantities a, (and tt, are called the constitutive pammetersof the medium and 
are functions of spatial position. In general they can also be functions of time, but in 
the time harmonic formulation (1.9) they are assumed to be temporally constant. The 
constitutive parameters often vary with angular frequency, which in (1.9) is represented 
by w. 
1.1.3 Types of llledia 
A medium is homogeneous if the constitutive parameters are constant throughout it. 
An isotropic medium is one in which the constitutive parameters are scalars (implying 
that they do not depend on the direction of the electric and magnetic fields). 
A linear medium is one in which the constitutive parameters do not vary with inten-
si ty of the electric and magnetic fields. In a li near medi urn the principle of superposition 
holds. This states that if a source distribution produces electric and magnetic fields 
(EI' H l ), and another source distribution produces (E2 • H 2 ), then when the two source 
distributions are applied together, the resultant fields are (El + E 2 , Hl + H 2 ). 
A good dielectric is a good insulator, implying that a <t: WE (compare with the 
term in braces in the second equation of (1.9)). A perfect dielectric is non-conducting, 
implying that a = O. A lossless medium is a perfect dielectric in which both E and JL 
are real (that is, have no imaginary part). 
Free space is a vacuum and is therefore a linear, homogeneous, isotropic. pl!rfect 
dielectric containing no sources. Free space has a permeability, denoted by Jlv, defined 
to be 411" X 10-7 henry/metre, and a permittivity, denoted by Ev , which is very close to 
(1/3611") X 10-9 farad/metre. 
A good condudor is a medium in which a :?> WE, while for a perfect condudor' 
a = 00. From the second equation of (1.9) it can be seen that, for \7xH and J finite, 
E must tend to zero as a tends to infinity. The first equation of (1.9) shows that H 
tends to zero as E tends to zero (since J m = 0). Therefore, an electromagnetic field 
cannot exist inside a perfect conductor. 
1.1.4 Boundary conditions 
Equations (1.9) are the derivative form of Maxwell's equations and are only applicable 
within a continuous medium. To express the behaviour of an electromagnetic wave 
at points of discontinui ty of any of the consti t u tive parameters, the integral form of 
Maxwell's equations [Jordan and Balmain, 1968, Sec. 4.04] can be applied. 
Consider two media separated by a boundary surface (see Fig. 1.3). The subscripts 
'1' and '2', which refer to medium 1 and 2 respectively, are used for quantities at 
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Medium 1 
Medium 2 
/ 
Figure 1.3 A surface forming the boundary between two media. 
contiguous points on either side of the boundary. Application of the integral equations 
at the boundary surface yields boundary conditions [Silver, 1949, Sec. 3.3] 
fix Ed -Jrns 
n· £1 ) Ps ( 1.11) 
fi X (H2 - Hd J s 
n· (/L2H2 /LIHI ) Pms 
where n is the unit normal to the surface, pointing from medium 1 to medium 2. The 
terms on the right hand side of (1.11) are called surface currents and surface charges 
and are distributed over the boundary surface. They are differentiated from the volume 
sources of (1.9) by the subscript's'. 
An important situation arises when one of the media, say medium 1, is a perfect 
conductor. As pointed out in Section 1.1.3, both and are identically zero, so 
that (1.11) simplifies to 
fix = 0 
it· = Ps 
fix 
(1.12) 
fi· 0 
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1.1.5 Wave equations 
An electromagnetic wave is fully characterized by either its electric field E or its mag-
netic field H. By convention, and throughout this thesis, E is usually invoked. From 
it, one can always calculate H (provided the properties of the medium are known) by 
rearranging the first equation of (1.9): 
H= LYXE 
WJ.l 
(1.13) 
For a homogeneous, linear medium containing sources, Maxwell's equations (1.9) 
can be transformed into wave equations (also called vector Helmholtz equations [Sil-
ver, 1949, Sec. 3.6]): 
j W J.lJ + \7 X J rn + ~ V' P 
E 
jwdrn - VxJ + ..!:.. V' Pm 
J.l 
(1.1~) 
w here I = [( - jw J.l)( a + jWE )]1/2 is called the propagation constant. For lossless media, 
it is real and equals the wave number [Ramo et al., 1965, p. 326]: 
(l.15 ) 
where ,\ is the wavelength of the wave. The speed of propagation of the wave is v = W /" 
For free space, the speed of propagation reduces to c = (fL y Ey )-1/2 which is close to 
3x 108 metres/second. The index of refroctionof any medium is defined as n = c/v. The 
attenuation suffered by a wave as it propagates through a lossy medium is determined 
by the imaginary part of I [Jordan and Balmain, 1968, p. 126]. In a source free medium, 
all the terms on the right hand sides of (1.14) are zero. 
The Complex Poynting vector P is defined by [ITT, 1968, p. 43-3] 
P = ~(E X HO) (l.1e; ) 
It follows from }';laxwell's equations and the law of conservation of energy, that the 
integral of the normal component of P. over the surface enclosing any volume, is the 
total power flowing out of that volume. Poynting's theorem states that, at each point 
in space, P gives the magnitude and direction of the average power flow (i.e. power per 
unit area) [Jordan and Balmain, 1968, Chap. 6]. 
A my is a curve through space, such that at each point along its length, it is 
parallel to P [Silver, 1949, p. 110]. A pencil of rays is a thin bent rod shaped volume, 
of variable cross-section, surrounding a central ray and bounded by a family of rays 
lying on its surface. From energy conservation principles [Born and Wolf, 1970, p. 115], 
the total power flow through any cross-section of a given pencil is constant in a lossless 
medium. Therefore, the intensity of a field along a ray is inversely proportional to the 
cross-sectional area of a surrounding pencil of rays. 
1.1.6 Polarization 
The polarization of an electric field vector, at each point in space, is the locus of the 
extremity of its real part (see (1.1 )), when the magnitude of the real vector is envisaged 
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as a distance from the point in space. For a fixed frequency, the locus is an ellipse which 
lies in the polarization plane [IEEE, 1984]. 
A field is linearly polarized when the minor axis of the ellipse vanishes, implying 
that the electric field vector is at all times pointing in the same direction. Two special 
cases of linear polarization are horizontal polarization, in which the electric field vector 
is parallel to the earth's surface, and lJertical polarization, in which the electric field 
vector is perpendicular to the earth's surface. 
A field is circularly polarized when the ellipse degenerates into a circle, implying 
that the magnitude of the electric field vector is always constant. A field which is 
nei ther linearly polarized nor circularly polarized is called an eLLiptically polarized field. 
The sense of polarization is the sense in which the ellipse is traversed by the extremity 
of the real part of the electric field vector. 
The polarization unit vector of a field is defined to be [IEEE, 1984] 
A E 
t = TEl (1.17) 
The polarization unit vector of a field completely describes the polarization of the field. 
Two polarization unit vectors it and i 2 , lying in the polarization plane of a field 
vector E, are orthogonal if il . ti = O. The vector E is completely described by its 
(orthogonal) vector components El and E2 where (d. (1.2) and (1.5)) 
and (1.18) 
When the Cartesian x and y axes lie in the polarization plane, X and y form an 
orthogonal pair of linearly polarized unit vectors. Another possible pair of orthogonal 
unit vectors are left and right hand circularly polarized [Rumsey et aI., 1951, part III]: 
~ l(A 'A) lR = J2 x - J Y , _ 1(_ 'A) 'lL = J2 x + JY (1.19) 
Note that there can be no component of E in the direction perpendicular to the polar-
ization plane. 
For arbitrarily oriented Cartesian axes, a field vector is completely defined by the 
amplitude and phase of all Cartesian components (cL Sec. 1.1.1). Only the phase and 
relative amplitude of each component is required to define a field's polarization. The 
polarization of a field is a function of spatial posi tion. 
1.2 ELECTRICAL PROPERTIES OF ANTENNAS 
An antenna is defined as "a means of radiating or receiving radio waves" [IEEE, 1984]. 
As seen from the wave equations (1.14), the sources of electromagnetic radiation are 
charges and currents, where a current is composed of moving charges. A transmitting 
antenna provides suitable conditions for radio frequency electric currents to radiate 
an electromagnetic wave . .A receiving antenna intercepts a radio wave, which induces 
electric currents on the antenna. 
Parameters which describe the electrical performance of an antenna include: an-
tenna pattern, gain and efficiency, polarization, impedance, frequency of operation, 
bandwidth and noise temperature. An antenna is designed to meet specifications on 
some or all of these electrical parameters, as well as meeting mechanical, environmental 
and cost constraints. The electrical properties of antennas, including the performance 
parameters, are discussed in the following sections. 
1.2 ELECTRICAL PROPERTIES OF ANTENNAS 
1.2.1 Field regions 
The electromagnetic wave radiated from an antenna can be considered to be composed 
of two fields. The radiating field is that part of the wave which transports energy away 
from the antenna. The reactive field oscillates energy between the space near to the 
antenna and the antenna itself. It is useful to divide the space surrounding the antenna 
into regions which are differentiated by different characteristics of the electromagnetic 
wave [Rudge et al., 1982, Sec. 1.4]. 
The reactive near field region is the region close to the antenna, where the reactive 
field dominates the radiating field. The reactive field decays faster than the radiating 
field and, for most antennas, the outer limit of the reactive near field region is of the 
order of a few wavelengths or less. 
The far field region is far enough from the antenna that the angular distribution of 
the field is independent of distance [IEEE, 1979, p. 139]. The wave consists effectively 
of only the radiating field, which decays with the inverse of distance from the antenna. 
The far field region is sufficiently distant that the relative contributions to the radiating 
field from different parts of the antenna are independent of distance. This implies that 
the antenna can be treated as if it were a point source with directional variations. 
Although this condition is only exact infinitely far from the antenna, it is adequately 
approximated at finite distances greater than the following lower bound [Dlake, 1984, 
p.122]: 
2D2 
Rtf = -.x- (1. 20) 
where Rtf is the accepted minimum far field distance from an antenna whose largest 
dimension is D. For small antennas, RIJ should be no less than a wavelength. The part 
of the radiating field which is in the far field region is called the far field. 
The radiating near field region occupies the space between the reactive near field 
region and the far field region. The radiating field dominates the reactive field, but 
the relative angular distribution of the radiating field depends on distance from the 
antenna. The radiating near field region is close enough that the size of the antenna 
is significant, so the relative contributions to the radiating field from different parts of 
the antenna depend on distance as well as on angle. The part of the radiating field 
which is in the near field region is called the near field. The radiating near field region 
does not exist for antennas which are small compared to a wavelength. 
1.2.2 Antenna patterns 
An antenna pattern is the spatial distribution of a quantity which characterizes the 
electromagnetic field generated by an antenna [IEEE, 1984]. The quantity is usually 
determined over the surface of a sphere which is centred on the antenna. A spherical 
coordinate system (Sec. 1.1.1), whose origin is at the centre of the sphere, is utilized 
to locate points on the surface. Only the two angular ordinates (B; 9) are required to 
specify a point on the sphere, since the radius ordinate is constant. 
The gain pattern G(B; 9) of a transmitting antenna is 
(1.21) 
where Pmd is the power radiated per uni t solid angle in direction (B; 9) and is determi ned 
in the far field region. Pin is the total power accepted from the source. The gain defines 
the ability of an antenna to concentrate power in a particular direction and it accounts 
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for power losses within the antenna. The peak gain G max of an antenna is the maximum 
value of its gain pattern. An antenna with a high peak gain is said to be more directional 
than an antenna with a lower peak gain and the same power losses. 
The effective area Ae of a receiving antenna, connected to a matched load, in the 
direction (0; ¢) is 
() Poul Ae 0; ¢ = Po (0") 
me ,cp 
( 1.22) 
where Pout is the power delivered to the load and Pine( 0; ¢) is the power per unit area 
of an incident wave radiated from a distant source located at angle (0; <,6). The received 
wave is polarized to produce maximum power output from the antenna (see Sec. 2.2.6). 
The effective area is a measure of how much power can be transferred from an incident 
wave to the load. 
The amplitude pattern of an antenna is the angular distribution of the amplitude, 
or the relative amplitude, of a vector component of the electric field. The phase pattern 
of an antenna is the angular distribution of the phase (relative to some reference phase) 
of a vector component of the electric field. The polarization pattern of an antenna is 
the angular distribution of the polarization (Sec. 1.1.6) of the electric field. 
The radiation pattern of an antenna is the angular distribution of the complex 
electric field vector. When the radiation pattern is determined in the far field region it 
can be called the far field pattern. The far field pattern is is completely characterized 
by the amplitude and phase patterns of all (complex) vector components of the far 
field, the peak gain and the power fed to the antenna. 
1.2.3 Reciprocity 
The principle of reciprocity can be invoked to relate the transmitting characteristics of 
an antenna to its receiving characteristics. 
Consider the measurement of the transmitting characteristics of antenna A, taken 
at an angle 0 (Fig. 1.4(a)). In practice this is done with the aid of a second antenna 
B which is sufficiently far from A to avoid multiple interactions. A voltage source 
connected to the terminals of A produces a current i l through the load connected to 
the terminals of B. 
Now consider the measurement of the receiving characteristics of A, made for the 
same angle () (Fig. 1.4(b)), by swapping the voltage source and the load, without 
moving either antenna. The same voltage source (now connected to the terminals of 
B) produces a load current i2 at A. 
The principle of reciprocity says that the id i 1 is a constant independent of 0, 
provided that the antenna system is reciprocal [IEEE, 1979, p. 142]. An antenna system 
with no ferrite or plasma devices, and embedded in a linear isotropic transmission 
medium, is reciprocal. 
Therefore, the directional properties of an antenna which is transmitting are pro-
portional to the directional properties of the same antenna when it is receiving. This 
means that, in practice, the radiation pattern of an antenna can be measured while it 
is either transmitting or receiving. 
It follows from the reciprocity principle that the effective area of an antenna is 
related to its gain pattern by the relation [Collin and Zucker, 1969a, Sec. 4.4] 
( 1.23) 
(a) 
lb) 
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Figure 1.4 Arrangement of two antennas to demonstrate reciprocity. The subfigures are for antenna 
A (a) transmitting and (b) receiving. 
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1.2.4 Impedance 
In practice, an antenna is connected to an electrical circuit. When transmitting, the 
circuit provides the current to drive the antenna, and when receiving, the circuit acts 
as an electrical load for the antenna, abstracting the information carried by the radio 
wave. In either case, the electrical circuit sees the antenna as an impedance, called the 
antenna impedance. To transfer maximum power to and from the antenna, the antenna 
impedance must be matched to the impedance (seen by the antenna) of the circuit. 
The imaginary part of the impedance for a transmitting antenna is due to the re-
active energy which is stored in the reactive field of the antenna. The real part of 
the antenna resistance is made up of a loss resistance RloBB in series with the mdia-
tion resistance Rrad. The loss resistance manifests ohmic and dissipative losses in the 
antenna. The radiation resistance has a value equal to that of the equivalent resistor 
which would dissipate the same amount of power that the antenna radiates, if it was 
connected to the circuit in place of the antenna. 
The mdiation efficiency Tlrad of an antenna is the ratio of the power radiated by 
the antenna to the total input power [Rudge et al., 1982, Sec. 1.6]. Because the power 
dissipation in each of two resistors in series is proportional to the respective values of 
these resistors, it follows that 
Rrad 
Tlrad = ------,-(Rloss + Rrad) (1.24 ) 
Thus an antenna is efficient if the radiation resistance is much greater than the loss 
resistance. 
1.2.5 Frequency of operation 
The antenna performance parameters described so far are defined for a given fixed 
frequency. However antennas must usually operate over a range of frequencies. 
The bandwidth of an antenna is defined as the frequency range over which the 
antenna meets all of its specifications. The bandwidth is often expressed as a fraction 
of the centre frequency, which is midway between the extremities of the bandwidth. 
1.2.6 Noise temperature 
The minimum signal power that a receiving circuit can detect is limited by noise, which 
is passed to the circuit from the antenna, and generated by the circuit itself. The 
noise power N, appearing at the antenna's terminals, is produced thermally within 
the antenna structure and comes from electromagnetic noise sources in the antenna's 
environment. 
The antenna noise temperatureTA, is the temperature required to cause a resistor to 
generate a thermal noise equal to N [Collin and Zucker, 1969a, Sec. 4.8]. Temperature 
T, is related to thermal noise power by Nyquist's jormula 
N = kTf:J.j (1.25) 
where k is Boltzmann's constant and f:J.j is the bandwidth of the system. 
For an antenna surrounded by a distribution of distant, uncorrelated, electromag-
netic noise sources, the total noise power received by the antenna is the sum of the 
noise powers received from each source. The noise power received from a source is 
proportional to the gain of the antenna in the direction of the source. By appealing to 
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(1.25), the noise distribution can be replaced by a br'ightness tempemture distribution 
Tb(l;l; ¢), such that, for a lossless antenna, the antenna temperature is given by [Rusch 
and Potter, 1970, Sec. 153] 
(1.26 ) 
In this formulation, Tb(l}; ¢) depends only on the noise sources and is independent of 
the directional characteristics of the antenna. If the antenna is not lossless, the thermal 
noise associated with Rlos" also contributes to the antenna noise temperature [Jordan 
and Balrnain, 1968, p. 416]. 
The brightness temperature of an object is equal to its ambient temperature To 
only if it is a black body, implying that it absorbs all radiation incident upon it. If it 
absorbs a fraction 0' of the radiation power incident upon it, its brightness temperature 
is O'To [Collin and Zucker, 1969a, p. 119]. Non-thermal noise sources usually have a 
brightness temperature greater than To. 
1.3 TYPES OF ANTENNA 
There are as many different antennas as there are ways to radiate or receive an elec-
tromagnetic wave. Different antennas are suited for operation at different frequencies, 
have different directional characteristics and have different impedances. Antennas can 
be loosely categorized into four groups with different modes of operation: current ele-
ments, travelling wave, arrays and apertures [Rudge et al., 1982, p. 2]. In this section 
the salient characteristics and method of analysis of each of these groups is briefly 
described. 
1.3.1 Current elements 
Cur'rent element antennas are less than a wavelength in size and are employed for radio 
frequencies up to about 1 GHz (that is, for )., greater than about 0.3 m). 
The simplest radiating source is the elemental dipole (also called the Hertzian dipole 
or electric current element), which can be physically represented by a short. thin wire 
carrying a uniform current distribution. From Maxwell's equations, a current I in an 
elemental dipole of length dl, centred on the origin of a spherical coordinate system 
(Fig. 1.2) and parallel to the z direction, produces a far field pattern of [Collin and 
Zucker, Hl69a, Sec. 2.2] 
607r I dl . /A • E(B;¢)=j e- J21rr sinBO ).,r ( 1.27) 
A shor·t element antenna is one whose length does not exceed about ),,/10 and whose 
current distribution is approximately uniform. To calculate the radiation pattern of a 
current carrying wire of any length, one can consider it to be made up of elemental 
dipoles, and superimpose the contributions of each. For a thin wire with a current 
distribution of I(z), the far field pattern is [Rudge et al., 1982, p. 52] 
E(B;¢) = j607rsinB jI(z)e- j2",r/Adz iJ 
).,r ( 1.28) 
The most common type of current element antenna is a half wave dipole, which 
is a thin wire whose length at mid-band is >./2 and whose current distribution is ap-
proximately I(z) = Iocos2r.z/>. [Rudge et al., 1982. p. 52]. An elemental magnetic 
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dipole, or a loop antenna element, can be constructed from four elemental dipoles con-
nected in series, forming a square. A finite sized loop can be considered a distribution 
(usually circular) of contiguous elemental dipoles. Other derivatives of the elemental 
dipole include cylindrical rod antennas, vertical radiators and monopoles [Jasik, 1961, 
Chap. 3]. 
1.3.2 Travelling wave antennas 
The distribution of current on a current element antenna can be treated as the sum of 
two current waves travelling in opposite directions. A travelling wave antenna is one in 
which the currents can be represented by one or more waves, usually travelling in the 
same direction [Walter, 1965, p. 13J. They are typically between 1 and 10 wavelengths 
long, and operate at frequencies between 1 MHz and 10 GHz. There are two stages to 
the analysis of these antennas [Rudge et al., 1982, Sec. 1.15]. Firstly, the manner in 
which the current wave propagates along the length of the antenna must be deduced, 
and secondly, the contribution of these currents to the radiated electromagnetic wave 
must be calculated. 
One form of travelling wave antenna is a long wire, terminated with a matched 
impedance at one end, and dri ven at the other. Such an antenna has an approximately 
uniform current amplitude distribution, with a progressive phase lag [Walter, 1965, 
Sec. 8.2]. The far field pattern can be calculated using (1.28). 
Several terminated long wire antennas can be judiciously oriented and connected, 
in series and/or in parallel, to reinforce the beams in one particular direction. The 
rhombic antenna [ITT, 1968, p. 25-9] is based on this principle. In other travelling 
wave antennas, such as dielectric rod or helical antennas, the wave travels at a speed 
slower than the speed of electromagnetic radiation in free space [Walter, 1965, Sec. 8.3J. 
1.3,3 Aperture antennas 
In an aperture antenna the radiated electromagnetic fields can be considered to emanate 
from a physical opening called an aperture [Collin and Zucker. 1969a, Chap. 3]' which 
can in practice be anywhere up to several thousand wavelengths across. To achieve a 
manageable size, aperture antennas are usually operated in microwave bands (which 
have wavelengths of less than about 0.3 m). 
Analysis of an aperture antenna tends to differ from the analysis of other types 
of antenna, because the radiating field is usually considered to be produced by field 
elements, rather than by elemental dipoles. The aperture plane is a plane through 
which most of the radiation passes and is near to, or coincident with, the aperture 
[IEEE, 1984]. The radiation pattern is computed as the sum of the individual radiations 
from all field elements in the aperture plane. This is discussed in further detail in 
Chapter 2. 
A horn antenna is used to increase the peak gain of the waveguide which feeds it 
[Collin and Zucker, 1969a, Sec. 15.1]. A reflector antenna can be designed to produce 
a radiation pattern of almost any shape [Wood, 1980, p. 4], and is often highly direc-
tional. A dielectric, or metal plate, lens antenna also lends itself to aperture analysis 
[SHver, 1949, Chap. 11]. 
1.4 RADIO WAVE PROPAGATION OVER THE EARTH l5 
1.3.4 Arrays 
An array of antennas consists of several individ ual antennas, called elements, positioned 
in a geometrical arrangement which is either regular or irregular. Almost any kind of 
antenna can be used as an array element, but all the element antennas in single array 
are usually identical, or at least similar [Ma, 1974, p. 1]. 
The radiation pattern of the array is the sum of contributions from each of the 
element antennas [Blake, 1984, Sec. 5.1]. The radiating field contribution of an element 
antenna depends on its position, its radiation pattern, the amplitude and phase of the 
signal feeding it and the mutual coupling between it and the other element antennas. 
A phased array is one in which the the direction of the main beam is scanned by 
electronically altering the relative phase of the signal fed to each element antenna. 
In adaptive arrays, both the relative amplitude and the phase of the signal for each 
element antenna are controlled (often by computer), to produce a desired time varying 
radiation pattern [Rudge et al., 1982, Sec. 1.13]. 
1.4 RADIO WAVE PROPAGATION OVER THE EARTH 
Analysis of the propagation of electromagnetic waves between two antennas is straight-
forward when they are are within, and far (in comparison to the distance between the 
antennas) from the edges of, a volume of free space. The transmitting antenna radiates 
an electromagnetic wave which can be detected by the receiving antenna. Rays from 
one antenna to the other are straight because the refractive index is constant through-
out the volume. The power per unit area of the wave at the receiving antenna depends 
on the transmitted power and gain pattern of the transmitting antenna and on the 
distance between the two antennas. 
On a dry, still day, when two antennas are close to each other, compared to the 
distance to the earth's surface and other obstacles, the earth's atmosphere behaves 
approximately like free space [David and Voge, 1969, Sec. 4.2J. However, the analy-
sis of radio wave propagation over or through the earth is usually complicated by the 
nature of the transmission media involved [David and Voge, 1969; Picquenard. Hl74]. 
Rays between the antennas can be reflected or refracted due to inhomogeneities in the 
atmosphere. The power at the receiving antenna can be reduced because of absorp-
tion or path obstruction. These effects vary irregularly with time and depend on the 
geographical location of the antennas. Some of the atmosphere's effects on radio wave 
propagation are illustrated in Figure 1.5 and are discussed in the following sections. 
1.4.1 The terrain 
The earth and sea have conductivities and dielectric constants which are considerably 
different from those of the air immediately above, and which vary from place to place 
over the earth's surface [David and Voge, 1969, Sec. 2.2]. 
When the transmitting and receiving antennas are both near the earth's surface, 
the part of a radio wave which propagates parallel, and close (at a height of less than a 
wavelength), to the earth's surface is called a surface wave. Acting in a similar way to 
a transmission line, the ground guides the wave and absorbs some of its energy [Jordan 
and Balmain, 1968, p. 629]. Over long distances, when the antennas are not in line of 
sight, further attenuation is caused by the effect of the curvature of the earth. This 
attenuation is less for low frequency waves because they diffract around the earth more 
strongly than higher frequency waves [David and Voge, 1969, Sec. 4.4.2]. 
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1.5 Some of the possible propagation paths of energy between two antenna sites. 
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The earth's surface can also act as a reflector. The part of an electromagnetic wave 
which is reflected by the ground is called a ground reflected wave and suffers attenuation 
and a phase shift dependent on the local properties of the terrain [Picquenard, 1974, 
Sec. 4.1]. 
1.4.2 The troposphere 
The troposphere is the part of the earth's atmosphere in which the average temperature 
decreases with altitude, clouds form and convection is active [IEEE, 1984]. It is the 
layer up to about 10 km above the earth's surface. Its refractive index, which is always 
close to unity, varies randomly with position and time, about a mean which is related 
to altitude. A standard atmosphere has a refractive index gradient, with altitude, of 
-0.039 X 10-6 per metre [Picquenard, 1974, Sec. 2.1.1]. 
The parts of a radio wave which are radiated obliquely into a standard atmosphere 
undergo progressive refraction and its rays curve downwards, causing it to follow the 
curvature of the earth to an extent. This means that the direct wave between a trans-
mitting and a receiving antenna usually follows a curved path. The length and shape 
of the path changes due to the slow temporal variations in atmospheric condi tions. 
The curved rays, associated with a direct wave propagating through the troposphere, 
can be geometrically transformed to produce straight rays above a model earth with an 
equivalent earth radius, implying an equivalent wave propagating through free space. 
For a standard atmosphere, the equivalent earth radius is approximately equal to 4/3 
of the radius of the earth [Picquenard, 1974, Sec. 2.1.3.2]. 
Atmospheric conditions are occasionally such that the variation of refractive index 
with height causes a duct [Hall, 1979, Sec. 2.5], in which the rays are refracted around 
the earth, thus extending the range of the direct wave to over the horizon. This can 
only be sustained in a still atmosphere. 
Tropospheric scattering is a form of wave propagation attributed to scattering from 
random irregularities in the index of refraction. These irregularities are caused by 
turbulence in the atmosphere [Panter, 1972, p. 2]. Tropospheric scattering occurs for 
frequencies between 0.1 and 10 GHz and considerably attenuates the field. The intensity 
of the scattered field has a slow seasonal variation superimposed on fast fluctuations 
having periods of as low as 0.1 second [Panter, 1972, Sec. 12.3.1]. 
Water vapour and oxygen in the troposphere absorb microwave energy, with the 
attenuation peaking at about 22 and 200 GHz for water, and 60 and 120 GUz for 
oxygen [David and Voge, 1969, Sec. 5.4]. The attenuation changes with frequency and 
with the density of water or oxygen over the propagation path. Particles, especially 
water droplets, in the atmosphere cause radio wave scattering. For frequencies below 
50 GHz, this can produce higher attenuation than that from absorption [Hall, 1979, 
Sec. 3.4]. The attenuation due to scattering increases with frequency and with rainfall 
rate. 
1.4.3 The ionosphere 
The ionosphere is in the upper atmosphere, between about 100 and 600 km. The sun's 
radiation (and to a lesser degree, falling meteori tes) causes the very low pressure gases 
to ionize. This effect is linked with the solar intensity and therefore varies greatly 
between day and night and is significantly affected by solar storms [Picquenard. 1974, 
Sec. 6.1.2]. 
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The layers of charged particles are conductive at frequencies lower than about 
500 kHz, so waves of these frequencies are reflected by the ionosphere [Picquenard, 1974, 
Sec. 6.2.1]. Waves with a frequency of between 1.5 and 30 MHz penetrate into the ion-
ized layers by several wavelengths and are progressively refracted in a manner which 
can be equivalent to a reflection. Waves which are reflected or refracted by the iono-
sphere are called sky waves, and can be propagated well over the horizon [David and 
Voge, 1969, Sec. 6.2.3]. 
Radio waves with frequencies higher than 100 MHz can pass through the ionosphere. 
The presence of the earth's magnetic field in the ionized region causes the direction of 
polarization, of a traversing linearly polarized wave, to be rotated: an effect called 
Faraday rotation [Picquenard, 1974, Sec. 5.4]. The ionosphere can also absorb an 
appreciable fraction of the wave's power. 
1,404 Interference 
When two or more waves (for example, a direct wave and a ground reflected wave) arrive 
at a receiving antenna, they form an interference pattern because of their differing path 
lengths and phase delays [ITT, 1968, p. 21-10J. Therefore, the received power per unit 
area depends on the receiving antenna position and on the atmospheric conditions at 
the time. The interference effects can be reduced if the radiation pattern of either the 
transmitting antenna or the receiving antenna is directional enough to discriminate 
between the different waves. 
There are several sources of electromagnetic noise which can interfere, at the re-
ceiving antenna, with the transmitted wave. Atmospherics originate from storms or 
electrical discharges between clouds, and have a brightness temperature ranging from 
about 1015 K at 100 kHz to about 100 K at 2 MHz [Jordan and Balmain, 1968, p. 413J. 
Artificial noise is produced by electrical equipment, and can have a relatively high level 
near towns and cities. Artificial noise power levels decrease with increasing frequency 
[ITT, 1968, p. 27-4J. Extraterrestrial noise comes from the sun and other stars, and is 
due to thermal radiation. Cosmic noise varies from about 105 K at 30 MHz to about 
1 K at 1 GHz [Jordan and Balrnain, 1968, p. 415J. Particles in the atmosphere which 
absorb radio wave energy are also a source of thermal noise radiation (cf. Sec. 1.2.6). 
At the peak absorption frequencies of water vapour and oxygen (see the last paragraph 
in Sec. 1.4.2), the brightness temperature can be between 20 and 290 K [Hall, 1979, 
p. 77; Jordan and Balmain, 1968, p. 415]. 
1.5 SUMMARY 
Radio waves are a subset of electromagnetic waves, which consist of time varying electric 
and magnetic fields. Maxwell's equations (1.9) relate these fields to each other, to 
electromagnetic sources (time varying currents and charges) and to the constitutive 
parameters of the media in which the waves exist. The propagating wave nature of 
radio waves can be demonstrated by rearranging Maxwell's equations to form the wave 
equations (1.14). A radio wave can be completely described by the amplitude and 
phase of each vector component of the electric field at each point in space. 
The purpose of an antenna is to transmit or to receive radio waves. In the far field 
region the angular distribution of a transmitted wave does not depend upon distance 
from the antenna. The far field directional characteristics of an antenna, while it is 
transmitting, are the same as for when the antenna is receiving. Important electrical 
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parameters of an antenna at a given frequency are its radiation pattern, impedance, 
radiation efficiency and noise temperature (which depends on the environment in which 
the antenna is operating). 
Propagation of radio waves in the vicinity of the earth is affected by the atmosphere 
and the terrain. The waves can be reflected from the surface of the earth and from 
the ionosphere. They can be refracted by the troposphere and the ionosphere, and 
diffracted around the surface of the earth. Particles in the air can absorb and scatter 
energy from a traversing radio wave. Most of these effects vary, in an irregular manner, 
with time and with geographical location. 
Perhaps the main application of antennas is for communication systems. An oscil-
lating current used to drive a transmitting antenna radiates an electromagnetic wave 
which in turn induces, on a receiving antenna, an oscillating current of the same fre-
quency, and proportional amplitude and phase. It follows that any variations in the 
transmitting current produces proportional variations in the receiving current. By en-
coding information into these variations, the information can be communicated as the 
modulation of the radio wave. 
Other applications of antennas include: radar, in which information about a target 
is abstracted from a radio wave reflected off the target; radio astronomy, which is 
concerned with the measurement of natural radio signals from cosmic sources; airborne 
and marine navigational aid systems; and meteorological aids. 

CHAPTER 2 
HIGH GAIN REFLECTOR ANTENNAS 
A reflector antenna consists of a feed and one or more reflectors. The feed is a small 
antenna (or an array of small antennas) which, on transmission, acts as the source of 
an electromagnetic wave. The reflectors are fabricated from highly conductive mate-
rials, so that electromagnetic waves incident upon them are reflected with minimum 
energy loss. The feed is designed (or chosen) to direct most of its electromagnetic power 
towards the reflectors. The reflectors are designed (i .e. shaped) to redirect the elec-
tromagnetic power in predominantly one direction, thus producing a highly directive 
radiation pattern. 
Section 2.1 outlines approximate methods for analysing reflector antennas, and so 
provides an understanding of the way in which reflectors affect electromagnetic waves. 
The performance of a high gain antenna is strongly influenced by its gain pattern, 
which is discussed in Section 2.2. Different configurations of reflector antennas and 
their relative merits are discussed in Section 2.3, and in Section 2.4 some applications 
for high gain antennas are mentioned. 
2.1 ANALYSIS OF SCATTERING FROM REFLECTORS 
Assume that the source field Eo, from a feed which is far from any other body, is known, 
either from direct measurement, or from theoretical analysis. When a conducting body 
is placed in the vicinity of the feed, surface currents J, are induced on the body and 
radiate a scatteredfieldEs • The total field is equal to [Eo+Esl [James, 1986, Sec. 2.4.1]. 
The problem of analysing scattering from reflectors is to calculate the total field, gi ven 
Eo and the shape of the conducting body. 
Exact descriptions of scattering from reflectors can in principle be deduced from 
Ma.xwell's equations (Sec. 1.1.2). However, because these tend to be unmanageable in 
practice [James, 1986, Sec. 2.4.1], one is usually forced to resort to approximate ap-
proaches. The following sections summarize ray optics (Sec. 2.1.1), current-integration 
(Sec. 2.1.2) and field integration (Sec. 2.1.3), which are all methods of analysing reflec-
tor antennas in ways that are inexact but are nevertheless very useful. 
2.1,1 Ray optical methods 
Classical geometrical optics is that branch of optics which corresponds to the limiting 
case of k ~ 00 [Born and Wolf, 1970, Sec. 3.1], in which the energy of a light wave 
travels through an isotropic medium along straight rays, and diffraction effects are 
negligible. However, classical geometrical optics neglects wavelength, phase and the 
vector nature of electromagnetic waves [Collin and Zucker, 1969b, Sec. 16.1], which 
are all important for antenna analysis at radio frequencies. The following sections 
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demonstrate how classical geometrical optics is extended to include these factors. The 
theory of uniform plane waves (Sec. 2.1.1.1), and their reflection from plane surfaces 
(Sec. 2.1.1.2), leads to the geometrical optics method (Sec. 2.1.1.3). The result is a ray 
tracing method which is straightforward to apply to reflector analysis (Sec. 2.1.1.4). 
The main deficiency of the geometrical optics method is that it neglects diffraction 
effects. These effects are accommodated by the geometrical theory of diffraction, which 
is outlined in Section 2.1.1.5. 
2.1.1.1 Uniform plane waves 
The simplest solution to Maxwell's equations (1.9) is a uniform plane wave. Such an 
electromagnetic wave has an electric field which is constant over a plane. To satisfy 
(1.9), in free space, a uniform plane wave must be of the form [Ramo et al., 1965, 
Sec. 6.02; Collin and Zucker, 1969a, Sec. 1.5] 
E(r) 
(2.1 ) 
eo' So 0 
where r is the position vector of an arbitrary point in space, So is the unit vector normal 
to the plane and eo is the (constant complex vector) value of the electric field at r = O. 
Substituting (2.1) into (1.13) gives 
( E) 1/2 H(r) = - So X E(r) }1 . (2.2) 
Therefore, at all points in space, H is always proportional to E. Furthermore, E and 
H are perpendicular to each other and to so. 
An expression for the complex Poynting vector at each point in a uniform plane 
wave is obtained by substituting (2.2) into (1.16): 
1 (E) 1/2 P(r) = 2 ~ (E(r)· E"(r)) So (2.3) 
This shows that the average power flow at each point in space is proportional to the 
square of the electric field magnitude (see (1.6)) and is in the direction of So. Since So 
is a constant, rays (which are parallel to P (Sec. 1.1.5)) representing a uniform plane 
wave are always straight lines. 
2.1.1.2 Uniform plane wave reflection 
Figure 2.1 shows a ray of a plane wave incident upon the infinitely large plane surface 
of a perfect conductor. Since the reflected field is also a plane wave, the total field is 
given by 
(2.4 ) 
where the subscripts 'i' and '1" denote, respectively, the incident and reflected fields. 
From the definition of a plane wave (2.1), the vector description of a plane surface 
and the boundary condition for a conductor (1.12), the following conditions must be 
satisfied on the conductor surface 5: 
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Figure 2.1 Ray diagram showing the reflection of a plane wave from a plane reflecting surface. 
Ej(r
'
) -jk§··r' eje I 
ej'Sj 0 
Er(r') -jksr·r' ere (2.5) 
er'S r 0 
it .'[" 0 
it X (Ej(r/) + Er(r
'
)) 0 
where it is the unit normal to the reflector surface, pointing away from the conductor, 
and ej, Si, e r and sr are constants defining the plane waves. An arbitrary point on 
the reflector surface is denoted by the position vector r/. Solving these equations, and 
expressing the reflected field in terms of the incident field, yields [Silver, 1949, Sec. 5.3] 
A 2( A A) A Sj - n· Sj n (2.6) 
assuming that Sj is not parallel to the reflecting surface. 
It follows from the first equation of (2.6) that 
(2.7) 
which gives the two laws of reflection: 
1. Sj, sr and n all lie in a single plane, called the plane of incidence. 
2. The angle between ii and - Sj equals the angle between n and Sr. 
The surface current (Sec. 1.1.4), induced by the electromagnetic wave on the re-
flecting surface, is given by the substitution of (2.2) and (2.4) into the third equation 
of (1.12): 
(2.8) 
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After substituting the first and third equation of (2.5), and (2.6), into the above equa-
tion, it simplifies to [Silver, 1949, p. 134] 
(2.9) 
This result is required for the physical optics method (Sec. 2.1.2.3). 
2.1.1.3 Geometrical optics (GO) 
By extension of classical geometrical optics theory to radio waves, the geometrical optics 
(GO) approximation, to an electromagnetic field, has the following form: 
E(r) = e(r)e-jb(r) (2.10) 
where e(r) is a complex vector function of position and s(r) is an independent, real 
scalar function. The GO approximation satisfies MaxwelPs equations, in free space, if 
the following constraints are imposed [Rudge et ai., 1982, Sec. 2.2.2]: 
Vs·\7s 1 
Vs· e o (2.11) 
with the further provisos: 
1. k ---> 00 (i.e. the GO approximation is a high frequency approximation). 
2. Changes in T, over distances of the order of a wavelength, result in small relative 
ehanges in e(r) [Born and Wolf, 1970, p. III and p. 121]. 
The surfaces in space formed by constan t s( r) are called geometrical wave/ronts. 
The first equation of (2.11) ensures that '\78(r) is everywhere a unit vector. Com-
parison of (2.10), and the second equation of (2.11), with (2.1) shows the similarity 
between the GO and plane wave fields. In a region of space local to T, the GO field can 
be equated to a plane wave field defined by 
So = 'Vs(r) and eo = e(r)e-jk(s(r)-r.V's(r» (2.12) 
Substituting (2.12) into (2.3) reveals that the Poynting vector is everywhere parallel to 
\7 s( 1'). Therefore GO rays are normal to the wavefronts. In free space, these rays are 
straight lines [Born and Wolf, 1970, Sec. 3.2.1]. 
For a known field incident upon a conductor, an approximation to the reflected 
field can be calculated using the geometrical optics method which assumes that, local 
to each point on the surface of the conductor, the incident field behaves as if it were 
part of a plane wave, and the conductor surface behaves as if it were part of an infinite 
plane [James, 1986, p. 98]. Therefore, the local interaction between an incident field 
and a conducting surface can be approximated by (2.6), which embodies the laws of 
reflection. Because it is constrained by (2.11), the reflected field, at a point in space 
not local to the conductor surface, is dependent upon the incident field and on the 
curvature of the conductor. This is explained in the following section. 
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2.1.1.4 Ray tracing 
Ray tracing is a practical application of the geometrical optics method to the analysis 
of scattering from reflectors. A computational feature of the geometrical optics method 
is that s( r) (or equivalently, rays) can be evaluated (or traced) independently of e( r). 
The field values at all points along the rays can be subsequently calculated. 
The last equation of (2.11) ensures that the amplitude of the GO field is such that 
energy is conserved along pencils of rays [Born and Wolf, 1970, footnote on p. 118]. It 
also guarantees that the polarization of the field is constant along a ray in free space 
[Born and Wolf, 1970, p. 49]. Therefore, the phase of each vector component of e, 
in (2.10), is constant along a ray, leaving the phase of each vector component of E 
to vary according to ks(r). Since V'8 is a unit vector in the direction of the ray (see 
Sec. 2.1.1.3), the phase difference between two points 1'1 and I'2 on a ray is equal to k 
times the length l along the ray between them. 
It follows that, for a ray in free space, the field at I'2 can be expressed in terms of 
the field at 1'1 [James, 1986, p. 102] by 
where 1'2 
E(rt) (dAl)1/2 e-jkl 
dA 2 
I'l + lV's(rl) 
(2.13 ) 
and dA 1 and dA 2 are the cross-sectional areas, at positions 1'1 and I'2 respectively, of a 
surrounding pencil of rays. The cross-sectional areas are taken over wavefront surfaces. 
When an incident ray, of direction V'Sj, intersects a reflecting surface at point I", 
with a field value of Ej(r'), the ray is reflected in the direction V'sr and has a field value 
Er(r'). The fields are related by (cf. (2.6)) 
V'Sj - 2(n· V'Sj) n 
-Ej(r') + 2(n. Ej(r')) n 
where ii is the unit normal to the reflecting surface at the point 1". 
(2.14) 
Figure 2.2 illustrates the tracing of several rays. It is assumed that the field is 
known over a surface which completely encloses the feed. The direction of a ray, passing 
through a point A on this surface, is given by the Poynting vector of the field at A. 
Each ray comprising a pencil of rays originates from the circumference of a small area 
of the su rface surrounding A. In free space, each of the rays is straight, and should the 
pencil intersect a conductor surface, each ray is independently reflected according to 
the laws of reflection (see Sec. 2.1.1.2). A given pencil may be reflected one or more 
times by reflectors, or may not be reflected at all. The value of the field at any point 
along the central ray is completely specified by (2.13) and (2.14). The value of the 
total field at any point in space is the sum of the fields of each ray passing through the 
point. 
The ratio dA) / dA2 , which appears in (2.1:3), is often expressed in terms of land 
the principal radii of curvature of the wavefront at 1"1, while the principal radii of a 
reflected wavefront are expressed in terms of the principal radii of both the incident 
wavefront and the reflecting surface, all taken at point r' [Rudge et ai., 1982, Sec. 2.2; 
James, 1986, Sec. 4.2]. This approach removes the need to trace all the individual rays 
comprising the pencil of rays. 
Two deficiencies of the GO method are apparent from Figure 2.2. Firstly, it does not 
predict diffraction effects. This means that the GO field is zero in the shadow 1·egion. 
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Figure 2.2 Examples of the geometry of ray tracing, from a known source distribution, to the vicinity 
of a conducting surface in free space. 
which is on the far side of the reflector from the feed (Fig. 2.2). Secondly, a caustic is 
predicted at all points where pencils of rays have zero cross-sections. At these points 
the field predicted by the GO method is infinite, so alternative representations of the 
field must be employed. These deficiencies arise because, at the boundary of a shadow 
region and at caustics, the field changes rapidly with position, thereby invalidating 
assumptions underlying the derivation of (2.11) [Born and Wolf, 1970, p. 121]. 
2.1.1.5 Geometrical theory of diffraction (GTD) 
The rJeometrical theory of diffraction (GTD) extends the GO approximation by postu-
lating rays which account for diffraction as well as reflection. In the analysis of reflector 
antennas, the main kind of diffraction encountered is that at edges of conducting ma-
terials. The total field E( r) is gi ven by 
(2.15) 
where Eg(r) is the GO field. The term Ed(r) is proportional to k- 1/ 2 and is a high 
frequency approximation to the diffracted field. In free space, Ed(r) behaves like the 
GO :field, so its value at two points on a straight ray are related by (2.13). 
For a known field incident upon a conductor, the edge diffracted field can be cal-
culated using the GTD method. This method assumes that, local to each point on the 
edge of the conductor I the incident :field behaves as if it were part of a plane wave, and 
the conductor edge behaves as if it were part of an in:finite straight edge [James, 1986, 
p. 132]. 
A ray parallel to Sj, incident upon an edge of a conductor gives rise to a cone of 
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Figure 2.3 Geometry of integration methods for determining the field at point r. 
diffracted rays, such that for each diffracted ray [James, 1986, Sec. 3.2] 
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(2.16) 
where Sd is parallel to the diffracted ray and d is parallel to the conductor edge. The 
value of the field on the diffracted ray is proportional to the incident field and is a 
function of Sd. The principles of ray tracing apply to GTD as well as to GO. 
In contrast to GO, the GTD field does predict a field in shadow regions, but it still 
predicts an infinite field at caustics, and still gives invalid results near the boundaries 
of GO shadow regions [Wood, 1980, Sec. 2.3.2]. Several methods of correcting for these 
non-uniformities are reviewed by Arnold [1986]. 
2.1.2 Current-integration methods 
Integration methods for calculating the field in a volume usually require more compu-
tational effort than ray tracing techniques, but they involve fewer approximations and 
therefore provide more accurate solutions. Unlike the GO method, integration methods 
account for diffraction effects. 
The field scattered by a reflector can be predicted by current-integration methods 
when the currents on the reflector are known (Sec. 2.1.2.1). When evaluating the far 
field, certain approximations to the exact formulation are made (Sec. 2.1.2.2). There 
remains the problem of calculating the currents on the reflector surface. The most im-
portant components of these currents can be calculated acceptably accurately with the 
aid of the physical optics method (Sec. 2.1.2.3), supplemented by G TD (Sec. 2.1.1.5). 
2.1.2.1 Surface current integration 
Figure 2.3 depicts a surface S enclosing a volume VI, containing all the electromagnetic 
sources. The volume V2 encompasses all free space outside V]. From Maxwell's equa-
tions, the electric field at any point r in V2 can be expressed in terms of the magnetic 
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and electric fields over S by [Rusch and Potter, 1970, Appendix] 
E(r) == 2. r {(it x E) x \/1/J - jwp,(it x H)1/J + ~[(n x H)· VJV1/J} dS (2.17) 
411" Js JWf 
where dS is an elemental area on Sand 
e-ikrd 
1/J(r', r) = --
Td 
(2.18) 
where Td = Irdl and I'd = (I' - 1"). The operator '\I operates on the coordinates of 1", 
which is the position vector of an arbitrary point on S. 
The field throughout V2 is unaffected if the field and sources within VI are replaced 
by a nuII field within VI and equivalent sources on S [Collin and Zucker, 1969a, Sec. 3.3]. 
The surface electric and magnetic currents, I n and Jrns respectively, comprising the 
equivalent sources must satisfy 
it X H(r' ) 
- it X E(r
'
) 
(2.19) 
which follow from the boundary conditions (1.11). Substitution of (2.19) into (2.17) 
yields an expression for the field in V2 in terms of equivalent current distributions over 
S: 
E(r) = 2. r {-Jms X \l1/J - jwpJ s 1/J + ~[Js . V'lV1/J} dS 47r Js JWf (2.20) 
2.1.2.2 Approximations in the far field region 
At distances far from the source, the expression (2.20) for the field can be simplified. 
When (2.18) is substituted into (2.20), the integrand on its right hand side becomes a 
power series in Td 1 [Silver, 1949, p. 871. Provided that Td ~ >., the terms of second and 
higher degree are negligible. Equation (2.20) then reduces to [Silver, 1949, p. 88] 
E(r) = - -jkJms X rd - jwp,Js - -. -[J g • rdl rd --dS 1 1 { k2 } e-ikrd 47r s JWf Td (2.21 ) 
where rd is the unit vector parallel to rd. 
From the definition of the far field region provided by Section 1.2.1, the angular 
distribution of the far field does not depend on distance from the source. Therefore, if 
the origin is close to S (as in Fig. 2.3) and r is in the far field region, I' is approximately 
parallel to rd. The effect of the difference in length between rand rd is negligible for 
the amplitude of an arbitrary vector component of the far field, but can affect its phase 
significantly. This means that the following approximations can be made in the far 
field region [Silver, 1949, Sec. 3.11]: 
{ 
T 
r - r' - fa 
where r is a unit vector parallel to r. 
except in phase expressions 
in phase expressions 
(2.22) 
When the approximations in (2.22) are incorporated into (2.21) the expression for 
the far field becomes [Collin and Zucker, 1969a, Sec. 2.5] 
E(r) == -jk e-ikr r {Jrns X t + (~) 1(2 [Js - (Ja . r) tl} eyr'.f dS (2.23) 
41rT Js f 
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Local to r this represents a plane wave (Sec. 2.1.1.1) travelling away from the origin. 
Therefore, the radial component of the far field of a source is zero. The amplitudes of 
the tangential components of the far field decay with the inverse of distance from the 
source and vanish infinitely far from the source. 
2.1.2.3 Physical optics 
Equations (2.20) and (2.23) may be applied to the analysis of fields scattered from a 
conducting surface, because the field inside a perfect conductor is zero (Sec. 1.1.3). The 
surface 5 (Fig. 2.3) is taken to be the surface of the conductor, and the surface currents 
are .those satisfying the boundary condition for a perfect conductor (1.12). Provided 
these surface currents are known exactly, the field reradiated by the reflector can be 
calculated exactly from (2.20). However, to know the surface currents, one must first 
know the total field at the surface. 
The physical optics (PO) method assumes that each point on a conducting surface 
behaves locally as if it were part of an infinite plane. As illustrated in Figure 2.4, the 
reflector surface can be divided into two regions. Sl is the region directly illuminated 
by the feed and S2 is in the geometrical shadow of the feed. The physical optics 
(PO) approximation to the current induced on the surface of a conductor at point 1'1 is 
(cf. (2.9)) 
J.(rl) = { 2 n X Hi(r') = 2 (~) 1/2 n X (Sj X Ej(r' )) on Sl 
o on S2 
(2.24 ) 
where Ei is the field incident upon the conductor. Because this is a physical current, 
J ms = 0 and (2.20) can be utilized to calculate the reflected field. If only the far field 
is required, (2.23) can be used. 
" source 
Figure 2.4 Geometry for the physical optics method. 
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On the illuminated side of the conductor, PO gives a more accurate result than GO, 
because PO allows for diffraction and does not predict caustics. However, it cannot be 
expected to provide accurate predictions of the field in or near the geometrical shadow 
region, because it neglects any currents in this region [James, 1986, Sec. 2.1.4]. 
2.1,3 Field integration methods 
By defini tion, most of the radiation from a high gain antenna passes through its aper-
ture plane (Sec. 1.3.3). Therefore, the analysis of these antennas can be simplified by 
invoking certain approximations. The electric far field radiated from the ant.enna can be 
expressed as an integral of the electric field on the aperture plane (Sec. 2.1.3.1). With 
an appropriate choice of coordinates, the far field pattern of the antenna is related to 
the field on the aperture plane by Fourier transformation (Sec. 2.1.3.2). The aperture 
field method (Sec. 2.1.3.3) provides a way of estimating the field on the aperture plane. 
Fourier transformation is invertible (Sec. 2.1.3.4) and can also be employed to calculate 
the field within the near field region (Sec. 2.1.3.5). 
2.1.3.1 Equivalent currents on a plane 
Figure 2.5( a) shows all of space divided into two half-space volumes VI and V2 , separated 
by an infinitely large plane surface 5. The antenna is located within Vb which is 
bounded by 5, and a hemisphere of infinite radius. From (2.23)' the field over the 
hemisphere is vanishingly small since the dimensions of the antenna are finite. The 
electromagnetic wave (E, H) is radiated by the antenna throughout both VI and V2• It 
is required to evaluate the field in V2 • 
Collin and Zucker [1969a, Sec. 3.4] show that the electromagnetic wave in V2 is 
unaltered if the antenna in VI is removed and the following surface currents are placed 
over 5 (Fig. 2.5(b)): 
-2(n X E(r')) 
o 
(2.25) 
Therefore, by appealing to (2.20), the electric field, at any point r in V2 , can be ex-
pressed exactly in terms of only the electric field over the plane surface 5. 
2.1.3.2 Fourier transformation 
The fields radiated by the antenna (see Fig. 2.5( a)) and the equivalent surface currents 
(see Fig. 2.5(b)) are identical throughout V2• Therefore, (2.23) can be invoked to predict 
the far field pattern of the antenna. However, the approximations (2.22) imply that the 
source of the field occupies a finite volume. Therefore, J m • must be negligible outside 
a finite region 50 of the infinite surface 5. The far field of the source is thus given by 
substituting (2.25) into (2.23): 
E(r) = jk e-ikr r {(n X E(r')) X f} ejkr'.fdS 
21fT 180 (2.26) 
Figure 2.6 shows the plane surface 5 coinciding with the x, y plane, with 50 centred 
on the origin. The field E(r') on 5 is called the aperture field. A radiation hemisphere 
is defined to be that hemisphere, centred on the origin, existing for z > 0 and of radius 
R, where R is greater than the minimum far field distance. The angular distribution 
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Figure 2.5 Equivalent currents on a. plane surface: (a) antenna in volume Vi; (b) surface magnetic 
currents over the plane surface S. The antenna can be replaced by the surface magnetic currents 
without affecting the field in 112. 
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y 
aperture field 
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Figure 2.6 Geometry for establishing the Fourier transform relationship between the aperture and 
far fields. 
of the radiated field E(r) on the surface of this radiation hemisphere is, by definition, 
the antenna's far field pattern (Sec. 1.2.2). 
Position vectors and vector functions can be expressed in terms of their Cartesian 
components (see Sec. 1.1.1) 
r' x x + yy 
r R(sin () cos ¢;x + sin () sin ¢;y + cos () z) (2.27) 
n z 
Only two parameters, the spherical ordinates () and ¢;, are required to completely define 
r, because r is confined to the two-dimensional surface of the radiation hemisphere. An 
alternative pair of parameters are u and v: 
l' 
where u 
v 
w( u, v) 
R,\ (ux + vy + w(u, v) z) 
(sin () cos ¢;) /,\ = r . x / ,\ 
(sin (1 sin ¢) /,\ = i: . y / ,\ 
(cos 0)/'\ = i" z /,\ = ((1/ ,\2) _ u2 _ 11 2)1/2 
(2.28) 
The positive square root in the definition of w( u, v) is always taken, so that the z 
component of r is positive and therefore lies in 1I2 . The aperture field distribution and 
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the far field pattern can now be denoted by 
E(x, y) E(x, y, 0) 
and E(u,v) ;;:: E(R)..u,R)..v,R)"w(u,v)) 
(2.29) 
respecti vely. 
The terms in (2.26) can be simplified with the aid of (2.27) and (2.28): 
(ft X E(r')) X r ;;:: ).. [w(u, v)Ezx + w(u,v)EyY - (uEx + vEy)z] 
jkr' ·r j27r( xu + yv) (2.30 ) 
dS dx dy 
Substituting these terms into (2.26) and treating each Cartesian component of the field 
separately, gives 
e- jkR 100 100 . jw(u, v)-- Ex(x, y)eJ21T (UX+VY) dx dy 
R -00-= 
-jkR 
jw(u, v)TFT{Ex(x, y)} 
e-
jkR 100 100 . jw(u, v)-- Ey(x, y)e J21T (UX+VY) dx dy (2.31) 
R -00-= 
-jkR 
jw( u, v)TFT{Ey(X, y)} 
-u ' -v ' 
( )Ex(u,v)+ ( )Ey(u,v) w u,v w u,v 
where FT {.} denotes the Fourier transform operator [Bates and McDonnell. 1989, 
Sec. 6]. When the far field pattern is evaluated, (2.31) demonstrates that the only 
components of E(r') which are required are those tangential to S. 
The Fourier transforms of the components of E(x, y) tangential to S provide more 
information than just the observable far field. From (2.28), u and v are only defined for 
the disk (u2 + v2)::; 1/)..2. However, the Fourier transforms in (2.31) can be evaluated 
at all points (u, v) in the range -00 < u < 00, -00 < v < 00. When (u, v) is within the 
disk (u 2 + v2 ) ::; 1/)..2 , E( U, v) corresponds to the radiated field. However, when (u, v) 
is outside this disk, E( u, v) corresponds to the reactive field l Collin and Zucker, H)69a, 
Sec. 3.2]. 
The far field pattern is often only required for directions close to z. The small angle 
region of the field radiated by the antenna is here defined by 
8«1 (2.32) 
where B is the angle. in radians, from the positive z axis. It is apparent from (2.28) 
that in the small angle region, w(u,v) ~ 1/)", u « 1/)" and v « 1/)". In the small 
angle far field region, which is the intersection of the small angle and far field regions, 
(2.31) reduces to 
. -jkR J\R FT{Exfx, y)} 
. -jkR Je )..R FT{Ey(x, y)} 
(2.33) 
while £z(u,v) is negligible compared to the greater of IEx(u,v)1 and l£'lI(u,v)l. 
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2.1.3.3 method 
The Fourier transform formulation is ideally suited for aperture antennas (Sec. 1.3.3). 
The plane S can conveniently be taken to be the aperture plane, with So corresponding 
to the area occupied by the aperture of the antenna. The Fourier transform relationship 
(2.31) between the aperture and far fields is exact provided that: 
1. The tangential components of the aperture field are zero outside a finite region 
So. 
2. The radius R, of the hemisphere over which the far field is determined, tends to 
infinity. 
3. The tangential components of the aperture field are known exactly. 
The first of these conditions can only be guaranteed if the aperture is a hole in an 
infinite planar conducting surface (see the boundary condition for a conductor (1.12)). 
This condition is partially imposed if there is a conducting flange around the aperture. 
However! by definition, most of the electromagnetic radiation of an aperture antenna 
passes through its aperture, so the field in the aperture plane is usually negligible 
outside the aperture. 
The requirement for R 00 stems from the two conditions stated in (2.22), which 
assume that r is parallel to rd. This holds, effectively, when R is greater than the 
minimum far field distance, which is defined by (1.20). 
Silver [1949, Sec. 5.14J stipulates a further condition on the validity of the Fourier 
transform relationship between the aperture and far fields, requiring the aperture phase 
to he almost uniform. Silver derives the Fourier transform relationship from the scalar 
Kirchhoff integral. This integral is only valid over an open surface, such as So, under 
special conditions (see discussion by Rusch and Potter [1970, Sec. 2.63]), which require 
a uniform phase distrihution. However, the derivation in the previous section is based 
on a vector integral (2.20), which is always valid over an open surface [Silver, 1949, 
Sec. 5.11). Therefore, the phase of hoth tangential components of the aperture field 
can be arbitrary, provided the aperture field is consistent with the conditions stated at 
the heginning of this section. 
In practice, the aperture field distribution can never be known exactly. In the 
aperture field method [Silver, 1949, Sec. 5.11J, the aperture field is calculated, from the 
field of the feed and the reflector geometry, by the GO method. Fourier transformation 
can then be invoked to calculate the far field pattern. For directions close to z, the 
aperture field method yields equivalent results to the physical optics method. But in 
directions outside the small angle region, the aperture field method is less accurate 
than the PO method because it does not account for the effects of diffraction he tween 
the refiector and the aperture [Rusch and Potter, 1970, Sec. 3.31J. However, due to the 
ease of calculating Fourier transforms (see Sec. 3.4.1.4), the aperture field method is 
often simpler to apply than the PO method. 
2.1.3.4 Inverse Fourier transformation 
Inverse Fourier transformation can he invoked to calculate the tangential aperture field 
distrihution if the far field pattern is known. As pointed out at the end of Section 2.1.2.2, 
the field E(r), measured over the radiation hemisphere, has no component in the radial 
direction. Therefore, if the far field tangential to the hemisphere is measured, its 
components in the x and y directions can be straightforwardly evaluated. 
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If the antenna is directional enough for the far field to become insignificant as 
(u 2 + v2 ) approaches 1/>.2, E(u,v)/w(u,v) can be set to zero for (u 2 + v2 ) 2: 1/>.2. 
Under this condition, the tangential components of the aperture field distribution can 
be accurately calculated from the measured far field pattern, using (2.31) and the 
inverse Fallrier transform operator 1FT{·} [Bates and McDonnell, 1989, Sec. 6]: 
EAr') :::: Ex(x, y) :::: -jR IFT{Ex(U,V)} 
e-]kR w(u,v) 
.~~! f= f= (Ex(U,V)) e- j21r (ux+vlI) dudv e -= -00 w(u,v) 
.
- jR 1FT{ iy( u, V)} 
e-]kR w(u,v) 
(2.3'1) 
~j~ f= foo (- Ey( u, V)) ej27C (ux+vy) du dv 
e J -00 -00 w( U, v) 
For antennas that are so directional that their far field patterns are significant only 
in the small angle region (2.32), (2.:14) can be simplified Lo 
-jR { , } 
_jkR1FT E:r(u,v) 
e 
-jR { , } 
e-jkR 1FT Ey( U, v) 
(2.35 ) 
2.1.3.5 Approximations in the Fresnel region 
The Fourier transform relationship, expressed by (2.31), is based on approximations 
(Sec. 2.1.2.2) which are only valid in the far field region. In the near field region, less 
restrictive approximations must be introduced. 
Employing the cosine rule, an exact expression for 1'd in (2.18) is 
[11'\2 + Ir'I 2 - 21" r,]1/2 
( 2.36) 
[ 
'2 , ]1/2 
l' 1 + ~ - 2:'" r . r' 1'2 l' 
which, when binomially expanded, gives 
1'2 1'2 1 '3 
2 '(. "') l' 1'.., l' (- ./ 'l( A .')3) 1'd=1'- l' r·r +-----1'.1' +-- r·r -, r·r + ... 
2 r 2 l' 2 1'2 
(2.37) 
Equation (2.2:1) expresses the far field radiated by a source. As stated in (2.22), 
the phase terms of this expression utilize an approximation for 1'd consisting of the first 
two terms in (2.37). The error in this approximation is given by the remaining terms 
in (2.37) and can never be greater than 1"2/(21'). At the minimum far field distance, 
defined by (1.20), this error has a maximum value of >'/16, when the maximum \'alue 
of 1" is half the largest dimension of the source. 
The F1'Esnel region is defined to be that region in which, when considering the factor 
e- jkrd in (2.21), the first four terms in (2.37) must be retained in the approximation to 
1'd [Collin and Zucker, 1969a, p. 40]. Although the boundaries of the Fresnel region are 
not clearly delimited, it can be considered to be that part of the near field region for 
which l' ::3> 1'~,ax' where 1'~'D.X is the largest value of 1" [Collin and Zucker, 1969a. p. 40j. 
36 CHAPTER 2 HIGH GAIN REFLECTOR ANTENNAS 
Despite this, it is convenient to define what is here called the Fourier Fresnel region, 
within which (d. (2.22)) 
except in phase expressions 
in phase expressions 
(2.38) 
Note that the approximations involved in the far field and Fourier Fresnel regions differ 
only as regards the phase terms in (2.21). For amplitude terms, it is assumed in both 
regions that r and I'd are approximately equal in magnitude and direction. 
When (2.38) is used in place of (2.22), a similar development to that presented in 
Section 2.1.3.2 leads to 
-jkR 
j w( 11, v) e R FT { Ex( x, y )e- jk(x2 +y2 )/(2R)} 
Ey(u, v) 
-jkR 
jw( tL, v )TFT{ Ey(x, y)e-jk(x2+y2)/(2R)} (2.3D) 
-u ' -v ' 
( )Ex(u,v)t ( )Ey(u,v) 11) 'Il, v 'l1J 'Il, V 
instead of (2.33). The radius R is here less than the minimum far field distance and 
E( ll, v) denotes the Fourier' Fresnel pattern. 
Comparing (2.37) with (2.38) reveals that the maximum error in the Fourier Fresnel 
approximation to rd is r '2(f. i:')/(2r). This is at most >../16 when 
(2.40) 
where Rff is the minimum far field distance defined by (1.20) and () is the angle from 
the z axis. The Fourier Fresnel region can thus be considered to be the part of the 
Fresnel region in which (2.40) holds. Therefore, in the Fourier Fresnel and far field 
regions. the maximum errors in the phase terms, of (2.39) and (2.31) respectively, are 
acceptably equal for most practical applications. 
The small angle Fresnel region is defined to be the intersection of the small angle 
region defined by (2.32) and the Fourier Fresnel region. Applying the approximations 
for the small angle region (introduced in Sec. 2.1.3.2) to (2.3D), the radiation pattern 
in the small angle Fresnel region is given by 
(2.41) 
2,2 PERFORMANCE 
The purpose of a high gain antenna is to exhibit a gain pattern (Sec. 1.2.2) which is 
mainly concentrated over a small solid angle (usually centred on the direction perpen-
dicular to the aperture plane) and is as small as possible over all other angles. This 
means that when transmitting, most of the available power is radiated in the desired di-
rection and little is lost to other directions. When receiving, radiation from the desired 
direction is detected with minimum interference from radiation from other directions. 
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In addition to the general electrica.l properties of antennas, discussed in Section 1.2, 
high gain antennas have further properties which pertain to their far field patterns. By 
inverse Fourier transformation (Sec. 2.1.3.4) many of these properties can be related to 
those of the aperture field distribution. Parameters which characterize the properties 
of high gain antennas are discussed in the following sections. 
2.2.1 Features of a gain pattern 
Figure 2.7 illustrates the general appearance of a cross-section through a gain pattern 
of a high gain antenna. The unit of the vertical axis is the decibel (dB), which expresses 
a ratio between two power levels [IEEE, 1984]. From (1.21), the gain is defined as a 
power ratio and therefore can be expressed in decibels as 10 loglo G(O; qy). 
A gain pattern typically comprises many lobes. The main beam is by definition 
the largest of these lobes. The boresight [IEEE, 1984] is defined to be the direction 
of the peak of the main beam and is usually perpendicular to the aperture plane of 
the antenna. The pattern then alternates between nu/ls, which are local minima, and 
the remaining lobes, which are called side/obes. For a circularly symmetric aperture 
field distribution, the gain pattern is also circularly symmetric, so the sidelobes and 
nulls form concentric rings around the circular main beam. The sidelobe level tends to 
fall off with angle from boresight. Wide angle sidelobes of appreciable magnitude are 
often exhibited by reflector antennas. The field can even build up in directions behind 
a reflector antenna when currents running in the reflector's edges are appropriately 
phased [Col1in and Zucker, 1969b, p. 49]. 
The half power beamwidth of an antenna, taken in a plane containing the boresight, 
is the angle between the two directions in which the radiated power is one half (i.e. 3 dB 
down on) that of the maximum radiated power [IEEE, 1984]. 
2.2.2 Relationship between gain pattern and aperture field distri~ 
bution 
Equation (2.31) shows the intimate relationship between the aperture and far fields. 
This suggests that the aperture field distribution has a direct influence on an antenna's 
gain pattern. 
The definition of a gain pattern (1.21) can be rearranged to separate the contri bution 
of the antenna's radiation efficiency 1]rad (Sec. 1.2.4) from the directional characteristics 
of the radiation pattern, i.e. 
C,(() . ..J..) _ 41l' Prad( OJ ¢) T , '+' - T/rad '2 
. 10 1f 10 1f Prad (B; ¢) sin B dB d¢ 
(2.42) 
where Prad (0; qy) is the radiated power per uni t solid angle and the denominator is eq ual 
to the total radiated power. Since the far field behaves locally as a plane wave, the 
Poynting vector can be derived from the far field via (2.3). From Poynting's theorem 
(Sec. 1.1.5) P rad (0; qy) can be defined as 
(2.43) 
where IEx(B; qy)l, IEy(B; qy)l and IEz(B; qy)l are amplitude patterns (Sec. 1.2.2) of the 
three Cartesian components of the far field on a sphere of radius R. 
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Figure 2.7 A cut through the gain pattern of a high gain antenna, showing some of its features; 
(a) the pattern from the front to the back of the antenna; (b) an e:<panded view of the region around 
the main beam. The angle from boresight is B. Loosely based on an anlenna analysis by James [1980l 
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In accord with the aperture field method (Sec. 2.1.3.3), the part of the field radiated 
in directions behind the aperture plane is neglected. Substituting (2.43) into (2.42) and 
converting to the u, v coordinates (see (2.28)) yields 
where 5]/), is the disk in the u, v plane, for which (u 2 + v2 ) ::; (1/>.)2, corresponding 
to the radiation hemisphere. Because of the way (2.44) has been normalized, only the 
relative amplitude patterns are required for the calculation of the gain pattern. 
In order to simplify (2.44), consider an aperture field which is linearly polarized in 
the x direction (i.e. Ey(x, y) = 0). It is assumed that the antenna is so highly directional 
that the radiated field is only significant within the small angle region (2.32). Appealing 
to (2.33), (2.44) is seen to approximate to 
('2..15) 
In this equation, Ex(x, y) can be expressed relative to any constant field value without 
affecting the result. 
Assuming that the peak gain occurs in the z direction (u = v = 0) and employing 
the energy conservation theorem [Bates and McDonnell, 1989, p. 24], the peak gain is 
given by [Collin and Zucker, 1969a, p. 79] 
4?r Ii: L: EAx, y) dx dyl2 
Gmax = T/rad Joo Jeo 
>.2 -<Xl _00IEx (x,y)1 2 dxd y 
(2.46) 
2.2.3 Uniform aperture field distribution 
Subject to the conditions required to derive (2.46), it is possible to compare the peak 
gains produced by different kinds of aperture field distributions. ~ote that the aperture 
field distribution here consists of only a single vector component, so it can be treated 
as a scalar distribution. Silver [1949, Sec. 6.4] shows that, for a given sized aperture. 
the aperture field distribution which produces the maximum gain is the 1mijorm dis-
tribution. This is an aperture field distribution in which the amplitude and phase are 
constant within the aperture (and the amplitude is zero outside the aperture). The 
peak gain produced by a uniform distribution is 
(2A7) 
where A is the area of the aperture. 
The half power beamwidth of a circular aperture with a uniform field distribution 
is [Silver, 1949, Sec. 6.8] 
(J "-I( >.) >. bw = 2 SIll 0.51 D ~ 1.02 D (2.'18) 
where D is the diameter of the aperture. It can be seen that the larger the a.perture, 
relative to the wavelength, the higher the pea.k gain and the narrower the main beam. 
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2.2.4 Aperture efficiency 
vVhen the aperture field distribution is not uniform, the peak gain is less than that 
given in (2.47). A measure of this is the aperture efficiency TJaper which, for a lossless 
antenna, is defined by [IEEE, 1984, p. 46] 
(Ae) max 
TJaper = A (2.49) 
where (Ae)max is the maximum effective area of the antenna (see (1.22)) and A is the 
physical aperture area. From the relationship between gain and effective area (1.23L 
t.he peak gain of a (lossy) antenna is given by 
471" A 
G max = TJaperTJrnd 7 (2.50) 
Comparing this equation with (2.47), 11aper is seen to be a measure of the the effIciency of 
an antenna's ability to concentrate its radiated power in the neighbourhood of a desired 
direction. For an antenna which is receiving rather than transmitting radiation, (2.49) 
shows that TJaper is a measure of the ability of a given aperture to collect power incident 
upon it. 
2.2.5 Non-uniform aperture field distributions 
For a given aperture field amplitude distribution IEx(x, y)l, the peak gain is maximum 
when the numerator of (2.46) is maximum. This occurs when the phase of the aperture 
field is uni form. 
Any defects of the antenna geometry affect the phase distribution of the aperture 
field (see Sec. 3.2). Because reflectors can only be manufactured to a finite tolerance, 
they inevitably cause random fluctuations in the phase of the aperture field. Ruze [1966] 
has considered the effect on the gain pattern of such a random aperture field phase 
distribution. It is assumed that the phase at (x, y) in the aperture belongs to a Gaussian 
population with a mean of zero and a standard deviation of (1. Furthermore, the degree 
of correlation between the phase at two points separated by a distance p is assumed 
to be exp(-p2/c2), where c is called the correlation radius. It is also assumed that c 
is constant over the the aperture and is much less than the aperture diameter. It is 
also assumed that the amplitude of the aperture field is approximately constant over 
distances of the order of c [Rudge et al., 1982, Sec. 3.1.2]. Employing a physical optics 
model, Ruze [1966] obtains the following formulation for the statistically expected gain 
pattern G{u,v): 
G(u,v)=Go(u,v)e-a2 + (2.51) 
where G o( u, v) is the gain when the aperture field phase distribution is uniform. At 
the centre of the pattern, for reasonable values of (1 and c, the second term in (2.51) 
can be neglected, yielding a boresight gain of 
G(O, 0) = Go(O, O)e-a2 (2.52) 
The above two equations indicate that the effect of a random phase distribution is to 
remove some of the power radiated in the boresight direction, reradiating it over a wide 
range of angles. An example of the gain pattern for a particular random aperture field 
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Figure 2.B Comparison of the gain patterns produced by a uniform (solid curve) and a random 
l dashed curve) apert lire field phase distribu tion: (a) apert ure field amplit ude distri butions; (b) aperture 
field phase distributions; (c) gain patterns. Both aperture field distributions have an amplitude of unity 
inside, and zero outside, a disk of diameter D. The random phase distribution has a standard deviation 
of (J == 1 and a correlation radius of c = O.02D. 
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phase distribution is shown in Figure 2.8. As with all the examples presented in this 
section, (2.45) is invoked to derive the gain pattern from the aperture field distribution. 
A different kind of aperture field phase distribution is one which is highly correlated 
over the whole aperture. An example of such a distribution is the radially quadratic 
aperture fleld phase distribution produced by a defocused antenna (see Sec. 3.2.2). An 
example of this is shown in Figure 2.9. The aperture field phase distributions shown in 
Figures 2.9 and 2.8 have equal rms values. A comparison of these figures confirms the 
trend predicted by Davis [1970, p. 38]: with large correlation distances the main beam 
broadens and the sidelobe structure is generally less distinct, while for small correlation 
distances the shape of the gain pattern near to boresight is relatively unchanged, with 
the sidelobes far from boresight becoming less distinct. For both of these aperture field 
phase distributions, the peak gain is reduced and the sidelobe levels are increased. 
In principle, the phase distribution of the aperture field can be kept adequately 
uniform by constructing the antenna to within a sufficiently tight tolerance. To pro-
vide maximum peak gain, not only must the phase of the aperture field be uniform, 
but also the power from the antenna feed must be distributed uniformly over the aper-
ture. However, with most feeds, this results in significant spillover [Rudge et al., 1982, 
Sec. 3.2.2]' which is power radiated from the feed that does not illuminate the reflector, 
bu t instead radiates past it. Because the power is not reflected towards the aperture, 
it ill general does not contribute to the peak gain of the antenna, and therefore reduces 
the aperture efficiency. 
Spillover can be reduced by allowing a tapered distribution of the aperture field 
amplitude. In antenna design there is a tradeoff between the losses of aperture efficiency 
due to spillover and nonuniformity of the aperture field distribution [Wood, 1980, p. :3]. 
Figure 2.10 compares the calculated gain patterns produced by a uniform and a 
particular tapered aperture amplitude distribution. The relatively small loss in gain 
due to tapering is evident. However, the tapered distribution produces sidelobe levels 
that are much smaller than those due to the uniform distribution. Note that reduction 
ill sidelobe levels can only be achieved at the expense of reduction of peak gain and 
broadening of the main beam. 
Another cause of nonuniformity of the aperture field amplitude is aperture blockage. 
This occurs when objects (such as struts, or the feed) lie in the path of the rays from 
the feed to the aperture. The geometrical optics method predicts that the aperture 
fleld is zero in the geometrical shadows of the objects. More accurate analysis (based, 
for instance, on GTD see Sec. 2.1.1.5) predicts a non-zero fleld in these regions due 
to diffraction effects. Figure 2.11 illustrates the effects on the gain pattern of aperture 
blockage. In general, the peak gain decreases, the main beam broadens and the levels 
of some of the sidelobes increase. These effects become more pronounced as the area 
of the blockage shadow relative to the aperture area increases. 
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Figure 2.9 Comparison of the gain patterns produced by a uniform (solid curve) and a quadratic 
(dashed curve) aperture field phase distribution: (a) aperture field amplitude distributions; (b) aperture 
field phase distribu tions; (c) gain patterns. Both aperture field distributions have an ampli tude of 
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2.10 Comparison of the gain patterns produced by a. uniform (solid curve) and a ta-
curve) aperture field amplitude distribution: (a) aperture field amplitude distributions; 
aperture field phase distributions; (c) gain patterns. Both apertnre distributions are zero out-
side a disk of diameter D. The uniform distribution is Ex (x,1/) == 1. The distribution is 
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Figure 2.11 Comparison of the gain patterns produced by a. uniform aperture field distribution with 
(solid curve) and without (dashed curve) aperture blockage: (a) aperture field amplitude dislributions; 
(b) aperture field phase distributions; (c) gain pa.tterns. Both field distributions are zero outside a disk 
of diameter D. The aperture field distribution without blockage is E,,(x, y) = 1. The distribution with 
blockage is E:r(p) = 1 for p > 0.1 and E:r(p) 0 for p < 0.1, where p::; + 1/)1/2/D. 
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2.2.6 Polarization 
In a point to point communications system, a transmitting antenna radiates as much 
power as possible towards the receiving antenna. However, in order for the receiving 
antenna to extract maximum power from the wave, the wave must be polarized in a 
manner compatible with the polarization characteristics of the antenna. For example, 
a vertically polarized receiving antenna does not extract any power from a horizontally 
polarized incident wave, but extracts maximum power from a vertically polarized wave. 
This concept of polarization matching is discussed in a general way in this section. 
For a transmitting antenna, the angular variation of the polarization unit vector 
irad (B; ¢) of the radiated field can be readily deduced from the antenna's far field 
pattern (Sec. 1.2.2), using (1.17). Consider the same antenna receiving an incident 
uniform plane wave (Sec. 2.1.1.1) from a direction (Bo; <Po). The Poynting vector of this 
wave is Pine and its polarization unit vector is iine. From reciprocity considerations. 
Yeh [1949] shows that the power POUL , transferred from the antenna to a matched load, 
IS 
2 
Pout = ~7r IPinel G(Bo; <Po) 1 i;ne . irad (80 ; ¢oW (2.53) 
where G( B; ¢) is the gain pattern of the an tenna. 
The polarization efficiency of an antenna, for a particular incoming plane wave, 
is the ratio of power received by the load to the power the load would have received 
had the wave's polarization been adjusted for maximum power reception [IEEE, 1984]. 
From (2.53) the polarization efficiency Tlpol is given by 
I ' • 12 Tlpol = line' lrad (2.54) 
The maximum received power occurs when the incident field is polarization matched to 
the far field pattern, that is, when iine = i;ad' 
In practice, antennas are often required to transmit or receive a particular polariza-
tion. called the copolarization. The copolarization is taken as the reference polarization 
and must be specified for each direction (B;¢) [e.g. Ludwig, 1973]. The cross polariza-
tion is defined to be everywhere orthogonal to the copolarization, in the same plane 
as the copolarization. The conversion of power intended to be copolarized into cross 
polarization is called depolarization. 
So far in this thesis, the far field pattern E(8; ¢) of an antenna has been expressed 
in terms of its Cartesian components Ex, Ey, E z. However, it can also be expressed in 
terms of its copolar and cross polar components, Eeo and Ex respectively, and a radial 
component which is zero. Section 1.1.6 describes how to calculate the vector component 
of a field corresponding to any given polarization unit vector. Substituting (1.17) into 
(2.54), the polarization efficiency of an antenna, for a copolarized plane wave incident 
from a direction (Bo;1'o), is [IEEE, 1979, Sec. 11.1] 
Tlpol 
(2.55) 
where jEeo(Bo; <Po) 1 and IE)«(Bo; ¢0)1 are the copolar and cross polar amplitude patterns 
respectively. For a transmitting antenna, Tlpol is a measure of the proportion of the 
total power, transmitted in direction (80 ; <Po), which is copolarized. 
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The orientation of the copolarization unit vector must always vary with position 
over the radiation hemisphere, because by definition it must always be perpendicular to 
the direction of propagation. However, in the small angle far field region (Sec. 2.1.3.2), 
the direction of propagation is approximately constant (and parallel to i). Therefore 
ieo and ix can be defined as constants in the form 
ico:;:::: a x + by and ix = b'" x - a" y (2.56) 
where a and b are complex constant scalars which satisfy (lal 2 + Ib12) = 1. These same 
polarization unit vectors can describe the tangential components of the aperture field. 
From (1.18) and invoking the linearity property of Fourier transformation, (2.33) yields 
. -jkR Je 
>"R FT{Eco{x, y)} 
. -jkR J\R FT{Ex (x, y)} 
(2.57) 
where Eeo(x, y) and Ex(x, y) are the copolar and cross polar aperture field distributions 
respectively, and Eco( ti, v) and Ex (ti, v) are the copolar and cross polar jar field patterns 
respectively. Equation (2.57) shows that copolar components of the aperture field 
radiate only copolar field components in the small angle far field region. To produce 
a radiated field which has no cross polar component in this region, there must be no 
cross polar component in the aperture field. However, if it is only required that there 
is to be no cross polar component radiated in the z direction, it is sufficient for the 
average value of the cross polar field over the aperture to be zero. 
An equation similar to (2.57) also holds in the small angle Fresnel region. Combining 
(2.56), (1.18) and (2.39) yields 
. -jkR J\R FT{ Eco(x, y)e-jk(x2+y2)/(2R)} 
. -jkR J\R FT{Ex(x,y)e-jk(X2+y2)/(2R)} (2.58) 
where teol u, v) and Ex (u, v) are the copoiar and cross polar Fourier Fresnel patterns 
respectively. 
2.2.7 Figure of merit (G IT) 
Consider a uniform plane wave, having a Poynting vector Pinel incident from boresight 
upon a polarization matched antenna. It follows from (2.53) and (1.25) that the ratio of 
the (wanted) power Poul , received from the wave, to the (unwanted) power N, received 
from noise sources, is 
N 
(>.. 2/411') I Pincl Gmax 
k Tsys 6.j (2.59) 
where Tsys is the system noise temperature, which equals the antenna noise tempera-
ture (Sec. 1.2.6) pIns the receiving circuitry noise temperature referred to the antenna 
terminals. For a given incoming field, this ratio is proportional to the figure oj merit 
(G IT) of the antenna [IEEE, 1984]: 
(2.60) 
The figurr. of merit of an antenna is therefore a parameter indicative of the signal to 
noise ratio of the receiving system. 
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2.3 CONFIGURATIONS 
In practice, there are many ways in which a feed and one or more reflectors can be 
configured to produce a desired radiation pattern. The following sections discuss the 
geometry and relative merits of paraboloidal (Sec. 2.3.1), Cassegrain (Sec. 2.3.2) and 
offset (Sec. 2.3.3) reflector antennas. 
2.3.1 Paraboloidal reflectors 
A paraboloidal reflector antenna consists of a feed and a reflector whose surface is an 
a.xial1y symmetric section of a pa.raboloid. It is the simplest kind of high gain reflector 
antenna. Section 2.3.1.1 provides a detailed ray tracing analysis (see Sec. 2.1.1.4) of the 
paraboloidal reflector, while Section 2.3.1.2 discusses the feeds that can be employed. 
General comments about paraboloidal reflector antennas are made in Section 2.3.1.3 
2.3.1.1 Ray tracing analysis 
The aim of this section is to predict the aperture field distribution of a paraboloidal 
reflector, when it is illuminated by a feed whose radiation characteristics are known. 
This analysis employs both the Cartesian and the spherical coordinate systems so that 
any point in space can be expressed as either (x, y, z) or (r; (J; ¢) (see (1.8)). 
Figure 2.12 shows a paraboloid, whose axis is in the z direction and whose focus is 
at the origin. Its shape is described by the set of points satisfying either 
x2 + y2 
4J - J 
2J 
z = 
(2.61) 
or r 1 - cos 8 
where J is the focal length of the paraboloid. The two equations of (2.61) are equivalent 
descriptions of the paraboloid, because substitution of (1.8) into the first equation yields 
the second equation. 
The geometrical path of a ray is determined with the aid of the laws of reflection. 
Consider a feed, positioned so that it radiates rays which appear to emanate from the 
origin. This assumes that the reflector is in the far field region of a feed whose phase 
centre is at the origin. The direction of a ray, incident upon the reflector at point 
B = (x, y, z), is given by 
xx+yy+zz Sj = ----=--'---
r 
From (2.61), the normal to the paraboloid, at a point B, is given by 
-xx- yy+2jz 
2[1(2J + zW!2 
8 d-,~ (J.d-," .B. 
cos - cos 'I-' X + cos - SI n 'I-' y + SI n - z 
2 2 2 
(2.62) 
(2.63) 
Employing the laws of reflection, which are embodied in the first equation of (2.6), the 
ray is reflected in a direction parallel to 
(2.64) 
This demonstrates the important property of a paraboloidal reflector, which is that a 
set of rays diverging from the focus are transformed into a parallel set of rays. This 
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( a) 
(b) 
x 
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Zo ;; 
focus 
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paraboloid 
c 
feed 
reflector 
Figure 2.12 Cross-section through tbe axis of a paraboloidal reflector showing (a) its geometry and 
(b) a pencil of rays radiated by the feed. 
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property is independent offrequency, wi th the proviso that the freq uency is high enough 
for the GO approximation to hold. 
The far field pattern of the feed is here called the feed pattern. It is assumed that the 
feed pattern Er(B; ¢) is defined over a sphere of radius]. The aperture field distribution 
is denoted by E,,(x, y). It can be equivalently expressed as a function of () and ¢, because 
there is a one-to-one mapping, from the angle at which a ray leaves the feed, to the 
point at which it intersects the aperture plane (after having been reflected). Because 
the reflected rays are parallel to the z axis, the mapping is given by substituting the 
second equation of (2.61) into (1.8): 
En(x, y) E I1 ( B;4» 
where x 2] sin B cos 4> (2.6.5 ) 
1 - cos B 
2] sin B sin ¢ 
y 
1 - cos B 
Any vector component of the field at point A (on the sphere over which Er is defined) 
is related, via (2.14), to a corresponding vector component of the field at point C (on 
the plane over which Ea is defined). The phase difference, between corresponding field 
vector components at points A and C, is proportional to the path length from A to C 
via B, where A, Band C lie on a single ray. From Figure 2.12, and employing (2.61) 
and (1.8), this path length is seen to be equal to 
Izl + r -] = f (2.66) 
for any point B on the reflector. Therefore, there is a constant phase difference between 
corresponding vector components of Er(B; ¢) and E,,(B; ¢) which is equal to k], where 
k is the wave number (see (1.15)). 
The polarization of the field along a ray is constant in free space, but usually changes 
at a point of reflection. For a paraboloid the GO rays are each reflected only once. Let 
the field, at point B, of the incident ray, be expressed by its spherical components 
Ei = (EiO lJ + Ei¢ ¢). Evaluating the second equation of (2.6) shows that the field, at 
poin t B, of the reflected ray is 
Er = (Ei8 cos ¢ + EirjJ sin 4» x + (E i8 sin ¢ - Ei¢ cos ¢) y (2.67) 
The amplitude of the field along a ray is given by the law of conservation of energy. 
The power flow of the feed's radiated field and the aperture field are related by 
(2.68) 
w here a pencil of rays, having a cross-sectional area of P sin B de el¢ at point A, has an 
area of elx ely at point C. The relationship between these two areas can be deduced 
from (2.65). When substituted into (2.68) it yields 
IEa(B; 4»1 = sin 2 (~) IEr(e; ¢)I (2.69) 
The results of the previous paragraphs can now be combined to relate the apert ure 
field distribution to the feed pattern. From (2.66), (2.67) and (2.69), the aperture field 
distribution can be expressed as [Rudge et al., 1982, Sec. 4.3] 
Ea.x(e;¢) sin2 (~) e-jkJ(Er8(B;¢)cos¢+ Erq,(B;¢)sin¢) 
Eay(e;¢) sin2 (~) e-jkJ(Ero(B;¢)sin¢- Erq,(e;¢)cos¢) 
(2.70) 
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2.3.1.2 Feeds 
The aperture field (2.70) is linearly polarized in the x direction when the feed pattern 
can be described by 
Ee( Bj ¢) = Eo( B; ¢)( cos ¢ iJ + sin ¢ ¢) (2.71) 
where Eo( f); ¢) is any complex scalar function. To maximize the peak gain of the 
antenna, the phase of the aperture field distribution must be uniform (see Sec. 2.2.5) 
and therefore, the phase of Eo( B; ¢) must be independent of angle. Any symmetries in 
the feed pattern produce similar symmetries in the aperture field distribution. 
If Eo( B; ¢) is independent of ¢, the feed is called a balanced feed[Thomas, 197G]. A 
feed for which the phase of Eo( B; ¢) is constant is said to possess a perfect phase centre. 
An ideal example of a balanced feed, having a perfect phase centre, is a Huyge11s source, 
which consists of an electric and magnetic elemental dipole (Sec. 1.3.1) [Jones, 1954]. 
Practical balanced feeds for reflector antennas are the corrugated horn [Thomas, 198G] 
and other hybrid-mode feeds [Clarricoats and Poulton, 1977]. 
A horn feed and paraboloidal reflector can simultaneously illuminate the aperture 
with an x polarized field and an independent y polarized field. With such a feed, a 
circularly polarized aperture field can be generated by relating the linearly polarized 
fields in an appropriate way (see (1.19)). 
A feed with a non-constant phase pattern phase{Eo(B; ¢)} produces a non-uniform 
phase distribution in the aperture. This can be corrected by altering the shape of 
the reflector. For small phase deviations, the compensating correction to the second 
equation of (2.61) is [Cutler, 1947] 
2.3.1.3 Practicalities 
br = ~phase{Eo(f); ¢)} 
k 1 - cos B 
(2.72) 
In practice, the reflector extends to a finite value of z, denoted by Zo in Figure 2.12. 
The edge of the reflector forms the boundary of the aperture. An important property 
of a paraboloidal reflector is its f j D ratio, which is the ratio of the focal length to 
the diameter D of the aperture. From Figure 2.12, the half angle Bo subtended by the 
reflector aperture at the feed is given in terms of the f j D ratio by 
1 
cotBo = 8UjD) - 2UjD) (2.n) 
Paraboloidal reflectors with a large f j D ratio are called shallow reflectors. 
In order to suspend the feed at the focus of the paraboloid, it must be supported 
by one or more struts. In a ray tracing analysis, both the feed and the struts intercept 
some of the rays before they reach the aperture. The feed and struts produce a shadow 
in the aperture plane, called aperture blockage (see Sec. 2.2.5), and also scatter the 
energy incident upon them. The combined effect is to reduce the gain of the main 
beam and increase the sidelobe levels. 
As depicted in Figure 2.12(b), the feed is positioned so that its main beam is 
directed in the () = 1800 direction. Radiation from the feed at angles B > Bo produce 
an aperture field distribution, in the unblocked parts of the aperture, given by (2.70). 
When employing the aperture field method of analysis, the aperture field distribution 
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is Fourier transformed to obtain an approximation to the far field pattern. However, 
radiation from the feed at angles () < 00 constitutes spillover (Sec. 2.2.5), which also 
contributes to the antenna's radiation pattern. The main effect of the spillover is to 
increase the level of the sidelobes at angles close to the (}o direction. The effect, of both 
aperture blockage and spillover, on the copolar and cross polar radiation patterns may 
be different and can therefore cause depolarization in the far field. 
2.3.2 Cassegrain antennas 
A Cassegmin antenna consists of a feed, a subreflector and a main reflector. The 
prototype Cassegrain antenna has a paraboloidal main reflector, with a subreflector 
which is an axially symmetric section of a hyperboloid. As indicated in Figure 2.1:3, 
the sub reflector is positioned so that one of its foci is coincident with the main reflector's 
focus. while the feed is positioned at the other focus of the subreflector. The aperture 
fieJd distribution produced by a given feed in a prototype Cassegrain antenna is equaJ 
to the aperture field distribution produced by the same feed illuminating an equivalent 
paraboloidal reflector. The equivalent paraboloid has the same diameter as the main 
reflector and a focal length Ie of [Hannan, 1961] 
(2.74) 
where 1m is the focal length of the main reflector and e is the eccentricity of the 
subreflector. Therefore, a balanced feed with a constant phase produces a uniformly 
phased, linearly polarized field on the aperture plane of a prototype Cassegrain antenna 
[Safak and Delogne, 1976]. 
In the design of a prototype Cassegrain antenna, a compromise must be reached 
between reducing spillover and maximizing the uniformity of the aperture field distri-
bution. However, in shaped Cassegrain antennas, these are not necessarily opposing 
objectives [Rudge et al., 1982, p. 248]. To minimize the spillover, a feed is selected 
with a large taper at the edge of the sub reflector. The curvature of the subretlector is 
then chosen to distribute the feed's power evenly over the aperture. Finally the main 
reflector is then shaped to produce the desired phase distribution over the aperture. 
In fact, to within the GO approximation, almost any circularly symmetric aperture 
amplitude and phase distribution can be produced by an arbitrary balanced feed and 
suitably shaped main reflector and subreflector [Galindo, 1964]. All such Cassegrain 
antennas have the property that rays emerging from a point feed are reflected, first from 
the sub reflector and then from the main reflector, in a direction parallel to the axis of 
the antenna. Because of the symmetry, a Cassegrain antenna fed by a balanced feed has 
no cross polar field in the boresight direction [Rudge et al., 1982, p. 248]. Diffraction 
analysis can also be employed in shaped reflector design [Wood, 1980, Sec. 7.2]. 
There is more aperture blockage in a Cassegrain antenna than in a paraboloidal 
antenna, because a subreflector is typically larger than a feed. However, only a short 
length of waveguide is required to connect the feed to the transmitting and receiving 
equipment, which can be conveniently positioned in the spacious volume behind the 
reflector. This results in minimal power loss in the waveguide. The position of the feed, 
close to the main reflector, also makes it easily accessible for adjustments. 
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Figure 2.13 Geometry of a prototype Cassegrain antenna. The two dots indicate the positions of 
the foci of the hyperboloid and paraboloid. 
2.3.3 Offset reflectors 
A disadvantage common to both the paraboloid and the Cassegrain antenna, as de-
scribed in the previous two sections, is the aperture blockage and scattering from the 
struts and either the feed or the subrefiector. This blockage tends to reduce the main 
beam level and increase sidelobes (see Sec. 2.2.5). As is apparent from Figure 2.H, the 
blockage does not occur in offset reflector antennas. 
A prototype single offset reflector antenna (Fig. 2.14(a)) consists of an asymmetrical 
section of a paraboloid, with a feed at its focus. The relationship between the feed 
pattern and the aperture field is described by (2.70). To avoid excessive spillover, the 
boresight of the feed is directed towards the centre of the reflector and is therefore 
no longer coincident with the z axis. This implies that a balanced feed (Sec. 2.3.1.2) 
produces an aperture field which is neither circularly symmetric nor linearly polarized in 
the x direction [Chu and Turrin, 197:3]. However, for a given offset reflector, a feed can 
be designed to minimize the cross polarization component of the aperture field, using 
the matched feed concept [Rudge and Adalia, 1978]. As with paraboloidal rei1ectors, 
small phase errors in the feed pattern can be compensated for, by altering the shape of 
the reflector (see (2.72)). 
(a) 
(b) 
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Figure 2.14 Geometry of offset, reflector antennas: (a) single offset. reflector configuration; (b) dual 
offset. reflect.or configuration. 
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In a prototype dual offset reflector antenna (Fig. 2.14(b)), the main reflector and 
subreflector are asymmetrical sections of a paraboloid and a hyperboloid respectively. 
Like a Cassegrain antenna, one focus of the subreflector is coincident with the main 
reflector's focus, while the feed is centred on the other subreflector focus. Because an 
offset antenna is asymmetric, there is no requirement for the axes of the paraboloid 
and the hyperboloid to be coincident. When using a balanced feed, the depolarization 
effect of each reflector can be made to cancel by optimizing the angles between the axes 
of the paraboloid and hyperboloid [Fourikis, 1988]. 
As with Cassegrain antennas, dual offset reflectors can be shaped to produce any 
desired amplitude and phase distribution in the aperture, given any arbitrary feed 
[Galindo-Israel et al., 1987]. l:Ising the GO method, there are an infinity of solutions 
for the reflectors' shapes. The reflectors can alternatively be shaped to provide a 
uniform phase distribution over the aperture, with minimal cross polar field [Westcott 
and Brickell, 1979]. 
2.4 APPLICATIONS 
Reflector antennas are employed in a wide range of situations, including terrestrial 
point to point communication, radar and communication with space craft. Two typical 
applications, in which high peak gain is a prime consideration, are the antennas used 
in radio astronomy (Sec. 2.4.1) and the earth station antennas used in satellite com-
munications systems (Sec. 2.4.2). The discussion in the following sections summarizes 
the environmental and system factors which have an influence on the design of these 
an t ennas. 
2.4.1 Radio astronomy 
Radio astronomy is the study of radio emission from a variety of astronomical ob-
jects. The types of emission can be divided into three main groups [Christiansen and 
Hogbom, 1985, Sec. 1.2]. Thermal emission is the result of black body radiation and 
produces a con tinuous spectrum of unpolarized fields. Synchrotron emission is radi-
ated by highly relati vistic electIOns and is characterized by a pulsing, Linearly polarized 
field, wi th a broad spectrum. Spectral line radiation is generated at specific frequencies 
by atomic and molecular processes. Information about the stars and other celestial 
objects can therefore be obtained by mapping the angular distribution of parameters 
such as brightness, polarization and frequency spectrum of the radio emission from the 
sky [Thompson et al., 1986, Sec. 1.1]. A radiote/escope is an antenna, or an array of 
antennas, which is employed for the measurement of these parameters. 
Most ground based observations have been made at frequencies lying between 
30 MHz and 10 GHz. This range of frequencies constitute a radio window, within 
which the effect of earth's atmosphere on radio waves is comparatively minor. Radio 
waves with frequencies lower than about 30 MHz are reflected or severely refracted 
by the ionosphere (see Sec. 1.4.:3). At frequencies above about 10 GHz, water vapour 
(including rain) in the air causes depolarization and power absorption of radio waves 
passing though the atmosphere. As the absorption increases, so to does the thermal 
noise generated by the water vapour (see Sec. 1.2.6). 'Within the window, most of the 
atmospheric effects on radio wave propagation discussed in Section 1.4 occur to some 
degree, depending on local conditions and on frequency. Other radio windows occur 
below about 300 kHz, and near to 90 GIlZ and 280 GHz [Findlay, 1964]. 
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A simple radiotelescope consists of a single high gain antenna. The region of sky to 
be observed is scanned by the main beam of the antenna, by moving either the whole 
antenna or just the feed. The angular resolution of the measurements is determined 
by the beamwidth of the main beam [Christiansen and Hogbom, 198.5, p. 9], which is 
in turn limited by the largest dimension of the aperture in terms of wavelengths (see 
(2.48)). To achieve an angular resolution comparable to that of even a small optical 
telescope, the dimensions of a single antenna would need to be impractically large. 
However, an array of antennas has a beamwidth which is inversely proportional 
to the largest dimension of the array. The array's radiation pattern depends on both 
the individual antennas' radiation patterns and the geometrical arrangement of the 
antennas. The main beam can be steered electronically to scan an area of sky. An ar-
ray of antennas can be simulated by suitably com bining the data obtained from many 
different measurements, each made by a pair of antennas whose relative positions are 
altered between the measurements [Christiansen and Hogbom, 1985, Sec. 1.7]. This ar-
rangement is called a synthetic aperture radio telescope. It can only be employed when 
observing a source which does not vary significantly over the time taken to make all 
the measurements. It has the advantage of requiring only a small number of antennas. 
Many sources of interest emit weak signals. The power measured by a radio tele-
scope is proportional to its peak gain and the bandwidth of the receiving system. 
Interference can arise from other sources in the sky, thermal noise from the earth and 
radio waves from terrestrial systems operating within the same frequency band as the 
radiotelescope. Therefore, a radiotelescope is required to have a high peak gain and 
low sidelobes. It should also introduce a minimum amount of depolarization. 
The paraboloidal reflector antenna is the most common antenna used for radiote-
lescopes [Christiansen and Hogbom, 1985, p. 42]. The frequency at which the antenna 
operates can be changed by simply changing the feed and in this way a single reflector 
can be used over a wide range of frequencies. Although they can be shaped for opti-
mum performance, Cassegrain antennas are not employed at low frequencies because, 
to operate effectively, the size of the subreflector is unacceptably large [Clarricoats and 
Poulton, 1977]. Shaping a single reflector can achieve only a uniform aperture phase 
distribu tion and is tailored for only one of the feeds. Therefore, the burden of achieving 
a desired aperture field amplitude and phase distribution, falls on the designers of the 
feeds. 
2.4.2 Satellite communications systems 
A satellite communications system consists of at least one satellite in orbit around 
the earth and at least two earth stations on the ground. The satellite receives signals 
from one or more transmitting earth stations, amplifies them and retransmits them at a 
different (usually lower) frequency to one or more receiving earth stations [Evans, 1986, 
Sec. 3]. In this way a single earth station can reliably reach another earth station which 
is nearly half way around the world. 
~fost satellite communications systems use geostationary satellites [Miya, 1981, 
Chap. 3]. A geostationary satellite is one which is in a 24 hour orbit in the equa-
torial plane and therefore its position appears (nearly) fixed to an observer on the 
ground. This makes it simple to track the satellite. Because the cost of launching a 
satellite depends on its weight, a satellite must be as light as possible. Electricity to 
run the satellite is generated from solar panels, which add to the weight, so the power 
requirements of the satellite must be kept to a minimum. The satellite must be reliable 
2.4 APPLICATIONS 5i 
enough to require no maintenance over its lifetime (more than 7 years [Gallois, 1987]) 
in the hostile environment of space. 
2.4.2.1 Frequency reuse 
A finite number of frequency bands in the radio spectrum have been assigned to satel-
lite communications systems. The greatest use has been made of the bands at 4 and 
6 GHz, as these suffer least from atmospheric influences [Evans, 1986, Sec. 3]. How-
ever, these bands have also been allocated to terrestrial users. To avoid interference 
from these users, many satellite systems are now operating with the bands near 11 and 
14 GHz, even though heavy rain can cause severe attenuation at these higher frequen-
cies. ~Whatever frequency bands are employed, there is a constant demand to ut.ilize the 
available bands more effectively. This section discusses the main schemes for achieving 
frequency reuse, in which a given frequency is used simultaneously by many different 
signals. 
An obvious way to reuse frequencies is to employ several geostationary satellites, 
each operating over the same freq uency band. This can only be effective if the earth 
station antennas are directional enough to discriminate between signals from neighbour-
ing satellites. Therefore, the minimum spacing between satellites is dependent upon 
the sidelobe levels of the earth station antennas [Miya, 1981, Sec. 3.2.1]. Presently, 
satellites operating in the 4 and 6 GHz bands are spaced at intervals of as little as 2° 
around the geostationary orbit. 
Early satellites used global antenna beams which illuminated as much of the earth 
as possible. At a given frequency, each of these satellites can transmit or receive only 
one signal at a time. More recent satellites have achieved spatial discrimination, by 
employing several zone beams, each of which independently illuminates a different, non-
overlapping region of the earth's surface. Therefore, at any given frequency, different 
signals can be simultaneously transmitted to, or received from, different regions. This 
achieves frequency reuse for a single satellite. 
A satellite can achieve frequency reuse within each beam by employing dual polar-
ization, in which one signal is propagated via either a linearly or a circularly polarized 
field, while simultaneously another signal is propagated via a field which has an or-
thogonal polarization. The level of interference between these signals depends Oil the 
depolarization effects of the atmosphere. It also depends on the depolarization char-
acteristics of the antenna and feed systems on both the satellite and the ground. For 
frequencies below about 10 GHz, circular polarization is employed, because it is unaf-
fected by Faraday rotation in the ionosphere. However, at higher frequencies, rain is 
the main cause of depolarization and linear polarization can be less affected than can 
circular polarization [Miya, 1981, Sec. 4.2.4]. 
2.4.2.2 Earth station antennas 
The power transmitted by a satellite is kept to a minimum because of the limited 
power supply on the satellite, and also to minimize interference with terrestrial systems 
operating at the same frequency. Therefore it is important to achieve a high figure of 
merit (see Sec. 2.2.7) for an earth station antenna. It is also necessary to reduce 
the levels of the sidelobes as much as possible, because they directly influence the 
interference to and from ot.her satellite and terrestrial systems. 
In an effort to address t.he interference wi th neighbouring satelli tes. the CCIR has 
recommended a design objective for earth station antennas [CCIR, 1986a]. For an 
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antenna whose diameter exceeds 150 wavelengths (approximately 11 m at 4 GIIz), the 
gain of 90% of the sidelobes must not exceed the envelope defined by 
G(O) = 29 - 2510gB for 1° ~ 0 ~ 20° (2.75 ) 
where G is in dB and () is the angle from the boresight of the antenna. This requirement 
should be met for any direction which is within :3° of the geostationary orbit. In the 
USA, the FCC not only defines an envelope for directions toward the geostationary 
orbit, but aJso specifies that in all other directions the gain of the antenna shaJl fall 
below [Uyttendaele, 1986] 
G(()) =: - -{ 
:32 - 2510g () for 1° < e < 48° 
- 10 for 48° < e ~ 180° 
(2.76) 
As part of the specification, a particular form of averaging may be employed to allow 
isolated high sidelobe peaks. Although the gain of the main beam is not specified by 
either (2.75) or (2.76), it is clear that the gain of the main beam must be as high as 
possible. For dual polarization systems to be effective, it is also required that their cross 
polar radiation patterns be minimized in directions corresponding to the locations of 
the satellites. 
Cassegrain antennas are widely employed as large earth station antennas, because 
their reflectors can be shaped to optimize their radiation pattern. Producing an aper-
t ure field distribution which is tapered towards the edges of the apert ure has the effect 
of lowering the sidelobe levels and decreasing the spillover past the main reflector 
(Sec. 2.2.5). However, the taper also reduces the gain of the main beam. The limit-
ing factor in the reduction of side lobe levels of a Cassegrain antenna is the aperture 
blockage [CCIR, 1986c, Sec. 2]. Therefore, shaped offset dual reflector antennas have 
recently been employed, taking advantage of their unblocked apertures. 
2.5 SUMMARY 
Reflector antennas, operating at microwave frequencies, are able to produce highly 
directionaJ radiation patterns. These antennas are therefore suited to applications 
which require a high peak gain, narrow main beam and low sidelobe levels. 
Accurate methods of predicting antenna radiation patterns are essential to make 
possible the design of a candidate antenna. Such methods also help to provide an 
understanding of how the different components of the antenna contribute towards the 
radiation characteristics of the antenna as a whole. When applied to a reflector antenna, 
an analysis method must be provided with the radiation characteristics of the feed, the 
shape of the reflectors, and the relative positions and orientations of the reflectors and 
feed. An exact anaJysis can in princi pie be obtained by applying Maxwell's eq uations 
(1.9), but these are difficult to solve, even with the aid of a computer. 
The simplest analysis technique is ray tracing (Sec. 2.1.1.4)' in which the field is 
evaluated along independent rays emanating from the feed. The rays are straight, 
when in free space, and are reflected, according to the laws of reflection (Sec. 2.1.1.2), 
by reflectors. A high frequency approximation to the field along each ray is provided by 
the geometrical optics (GO) method (Sec. 2.1.1.:3). The ray tracing method is simple 
in concept, but fails at caustics and in shadow regions. GTD (geometrical theory of 
diffraction: see Sec. 2.1.1.5) can be usefully invoked to supplement GO with extra rays 
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which account for diffraction. Realistic designs can be efficiently (from a com pu tational 
point of view) implemented by combining GO and GTD. 
In the current-integration method (Sec. 2.1.2), the field radiated by a reflector is 
calculated from the current distribution over the reflector's surface. Similarly, the field 
integration method (Sec. 2.1.3) predicts the field radiated by an aperture antenna, 
given the aperture field distribution. In both of these methods, the integralfl can be 
simplified by applying approximations which hold in the far field region. In the case 
of the field integration method, the integral reduces to the Fourier transform operator 
(Sec. 2.1.3.2). The accuracy of both of these methods depends upon the accuracy with 
which the current or field distribution is known. The phYflical optics (PO) method 
(Sec. 2.1.2.3) is a current-integration method in which the reflector current distribution 
is that predicted by the GO method. Similarly, the aperture field method (Sec. 2.1.3.3) 
is a field integration method in which the aperture field distribution is taken to be 
that predicted by the GO method. Therefore, the aperture field method involves ray 
tracing and a Fourier transformation, both of which are easy to perform. This method 
is employed throughout the remaining chapters of this thesis. The PO method produces 
more accurate results, but it is computationally more demanding. 
There are many other analysis techniques which have not been discussed in this 
chapter. The physical theory of diffraction (PTD) is an extension of PO, in much 
the same way that GTD is an extension of GO [Lee, 1977]. The GO method can be 
enhanced' by employing equivalent edge currents to predict the field in GO shadow 
regions [James and Kerdemelidis, 1973]. Complex ray analysis (CRA) is a method 
of ray tracing through a complex coordinate space, where the rays are traced from 
the feed, to the reflectors and then into the far field region of an antenna [Hasselmann 
and Felsen, 1982]. The spherical wave expansion (SWE) method involves expressing the 
radiated field as a series expansion of vector spherical waves [Wood, 1980, Chap. 5]. The 
coefficientfl of these waves are determined by knowledge of a current or field distribution 
over a closed surface. In the spherical near field GTD method, GTD is employed 
to predict the field on a sphere which just encloses the antenna. This field is then 
transformed into the far field, by employing the SWE method [Bach and Viskum, 1987]. 
For a given antenna, the different analysis methods can complement each other. For 
example, an analysis by James [1980] employs the aperture field method to predict the 
radiation pattern at angles close to the main beam, and the GTD method is invoked 
to predict the remainder of the radiation pattern. 
The main configurations of high gain reflector antennas are discussed in Section 2.3. 
From a GO analysis, they all have the common property that most of the radiation 
transmitted by the feed emerges from the antenna aperture as a collimated beam. 
A more rigorous analysis, that considers diffraction effects, reveals that an antenna 
radiates power in all directions. The radiation pattern exhibits a main beam, containing 
most of the radiated power, and several sidelobes. The width of the main beam is 
inversely proportional to the diameter of the aperture in wavelengths. 
Many factors influence the peak gain and the sidelobe levels of the radiation pattern 
of a reflector antenna (Sec. 2.2). The peak gain of an antenna can be ma..x:imized by 
having a uniform amplitude and phase distribution in the aperture, minimizing the 
blockage in the aperture and minimizing the spillover. The level of the sidelobes can be 
decreased by having an aperture field amplitude distribution which tapers towards the 
edge of the aperture, thereby minimizing spillover, and by minimizing scattering from 
objects which block the aperture. For applications requiring high polarization purity, 
the distribution of the cross polar component of the aperture field should be kept to a 
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mInImum. 
The paraboloidal and Cassegrain reflector antennas both employ axially symmetric 
reflectors. \Vhen fed by balanced feeds, they both suffer minimally from depolarization. 
However, they do suffer from aperture blockage by the struts and the feed or subre-
fiector. The reflectors of the Cassegrain antenna can be shaped to minimize spillover 
and to provide any desired aperture field distribution. Offset reflector antennas have 
the advantage of possessing an unblocked aperture, but cause significant depolarization 
when fed by a balanced feed. Shaping the reflectors and employing different feeds can 
help to alleviate this difficulty, 
Two important applications for high gain reflector antennas are radio telescopes 
(Sec. 2.4.1) and satellite communications earth stations (Sec. 2.4.2). In both of these 
applications the antenna is required to receive weak signals from a single direction. 
Therefore, a high gain is required in this direction, to maximize the strength of the 
received signaL Low sidelobe levels are also required, so that the strength of interfering 
signals from all other directions is minimized. \Vhen these two requirements are met. 
the antenna has a high figure of merit (Sec. 2.2.7). Each application requires a narrow 
main beam, to restrict the field of view of the antenna. "When an earth station antenna 
is transmitting, it should exhibit these same properties, but for different reasons: a 
high peak gain is required to maximize the power radiated in the desired direction 
and low sidelobe levels are required to minimize interference with other systems. In 
both applications, when either transmitting or receiving, it is important to realize high 
polarization purity in the main beam. The characteristics of the nulls and phase of the 
radiation pattern are of secondary importance, except for antennas designed to reject 
a strong source of interference from a specified direction. 
CHAPTER 3 
RETRIEVAL OF APERTURE FIELD PHASE 
The radiation pattern produced by a given reflector antenna IS determined by the 
following factors: 
1. The radiation characteristics of the feed. 
2. The geometry of the antenna, including the shape (profile) of the reflectors and 
their position relative to the feed. 
3. The environment in which the antenna is to operate, including the propagation 
characteristics of the atmosphere (Sec. 1.4) and objects (e.g. the ground, nearby 
structures) which scatter radiation. 
The specification for a radiation pattern incorporates safety factors allowing for the an-
ticipated environmental effects, which are usually out of the designer's control. There-
fore, if the radiation pattern fails to meet its design specifications, the implication is 
that the antenna itself must differ significantly from its design. The radiation charac-
teristics of the feed can be tested in one of the standard types of antenna measurement 
range [IEEE, 1979]. However, because the an tenna is usually too large to be moved, its 
geometry must be measured on site. One of the characteristics of an antenna which is 
straightforwardly measurable is its amplitude pattern (Sec. 1.2.2). The purpose of this 
chapter is to show that, in principle, information about the antenna's geometry can be 
inferred from a measured amplitude pattern of the antenna. Two steps are involved. 
Firstly, the copolar aperture field distribution is retrieved (estimated) from the mea-
sured data, and secondly, the defects of the antenna geometry are deduced from the 
phase of the copolar aperture field distribution. 
Some of the notation utilized in this chapter is introduced in Section 3.1. This sec-
tion also outlines the likely causes of geometrical defects of high gain reflector antennas 
and indicates how they can be corrected. Section 3.2 shows how the geometrical defects 
can be deduced from the copolar aperture phase distribution. Methods for inferring the 
antenna geometry directly, and for measuring the radiation from the antenna, are pre-
sented in Section 3.3. Estimation of the copolar aperture phase distribution from the 
copolar amplitude pattern requires the solution of the Fourier phase problem, which 
is discussed in Section 3.4. Previously reported methods for recovering the copolar 
aperture phase distribution from a measured copolar amplitude pattern are reviewed 
in Section ,3.5. 
It is convenient to note here the meanings of the word holography because, although 
two of the methods described in this chapter are described as holographic, they are quite 
different from each other. Gabor [1949] coined the word 'hologram' to mean a photo-
graph of the optical diffraction pattern caused by interference between a 'background 
wave' and a 'secondary wave'. The reason for introducing the term was that a hologram 
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is an intensity (or ampli tude) recording, while a diffraction pattern is complex valued. 
Gabor [1949] shows how (the amplitude and phase of) the secondary wave can be re-
constructed from the hologram. Papi et al. [1971] state that 'microwave holography' is 
an extension of optical holography to the microwave field. Napier and Bates [1973] and 
Bennett et al. [1976] have instituted such a microwave holographic approach to deter-
mine the aperture field distribution of an antenna from a record of only the amplitude 
of the interference between the radiation patterns of a reference antenna and the an-
tenna under test. However, as pointed out by Morris [1985], people have retained the 
name when describing more recently developed methods in which both amplitude and 
phase are recorded. Therefore Anderson [1977] and Tricoles and Farhat [1977] define 
microwave holography as reconstructing a field either from records of its amplitude and 
phase or from a record of only its amplitude. This definition embraces all of the meth-
ods of field measurement discussed in Sections 3.3 and 3.5. Note that reconstruction 
of fields from records of their amplitudes and phases requires quite different techniques 
than does reconstruction of fields from records of only their amplitudes. In this thesis 
1 call the original microwave holography 'amplitude holography'. Reconstructing the 
aperture field distribution, from a record of both the amplitude and the phase of the 
radiation pattern of the test antenna, I classify as 'complex holography'. 
3.1 GEOMETRICAL DEFECTS OF REFLECTOR ANTENNAS 
Before discussing the various kinds of geometrical defects encoun tered in high gain 
reflector antennas, the following scenario is presented to introduce terms which are 
used in this section and throughout the remainder of this thesis: 
1. An antenna is designed to produce a particular far field pattern. This is achieved 
by utilizing a given feed and one or more reflectors positioned and shaped accord-
ing to the design geometry. The resultant aperture and far fields are referred to 
as the design fields. The word 'design' is here equivalent to 'desired', 'optimum', 
or 'ideal'. 
2. The antenna is constructed to reproduce as closely as possible the design geome-
try. The result is an actual geometry, which produces actual fields in the aperture 
and the far field region. 
3. Differences between the design and actual geometry are here called geometrical 
defects. They include shape defects of the main reflector and subreflector, and 
displacements of the relative positions of the main reflector, the subreflector and 
the feed. The resulting differences between the actual and design fields are called 
field deviations. The term aperture phase deviations refers to differences in the 
phase between the copolar components of the actual and design aperture fields. 
An estimate of the geometrical defects can be inferred from either direct mea-
surement of the actual geometry (Sec. 3.3.1), or an estimate of the aperture phase 
deviations (Sec. 3.2). The word 'error' is not used here, because it is reserved for 
parameters describing convergence properties of an algorithm (e.g. (3.60)). 
4. If measurement reveals that the actual far field pattern does not meet its speci-
fications, the antenna must be adjusted in some way to produce a far field which 
is closer to the design. In particular, any geometrical defects which contribute 
to significant field deviations, should be corrected. This might involve reshaping 
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a reflector, or realigning the reflectors and feed of the antenna. The result is 
referred to as the coy"recied geometry, and it produces corrected fields in the aper-
ture and the far field region. The correction is deemed successful if a subsequen t 
measurement of the antenna's far field radiation pattern reveals that it now does 
meet its specifications. 
There are many different mechanisms which give rise to geometrical defects of high 
gain reflector antennas. Some of the defects can be minimized by appropriate me-
chanical design of the antenna, while others can be corrected after the antenna has 
been constructed. The various deforming mechanisms are summarized in the following 
paragraphs. 
The main reflector surface of a high gain antenna typically consists of many re-
flecting panels, each of manageable size. The panels are supported by a frame which 
provides structural stiffness. In practice, the overall shape of the reflector can never 
be manufactured to correspond exactly to the design shape. However given sufficient 
resources, the reflector shape can be manufactured to any required tolerance. A rule or 
thumb figure for the permissible tolerance of the main reflector is 1/32 to 1/16 wave-
lengths [Blake, 1984, p. 281]. For a :30 m diameter antenna, operating at a maximum 
of 6 GHz, this corresponds to an accuracy of about 2 mm, or one part in 15 aDO. The 
fabrication of larger antennas, and ones which operate at higher frequencies, involves 
correspondingly higher accuracies. 
In many antennas, the position of the main reflector panels, the subreflector and the 
feed can be adjusted after the antenna has been constructed [e.g. Godwin et al., 1986]. 
Therefore, any misalignments of these components during assembly can in principle 
be corrected later. Individual panels which are excessively deformed can sometimes be 
replaced or reshaped. Alternatively, the subreflector can be reshaped to compensate for 
the deformations in the main reflector [Milner and Bates, 1980]. For antennas fed by 
an array, the reflector deformations can be compensated for by appropriately altering 
the amplitude and phase of the signal fed to each element of the array [Rudge and 
Davies, 1970j Cornwell and Napier, 1988]. 
Not only do the individual panels have to be accurately shaped, but the frame must 
be rigid enough to keep the deflections due to gravitational and wind loading of the 
main reflector to within the required tolerance. The gravitational deflections, due to 
the weight of the antenna, change in a predictable way as the antenna is directed to 
different elevations. In a paraboloidal reflector the gravitational deflections are homol-
ogous to first order and astigmatic to second order [von Hoerner and Wong, 1975]. The 
antenna remains paraboloidal for homologous deflections, but its focal length varies as 
the antenna points to different elevations. When suffering from astigmatic deflections, 
the cross-sections, through different diameters of the actual reflector, are parabolas 
with different focal lengths. In what is known as homologous design of reflectors [Find-
lay, 1971] \ the astigmatic and higher order deflections are minimized. The position of 
the subreflector or feed must then be appropriately adjusted with elevation. 
The forces due to wind vary in both magnitude and direction with time. The 
resulting deflections can be reduced by utilizing a more rigid antenna structure, or 
by employing perforated panels which reduce the wind resistance. Thermal gradients 
across the reflector surface cause buckling of the panels. For smaller antennas, both of 
these sources of variable geometrical defect can be reduced by enclosing the antenna in 
a radome. However, for larger antennas, these effects must be minimized by suitable 
choice of materials and mechanical design. 
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3.2 RELATING GEOMETRICAL DEFECTS TO APERTURE 
PHASE DEVIATIONS 
The following sections demonstrate how geometrical defects of a reflector antenna can be 
inferred from the aperture phase deviations. The implication is that field measurements 
can provide an alternative to direct measurement of an an tenna's geometry for assessing 
how serious are the antenna's geometrical defects. 
Sections 3.2.1 and 3.2.2 describe the relationship between geometrical defects and 
the resulting aperture phase deviations, for a paraboloidal reflector. More complicated 
antenna types are discussed in Section 3.2.3. The only defects considered are those 
which are small compared to the overall dimensions of the antenna. This is appropriate 
because larger defects could be readily identified with the aid of a template, if not from 
visual inspection of the antenna reflector surfaces. The geometrical optics approach 
which is employed in the following sections is consistent with the standard aperture 
field method of antenna analysis (see Sec. 2.1.3.3). 
3.2.1 Reflector shape defects 
Figure 3.1 shows a cross-section through a portion of a paraboloidal reflector suffering 
from a shape defect. The copolar component of the aperture field distribution is taken to 
be defined by any arbitrary but constant polarization unit vector lying in the aperture 
plane (cf. (2.56)). The copolarization unit vector is usually conveniently chosen to 
coincide wi th the polarization designed to be radiated by the antenna. Consider the 
ray which passes through the point Cd, at position (x, y), in the aperture plane. The 
design ray AEdCd and reflector profile (both drawn as dashed curves) are as described 
and analysed in Section 2.3.1.1. 
The point Ed on the design reflector is displaced by 6.n(x, y) in the direction of the 
normal to the design surface. The resulting point Ea lies on the actual reflector surface 
(solid curve). The actual ray through Ba is ABaCa. 
It is assumed that 6.n < < f, where f is the focal length of the paraboloid. It 
is also assumed that the design and actual reflector surface normals, at Bd and Ba 
respectively, are approximately parallel. Under these conditions, the rays ABdCd and 
IlBaCa are approximately coincident, as indicated in Figure 3.1( a). Similarly, a pencil 
of rays surrounding ABdCd is approximately coincident with the corresponding pencil of 
rays surrounding ABaCa. These two pencils of rays leave the feed over approximately 
the same solid angle and therefore transport approximately the same power. When 
they intersect the aperture plane, their cross-sectional areas are approximately equal. 
Therefore, according to the rules of the ray tracing method (Sec. 2.1.1.4), the amplitudes 
of the copolar fields are approximately equal at the almost coincident points Cd and 
Ca. Applying the same reasoning to all pencils emitted by the feed shows that the 
amplitudes of the cop alar actual and design aperture fields are approximately equal 
over the whole aperture. However, the path lengths of the design and actual rays 
can be significantly different. Inspection of Figure 3.1 (b) reveals that the path length 
difference ~l. for a ray leaving the feed at an angle B from the z axis, is [Slater, 1970] 
(180 0 - 8) . (8) !11 = -26.n(x,y) cos 2 = -2~n(x,y)slll 2" (3.1 ) 
which introduces an aperture phase deviation !1llJ, which is defllled in Section 3.1. The 
shape of a paraboloid, specified by (2.61), ensures that the distribution of f:::.VJ over the 
( a) 
(b) 
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Figure 3.1 Cross-sf'ction through a paraboloidal reflector having a shape defect: (a) rays from the 
feed to the aperture plane; (b) enlargement of the region near to the defect. The actual reflector and 
ray (solid curves) and the design reflector and ray (dashed curves] are shown for each case. 
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aperture plane is given by either [Ruze, 1966] 
2k L\n(B; ¢) sin (~) 
4kJ L\n(x, y) 
using the notation established in Section 2.3.1.1. 
For a shallow paraboloid, sin( () /2) ~ 1 and 
L\1j;(x, y) = 2k 6"n(x, y) 
(3.2) 
(3.3) 
Parini et ai. [1989] have reported an alternative method of determining the geo-
metrical defects of a paraboloidal antenna when the phase of the copolar aperture field 
distribution is available. Like the method described above, it uses a GO approach to 
trace actual rays from the feed to the aperture plane. Where it departs from the above 
method is that the actual rays are not assumed to approximately coincide wi th the 
design rays. This implies that it can be employed when the reflector has relatively 
large defects and when the feed is not at the reflector's focus. Consider the ray ABaC,. 
From standard geometry, the point Ba can be uniquely determined from the direction of 
flaCa and the total length of ABaCa, where the positions of A and Ca. are known. The 
direction of BaCa is given by the gradient of the copolar field phase distribution in the 
aperture plane at Ca because the wavefronts, which are surfaces of constant phase, are 
locally perpendicular to the rays (Sec. 2.1.1.3). The difference in length between two 
neighbouring rays is given by k times the phase difference between the copolar fields 
at the points at which they intersect the aperture plane. By iteratively comparing all 
rays with their neighbours, their lengths can all be given in terms of the length of any 
one ray, which must be measured directly. For every ray which is considered in this 
way, the position of a point Ba can be calculated, so for many rays, the shape of the 
actual reflector can be determined. This shape can then be compared with the design 
shape to determine any shape defects. 
3.2.2 Feed displacement 
Figure 3.2 shows a cross-section through a paraboloidal reflector which is fed by a 
misaligned feed. The phase centre of the feed is displaced from the reflector focus 
hy LlX, LlY and LlZ, in the x, y and Z directions respectively. Provided that the 
displacement is small compared to the focal length of the reflector, the design and actual 
rays are approximately parallel. Therefore, by appealing to the rationale presented 
in the previous section, the amplitude deviation of the copolar aperture field can be 
neglected. 
The direction of the ray AaB, as it leaves the feed, is conveniently descri bed in terms 
of the spherical coordinate angles 0 and ¢. From the geometry of Figure 3.2, where 
AaB and AdB are assumed parallel, the path length difference between the design and 
act ual rays is 
Lll = - LlX sin 0 cos ¢ - 6"y sin () sin <p - LlZ cos 0 
The resulting aperture phase deviation is given by [Ruze, 1965] 
Ll11'( 0; ¢) = k( LlX sin 11 cos ¢ + L\y sin 0 sin ¢ + Llz cos 0) 
(3.4 ) 
(3.5 ) 
An antenna with an axially displaced feed (i.e. L\z =I- 0) is called a deJocused antenna. 
\Vhen this is the only geometrical defect in the antenna, the distribution of the aperture 
(a) 
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Figure 3.2 Cross-section through a paraboloidal reflector with a displaced feed. Both an actual 
(solid line) and a design (dashed line) ray are shown (a) from the feed to the aperture plane and (b) in 
an enlargement of the region near to the feed. 
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phase deviation is circularly symmetric. It is therefore convenient to define a normalized 
radius p in the aperture by 
(3.6 ) 
where D is the diameter of the aperture. Upon substituting (2.61) and (1.8), into (3.5), 
the distribution over the aperture plane of the aperture phase deviation for a defocused 
antenna, for which ,0.x = b"y = 0, is given by [Chu, 1971] 
(3.7) 
This equation can be approximated by a circularly symmetric quadratic function which 
is equal to the expression in (3.7) at both the centre and the edge of the aperture: 
') 2 
,0.7jJ(p) = k,0.z -p - k ,0.z 
1+(4J/D)2 (3.8) 
The maximum difference between the expressions in (3.7) and (3.8), for a reflector 
whose J / D ratio is 0.33, is around 12% of the difference between the maximum and 
minimum values of ,0.1./) [Johnson et ai., 1973, Fig. 29]. The two expressions agree more 
closely for shallow reflectors. 
A non-constant distribution of phase deviation over the aperture implie.'l that the 
copolar actual and design radiation patterns differ in both amplitude and phase. How-
ever, a phase deviation which is constant over the aperture implies that the copolar 
actual and design radiation patterns differ by only a constant phase. Because the ab-
solu te phase of an electromagnetic field has no operational meaning, constant aperture 
phase deviations, such as the term k,0.z occurring in (3.8), can always be ignored. 
3.2.3 Inferring geometrical defects from aperture phase deviations 
The scenario introduced in Section 3.1, implies that it is mandatory to estimate the 
geometrical defects, so that they can be corrected. Reflector shape defects and feed 
displacements in a paraboloidal antenna are related to the resulting aperture phase 
deviations in Sections 3.2.1 and 3.2.2 respectively. Therefore, if an estimate of how 
the phase deviation is distri buted throughout the aperture is available, the geometrical 
defects can themselves be estimated. For example, the amount and direction of feed 
displacement from the focus can be determined by finding the values of ,0. x , ,0.y and 
6.z which allow the best fit of (3.5) to any available aperture phase deviation data. 
The ray tracing approach developed above, in Sections 3.2.1 and 3.2.2, can also be 
employed for other types of reflector antenna, to determine a relationship between the 
geometrical defects and the aperture phase deviations. Application of this analysis to a 
prototype Cassegrain antenna reveals that an axial displacement of the feed produces 
an aperture phase deviation of the same form as (3.5). An axial displacement of the 
subreflector produces an aperture phase deviation consisting of two terms: one due to 
the path length differences between the feed and the subreflector; the other due to the 
path length differences between the subreflector and the main reflector. In a typical 
Cassegrain antenna, an axial displacement of the subreflector causes about 16 times 
the aperture phase deviation due to an equal axial displacement of the feed [Rudge 
et ai., 1982, p. 169]. The analysis can also be applied to shaped Cassegrain antennas 
to relate a feed or subreflector displacement to a distribution of phase deviation in the 
aperture [Claydon, 1970j. 
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In general, a mathematical relationship between the geometrical defects and the 
aperture phase deviations need not be explicitly calculated. The geometrical defect 
giving rise to a phase deviation at a given point in the aperture can usually be estimated 
to an acceptable accuracy by tracing a ray backwards along trajectory of the design 
ray from the given point to the feed. The phase deviation is caused by one or more of 
the following: 
1. A path length difference due to a shape defect of main reflector at point at which 
the ray reflects from it. 
2. A path length difference due to a shape defect of the subreflector, if one is present, 
at the point at which the ray is reflected from it. 
3. A path length difference due to a displacement in the position of the feed. 
<1. A phase deviation in the radiation characteristics of the actual feed, at the angle 
at which the design ray leaves the feed. 
This ambiguity implies that it is not always possible to determine the geometrical de-
fects. It does suggest, however, that correction of an aperture phase deviation can 
be achieved in a variety of ways. For example, a shape defect in the main reflector 
can be corrected directly, or, as can sometimes be more convenient, compensated by 
introducing appropriate shape defects into the subreflector [von Hoerner, 197G; rvlilner 
and Bates, 1980; Godwin et al. , 1985]. An advantage of knowing the aperture phase 
deviations is that displacements of the feed or subrefledor can be estimated, as well as 
shape defects of the reflectors. Furthermore, phase deviations in the radiation charac-
teristics of the feed can also be detected. These can then be compensated by altering 
the shape of the reflectors, as intimated in Section 2.3.1.2. 
By definition (Sec. 3.1), the distribution of aperture phase deviation can be calcu-
lated by calculating the difference between the design and the actual copolar aperture 
field phase distributions. However, in most cases, the design copolar aperture field has 
a uniform phase distribution (for reasons discussed in Sec. 2.2.5). This implies that the 
distribution of the aperture phase deviation is equal to the actual copolar aperture field 
phase distribution. Therefore, the theory developed in this section and Sections 3.2.1 
and 3.2.2 can usually be utilized to determine the geometrical defects from knowledge 
of the actual copolar aperture field phase distribution alone. 
A limitation to the above theory, is that the geometrical defects, and the implied 
corrections, must be small enough not to significantly alter the directions of the rays 
from the feed to the aperture. Application of the theory is also limited by the approx-
imations inherent in the ray tracing method, which does not account for diffraction 
between the feed and the aperture plane. However, the accuracy of the resulting es-
timate of the geometrical defects can always be assessed by comparing the aperture 
field deviations (inferred from measurements of the field radiated by the antenna: see 
Secs. 3.3,3.5 and Chap. 4) with the aperture field deviations calculated by a diffraction 
analysis incorporating the estimated geometrical defects. 
3.3 MEASUREMENT IVIETHODS 
As intimated in Section 2.4, an important measure of an antenna's performance is its 
radiation pattern. Geometrical defects of the antenna usually degrade the radiation 
pattern. When they are significant enough to cause the radiation pattern to fail its 
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specifications, the defects must be corrected, by employing any of the methods out-
lined in Section 3.1. This section reviews established measurement and computational 
procedures for estimating radiation patterns and geometrical defects of high gain reflec-
tor antennas. These procedures involve direct measurement of either the geometry of, 
or the field radiated by, any such antenna. Although some components of the antenna 
can be checked at the factory, a complete final check must be performed on site, after 
the antenna is installed, in case certain components have been displaced. 
At first sight, the most obvious method of providing an estimate of the geometrical 
defects of an antenna is to measure the actual geometry and compare it with the design 
geometry. The position and orientation of the reflectors and feed can be determined 
by measuring the three-dimensional position of at least three points on each of these 
components. Determining the shape of a reflector requires the accurate measurement of 
the three-dimensional position of hundreds, or even thousands, of points on the reflector. 
The shapes of small reflectors, including subreflectors, can be measured by reference to 
a template [Findlay, 1971]. Different methods for directly measuring the shape of large 
main reflectors are summarized in Section 3.3.1. Some of these measurement methods 
can be adapted to measurement of the shapes of subreflectors, and to determination of 
the rel ative positions of reflectors and feeds. 
An estimate of the geometrical defects of an antenna can alternatively be deter-
mined from the aperture field distribution by employing the method described in Sec-
tion 3.2. The aperture field can be measured directly by using the planar near field 
scanning technique which, along with other near field scanning techniques, is outlined 
in Section 3.3.2. 
The radiation pattern of an antenna can be directly determined by measuring ei-
ther the Fourier Fresnel or far field. Techniques for making these measuremen ts are 
outlined in Section 3.3.3. The results of these measurements can be processed to pro-
vide an estimate of the copolar aperture field distribution which can in turn provide an 
estimate of its geometrical defects. In the complex holography technique (Sec. 3.3.3.2), 
both phase and amplitude measurements are made of the copolar radiation pattern, 
so that the copolar aperture field distribution can be straightforwardly computed by 
inverse Fourier transformation. The copolar aperture field distribution can also be 
inferred merely from measurements of the amplitude of the copolar radiation pattern 
(Sec. 3.3.3.1), by employing the phase retrieval techniques described in Section 3.5 and 
Chapter 4. 
In Section 3.3.4 the different measurement techniques are compared. It is argued 
that in many situations it is preferable to infer the geometrical defects of an antenna 
from measurements of only the copolar amplitude pattern of the antenna. 
3.3.1 Measurement of reflector shapes 
Direct measurement of a large main reflector can be achieved by mechanical and/or 
optical means. Any suitable measurement method must be able to determine the three-
dimensional position of any point on the reflector surface to within the desired accuracy. 
Because the positions of a large number of points are required, it is preferable for the 
method to be incorporated into an automated system [IEEE, 1979, p. 64]. 
Figure 3.3(a) illustrates the use of a survey tape and theodolite to determine the 
position of point P on the surface of the reflector. The theodolite, positioned a known 
height h above the centre of the reflector, measures the angle e between the antenna 
axis and the line connecting the theodolite and P. The tape measures the distance I 
( a) 
(b) 
(r) 
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Figure 3.3 Various methods Cor measuring the shape of a main reflector. The indicated lengths 
and/or angles are measured or determined by t.he following instruments: (a) t.ape and theodolite; 
(b) pentaprisms: (c) modulated laser beam. 
72 CHAPTER 3 RETRIEVAL OF APERTURE FIELD PHASE 
to P from the theodolite. This method can have an rms accuracy of 1 mm when I is 
as large as 20 m [Findlay, 1971]. 
An alternative method employs two pentaprisms which can each be moved along 
the axis of the antenna (Fig. 3.3(b)). A pentaprism deflects an incident light ray 
through a fixed angle e. The value of e is relatively insensitive to the orientation of 
the prism [Kelly et at., 1970]. The height of each pentaprism is altered until it produces 
a centred image of a target placed at P, when viewing along the axis of the antenna. 
The height h and angle e of each pentaprism can then be used to locate the target. 
Slater [1971] reports employing this method on a 25 m diameter antenna, obtaining an 
rms repeatability of 0.51 mm for measurements of points on the reflector. 
An alternative to a tape for length measurements is a modulated laser beam, which 
is directed by a mirror to a target on the reflector surface. The target, which is a 
small optical corner cube, reflects the beam back to the mirror. The difference between 
the phases of the modulation on the reflected and incident rays gives a measure of the 
distance from the mirror to the target. Utilizing this technique, Payne [1973] was able 
to achieve an accuracy of 0.076 mm over a length of 60 m. Figure 3.3.1( c) illustrates 
how two of these mirrors can be positioned at two fixed points to determine the position 
of the target. For a paraboloidal reflector, such measurements can reveal the position of 
its focus relative to the two fixed points [Anderson and Groth, 1963], thereby facilitating 
the posi tioning of the feed or su breflector. 
Payne et at. [1976] describe a technique which consists of measuring the curvature 
of the reflector as a function of distance along a path on the reflector surface. The 
profile of the reflector along that path can be calculated by integrating this function 
twice. An accurate measure of curvature is provided by a three wheeled cart with an 
electronic depth gauge mounted at the midpoint of the cart. The cart is rolled from the 
centre of the reflector, along radii, towards the edge of the reflector. When applied to 
an 11 m diameter antenna, this method provided an rms repeatability of measurement 
of points on the reflector, averaged over the whole reflector surface, of 0.037 mm. 
A disadvantage of these methods is that almost all of them must be carried out with 
the antenna pointing vertically upwards [Rusch, 1984]. However, an antenna is not 
usually operated in this position, and gravitational forces can cause the main reflector 
t.o deform when the antenna is pointing in another direction. One way of determining 
the deformation of a single point on the reflector is to measure the extension of a spring, 
one end of which is attached to the point, with the other end attached to the feed or 
subrefiector via a taut length of wire [Anderson and Groth, 1963]. Another technique 
invol ves directing a laser beam, at a fixed angle from the antenna axis, towards the point 
on the reflector surface. Deformations of the surface can be deduced by utilizing two 
photocells to track the point at which the beam hits the surface [Slater, 1971]. These 
methods can also measure deformations caused by wind and temperature changes. 
Some of the methods which have been developed for measuring the shapes of main 
reflectors are extremely tedious. For example, a full survey of 512 targets, employing 
pent.aprisms, took 26 nights to complete [Slater, 1971]. However, a trolley designed to 
check surface curvature completed its measurements along 48 radii in only 3~ hours 
[Payne et al., 1976]. 
3.3.2 Near field scanning techniques 
Near field scanning techniques have been developed over the last two decades. The 
basis of these techniques is to measure the amplitudes and phases of orthogonal COffi-
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ponents of the field over a surface near to the antenna. The antenna's far field pattern 
can then be calculated from the measured near field distribution by utilizing an ap-
propriate nea, field to far field (NF-FF) transformation [Rudge et al., 1982, Sec. 8.5]. 
vVhen the surface is a plane, cylinder or sphere, the mechanics involved with data 
gathering are convenient, and the NF-FF transformation is computationally practica-
ble [Yaghjian, 1986]. The test facilities are usually indoors and typically accommodate 
antennas with maximum dimensions of less than about 15 m [Yaghjian, 1986, Fig. 1]. 
However, the methods can also be applied in principle at antenna sites and for larger 
antennas. 
This section summarizes various near field scanning techniques. Note that mea-
surement techniques which make use of approximations which are valid in the Fourier 
Fresnel region (which is part of the near field region) are discussed in Section 3.3.3. 
The antenna whose radiation characteristics are to be measured is called the test 
antenna while a second, usually smaller antenna, employed to make the measurements, 
is called the plobe. The probe is scanned over a measurement stllface which is fixed 
in space relative to the test antenna. To make a measurement of a vector component 
of the field at a point on the surface, the probe is placed at the point, and the test 
antenna is excited at a particular frequency. A record is then made of the amplitude 
and phase of the signal appearing at the terminals of the probe. Since phase is a 
relative quantity, the phase of the signal fed to the test antenna is used as a reference. 
The particular vector component of the field that is measured is determined by the 
polarization characteristics and orientation of the probe. By reciprocity (Sec. 1.2.3), 
the same data can be alternatively obtained by transmitting radiation from the probe 
and measuring the output signal from the terminals of the test antenna. 
To simplify the NF-FF transformation, the distance between the test antenna and 
the probe must be large enough for multiple reflections between the two antennas 
to have an insignificant effect on the measurements [Kummer and Gillespie, 1978]. 
Because the probe is in the near field region the angle subtended by the test antenna 
at the probe may be significant. Therefore, radiation from different parts of the test 
antenna may arrive at the probe from appreciably different angles, and be weighted 
according to the radiation pattern of the probe. Ideally, the probe should have an 
omnidirectional radiation pattern, so that radiation from all directions can have equal 
weight. In practice, the NF-FF transformation can be adjusted to correct for the 
probe's directionality provided the radiation characteristics of the probe are known 
[Paris et al., 1978; Yaghjian, 1986]. 
An obvious measurement surface for a high gain reflector antenna is a plane, si tuated 
parallel and close to the aperture plane. Measurement of the field over this plane is 
called planar near field scanning. As explained in Section 2.1.3 the field over a plane 
can be Fourier transformed to obtain the far field. Furthermore, by following the 
met hod described in Section 3.2, the geometrical defects can be inferred from phase 
measurements of a single vector component of the aperture field. The latter strategy 
was employed by Repjar and Kremer [1982] for a 3.96 by 4.75 m reflector antenna. 
In planar scanning, the antenna is typically stationary, while the probe is moved 
by a mechanism which scans an area larger than the aperture. To avoid multiple 
path reflections, the mechanism and supports are covered with microwave absorbers 
[Rudge et al., 1982, p. 597]. The position of the probe must be known accurately. 
Movement of the probe in a direction perpendicular to the plane has the same effect on 
the measured field as a shape defect of the main reflector. because they both produce a 
path length change of the rays received by the probe. Therefore, the distance between 
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the probe and the plane should be maintained to at least the tolerance specified for 
the main reflector. Another requirement, which can be difficult to achieve for a large 
scanning area [Wood, 1987], is that the signal from the probe be transferred to the 
receiving equipment without introducing phase changes dependent upon the position 
of the probe. 
Many large reflector antennas are able to rotate about two perpendicular axes, so 
that they can point in any direction towards the sky. This movement can be utilized in 
a spherica.l near field scanning system by fixing the probe's position (e.g. by attaching 
it to a nearby tower) and by rotating the test antenna. This arrangement avoids the 
need for extra mechanical equipment to move the test antenna relative to the probe. 
The distance between the probe and the test antenna is not important provided it is 
large enough to avoid multiple reflections between the antennas. Because the probe is 
always pointing towards the test antenna, the effects of unwanted radiation from other 
directions can be minimized by designing the probe antenna to exhibit nulls in these 
directions [Hansen and Larsen, 1984J. 
Although spherical scanning is mechanically simpler than planar scanning, the as-
sociated computations are more complicated, the NF-FF transformation being based 
on the spherical wave expansion method [Rudge et ai., 1982, Sec. 8.5.4]. Once the 
radiation pattern is calculated, it may be inverse Fourier transformed to obtain an 
estimate of the aperture field, allowing geometrical defects to be deduced. This proce-
dure has been performed for a 1.5 m diameter reflector antenna by Rahmat-Samii and 
Lemanczyk [1988J. 
A compromise in both mechanical and computational complexity is cylindrical scan-
ning. This can be achieved by moving the probe along a linear track and rotating the 
antenna about an axis which is parallel to the track. The NF-FF transformation uses 
cylindrical wave functions [Rudge et ai., 1982, Sec. 8.5.3J. It has been applied to a 
15 m X 1.5 m antenna by Wood [1987J. 
The NF-FF transformations accord perfectly with Maxwell's equations (Sec. 1.1.2), 
provided measurements are made over an infinitely large plane or cylinder, or over a 
full sphere surrounding the antenna. In practice, however, only finite areas of these 
surfaces can be scanned. For spherical scanning, the portion of the sphere over which 
measurements are possible depends on how the antenna is mechanically supported 
(e.g. an earth station antenna cannot point vertically downwards). Therefore, the 
measurement surfaces are inevitably truncated. However, provided there are not too 
many missing data, these near field scanning techniques can lead to useful estimates 
of the far field pattern [Rudge et ai., 1982, p. 624]. Also, restricting the area of the 
surface over which measurements are made reduces the time required to make the 
measurements. 
3.3.3 Measurements of the Fourier Fresnel and far fields 
The most direct way of determining whether an antenna meets its far field pattern 
specifications is to measure its far field pattern. As intimated in Section 1.2.2 far field 
patterns describe the far field of an antenna. These patterns can be measured directly 
in the far field region, or alternatively, they can often be straightforwardly inferred from 
measurements made in the Fourier Fresnel region (Sec. 2.1.3.5). Measurements of only 
the amplitUde of a vector component of the field and of both the amplitude and the 
phase of a vector component of the field are discussed in Sections 3.3.3.1 and 3.3.3.2 
respecti vely. 
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3.3.3.1 Amplitude measurements 
As discussed for the case of earth station antennas in Section 2.4.2.2, the specifications 
on the far field pattern of an antenna are typically expressed as an envelope under 
which the gain pattern must lie. The gain pattern can be straightforwardly computed 
from the far field amplitude patterns of three orthogonal components of the field (see 
Sec. 2.2.2). Since the radial component vanishes in the far field region (Sec. 2.1.2.2), 
the amplitude patterns of only two tangential orthogonal components of the far field 
are required to be measured. The measuring arrangement is similar to spherical near 
field scanning (Sec. 3.3.2), but with the separation between the test antenna and the 
probe exceeding the minimum far field distance (Sec. 1.2.1). For instance, for a 30 m 
diameter antenna, operating at 6 GHz, this distance is 36 km. 
For arrangements in which the probe is closer than the minimum far field distance, 
the far field am pli tude pattern can be inferred from measuremen t of the Fourier Fresnel 
amplitude pattern by employing what is called the defocusing technique, which is now 
described. The Fourier Fresnel pattern of an aperture antenna is related to the aperture 
field distribution by (2.39). The change in the phase of each vector component of the 
aperture field due to defocusing (if the main reflector is paraboloidal) is given approxi-
mately by (3.8). Combining these two equations gives the Fourier Fresnel pattern of a 
defocused paraboloidal antenna: 
(3.9) 
where D is the aperture diameter, R is the distance between the aperture and the 
probe, and p is defined by (3.6). The quadratic phase terms on the right of (3.9) cancel 
when the axial displacement of the feed is [Chu, 1971] 
(:3.10 ) 
When the above equation is satisfied, (3.9) reduces to (2.31), which gives the far field 
pattern of the antenna before it was defocused. Therefore, measurement of the far 
field pattern can be simulated in the Fourier Fresnel region by making measurements 
with the antenna defocused by the amount specified in (3.10). The antenna is then 
refocused by moving the feed back to its original position, and the measured pattern 
is assumed to describe the far field pattern. The quadratic aperture phase distribution 
due to defocusing is, however, not exact, and a physical optics analysis suggests that the 
optimum feed displacement is between 0.9 and 0.95 times the value obtained by (3.10) 
[Johnson et at., 1973]. The defocusing technique becomes less accurate with decreasing 
R, which should therefore be greater than about D2/(4)..) [Rudge et at., 1982, p. 637]. 
Typically, the measurement arrangement is such that the probe is the transmitting 
antenna~ so that all the measured quantities (i.e. signal amplitude and direction of 
probe relative to test antenna boresight) can be recorded in the vicinity of the test 
antenna [Blake, 1984, p. 369]. Because of this, the probe is usually referred to as the 
source. Sources can be classified according to their locations. the most common of 
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which are terrestrial, airborne, cosmic, or aboard geostationary satellites. These four 
types of location are discussed in the following four paragraphs. 
A terrestrial source is typically located on a tower in the far field (or Fourier Fresnel) 
region. The source is fixed so that it points towards the test antenna and scanning is 
achieved by rotating the test antenna. This arrangement has the advantage that the 
frequency and polarization of the source are able to be chosen to match the desired 
characteristics of the test antenna. It can be difficult to make accurate measurements, 
because of reflections from nearby buildings, hills and the ground [Blake, 1984, p. 370J. 
The effects of ground reflections may be reduced if a large vaHey lies between the test 
antenna and the source. They can also be reduced somewhat by positioning the source 
as high as possible, for example on a mountain. 
The best way to reduce the effects of ground reflections is to ensure that the test 
antenna is always directed towards a high elevation. A method of achieving this is to 
employ an aircraft to fly the source above the test antenna, which is pointed towards 
a high elevation and kept stationary [Shanklin, 1955J. A tracking device is required 
to monitor the angular position of the source with respect to the test antenna. The 
strength of the field incident upon the test antenna from the source may not be constant 
because of the difficulty of constantly pointing the source at the test antenna and 
of maintaining a constant distance between the source and the test antenna. These 
variations can be measured by a second reference antenna, placed near to the test 
antenna, and always directed towards the source. The measured variations can then 
be used to normalize the signal from the test antenna, thus removing the effect of the 
variations [IEEE, 1979, Sec. 9J. This method is especially suited for test antennas which 
cannot be mechanically steered. For steerable antennas, it has the advantage that the 
antenna remains in one position, so that deflections of the main reflector due to gravity 
are constant throughout the measurement process. 
Another method in which the test antenna points skywards, but which does not 
require tracking equipment, utilizes cosmic radio sources. A cosmic radio source, which 
moves through the sky in a predictable manner, is used in place of a transmitting 
probe. The test antenna is rotated in directions relative to the angular position of 
the source. An appropriate source is required to have an angular extent of less than 
0.2 times the half power beamwidth of the test antenna so that it does not smear 
the structure of the far field pattern. The source is also required to be sufficiently 
strong to enable measurement of far field pattern levels of 60 dB or more below the 
main beam response. Unfortunately the smallest sources are not the strongest, so 
the two requirements cannot always be fulfilled simultaneously [Baars, 1973, Sec. VI]. 
However, a number of radio sources do have accurately known radiation characteristics 
and are suitable for determining the peak gain of an antenna [IEEE, 1979, Sec. 12.4; 
Baars, 1973]. 
Strong point-like sources can often be provided by geostationary satellites, which 
are therefore commonly employed to measure the far field pattern of earth station 
antennas [Miya, 1981, Sec. 5.7.2; CCIR, 1986b, Sec. 5]. The frequency transmitted by 
a satellite is usually within the operational frequency bandwidth of an earth station 
antenna, but is not always suited for other large antennas. A further advantage for 
earth station antennas is that its main beam and near in sidelobes are measured with 
the antenna at a typical operational elevation. Satellites drift about their nominal 
geostationary position in a predictable manner and this must be taken into account 
when scanning the test antenna. Green [1983J has described the use of a satellite 
to measure the amplitude pattern of a 64 m diameter radio telescope antenna, at a 
3.3 MEASUREMENT METHODS 77 
frequency of 1.7 GHz. He conducted a detailed study of the expected sources of noise, 
and predicted that levels 58 dB below the main beam level could be measured with 
a signal to noise ratio of 10 dB. A dynamic range of at least 50 dB was obtained in 
practice. An important conclusion was that the measurements should be carried out 
at night to avoid the effects of thermal noise from the sun. In an interesting variant 
of the satellite technique, Levy et ai. [1967] have measured the amplitude pattern of a 
70 m antenna with a source transmitter located on the moon. Employing a 2.3 GHz 
signal, they obtained a dynamic range of 62 dB. The measurements by both Green and 
Levy ei aZ. were performed withou t a separate reference antenna. 
It is usually impossible to measure the amplitude pattern in all directions. Fortu-
nately, it is often only necessary to observe a far field pattern over a limited portion of 
the measurement sphere. For example, to determine whether or not an earth station 
antenna pattern meets the CCIR specifications (Sec. 2.4.2.2), the pattern is only re-
quired along a finite curve, on the measurement sphere, corresponding to a. portion of 
the geostationary orbit. Such a curve is called a radiation pattern cui [IEEE, 1984]. It 
is often considered adequate to make measurements of the amplitude pattern along two 
orthogonal cuts which intersect at the boresight direction (Blake, 1984, p. 365]. The 
angular extents of the cuts are determined by mechanical limitations on the rotation 
of the test antenna, or by interference from separate, terrestrially based, microwave 
systems. 
The techniques described in the above paragraphs can often be straightforwardly 
extended to make measurements of the amplitude pattern over a finite area of the 
measurement sphere, thereby providing two-dimensional data. It is usually sufficient to 
make measurements at a set of sample points which are spread over the measurement 
sphere (Sec. 3.4.2.1). The antenna is typically scanned along several quasi-parallel 
cuts in a raster fashion, with measurements being made at sample points along each 
cut [e.g. Godwin et al., 1986]. These measurements can show whether the amplitude 
pattern meets its specifications over a solid angle. By applying the algorithms described 
in Section 3.5 and Chapter 4 to a mea.c;ured amplitude pattern, the distribution of 
a vector component of the aperture field can be estimated, thereby permitting the 
an tenna's geometrical defects to be determined. These algori thms are called phase 
retrieval algorithms, because they can also be utilized to determine the far field phase 
pattern (remember that only the amplitude pattern is measured). 
3.3.3.2 Complex holography 
If equipment is available to measure the phase pattern as well as the amplitude pattern, 
the geometrical defects can be estimated in the following way: the measured amplitude 
and phase patterns of the copolar far (or Fourier Fresnel) field are combined to form a 
(complex) copolar radiation pattern. This pattern is then inverse Fourier transformed 
to provide an estimate of the copolar aperture field distribution (Sec. 2.1.3.4), which 
in turn is utilized to estimate the geometrical defects of the aperture in the manner 
described in Section 3.2. This method of estimating the geometrical defects is here 
called complex hologmphy which is short for 'complex (amplitude and phase) microwave 
Fourier holographic metrology' (ef. Anderson, 1977]. Refer back to the introduction to 
this chapter for a discussion of the meaning of the word 'holography'. 
The widespread use of complex holography is illustrated in Table 3.1, which gives 
details of complex holographic measurements made on several different antennas. To 
perform the measurements, the same kinds of sources as those used for amplitude 
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Number of 
Approximate 
Antenna(s) and reference Frequency 
samples Source measurement 
time 
GHz hours 
13 m antennas in the 5 km telescope 15.4 17 x 17 cosmIc 5 
[Scott and Ryle, 1977] 
3.66 m paraboloidal reflector 10 61 X 61 terrestrial 
[Godwin ct aI., 1978] 
Chilbolton 25 m antenna 10 101 )( 101 te nes tri al 3 
'Anderson et al., 1978] 
Chil bolton 25 m antenna 11.51 101 X 101 satellite 
[Godwin ei al., 1981] 
25 m antennas in t.he Very 4.86 23 X 23 cosmic 
Array [Napier et al., 1983] 
Texas 4.9 m antenna 86.16 83 X 83 terrestrial 3 
[~Iayer ci al., 19S3] 
NASAj.lPL 64 m deep space network 2.28 11x11 cosmic 
antenna [Rahrnat-Samii, 1984; 1985] 
13.7 m Cassegrain antenna 6.14 55 X 55 t,errestrial 11 2 
[Godwin et al., 1985] 
EfTelsberg 100 m telescope 11.786 195 X 195 satellite 12 
[Godwin ei al., 1986] 
OTC SydneY-l 18 m satellite earth 4 64 X 64 satell i te 4 
station antenna [Kalcina et ai., 198"1} 
NASA/JPL 64 m deep space network 11.'15 189 x 189 satellite 
antenna [Rahmat-Samii, 1987] 
Table 3.1 Details of several complex holographic measurements. 
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measurements (Sec. 3.3.3.1) can be utilized. 
Because phase is not an absolute quantity, the phase of the signal from the test 
antenna must be compared to the phase of a reference signal. Unlike in near Jield 
scanning techniques (Sec. 3.3.2), it is impractical to compare the signal received by the 
test an tenna wi th the signal fed to the source antenna, because of the large distance 
between these two antennas. However, a separate reference antenna can be utilized 
to provide a reference signal which is proportional to the field incident upon the test 
antenna. The reference antenna should therefore be situated close to the test antenna 
and be kept pointing towards the source antenna, while the test antenna moves relative 
to the source. If the source is stationary, the position of the reference antenna can 
be fixed. If the source moves then the reference antenna must be able to track the 
source, unless the source always remains well within the main beam of the reference 
antenna. 'When the only antenna occupying the site is the test antenna, a small. 
portable antenna is often utilized as the reference antenna [e.g. Godwin et al., 1!.l86]. 
Mayer et al. [1983] employ a horn mounted on the test antenna as a reference antenna. 
\Vhen the antennas in an array are to be measured, one of them can act as the reference 
antenna and measurements on all the others can be performed simultaneously [Scott 
and Ryle, 1977]. From (2.53), the power level of the reference signal depends on the 
relative polarization of the reference antenna and the radiation from the source. The 
reference signal power is greatest when the reference antenna and the source radiation 
are polarization matched. 
All of the sources discussed in Section 3.3.3.1, with the exception of terrestrial 
sources, move relative to the test antenna. Even geostationary satellite sources suf-
fer minor perturbations about their nominal positions because of irregularities in the 
earth's gravitational field and gravitational forces from the sun and moon. [Mittra 
et al., 1983, Sec. 1.4; Green, 1983]. Radial movements of the source, relative to the test 
antenna, do not affect the amplitude and phase pattern measurements because the Jield 
radiated by the source suffers the same change at both the test and reference antenna. 
However, any angular movement of the source does affect the phase measurements. 
This is because the phase of the copolar component of the incident field at the test 
antenna relative to the phase of the copolar component of the field at the reference 
antenna varies with the angular position of the source. From Figure 3A( al, the phase 
variation 6.w is given by 
6.W(0) = -k 6.l = -ks sin 0 (3.11 ) 
where 6.1 is the path length variation, s is the distance between the test and reference 
antennas, and e is the angle that the source makes with the plane comprising points 
equidistant from the test and reference antennas. Provided that the motion of the 
source is known, this phase variation can be subtracted from the measured phase. If the 
source's motion is unknown, but is almost periodic, which is the case for geostationary 
satellite and cosmic sources, the motion can be predicted by monitoring the phase 
difference between the signals from the test and reference antennas when they are 
both pointing towards the source. If the source is stationary, 6.w is constant and can 
therefore be ignored for the reasons given in Section 3.2.2. 
Antennas which can rotate usually do so about a point which is behind the main 
reflector. The development of the Fourier transform relationship (Sec. 2.1.3.2) between 
the aperture and far fields assumes that the measurements are made over a sphere cen-
tred on a point on the aperture plane. Rotating the antenna about a point behind the 
(a) 
(b) 
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Figure 3.4 Corrections required for phase measurements in complex: holography. Phase errors can 
be d lie to (a) motion of the source and (b) rotation of the test antenna about a point offset from the 
aperture plane. 
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aperture plane therefore introduces another phase variation. which from Figure 3.4 (b) 
is [Scott and Ryle, 1977] 
6.1It(8) = -k 6./ = -kz(1 - cos 8) (3.12) 
where the point of rotation is located a distance z behind the aperture plane and f) 
is the angle between the test antenna boresight and the direction of the source. By 
utilizing the relations in (2.28), and ignoring the constant phase term, (3.12) can be 
rewritten as 
611t(u,v) = 27rZW(1L,V) (3.13) 
The effect of the phase deviation can be removed by subtracting it from the measured 
phase pattern. 
To calculate the aperture field using (2.34), it is assumed that the field over the 
whole radiation hemisphere is known. However, this field is fully determined by samples 
on grid in the u, v plane whose spacing satisfies the sampling theorem (Sec. 3.4.1.3). For 
test antennas which rotate in azimuth and elevation, Rahmat-Samii [1985, Appendix I] 
provides the relationship between the direction in which the antenna is pointing, speci-
fied as elevation and azimuth angles, and the corresponding point in the 1L, v plane. Un-
der computer control, the antenna can be made to scan a regular grid of sample points 
in the 11, v plane, allowing convenient use of the inverse FFT algorithm (Sec. 3.4.1.4) 
to compute the aperture field. Data which are measured at irregularly spaced sam-
ple points must be interpolated onto a regular grid before applying the inverse FFT 
algorithm [Rahmat-Samii and Cheung, 1987]. 
The inverse FFT algorithm computes an array of samples of the aperture field. 
As explained in Section 3.4.1.4, the area spanned by the samples in the u, v plane 
determines the spacing of the samples, and therefore the resolution, in the aperture 
plane. In particular, if the samples are distributed over the whole radiation hemisphere, 
the resolution in the aperture is ),/2. However, to achieve this, an extremely large 
number of samples are required: for example, a 30 m diameter antenna, operating at 
6 GHz, requires over 1.5 million samples to fully determine the far field pattern over 
the whole radiation hemisphere. Fortunately, a coarser resolution in the aperture is 
usually adequate. Bennett and Godwin [1977] have performed computer simulations 
which indicate that to properly estimate displacements of the panels which comprise 
the main reflector, the resolution in the apertnre need be no smaller than one quarter 
of the smallest panel dimension. Godwin et al. [1981] (see Table 3.1 for details) obtain 
this resolution from data extending to ±2.4°, from the direction of the source, in both 
azimuth and elevation. If one is only interested in feed displacement, 49 points on a 
square grid in the aperture plane are usually adequate, implying that measurements 
are only required over a correspondingly smaller angular range [Godwin et al., 1978]. 
The method of determining geometrical defects, described in Section 3.2, makes use 
of the distribution of only one component of the aperture field. It is here assumed that 
the copolar component of the aperture field is utilized, although any other non-zero 
component can be used instead. Because the angular extents of the measurements are 
usually small, (2.57) can be utilized to describe the relationship between the aperture 
and far fields. The first equation of (2.57) reveals that only the copolar radiation 
pattern need be measured. This measurement can be performed by employing a source 
which is polarization matched to the copolar field of the test antenna. 
If the measurements are made in the Fourier Fresnel region, the defocusing method 
discussed in Section 3.3.3.1 can be invoked to simulate the far field in the Fourier Fresnel 
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region. However, it is far simpler to perform a computational correction suggested 
by (2.58): a quadratic phase term is added to the inverse Fourier transform of the 
measured data to generate an estimate of the copolar aperture field distribution. If the 
copolar far field pattern is required, it can be computed from this copolar aperture field 
distribution. An informative discussion of this approach is provided by McGrane [1983]. 
A standard approach to determining the accuracy of the complex holographic 
method is to make two sets of measurements and then compute the rms difference 
between the geometrical defects inferred from each. Reported accuracies range from 
0.1 mm [Godwin et al., 1986] down to 0.004 mm [Mayer et al., 1983]. 
Some of the references listed in Table 3.1 describe experiments which aim to assess 
the validity of the complex holography approach by employing it to estimate known 
geometrical defects. These known defects can be introduced by attaching conducting 
sheets to the main reflector [Mayer et al., 1983; Kalcina et al., 1987] or by purposely 
displacing one or more panels [Godwin ei aI" 1986], Other references report improve-
ments in the test antenna performance by repositioning the feed [Godwin et aI" 1978], 
redesigning the subreflector [Godwin et ai" 1985] or realigning the main reflector panels 
[Godwin et ai., 1986] on the basis of information provided by complex holography. 
When a main reflector exhibits shape defects which are directly behind a strut, 
the far field pattern tends to be unaffected in directions close to boresight, because 
radiation from these defects is largely blocked by the strut. Such defects do tend, 
however, to significantly affect the far field pattern at wide angles from boresight. 
Scattering from struts also affects the radiation at wide angles. Cook et al. [1985; 1987; 
1989] have developed an extension of complex holography in which measurements of 
the complex vector far field pattern are made over a wide angle from the boresight 
and the measured data are processed to produce an estimate of the three-dimensional 
distribution of current throughout the antenna volume. Their approach is the same 
as that used by [Minard et al., 1985, Sec. 4] who construct two-dimensional images 
of sonic scatterers by appropriate processing of data obtained from one-dimensional 
measurements of the far field of the scat terers. For radio an tennas the theory can be 
conveniently summarized with the aid of the notation employed in Section 2.1.2. The 
far field of an antenna can be expressed as (cf. (2.23))[Silver, 1949, p. 88] 
E(r) = -jwlL e-i/tr r [J - (J. f) f]eJkrl'fdV 
471'f Jv (3.14) 
where J is the distribution of electric current throughout a volume V enclosing the 
antenna. Cook ei al. [1989] conveniently ignore the second term in the square brackets. 
By employing the definitions in (2.28), the x component of the remaining term of E(r) 
can be expressed as 
EA'U,v) ~~~L e- jkR J J J Jx(x, y, z)ei2?r(ux+Vy+w(tL,vlzl dx dydz 
~~~ e-ikR J FT{Jx(x, y, z)} eJ21rw(V..v)zdz (3.15 ) 
where the Fourier transform operator is applied with respect to the variables x and y 
but not z. Consider the multiplication of Ex('u,v) by e-J2 'IFw(v.,vjZQ (cf. (3.13)). The 
inverse Fourier transform of the product is 
1FT { Ex( 'U, V )e-i21rw( tL,VlZO } 
- JWIL -jkR J J ( ) '" IFT{ei 2'/Fw(v.,v)(z-ZQ l} dz 47rRE xx,y,z ''':; (3.16) 
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where 8 denotes convolution, which is defined in Table 3.3. When z = Zo the integrand 
of (3.16) equals Jx over the plane z == zoo When z =/:: Zo the integrand is a blurred form 
of Jx over the corresponding plane. Therefore, the operation defined by the left side of 
(3.16) produces a two-dimensional current distribution which is focused on the plane 
z = zoo Similar results hold for the y component of the field. \Vhen (3.16) is repeatedly 
evaluated, with different zo, an estimate of the three-dimensional current can be built 
up. By employing this technique, it is possible to infer the currents in regions of the 
main reflector which are behind the struts. Straightforward extension of the method 
described in Section 3.2 enables geometrical defects of these regions to be inferred. 
3.3.4 Comparison of the measurement methods 
In this section the different measurement techniques outlined in Sections 3.3.1 to 3.3.3 
are compared with each other. They are first discussed in terms of their ability to pro-
vide an accurate estimate of the far field pattern for the purpose of determining whether 
of not an antenna meets its far field specifications. Then the various techniques are 
compared with respect to their overall effectiveness and convenience for estimating the 
locations and magnitudes of geometrical defects. The choice of which measurement 
technique is best for a given antenna depends upon what type of antenna it is, the 
required measurement accuracy and the availability of equipment and expertise. An 
important consideration is cost, which increases with the time needed to perform the 
measurements and with any extra equipment that must be employed. vVith comput-
ing power becoming continually cheaper, the expense of running the most demanding 
algorithms on a computer is here assumed to be a very small fraction of the total cost 
of performing the measurements. 
An estimate of the radiation pattern can be determined in an indirect way when the 
geometry of the antenna is specified [IEEE, 1979, p. 62]. The geometry can sometimes 
be measured directly, or can be inferred from measurements of the field radiated by the 
antenna. This is particularly relevant when measuremen ts of the radiation pat tern are 
made at one frequency, with the radiation pattern being required to be estimated at 
another frequency [Godwin et al., 1981; 1985]. The accuracy of the computed radiation 
pattern is limited by the accuracy to which the feed characteristics and geometry of 
the antenna are known and by the accuracy of the analysis technique that is employed. 
Near field scanning techniques provide estimates of the far pattern through the 
computation of a NF-FF transformation. A disadvantage of the planar and cylindrical 
techniques is that they require equipment which moves the probe relative to the test 
antenna with great precision. However, an advantage of the planar technique is that, 
because the test an tenna remains stationary, the geometrical deflections due to gravity 
remain fixed throughout the measurement [Mayer et al. , 1983]. Measurements of both 
the amplitude and phase of two orthogonal polarizations are required. The number 
of samples, and therefore the measurement time, is proportional to the square of the 
antenna's diameter in wavelengths [Yaghjian, 1986]. Therefore, for high gain antennas, 
the measurement time may be exceedingly large [Yaghjian, 1986]. 
Direct measurement of the Fourier Fresnel or far field tends to be the most rapid 
way of estimating the radiation pattern. It often requires less ancillary equipment than 
other methods. If possible, the test antenna is rotated about its own axes, thereby 
allowing the source to be stationary. Most reflector antennas have receivers which are 
able to measure the amplitude (or the power, which is proportional to the amplitude 
squared) of the received signal [Morris, 1985]. The measuring equipment needs a higher 
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dynamic range than for near field scanning, because in the far field region there tends 
to be a larger difference between the levels of the main lobe peak and the nulls than in 
the near field region [Jull, 1981, Sec. 4.3]. 
The most direct method of estimating the geometrical defects of an antenna is to 
measure its geometry. An important disadvantage of this method is, however, that 
most techniques for measuring the shape of the main reflector are more difficult, and 
take longer, to perform than, say, the measurements associated wi th complex hologra-
phy [Scott and Ryle, 1977; Rahmat-Samii, 1984]. Another disadvantage is that many 
of the techniques require the antenna to be directed vertically upwards during the mea-
surement, which may not be a typical operational position for the antenna. Ancillary 
equipment often has to be specially constructed to suit the particular antenna being 
measured. 
The method, outlined in Section 3.2, of determining geometrical defects from the 
phase of the copolar aperture field distribution has an advantage over measuring the 
geometry directly, because it can also detect deviations in the field radiated by the 
feed. The planar near field scanning technique is the most direct method of estimating 
the phase distribution of the copolar aperture field. This technique has already been 
discussed in this section. 
Complex holography requires equipment to measure both phase and amplitude, and 
a separate reference antenna. On many sites these are readily available. Depending on 
the chosen source, the measurements can be conducted with the antenna pointing at a 
typical operational angle, and therefore with typical gravitational deflections. Provided 
the measurements are made over a small solid angle, these deflections do not change 
significantly during the measurement process. A strong source is required to achieve 
the large dynamic range required to measure both the main beam and the nulls of the 
radiation pattern. Satellite sources are usually stronger than cosmic sources [Rahmat-
Samii, 1985]. The signals from terrestrial sources can be still stronger, because they 
are closer to the test an tenna. 
The points made in the previous paragraph also apply to measurement of only the 
amplitude pattern, except that a reference antenna and phase measuring equipment are 
not then required. Estimating the geometrical defects using phase retrieval algorithms 
usually requires more computer processing than does complex holography. Further-
more, the algorithms described in Section 3.5 and Chapter 4 require measurements 
to be made at either two or four times as many sample points as required by com-
plex holography (Sec. 3.4.2.1). Therefore, the use of phase retrieval algorithms is more 
appropriate than complex holography for antennas at sites which have no suitable ref-
erence antenna or no phase measuring equipment, and for which the cost of acquiring 
and employing this equipment outweighs the cost of recording the extra measurements. 
At frequencies over about 100 GIlz, phase retrieval algorithms become even more im-
portant because the measurement of phase is difficult [McCormack and Anderson, 1988] 
due to the phase stability required in all components between the antennas and the 
measuring equipment. When details of the motion of the source are unknown, the 
phase retrieval approach, unlike complex holography, does not require the movement 
to be monitored. The significance of the phase retrieval approach can also be gauged 
from the many phase retrieval methods which have been proposed. They are discussed 
in Section 3.,,). 
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In Section 3.3 it is explained how information about the geometrical defects of an 
antenna may be inferred from measurements of either the reflector profiles, the copolar 
aperture field phase distribution, or the copolar far field phase and amplitude patterns. 
However, it can be inconvenient, if not impossible, to measure phase directly, for reasons 
given in Section 3.3.4. On the other hand the measurement of an antenna's copolar 
amplitude pattern is one. of the most straightforward radio engineering measurements 
that can be made (see Sec. 3.3.4). It would therefore be convenient to determine an 
antenna's geometrical defects from its copolar amplitude pattern. Since the geometrical 
defects can be inferred from the copolar aperture field phase distribution (Sec. 3.2), 
the problem reduces to retrieving this phase distribution from the measured copolar 
amplitude pattern. This is an example of the Fourier phase problem, which is discussed 
in this section. 
The Fourier phase problem arises in diverse situations, examples of which are pre-
sented in Table 3.2. In this section it is discussed in non-specific terms, i.e. without 
particular reference to antenna engineering. 
Consider a quantity, here called an image, represented by the complex scalar func-
tion f(x, y). The real parameters x and yare conveniently thought of as Cartesian 
coordinates in the image plane. The Fow'ier transform of the image is denoted by 
F(u,v) = FT{f(x,y)} (defined in Table 3.3), which is also a complex scalar function, 
The real parameters n and v are considered to be Cartesian coordinates in the Fourier 
plane. The Fourier phase problem, which Bates and McDonnell [1989, Sec. 20] specify 
Application Image Fourier Causes 
transform 
electron transmissivity or refiectivity back focal frequencies of the field are 
microscopy of the specimen (complex) plane field too high to meaBure 
[MiseH, 1978] 
acoustic refiectivi ty of the specimen response of when diode detecting the 
microscopy (complex) microscope mic roscope 's response, its 
phase is lost [Fright 
et al.) 1989J 
astronomy spatially incoherent visibility the phase of the field is 
radiating source distribution distorted by the atmosphere 
(real and positive) [Bates, 1982] and 
instrumental effects [Pearson 
and Readhead, 1984] 
speech speech signal (real) temporal discard phase to increase 
transmission spectrum transmission efficiency as in 
LPC coding of signals 
[Makhoul,1975J 
Table 3.2 Examples of applications in which the Fourier phase problem occurs [Lane, 1988]. 
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in a more general context, is here posed as 
given IF(u,v)l, 
retrieve the image f(x,y) (3.17) 
It is called a 'phase' problem, because once phase{F(u,v)} is known, f(x,y) can be 
immediately calculated from IFT {F( u, v n. 
In most situations, more than just IF(u,v)1 is known. Thill knowledge may relate to 
properties of the image, or can be partial quantitative information concerning either the 
Fourier transform phase or the image. This additional information can be incorporated 
into the procedure invoked to solve the Fourier phru.;e problem, or it can be used to 
verify the solution. 
Practical computational aspects of solving the Fourier phase problem are discussed 
in Section 3.4.1. In Section 3.4.2, the uniqueness of the Fourier phase problem, when 
no additional information is available, is discussed. Section 3.4.3 presents a practical 
algorithm for solving the Fourier phase problem, when additional information of the 
kind intimated in the previous paragraph is available. Throughout this thesis, an 
image is denoted by a lower case roman letter (e.g. f(x, y)), while its Fourier transform 
is denoted by the same letter in upper case roman (e.g. F(u,v)). 
3.4.1 Computer processing details 
Before describing the details (in Secs. 3.4.3 and 3.5) of practical algorithms for solving 
the Fourier phase problem it is convenient in this section to discuss several computa-
tional considerations which are critical for these algorithms. Estimates of the image 
and its Fourier transform are stored in arrays, rather than as functions. This means 
that the computer must operate on samples of the image and its Fourier transform, 
and, where necessary, employ a discrete form of the Fourier transform operator. The 
way in which these discrete images and operations relate to their continuous analogues 
is analysed in the following sections. Although the discussion in the next three sections 
is in terms of the image f(x, y), the concepts (e.g. compactness and sampling) also 
apply to the Fourier transform F( u, v). Functions which are not defined in the text are 
listed in Table 3.3, as are relevant properties of Fourier transformation. 
3.4.1.1 Compact images 
An important property of an image is its energy which is defined to be 
Energy of f(x, y) = L: L: If(x, yW dx dy (3.18) 
Most images of interest contain finite energy. For an image If(x, y)1 to have finite 
energy it must tend to zero as either Ixl and/or Iyl tend to infinity. Therefore, most 
of its energy is concentrated over a finite region of space. In practice, no measurement 
technique can detect parts of the image with an amplitude of less than some positive 
real number, say~, which is determined partly by the resolution of the detection method 
and partly by the noise which invariably contaminates the image. The support Sf of 
f(x, y) is defined to be the region of the x, y plane for which lJ(x, y)1 > ~. This means 
that the image is negligible outside its support. 
The physical size of a support is defined by its extents, which are themselves defined 
in Figure 3.5. The extents L{ and L{ of f(x, y), in the x and y directions respectively, 
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Figure 3.5 Support and extents of a compact image f(x, y). Also shown is a grid of sampling points. 
are the lengths of the rectangle (with sides parallel to the x and y axes) which just 
encloses Sf. 
For a given value of (, an image is defined to be compact if its extents are both 
finite and if its amplitude is everywhere finite. A compact image is said to be exactly 
compact if ( = 0 and approximately compact otherwise. 
The energy conservation theorem for Fourier transforms (also called Rayleigh's the-
orem [Bracewell, 1978, p. 112]) states that the energy of f(x, y) is equal to the energy of 
its Fourier transform F(u,v) [Bates and McDonnell, 1989, p. 24}. Therefore, if f(x,y) 
contains finite energy, F( u, v) also contains finite energy. A consequence of this is that 
both F( u, v) and f(x, y) are compact. However, it is not possible for both of them to be 
exactly compact [Slepian, 1983]. It often simplifies the mathematics (e.g. in Sec. 3.4.1.4) 
to assume that parts of an image having amplitudes less than ( are in fact identically 
equal to zero. This is equivalent to assuming that an approximately compact image is 
exac tly com pact. 
3.4.1.2 Sampling 
A digital computer can store and manipulate only a finite amount of discrete data. The 
data representing an image are usually in the form of samples on a rectangular grid. 
Figure 3.5 shows a grid of I'v! by N sample points, with a sample spacing of L1:r: and .6. y, 
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in the x and y directions respectively. For compatibility with the fast Fourier transform 
algorithm (Sec. 3.4.1.4), both Nand M are taken to be integer powers of two. It is 
assumed that each sample is the value of the image averaged over an infinitely small 
area [Bates and McDonnell, 1989, Sec. llJ. 
A finite set of samples representing an image f(x, y) is referred to as a sampled image 
and is denoted by f[m, n], where the integers m and n are indices defining the position 
of the sample points. Expressed mathematically, the sampling process is described by 
the Samp {.} operator, which is defined by 
f[m, nJ = Samp U(x, y), Ll~" I:::..y, M, N} 
f( m.6. x , n.6. y) 
for -M < m < M _ 1 -N < n < !::!.. - 1 
2 - -2 '2 - -2 
(3.19) 
Whenever a sampled image is introduced in this thesis, it is implicitly assumed that the 
sample spacing and num ber of samples in each direction have already been specified. 
The sam pIe points span a fini te area of the x, y plane. The resolution cell represen ted 
by a single sample point is a rectangle of area llx by lly. Therefore, the area spanned 
by a grid of M by N samples is taken to be a rectangle whose sides are of length M llx 
and N .6. y in the x and y directions respectively. To ensure that the sample points span 
at least the whole of the support of the image, it is required that 
(3.20) 
Failing to meet these requirements is equivalent to truncating the image. 
Although it cannot be stored on a computer, it is convenient to consider a sampled 
image for which M and N are infinitely large. An alternative way of expressing the 
connection between f(x, y) and its samples f[m, nJ is then [Bracewell, 1978, Chap. 10] 
00 00 
f(x, y) III(; ,..L) = llx.6. y I: I: f[m, n]6(x - m.6.x , y - n.6. y ) 
x .6. y m=-oo '1=-00 
(3.21) 
where both the delta function o(x, y) and the grid of deltas III(x, y) are defined III 
Table 3.3. 
3.4.1.3 Interpolation and aliasing 
It is sometimes possible to reconstruct an image exactly from its samples (assuming 
that the samples are free of noise and any other source of uncertainty). Consider an 
image f(x, y) whose Fourier transform F( u, v) is exactly compact, with extents L!; and 
L!;'. For sample spacings of .6. x and .6.1/ in the x and y directions respectively, it is 
convenient to introduce sampling factors ax and a y defined by 
(3.22) 
The quantities 1/ L!; and 1/ L!: are the Nyquist sample spacings in the x and y direc-
tions respectively [Brigham, 1974, Sec. 5-4]. The sampling theorem [Bracewell, 1978, 
Chap. 10; Bates and McDonnell, 1989, Sec. 10] states that f(x, y) can be exactly re-
covered from its samples, provided that both M and N are infinitely large, and that 
neither sampling factor is less than unity. For compact images, M and N need only 
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Operation 
or function 
Fourier 
transformation 
inverse Fourier 
transformation 
convolution 
Definition Pages 
F(u, v) = FT{J(x, y)} = I: 1: f(x, y)ej2 .. (u:r+yv) dv. dv [241,22J 
f(x, y) = IFT{F(u, v)} = 1: 1: F(ll, v)e- j21f (t..,.,+yv) dx dy [241,22] 
f(x, y) (~) g(x, y) = 1: 1: f(C T))g(x - C y - T)) d~ dT) [243,24] 
conjugate reflection j(x, y) = r (-x, -y) 
au tocorrelation 
rectangle function 
sine function 
delta function 
grid of deltas 
sifting property 
Property 
or operation 
convolution 
multiplication 
ff(x,y)=f(x,y) 8f(x,y) 
= I: 1: f(C T))r (~ - x, T) - y) d~ dT) 
{
1 -ol<X<*, 
rect(x, y) = - - -
o elsewhere 
. ( ) sin(,,-x) sin(;ry) 
sine x,y = 
,,-x ,,-y 
-I < < I T - Y 2' 
[115,25] 
[52,36] 
[G2,20] 
o(x, y) = 0 [or (x, y) =I (0,0), and 1: I: o(x, y) dx dy = 1 [69,23J 
III (:.,.¥.) = I~T)I f f o(x - mC y - nT)) [77,-J ~ T) m=-oo n=-oo 1: 1: o(x -~, Y - T))f(x, y) dx dy = f(~, T)) [74,36J 
Image 
f(x,y) 8g(x,y) 
fix, y)g(x, y) 
Fourier transform 
F(u, v)G(ll, v) 
F(ll, v) (;) G(u, v) 
Pages 
[2·13.24J 
conjugate reflection f(x, y) r(ll, v) 
autocorrelation 
translation 
fJ(x, y) 
f(x-Cy-T)) 
scalar multiplication cf(x,)I) 
similarity 
rectangle function 
sine function 
grid of deltas 
f(~x, T)Y) 
rect(x, y) 
sinc(x, )I) 
III(x, y) 
F(ll, l')F*(tl, u) = IF(tl, v)l" 
cF(u,v) 
I~\( (*,~) 
sinc(tl,l') 
rect(ll, v) 
IlI(ll,v) 
[115,25] 
[10:1,-] 
[102,-] 
[~!8g,-1 
[389,-] 
[388,-] 
Table 3.3 Definitions and properties related to Fourier transformation (the first and second numbers 
in the last column refer to the relevant pages in Bracewell [1978] and Bates and McDonnell ll!l89] 
respecti vel y). 
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satisfy (3.20). The image can then be reconstructed by sinc interpolating its samples 
[Bates and McDonnell, 1989, Sec. 11]: 
M!2-1 N!2-1 
f(x,y)== L L f[m,nlsinc(~ -m,~ -n) 
m=-A1!2 m=-N!2 x y 
(3.23) 
where the sinc(.) function is defined in Table 3.3. 
An image is said to be oversampled when both of the sampling factors ax and a y are 
greater than unity. Conversely, an image is undersampled when either of the sampling 
factors is less than unity. Undersampling implies that the samples are spaced too far 
apart and therefore do not adequately represent the continuous image. This effect is 
known as aliasing [Bracewell, 1978, Chap. 10]. The remainder of this section explains 
aliasing, with the aid of the one-dimensional example illustrated by Figure 3.6. 
Consider an image f( x, y) and its Fourier transform F( u, v), as illustrated in Fig-
Ilre 3.6(a). Figure 3.6(b) depicts a grid of deltas spaced by ~x and ,6.y in the x and 
y directions respectively. The product of the image and the grid of deltas is shown in 
Figure 3.6(c) and is given by (3.21). The Fourier transform of (3.21) is 
FT {f( x, y) III( ~x ' ~y)} 
00 00 
(3.24) 
'"' '"' m n L LF(u-~,v-T) 
m=-oo n=-oo x y 
where both the Fourier transform FT {.} and the convolution 8 operators are defined 
in Table 3.3. The Fourier transform in (3.24) is a periodic function created by the 
superposition of an infinite number of translated versions of F( u, v) [Goodman, 1968, 
Sec. 2-3]. If f(x) is undersampled (i.e. ax, a y < 1 in (3.22)) portions of one shifted 
version of F( u, v) overlap onto other versions of it, as is depicted in Figure 3.6( c). 
The two-dimensional period of the Fourier transform in (3.24) is 1/6.", and 1/ ~y in 
the u and v directions respectively. The right hand side of (3.24) within a single period 
is here called the alias AF( u, v) of F( u, v). The Alias {.} operator is defined by 
Alias { F( u, v), ~x' ~y } 
,6.x,6.y rect(~xu, 6. yv)[F(u, v) 8 III(6.xu, 6. yv)] 
o 
where u.1" ~ u < 2L, 
elsewhere 
-1 < < 1 2~ _ V 'l~ Y • Y 
(3.25 ) 
where the rect(·) function is defined in Table 3.3 The quantities 1/,6.x and 1/6. y are 
the widths of the alias. In the u direction, any non-zero portions of F( u, v) which lie 
outside of the range -1/(2,6.x) ~ u < 1/(26.x) are translated by a multiple of 1/~x 
until they do lie within that range, as illustrated by Figure 3.6( d). Similar translations 
can occur in the v direction. The resul ting translated portions of F( u, v) are summed 
to form AF(u, v). This process is called aliasing [Bracewell, 1978, Chap. 10]. 
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( a) 
(b) 
(c) 
(d) 
f(x) 
tIl 1 I I I I I I I I I I I I I I I I ! I I I 
f(x) J III C~ ) 
x x 
Figure 3.6 One-dimensional example of aliasing. Images are on the left and their corresponding 
Fourier transforms are on the right. The text explains the progression from (a) the image and its 
Fourier lransform, through to (d) the image reconstructed from its samples and the alias of the Fourier 
transform. Vertical arrows represent delta funct.ions. 
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The inverse Fourier transform of AF(u,v) is (see also Fig. 3.6(d)) 
1FT {L\xLJ. y rect( L\xu, L\yv)[ F( u, v) 8 III ( L\xu, L\yv)]} 
-1-sinc(~,JL) 8[J(x,y)III(~,JL)] (3.26) LJ.",~y L\x 6 y 6", LJ. y 
co co 
I: I: f[m,nlsinc(; -m,~ -n) 
m=-oo n=-oo ~ x y 
which is equivalent to (3.23) when the image f(x, y) is compact. If F( u, v) is exactly 
compact, with each extent less than the corresponding alias width, then AF(u,v) = 
F( u, v), and therefore IFT{ AF( u, v)} = f(x, y). However, from (3.22), this can only 
occur if the image is oversampled by a factor of at least one. When the image is 
undersampled, aliasing occurs in the Fourier plane and AF(u,v) =1= F(u, v), implying 
that sine interpolation of the image samples does not equal f(x, y). This of course 
accords with the sampling theorem. Note that although F(u, v) may not, in general, 
be exactly compact, its alias is always exactly compact. 
3.4.1.4 The discrete Fourier transform (DFT) 
The previous two sections show how to obtain a sampled representation of an image, 
suitable for processing by a digital computer. In the algorithms introduced in Sec-
tion 3.4.3, one of the main operations performed on images is Fourier transformation. 
However, a sampled image cannot be Fourier transformed by a conventional Fourier 
transform operator: the discrete Fourier transform (DFT) operator must be utilized 
instead. This section deriveR the DFT operator from the Fourier transform operator, 
thereby showing their interrelationship. Figures 3.6 and 3.7 depict a one-dimensional 
example of the steps involved. 
Figure 3.6(c) depicts an image multiplied by a grid of delta functions. From (3.24), 
the Fourier transform of this product is a periodic function. Figure 3.7(a) shows a grid 
of delta functions spaced by LJ. u and ~u in the u and v directions respectively. The 
product of the periodic Fourier transform and the grid of delta functions is illustrated 
in Figure 3. 7(b) and its inverse Fourier transform is 
IFT{L\x 6y [F(u,v) 8III(UL\""v~y)lIII(;u' ;)} 
[
X y 
= L\llLJ.u f(x, y) III(-, -)] 8 III(x~u, yL\u) LJ.", LJ. y 
(3.27) 
which is itself periodic. Figure 3.7(b) should be compared with Figure 3.7(c), which 
depicts Ai (x, y) = Alias {J( x, y), 1/ LJ. u , 1/6.u}. One period of the function in (3.27) is 
given by Ai (x, y) III( x / LJ."" y / L\y) provided that 
1 1 
M L\x = ~ and N LJ. y = -;:\ (3.28) 
u ~u 
where M and N are integers. The Fourier transform of (3.27) can now be rewritten as 
u v 
LJ.xLJ.y[F(u, v) 8 III(uLJ."" v6. y)] III( A'-) 
U U 6. u 
FT{L\uLJ.ulAi (x, y) III(~, JL)] 8 III(x6.u , YLlu)l} 6.", 6. y 
{
i x y} u v FT A (x,y)III(-'A) III(-'A) 6.", ~y 6. 11 Uu 
(3.29) 
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(a) III (i:) 
(b) [f(x)J3:III(~J] 0III(x6.,.) [F(u) 0 III (un.r:)] 
(c) AI(x) FT{A/(x) } 
(d) 
., 
" 
, , 
, , 
, , 
, 
III 
Figure 3.7' One-dimensional example of the relationship between t.he Fourier transform and OFT 
operators. This figure continues on from 3.6(a) to (e). Images are on the left and their corre-
sponding Fourier transforms are on the right. See text for explanation. 
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The coefficients of the centre M by N delta functions, corresponding to III ( u/.6.u, v /6. v ) 
on the left of (3.29), are samples of AF(u,v) = Alias {F(u, v), l//:!"x, l/.6. y}. The sam-
ples are only defined at points (u, v) = (pLlu, qLl v ), where p and q are integers. Equating 
these coefficients with the coefficients of the delta functions on the right of (3.29), and 
employing the definition of the FT{.} operator presented in Table 3.3, yields 
A F (pLlu, q.6. v ) (3.30) 
Knowing that AI(x, y) is exactly compact (Sec. 3.4.1.3), and invoking the definition of 
III(.) and the properties of the delta function given in Table 3.3, the integral in (3.30) 
evaluates to 
M/2-1 N/2-1 
AF(pLlu, q6.v ) = .6.x .6. y 2: 2: Af(m.6.x , n.6.y)ei27T(mp/M+nq/N) (3.31) 
m:::.-M/2 m:-N/2 
which relates samples defined in the image plane to samples defined in the Fourier plane 
and is depicted in Figure 3.7(d). ' 
Let g(x, y) be any image and G( u, v) its Fourier transform. Define g[m, n] and 
G[p, q] by 
g[m,n] Samp {Ji9(X, y),.6.x. .6. y , M, N} 
G[p,q] Samp {AG ( u, v), 6.u, .6.v , AI, N} (3.32) 
where A9(X, y) Alias {g( x, y), M .6. x , N .6.y} 
AG(u,v) = Alias {G( u, v), J\I.6.", N .6. u } 
remembering the constraint (3.28). Then the discrete Fourier transform (DFT) G[p, q] 
of g[m, n], is defined to be [cf. Bracewell, 1978, Chap. 18; Bates and McDonnell, 1989, 
Sec. 12] 
M/2-1 
G[p, q] = DFT{g[m, n]} = .6. x .6. y 2: 
N/2-1 2: g[m, n]ei21!'(mp/M+n q/N) 
m=-M/2 m=-N/2 
(3.33) 
which, it should be noted, accords with (3.31). It is similarly possible to derive from 
(3.27) the inverse discrete Fourier transform g[m, n] of G[p, q], which is defined to be 
[ef. Bracewell, 1978, Chap. 18; Bates and McDonnell, 1989, Sec. 12] 
M/2-1 N/2-1 
g[m, n] = IDFT{G[p, q]} = 6.u Ll" 2: 2: G[p, q]e-j27T(mp/M+nq/N) 
p:-M/2 q=-N/2 
(3.34) 
Often, however, the image f(x, y), rather than its alias, is sampled. To show the 
relationship between the DFT of this sampled image and the Fourier transform F( u, v), 
let g(x, y) = rect(x.6.u , y.6. u )f(x, y) [Brigham, 1974, Sec. 6-4]. Then A9(X, y) = g(x, y) 
so that (3.32) becomes 
g[m,n] Samp {f(x, y), .6.x , .6. y, M, N} 
G[p,q] Samp {AG( u, v), 6.", .6.u, M, N} (3.35) 
where AG(u,v) Alias {G( u, v), M 6.,,, N Llv} 
G( u, v) = -1-sinc (~ ~) 0F(u v) 6.",6,u Llu' Llu ' 
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The extents of the convolution of two quantities can usually (Le. except in special cases) 
be expected to be larger than the extents of either of them. The convolution in the 
fourth equation of (3.35) implies that the extents of G( u, v) are larger than those of 
F(u, v). The effect of this is called leakage [Bergland, 1969]. 
For an approximately compact image f(x, y) (see Sec. 3.4.1.1), whose Fourier trans-
form F( u, v) is also approximately compact, both leakage and aliasing can be avoided 
if the sample spacings, and the number of samples, are chosen with care. It is assumed 
that both f(x,y) and F(u,v) are exactly compact. Leakage is avoided if (3.20) holds, 
implying that rect(xf).~,yilv)f(x,y) == f(x,y) and, therefore, that G(u,v) = F(u,v) 
in (3.35). This also avoids aliasing in the image plane. Aliasing in the Fourier plane is 
avoided by oversampling the image (as described in Sec. 3.4.1.3). Equation (3.32) can 
then be rewritten as 
g[m,n] 
G[p,q] 
Samp {I(x, v), ilx, LJ.", M, N} 
Samp {F(u, v), LJ. tt , LJ.v,M, N} 
(3.36) 
with the requirements (3.28), (3.20) and (3.22), which are now repeated for emphasis: 
1 
and 1 Milx = ~ Nil" =-
u LJ.v 
1 
and 1 (3.37) ilx < F ~".:s;F 
- Lv, Lv 
M > L~ Lf and N> ----.J!.... 
- ~x 
- LJ." 
This reveals that samples of f(x, y) are directly related by the DFT operator to samples 
of F( u, v). The first equation of (3.37) shows that the area spanned by the samples in 
the image plane (M ilx by N ~,,) is inversely proportional to the area of the resolution 
cell in the Fourier plane (LJ.v, by LJ.,,). 
An efficient algorithm for calculating a DFT is the fast Fourier transform (FFT) 
algorithm, which is more efficient than other algorithms for computing a DFT be-
cause it minimizes the numbers of required complex additions and multiplications 
[Brigham, 1974, p. 151]. The form of the algorithm is simplest when both AI and 
N are powers of 2 [Brigham, 1974, Chap. 1:1.]. This form of the FFT algorithm is 
employed for all the examples presented in this thesis in which DFTs are evaluated. 
3,4.2 Uniqueness of the Fourier phase problem 
The Fourier phase problem, as posed in (3.17), has an infinity of different solutions. 
Obvious solutions are those images which share what has been called the same image-
form as the correct solution. An image g(x, y) is defined to have the same image-form 
as another image f(x, y) if [Bates and McDonnell, 1989, Sec. 20] 
g(x, y) = f(x - Xo, Y - yo)eNo or g(x, y) = l(x - xo, y - yo)eNo (3.38) 
where the arbitrary real constants Xo and Yo represent a translation of f(x,y) and the 
arbitrary real number ?/Jo represents a constant phase term. The conjugate reflection of 
an image is denoted by a tilde and is defined by 
lex, y) = f"( -x, -v) (3.39) 
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Note that the form or appearance of an image is not altered if its phase is reversed, 
or if it is reflected through the origin, or if it is translated or multiplied by a complex 
constant. Table 3.3, which lists the relevant properties of Fourier transformation, con-
firms that all images with the same image-form also have the same Fourier transform 
amplitude, since 
IG( x, y)1 1 F( u, v )ei21f(rPo+tiXo+VYo) I == I F( u, v) 1 
or IG(x,y)1 == IF*(u, v)ej21f(rPO-uXO-VYO) 1 = IF(u,v)1 (3.40) 
Because all of the imagecforms of f(x, y) are trivial solutions to (3.17), it is appro-
priate to redefine the Fourier phase problem as Bates and McDonnell [1989, Sec. 20J 
given IF(u,v)l, 
retrieve the image-form of f(x, y) 
(3.41) 
A solution to the Fourier phase problem is said to be unique if there is no other image-
form which has the required Fourier transform amplitude. 
3.4.2.1 The Fourier transform amplitude 
The Fourier phase problem requires knowledge of the ampli tude I F( u, v) 1 of the Fourier 
transform of an image f( x, y). The ampli tude 1 F( u, v) I is directly related to the autocor-
relation of f( x, y), denoted by ff( x, y) and defined in Table 3.3, via the autocorrelation 
theorem [Bracewell, 1978, Chap. 6; Bates and McDonnell, 1989, p. 25J: 
ff(x,y) = IFT{IF(u,v)1 2} (3.42) 
Inspection of the autocorrelation integral (Table 3.3) reveals that, if f(x, y) is ex-
actly compact then so is ff(x, y). Furthermore, the extents (Sec. 3.4.1.1) of the auto-
correlation are given by [ef. Bates and McDonnell, 1989, Sec. 7J 
LiJ == 2L' and LiJ = 2L' x x Y y (3.43) 
Therefore, in order to satisfy the sampling theorem (Sec. 3.4.1.3) for IF(7.I., v)1 2 , the 
sample spacings in the Fourier plane must satisfy (cf. (3.22)) 
(3.44) 
where each of the sampling factors au and a v is at least 2. This is known as oversampling 
by a factor of at least two. When using the DFT operator (Sec. 3.4.1.4), this ensures 
that the samples in the image plane span an area at least as large as the support of 
ff(x,y). 
At first sight it would seem that an infinity of image-forms can be solutions to the 
Fourier phase problem. Any phase function ip (u, v) can be combined with 1 F( 7.1., v) I to 
generate an image 
g(x,y) = IFT{IF(u, v)leiW(u,v)} (3.45 ) 
However, assuming that f(x, y) is exactly compact, its extents are derivable from 
IF(u,v)1 via (3.42) and (3.43). Only a small proportion of all possible W(u,v) are 
likely to result in an image g(x, y) which has extents equal to those of f(x, y). In 
fact, by utilizing the z-transform theory developed in the next section, it is shown in 
Section 3.4.2.4 that, almost always, any g(x, y) generated by (3.45) which is of finite 
extent necessarily has the same image-form as f(x, y). 
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3.4,2.2 The z-transform 
As emphasized in Section 3.4.1, computer processing requires sampled images f[m, nL 
which are related by the DFT operator to sampled Fourier transforms F[p, q]. The 
discrete equivalent of (3.42) is 
(3.46) 
where the continuous Fourier transform amplitude is oversampled, by a factor of at 
least 2, to generate IF[p, q]l, and the discrete autocorrelation ff[m, n] of f[m, n] is 
defined in Table 3.4. It is therefore appropriate to repose the Fourier phase problem 
(3.41), for sampled images, as 
given ff[m, n], 
retrieve the image-form of f[m, n] (3.47) 
In the following two sections, the solutions and uniqueness of the Fourier phase 
problem, as posed above, are discussed with the aid of the z-transform operation, 
which is introduced below. 
For a sampled image f[m, n], the two-dimensional, one sided, z-transform is here 
defined to be 
L{" L~ 
F( (,,) = L L !lm + mmin, n + nmin](m,n (3.48) 
m=On=O 
where ( and 1 are complex variables. With reference to Figure 3.8, mmin is the smallest 
value of m, and nmin is the smallest value of n, for which !lm, nJ is non-zero. Similarly, 
(mmin + Lin) and (nmin + Lf.) are the largest values of m and n respectively, for which 
!lm, nJ is non-zero. The integers Lin and Lf. are the discrete equivalent of the extents 
of the image (Sec. 3.4.1.1), while mmin and nmin determine the position of the sampled 
image in the x, y plane. The z-transform of a sampled image (e.g. f[m, n]) is denoted 
by the corresponding calligraphic uppercase letter (e.g. F( (,,)), 
The definition of the z-transform operation in (3.48) differs from many conventional 
definitions [e.g. Oppenheim and Schafer, 1975, Sec. 2.5] by the translation of f[m, nJ by 
[-mmiD! -nminJ and by the use of only positive powers of ( and I' As defined here, any 
z-transform is a polynomial in ( and 1 [Mostowski and Stark, 1964, Sec. IX-I-I]. A side 
effect is that !lm, nJ has the same z-transform as any translation !lm - mo, n - noJ of 
!lm, nJ, where mo and no are arbitrary integers. Apart from this arbitrary translation, 
a sampled image can be uniquely determined from its z-transform [Oppenheim and 
Schafer, 1975, Sec. 2.2J. Relevant properties of the z-transform operation are listed in 
Table 3.4. 
As an aside, it is interesting to note that the DFT and the z-transform of a sampled 
image are closely related. Comparing (3.33) with (3.48) reveals that 
F[p,qJ ::::; 6,x6,y(mmin / nminF((,/) 
where ( e-i27rp/M (3.49) 
Various properties of polynomials F( (, I) are now stated. They are discussed in 
more detail by Mostowski and Stark [1964, Sec. IX-I]. A polynomial F((, ,) is said to be 
irreducible if there do not exist any two other, non-constant, polynomials Fl ((,,) and 
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Figure 3.8 Definitions of mmin, nmin, L~ and L!: for a sampled image. The sampling grid 
(Sec. 3.4.1.2) and the support (Sec. 3.4.1.1) of the image are shown. 
F 2((,1') such that F((,1') :::::: F 1((,1') F 2((,1')' A polynomial .1'((,1') can be factored 
into a product of S non-constant polynomials .1'3((, 1'), each of which is irreducible: 
s 
(3.50) 
8=1 
When S :::: 1, .1'((, 1') is itself irreducible. 
When a polynomial can be factored in two different ways, such as 
s 
8=1 
T 
(3.51) 
t=1 
then S = T necessarily, and the factors can always be ordered so that for all s, 
F .. ((,1') :::::: cs 9.((,,), where c. is an arbitrary (complex) constant and f1~=1 Cs :::::: l. 
Therefore, except for arbitrary constants, any z-transform (and therefore any sampled 
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Operation 
or function 
z-transformation 
convolution 
Definition 
00 00 
J[m, n] 8 g[m, n] = L L J[k, l]g[m - k, n - I] 
1<=-00 1=-00 
conjugate reflection J[m, n] = !" [-m, -n] 
autocorrelation ff[m, n] = J[m, n] 0 j[m, n] 
0:> 0:> 
= I: I: J[k,fj!"[k-m,l-n] 
Ie=-o:> 1=-00 
Property Sampled image z-transform 
or operation 
convolution J[m,n] 0g[m,n] F«(, ,)9«(' ,) 
conjugate reflec tion J[m,n] - £1 £1 (1 1) F«(, ,) = ( "', • F' (.' ,. 
autocorrelation ff[m,n] F«(, ,)F«(, ,) 
translation J[m - k, n -I] F(C ,) 
scalar multiplication c![m,n] cF((, ,) 
99 
Page 
[73] 
[61] 
Page 
[75] 
[75] 
[60] 
Table 3.4 Definitions and properties related to sampled images and their z-tunsforms (numbers in 
the last column refer to the relevant pa.ges in Oppenheim and Schafer [1975]). 
image) can be uniquely related to the set of irreducible polynomials which form its 
factorization. 
This whole thesis rests on the remarkable fact, discussed in Section 3.4.2.4, that two-
dimensional polynomials are almost always (Le. except in special situations described 
in Sec. 3.4.2.4) irreducible. Section 3.4.2.3 demonstrates that, if the z-transform of 
f[m, n] is irreducible, the Fourier phase problem as posed in (3.47) has one, and only 
one, solution. The implication is that solutions to the two-dimensional Fourier phase 
problem can generally be expected to be unique. As also pointed out in Section 3.4.2.4, 
this contrasts markedly with one-dimensional phase problems, solutions to which are 
almost always non-unique, because one-dimensional polynomials are never irreducible. 
3.4.2.3 Solutions to the Fourier phase problem 
Following Hayes [1982]' it is now shown how all possible solutions to a Fourier phase 
problem (whether it possesses one or more than one solution) can be obtained. From 
(3.50) and the definitions in Table 3.4, the z-transform of the autocorrelation of J[ m, n] 
IS 
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FF( (,,) F((, ,).1"( (,,) 
5 
(3.52) 
= II .1"8((,,).1"8((") 
8=1 
w here the z-transforms of f[ m, n] and its conjugate reflection (d. (3.39)) are related by 
(see Table 3.4) 
- Lf Lf (1 1) F((,,) = ( "', 'IF" C' ,* (3.53) 
A similar relationship holds between F.((,,) and .i .. ((, ,), for each 8. 
The Fourier phase problem for sampled images (3,47) is equivalent to the problem of 
recovering F( (,,) from FF( (, ,). It therefore reduces to the factorization a polynomial, 
with the factors related by (3.53) [Bruck and Sodin, 1979J. 
Consider a polynomial 9((,,) which is the z-transform of a solution to the Fourier 
phase problem. Expressing it as a product of irreducible factors, it must satisfy 
5 
FF((,,) = II 9s((,,)~t((,,) 8=1 (3.54) 
5 
where 9 ( ( , , ) = II 9. ( ( , , ) 
.=1 
Since FF((,,) is uniquely defined by its irreducible factors (3.51), comparison of (3.54) 
with (3.52) gives, for each s, 
98((,,)9.((,,) 
and therefore 9 .. ((,,) 
csF .. ((,,)c;.is((,') 
c .. F s ((,') or c;.i.((,,) 
(3.55) 
where n;=1 csc: = 1. Apart from the multiplier Cs, each factor of 9((,,) is one of 
two polynomials. Therefore, apart from a multiplier, there are at most 25 different 
polynomials 9«(,,) which are solutions of (3.54). 
Each solution of (3.54) corresponds to a different image. However, if 9((,,) is a 
solution then so is 9((,,). Because both of these polynomials are z-transforms of the 
same image-form they constitute a single solution to the Fourier phase problem. This 
implies that there are at most 25 - 1 solutions to the Fourier phase problem, where Sis 
the number of irreducible factors of the z-transform of f[m, n]. 
Instead of multiplying S irreducible polynomials to form the image's z-transform, 
one can equivalently convolve S sub-images to generate the complete image. Taking 
the inverse z-transform of (3.50) gives 
f[m, n] = h[m, n] 8 h[m, n] 8 ... 8 f5[m, n] (3.5G) 
Each of the image-forms, which constitute the different solutions to the Fourier phase 
problem, is thus seen to be the convolution of one or more sub-images with the conjugate 
reflections of the remaining sub-images. 
A study of the second equation of (3.54) and the second equation of (3.55) reveals 
that there can be can be fewer than 25 - 1 solutions to the Fourier phase problem if any 
of the following conditions occur: 
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1. .1'((,1') contains two factors .1'8((,1') and F t((,1') which are related by .1't ((,1') = 
c .. .1's( (, 1') where c .. is an arbitrary complex constant. This is equivalent to the 
image f[m, n] having a repeated sub-image. 
2 . .1'((,1') contains two factors F,,((,1') and .1't ((;1') which are related by .1't ((,1') = 
c .. F.((,1') where c. is an arbitrary complex constant. This is equivalent to f[m, n] 
having a sub-image proportional to the conjugate reflection of another sub-image. 
3. F( (, 1') contains any factor .1's( (, 1') which possesses the property that .1'.( (, 1') = 
F s ((,1'). This corresponds to f[m,n] having a conjugate point symmetric sub-
image. 
An image or sub-image, say fl [m, n], is defined to be conjugate point symmetric if 
fdm, n] = f:[-m + mo, -n + no] (3.57) 
where mo and no are arbitrary integers. Note that a conjugate point symmetric image, 
centred about the origin, is equal to its conjugate reflection. Note also that the Fourier 
phase problem possesses a single solution either when S = 1 or when at least (5 - 1) 
of the sub-images of f[m, n] are conjugate point symmetric. 
3.4.2.4 Images in one and two dimensions 
A Fourier phase problem in one dimension almost always has several solutions [Bates 
and Mnyama, 1986, Sec. III-F; Taylor, 1981]. This is explained here in terms of z-
transform theory. Although the theory presented in Sections 3.4.2.2 and 3.4.2.3 is 
developed for two-dimensional images, it also holds for one-dimensional images because 
one-dimensional images are a special case of two-dimensional images. The z-transform 
.1'( () of a one-dimensional sampled image f[m] is a polynomial in only one complex 
variable. The smallest and largest values of m for which f[m] is non-zero are, by 
definition, mmin and (mmin + Lin) respectively (Sec. 3.4.2.2). The fundamental theorem 
of algebra [Mostowski and Stark, 1964, Sec. VII-I] ensures that the polynomial .1'( () 
can always be factored into Lin factors. Each of these factors is of the form c.,(( - (8), 
where c. is an arbitrary multiplier and (. is called a zero. This means that a one-
dimensional sampled image can always be expressed as a convolution of L!n sub-images, 
where each sub-image comprises two adjacent non-zero samples. It therefore follows 
from the reasoning presented in Section 3.4.2.3 that the Fourier phase problem for a 
one-dimensional image has up to 2L{,.-1 solutions. 
For a one-dimensional image f[m] which comprises only two non-zero adjacent sam-
ples, the Fourier phase problem has only one solution because Lin = 1. However, most 
sampled images of interest contain more than two non-zero samples. The argument 
developed in the last paragraph of Section 3.4.2.3, when applied to one-dimensional 
z-transforms for which Lin > 1, indicates that the only way that a solution to the 
Fourier phase problem can be unique is for no more than one of the zeros (. of .1'(() 
to satisfy 1(.1 f:- 1. Since this condition is not satisfied for a general one-dimensional 
z-transform, a solution to the one-dimensional Fourier phase problem is almost always 
non-unique. Mainly for this reason, one-dimensional images are not considered further 
in this thesis. 
On the other hand, there is no fundamental theorem of algebra for polynomials of 
two variables. In fact, Hayes and McClellan [1982] show that almost all two-dimensional 
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polynomials are irreducible. This means that S = 1 for a general two-dimensional im-
age. Therefore, a solution to the Fourier phase problem is almost always unique for two-
dimensional images [Bates and Mnyama, 1986, Sec. III-Fj Hayes and McClellan, 1982; 
[Bruck and Sodin, 1979]]. 
In special cases, however, F((, I) can be reducible. This corresponds to I[m, nl 
being a convolution of one or more sub-images. Consider an image I[m, nl which is the 
convolution of two independent sub-images II [m, nl and h[m, nJ. Provided neither of 
the sub-images is conjugate point symmetric, there are two solutions to Fourier phase 
problem, which are the image-forms comprising scaled and translated versions of 
g[m, n] _. h [m, n]h[m, n] or fIlm, n]fz[m, nl 
and g[m, nl h[m, nlf2[m, n] or fI[m, n]h[m, nl (3.58) 
In practice, the sampled Fourier transform amplitude is usuaJly obtained via a 
measurement. The accuracy to which the amplitude values are known is limited to 
the accuracy of the measurement. Let the measured Fourier transform amplitude 
be Arn[P, ql = (IF[P, q]1 + N[p, q]), where N[p, q] represents a small amount of ran-
dom noise. Sanz and Huang [1985J show that there is almost never a sampled image 
g[m, n] whose discrete Fourier transform amplitude is equal to Am[P, q]. This is because 
IDFT{ (Am[P, q])Z} is, in general, no longer an autocorrelation. An important implica-
tion of this is that the addition of noise to IF[P, q:ll does not introduce further solutions 
to the Fourier phase problem, and in that sense, the problem is stable. 
3.4.3 Iterative Fourier transform algorithms 
Any algorithm which attempts to solve the Fourier phase problem (see (3.41)) is called 
a phase retrieval algorithm. As pointed out by Dainty and Fienup [1987] the brute force 
algorithm, consisting of searching through all possible Fourier phase distributions, is 
impracticable. For example, if the Fourier transform is represented by 100 samples, 
and only 10 different values of phase are searched for each sample, a googol (10 100) 
phase distributions must be investigated - a high speed computer would be able to 
investigate only a negligible proportion of these during its lifetime. Therefore, very 
clever phase retrieval algorithms are required if they are to solve the Fourier phase 
problem in realistic times. 
Phase retrieval algorithms can be either direct or iterative. Many different methods 
have been proposed and are the subject of a number of recent reviews [Fienup, 1982; 
Bates and Mnyama, 1986; Dainty and Fienup, 1987]. A large proportion of these 
methods are suitable for only special types of images, or in conjunction with specific 
measurement techniques [Dainty and Fienup, 1987]. The algorithms described in this 
section are suitable for any type of image, but can also incorporate any additional 
information about the image. Such information tends to increase the rate of convergence 
of the algorithms. 
A direct method, based on the concepts discussed in Section 3.4.2.3, involves fac-
torizing the z-transform FF((,I) into F((,I) and F((,I) (see (3.52)). An algorithm 
for achieving this, developed by Lane et al. [1987] and Lane and Bates [1987a], is now 
outlined in passing. Any polynomial F( (, I) is fully characterized by its zeros, here 
denoted by Z:F, which are the set of points ((, I) at which the polynomial vanishes. 
The zeros of irreducible two-dimensional polynomials form a single connected surface 
in ((,I) space. Because FF((,I) is a product, Z:F.F is the union of Z:F and Z:F, By 
utilizing the analytic properties of the polynomials, and their zeros, it is possible to 
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separate Zr from Z:F. From these F(,~t) and .i((,,) can then be calculated. In the 
form outlined above, this method fails when, as is inevitable in practice, the data are 
noisy. This failure occurs because the polynomial corresponding to FF( (,,) is irre-
ducible, as intimated in the final paragraph of Section 3.4.2.4. Lane [1987] points out 
that iterative methods, such as the one about to be discussed, tend to be more robust 
than direct methods. 
The algorithms described in the next two sections are special forms of the basic 
iterative Fourier transform algorithm which is depicted in Figure 3.9. This algorithm 
iterates between the image and Fourier planes, applying constraints in each plane. The 
constraints represent available, but incomplete, information about f( x, y) and F( u, v), 
denoted by [J( x, y)] and [F( u, v)] respectively. In order to solve the Fourier phase 
problem, this information must contain at least IF(u,v)1 and the extents of f(x,y), 
the latter of which can be deduced from the former through (3.42) and (3.43). At the 
ith iteration, the i th image, gi(X,y), is Fourier transformed, to obtain Gi(U,V). This is 
then constrained by [F( u, v)] to produce G~( u, v). An inverse Fourier transformation 
produces g~(x, y), which is constrained by [J(x, y)] to produce the (i + l)th image. 
The application of constraints can, in general, be any operation which utilizes the 
information contained in [f( x, y)] or [F( u, v)]. The constraints applied in the image 
and Fourier planes are called the image constraints and Fourier constraints respectively. 
The degree of convergence to a solution is indicated by the difference between IG.( u, v) 1 
and IF( u, v)l. 
9i(X,y) -- Fourier 
Gi(U,V) 
transformation 
gi+l(X, y) 
apply apply 
[J(x, y)] ~ Image Fourier ---., [F( u, v)] 
constraints COilS tr ain ts 
inverse 
Fourier 
g~(x,y) transformation G~( u, v) 
Figure 3.9 One iteration of the basic iterative Fourier transform algorithm. The boxes represent 
operations and the labelled arrOW8 indicate the inputs to and the outputs from these operations. 
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The Gerchberg-Saxton algorithm, described in Section 3.4.3.1, can be invoked when 
the amplitude distribution of the image is available. It forms the starting point for the 
development of the modified Gerchberg-Saxton algorithm described in Chapter 4. A 
variant of the Gerchberg-Saxton algorithm is described in Section 3.4.3.2. In Sec-
tion 3.4.3.3 various algorithms developed by Fienup are described. They were initially 
applied to non-negative, real images, but are now known to be applicable to complex-
valued images, which are here called complex images. 
The Fourier phase problem is not the only problem to which the basic iterative 
Fourier transform algorithm can applied. The algorithm can also be employed to ex-
trapolate bandlimited data (Sec. 3.5.6), synthesize aperture distributions to produce 
a desired radiation pattern [Fienup, 1980] and retrieve f( x, y) when phase{ F( ti, v)} is 
given [e.g. Lane and Bates, 1987b]. The latter problem can be considered the com-
plement of the Fourier phase problem. The algorithm can also be extended to blindly 
deconvolve a noisy convolution of complex images [e.g. Davey et al., 1989]. Other 
kinds of phase retrieval algorithm, which are applicable to the radio engineering phase 
problem, are discussed in Section 3.5. 
In the following sections, and throughout this thesis, the notations f(x, y) and 
F( ti, v) imply continuous distributions over the x, y and ti, v planes respectively. How-
ever, it must be remembered that, as pointed out in Section 3.4.1.2, images of interest in 
practical applications are always sampled. It is assumed that the conditions introduced 
in (3.37) are met, so that the Fourier transform of a continuous image is equivalent to 
the DFT of the corresponding sampled image. Similarly, integrals are computed as 
summations. When no limits are specified on the integrals, they are assumed to be 
evaluated over the region spanned by the grid of sample points. 
3.4.3.1 The Gerchberg-Saxton algorithm 
The Gerchberg-Saxton algorithm was originally developed for electron microscopy [Ger-
chberg and Saxton, 1972; Saxton, 1978, Secs. 5.3 and 6.3J. However, it can be ap-
plied to the Fourier phase problem wherever it arises, provided that the amplitudes of 
the image as well as its Fourier transform are available. In terms of the basic itera-
tive Fourier transform algorithm, the available information is [J(x, y)] = If(x, y)1 and 
[F(u, v)] = IF(ti, v)l. One iteration of the Gerchberg-Saxton algorithm is described by 
the following equations: 
G;(ti,v) 
Gi( ti, v) 
9i(x, y) 
9i+l(X, y) 
FT{gj(x, y)} 
IF(u, v)lejphase{G;(u,IJ)} 
IFT{Gi(u,v)) 
(3.59) 
If(x, y)lejphase{gHx,y)} 
Notice that the second and fourth equations of (3.59) ensure that GH ti, v) and 9i+l(X, y) 
respectively are constrained to possess the available amplitudes. 
Gerchberg and Saxton [1972] start their algorithm with 91(X, y), whose amplitude 
equals If(x, y)1 and whose phase is randomly distributed between -11" and 11". The 
degree of convergence of the algorithm is indicated by the Fourier error €f, which can 
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be calculated at each iteration, and is defined by 
cf = [11 [IGi( u, v )1- IF( u, v)I]2 du dV] 1/2 
I 11 IF(u,v)1 2 dudv (3.60) 
Therefore, cf is a measure of how close IGi( u, v)1 is to IF( u, v)l. Obviously, if cl = 0 
then gi(X, y) is an exact solution to the Fourier phase problem. However, the available 
information [J( x, y)] and [F( u, v)] invariably contains uncertainties, making an exact 
solution impossible (see last paragraph in Sec. 3.4.2.4). So the algorithm is deemed to 
have converged when cl falls below a preset level, which is chosen to reflect the noise 
level in the data. 
The convergence properties of the Gerchberg-Saxton algorithm are discussed by 
Gerchberg and Saxton [1972] and are demonstrated here with the aid of Figure 3.10. 
Note from Figure 3 .10( a) that the distance between g:( x, y) and g;+l (x, y) can never 
be greater than the distance between g~(x, y) and 9i(X, y). This is true for all possible 
values of gi(X, y), g~(x, y) and 9i+1(X, y), provided that the latter two are related by 
the last equation of (3.59). Application of this inequality to all points in the x, y plane 
makes the following inequality hold: 
(3.61) 
From the energy conservation theorem for Fourier transforms [Bates and McDon-
nell, 1989, p. 24], each side of (3.61) can be Fourier transformed to give 
(3.62) 
Note that, from Figure 3.10(b), the integrand on the right side of (3.62) is equal to 
(IG;(u, v)I-IF(u, v)l)l/2. Applying to Figure 3.10(b) the same reasoning as is applied 
above to Figure 3.10(a), the following inequality is established: 
11 (I Gi+1( u, v)l- IF( u, v)l? du dv ::; 11 IGi +1(U, v) - G~( U, v)12 du dv 
Substituting (.'3.62) into (3.63), and invoking (.'3.60), gives 
Cl+1 ::; cf 
(3.63) 
(3.64) 
which demonstrates that the Gerchberg-Saxton algorithm can never diverge. However, 
it is possible for the algorithm to converge extremely slowly, in which case the algorithm 
is said to have stagnated. The above reasoning shows that stagnation occurs whenever, 
but only when, 9i+1(X, y) is almost equal to gi(X, y) at all points (x, y). 
If the Gerchberg-Saxton algorithm converges, to within a preset level, after I it-
erations, 9I(X, y) is taken to be an estimate of the image-form (defined in Sec. 3.4.2) 
of f(x, y). Because, from the fourth equation of (3.59), IgI(X, y)1 = If(x, y)I, the con-
stants Xo and Yo in (3.38) must be zero. The image gI(X, y) can be an estimate of 
either f(x, y)eNo or of j(x, y)eNo , where "po is an arbitrary real value, only if If(x, y)1 
is point symmetric. An image, say q(x, y), is defined to be point symmetric (images) if 
q(x, y) = q( -x, -y) (3.65) 
over the whole x, y plane. If If(x, y)1 is not point symmetric, gI(X, y) is taken to be an 
estimate of f(x, y) to within a constant phase term. 
An example employing the Gerchberg-Saxton algorithm is given in Section 4.4.1. 
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(a) (b) 
Figure 3.10 Action of the Gerchberg-Saxton algorithm at typical points in (a) the x, y plane and 
(b) the u, v plane. The circles in (a) and (b) are the loci of complex numbers having amplitudes of 
If(x,y)1 and IF(u,v)1 respectively. 
3.4.3.2 A variant of the Gerchberg-Saxton algorithm 
A disadvantage of the original Gerchberg-Saxton algorithm (Sec. 3.4.3.1) is that in 
practice it often stagnates far from a solution to the Fourier phase problem. This 
can be explained by recasting the Fourier phase problem as a minimization problem: 
find an image g(x, y) that minimizes cF , subject to the constraint Ig(x, y)1 == If(x, y)l. 
Stagnation corresponds to £f being close to a local minimum. Since, in the Gerchberg-
Saxton algorithm, £f cannot increase, the algorithm can never progress out of the local 
'well' and on to the global minimum. 
Gerchberg [1986] has suggested a variant of the original Gerchberg-Saxton algo-
rithm in which £f is allowed to increase between iterations, but is bound to lie below 
a parameter which itself decreases as the number of iterations increases. The variation 
from the original Gerchberg-Saxton algorithm (Sec. 3.4.3.1) is in the way that the con-
straints are applied in the image and Fourier planes. The second and fourth equations 
of (3.59) are replaced by 
Gi(u, v) 
gi+l(X, y) 
IF(u v) lei phase{Gj{u,u)} eirf(u,u)[phase{GLl (u,v)}-phase{G;{u,v)}] 
, (3.66) I f( x, y) I eiphllge{gl(x,y)} eirHx,y)[phase{g;{x,y)}-phase{gl(x,y)}] 
where ,:( x, y) and ,f( u, v) are real, are constrained to lie between -1 and 1, and can 
be chosen independently from iteration to iteration and from point to point in the x, y 
and u,v planes respectively. Note that, when ,f(x,y) == ,f(u,v) = 0, the algorithm 
reduces to the original Gerchberg-Saxton algorithm. 
The convergence characteristics of the above variant of the Gerchberg-Saxton algo-
rithm can be studied with the aid of Figure 3.11. This figure also helps to visualize 
the computations implied by (3.66). For example, the second equation of (3.66) corre-
sponds to Figure 3.11(a). The value of gi+l(X, y) can lie anywhere on the arc, indicated 
in Figure 3.11(a) by a thick curve, depending on the value of ,f(x, y). The limits of the 
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( a) g~(x,y) (b) 
Gi(U,V) 
Figure 3.11 Action of the variant of the Gerchberg-Saxton algorithm, introduced in Section 3.4.3.2, 
at typical points in (a) the x, y plane and (b) the tA, v plane. The circles in (a) and (b) are the loci of 
complex numbers with amplitudes of If( x, y) 1 and IF( tA, v)1 respectively. The arcs indicated by thick 
curves in (a) and (b) indicate possible values of 9;+1 and G:+1 respectively. 
arc are such that the distance between gi(x,y) and gi+I(X,y) is never greater than the 
distance between gi(x, y) and 9i(X, y). Therefore, (3.61) and (3.62) necessarily hold. 
Similarly, from Figure 3.11(b), (3.63) must also hold, as must 
(3.67) 
It is now convenient to introduce the normalized rms Fourier correction Cr which is 
defined to be 
cr = [11 IGi(U,V) - Gi(u,vW dUdV] 1/2 
11 IF(u, v)1 2 dudv 
It follows from equations (3.60) to (3.63), (3.67) and (3.68) that 
(3.G8) 
(3.G9) 
The rate at which Cr decreases depends in part on ~d(x,y) and if(U,V). If lit(X,y)1 
and lif( u, v)\ are always equal to 1, Cr stays constant. Because the Fourier error Ef 
can assume any positive value less than Cr, it need not necessarily be trapped ncar 
local minima. 
An example of the above variant of the Gerchberg-Saxton algorithm is presented in 
Section 4.4.2. 
3.4.3.3 Fienup's algorithms 
The algorithms developed by Fienup [1978] are adaptations of the Gerchberg-Saxton 
algori thm (Sec. 3.4.3.1) which are sui table for application to positive images (Le. images 
whose sample values are real and non-negative [Bates and McDonnell, 1989, p. 27]). 
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In these situations, [F( u, v)] = IF( u, v)l, while [J(x, y)] contains information about the 
support and the positive nature of f(x, y). If the support Sf of f(x, y) is not available, 
it is often taken to be the region enclosed by a rectangle whose sides are parallel to 
the Cartesian axes and are equal in length to the extents of f( x, y). These extents can 
be calculated from IF( u, v) I through (3.42) and (3.43). The support invoked for the 
algorithms is here denoted by S[Jl, to distinguish it from Sf. 
The most obvious adaptation of the Gerchberg-Saxton algorithm is called the erm1' 
reduction algorithm [Fienup, 1982]. It is described by (3.59) with the last equation 
replaced by 
( ) { 
gi(x, y) for (x, y) E Ti 
gi+lX,y = 
o elsewhere 
(3.70) 
where Ii is the set of points (x, y) at which gi(x, y) satisfies the image constraints. 
When the image is known to be positive, I i consists of all points (x, y) E S[J] at which 
gi( x, y) is positive. As for the Gerchberg-Saxton algorithm, the degree of convergence 
is monitored by c::f, which is defined in (3.60). Another indication of the degree of 
convergence, which is utilized later in this section, is the image e1Tor c::~ defined by 
11 1(2 
[ 
igi(x, yW dx dY] £1 _ (X,y)~Ti 
t - J J If(x, y)[2 dx dy (3.71) 
Thus £f is a measure of how much gi(x, y) violates the image constraints implied by 
[J(x, y)]. The denominator in (3.71) can be calculated from IF( u, v)1 by employing 
the energy conservation theorem for Fourier transforms [Bates and McDonnell, 1989, 
p.24]. 
Employing a similar approach to that presented in Section 3.4.3.1, Fienup [1982] 
has proved that the error reduction algorithm, like the Gerchberg-Saxton algorithm, 
can never diverge. This property has given the error reduction algorithm its name, 
because the errors C::f and c::~ always reduce (even if infinitesimally on occasion) between 
iterations. As intimated in Section 3.4.3.2, this property implies that the error reduction 
algorithm is prone to stagnation. In practice, the error reduction algorithm tends to 
converge more slowly than the Gerchberg-Saxton algorithm [Fienup, 1982]. 
In order to overcome stagnation, Fienup has investigated alternative methods of ap-
plying the constraints in the image plane. In all of these methods, the first three equa-
tions of (3.59) are regarded as describing a nonlinear process, with an input gi( x, y) and 
an output gi(x, y). For this particular process, small changes in the input are expected 
to produce similar changes (both in amplitude and phase) in the output [Fienup, 1980, 
Appendix]. Rather than forcing gi+l(X, y) to satisfy the image constraints, it is chosen 
in such a way as to drive gi+l (x, y) towards satisfying the constraints. Therefore, in 
the input-output algorithm [Fienup, 1978], the last equation of (3.59) is replaced by 
9i+l(X, y) = { 
9i(X, y) for (x, y) E Ii 
9i(X, y) - j3gi(x, y) elsewhere (3.72) 
where j3 is a real constant, called the feedback parameter, which is usually chosen to 
lie between 0 and 1. If, after I iterations, the algorithm has converged to within a 
preset level, 9J( x, y) is taken to be the estimate, generated by the algorithm, of the 
image-form of f(x,y). This is appropriate because, not only does gJ(x,y) approxi-
mately meet the image constraints, its Fourier transform GI( u, v) also exactly meets 
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the Fourier constraints by virtue of the second equation of (3.59). Even if this algo-
rithm converges exactly, IG[(u,v)1 need not resemble IF(u,v)l- all that is required 
is for phase{G[(u,v)} to equal pha.se{F(u, v)} to within a constant. This makes ET 
meaningless as an indication of the degree of convergence of this algorithm, so instead 
c~ must always be utilized. 
The hybrid input-output algorithm [Fienup, 1982J is a combination of the error 
reduction and input-output algorithms. It is described by (3.59) with the last equation 
replaced by (cf. (3.70) and (3.72)) 
for (x, y) E Yj 
elsewhere 
(3.73) 
For the reasons given in the previous paragraph, the degree of convergence is indicated 
by c f. Also, if the algorithm converges to within a preset level after I iterations, 
gj(x, y) is taken to be the generated estimate of the image-form of I(x, y). Altbough 
no supporting theoretical analysis has been developed for the convergence properties 
of the hybrid input-output algorithm, computational experience reveals that it is the 
most successful of the phase retrieval algorithms developed by Fienup [1982J. 
The Fourier phase problem for positive images can almost always be solved, in a 
straightforward manner, by employing the hybrid input-output algorithm [Bates and 
Mnyama, 1986J. In practice, the hybrid input-output algorithm can stagnate, although 
very rarely by comparison with the error reduction algorithm. Fienup and Wacker-
man [1987] have studied the causes of stagnation in the hybrid input-output algorithm 
and have developed methods for avoiding them. 
An important advantage of iterative algorithms, such as the hybrid input-output 
algorithm, is that they are robust in the presence of noise: the rms error in the fi-
nal estimate of the image-form is roughly equal to the square root of the rms error 
of the Fourier amplitude estimate [Feldkamp and Fienup, 1980J. However, when the 
data are appreciably contaminated, the estimate of the image-form, generated by the 
hybrid input-output algorithm, does not steadily improve as the number of iterations 
increases. Furthermore, cf tends to fluctuate erratically. McCallum and Bates [1989J 
have observed, nevertheless, that the g~( x, y) corresponding to the several locally mini-
mum values of cf exhibit similaritiffi to the image-form of I(x, y). They have devised a 
technique for appropriately averaging these gi(x, y) to provide an estimate of the image 
which is more faithful than any estimate generated directly by the hybrid input-output 
algorithm. 
It has recently been discovered that the algorithms described in this section can also 
be successfully applied to the Fourier phase problem for complex images. In this case, 
ri is replaced by S[J] in (3.70), (3.72) and (3.73). It was initially thought that complex 
images could only be recovered if they possessed specialized supports [Fienup, 1987]. 
However, Lane [1987J has demonstrated the retrieval of complex images with other, 
more common, supports. Application of the error reduction and hybrid input-output 
algorithms to a complex image is now demonstrated with the aid of Figures 3.12 to 3.15. 
The sampled images and sampled Fourier transforms manipulated by the algorithms 
each contain 128 by 128 samples. The support S[J] is a centred rectangle spanning 62 by 
58 samples which just encloses Sf. The ratio of the support extent to the extent of the 
region spanned by the image plane samples, in each of the x and y directions, ensures 
that I F( u, v) I is oversampled by a factor greater than two (which is required for reasons 
given in Sec. 3.4.2.1). Only the samples within S[J] are displayed for each of the images 
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depicted in Figures 3.12 to 3.14. The true image f(x, y) and the starting image 91(X, y), 
employed by both algorithms, are shown in Figure 3.12. The Fourier information 
[F( u, v)] utilized by both algorithms is the true Fourier transform amplitude IF( u, v)l. 
Figures 3.13 and 3.14 depict 9i(X, y), at various iterations, for the error reduction 
and hybrid input-output algorithms respectively. Comparison of Figure 3.13( c) with 
Figure 3.14(c) shows that the hybrid input-output algorithm produces a faithful replica 
of f(x,y), while in the same number of iterations, the error reduction algorithm does 
not. A graph of the variation of cf versus the number of iterations, for both algorithms, 
is plotted in Figure 3.15. It is clearly seen that the error reduction algorithm stagnates 
with a relatively large value of c~. On the other hand, although c~ fluctuates erratically 
for the hybrid input-output algorithm, it has an overall converging trend. Note that the 
solution generated by the hybrid input-output algorithm (Fig. 3.14( c)) is an estimate 
of the conjugate reflection of f(x, y) multiplied by a constant phase term. Because this 
solution has the same image-form as f(x,y), it is a satisfactory solution to the Fourier 
phase problem (see Sec. 3.4.2). 
In general, retrieval of complex images requires more iterations than for positive 
images. Both Lane [1987] and Fienup [1987] note that the image error c:~ has a poor 
correlation with image quality (e.g. compare Fig. 3.14(b) with Fig. 3.13(b) which cor-
respond to values of c:~ that are approximately equal). Observing that c:l is more 
correlated with image quality for the error reduction algorithm than for the hybrid 
input-output algorithm, Fienup [1982] developed a cycling technique for applying his 
algorithms: one cycle consists of a number, say 40, of hybrid input-output iterations, 
followed by say 10 error reduction iterations. The cycle is repeated until the algorithm 
either converges to a preset level or stagnates. This has the advantage that, at the end 
of each cycle, c:~ best indicates the faithfulness of the corresponding image estimate. 
However, Lane [1987] claims that the rate of convergence is usually faster when only 
the hybrid input-output algorithm is invoked. 
Lane [1987] also demonstrates that the hybrid input-output algorithm can suc-
cessfully retrieve a complex image when S[J] is larger than Sf, at the expense of an 
increased number of iterations. Cederquist et al. [1988] have successfully demonstrated 
phase retrieval from experimentally obtained optical data, when the image, which was 
complex, had a specialized support and the cycling technique was employed. 
Because of the large number of iterations required to retrieve a complex image, 
any practical means of reducing the computation time is worth developing. McCallum 
and Bates [1989] have observed that, at any given iteration, the hybrid input-output 
algorithm tends to have retrieved phase{ F( u, v)} over a region of the u, v plane which 
is roughly centred on the origin. This region is at first small, but grows with increasing 
numbers of iterations. This suggests that the algorithm could be initially applied merely 
to a restricted number of central samples of the Fourier amplitude and a correspondingly 
coarsely sampled image. Because it would then be operating on a small number of 
samples, the algorithm should proceed relatively quickly. After c:f is sufficiently small, 
more Fourier amplitude samples can be included, and the algorithm rerun, starting 
with the centre Fourier phases being those obtained from the previous run. Then even 
more samples can be included, with the procedure being repeated until all the samples 
are operated upon. McCallum and Bates [1989] present an example of this procedure 
for a complex image, demonstrating that about half the previously needed computer 
time can be saved. 
(a) 
(b) 
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Figure 3.12 Images used in examples of Fienup's algorithms: (a) complex image I(x, y); (b) random 
starting image Yl(X,y). The figures on the left show the amplitude ranging from 0 (black) to maximum 
(white) and those on the right show phases ranging from !f (black) to 11" (white). 
( a) 
(b) 
( c) 
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Figure 3.13 Estimates of the image-form of the J(x, y) shown in Figure 3.12(a) generated by the 
error reduction algorithm: (a) gho; (b) groo; (c) 9(,,500. Amplitudes and phases are displayed as in 
Figure 3.12. 
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(a) 
(b) 
(c) 
Figure ,1014 Estimates of the image-form of the !(x, y) shown in Figure 3.12{a) generated by the 
hybrid inpul-ontput algorithm: (a) g~5()(X,y); (b) g~oo(x,y); (c) g~&oo(x,y). Amplitudes and 
are displayed as in 3.12. 
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Figure 3.15 Image error El plotted against the number of iterations i for both the error reduction 
example (dashed line) and the hybrid input-output example (solid line). The arrows indicate the 
iterations at which gi(x,y) are displayed in Figures 3.14 and 3.13. 
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The algorithm described in the previous section does not represent the only feasible 
way of solving the Fourier phase problem. In particular, various approaches have 
been developed for, and adapted to, the radio engineering case. These approaches are 
discussed in this section. 
The radio engineering phase problem is: retrieve the copolar aperture field distri-
bution given measured values of only the amplitude of an antenna's copolar radiation 
pattern. The methods described in Section 3.3 can be employed to perform the required 
measurements. The measurements are usually, but not necessarily, made in either the 
Fourier Fresnel region (Sec. 2.1.3.5) or the far field region. The test antenna is assumed 
directional enough for its radiation pattern to be negligible outside the small angle re-
gion (defined in (2.32)). This means that the Fourier transform relationship, expressed 
by the first equation of (2.57) (or (2.58)), relates the copolar aperture field distribution 
to the copolar far field (or Fourier Fresnel) pattern. 
In keeping with the image processing terminology introduced in Section 3.4, f(x,y) 
and F( u, v) are defined by 
-j>.R ' f(x,y) = Eco(x,y) and F(u,v) = -ikREco(u,v) 
e 
(3.74) 
The complex scalar function f(x, y) is called the copolar aperture field distribution and, 
when measurements are made in the far field region, F( u, v) is called the copolar far 
field pattern. The point of the definitions introduced in (3.74) is that, as (2.57) confirms, 
f(x,y) and F(u,v) are complex scalar distributions related by Fourier transformation. 
The support Sf of f(x,y) is, by definition, the region of the X,y plane outside of 
which f( x, y) vanishes (Sec. 3.4.1.1). The copolar aperture field distri bution predicted 
by the aperture field method (Sec. 2.1.3.3) is zero outside the aperture. Therefore Sf 
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corresponds to the aperture of the test antenna and is readily available as additional 
information to aid with the solution of the radio engineering phase problem. 
An early, but limited, algorithm for solving the radio engineering phase problem 
was developed by Davis [1970] and is discussed in Section 3.5.1. Amplitude hologra-
phy, which is described in Section 3.5.2, is based on the optical holographic principles 
proposed by Gabor [1948; 1949] and was first investigated in ultrasonic and electro-
magnetic contexts by Bates and Napier [1971]. Like the Gerchberg-Saxton algorithm 
(Sec. 3.4.3.1), the MiseH algorithm, presented in Section 3.5.3, was originally developed 
for use in electron microscopy [MiseH, 1973a]. A similar algorithm is the plane-to-plane 
diffraction algorithm which is discussed in Section 3.5.4. AH of these methods are 
compared in Section 3.5.5. 
Section 3.5.6 discusses a technique for extrapolating complex measurements of the 
far field. Although it is not a phase retrieval method, it can be described by a special-
ization of the basic iterative Fourier transform algorithm. It is described here because 
aspects of the technique are utilized in the modified Gerchberg-Saxton algorithm (see 
Sec. 4.7.3.3). 
3.5.1 Davis' method 
Davis' [1970] method of solving the radio engineering phase problem utilizes a quadratic 
model for the copolar aperture field phase distribu tion. The parameters of the model are 
chosen so that the copolar amplitude pattern predicted by the aperture model best fits 
the measured copolar amplitude pattern. For simplicity, the method is here described 
for application to a paraboloidal reflector antenna. Application to other antenna types 
is straightforward. 
The model for the aperture phase deviation !J,:ljJ( X, y) (defined in Sec. 3.1) is defined 
by [Davis, 1970, Sec. IV-D] 
(3.75) 
This expression includes all terms, less than third order, of a Taylor's series expansion 
of the actual aperture phase deviation distribution, except that the constant term has 
been neglected for reasons given in Section 3.2.2. The parameters a and (1 describe 
the phase deviation due to astigmatic defects of the reflector (Sec. 3.1). The parameter 
I is proportional to the amount by which the feed is axially displaced from the focus 
of the paraboloid which best fits the reflector's shape. The phase deviation due to 
this defocusing is approximated by a radially quadratic distribution (Sec. 3.2.2). The 
parameters a and b represent any linear phase distribution across the aperture. 
The estimate of the copolar aperture field distribution Je( X, y) is defined by 
(3.76) 
where fd(X, y) is the design copolar aperture field distribution and is assumed to be 
available. When the linear terms are zero (Le. a = b = 0) the associated copolar far fi eld 
amplitude pattern lFe( U, v J [ can exhibit the following important properties. If Jd( x, y) 
is point symmetric (see (3.65)) then [Fe(u,v)[ is also point symmetric. If fd(a:,y) is 
circularly symmetric, [Fe( U, v) [ has two lines of symmetry which are both described by 
-(1 
tan20 =-
2a 
(3.77) 
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where 0 is the angle of the lines from the u axis in an anticlockwise direction. Therefore, 
the model is invalid when IFe( u, v)1 does not have two lines of symmetry but fd(X, y) 
is circularly symmetric. 
Davis has also noted that the expected copolar far field amplitude pattern corre-
sponding to a particular set of the parameters 0:, fJ, " a, b is exactly the same as that 
corresponding to -0:, -fJ, -I' a, b when fd(X, y) is conjugate point symmetric (defined 
in (3.57)). Therefore, from a measured copolar far field amplitude pattern Arn( u, v), it 
is impossible to tell if the former or the latter set of parameters represents the actual 
copolar aperture field phase distribution. This accords with it only being possible to 
retrieve the image-form when solving the Fourier phase problem (Sec. 3.4.2) because 
both sets of parameters correspond to the same image-form. 
The measured amplitude pattern Arn( U, v) may be recorded with the aid of any of 
the measurement arrangements described in Section 3.3.3.1. The amplitude (or power) 
pattern of the copolar far field on a regular grid on the u, v plane is required. The field 
must be oversampled by a factor of at least two (Sec. 3.4.2.1). 
The algorithm utilized by Davis minimizes the error E over the parameters 0:, fJ, 
;, a and b where 
(3.78) 
A conjugate gradient iterative method is used to perform the minimization. To resolve 
the ambiguity in the parameters, it is suggested that the beamwidth of the amplitude 
pattern be measured after the feed has been moved axially by a known amount. Because 
the absolute change in l' is known (from the amount by which the feed is moved), 
the expected beamwidth can be calculated for each of the two possible sets of new 
parameters. The. set of parameters which best predicts the measured beamwidth is 
then chosen as the correct set. 
Davis [1970, Sec. VI-A] has successfully applied this method to a 5.3 m antenna as 
part of a procedure for correcting the reflector's astigmatism. 
3.5.2 Amplitude holography 
When a known reference field is added to the far field of a test antenna, each vec-
tor component of these fields interfere constructively or destructively depending on 
their relative phase difference. The amplitude of the sum therefore encodes informa-
tion about the phase pattern of the test antenna. In what is here called amplitude 
holography, this reasoning is utilized to determine the geometrical defects of the test 
antenna from measured amplitudes of the combined copolar far field radiated by the 
test antenna and a reference antenna, The term 'amplitude holography' can be more 
descriptively replaced by 'amplitude-only microwave Fourier holographic metrology' 
[ef. Anderson, 1977]. The use of the word 'holography' is discussed in the introduction 
to this chapter. In contrast to complex holography (Sec. 3.3.3.2) only the amplitude 
pattern, and not the phase pattern, of the far field is measured directly. 
Let r( x, y) be a known reference copolar aperture field distribution existing in the 
aperture plane of the test antenna. A method of realizing r( x, y) in practice is discussed 
later in this section. The total copolar aperture field distribution hex, y) is then given 
by 
hex, y) = f(x, y) + rex, y) (3.79) 
The corresponding copolar far field pattern, which is found by Fourier transforming 
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(3.79), is 
H(11., v) = F(1L, v) + R(u, v) (3.80) 
The radiation pattern hologram [N apier and Bates, 1973J is then defined as the intensity 
of H(11., v): 
IH( 11., V)12 = IF( 71, v W + F*( 11., v )R( 11., v) + F( 11., v )R*( 11., v) + IR( 11., V)1 2 (3.81) 
The inverse Fourier transform of the radiation pattern hologram is the autocorrelation 
of the total copolar aperture field distribution: 
hh(x, y) = ff(x, y) + j(x, y) 8 r(x, y) + f(x, y) 8 r(x, y) + n'(x, y) (3.82) 
An ideal reference copolar aperture field distribution is a point source 
r(x, y) = Aii(x - Xo, y) (3.83) 
where A is its complex amplitude and (xo, 0) is its position in the x, y plane. For this 
case (3.82) simplifies to 
hh(x, y) = ff(x, y) + AJ*(xo - x, -y) + A'" f(x + Xo, y) + IAI2 ii(x, y) (3.84) 
Figure 3.16 compares h(x, y) with hh(x, y). It is apparent from this figure that the 
A" f( x + Xo, y) term is spatially isolated from the other terms in (3.84) provided that 
3D 
xo >-2 
(3.85) 
where D is the diameter of the test antenna. When this condition is met, A" f( x + 
Xo, y) can be identified by inspection of hh(x, y). Amplitude holography can therefore 
reconstruct a distribution which is proportional to a shifted version of f(x, y). This is 
an improvement over being able to compute only the image-form of f(x, y), because the 
distribution reconstructed by amplitude holography has no ambiguity with regard to its 
conjugate reflection. Accordingly, any imperfections in the actual aperture distribution 
have the same locations as those indicated in the reconstructed distribution. 
In the following discussion it is assumed that the source, employed for the mea-
surements, is stationary (e.g. located terrestrially or on a geostationary satellite - see 
Sec. 3.3.3.1). The reference copolar aperture field distribution (3.83) can be realized 
by considering its copolar far field pattern: 
(3.86) 
This can be straightforwardly synthesized by keeping the reference antenna pointed 
towards the source, thereby fixing the value of A, and shifting the phase of the signal 
from the reference antenna according to 21rxo11. [Napier and Bates, 1971]. The variable u 
depends on the direction in which the test antenna is pointing, relative to the direction 
of source, and is defined by (2.28). The reference antenna can therefore be of any size 
and can be positioned anywhere in the vicinity of the test antenna. The radiation 
pattern hologram is recorded by summing the signal from the test antenna with the 
phase shifted signal from the reference antenna and measuring the power of the resultant 
signal. 
A consequence of the separation condition (3.8,5) is that the extent of h(x,y) is 
twice that of f( x, y) in the x direction. This means that the radiation pattern holo-
gram must be sampled twice as finely, in the u direction, than re(luired for measuring 
(a) 
(b) 
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f(x,y) Ab(x-xo,y) 
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ff(x, y) 
A*f(x+xo,Y) Af*(xo - x, -y) 
-D o D ' Xo I L--D 
3.16 Amplitude holography. Cuts along the x axis of (a) h(x,y) = f(x,y) + A6(x - XO,y) 
and (b) hh( x, y) are depicted. 
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IF( u, v) 1 alone. Consequently, the measurement time is increased. This situation can be 
avoided by measuring IF( u, v)1 2 separately and then subtracting it from the radiation 
pattern hologram [Napier and Bates, 1971, Sec. 3.3]. The inverse Fourier transform of 
the result is given by the right side of (3.84) excluding the first term. The physical 
implication of this can be seen by removing the curve representing ff( x, y) from the 
illustration in Figure 3.16(b). This implies that the A" f( x + xo, y) term can be shifted 
closer to the origin while still remaining spatially isolated from the remaining terms, 
which means that the separation condition (3.85) can be relaxed to Xo > D /2. When 
Xo = D/2, the extent of h(x,y) equals that of f(x,y), so that their Fourier trans-
form amplitudes can be sampled at the same rate. Therefore, this procedure reduces 
the measurement time, especially since IF( u, v)1 2 can be recorded simultaneously with 
IH( u, v)1 2 by measuring the square of the amplitude of the signal coming directly from 
the test antenna. A further advantage of measuring IF(u,v)1 2, as well as IH(u,v)l\ 
is that the estimate, generated by amplitude holography, of the copolar aperture field 
distribution can be verified by comparing its Fourier transform amplitude with IF( u, v)1 
[Napier and Bates, 197:t]. 
Napier and Bates [1973] have performed laboratory experiments with acoustic an-
tennas. Utilizing amplitude holography, they obtain copolar aperture distributions 
with an estimated accuracy of better than 5%. Bennett et al. [1976] have applied am-
plitude holography to a 3.66 m diameter microwave paraboloidal reflector. Because 
their 11 GHz source was located in the Fourier Fresnel region of the test antenna, their 
estimate of the copolar aperture field had to be adjusted by a quadratic phase term 
(d. (2.58)). The adjusted estimate revealed astigmatism in the field radiated by the 
feed of the antenna. It also indicated that the feed was laterally displaced, which was 
confirmed by subsequent direct measurement of the feed's position, and that the rms 
error in the reflector's profile was 0.93 mm, which agreed well with the manufacturer's 
result of 0.75 mm obtained by template measurements. Bennett et al. [1976] also 
mention that amplitude holography has successfully been applied to a 76 m diameter 
antenna, utilizing a cosmic radio source. 
3.5.3 The Misell algorithm 
In radio engineering terminology, the Misell algorithm [Misell, 1973aj 1973bj 1973c] 
requires two copolar amplitude patterns to be measured: one with the antenna in focus 
and the other with the antenna defocused. The algorithm consists of an iterative error 
reduction procedure to find a copolar aperture field distribution which is consistent 
with both copolar amplitude patterns. 
The defocusing is achieved by axially displacing either the feed or the subreflector, 
if one is present. The distance through which the displacement occurs must be noted so 
that its effect on the copolar aperture field distribution can be calculated (Sec. 3.2.2). 
The amount of defocus is not critical as long as it reduces the peak gain significantly 
compared to the noise level on the measured amplitude pattern [Morris, 1985]. 
The Misell algorithm is a generalization of the basic iterative Fourier transform 
algorithm (Sec. 3.4.3) and is outlined in Figure 3.17. The operations depicted by the 
boxes entitled 'transform to ... ' account for the effects of defocus on the copolar aperture 
field distribution, so that 9i(X, y) always represents the focused copolar aperture field 
distribution. The algorithm is described by the following equations: 
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Gi(U,V) FT{gi(x,y)ejL1~I(x,y)} 
G~(u,v) Am(u,v)ejphll.'le{G;(u,v)} 
gHx,y) = IFT{Gi(u,v)}e-jLl~I(x,y) (3.87) 
{ 
gi(x, y) for (x, y) E Sf 
o elsewhere 
When i is an odd integer, Am( u, v) is the measured copoLar amplitude pattern for the 
focused antenna, so that D.'fh( x, y) = O. For these iterations, the Misell algorithm 
is the same as Fienup's error reduction algorithm for complex images (Sec. 3.4.3.3). 
However, when i is an even integer, Am(u,v) is taken to be the measured copolar 
ampli tude pattern for the defocused antenna, and therefore /j,7/Yr( x, y) is the aperture 
phase deviation due to the defocusing. A quadratic phase deviation (3.8) is usually 
employed [Morris, 1985]. Note, however, that (3.7) is a more exact formulation for 
,6,7./>r( x, y). Convergence of the algorithm is indicated by the normalized rms difference 
between I G'j(u, v) I and Am( U, v) (Le. cf in (3.60)). 
The Misell algorithm is usually applied to amplitude patterns which are oversampled 
by a factor of between one and two [Morris, 1985; 1988; Ellder et ai., 1984; Anderson and 
transform to Gi(U,V) 
gi(X,y) - measurement 
plane 
gi+l(X, y) 
apply apply 
~ support amplitude 
-constraints constraints 
transform to 
image 
gHx, y) plane GHll, v) 
Figure 3.17 A single iteration of the MiseH and plane-ta-plane diffraction algorithms. When i is 
an odd integer, Am(u, v) represents one measured amplitude pattern, but when i is an even integer, 
Am(u, v) represents another measured amplitude pattern. 
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Sali, 1985]. None of the quoted authors have reported that the algorithm has converged 
to other than the expected solution. This is in contrast to the Fourier phase prohlem 
which requires an amplitude pattern to be oversampled by a factor of at least two, to 
have a unique solution (Sec. 3.4.2). It is reasonable to expect a smaller sampling factor 
to be adequate for the Misell algorithm because, whereas the Fourier phase problem 
is expressed in terms of only a single amplitude pattern, the Misell algorithm requires 
two amplitude patterns. 
The Misell algorithm has been applied to computer simulated antenna patterns by 
Morris [1985] and Anderson and Sali [1985]. Morris has also derived a relationship 
between the expected error of the estimated copolar aperture field phase distribution 
and the noise level in the measured copolar amplitude patterns. From this relationship, 
and from extensive computer simulations, it is concluded that a peak signal to noise 
ratio of 50 dB provides enough information for the antenna to be corrected such that 
its actual gain is within 1% of the desired gain. 
Ellder et at. [1984] report a test of the Misell algorithm on a 20 m diameter an-
tenna. A cosmic radio source was sensed at 22 GHz and each amplitude pattern was 
sampled at 32 by 32 points. The focused and defocused amplitude patterns were each 
measured nine times. Each set of nine measured amplitude patterns was then averaged 
to reduce the noise level. The geometrical defects predicted by the Misell algorithm 
were accurate to within an rms error of 0.14 mm. They agreed well with a previous 
theodolite measurement. 
In another antenna measurement performed by Morris et al. [1988], an 86 GHz 
terrestrial source was placed in the Fourier Fresnel region of a 60 m diameter antenna. 
Each measured amplitude pattern was sampled at 128 by 128 points. The rms re-
peatability of the computed geometrical defects was around 0.065 mm, being limited 
mainly by the effects of atmospheric scintillations on the measured amplitude. Because 
the amplitude pattern measurements were made in the Fresnel region, A'ljJr(x, y) in the 
first and third equations of (3.87) was appropriately adjusted by a Fresnel quadratic 
aperture phase term see (2.58). One-dimensional computer simulations suggest that 
the sign of the defocusing should be chosen so that the defocus phase term partially 
cancels the Fresnel phase term [Sali, 1988]. 
3.5.4 Plane-to-plane diffraction algorithm 
The plane-to-plane diffraction algorithm was developed by Anderson and Sali [1985] 
and is based on the Misell algorithm. Both of these algorithms have the same struc-
ture, which is depicted in Figure 3.17. The plane-to-plane diffraction algorithm requires 
measurements of the copolar field amplitude distribution to be made at two different 
distances from the test antenna. The algorithm attempts to find a copolar aperture 
field distribution which is compatible with both of the measured field amplitude distri-
butions. 
When the measurements are made in the Fourier Fresnel or far field region, the 
plane-to-plane diffraction algorithm is described by (3.87). However, the first and third 
equations now represent field transformations between the aperture plane and either of 
the measurement planes. Comparing with (2.58), A'ljJr( x, y) is seen in (3.87) to be the 
Fresnel aperture phase term 
(3.88) 
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where R is the distance to the sphere over which the measurement is made. Note that, 
although the angular variation of the copolar field amplitude distribution is measured 
over a portion of a sphere, the angles are transformed onto the 1t, v plane by (2.28). 
As for the Misell algorithm, the copolar amplitude patterns of the Fourier Fresnel or 
far field are usually oversampled by a factor of between one and two [Anderson and 
Sali, 1985]. 
The copolar amplitude measurements can alternatively be carried out in the part of 
the near field region of the antenna which is outside the Fourier Fresnel region. \Vhen 
measured near to the aperture of the antenna, the copolar field amplitude distribution 
should be .recorded over a plane. The first and third equations of (3.87) must then be 
replaced by an invertible transformation which relates the aperture field to the field 
over the measurement plane [Shewell and Wolf, 1968; Anderson and Sali, 1985; Ransom 
and Mittra, 1971]. The amplitude of the copolar field over the measurement plane must 
be sampled at closer than ),,/2 in each direction [Anderson and Sali, 1985]. 
In the original algorithm [Anderson and Sali, 1985], the iterations alternate between 
the aperture plane and each of the two measurement planes in turn. However, it has 
been found [Sali and Anderson, 1987a] that the algorithm converges more rapidly if 
several consecutive iterations involve only one of the measurement planes, with the 
next several iterations involving only the other measurement plane. 
Application of the plane-to-plane diffraction algorithm to computer simulated copo-
lar amplitude distributions indicates that the algorithm can successfully retrieve copolar 
aperture field distributions [Anderson and Sali, 1985]. The rate of convergence of the 
algorithm tends to increase with the separation of the measurement planes. However, 
Sali and Anderson [1987b] have reported an example of the algorithm working success-
fully when both of the amplitude pattern measurements are made in the far field region. 
The two measurements are each performed by sampling the copolar far field amplitude 
pattern at the Nyquist rate, with the samples from the two measurements interleaved. 
Note that this is not equivalent to a single measurement oversampled by a factor of 
two (as required by the Fourier phase problem): oversampling occurs in both the 1t and 
the v directions, and is therefore equivalent to interleaving four sets of Nyquist spaced 
samples [ef. Sali and Anderson, 1987b]. 
Two tests of the plane-to-plane diffraction algorithm have been made by Sali and 
Anderson [1987a]. In the first, the amplitude pattern of the copolar field was measured 
at distances 25 m and 70 m from a 3.66 m antenna. In the second test, the ampli-
tude distribution of the copolar field of a 0.45 m antenna was measured over planes 
0.31 m and 1.0 m from the aperture plane. For both tests, the plane-to-plane diffrac-
tion algorithm produced results which agree well with results obtained from complex 
holography. It was found that for best convergence the two amplitude measurements 
should be made to the same resolution and should be accurately registered with respect 
to each other. 
3.5.5 Comparison of methods 
In this section the algorithms described in Sections 3.5.1 to 3.5.4 are compared on the 
basis of how they are applied in practice. 
Both amplitude holography and Davis' method require a single measured copolar far 
field amplitude pattern, oversampled by a factor of at least two. In contrast, the Misell 
and plane-to-plane diffraction algorithms require two measured amplitude patterns, 
each oversampled by a factor which need not be as large as two, but must be at least 
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unity. The latter two algorithms can therefore operate successfully on fewer data than 
can the former two algorithms. 
Since in Davis' algorithm, the copolar aperture field phase distribution is defined by 
only five parameters, it is only capable of detecting astigmatism and defocusing of the 
test antenna. Unlike the other algorithms discussed in this section, which have as many 
parameters as there are samples of the copolar aperture field, Davis' algorithm cannot 
reveal the effects of panel displacements or other localized defects. Furthermore, it has 
the disadvantage that it generates an estimate of only the image-form of the copolar 
aperture field distribution. The associated ambiguity, between the actual copolar aper-
ture distribution and its conjugate reflection, can only be resolved by making a further 
measurement. 
Amplitude holography is a direct method, in the sense that it does not employ an 
iterative algorithm. It does, however, require a separate reference antenna and phase 
shifter. Amplitude holography cannot therefore be employed at sites where either of 
these items is unavailable. In situations where a reference antenna is available, if a 
phase meter is employed instead of the phase shifter, complex holography (Sec. 3.3.3.2) 
can be employed. Complex holography has the advantage over amplitude holography of 
involving fewer samples of the far field and therefore requiring less measurement time. 
Note that, in concept, a phase shifter can be utilized to construct a crude phase meter: 
the signal to be measured is added to a phase shifted reference signal, and the shift for 
which the sum is minimized is recorded. 
The Misell algorithm requires the antenna to be defocused between measurements. 
The defocusing involves physical displacement of either the subreflector or the feed of 
the test antenna. The subreflector or feed can never be returned to exactly its original 
position. This has the disadvantage that a feed, say, which was originally in an optimal 
position, might be displaced by the end of the measurements. The plane-to-plane 
diffraction algorithm, on the other hand, does not require any physical tampering with 
the antenna to perform the measurements. It does, however, require measurements to 
be made at two different distances from the antenna, at least one of which is in the near 
field region. The measurements therefore require either two separate sources or a single 
movable source. This may well be inconvenient. Furthermore, for both the Misell and 
the plane-to-plane diffraction algorithms, the two measured amplitude patterns must 
be recorded carefully enough to be accurately registered with respect to each other 
[McCormack et ai., 1989]. 
3.5.6 Far field extrapolation 
In complex holography (Sec. 3.3.3.2), the measurements of the complex copolar far field 
pattern are made over a limited range of angles. Ideally, for the appropriate use of the 
DFT operator (Sec. 3.4.1.4), the field outside this range of angles should be negligible. 
In practice, this is often untrue, however, so that the measured copolar far field pattern 
is significantly truncated. This limits the resolution obtainable for the copolar aperture 
field distribution. 
It is worth noting in passing that the entire copolar far field pattern F(u, v) can, 
in principle, be determined from accurate information about only a finite portion of 
F( u, v). The reason for this is that, because the copolar aperture field distribution 
f(x,y) is of finite extent, F(u,v) is analytic [Papoulis, 1975]. Therefore, the whole of 
F( u, v) can be expressed as a Taylor series expansion about any given point. However, 
this does not constitute a practical approach because the determination of the Taylor 
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series coefficients is extremely sensitive to noise. In order to successfully extrapolate 
F( u, v), it is necessary to find a method which incorporates the image constraints into 
the extrapolation procedure. 
The problem, then, is to extrapolate the data Fm( u, v), obtained from a measure-
ment of F(u, v) over a finite portion of the u, v plane, when f(x, y) is known to be of 
finite extent. This is similar to the Fourier phase retrieval problem because in both 
problems the whole of F( u, v) is required to be retrieved from partial information about 
it. In fact, the algorithm developed by Gerchberg [1974] and Papoulis [1975] to solve 
the extrapolation problem is a special form of the basic iterative Fourier transform 
algorithm (Sec. 3.4.3). The ith iteration can be described by 
Gi(U,V) = FT{9i(X, y)} 
G~( U, v) { Pm(u,v) 
for (u, v) E SFm 
Gi(U,V) elsewhere 
gi(x, y) 1FT { G~ ( u, v) } 
(3.89) 
gi+1 (x, y) { ~:(x' y) for (x, y) E Sf = 
elsewhere 
where SFm is the region of the u, v plane over which the measurements are made. 
Gerchberg [1974] proves that the image error, defined in (3.71), must decrease as 
the number of iterations increases. Papoulis [1975] analyzes the effect of noise and 
aliasing on the algorithm's performance. Convergence of the algorithm is faster the 
more accurate an estimate of the aperture support Sf is available. However it is better 
to overestimate Sf because the algorithm fails when too small a support is employed 
[Gerchberg, 1974]. 
The algorithm has been applied to the case of extrapolating a measured copolar 
far field pattern for complex holography by Rahmat-Samii [1984]. Both computer 
simulated measured data and data from measurements of a 64 m diameter antenna 
have been successfully extrapolated. 
3,6 SUMMARY 
An antenna is designed to produce a radiation pattern which meets its specifications. 
If it does not meet these specifications, and provided the characteristics of the environ-
ment and the feed are as expected, there must be geometrical defects of the antenna 
itself. There are many forms of geometrical defect: random variations in reflector shape 
associated with a finite manufacturing tolerance, misaligned panels, displaced feed or 
subreflector, and astigmatic deflections of the main reflector due to gravitational load-
ing. 
A geometrical defect which is an appreciable fraction of a wavelength produces an 
appreciable deviation in the copolar aperture field phase. The same defect tends to have 
an insignificant effect on the amplitude of the copolar aperture field distribution. From 
knowledge of the aperture phase deviations, an estimate of the geometrical defects can 
be calculated. For an antenna designed to have a uniform copolar phase distribution 
across the aperture, the aperture phase deviation is equal to the actual copolar aperture 
field phase distribution. An approximately radially quadratic copolar aperture field 
phase distribution suggests an axially displaced feed or subreflector. A panel shaped 
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area of phase advance in the copolar aperture field distribution suggests the panel 
immediately behind the area is misaligned. The geometrical defects associated with 
any given copolar aperture field phase distribution can be inferred by tracing rays 
backwards from the aperture plane to the feed. 
There are many methods of determining the geometrical defects of an antenna. 
One way is to measure the geometry directly and compare it with the design geometry. 
Other ways rely on first obtaining an estimate of the phase distribution of the copolar 
aperture field and then inferring the geometrical defects from this. The copolar aperture 
field phase distribution can be measured directly or obtained by measuring either the 
copolar Fresnel or far field pattern. When the complex copolar far field pattern is 
measured, the copolar aperture field distribution can be computed by inverse Fourier 
transformation. When measurements of only the amplitude pattern of the copolar 
far field are made, phase retrieval algorithms can be invoked to retrieve the copolar 
aperture field distribution. This thesis is concerned with the latter approach. 
The problem of retrieving the copolar aperture field distribution !(x, V), when only 
the copolar far field amplitude pattern IFeu, v)1 is available, is called the Fourier phase 
problem. Because !(x, y) is of finite extent, z-transform theory can be employed to 
show that in general the phase problem has a unique solution, provided IF( u, v) I is 
oversampled by a factor of at least two. A solution is here understood to be any 
copolar aperture field distribution having the same image-form as !(x, V). A practical 
algorithm for solving the Fourier phase problem is the basic iterative Fourier transform 
algorithm which is described in Section 3.4.3. An important feature of this algorithm 
is that it can incorporate any additional information about !(x, V). The Gerchberg-
Saxton algorithm and Fienup's algorithms are examples of the basic iterative Fourier 
transform algorithm. 
The radio engineering phase problem is broader than the Fourier phase problem. It 
is the problem of retrieving the copolar aperture field distribution from measured spatial 
distributions of the copolar amplitude of the field radiated by an antenna. Several 
methods are available for solving the radio engineering phase problem. Davis'method 
is only suitable for copolar aperture fields which have quadratic phase distributions. 
Amplitude holography requires a separate reference antenna. In the MiseH and plane-
to-plane diffraction algorithms, two separate measurements are required, with either 
the subreflector, feed, or the measuring source being moved between the measurements. 
The modified Gerchberg-Saxton algorithm, introduced in the next chapter, does not 
require a reference antenna and operates on only a single measured copolar amplitude 
pattern of either the Fresnel or far field. 

CHAPTER 4 
THE MODIFIED GERCHBERG-SAXTON ALGORITHM: 
EVALUATION BY COMPUTER SIMULATION. 
This chapter introduces the modified Gerchberg-Saxton algorithm which is an adap-
tation of the original Gerchberg-Saxton algorithm (Sec. 3.4.3.1) suited to help solve 
the radio engineering phase problem (Sec. 3.5). Ideally, the inputs to the original 
Gerchberg-Saxton algorithm should be the actual copolar far field amplitude pat-
tern and the actual copolar aperture field amplitude distribution, which are related 
by Fourier transformation. The algorithm outputs an estimate of the actual copolar 
aperture field distribution. The obvious way to implement the Gerchberg-Saxton algo-
rithm, in the radio engineering situation, is to provide it with a measured copolar far 
field amplitude pattern and a measured copolar aperture field amplitude distribution. 
However, as pointed out by Morris [1985] and Anderson and Sali [1985], it is inconve-
nient to make both of these measurements because they involve different techniques: 
measuring the copolar far field amplitude pattern requires a standard amplitude pattern 
measurement (Sec. 3.3.3.1), while measurement of the copolar aperture field amplitude 
distribution requires a planar near field scanning technique (Sec. 3.3.2). Furthermore, 
Anderson and Sali [1985] performed computer simulations comparing the plane-to-plane 
diffraction algorithm, the Misell algorithm and the Gerchberg-Saxton algorithm, show-
ing that the Gerchberg-Saxton algorithm stagnated within a few iterations, while the 
other algorithms continued converging and produced more accurate results. 
The approach taken when the modified Gerchberg-Saxton algorithm was developed 
is somewhat different. Rather than making measurements in the aperture plane, the 
design copolar aperture field amplitude distribution, along with the measured copolar 
far field amplitude pattern, are used as inputs to the algorithm. It is appropriate to 
utilize the design copolar aperture field amplitude distribution because, as reasoned 
in Section 3.2.1, the difference in amplitude between the design and actual copolar 
aperture field distributions is expected to be relatively small when it is due to geo-
metrical defects. However, due to causes other than geometrical defects, the design 
copolar aperture field amplitude distribution may not be reliably close to the actual 
copolar aperture field amplitude distribution. These causes include amplitude devia-
tions in the feed pattern and unavoidable errors in the analysis technique employed 
for determining the design copolar aperture field distribution from the design reflec-
tor geometry. Therefore, the modified Gerchberg-Saxton algorithm has been made 
to rely heavily on the measured copolar far field amplitude pattern, while ensuring 
that the amplitude of the estimated copolar aperture field distribution is not forced 
to equal the design copolar aperture field amplitude distribution. This is achieved by 
making the final iterations of the modified Gerchberg-Saxton algorithm equivalent to 
Fienup's error reduction algorithm for complex images (Sec. 3.4.3.3). This approach 
can be viewed as solving the Fourier phase problem as posed in (3.41), using the design 
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copolar aperture field amplitude distribution only as an aid for convergence. As inti-
mated in Section 3.4.2, for the Fourier phase problem to possess a unique solution, it 
is crucial to oversample, by a factor of at least two, the copolar far field amplitude pat-
tern. Furthermore, oversampling by a factor of at least two helps the Gerchberg-Saxton 
algorithm to converge [Gardenier et at., 1986b; 1986c]. Other ways of improving the 
convergence of the algorithm are to invoke Gerchberg's variant of the Gerchberg-Saxton 
algorithm (Sec. 3.4.3.2) [Milner et at., 1987] or to incorporate aspects of Fienup's hy-
brid input-output algorithm (Sec. 3.4.3.3) [Bates et at., 1987]. In both of these forms of 
the modified Gerchberg-Saxton algorithm, the design data are employed for the initial 
iterations but are discarded for the final iterations. 
A similar approach has been explored by the group at the University of Sheffield. 
Sali and Anderson [1987b] describe Fienup's error reduction algorithm for complex 
images and find that it does not produce satisfactory results when applied to com-
puter simulated data. The discussion in Section 3.4.3.3 suggests that this is to be 
expected. Anderson et at. [1988] do, however, get the error reduction algorithm to 
converge satisfactorily by utilizing an inaccurately measured copolar phase pattern in 
the first iteration of the algorithm. This algorithm can therefore be used to improve an 
estimate of the phase pattern. Both Fienup's hybrid input-output and error reduction 
algorithms are utilized by McCormack and Anderson [1988]. They start their algorithm 
with the design copolar aperture field distribution, which is discarded after the first 
iteration. They applied the algorithm to experimentally obtained measured data and 
found that the resulting estimate of the copolar aperture field phase distribution was 
noisier than, but very similar to, the copolar aperture field phase distribution gener-
ated by complex holography. As with the algorithm mentioned in the next sentence, 
the design copolar aperture field amplitude distribution was in the form of a rough 
estimate of the copolar aperture field amplitude distribution. McCormack et at. [1989] 
have developed an algorithm which is a combination of Fienup's algorithms and the 
Gerchberg-Saxton algorithm. This algorithm and the Misell algorithm were applied 
to experimentally measured data. The results from the MiseH algorithm were inferior 
because the two measured amplitude patterns were not aligned properly. The com-
bined Fienup and Gerchberg-Saxton algorithms produced results similar to those from 
complex holography. They were not sensitive to the choice of design copolar aperture 
field amplitude distribution. Anderson et at. [1989] have modified this algorithm so 
that it can be used with data obtained by measuring the field on a plane in the near 
field region. The Fourier transform operator is replaced by an invertible transforma-
tion which relates the aperture field to the field over the measurement plane (cf. the 
plane-to-plane diffraction algorithm in Sec. 3.5.4). 
A suggested procedure for applying the modified Gerchberg-Saxton algorithm in 
practice is discussed in Section 4.1. A generalized computer model which simulates 
relevant parts of the practical procedure is described in Section 4.2. Section 4.3 defines 
error measures which indicate how well the modified Gerchberg-Saxton algorithm per-
forms when it is applied to data from a particular computer modeL The algorithm has 
a variety of forms differing according to their constraints, which are discussed in Sec-
tion 4.4. It is in this section that the form of the modified Gerchberg-Saxton algorithm 
with which this thesis is mainly concerned is defined. A worked example is presented in 
Section 4.5. Aspects of measuring the far copolar field amplitude pattern are discussed 
in Section 4.7. Section 4.8 presents the results of applying the algorithm to many sets 
of computer simulated data, while Section 4.9 indicates uses for the algorithm other 
than phase retrieval. 
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4.1 PRACTICAL IMPLICATIONS OF THE ALGORITHM 
In this chapter the performance of the modified Gerchberg-Saxton algorithm is eval-
uated by applying it to antennas, fields and measurements which are all computer 
simulated. Before taking the computer simulation approach, however, it is instruc-
tive to consider how the algorithm might be applied to real-world antennas, fields and 
measurements. Section 4.1.1 suggests how the modified Gerchberg-Saxton algorithm 
could be employed for detecting and correcting geometrical defects of an antenna. Pos-
sible ways of dealing with the ambiguity inherent in the modified Gerchberg-Saxton 
algorithm in the real world of antenna engineering are discussed in Section 4.1.2. 
4.1.1 Procedure 
Section 3.1 presents a general procedure for determining whether or not an antenna 
has geometrical defects, for correcting them and for confirming that the corrections 
are successful. It does not specify what method is to be employed to determine the 
geometrical defects. This section discusses in more detail how the modified Gerchberg-
Saxton algorithm might playa key role in revealing the geometrical defects. 
To determine if the antenna geometry requires adjustment, the copolar far field 
amplitude pattern is measured and compared to its specifications. If the specifications 
are given along a single cut, the measurements need only be made along that cut. If 
the measured pattern does not meet its specifications and if other factors, such as the 
environment or the feed characteristics, are considered not to be at fault, the modified 
Gerchberg-Saxton algorithm can be invoked to determine the geometrical defects of the 
antenna. 
The inputs to the modified Gerchberg-Saxton algorithm are a measured copolar far 
field amplitude pattern and the design copolar aperture field amplitude distribution. 
Because the algorithm is implemented on a computer, these inputs are required to be in 
the form of a sampled Fourier transform amplitude and a sampled image respectively 
(Sec. 3.4.1.2). In order to straightforwardly utilize the DFT operator, the number and 
spacing of the sample points in the u, v plane and the x, y plane must be chosen to 
satisfy the conditions set down in (3.37). As for complex holography (Sec. 3.3.3.2L it 
is assumed that the far field pattern of the antenna is negligible outside the small angle 
region. 
For reasons given in Section 4.7.2, the measured copolar far field amplitude pattern, 
denoted by Am( u, v), must be oversampled by a factor of at least two. Therefore, from 
(3.22), the spacing of the sample points in both the u and v directions should be less 
than 1/(2D), where D is the largest dimension of the antenna's aperture. Methods 
for measuring the two-dimensional copolar far field amplitude pattern are discussed in 
Section 3.3.3.1. 
The design copolar aperture field distribution fd( x, y), which is defined in Section 3.1, 
can be obtained in a number of ways, depending on the information available about 
the design of the antenna. Some antennas are designed to produce a particular desired 
aperture field distribution [e.g. Galindo-Israel et al., 1987]. For these antennas fd(x, y) 
can be the copolar component of this desired aperture field distribution. Another way of 
determining fd( x, y) is to utilize the feed characteristics and reflector geometry specified 
by the design. An analysis technique, such as one of those described in Section 2.1, is 
employed to compute the aperture field distribution expected to be produced by the 
specified feed characteristics and the design reflector geometry. The copolar aperture 
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field distribution derived from such an analysis is then taken to be fd(X, y). All is not 
lost even if no design information is available because fd( x, y) can be a guess at the 
ideal copolar aperture field distribution. As intimated in Sections 2.2.5 and 2.1.3.3, this 
ideal distribution typically incorporates the effects of any su breflector or feed blockage, 
possesses an amplitude taper and is negligible outside the aperture. The size and shape 
of the aperture can usually be adequately estimated by inspection of the antenna. 
The modified Gerchberg-Saxton algorithm assumes that the actual copolar aperture 
field distribution fa( x, y) is related to the actual copolar far field pattern Fa( u, v) by 
Fourier transformation (Sec. 3.3.3.2). From the energy conservation theorem for Fourier 
transforms [Bates and McDonnell, 1989, p. 24], the energies, as defined in (3.18), of 
fa.(x,y) and Fa (11,V) are equal. Since Ifd(X,y)1 and ArnC11,v) are approximations to 
I f",( x, y) 1 and 1 Fa( 11, v) 1 respectively, Arn( U, v) must be normalized so that it has the 
same energy as 1 fd( x, y) I. This normalization implies that only the relative amplitude 
pattern of the copolar far field need be measured. Furthermore the distance R, which 
appears in (2.57), between the test antenna and the source need not be known. 
The output from the modified Gerchberg-Saxton algorithm is the estimated copolar 
aperture field distribution fe(x, y). As outlined in Section 3.2, the phase of this dis-
tribution can be utilized to determine the geometrical defects of the antenna. These 
geometrical defects can then be corrected by the means suggested in Section 3.1. The 
copolar far field amplitude pattern of the corrected antenna can then be measured to 
check that it does conform to its specifications. 
Throughout this thesis, the copolar amplitude pattern measurement is conveniently 
assumed to be made in the far field region. However, the measured copolar amplitude 
pattern of the Fourier Fresnel field can alternatively be used as the input Arn( U, v) to 
the modified Gerchberg-Saxton algorithm. By comparing C2.57) with (2.58), it is then 
apparent that the estimated copolar aperture field distribution feC X, y) generated by 
the algorithm, must be multiplied by e jk(x2+y2)/(2R) before it can become an estimate 
of the actual copolar aperture field distribution. 
4.1.2 Ambiguities 
Section 3.4.2.4 concludes that, in general, the two-dimensional Fourier phase problem, 
as posed in (3.41), has one, and only one, solution. In the derivation of this result, 
it is implicitly assumed that the Fourier transform amplitude is known accurately, 
i.e. ArnC U, v) = IF".( 11, v )1. If the estimate fe(x, y) generated by the modified Gerchberg-
Saxton algorithm is such that IFeC11,V)1 = Arn(11, v) then fe(x,y) is a solution to the 
Fourier phase problem. Because this solution is necessarily unique, feC X, y) must have 
the same image-form (defined in (3.38)) as fa(x, y). 
Because the position of the aperture in the x, y plane is known, the position of 
the support of fee x, y) is also known. Therefore feC X, y) cannot be a translated form 
of fa,(x, y). However, fe(x, y) can still be related to f".(x, y) in the following ways 
(cf. (3.38)): 
fe( x, y) = faC x, y)eNo or feCx, y) = f .. (x, y)eNo = f:C -x, _y)eNo (4.1) 
where 7/Jo is an arbitrary real number. Recall, from Section 3.4.2, that the tilde implies 
that ia(x, y) is the conjugate reflection of faCx, y). The uniform phase term eNo is 
unimportant in radio engineering contexts and can be ignored for reasons given in Sec-
tion 2.3.1.2. In practice, the modified Gerchberg-Saxton algorithm converges to either 
fa,Cx,y)eNo or iaCx,y)e.i,po plus an error term which is dependent upon how accurately 
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Am( U, v) approximates lFa( u, v) I. It is assumed, in the following discussion, that the 
modified Gerchberg-Saxton always converges well enough for its output fe(x, y) to ap-
proximate either fa( X, y)eNo or la( X, Y )eNo . Furthermore, the effect of the uniform 
phase term is ignored by assuming that "po = O. Note that the previous two sentences 
imply that either fe(x, y) or lc(x, y) approximate fa(x, y). 
If fa(x, y) is conjugate point symmetric (defined in (3.57)), fc(x, y) ~ fa(x, y) and 
there is no ambiguity. However, in general, fa(x, y) is not conjugate point symmetric. 
This presents a serious problem in practice, because it is not obvious whether fe(x, y) or 
le(x, y) is the estimate of fa(x, y). This is of practical importance because the required 
geometrical corrections are different for each case. Various approaches to resolving this 
ambiguity problem are now presented. 
Any known asymmetries in the copolar aperture field distribution fa(x, y) can help 
decide whether fe(x, y) or le(x, y) is the estimate of fa(x, y). For example, if Ifd(X, y)1 is 
not point symmetric (defined in (3.65)), the estimate of fa(x, y) is taken to be whichever 
of fc(x, y) or le(x, y) has the closest amplitude distribution to Ifd(X, y)l. If the position 
and/or extent of some of the geometrical misalignments are known, their effect on the 
copolar aperture field phase distribution can be computed. If this effect is manifest 
in one but not the other of fe(x, y) or le(x, y), then that distribution is taken to be 
the estimate of fa(x, y). Asymmetries can also be purposely introduced into fa(x, y). 
This can be done, for example, by placing a piece of microwave absorbing material 
on part of the reflector surface, or by purposely displacing some part of the an tenna 
structure, before making the measurement of the copolar far field amplitude pattern. 
A disadvantage with adding absorbing material is that it obscures any shape defects 
of the part of the reflector over which it is placed. It is of course essential that any 
purposely displaced part of the antenna be accurately replaced afterwards. 
To avoid making alterations to the antenna before its amplitude pattern is measured, 
the ambiguity can be resolved in the following way. Initially assume that fe(x, y) 
is the estimate of fa( X, y), and make appropriate corrections to the geometry of the 
antenna. If subsequent measurement of the radiation pattern reveals that it is now 
within specifications, then no more need be done. However, if the radiation pattern is 
worse than it was before the changes were made, it must be concluded that le(x, y) is 
the estimate of fa(x, y). The initial geometrical changes must thus be undone. New 
changes, this time based on le(x,y), must then be made. 
Making changes to the antenna geometry can be a protracted business and therefore 
be expensi ve, especially if a large number of individual panels need be adjusted. This 
may well make the method described in the previous paragraph unattractive because 
there is a 50% chance that the geometry of the antenna has to be changed for a second 
time. 
Another way of resolving the ambiguity between fe(x, y) and ic(x, y) is based on 
making initial changes to the antenna geometry, measuring the ensuing pattern and 
then undoing the initial changes. In this approach, the initial changes should be as 
few as possible and limited to those which can be easily reversed. Examples of readily 
reversible changes are moving the feed along its axis, or placing a metal sheet on the 
reflector surface to produce the effect of displacing a panel. Alternatively, microwave 
absorbing material can be placed over a part of the reflecting surface. After making 
these initial changes, the copolar aperture field distribution fc(x, y) becomes 
( 4.2) 
where ,..;( X, y) represents the effects of the changes on the original copolar aperture 
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field distribution. An estimate of h":(x, y) can be calculated from knowledge of the 
changes that have been made. For example, if the axial position of the feed in a 
paraboloidal antenna is changed, h":(x, y) = e j t.1jJ(x,y) where ~'ljJ(x, y) is the aperture 
phase deviation defined in (3.7). When utilizing microwave absorbing material, Ih":(x, y)1 
is small over the projection, on to the x, y plane, of the region of the main reflector 
covered by the material. Note that there are several easily implementable forms for 
h":(x,y). Since either fe(x,y) or fe(x,y) must be the estimate of fa(x,y) then fe(x,y) 
must be approximated by either feI(X,y) or fe2(X,y), where 
fel (x, y) 
or fe2( x, y) 
fe(x, y)h":(x, y) 
fe(x, Y)h":(x, y) 
( 4.3) 
It is worth emphasizing that if feI(X,y) and fe2(X,y) do not differ significantly from 
each other, there is no ambiguity problem. Therefore, if they do differ significantly, 
!Fc1(U, v)1 must differ significantly from !Fe2( u, v)l. Because both Fc1 ( u, v) and Fe2 ( u, v) 
can be computed, they can be compared to find the points in the u, v plane at which 
their amplitudes differ most. Measurements of IFe( u, v)1 at these points can then be 
made to resolve the ambiguity: if IFe( u, v)1 is closest to lFeI(U, v)l, fe(x, y) must be the 
estimate of fa(X,y)i if lFe(u,v)1 is closest to IFe2(u,v)l, fe(x,y) must be the estimate 
of fa(x,y). Because the measurements of IFe(u,v)1 need only be made at a small 
number of points in the u, v plane, they can be made relatively rapidly. Note that 
Fc1(U,V) and Fe2 (u,v) can be calculated before any geometrical changes are made. 
Therefore, the form of h":(x, y) can be chosen to provide a large and easily detectable 
difference between IFc1 (u,v)1 and IFe2(u,v)l. Once the ambiguity is resolved and the 
initial changes are undone, the final changes, based on the appropriate estimate of 
fa(x, y), can be implemented. 
As pointed out by McCormack and Anderson [1988], the ambiguity can often be 
straightforwardly resolved when the copolar amplitude pattern is measured in the 
Fourier Fresnel region. This is because, as intimated at the end of Section 4.1.1, when 
measurements are made in the Fourier Fresnel region, fa( X, y) is the actual copolar aper-
ture field distribution multiplied by a radially quadratic phase term e- jk(x2+y2)/(2R). If 
phase{fa( x, y)} is dominated by this known quadratic phase term, fa( X, y) can imme-
diately be distinguished from fa(x, y). It may then be possible to determine which of 
fa(x,y) or fa(x,y) is most nearly approximated by fe(x,y). 
4.2 COMPUTER MODELLING OF REFLECTOR ANTENNAS 
In this chapter, the modified Gerchberg-Saxton algorithm is applied to computer gen-
erated data. The algorithm is then evaluated by comparing the results it produces with 
additional computer generated data. Both of these sets of data are obtained with the 
aid of a generalized computer model of the design process, the aperture field, the far 
field and the process utilized to measure the copolar far field amplitude pattern. This 
computer model is described in this section. 
The computer model approach to evaluation of algorithms which operate on mea-
sured far field patterns is not new. For example, Rahmat-Samii [1984] and Morris [1985] 
have employed computer modelling techniques to evaluate complex holography and the 
Misell algorithm respectively. In the model employed by Morris [1985], the DFT oper-
ator (Sec. 3.4.1.4) is invoked to compute a sampled copolar far field pattern generated 
by a specified sampled copolar aperture field distribution. Rahmat-Samii [1984] in-
vokes a polar coordinate form of the Fourier transform operator when simulating the 
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far field pattern. While this allows an analytic expression for the copolar far field 
pattern to be derived, it is limited to copolar aperture field distributions which are 
circularly symmetric. In another model employed by Rahmat-Samii [1985], the shape 
of the antenna's reflectors and the characteristics of the feed are specified, so that 
physical optics/Jacobi-Bessel and geometrical theory of diffraction formulations can be 
utilized to simulate the far field radiation pattern. The model utilized in this chapter 
invokes the DFT operator to relate samples of the copolar aperture field distribution 
to samples of the copolar far field distribution. This technique was chosen because of 
its computational simplicity. 
The different steps involved in developing the generalized model are discussed in 
the following sections. Section 4.2.1 describes two different design copolar aperture 
field distributions and their far fields patterns. The model permits the simulation 
of copolar aperture field deviations produced by those types of geometrical defect of 
the antenna which are of most practical significance. These simulated deviations and 
the actual copolar aperture field distributions which result from them are discussed in 
Section 4.2.2. Modelling the inaccuracies inherent in measurement of the copolar far 
field amplitude pattern is the concern of Section 4.2.3. Finally, Section 4.2.4 describes 
an extension to the model which simulates depolarization effects. 
It is important to realize that, while attempts have been made to make the computer 
model reasonably realistic, it is not crucial for the model to be realistic. The main 
purpose of the model is to test the operation of modified Gerchberg-Saxton algorithm 
with many sets of data, corresponding to a wide variety of geometrical defects and 
measurement inaccuracies. Although the ultimate test of the algorithm is to apply it to 
measured far field amplitude patterns of real antennas, the simulations associated with 
the computer model provide a valuable indication of the applicability and limitations 
of the algorithm. 
4.2.1 Design fields 
Each of the computer simulations presented in this chapter uses one of two design 
copolar aperture field distributions which are referred to as 'design l' and 'design 2' 
respectively. Before describing these designs, however, a few comments are made which 
are relevant to the computer model as a whole. 
Throughout this chapter all copolar aperture field distributions and copolar far 
field patterns are represented by arrays of 64 by 64 samples, the positions of which 
are indicated in Figure 4.1. In the aperture plane, the sample spacings in the x and y 
directions, Llx and Lly respectively, are equal. An antenna with a circular aperture of 
diameter D is modelled. Except in Section 4.7.2, the sample spacings in the aperture 
plane are such that 
D = 31Llx = 31,6.y (4.4 ) 
From (3.22) and the first equation of (3.37), the sampling factors au and au in the 11, v 
plane are each 64/31. This implies that the far field patterns are oversampled by a 
factor of greater than 2. 
Any point in the aperture plane is identified by its Cartesian coordinates (x, y), 
where (0,0) is coincident with the centre of the aperture. However, because many of 
the aperture field distributions are circularly symmetric, it is also convenient to be able 
to refer to a point by its normalized polar coordinates (p; 0/) which are related to (x, y) 
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Figul'e 4.1 Sample points in (a) the x, y plane and (b) the u, 1) plane. The sample points are repre-
sented by dots. The circles in (a) indicate the perimeter of the physical aperture and the subreflector. 
The circles in (b) are the loci of the first five nulls of the radiation pattern resulting from design 1. 
The dashed lines indicate the cuts along which f(x, y) and F( u, v) are graphed in many figures in this 
chapter. 
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by 
x 
(4.5) 
y 
Note that the p is distance from the centre of the aperture normalized with respect to 
the radius of the aperture. 
Both of the design copolar aperture field distributions described in this section 
model the copolar aperture field distributions of Cassegrain antennas (Sec. 2.3.2), which 
are typical high gain reflector antennas. Both design copolar aperture field distributions 
are circularly symmetric and incorporate the effects of edge taper as well as subreflector 
blockage (Sec. 2.2.5). The subreflector diameter is taken to be one tenth that of the 
aperture [ef. Rudge et al., 1982, p. 165]. The effects of the struts on the aperture 
field are ignored in the designs, but are modelled in the actual copolar aperture field 
distributions (Sec. 4.2.2). In both designs the phase distribution of the design copolar 
aperture field is uniform and taken to have a value of zero radians. 
Design 1 is based on a circularly symmetric Gaussian aperture distribution [Rudge 
et al., 1982, p. 44; Morris, 1985; Lamb and Olver, 1986]. It simulates the copolar 
aperture field distribution produced by a balanced feed (Sec. 2.3.1.2), possessing a 
Gaussian radiation pattern, illuminating a prototype Cassegrain antenna (Sec. 2.3.2). 
It is worth noting that hybrid-mode feeds having radiation patterns of appropriate 
Gaussian form can be readily fabricated [James, 1980]. The design copolar aperture 
field distribution fd(X, y), for design 1, is defined by 
{ 
e-1.725p2 for 0.1 < P < 1 fd(X,y) = - -
o elsewhere 
( 4.6) 
which is similar to the distribution utilized in the computer model of Morris [1985J. 
As mentioned in Section 2.3.2, almost any circularly symmetric copolar aperture 
field distribution can be obtained from a balanced feed illuminating a suitably shaped 
subreflector and main reflector. The reflectors can be shaped to produce a copolar 
aperture field distribution which is tapered at both the edge and the centre of the 
aperture. The edge taper reduces spillover (Sec. 2.2.5), while the centre taper reduces 
the blockage effect of the subreflector [Dijk and Maanders, 1968]. A suitable copolar 
aperture field distribution, proposed by James [1980], is defined by 
{
I - 0.82e-4(I-p) - 0.82e-8p for 0.1 ~ P ~ 1 fd(X,y) = 
o elsewhere 
(4.7) 
This design distribution comprises design 2, which therefore corresponds to a shaped 
Cassegrain antenna. 
Design 1 and design 2 are depicted in Figures 4.2 and 4.3 respectively. Each figure 
shows the samples of fd(X, y) which lie along the diagonal cut indicated in Figure 4.1(a). 
Position along this diagonal is identified by the parameter ~ which is defined by 
( 4.8) 
The reason for taking a cut along this diagonal is that it intercepts the majority of 
the aperture field deviations discussed in Section 4.2.2. The design copolar far field 
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pattern Fd(U, v) is the Fourier transform of !d(X, y) and is computed by discrete Fourier 
transforming the samples representing fd(x, y). In both Figures 4.2 and 4.3 the samples 
representing IFd(U, v)1 are graphed along a portion of the U axis, which is indicated in 
Figure 4.1(b). The values of !Fd( u, v) 1 are expressed in decibels relative to IFd(O, 0) I. 
Although !Fd( u, v) 1 does not represent a power level, its square is proportional to the 
power of the copolar component of the far field, as intimated by (2.43). Therefore, any 
copolar amplitude pattern, say IFd( u, v :11, can be expressed in decibels as a fraction 
of a constant amplitude value, say IFd(O, 0)1, as 20 loglQllFd( u, v)I/IFd(O, 0)1). Usually 
an amplitude pattern is normalized to its peak value. However, when two amplitude 
patterns ~e being compared, both can be normalized to the peak of just one of the 
patterns. In graphs, such as these shown in Figures 4.2 and 4.3, the points representing 
the amplitudes, or phases, of the samples are connected by line segments to visually 
relate the sample values to each other. 
In the remainder of this section, two effects of sampling, namely aliasing and the 
picket fence effect, are discussed with the aid of Figure 4.4. Consider the set of samples 
representing !d(X, y) for design 1. This set of samples is here referred to as the sampled 
!d(X, y) and its discrete Fourier transform is called the sampled Fd( u, v). The cuts 
through the sampled !d( x, y) and the sampled Fd ( u, v) are represented by dots in Fig-
ure 4.4. Note that they are also depicted in Figure 4.2. In contrast, what is here called 
the continuous fd(x, y) is defined by (4.6) assuming that x and yare allowed to vary 
continuously. Its continuous Fourier transform is here called the continuous Fd( u, v). 
Cuts through the continuous !d(X, y) and the continuous Fd( u, v) are represented by 
solid curves in Figure 4.4. 
As expected, the sampled fd(x, y) is exactly equal to the continuous fd(x, y) at 
the points (:1:, y) corresponding to the sample points in the aperture plane. However, 
it is apparent from Figure 4.4(b) that the sampled Fd( u, v) accurately represents the 
continuous Fd( u, v) near the centre of the u, v plane, but that these samples are less 
accurate towards the edge. This inaccuracy is due to aliasing, which is discussed in 
Section 3.4.1.3. It reveals a weakness in the model, because, when using the discrete 
Fourier transform operator, representations of the copolar far field pattern, such as 
Fd(U, v), are only accurate near their centre. For this reason, only the centre portions 
of amplitude patterns are usually plotted in the figures throughout this chapter. Note 
that complex holography (Sec. 3.3.3.2) also suffers from the effects of aliasing because it 
too utilizes the DFT operator as an approximation to the Fourier transform operator. 
Because satisfactory results have been obtained from complex holography, aliasing is 
not expected to be a serious weakness of the model utilized in this chapter. 
A further observation from Figure 4.4 is that the sample points do not necessarily 
lie at the extrema of the continuous distributions. Therefore plots such as those shown 
in Figures 4.2 and 4.3 do not always faithfully indicate the maxima and minima of the 
corresponding continuous distributions. This is called the picket fence effect [Stanley 
et at., 1984, Sec. 10-1] because it is as if the continuous distribution is seen through the 
gaps between the palings of a picket fence. 
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Figure 4.2 Design 1: (a) design copolar aperture field amplitude distribution; (b) design copolar 
aperture field phase distribution; (c) design copolar far field amplitude pattern. The variable~, which 
identifies position along a diagonal in the aperture plane, is defined in (4.8). 
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Figure 4.3 Design 2: (a) design copolar aperture field amplitude distribution; (b) design copolar 
apert.ure field phase distribution; (c) design copolar far field amplitude pattern. The variable e, which 
identifies position along a diagonal in the aperture plane, is defined in (4.13). 
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Figure 4.4 Comparison of the continuous and sampled fields for design I: (a) design copolar aperture 
field disI,ribution; (b) design copolar far field amplitude pattern. The solid curves represent the con-
tinuous design fields. The dots in (a) represent the sampled copolar aperture field distribution, while 
the dots in (b) represent the discrete Fourier transform of the sampled aperture field distribution. The 
variable ~, which identifies position along a diagonal in the aperl,ure plane, is defined in (4.8). 
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4.2.2 Field deviations 
As defined in Section 3.1, field deviations are any differences between the actual and the 
design fields. In this section, field deviations due to many different causes are described 
and modelled. The actual copolar aperture field distribution is modelled by 
!a(X, y) = l:lJd(X, y)1 + &(x, y)]e j t.,p(x,y) + n(x, y) ( 4.9) 
where !d(X, y) is the design copolar aperture field distribution defined in Section 4.2.1. 
The real valued distribution iJ.7j;(x, y) represents aperture phase deviations which can 
be straightforwardly related to geometrical defects of the antenna. The real valued 
distribution &( x, y) represents easily modelled aperture amplitude deviations such as 
that caused by a feed whose radiations pattern is narrower than specified by the design. 
The effect of scattering from struts and other extraneous antenna features is modelled 
by the complex valued distribution n(x, y). ~7j;(x, y), &'(x, y) and n(x, y) are further 
discussed in the following paragraphs. 
The aperture phase deviations caused by geometrical defects of the antenna are 
analysed in Section 3.2. As intimated in Section 3.1, two common kinds of geometrical 
defect are a displaced feed and a displaced panel of the main reflector. Referring to (3.3) 
and (3.8), the aperture phase deviation /::l.7j;(x, y) is here approximated by [ef. Rahmat-
Samii, 1985; Morris, 1985] 
(4.10) 
where the real numbers 7j;quad and 7j;pan characterize the amount of defocus and panel 
displacement respectively. The region of the aperture plane affected by the displaced 
panel is identified by p( x, y, Pmin, Pmax, <Pmin, <Pmax) where 
p( . A.. • A.. ) _ { 1 for Pmin :::; P :::; Pmax, <Pmin :::; <P :::; <Pm ax x, y, Pmm, Pmax, 'f'mm, 'f'max - 0 I h 
e sew ere 
(4.11 ) 
The normalized area npan of the displaced panel is 
(4.12) 
where "aper is the aperture support. Note that ,,"per includes the region of the aperture 
plane which is affected by subreflector blockage. This is in contrast to the support" Jd 
of fd(x,y) which, as intimated by (4.6) and (4.7), does not include the region of the 
aperture plane corresponding to the subreflector. In the majority of computer simu-
lations presented in this chapter, a single displaced panel is modelled. However, the 
size of the panel differs for different simulations. Table 4.1 and Figure 4.5 indicate the 
different positions and sizes of panel modelled in the computer simulations presented 
in this chapter. Note from Table 4.1 that the position of each panel can be uniquely 
identified by its value of Opan' Rahmat-Samii [1985] points out that there is an al-
ternative to interpreting p( x, y, Prnin, Pmax, <Pmim <Pmax) as identifying a single displaced 
panel. Consider a group of adjacent panels located with respect to each other such 
that the region of the aperture plane affected by their displacement can be identified 
by p( x, y, PrrUfil Pmax, <Pmhl! <Pmo,x). Assuming that each panel in the group is displaced 
by an equal amount, the aperture phase deviation due to the displaced panels can be 
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Pmin Pmax ~min ~max Opan 
(deg) (deg) 
0.5 0.5 120 120 0.0 
0.5 0.629 120 130 0.004 
0.5 0.629 120 140 0.008 
0.5 0.758 120 140 0.019 
0.5 0.951 120 140 0.036 
0.5 1.000 120 150 0.063 
0.5 1.000 120 180 0.120 
0.5 1.000 120 240 0.251 
Table 4.1 Details of the different panel positions and sizes modelled in this chapter. In each row, 
the values of Pmin, Pmax, ifJmin and ifJmax identify the position of a panel, as defined by (4.11), while the 
value of Opan is the normalized area of the panel and is defined by (4.12). 
Dj2 
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Figure 4.5 Positions of panels modelled in computer simulations. The dots represent the sample 
points in the aperture plane and the circles indicate the perimeters of the aperture and subrefleclor. 
The remaining closed curves indicate the perimeter of the panels identified in Table 4.1 by Opan = 0.04, 
0.019, 0.053 and 0.251 respectively. 
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described by the second term on the right side of (4.10). Different values of npan then 
correspond to groups consisting of different numbers of panels. 
Not all aperture field deviations are caused by geometrical defects. For example, the 
radiation pattern of the feed may be narrower than is specified by the design. Therefore 
fa(x, y) is more tapered than fd(X, y). This increased tapering is here modelled by 
{ 
- 2 Tquadp2 + Tquad for 0.1 ~ P ~ 1 fjo,(x, y) = 
o elsewhere 
(4.13) 
where Tqu/id characterizes the deviations, associated with increased tapering, between 
Ifd(X, y)1 and Ifa(x, Y)I. Note that the subreflector blockage is not affected by the 
increased tapering. Equation (4.13) can also model the situation in which Ifd(X, y)1 is 
guessed (cf. Sec. 4.1.1). 
In the definition of fd(X, y) (Sec. 4.2.1), the effect of sub reflector blockage is modelled 
by setting fd(X, y) to zero in the region of the aperture plane affected by the blockage. 
Blockage due to the struts is not included in the model because they often have widths 
of the order of a wavelength and therefore do not cast a well defined shadow [Rudge 
et al., 1982, p. 146]. However, other effects of struts are modelled here. Consider a 
transmitting antenna. Any radiation impinging on a strut is scattered. For a cylindrical 
strut, this scattering is concentrated in particular directions, which depend on the 
position and orientation of the strut [Rusch et ai., 1982]. However, by employing 
struts of sui tably irregular shape, the scattering can be dispersed over a wide range 
of directions [Matsunaka et ai., 1981]. The effect of such struts can be modelled by 
replacing the struts with an equivalent source distribution in the aperture plane [Ko 
et ai., 1984]. Accordingly, the effect of irregularly shaped struts is here modelled by 
setting 
{ 
Tran [ran(x, y) + j ran(x, y)] for (x, y) E saper 
n(x, y) = 
o elsewhere 
( 4.14) 
where ran(.,.) is a uniformly distributed pseudo random distribution, independent from 
sample to sample, with a standard deviation of 1.0. Each time it is invoked, ran(·,·) is 
a different distribution. The real number Tran is proportional to the amplitude of the 
radiation scattered from the struts. 
Note that (4.9) through (4.13) model fa(x,y), which is characterized by the values 
of 7/;quad, 7/;pan, n pan , Tran and Tquad. Each of these parameters has a default value of 
zero and therefore assumes this value, for any particular model, unless another value 
is specified. Figures 4.6 to 4.9 illustrate the effect of these parameters on both fa( x, y) 
and the actual copolar far field amplitude pattern IPa(u, v)1 relative to IPd(O, 0)1. Some 
of the values of 7/;quad, 7/;pan, n pan , Tran and Tquad are chosen to be unrealistically large 
for some of the distributions of fa(x, y) graphed in these figures so that the effects of 
the aperture field deviations can be clearly recognized. It can be seen from Figures 4.6 
to 4.9 that, as intimated in Section 2.2.5, the general effect of the aperture phase 
deviations on lPa(u,v)1 is to lower its peak value, widen its main beam and raise the 
levels of its sidelobes. Complex noise in fa(x, y) also raises the levels of the sidelobes 
of IPa(u, v)l. The effect of increased tapering in Ifa(x, y)1 is to widen the main beam, 
but lower the sidelobe levels, of lPa(u, v)l. 
Although not actually implemented here, the model of fa( x, y) can be straightfor-
wardly extended to cover other causes of copolar aperture field deviation, such as lateral 
feed displacement and astigmatic and random shape defects of the reflector surfaces. 
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Figure 4.6 Actual copolar fields when t,Vqu.d = 2.0 fad.: (a) copolar aperture field amplitude distri-
bution; (b) copolar aperture field phase distribution; (c) copolar far field amplitude distribution. The 
solid curves represent the actual copolar fields while the dashed curves represent the design copolar 
fields associated with design 2. The variable~, which identifies position along a diagonal ill the aperture 
plane, is defined in (4,8). 
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Figure 4.7 Actual copolar fields when tfpa.n = 1.0 rad. and f2pan = 0.02: (a) copolar aperture field 
amplitude distribution; (b) copolar aperture field phase distribution; (c) copolar far field amplitude 
distribution. The solid curves represent the actual copolar fields while the dashed curves represent the 
design copolar fields associated with design 2. The variable e, which identifies position along a diagonal 
in the aperture plane, is defined in (4.8). 
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Figure 4.8 Actual copolar fields when T~an = 0.1: (a) copolar aperture field amplitude distributioIl; 
(b) copolar aperture field phase distribution; (c) copolar far field amplitude distribution. The solid 
curves represent the actual copolar fields wbile the dashed curves represent the design co polar fields 
associated with design 2. The variable €, which identifies position along a diagonal ill the aperture 
plane, is defined in (4.8). 
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Figure 4.9 Actual copolar fields when T"qu"d :::: 0.1: (a) copolar aperture field amplitude distribution; 
(b) copolar aperture field phase distribution; (c) copolar far field amplitude distribution. The solid 
curves represent the actual copolar fields while the dashed curves represent the design copolar fields 
associated with design 2. The variable e, which identifies position along a diagonal in the apedure 
plane, is defined in (4,8). 
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4.2.3 Measurement inaccuracies 
Far field measurement inaccuracies are here defined to be any differences between the 
actual copolar far field amplitude pattern [Fa( u, v) [ and the measured copolar far field 
amplitude pattern Am( U, v). In this section, three different causes of measurement 
inaccuracy, namely noise, calibration inaccuracy and data truncation, are modelled. 
The measured data are related to [Fa( U, v) [ by 
I[ ( '[ (IFa(U,v)l)f
c
'
l I ( '[ ( )1 Fa 0,0,1 IF,,(O,O)I + rran Fa 0,0) ran u,v 
for (u,v) E SAm 
( 4.15) 
° 
elsewhere 
The quantities rcal' rran and SAm, are defined and discussed in the next three para-
graphs respectively. 
When measuring the amplitude pattern, it is convenient to employ an instrument 
which records the pattern in decibels relative to its peak value. In the absence of other 
measurement inaccuracies, Alll( u, v) and I Fa( U, v) [ are then related by 
( 4.16) 
where the left side of (4.16) represents the output of such an instrument and real is 
a constant of proportionality which depends upon the calibration of the instrument. 
One method of calibrating the instrument involves using an attenuator in the following 
way. The peak signal is fed to the instrument which is adjusted so that it records 
° dB. The same signal is then attenuated before being fed to the instrument and the 
instrument is adjusted so that it records the level of attenuation expressed in decibels. 
This latter adjustment sets the value of r cal to unity. It often transpires, of course, 
that the absolute level of the attenuation introduced by a given attenuator is not known 
exactly. This implies that the value of real is not exactly 1.0 and furthermore cannot be 
accurately deduced. This type of calibration inaccuracy is modelled by the first term 
on the right side of (4.15). Comparison of this term with (4.16) reveals that the model 
sets Alll(O, 0) = [F,,(O, 0)[. The default value of real is 1.0, which corresponds to the 
ideal case of a perfectly calibrated instrument. An example of calibration inaccuracy 
is illustrated in Figure 4.10( a). 
No measurement can be performed with absolute precision, so there is always some 
uncertainty, or noise, associated with any measuremen t process. Morris [1985J points 
out that, for radio measurements, the dominant inaccuracy is likely to be additive 
receiver noise. This is modelled by a pseudo random distribution, represented by the 
second term on the right side of (4.15), added to the actual copolar far field amplitude 
pattern. The level of measurement noise is characterized by rran, which is the rms level 
of the noise relative to [Fa(O,O)[. The default value of rran is 0. An example of the 
effect on A III ( u, v) of measurement noise is shown in Figure 4.10(b). 
In the model, SAm is defined to be a disk of diameter DAm centred on the origin 
of the u, v plane. The default value of DAm is large enough for the disk to encompass 
the whole grid of far field sample points. vVhen DAm is sufficiently small for some of 
the sample points to lie outside SAm, the model simulates the situation in which the 
copolar far field amplitude pattern is not measured at these points. Am( u, v) is therefore 
truncated because the sample values which are not measured are set to zero in (4.15). 
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4.10 Measured copolar far field amplitude patterns for different measurement inaccuracies: 
(a) f c•1 1.1; (b) ft~n ::::: -50 dB; (c) DAm"" IS/D. In all cases design 2 is employed. Am(u, v) and 
IF. ( u, v)1 are represented by iI. solid curve and a dashed curve respectively. 
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One motivation for truncating Am( U, v) in this way is to simulate what happens when 
one attempts to reduce the duration and cost of a pattern measurement by reducing 
the number of measured samples of Am( U, v). An example of Am( U, v) suffering from 
truncation is illustrated in Figure 4.10( c). 
4.2.4 Depolarization 
The computer simulations presented in Section 4.9.1 refer to both copolar and cross 
polar fields. The purpose of this section is to describe extensions, to the model presented 
in Sections 4.2.1 to 4.2.3, which incorporate the cross polar fields. A linearly polarized 
antenna is modelled here. The cross polar field distribu tions are distinguished from the 
corresponding copolar field distributions by the superscript 'x'. 
The design copolar aperture field distribution fd( x, y) is defined by either (4.6) or 
(4.7). The corresponding design cross polar aperture field distri bu tion fI (x, y) is here 
defined by 
fI(x,y) = Txpolsin(2¢)fd(X,y) ( 4.17) 
where Txpol characterizes the relative amplitudes of the cross polar and copolar aper-
ture field distributions. The sin(2¢) dependence in (4.17) is typical of the cross polar 
aperture field distribution produced by an axially symmetric antenna fed by almost any 
linearly polarized feed [Ghobrial, 1979; Rudge et aZ., 1982, p. 397]. The design cross 
polar aperture field distribution is due to the intrinsic cross polar field associated with 
the feed. 
As an intermediate step towards defining the actual aperture field distributions, the 
copolar and cross polar aperture field distributions fnt(x,y) and f;t(x,y) are defined 
by 
fnt(x,y) = [lfd(x,y)1 + ~(x,Y)lejM(x,y) 
f;t(x, y) Txpolsin(2¢) fnt(x, y) 
( 4.18) 
where ~(x,y) and b.'IjJ(x,y) are defined in Section 4.2.2. These distributions would be 
the actual aperture field distributions if the feed was not tilted (hence the subscript 
'nt ') and there was no scattering from struts. However, when these affects are present, 
the actual aperture field distributions are modelled by 
fa(x,y) = fnt(x,y)+¢tiltf;t(x,y)+n(x,y) 
fax (x, y) f::t(x, y) - ¢tilt fnt(x, y) + n(x, y) 
(4.19) 
where n(x, y) models the field scattered by the struts and is defined by (4.14). It is 
assumed that the copolar and cross polar components of the scattered field are similar 
to each other. Provided it is small, the real number ¢tilt represents the tilt angle (in 
radians) of the feed about the axis of the antenna. Therefore, ¢tilt characterizes the 
angular difference between the design orientation and the actual orientation of the feed. 
The default value of ¢tilt is zero radians. 
It is assumed that the measuring apparatus does not introduce any further depolar-
ization. Moreover, the only measurement inaccuracy that is modelled is measurement 
noise. Therefore, the measured copolar and cross polar far field ampli tude patterns are 
modelled by 
Am(u,v) 
A:n(u,v) 
IlFa( u, v)1 + fran IFa(O, 0)1 ran( u, v)1 
I I Fax (u, v)1 + fran I Fa(O, 0)1 ran( u, v) I ( 4.20) 
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Recall from Section 2.4.2.1 that an important design goal is to minimize the depo-
larization (as defined in Sec. 2.2.6) of the antenna. The depolarization of the simulated 
antenna, at the centre of its main beam, is defined to be A;i.(O,O)/Am(O,O). The ex-
istence of a cross polar field at the centre of the radiation pattern is due to several 
factors. While the cross polar field radiated by the feed, as modelled in (4.17), pro-
duces a cross polar far field pattern FI (u, v) which vanishes at its centre, any tilt of 
the feed adds a cross polar component at the pattern's centre. Geometrical defects 
tend to alter the phase of the cross polar aperture field distribution, thereby affecting 
F[ (u, v), often increasing its amplitude at the centre of the pattern. So, a variety of 
geometrical defects plus any tilting of the feed degrade the cross polar far field pattern 
(as well as the copolar far field pattern). 
4.3 ERROR MEASURES 
As intimated in Section 4.1.1, the purpose of the modified Gerchberg-Saxton algorithm 
is to generate an estimate fe(x, y) of the image-form of the actual copolar aperture 
field distribution fa( x, y). The data to which the algorithm is applied are Am( u, v) and 
If d( x, y) [. In order to be able to assess how well the algori thm is performing in any 
particular instance, it is necessary to devise quantitative error measures indicating how 
satisfactory is the above-mentioned estimate fe( X, y) generated by the algorithm. 
It is useful to make a distinction between applying the modified Gerchberg-Saxton 
algorithm in practice and applying it in computer simulations. Should the algorithm 
be applied in practice, the only available information is represented by Am( u, v) and 
fd(X, V). Therefore, any error measures which are invoked in practice must not be 
predicated on knowledge of fa(x,y). In computer simulations, however, the algorithm 
is applied to data generated from the computer model (Sec. 4.2), which also generates 
fa(x, V). It makes sense, therefore, to utilize fa(x, y) when formulating error measures 
for computer simulations. Four different error measures are introduced below. Two 
of them, denoted cap and Ee, involve fa(x,y) and so can only be invoked when the 
algorithm is applied in computer simulations. However, the other two error measures, 
denoted c ea and Em, do not involve fa(x, y) and could therefore be invoked in practice 
(as well as in computer simulations). 
An indication of the accuracy of phase{fe(x, V)} is provided by the apertu7'e phase 
error' cap, which is defined to be the rms phase difference between fe (x, y )e- j.pO-V. and 
the image-form of fa(x, V), where "pave is constant over Sid. Because the addition of 
a constant phase to any field is physically irrelevant, "pave is chosen to be the average 
phase difference between fe(x,y) and the image-form of fa(x,y), so that the value of 
cap is minimized. Because the image-form of fa(x, y) is ambiguous (Sec. 4.1.2), cap 
is defined to be the rms difference between phase{fe(x, y)e_j.paVe} and whichever of 
phase{fa(x, V)} and phase{la(x, V)} is closest to phase{fe(x, y)cj.p&Ve}. The compu-
tation of cap is further complicated by the fact that phases can only be measured 
and/or computed modulo 27r. For this reason it is appropriate to introduce the nota-
tion O~+2"', implying that whatever is in the angled brackets is expressed modulo 27r 
in the range a to (a + 27r). cap is taken to be the smallest of c~P, c~P, £~p and c~P, 
where 
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with 'ljJ~ve, "ptve , "p~ve and "p'dve being respectively defined by 
J hid \ phase{fe( x, y)} - phase{fa( x, y)} ):?T dx dy 
J' f dx dy iSid 
J' f / phase{fe(x,y)} - phase{fa(x,y)})1T dxdy ~h \ -?T 
J' f dx dy iSid 
J hid \phase{fe(x, y)} - phase{ia(x, y)} ):?T dx dy 
J' f dx dy iSid 
J' f /phase{fe(x,y)} - phase{ia(x,y)})?T dxdy iSh \ -?T 
J' f dxdy iSid 
151 
( 4.22) 
The value of .I.ave is either .I.ave or .I.ave or .I.ave or .I.ave when cap is taken to be either If' If'a' 'l-'b' If'c 'l-'d' 
c~P, or c~P, or c~P or c~P respectively. Note that the only operations in (4.21) and 
(4.22) which are computed with modulo arithmetic are those represented by angled 
brackets. The rms phase difference between fe(x, y)e-j./J&ve and fa(x, y) is the smaller 
of c:P and c~P, while the rms phase difference between fe(x,y)e- i1jpe and ia(x,y) is 
the smaller of c~P and c~p. To understand why both c~P and c~P must be computed, 
consider the following three situations. 
In the first of these situations, fe(x, y)e-i1T and fa(x, y) are approximately equal, so 
that (phase{fe(x, y)}-phase{fa(x, Y)})5?T is close to 1[' rad. However, (phase{fe(x, y)}-
phase{fa(x, y)})::'1T is slightly greater than -1[' rad. at some points (x, y), but is slightly 
less than 1[' rad. at other points (x, y). Therefore, it follows from the first and second 
equations of (4.22) that "p~ve = 1[' fad., which is the correct average phase difference 
between fe(x, y) and fa(x, y), but "ptve ~ 0 rad. Similar reasoning shows that while 
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c~P is small and correctly indicates the rms phase difference between fe(x, y)e- j1r and 
fa(x, V), c:P is always much larger. 
In the second situation, fe( X, y) is approximately equal to fa( X, y). Similar reasoning 
to that invoked in the previous paragraph shows that c;P is the correct rms phase 
difference between fe(x,y) and fa(x,y), while c~P is always much larger. 
In the third situation, which is more general than either of the situations considered 
in the previous two paragraphs, fe(x, y)C-j1/JavE and fa(x, y) are approximately equal, 
where 1jJave is arbitrary. The value of1jJave cannot be estimated before (4.22) and (4.21) 
are evaluated. Therefore, both c!P and c~P must be calculated, after which the smaller 
of the two can be immediately recognized. 
The far field error EIa is a measure of how close are !Fe ( U, v) 1 and Am ( U, v). It is 
defined by 
E
Ia
= 1 [!![!Fe(U,V)I-Am(u,V)]2dUdv]1/2 
Am(O,O) !! du dv ( 4.23) 
Recall that, as specified in Section 3.4.3, both integrals in (4.23) are performed over the 
region of the u, V plane spanned by the grid of sample points. In words, cIa is the rms 
difference between lFe( U, v) I and Am( U, v) normalized with respect to the peak value of 
Am( U, v), which is taken for convenience to be at the centre of the radiation pattern. 
The normalization is similar to that implicit in fran (Sec. 4.2.3), which characterizes 
the amount of far field measurement noise in the computer model. Because of this, 
values of cIa and of fran can be compared directly with each other. Note that cIa is 
similar to the Fourier error c:F , which is discussed in Section 3.4.3.1 in the context of 
the original Gerchberg-Saxton algorithm. 
The purpose of generating fe( X, y) is to help correct any geometrical defects of an 
antenna so that the radiation pattern can meet its specifications. To establish whether 
the corrected radiation pattern can be expected to be an improvement over the original 
radiation pattern, it is desirable to define an error which indicates how well either of 
these radiation patterns meets its specifications. As intimated in Section 2.4.2.2, the 
specifications are often in the form of an envelope under which the radiation pattern 
levels must lie. In the following paragraph a model of an envelope is described so that 
an envelope error can be defined. 
The dcsign envelope Ad( u, v) is a smooth, real-valued function which is never less 
than the design copolar far field amplitude pattern IFd(U, v)1 plus an offset roff IFd(O, 0)1. 
The purpose of the envelope offset is discussed later in this section. Because the models 
of the design fields (Sec. 4.2.1) are circularly symmetric, Ad( U, v) is also chosen to be 
circularly symmetric. The design envelope is equal to [I Fd( u, v) 1 + r off IFd(O, 0) I] over 
the central portion of the main beam and at the peaks of all the sidelobes of the radi-
ation pattern. Overall, Ad( u, v) decreases monotonically away from the centre of the 
radiation pattern. Figure 4.11 graphs a cross-section through Ad(U,V) and IFd(u,v)1 
for design 1 with r off (11., v) = 0.002. 
The measUT'Cd envelope error Em is a measure of the maximum amount by which 
the measured copolar far field amplitude pattern Am( 11., v) exceeds the design envelope 
Ad( 1L, v). It is defined by 
( Am(u,v) Ad(11.,V)) Em = max 20log Am(O, 0) - 20log Ad(O, 0) ( 4.24) 
where max(·) denotes selecting the maximum value. In words, Em is the maximum 
amount by which Am( 1L, v) exceeds Ad( u, v) after both have been expressed in decibels 
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Figure 4.11 Design envelope for design 1. A cross-section through the design envelope Ad(IL, v) 
(dotted curve) is compared with the corresponding cross-section through [Fd(U, v)[ (solid curve) where 
r off = 0.002. 
relative to their respective peak values. In the following paragraph it is assumed that 
roff = O. 
The measured envelope error Em quantitates the following three undesirable charac-
teristics (as intimated in Sec. 2.5) of Am( U, v): the absolute sidelobe levels of Am( U, v) 
exceeding those of IFd( u, v) I, the absolute peak level of Am (u, v) exceeding the abso-
lute peak level of IFd(U,v)l, and the main beam of Am(u,v) being wider than that of 
IFd(U, v)l. Either of the first two of these characteristics results in the sidelobe lev-
els of Am( U, v)/ Arn(O, 0) being higher than those of IFd( u, v )1/IFd(O, 0)1. This in tum 
implies that the sidelobe levels of Arn(u,v)/Am(O, 0) exceed Ad(U,v)/Ad(O,O) because 
Ad(U,V) equals IFd(u,v)1 at the sidelobe peaks of IFd(U,v)l. When the beamwidth 
of Am(u,v) is wider than that of IFd(u,v)l, Am(u,v)/Am(O,O) must be greater than 
IFd(U, v)I/lFd(O, 0)1 over the region of the u, v plane corresponding to the main beam 
of IFd(u,v)l, but excluding the point (u,v) = (0,0). Therefore, because Ad(U,V) is 
equal to IFd(U,v)1 over the central portion of the main beam, Am(u,v)/Am(O,O) must 
be greater than Ad( u, v)/ Ad(O, 0) over this region of theu., v plane, but excluding the 
point (0,0). Since Em is a measure ofthe maximum amount by which Am( U, v)/ Am(O, 0) 
exceeds Ad(U,v)/Ad(O,O), its value is affected by any of the undesirable characteristics 
of Am( U, v) which are mentioned in this paragraph. 
An undesirable aspect of the above definition of Em is that it can be unduly affected 
by measurement inaccuracies. Consider an antenna which is behaving ideally so that 
IF,,(u,v)1 = IFd(U, v)l· Suppose, first, that IF,,(u,v)1 is measured with infinite accuracy, 
so that Am(u,v) = lFa(u,v)1 = IFd(U,V)J. This implies that Em = 0 dB. However, 
when the inevitable measurement noise, which is characterized by rran (Sec. 4.2.3), is 
included, one or more of the sidelobe peaks of Am (u, v) / Am( 0,0) is likely to exceed 
Ad(U,v)/Ad(O,O), thereby causing Em to exceed 0 dB. Em can be reduced by setting 
the envelope offset roff to a positive va.lue. Recalling the definitions, given earlier in this 
section, of roff and Ad(U,V), it is seen that, when reff = 2rran , the amount by which 
Ad(U.,V) exceeds the sidelobe peaks of IFd(u,v)1 is about the same as the maximum 
154 CHAPTER 4 THE MODIFIED GERCHBERG-SAXTON ALGORITHM 
amount by which the sidelobe peaks of Am( U, v) can exceed the sidelobe peaks of 
IF,,(u,v)l. This implies that, when roff = 2rralll measurement noise is unlikely to 
cause Am(u,v)/Am(O,O) to exceed Ad(U,V)/A.i(O,O). Therefore, provided roff is set 
to an appropriate value, Em is unlikely to be affected by measurement noise. Note, 
however, that Em is affected by calibration inaccuracy in the same way that it is 
affected by measurement noise when r off = O. 
A measure similar to Em can indicate how well the corrected radiation pattern 
meets its specifications. Before defining this new measure, a way of modelling the cor-
rection process must first be introduced. As outlined in Section 4.1.1, the information 
contained in fe(x, y) is utilized to determine, and then remove, the geometrical defects 
of the antenna. This results in what is here called the corrected copolar aperture field 
distribution fe(x, y). Assuming the geometrical defects to be small, correcting them 
affects the amplitude of the copolar aperture field distribution negligibly for reasons 
given in Section 3.2.1. Provided that fe( X, y) is a good approximation to fa( X, y), the 
geometrical corrections alter the phase of the copolar aperture field distribution by 
(- phase{fe(x, y)} + 1,bo), thereby forcing phase{fe(x, y)} to be almost uniform over 
Sid. The real number 1,bo, which is arbitrary because its value does not affect IFe(u, v)l, 
can be conveniently chosen to minimize the above-mentioned geometrical corrections. 
Because of the above reasoning, fe( X, y) is here modelled by 
{ 
fa(x, y)e-i[Phase{ie(x,y)}-,po] if fe(x, y) ~ fa(x, y) 
fe(x, y) =, _ fa(x, y)eJ[Phase{ie(-x,-y)}+,po] if fe(x, y) ~ fa(x, y) (4.25) 
Section 4.1.2 suggests how, in practice, it can be determined whether fa( X, y) or ia( X, y) 
is approximated by fe(x, y). In computer simulations, the ambiguity can be resolved 
by computing cap in the way described earlier in this section. If cap equals either c~P 
or e~P, fe(x, y) is deemed to approximate fa(x, y). Otherwise, fe(x, y) approximates 
ia(x,y). 1,bo is taken to equal1,b"ve so that, as follows from the argument developed 
earlier in this section, the average value of phase{fe( x, y)} is zero. 
The corrected envelope error Ee, which is a measure of how well Fe(u, v) meets its 
specifications, is defined by (d. (4.24)) 
( IFe(u,v)1 Ad(U,v)) Ee = max 2010g IFe(O, 0)1 - 2010g Ad(O, 0) ( 4.26) 
Comparison of (4.26) with (4.24) indicates that the corrected and measured envelope 
errors are similar to each other. Therefore, much of the discussion, earlier in this 
section, about Em is also relevant to Ee. However, an advantage of Ee over Em is that 
the former is not directly affected by any measurement inaccuracies, because 1 Fe( u, v) I 
is not a measured pattern. 
The errors cfa, cap, Em and Ee are now compared with each other, from the point 
of view of how well they indicate the usefulness of the estimate fe(x, y) generated by a 
particular run of the modified Gerchberg-Saxton algorithm. 
Should the modified Gerchberg-Saxton algorithm be applied in practice, efa is the 
only one of the errors defined in this section which can be computed to provide a 
measure of the performance of the algorithm: calculation of cap and Ee both require 
knowledge of fa(x, y), while Em is not a measure of the accuracy of fe(x, y). However, 
a disadvantage of efa is that it is only an indirect measure of the accuracy of fe(x, y). 
This is because it provides a measure of how accurately IFe(u,v)1 estimates Am(u,v), 
which is only an approximation to IFa(u,v)l. 
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In computer simulations, a more direct measure of the accuracy of fe(x, y) is pro-
vided by cap. fe(x, y) can be judged to be sufficiently accurate if cap falls below a 
preset threshold dependent upon the measurement inaccuracies. Note that the value of 
cap also provides an indication of the accuracy to which the shape defects of the main 
reflector can be computed. This can be understood by considering an antenna in which 
the aperture phase deviations are entirely due to shape defects of the main reflector of 
the antenna. For a shallow reflector, the shape defects Lln(x, y) are related to aperture 
phase deviations by (3.3). Because aperture phase deviations are the phase differences 
between fa(a;, y) and fd(X, V), (3.3) can be rearranged to yield 
1 
tln(x,y) = 2k[phase{J,,(x,y)} - phase{fd(x,y)}] ( 4.27) 
However, should the modified Gerchberg-Saxton algorithm be used in practice, f,,(x, y) 
must be replaced by its estimate, which is either fe(x, y)e-Nave or ie(x, y)e-Nave . As-
suming that fe(x, y)e-Nave is the estimate of fa(x, V), an estimate .6.ne(x, y) of the 
shape defects is 
1 ~ne(x, y) = 2k[phase{Je(x, V)} _Jj;ave - phase{fd(x, y)}] ( 4.28) 
The accuracy to which the shape defects are known is greater the smaller the difference 
between Llne(x, y) and ~n(x, y), an expression for which can be obtained by eliminating 
fd(X, y) from (4.27) and (4.28): 
1 
.6.ne(x, y) - .6.n(x, y) = 2k [phase{fe(x, V)} - phase{Ja(x, V)} _Jj;l1ve] (4.29) 
The rms values of the two sides of (4.29) must equal each other. The rms value of the 
term in square brackets in (4.29) is, by definition, cap. The rms accuracy to which 
the geometrical defects can be estimated is therefore cap 12k. Note, however, that 
when there is significant scattering from struts, the aperture phase deviation is due in 
part to geometrical defects and in part to the scattered field. Therefore, the accuracy 
of the estimated shape defects, calculated from (4.28), is limited by the amplitude 
(characterized, in the computer model, by Tran in (4.11)) ofthe scattered field [Kerbyson 
et aI., 1987]. 
The way in which Em and Ee provide an indication of whether or not Am(u, v) 
and 1 Fc( u, v) I, respectively, meet their specifications is now described. The maximum 
sidelobe levels allowed by the specifications are here denoted by As( u, v). For the 
purposes of the discussion in this paragraph, the quantities As( u, v), Ad( u, v), IFd( u, v) I, 
lFa( U, v) 1 and Am ( U, v) are taken to be expressed in decibels. An antenna is typically 
designed so that the peak sidelobe levels of IFd( u, v)1 are less than As( u, v) by at least 
a design safety margin Esm. It follows that, assuming rolf = 0, Ad(U, v) must also be 
less than AB(u, v), by at least Esm, over the region of the u, v plane which excludes the 
main beam of IFd(U,v)l. Because Em is a measure of the maximum amount by which 
Am ( U, v) exceeds Ad( u, v), it follows that, provided Em ::; Esm , Am( U, v) does not exceed 
As(u, v). Therefore, by definition, Am( U, v) meets its specifications if Em ::; Earn. For 
the purposes of this thesis, Am ( U, v) is deemed to have failed to meet its specifications 
if Em > Esm. Similarly, IFe( U, v) 1 is deemed to have met its specifications only if 
Ec ::; Esm· 
Of the measures described in this section, Ee is conceptually the best measure of 
the accuracy of phase{fe( x, y)}. This is because it assesses the end result of the whole 
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process, described in Section 4.1.1, involving both the generation of fe(x, y) and the 
correcting of the antenna. Even when t;ap is judged to be too large, provided Ec :s; Esm, 
fe(x, y) is a usefully accurate estimate of the image-form of fa(x, y). Ideally, Ec should 
be zero, which would imply that the corrections to the antenna's geometry have restored 
the antenna to an equivalent of its design state. 
It is important to realize that the value of Ec is not only affected by the accuracy 
of phase{fe(x, y)}, generated by the modified Gerchberg-Saxton algorithm, but is also 
affected by any differences between Ifc(x, y)1 and Ifd(X,y)l. From (4.25) is it apparent 
that 
(4.30) 
This is because the correction process, which is modelled by (4.25), only incorporates 
those changes to the geometry of the antenna which attempt to set the phase differences 
between fc(x, y) and fd(X, y) to zero. However, no changes are made to the copolar 
amplitude distribution of the aperture field. Therefore, it is possible for the differences 
(characterized in the computer model by 7quad and 7ran ) between Ifc( x, y) I and I fd(X, y)1 
to be so great that Ec > Esml no matter how accurately fe(x, y) approximates fa(.7;, y). 
In Section 4.4.5, it is suggested that different forms of the modified Gerchberg-
Saxton algorithm should be applied to the same data to produce several different esti-
mates fe(x, y), the most accurate of which is selected. Because it is felt that this is a 
procedure which could be implemented in practice, the accuracy of each estimate must 
be determined on the basis of efa. Accordingly, the 'best' estimate is always selected 
to be the one for which efa is smallest. For the computer simulations of this procedure 
presented in this chapter, the accuracy of the selected fee x, y) is determined by the 
corresponding values of E'ap, Em and Ec. Whereas cap is the most direct measure 
of the accuracy of phase{fe(x, y)}, Ec is perhaps more appropriate, for reasons given 
earlier in this section. The values of Ec and Em can be compared with each other to 
reveal the improvement (or otherwise) of IFc(u,v)1 over Am(u,v). 
4.4 THE MODIFIED GERCHBERG-SAXTON ALGORITHM 
The modified Gerchberg-Saxton algorithm is a generalization of the original Gerchberg-
Saxton algorithm, described in Section 3.4.3.1. It is also a specialization of the basic 
iterative Fourier transform algorithm, which is introduced in Section 3.4.3 and is il-
lustrated in Figure 3.9. The information needed for the original Gerchberg-Saxton 
algorithm is [J(x,y)] = If(x,y)1 and [F(u,v)] = IF(u,v)l. In applications for which 
the modified Gerchberg-Saxton algorithm is appropriate, I F,,( 1L, v) I is measured, so that 
[F(u,v)] = Am(u,v). However, in these applications, IFa(x,y)1 is not measured, but 
Ifd(X, y)1 is available (see Sec. 4.1.1), so it is appropriate to set [J(x, y)] = Ifd(X, Y)I. It 
must not be forgotten that inherent in [J(x, y)] is information about the aperture sup-
port saper. The main difference between the original and modified Gerchberg-Saxton 
algorithms lies in the way the constraints are applied. The original Gerchberg-Saxton 
algorithm utilizes an error reduction type of constraint which is defined by (3.59). A 
serious disadvantage of the original Gerchberg-Saxton algorithm is that it usually stag-
nates far from the correct solution. In an effort to avoid this, a variety of constraints 
can be incorporated into the modified Gerchberg-Saxton algorithm. Thus, there are 
many different possible forms of the modified Gerchberg-Saxton algorithm, which differ 
from each other according to whatever particular constraints are invoked. The more 
successful of these forms are employed in the computer simulations presented in this 
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chapter and are described in Sections 4.4.1 to 4.4.5. 
Section 4.4.1 describes, in terms of the modified Gerchberg-Saxton algorithm, the 
original Gerchberg-Saxton algorithm and Fienup's error reduction algorithm. Forms 
of the modified Gerchberg-Saxton algorithm which are based on Gerchberg's variant 
on the Gerchberg-Saxton algorithm and on Fienup's hybrid input-output algorithm 
are discussed in Sections 4.4.2 and 4.4.3 respectively. The question of what should be 
the starting aperture distribution for the modified Gerchberg-Saxton algorithm is ad-
dressed in Section 4.4.4. Because the different forms of the modified Gerchberg-Saxton 
algorithm are appropriate in different situations, a composite algorithm is introduced 
in Section 4.4.5. This comprises several runs of different forms of the algorithm fol-
lowed by a decision as to which of these runs produced the best solution. Other forms 
of the modified Gerchberg-Saxton algorithm, which I have examined, are discussed in 
Section 4.4.6. 
Note that the errors Eap and Efa, defined by (4.21) and (4.23) respectively, can be 
computed at each iteration of the algorithm. This is affected in the ith iteration by 
setting fe( x, y) = 9i( x, y) and equivalently setting Fe( U, v) = Gi( x, y), where 9i( x, y) is 
the i th estimate, generated by the modified Gerchberg-Saxton algorithm, of the copolar 
aperture field distribution. For the computer simulations presented in Sections 4.4.1 
to 4.4.4, e,? is invoked in preference to e~a, because efP is the better indicator of the 
degree of convergence of the algorithm (Sec. 4.3). An error curve is here defined to be 
a graph of e? versus i. For each error curve, it is useful to determine a target value 
(error measure) E~irg for efP. e~~g is defined, before the modified Gerchberg-Saxton 
algorithm is applied to particular data, to be the smallest value of eiP that can be 
expected to be achieved, given the quality of those data. Any particular run of the 
modified Gerchberg-Saxton algorithm applied to those particular data can then be said 
to converge satisfactorily if e? falls to a value less than or close to e~~g. The param-
eters of the particular models invoked in Sections 4.4.1 to 4.4.4 have values similar to 
those of the parameters describing the models invoked to generate the results shown 
in Figure 4.37. It is my experience that the particular modified Gerchberg-Saxton 
algorithm runs, which generated the results shown in Figure 4.37, converged as well 
as can be expected, given the model parameters involved. For convenience, therefore, 
the values of E~!'rg, invoked in Sections 4.4.1 to 4.4.4, are taken from the results dis-
played in Figure 4.37 when the modified Gerchberg-Saxton algorithm is applied to data 
generated from models for which Era = -60 dB and era. = -70 dB respectively. The 
corresponding values of e~irg are 0.033 and 0.010 radians. The value of e~!'rg applicable 
to each particular run of the modified Gerchberg-Saxton algorithm is indicated by an 
arrow on the corresponding error curve. 
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4.4.1 Error reduction algorithms 
~When expressed in the radio engineering notation introduced in Section 4.2, one itera-
tion of Fienup's error reduction algorithm for complex images (Sec. 3.4.3.3) is described 
by (cf. (3.70)) 
G,(u, v) 
Gi( u, v) 
gi(x, y) 
FT{gi(x, y)} 
Am( u, v)ejphase{G,(u,v)} 
IFT{ G~(u, v)} 
{ 
gi( x, y) for (x, y) E saper 
o elsewhere 
(4.31) 
Figure 4.12( a) depicts an error curve for one thousand iterations of Fienup's error 
reduction algorithm applied to the particular model defined by 
design 2,lflqllad = 2.0 rad.; Tran = 0.01; 
rran = 0.001 = -60 dB; rolf = 0.002 
( 4.32) 
Recall that the design and all of the parameters, listed in (4.32), are defined in Sec-
tion 4.2 and that the model parameters not specified in the definition of any particu-
lar model assume their default values. The starting aperture distribution utilized for 
Fienup's error reduction algorithm is 
(4.33) 
where the exponential term is chosen so that the values of phase{gl(x, y)} vary ran-
domly from sample to sample and are uniformly distributed between -IT and IT. Unless 
otherwise specified, all runs of the modified Gerchberg-Saxton algorithm discussed in 
this thesis are started with an aperture distribution having the form expressed by (4.33). 
The three different curves in Figure 4.12(a) correspond to running Fienup's error re-
duction algorithm starting with three different random starting phase distributions for 
gl(X,y). 
It is clear from Figure 4.12(a) that all three of the runs of Fienup's error reduction 
algorithm have stagnated for values of E~boo much greater than E:frg • As mentioned 
in Section 3.4.3.3, this behaviour is typical of the algorithm. 
In radio engineering terms, one iteration of the original Gerchberg-Saxton algorithm 
is described by (cf. (3.59)) 
Gi(U,V) FT{gi(x, y)} 
Gi(u, v) Am( u, v)ejphase{Gi(u,V)} 
( 4.34) 
gi(x, y) IFT{ GH u, v)} 
gi+l(X, y) 1 f d( x, y :11 e j phase{gHx,y)} 
Figures 4.12(b) and (c) depict error curves for the original Gerchberg-Saxton algo-
rithm applied to two different models. The models are respectively defined by (4.32) 
and by 
design 2; npan = 0.019;lflpan = 1.0 rad.; 
1fJqllad = 1.0 rad.; Tran = 0.01; 
rran = 0.001 = -60 dB; r off = 0.002 
(4.35) 
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Figure 4.12 Error curves for algorithms of the error reduction type: (a) three runs of Fienup's error 
reduct.ion algorithm for complex images applied to the model defined by (4.32); (b) three runs of the 
original Gerchberg-Saxton algorithm applied to the same model as in (a); (c) three runs of the original 
Gerchberg-Saxton algorithm applied to the model defined by (4.35). The arrows indicate t.he values of 
E:~rg· 
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For each model, the original Gerchberg-Saxton algorithm was run three times for one 
thousand iterations using a different random starting phase distribution for each run. 
Figure 4.12(b) shows that, for one of the three runs for the model defined by (4.32), 
the original Gerchberg-Saxton algorithm converged with c~goo < C~~g. For the other 
model, however, Figure 4.12( c) indicates that all of the runs converged to values of c~go 
significantly greater than C~~g. It is my experience that the convergence characteristics 
displayed in Figure 4.12( c) typify the performance of the original Gerchberg-Saxton 
algorithm. 
4.4.2 The CC algorithm 
In this section, what is here called the CC algorithm is defined. The CC algorithm is 
based on what is here called the constant correction algorithm which is defined first. 
The constant correction algorithm is a form of the variant of the Gerchberg-Saxton 
algorithm discussed in Section 3.4.3.2 [Gerchberg, 1986]. It is called the 'constant 
correction' algorithm because the normalized rms Fourier correction, defined by (3.68), 
remains constant from iteration to iteration. One iteration of the constant correction 
algorithm is described by (cf. (3.66)) [Milner et al., 1987] 
Gi(U,V) 
Gi( u, v) 
gi( x, y) 
gi+l(X,y) 
FT{gi(x, y)} 
Am( U, v )ej phase{ Gi (u,v)} ejlphase{ G:_ 1 (u,v)}-phase{ Gi( u,v)} I 
IFT{ GH u, v)} 
I fd( x, y) I ejphase{gi(x,y)} e j Iphase{gi(x,y)}-phase{g;(x,y)} I 
where phase{G~l(u,v)} is taken to be zero. 
( 4.36) 
Figure 4.13(a) shows error ,curves for three runs, each of one thousand iterations, 
of the constant correction algorithm. The algorithm is applied to the model defined 
by (4.35) and invokes a different random starting phase distribution for each run. The 
graph indicates that even after one thousand iterations, the algorithm does not converge 
to a value of cfP close to that of C~~g. 
The performance of the constant correction algorithm can be improved by applying 
it for several iterations, followed by several iterations of Fienup's error reduction algo-
rithm. The CC algorithm is here defined to be 400 iterations of the constant correction 
algorithm, as defined by (4.36), followed by 100 iterations of Fienup's error reduction 
algorithm, as defined in (4.31). 
The number of iterations in the CC algorithm is fixed in order to make the algorithm 
straightforward to implement. The decision to apply the constant correction and error 
reduction algorithms for 400 and 100 iterations, respectively, was made on the basis 
of many experiments involving these algorithms. Too few iterations of the constant 
correction algorithm result in the failure of many runs which would have converged 
satisfactorily after more iterations. Usually, application of more constant correction 
iterations does not result in a worse final value of c? However, the larger the total 
number of iterations, the more computer time is required to implement the algorithm. 
Intuitive reasoning, for why the CC algorithm is likely to be more successful than 
the constant correction algorithm, is now outlined. Consider the ideal situation in 
which Am(u,v) = IFa(u,v)l, implying that it is possible in principle for the modified 
Gerchberg-Saxton algorithm to converge to the exact solution, by which is meant that 
fe(x,y), as generated by the algorithm, exactly equals the image-form of fa(x,y). The 
aperture constraint invoked by the constant correction algorithm involves Ife(x, y)l. 
· 4.4 THE MODIFIED GERCHBERG-SAXTON ALGORITHM 161 
(a) 
(b) 
(c) 
E~P , 
(rad) 
10-1 
o 500 1000 
i 
E~P 
I 
(rad) 
o 200 400 500 
i 
E~P 
I 
(rad) 
10-1 
---
o 200 400 500 
i 
Figure 4.13 Error curves for the constant correction and CC algorithms: (a.) three runs or the 
constant correction algorithm, each having 1000 iterations, applied to the model defined by (1.35); 
(b) three runs of the CC algorithm applied to the same model; (c) three runs of the CC a.lgorithm 
applied to the model defined by (4.37), The arrows indicate the values of E~:rg' 
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Because Ifd(X,y)1 ~ Ifa.(x,y)l, the constant correction a.lgorithm can, at best, only 
generate a reasonably accurate solution, which can then be used a.s the starting aperture 
field distribution for Fienup's error reduction algorithm. The latter algorithm tends 
to converge rapidly when it is applied to a sufficiently accurate starting aperture field 
distribution. Because the aperture constraint for Fienup's error reduction algorithm 
involves only saper, this algorithm is free to generate an exact solution when presented 
wi th perfect data. 
Figures 4.13(b) and (c) depict error curves for the CC algorithm applied to two 
models. The first model is defined by (4.35) and is the same as that to which the 
curves shown in Figure 4.13( a) refer. The second model is deft ned by 
design 2; 1f;qund == 1.0 rad.; Tran = 0.01; 
rran = 0.00032 == -70 dB; roff = 0.00063 
( 4.37) 
For each model the CC algorithm was applied for three different random starting phase 
distributions. 
Comparison of Figures 4.13( a) and (b) shows that the CC algorithm represents 
an improvement over the constant correction algorithm: one of the three runs of the 
CC algorithm converges to a value of 67P as low as €:!'rg, whereas none of the runs 
of the constant correction algorithm do so. One cannot always expect, however, that 
at least one of three runs of the CC algorithm converges to a value of 6:bo ~ 6~~Tg. 
This is illustrated in Figure 4.13(c), which demonstrates that all three runs of the 
CC algorithm can sometimes stagnate with values of 6;~o much greater than the value 
of €:!'rg' It is interesting to note that such poor convergence typically occurs when the 
measurement inaccuracies are relatively small (e.g. when r Tan S -80 dB). 
It is my experience that the CC algorithm either converges to a value of 6:bo very 
close to c:!:.g, or stagnates with a value of 6~bo much greater than €:!:'g. When the 
measurement inaccuracies are not relatively small (e.g. when rran ~ -70 dB), it is 
likely that for at least one out of three runs of the CC algorithm €:bo will be as 
low as €~!'rg' For such measurement inaccuracies, the CC algorithm has the highest 
success rate of all the forms of the modified Gerchberg-Saxton algorithm which I have 
examined. Section 4.4.5 describes how the CC algorithm can be incorporated into a 
composite algorithm, which is as successful as the CC algorithm is when measurement 
inaccuracies are not relatively small, but is more successful than the CC algorithm 
when measurement inaccuracies are relatively small. 
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4.4.3 The HIO algorithm 
In this section, what is here called the HIO algorithm is defined. It is based on a hybrid 
input-output type of algorithm, called the lIIOGS algorithm, which is defined first. 
Just as Fienup's hybrid input-output algorithm is a combination of his input-output 
and error reduction algorithms (Sec. 3.4.3.3), the HIOGS algorithm is a combination of 
Fienup's input-output algorithm and the original Gerchbcrg-Saxton algorithm. One it-
eration ofthe HIOGS algorithm is described by (cf. (3.73) and (4.34)) [Bates et ai., 1987J 
Gi( u, v) = FT{gi(x, y)} 
G~( u, v) Am( u, v)ejphase{G;(u,v)} 
gi(x,y) = IFT{Gi(u,v)} ( 4.38) 
{ 
Ifd(X, Y)lejPh~e{gHx,Y)} for (x, y) E saper 
gi(X, y) - 0.5gi (x, y) elsewhere 
In words, the HIOGS algorithm is the original Gerchberg-Saxton algorithm, but with 
Fienup's input-output constraint applied to the part of the aperture field distribu-
tion which lies outside saper. For reasons given in Section 3.4.3.3, gHx, y), instead of 
gi(X, y), is the estimate of the image-form of fa(x, y). However, it is nevertheless true 
that €?, which indicates the phase error of gi(X, y), remains a valid error measure 
because phase{gi(x, y)} = phase{g~(x, y)} in the region over which cap is calculated. 
Comparison of (3.73) with (4.38), indicates that the feedback parameter f3 has been set 
to 0.5. 
Error curves are presented in Figure 4.14( a) for the HIOGS algorithm applied to 
data generated from the model defined in (4.37). The algorithm was run three times 
using different random starting phase distributions, and for each run, was applied for 
one thousand iterations. Notice how, after cap drops to a minimum value, it tends to 
increase with more iterations. 
Following the same reasoning as given in Section 4.4.2 for the CC algorithm, what 
is here called the HIO algorithm is defined to consist of 400 iterations of the HIOGS 
algorithm followed by 100 iterations of Fienup's error reduction algorithm. The latter 
is defined in (4.31). 
Figures 4.14(b) and (c) show the results of applying the HIO algorithm to the models 
defined by (4.37) and (4.35) respectively. For each model, the algorithm is applied three 
times, utilizing a different random starting phase distribution each time. Note that, at 
the completion of the algorithm, the value of €~bo is typically approximately equal to 
the minimum value of ciP taken over all of the iterations. 
As indicated in the figures, the smallest value of cap resulting from three runs 
of the algorithm is typically no more than twice the target value of cap, especially 
when r ran 2:: - 70 dB. In my experience, it is very rare for all three runs of the 
RIO algorithm to stagnate with a value of c~go more than about twice the value of 
c:!g. On occasion, especially when the measurement inaccuracies are relatively small, 
the HIO algorithm converges to a value of c~~o which is very close to c~!'rg' This 
fairly consistent convergence behaviour of the HIO algorithm contrasts with many other 
forms of the modified Gerchberg-Saxton algorithm, such as the CC algorithm, which 
often tend to converge well when applied to some kinds of data, but converge badly 
when applied to other kinds. Section 4.4.5 describes a composite algorithm which 
incorporates the HIO algorithm. The degree of convergence of the composite algorithm 
is almost never worse than that of the HIO algorithm. 
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Figure 4.14 Error curves for the HIOGS and HIO algorithms: (a) three runs of the HIOGS a.lgorithm, 
each having 1000 iterations, applied to the model defined by (4.37); (b) three runs of the HIO algorithm 
applied to the same model; (c) three run!! of the RIO algorithm applied to the model defined by (4.35). 
The arrows indicate the values of 
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4.4.4 Choice of starting aperture distribution 
In all of the examples of the modified Gerchberg-Saxton algorithm presented so far in 
this chapter, the form of the starting aperture field distribution gl (x, y) is that defined 
by (4.33). In this section, alternative forms for gl(X,y) are discussed. 
The more closely gl(X, y) resembles fa(x, y), the faster the algorithm converges. 
This is illustrated with the aid of Figure 4.15, which shows error curves for the CC and 
HIO algorithms applied to the model defined by (4.35) with gl (x, y) having the form 
(4.39) 
where 'lj)start is a parameter characterizing the difference in phase between gl( x, y) and 
fa(x, y). Note that the error curves for the CC and HIO algorithms can usually be 
distinguished by the way that they fluctuate (e.g. compare Figs. 4.13 and 4.14). 
It is instructive to consider the case where 1/Jstart = a rad., which is depicted in 
Figure 4.15( a). Although E? must necessarily be zero, E~~o for both the C C and the 
HIO algorithms is non-zero. This is because the measurement inaccuracy inherent in 
Am(u, v) ensures that there is no exact solution to the phase problem (see Sec. 3.4.2.4). 
Figures 4.15(b) and (c) show the error curves corresponding to values of 'lj)start equal 
to 1.0 and rr/V3 radians respectively. For both sets of curves the CC and RIO al-
gorithms were each run three times, using a different set of random numbers when 
calculating gl(X,y) for each run. Note that (4.39) defines gl(3:,y). Note also that, 
when 'lj)start = rr/V3, (4.39) reduces to (4.33). Comparison of Figure 4.15(b) with Fig-
ure 4.15(c) shows that, the more accurately gl(X,y) approximates fa(x,y), the faster 
does the algorithm converge over the first few iterations, for the HIO algorithm, and 
over the first few tens of iterations, for the CC algorithm. However, the final values of 
cfP are not significantly different for the two algorithms. 
If a sufficiently accurate estimate of phase{fa(x, y)} is available, the required num-
ber of modified Gerchberg-Saxton iterations can be reduced because of its faster rate of 
convergence. In my early work [Gardenier et al. , 1986b; Gardenier et al., 1986c] I found 
that the original Gerchberg-Saxton algorithm converges well only when the rms phase 
difference between gl(X, y) and fa(x, y) is less than about 0.7 rad. In order to find a 
suitable gl(X, y), I ran the algorithm several times, each time with phase{gl(x, y)} set 
to a different radially quadratic distribution, until the algorithm manifested conver-
gence instead of stagnation. This trial and error approach, to finding a gl(X, y) which 
is close enough to fa(x, y), has the disadvantage that the algorithm must be run many 
times before a sui table gl (x, y) can be found. 
Another way of obtaining an estimate of fo.(x, y) is inherent in the algorithm de-
scribed by Anderson et at. [1988]. They have available a noisy measured copolar phase 
pattern as well as a more accurately mea.<;ured copolar amplitude pattern. Their algo-
rithm is similar to the modified Gerchberg-Saxton when gi(X, y) is the inverse Fourier 
transform of the measured (amplitude and phase) copolar pattern. When applied to 
such data, of the modified Gerchberg-Saxton algorithm can be thought of as a means for 
improving the measured estimate of the copolar phase pattern [Anderson et al., 1988]. 
This thesis is, however, mainly concerned with the problem of estimating the image-
form of fa( X, y) when no measurement of the copolar phase pattern is available. The 
best available estimate of fa( x, y) is then fd( x j y). Figure 4.16 depicts the error curves 
for the CC and RIO algorithms applied to data generated from the model defined by 
(4.35) when gl(X,y) = fd(X,y). For this particular model, the CC algorithm converges 
faster than when gl(X, y) has the form described in (4.33). However, my experience 
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Figure 4.15 Error curves for the CC and HIO algorithms a,pplied witli a starting aperture distribution 
91(X,y) defined by (.1.39): (a) one run of each algorithm with 1/1.,<,,1 = 0 rad.; (b) tlm'le runs of each 
algOrit.1UIl with 1/1,14r' = 1 lad.; (c) three runs of each algorithm with 1/1,'art ::::; 'ir/Va rad. The arrows 
indicate tlte values of . The model to which the algorithms are applied is defined by (4.35). 
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Figure 4.16 Error curves for t.he CC and HIO algorithms applied with a starting aperture distribution 
of 91(X, y) = Jd(X, y). The arrows indicate the values of E~:rg. The model to which the algorithms 
were applied is defined by (4.35). 
of applying the modified Gerchberg-Saxton algorithm to many models suggests that 
there is often little difference between the convergence properties of the algorithm 
when gl(X, y) = fd( x, y) and when gl (x, y) has a random starting phase distribution as 
expressed by (4.33). 
The advantage of using a random starting phase distribution, as opposed to a par-
ticular estimate of phase{Ja( x, y)}, is that the algorithm can be run several times wi th 
independent starting phase distributions. In this way, if the initial run fails to converge 
sufficiently, the algorithm can be run more times in an attempt to find a starting phase 
distribution which causes the algorithm to converge adequately for whatever application 
is envisaged. 
4.4.5 The composite algorithm 
My experience is that, when applied to an arbitrary model, either the CC algorithm 
or the HIO algorithm usually converges as well as, or better than, any other form of 
the modified Gerchberg-Saxton algorithm that I have experimented with. However, it 
often takes up to three runs of either algorithm, using a different random starting phase 
distribution for each run, to produce a run which converges satisfactorily. 
With the above discussion in mind, it is convenient to define what is here called the 
composite algorithm, which is the form of the modified Gerchberg-Saxton algorithm 
applied in all examples presented in the remainder of thesis. It is defined by the 
following steps: 
1. Run the CC algorithm three times using a starting aperture field distribution of 
the form described by (4.33) with a different random starting phase distribution 
for each run. 
2. Run the IIIO algorithm three times using the same starting aperture field distri-
butions as were used for the CC algorithm. 
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3. Out of the total of six runs, choose the one for which the value of c~oo is smallest. 
The estimate fe(x, y) generated by the composite algorithm is then taken to be 
gsoo( x, y) for the chosen run. 
Note that, in step (3), c~oo is invoked as the measure of convergence instead of 
c~go, which is used in the previous sections. This is because it is envisaged that the 
composite algorithm is a form of the modified Gerchberg-Saxton algorithm that could 
be applied in practice. The error measure c~a could be computed in practice but c,? 
could not (Sec. 4.3). The comparative significance of these two errors is discussed in 
Section 4.6. 
In the discussion in Section 3.4.3.3 of Fienup's algorithms, it is mentioned that the 
relationship between the quality of the image generated by an algorithm and the corre-
sponding value of the image error is different for the different algorithms. This problem 
does not occur when comparing the images generated by the CC and HIO algorithms 
on the basis of c~oo, because both of these algorithms finish with 100 iterations of 
Fienup's error reduction algorithm. 
The reason for running both the CC and the HIO algorithms in the composite al-
gorithm is to gain the advantages of each. Except when the measurement inaccuracies 
are very small, one of the CC algorithm runs usually converges better than all of the 
HIO algorithm runs. An example of this is illustrated by comparing Figure 4.13(b) 
with Figure 4.14(c) which display error curves of, respectively, the CC and HIO algo-
rithms applied to one particular model. However, occasionally all of the CC algorithm 
runs stagnate with a value of cap much greater than c~!:.g' On the other hand, as 
pointed out in Section 4.4.3, the best of the runs of the HIO algorithm tends to consis-
tently converge to a value of c~go which is about twice that of C~g. Therefore, when 
the CC algorithm runs fail to converge sufficiently, the HIO algorithm runs serve as a 
back up. Figures 4.13( c) and 4.14(b), which show error curves of the CC and HIO al-
gorithms applied to one particular model, constitute an example of the convergence of 
the HIO algorithm being better than that of the CC algorithm. 
4.4.6 Alternative forms of the modified Gerchberg-Saxton algorithm 
The following five sections introduce five alternative versions, besides those already 
discussed in Sections 4.4.1 to 4.4.5, of the modified Gerchberg-Saxton algorithm. My 
experience with these versions suggest that they are not as useful as the ones described 
in Sections 4.4.1 to 4.4.5. However, they are included here for completeness and as 
examples of different ways of applying the constraints in the modified Gerchberg-Saxton 
algorithm. 
4.4.6.1 Local well avoidance 
One algorithm was developed in an attempt to help the original Gerchberg-Saxton 
algorithm out of the local 'well' (see Sec. 3.4.3.2) after it has stagnated. One iteration 
of the original Gerchberg-Saxton algorithm is defined by (4.34). However, it is here 
convenient to rewrite the last equation of (4.34) as 
( 4.40) 
where fjgJx, y) is the change that occurs in the aperture plane and is defined by 
(4.41 ) 
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Note that, in the same way that (3.61) to (3.64) show that E; is a measure of the 
degree of convergence of the original Gerchberg-Saxton algorithm, it can equivalently 
be shown that the rms value of l~i(X, y)1 is also a measure of the algorithm's degree 
of convergence. In Section 3.4.3.1 it is demonstrated that stagnation occurs when 
9i+l(X, y) is almost equal to 9i(X, y). Therefore, a way to get out of stagnation is to 
alter (4.40) so that 9i+l(X,y) is different from 9i(X,y). Since its amplitude is kept 
equal to that of Ifd(X, y)l, it is only with regard to its phase that 9i+l(X, y) can differ 
from 9i(X,y). It seems reasonable to make the phase difference between 9i+l(X,y) and 
9i(X, y) approximately proportional to l~i(X, y)l. Therefore, only small changes need 
to be made to the original Gerchberg-Saxton algorithm. An appropriate modification 
to the original Gerchberg-Saxton algorithm is to replace (4.40) with (d. (4.34)) 
( 4.42) 
It is suggested that (4.42) should replace (4.40) only when the original Gerchberg-
Saxton algorithm stagnates. This would mean that the replacement would apply for 
only a small number of iterations: until the algorithm is out of the local 'well'. There-
after, (4.40) would be invoked so that the original Gerchberg-Saxton algorithm can 
continue. However, my experience with this approach is that, after invoking (4.42), the 
original Gerchberg-Saxton algorithm rapidly stagnates once again, seemingly no closer 
to a solution. The lesson learned from this is that the original Gerchberg-Saxton algo-
rithm should only be invoked when the starting distri bution 91 (x, y) is already close to 
the solution. Then, assuming that the local well is in fact the global well, the original 
Gerchberg-Saxton algorithm is guaranteed to generate a more accurate estimate of the 
solution. 
4.4.6.2 The phase relaxation algorithm 
Another approach to modifying the Gerchberg-Saxton algorithm is to introduce a re-
laxation parameter (the constant I-" introduced below) into the aperture phase distribu-
tions generated at each iteration of the original Gerchberg-Saxton algorithm. Instead 
of setting phase{9i+l (x, y)} equal to the right side of the final equation of (4.34) (which 
defines the original Gerchberg-Saxton algorithm), it is instead set equal to a linear com-
bination of the right side of the final equation of (4.34) and of 9i(X, y). One iteration, 
of what is here called the phase relaxation al90rithm, is defined by (4.34) with the last 
equation replaced by 
( 4.43) 
where I-" is the relaxation constant, which lies between 0 and 1. When I-" 1 this 
algorithm reduces to the original Gerchberg-Saxton algorithm. Dr. W. Richard Fright 
(when he was a post-doctoral fellow at the University of Canterbury) found this ap-
proach helpful for his work in acoustic microscopy [described by Fright et al., 1989] 
which involved a one-dimensional Fourier phase problem. 
4.4.6.3 Constraints involving thresholds 
When the data An( U, v) and Ifd( x, y)1 are inaccurate, the original Gerchberg-Saxton al-
gorithm can never exactly converge to a solution fe(x, y) for which Ife(x, y)1 = Ifd(X, y)1 
and IFe(u,v)1 = An(u, v) (Sec. 3.4.2.4). This implies that the aperture constraint and 
the far field constraint are incompatible. One way of relaxing the constraints, so that 
170 CHAPTER. 4 THE MODIFIED GERCHBERG-SAXTON ALGORITHM 
they become compatible is to impose the conditions If.,(x, y)1 = Ifd(X, y)1 ± f~hres and 
IF.,(u,v)1 = Am(u,v) ± ffhrell' where the real numbers ffhres and f{hrea are thresholds. 
Ideally, the thresholds are chosen so that fe( x, y) would meet the relaxed constraints 
where it is identical to fa( x, y). However, if the thresholds are too large there may be 
many different images fe(x, y) which meet the constraints. One iteration of what is 
here called the threshold algorithm is defined by 
G~( u, v) 
gi(x, y) 
FT{gi(x, y)} 
{ 
Am( u, v)ejph1l.Se{G.(u,v)} 
Gi(U,V) 
IFT{ Gi( u, v)} 
if IIG;(u,v)l- Am(u,v)1 > f{hres 
otherwise 
{ 
1f.,d(x,Y)lejPhllBe{9HX,Y)} if Ilg~(x,Y)I-lfd(X,Y)11 > ffhres 
gi+l(X, y) == 
gi(x, y) otherwise 
(4.44) 
Another algorithm in which thresholds are applied was suggested by Gabor T. Her-
man (when he visited the University of Canterbury from the Medical Imaging Group, 
Department of Radiology, Hospital of the University of Pennsylvania). It is here called 
the reflection algo1'ithm and one of its iterations is described by (cf. (4.44)) 
Gi( u, v) = 
Am( u, v)ejphase{G,(u,v)} 
if IIGi(u,v)l- Am(u,v)1 > 2ffhres 
[2Am(u, v) + 2 f{hre:> - IGi( u, v)llejph ..... e{Gi(u,V)} 
ifrfhren < 1:IGi(U,v)l- Am(u,v)l < 2ffhres 
[2Am( u, v) - 2 ffhres - IGi( u, v)l]ejphMe{Gi(U,V)} 
if-2f{hres < [IGi(U,v)l- Am(1t,V)] < -f{hr"s 
otherwise 
g:(x,y) = IFT{Gi(u,v)} 
( 4.45) 
Ifd(X, y)lejphase{gi(x,y)} 
if Ilg~(x,Y)I-lfd(x,Y)11 > 2ffhres 
[2Ifd(X,y)1 + 2ffhres -lgi(x,y)llejphase{gi(x,y)} 
if ffhres < [Igi(x, y)l- Ifd(X, y)ll < 2 ffhreB 
[2Ifd(X, y)l- 2 ffhreg - Ig~(x, y) 1]~phase{gHx,y)} 
if -2 ffhreg < [Ig~(x, y)l- Ifd(X, y)l] < - rfhres 
g:(x, y) 
otherwise 
The second equation of (4.45) implies that if IG;(u,v)1 exceeds (Am(u,v) + ffhres) by, 
say, d, and provided d is less than ffhres' then IG~( u, v)1 is chosen such that it is less 
than (Am( u, v) + ffhre,J by d. The reflection algori thm therefore has the advantage 
that if Gi( u, v) almost meets the far field constraint then Gi( u, v) is close to Gi( 1L, v). 
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Although I have not found the refiection algorithm to be as successful as the com-
posite algorithm (Sec. 4.4.5), I have usefully incorporated aspects of it into the ex-
trapolating composite algorithm (Sec. 4.7.3.3) which is an extension of the composite 
algorithm suitable for application to truncated far field data (Sec. 4.7.3). 
4.4.6.4 Another input-output algorithm 
Section 3.4.3.3 describes Fienup's input-output algorithm which can be utilized either 
for positive images or. for complex images whose support is known. Fienup [1980] 
has also developed an input-output algorithm for complex images whose amplitude 
distribution is known. Recall from Section 3.4.3.3 that the input output algorithm 
regards the first three equations of (4.31) as describing a nonlinear process, with an 
input gi(X, y) and an output gHx, y). For a complex image whose amplitude is known, 
the purpose of the input-output algorithm is to find a gi( x, y) which drives the amplitude 
of gHx, y) to equal the known amplitude distribution. It turns out [Fienup, 1980] that 
there are many ways of implementing such an algorithm. One iteration of the simplest 
implementation is described by (4.31) wi th its final equation replaced by 
(4.46) 
where ~i(x,y) is defined in (4.41). Note that (4.46) reduces to (3.72) in regions of the 
aperture plane outside Sid. 
It is my experience that the input-output algorithm described in this section and 
each of the versions of the modified Gerchberg-Saxton algorithm described in Sec-
tions 4.4.6.1 through 4.4.6.3 converge as well as, or even better than, the composite 
algorithm, when applied to data generated from specific models. However, my experi-
ence with applying these algorithms to many different models is that, in general, the 
constant correction algorithm tends to converge to more a accurate estimate of the 
image-form of Ja( x, y) than does any of the other algorithms with which I have worked. 
172 CHAPTER 4 THE MODIFIED GERCHBERG-SAXTON ALGORITHM 
4.5 A WORKED EXAMPLE 
The resul ts presented in Sections 4.7 to 4.9 describe the performance of the composite 
algorithm (Sec. 4.4.5) in terms of error measures (Sec. 4.3). However, to provide a better 
understanding of the composite algorithm (Sec. 4.4.5), this section works through, in 
detail, an example of the algorithm applied to the data generated from a particular 
model. 
The particular model invoked for this worked example is here called the basic model. 
It is described by (4.35), which is repeated here for emphasis: 
design 2; npan = 0.019; 7/;pan = 1.0 rad.; 
7/;quad = 1.0 rad.; 'iran = 0.01; 
fran = 0.001 = -60 dB; folf = 0.002 
( 4.47) 
The design copolar aperture field distribution fd(X,y) is displayed in Figure 4.17. 
As for all fields depicted in this section, diagonal cuts through the copolar aperture field 
amplitude and phase distributions are shown. Position along the diagonal is indicated 
by 1;" which is defined in (4.8). Cuts, along the u axis, through the corresponding 
copolar far field amplitude pattern and through the design envelope Ad( u, v) are also 
depicted. The amplitude pattern and Ad( 11., v) are always plotted in decibels relative 
to their respective peak values. 
The actual copolar aperture field distribution fa(x, y) is shown in Figure 4.18. Note 
that phase{fa(x, y)} has large random-like values in the region blocked by the subre-
f1.ector. This is because the field in this region is entirely due to the scattered field 
characterized by 'iran (see (4.14)). For comparison with later figures, the centre 33 by 33 
samples of phase{fa(x,y)} are depicted in Figure 4.19, in which the effect of the ra-
dially quadratic term (characterized by 7/;quad) and the panel term (characterized by 
7/;pan and npan) are clearly seen. Comparison of /Fa(u,v)1 (Fig. 4.18(c)) with IFd(U,v)1 
(Fig. 4.17( c)) shows the effect on the amplitude pattern of the aperture field deviations. 
The measured copolar far field amplitude pattern Am( 11., v) and the actual copolar far 
field amplitude pattern IFa(u,v)1 are depicted in Figure 4.18(c). The effect of the 
-00 dB far field measurement noise can be seen by comparing the graphs of IFa( 11., v) 1 
with Am (11., v) in Figure 4.18( c). The level of Am( 11., v) exceeds the design envelope 
Ad( 11., v) because of increased sidelobe levels and a wider beamwidth. The value of Em 
for this model is 3.21 dB. 
The input data to the composite algorithm are Ifd(X, y)1 and Am(x, y). Following 
steps (1) and (2) of the composite algorithm (Sec. 4.4.5), the CC and HIO algorithms 
were each applied three times to these data, using a different random starting phase 
distribution each time. The values of c~oo generated by the six runs were 1.69 X 10-3, 
7.84 X 10-4 , 1.75 X 10-3 , 9.25 X 10-4, 8.26 X 10-4 and 9.08 X 10-4• The smallest of 
these values corresponds to one of the CC algorithm runs. This run is therefore chosen 
in step (3) of the composite algorithm and is now analysed in more detail. 
The error curves, of both c~a and €iP , pertaining to this chosen run are depicted 
in Figure 4.20. It can be seen that the error reduction part of the algorithm started 
to stagnate after c~a fell below the measurement noise level of fran = 0.001. This is 
unavoidable, since the algorithm cannot be expected to generate an estimate lFe( 11., v)1 
of the copolar far field amplitude pattern which is more accurate than Am( 11., v). 
Recall from Section 4.4.2 that gi(X, y) is the ith estimate of the image-form of fa( x, y) 
generated by the CC algorithm. Figure 4.21 presents plots of the centre 33 by 33 
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samples of phase{9i( x, y)} for i = 1,50 and 400. This includes the random starting 
phase distribution phase{91(x, y)} and the phase distribution at the final constant 
correction algorithm iteration (see Sec. 4.4.2). Recall that the final aperture distribution 
9500(X, y) generated by this run of the CC algorithm is taken to be the estimate fe(x, y), 
of the image-form of the actual copolar aperture field distribution fa(x, y), generated 
by the composite algorithm. Its phase is plotted in Figure 4.22( a). By comparing this 
figure with Figure 4.19, it can be seen that phase{fe( x, y)} approximates an upside-
down, rotated version of phase{fa(x, y)}. This implies that !e(x, y), instead of fe(x, y), 
is an approximation of f",(x, y). To make this obvious, phase{!e(x, y)eiO.619} is plotted 
in Figure 4.22(b). It is seen to be very similar to phase{fa(x, y)}. In particular, the 
quadratic phase term due to defocusing and the effect of the displaced panel can be 
readily identified. 
Cuts through fe(x, y) and IFe( u, v)1 are shown in Figure 4.23. This figure indicates 
the constraints that were applied in the final iterations of the CC algorithm: fe( X, y) is 
a copolar aperture field distribution, which is zero outside the aperture support saper, 
and whose copolar far field amplitude pattern is as similar as possible, in the sense of 
minimizing cra, to the measured data Am( U, v), which is depicted in Figure 4.18( c). 
The correction process, based on information in phase{fe(x, y)}, is modelled by 
(4.25). The corrected copolar aperture field distribution fc( x, y) is plotted in Fig-
ure 4.24. Note that its amplitude is equal to that of 1 fa( x, y)1 while its phase is the differ-
ence in phase between fa(x, y) and Je(x, y) less a constant. The plot of phase{fc(x, y)}, 
shown in Figure 4.22(c), provides an indication of how accurately phase{!e(x, y)} ap-
proximates phase{fa(x, y)}. Note that phase{fc(x, y)} has a random appearance, which 
is, in my experience, typical for the composite algorithm applied to an arbitrary model. 
An encouraging aspect of this worked example is that the corrected copolar far field am-
plitude pattern IFc(u, v)1 nowhere exceeds Ad(U, v), as can be seen from Figure 4.24(c). 
Therefore, the corresponding value of Ec is 0 dB, when the composite algorithm is 
applied to data generated from the basic model. 
For the examples presented throughout the remainder of this chapter, the conver-
gence of the composite algorithm, when applied to data generated from a particular 
model, is indicated by cap, Em and Ec. For comparison with these other examples, the 
values, pertaining to this worked example, of cap, Em and Ec are plotted in Figure 4.25. 
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Figure 4.17 Design copolar .fields for the worked exa.mple: (a) design copolar aperture field amplitude 
distribution; (b) design copolar aperture field phase distribution; (c) design copolar far field amplitude 
pattern (solid curve) and design envelope (dotted curve). The variable €, which identifies position along 
a diagonal in the aperture plane, is defined in (4.8). 
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Figure 4.18 Adual copolar fields for the worked example: (a) actual copolar aperture field amplitude 
distribution; (b) actual copolar aperture field phase di5tribution; (c) adual copolar far field amplitude 
pattern (solid curve), measured copolar far field amplit.ude pattern (dashed curve) and design envelope 
(dotted curve). The variable e, which identifies position along a diagonal in the aperture plane, is 
defined in (4.8). 
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Figure 4.19 Actual copolar aperture field phase distribution for the worked example. 
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Figure 4.20 Error curves for the worked example. The curves are of E!a (lower curve) and E:P (upper 
curve) a.nd were genera.ted by the CC algorithm run which was chosen in step (3) of the composite 
algorithm (Sec. 4.4.5). 
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Figure 4.21 Plots of U.(x,y) for the worked exampJle: 
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Figure 4.22 Plots of the estimat,ed and corrected copolar aperture field phase distributions for t.he 
worked example: (a) estimated copolar aperture field phase distribution generated by the compos-
ite algorithm; (b) phase distribution of the conjugate image of the estimated copolar aperture l1eld 
distribution; (c) corrected copolar apert.ure field phase distribution. 
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Figure 4.23 Estimated copolar fields for the worked example: (a) estimated copolar aperture field 
amplitude distribution; (b) estimated copolar aperture field phase distribution; (c) estimated copolar 
far field amplitude pattern (solid curve) and design envelope (dotted curve). The variable E, which 
identifies position along a diagonal in the aperture plane, is defined in (4.8). 
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Figure 4.24 Corrected copolar fields for the worked example: (a) corrected copolar aperture field 
amplitude distribution; (b) corrected copolar aperture field phase distribution; (c) corrected copolar 
far field amplitude pattern (solid curve) and design envelope (dotted curve). The variable ~, which 
identifies position along 11. diagonal in the aperture plane, is defined in (1.8). 
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4,6 RELATIONSHIPS BETWEEN ERROR MEASURES 
This section discusses the relationship between cfa, Eap and ECl which are all defined 
in Section 4.3, for the CC and HIO algorithms. This relationship is important because 
the best of six CC and RIO algorithm runs is chosen, in step (3) of the composite 
algorithm (Sec. 4.4.5), on the basis of Efa. However, as intimated in Section 4.3, cap 
is a more direct indicator of how accurately the phase of fe (x, y), generated by the 
CC and HIO algorithms, approximates the phase of the image-form of fa(x, y) while 
Ec indicates the success of the correction process based upon the information contained 
in phase{fe(x, y)}. 
Figure 4.26(a) shows a graph of cap versus cfa for the CC and HIO algorithms 
applied to the basic model, which is defined by (4.47). Each point on the graph repre-
sents the value of cap plotted against the corresponding value of cfa , for the estimate 
fe(x, y) of the image-form of fa(x, y) generated by one run of either the CC algorithm 
or the HIO algorithm. The ellipses shown in Figure 4.26(a) correspond to 20 runs 
of the CC algorithm while the crosses correspond to 20 runs of the HIO algorithm. 
Each run was started with a different random phase distribution. Utilizing the results 
of these same runs, Figures 4.26(b) and (c) depict graphs of Ec versus cfa and cap 
respectively. It should be kept in mind that when running the composite algorithm 
the CC and RIO algorithms are run only 3 times each. The latter algorithms were in 
fact run 20 times each to generate the graphs, shown in Figure 4.26, so as to make the 
trends in the relationships between the errors more easily discernible. 
Figure 4.26(a) and (b) indicate that the smaller values of cfa correspond to the 
smaller values of both cap and Ec. This is fortnnate, because the composite algorithm 
chooses the best of 3 CC algorithm runs and 3 HIO algorithm runs on the basis of 
cfa. Nevertheless, had it been possible to make the choice on the basis of cap or Ec it 
is likely that the same run would have been chosen. Or, putting it another way, it is 
reasonably certain that the CC or HIO algorithm run with the smallest value cfa also 
has the smallest values of cap and Ec. Note, however, that a relatively large value of 
10 
( dB) (rad) 
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o 
Figure 4.25 Errors for the worked example. The values of c"P (dotted curve), Ern (dashed curve) 
and Ec (solid curve) pertain to the composite algorithm applied to the basic model. 
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E;fa or Eap does not necessarily imply a relatively large value of Eq as can be seen in 
Figures 4.26(b) and (c). 
Considering the clear trends shown in the graphs in Figure 4.26, it might be thought 
that a better strategy, than that on which the composite algorithm is based, would be 
to set a threshold value for ECa and to run the CC (or HIO) algorithm for as many 
times as required to find a run for which Efa is less than the threshold. The result 
of that run would then be chosen to be fe(x, y). However, there does not appear to 
be any clear criterion for choosing an appropriate threshold for ECa. Consider the 
results shown in Figure 4.26. The threshold would have to lie somewhere between 
the minimum and maximum values of Ef", which are 7.82 X 10-4 and 9.25 X 10-4 
respectively. Note that the maximum value is only 20% larger than the minimum 
value. My experience of the modified Gerchberg-Saxton algorithm applied to many 
particular models suggest that such a small range of values for Efa is typical. Therefore, 
in order to set a meaningful threshold, the minimum value of Efa needs to be known 
to an accuracy of significantly better than 20%. The minimum value of Efa depends 
upon the measurement inaccuracies and is typically proportional to l\ll.n' However, 
should the algorithm be applied in real-world situations, the noise level inherent in 
the measurements is unlikely to be known to a relative accuracy of better than 20%. 
Therefore, one cannot expect to predict an accurate enough estimate for the minimum 
value of Efa. This implies that it is impracticable to choose a meaningful threshold 
value for Efa. Note that the situation is not improved if Efa is replaced with the image 
error EI, defined in (3.71), because in my experience is that El is almost proportional 
to Efa. 
4.7 FAR FIELD MEASUREMENT CONSIDERATIONS 
It is pointed out in Section 3.3.4 that, if the time taken to perform a measurement is 
appreciable, this measurement time can account for a significant fraction of the overall 
measurement cost. In general, the more samples of the copolar far field amplitude 
pattern that are required, the longer is the measurement time. It could therefore be 
economically advantageous to reduce, in so far as is feasible, the number of measured 
samples of the copolar far field amplitude pattern. This can be achieved by increasing 
the spacing between the sample points or by reducing the area of the region in the 
u, v plane over which the amplitude pattern is sampled. Another factor, which can 
affect the expense involved in measuring the copolar far field amplitude pattern, is the 
accuracy required. A more accurate measurement often requires more care and more 
expensive equipment. 
Section 4.7.1 describes an algorithm which preprocesses the measured data in an 
attempt to remove some of its imperfections. This algorithm, and its effect on the 
convergence properties of the composite algorithm, are illustrated by computational 
example. Section 4.7.2 discusses and illustrates the effect, on the convergence properties 
of the composite algorithm, of altering what is here called the far field sampling factor. 
Three methods for enabling the composite algorithm to be applied to truncated far field 
data are described, discussed and illustrated with the aid of an example in Section 4.7.3. 
4.1.1 Smoothing far field data 
In this section, what is here called the smoothing algorithm is described. The purpose 
of this algorithm is to remove some of the imperfections inevitably present in samples 
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of Am( U, v). It is a preprocessing algorithm in the sense that it operates on the samples 
of Am(u,v) to generate massaged samples of Am(u,v), which can then be fed to the 
modified Gerchberg-Saxton algorithm. 
A way of determining the accuracy of the measured copolar far field amplitude pat-
tern Am( U, v) is to inspect what is here called the approximate autocorrelation ff m(x, y) 
generated by Am( U, v). The approximate autocorrelation is defined to be 
( 4.48) 
It follows from the autocorrelation theorem (3.42) that if Am(u,v) IF,.(u,v)J then 
ffm(x,y) is equal to the autocorrelation ff",(x,y) of f",(x,y). Because f,.(x,y) is com-
pact, as defined in Section 3.4.1.1, it follows from (3.43) that ff ,.(x, y) is also compact. 
Therefore ffa,{x, y) vanishes outside its support, here denoted by sauto. However, the 
inevitable measurement inaccuracies imply that ffm(a:,y) =/: ffa(x,y). In particular, 
ffm(x, y) tends to have non-zero values outside sauto. This is illustrated in Figure 4.27 
which shows cuts through the approximate autocorrelations corresponding to the mea-
sured copolar far field amplitude patterns depicted in Figure 4.10. In general, the more 
inaccurate Am(u,v) is, the higher the relative levels of ffm(x,y) are outside sauto. 
Note that, because the supports of fa(x, y) and fd(X, y) are, in general, equal, sauto 
can be straightforwardly computed, even when fa(x, y) is unknown, by equating it to 
the support of the autocorrelation of fd( x, y). 
Because ff a( x, y) is compact, its Fourier transform I Fa( U, v) 12 varies smoothly from 
sample to sample. On the other hand, measurement noise tends to make [Am( u, v) J2 
vary erratically from sample to sample. This suggests a way of removing some of the 
imperfection present in Am( u, v). The data [Am( u, v W can be smoothed by applying 
the basic iterative Fourier transform algorithm (Sec. 3.4.3), with the image information 
consisting of sauto and the Fourier information being that [Am( U, v)]2 must be real 
and non-negative. Accordingly, the i~~e iteration of what is here called the smoothing 
algorithm is defined by (d. Fig. 3.9) 
FT { hipr@ ( x, y) } 
{
Hip,. (u, v) if Hi pr• (u, v) ~ 0 
o otherwise 
IFT{ Hip,. (u, v)} 
( 4.49) 
{ 
hipr.(x, y) for (x, y) E Sauto 
o elsewhere 
where hip,.(x,y) is an estimate of ffa(x,y). The algorithm is started by setting 
h1(x,y) = ffm(x,y). If the algorithm is run for Ipre iterations, H;p,.(u,v) is taken 
to be a smoothed version of [Am( U, v)]2. This algori thm is to be thought of as a prelim-
inary to the composite algorithm, so that the occurrences of Am( U, v), in the composite 
algorithm, can be replaced by the positive square root of HI (u, v). Note that run-p,e 
ning the smoothing algorithm for merely one iteration is equivalent to not running the 
algorithm at all, because [HHu,v)Jl/2 = Am(u,v) 
The smoothness of HI (u, v) can be monitored by the autocorrelation error Eiuto pre pre 
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Figure 4.27 Actual and approximate autocorrelations corresponding to different measurement inac-
cura.ciE'-s: (a) r cal = 1.05; (b) rran = -50 dB; (c) DAm = 15/ D. In each case design 2 is employed, Tbe 
amplitudes of flrn(x,y) and fl.(x,y) are represented by solid curves and dashed curves respectively 
and are normalized to have peak values of unity. The variable {, which identifies position along a 
diagonal in the aperture plane, is defined in (4.5). Note that the several tlm(x,y) depicted in lhis 
figure are derived, via (4A8L from the several Am(Ii, v) depicted in Figure 4.10. 
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which is defined to be 
E~uto = 1 
'pre h~ (0 0) 
lpre ' 
Jl 1/2 
[ 
Ihi r.(X, y)12 dx dyj (x,y)~saulo p 
J' f dx dy J(x,y)~saUIO ( 4.50) 
which is the rms value of h~pr.(x, y) outside sauto, normalized to its maximum value 
h~prJO, 0). A measure of how accurately the square root of Hipr.( U, v) approximates 
the actual copolar far field amplitude pattern is given by the far field data error tr:re , 
which is defined by 
t~a = 1 [11 [[Hipr.( u, v)]1/2 - IFa( u, v)if du dvjl/2 
Ipre lFa(O,O)1 11 du dv (4.51) 
Note that t~:re differs from cfa because the latter, which is defined by (4.23), indicates 
the difference between lFe( U, v)1 and Am( U, v). The reason for introducing t~:,e is that 
it indicates whether the smoothed version of Am( U, v) is more or less imperfect than 
the original version of Am( U, v). 
Figure 4.28(a) depicts error curves of ci;~o and t~:re for the smoothing algorithm 
applied to data obtained from the basic model. After only ten iterations, ci;~o has 
reduced drastically to about one thousandth of its initial value. By contrast, after one 
iteration all values of t~:re are 28% larger than tia. This is encouraging, because the 
smoothing algorithm does not incorporate a constraint to force [Hi
p
,.( u, v)]1/2 to be 
approximately equal to either lFa( U, v) 1 or Am( U, v). Yet the values of t~:,e indicate 
that amount by which [Hip,.( u, v)]1/2 differs from IFa( U, v)1 is only 28% greater than 
the amount by which Am(u,v) differs from lFa(u,v)l. 
The effect on the composite algorithm of applying it to a smoothed Am( U, v) is 
illustrated in Figure 4.28(b). To obtain the data for this figure, the smoothing algo-
rithm was run for Ipre iterations. Then Am( U, v) was replaced by [H1p,J u, v)]1/2 and 
the composite algorithm was run. The errors cap, Em and Ec were then computed, 
where Em is the envelope error (Sec. 4.3) for the smoothed data. This procedure was 
repeated many times, using a different value of Ipre each time, so that the errors could 
be graphed against Ipre in Figure 4.28(b). It is seen from the graph in Figure 4.28(b) 
that, unfortunately, the smoothing of Am( U, v) hinders, rather than improves, the con-
vergence of the composite algorithm. For this reason the smoothing algorithm is not 
invoked throughout the remainder of this thesis. 
4.7.2 Need for oversampling the far field 
This section discusses the consequences of altering the factor by which Am( U, v) is 
oversampled. The question of the uniqueness of a solution is addressed and the effect 
of the sampling factor (as defined in Sec. 3.4.1.3) on the convergence properties of the 
composite algorithm is described. 
In the terminology utilized throughout this chapter, a 'solution' to the Fourier 
phase problem (3.41) is here said to be any copolar aperture field distribution fe(x, y) 
which is approximately zero outside the aperture support saper and whose amplitude 
pattern lFe( U, v)1 approximates Am( U, v) to within a value of Efa which is less than 
(a) 
(b) 
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Figure 4.28 Effect of the smoothing algorithm on the composite algorithm: (a) error curves oC the 
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the measurement noise fran. A solution is said to be exact if IFe(u,v)1 ~ Am(u,v). A 
solution is here said to be correct if it approximates the image-form of fa( X, y) accurately 
enough for the value of Ee to equal 0 dB. All other solutions are said to be incorrect. 
If a solution is unique then it must also be correct, because fe(x, y) = fa(x, y) is always 
a solution. 
Section 3.4.2 explains that, in order to obtain a unique solution to the Fourier phase 
problem, it is necessary to overs ample Am( U, v) by a factor of at least two. As intimated 
in Section 3.4.2.1, the requirement to overs ample Am( u, v) by a factor of at least two 
seems reasonable because, only when this requirement is met, can the continuous actual 
copolar far field amplitude pattern be estimated throughout the region of the u, v plane 
occupied by the measured samples. 
However, the particular radio engineering phase problem which is solved by the 
composite algorithm is somewhat different from the Fourier phase problem. In the 
Fourier phase problem, the only available information is Am(u,v) (see (3.41)). Pro-
vided this is oversampled by a factor of at least two, the extents of fa( X, y) can be 
estimated from Am( u, v) by invoking (3.42) and (3.43). On the other hand, the com-
posite algorithm has additional information availiable to it. The size and shape of 
the aperture and, therefore, the support saper of fa(x, y) are usually available, as in-
timated in Section 4.1.1. Furthermore, Ifd(X, y)l, which is an estimate of Ifa(x, y)l, is 
also known. This additional information could well imply that the composite algorithm 
might generate a unique solution when operating on far field data which is oversampled 
by a factor of less than two. 
To simulate the oversampling of Am( U, v) by various factors, the computer model 
descri bed in Section 4.2 is changed by replacing (4.4) with the following equation 
(d. (3.44) and the first equation of (3.37)): 
D = 64.6." = 64.L).y ( 4.52) 
where au and a v I which are the sampling factors in the u and v directions respectively, 
are set to equal each other. 
Figure 4.29 depicts results of 9 runs of the composite algorithm applied to data 
generated from the basic model. For each run, the sampling fa.ctors are set to different 
values in the range 1 to 4. For the different values of au and a v , the error measures 
cap, Em and Ee are plotted in Figure 4.29(a) and the far field amplitude error cfa 
is plotted in Figure 4.29(b). Note that the value of Em is different for each value of 
all and a". This is because, from its definition (4.24), Em is the maximum envelope 
error taken over all sample points in the u, v plane. For different values of au and a v , 
the sample points are differently located in the u, v plane. Since the envelope error 
varies continuously over the u, v plane, its maximum value is likely to be different when 
calculated over different sets of points in the plane. This is a manifestation of the picket 
fence effect, which is explained in Section 4.2.1. 
It is apparent from the behaviour of Ee in Figure 4.29(a) that fe(x, y), generated 
by the composite algorithm, is a correct solution whenever Am( U, v) is oversampled by 
a factor of at least L 7. 
The efa curve in Figure 4.29(b) indicates that when au = a v = 1, the generated 
fe(x,y) is an exact solution to the Fourier phase problem. Yet, the corresponding 
values of cap and Ee , shown in Figure 4.29( a), indicate that this exact solution is an 
incorrect solution. When au = a v = 1.2 and 1.4, the solutions are neither correct nor 
exact but have smaller values of E;f" than do the solutions obtained for larger sampling 
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factors. This behaviour implies that, for the composite algorithm, the far field error cfa 
fails to indicate the accuracy to which fe( x, y) approximates the image-form of f,,( x, y) 
when au and a v are less than about 1.7. Furthermore, the solutions generated by the 
composite algorithm are not unique for these values of au and avo It is advisable, 
therefore, to ensure that au and a v are both greater than or equal to about 1.7 when 
applying the composite algorithm. 
For sampling factors of at least 1. 7, the value of cap decreases as the sampling factors 
increase. An intuitive explanation for this is now given. Consider the set of samples 
comprising AIll( u, v) oversampled by a factor of four. When there is no measurement 
noise, one quarter of these samples, corresponding to every second sample point in both 
the u and v directions, completely describes the amplitude of the continuous copolar 
far field radiation pattern at all points in the u, v plane. The remaining samples are 
therefore redundant. However, when AIll(u, v) includes measurement noise, which is 
independent from sample to sample, appropriate use of the redundant samples can be 
expected to reduce the effective level of the noise. This does indeed seem to be the 
case, because, as indicated by cap, the composite algorithm applied to data which is 
oversampled by a factor of four generates a more accurate solution fe( x, y) than when 
it is applied to data oversampled by a factor of two. 
As intimated earlier in this section a solution to the Fourier phase problem is unique 
when Am( u, v) is oversampled by a factor of at least two. This implies that a solution, 
generated by the composite algorithm, is guaranteed to be unique when Am( u, v) is 
oversampled by a factor of at least two. However, there is no such guarantee when 
AIll ( u, v) is oversampled by a factor of less than two. To avoid converging to incorrect 
solutions, the composite algorithm is always applied to data oversampled by a factor 
of at least two throughout the remainder of this thesis. However, it is worth keeping in 
mind that, in accord with results presented in this section, a smaller sampling factor, 
provided it is not less than about 1.7, may be satisfactory. 
4.7.3 Truncated far field data 
The model presented in Section 4.2 simulates truncated data by setting AIll ( u, v) to 
zero outside a circular far field support denoted by SAm. The diameter of this support 
is denoted by DAm. Three different approaches are here explored for dealing with trun-
cated far field data. In Section 4.7.3.1 the composite algorithm is applied directly to the 
truncated data. In Section 4.7.3.2 the data is extrapolated before being operated upon 
by the composite algorithm. The approach taken in Section 4.7.3.3 is based on an ex-
tention to the composite algorithm into which data extrapolation is incorporated. The 
approach taken in each of these sections is illustrated with a computational example. 
The approaches are compared in Section 4.7.3.4. 
4.7.3.1 Direct application of the composite algorithm 
Figure 4.30(a) shows the errors resulting from several runs of the composite algorithm, 
where each run was applied to far field data whose truncation is defined by a different 
value of DAm. In all results presented in this section, efa and Em are computed only 
within SAm, because it is only in this region that AIll ( u, v) represents an approxima-
tion to IFa(u,v)l. However, Ec is computed over the whole u,v plane, because even 
if the measurements are confined to SAm, the corrected field is required to meet its 
specifications everywhere in the far field region. 
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4.7.3.2 Extrapolating the far field data 
In the same way that noisy data can be smoothed (Sec. 4.7.1), truncated data can be 
extrapolated. The problem of extrapolating Am( U, v) is equi valent to the extrapolation 
problem posed in Section 3.5.6, because the inverse Fourier transform of IF,,( u, v)1 2 is 
known to be compact, as noted in Section 4.7.1. Therefore, the extrapolation algorithm 
defined in Section 3.5.6 can be applied here. However, it is also known that IF,,( u, v W is 
real and non-negative. One iteration of what is here called the extrapolating smoothing 
algorithm is defined by (cf. (3.89) and (4.49)) 
Hipre(U,v) = FT{hipre(X,y)} 
{ 
[Am(u,v)]2 if (u,v) E SArn 
IIipr.(u,v) if(u,v) ~ SAm and Hipr.(U,V);:: 0 
o if(u,v) f/:. SAm and Hipr.(U,v) < 0 
IFT{ H[pr.( U, v)} ( 4.53) 
{ 
hipr. (x, y) for (x, y) E sauto 
o elsewhere 
where sauto is the autocorrelation support defined in Section 4.7.1. The algorithm is 
started by setting hd x, y) = II m( x, y), which is defined in (4.48). If the algorithm is 
run for Ipre iterations, [Hlp) u, v)]1/2 is taken to be an extrapolated version of Am( U, v). 
Note that [Hlpr .(u,v)j1/2 = Am(u,v) within SAm, implying that none of the measured 
samples are altered during the running of the algorithm. 
Figure 4.30(b) depicts the errors for the composite algorithm applied to data pro-
duced by the extrapolating smoothing algorithm. For each run, the extrapolating algo-
ri thm was applied, for 15 iterations, to the truncated far field data Am( U, v), These data 
were then replaced by [Hi5P/2, which was operated upon by the composite algorithm. 
4.7.3.3 The extrapolating composite algorithm 
An alternative way of extrapolating the far field data is to incorporate the extrapolation 
procedure into the composite algorithm. This is equivalent to solving the problem of 
finding a copolar aperture field distribution le( x, y) which is zero outside saper and 
whose far field amplitude pattern lFe(x, y)1 is almost equal to Am( U, v) within SAm, 
However, this problem does not have a unique solution [Byrne and Fiddy, 1987]. To 
reduce the number of possible solutions, an extra constraint is applied in the form 
of a threshold rthres' The requirement is that lFe(u,v)1 :S rthres for all points (u,v) 
lying outside SAm. Recall from Section 4.4.5 that the composite algorithm incorporates 
the CC and IIlO algorithms, which are defined in Sections 4.4.2 and 4.4.3. Both of 
these latter algorithms are defined by (4.36), (4.38) and (4.31). The extrapolating 
composite algorithm is an extended form of the composite algorithm (Sec. 4.4.5), in 
which appropriate changes are made to these three equations, as discussed in the next 
paragraph. 
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A single iteration in the initial group of 400 iterations of the extrapolating CC al-
gorithm is defined by (4.36), but with its second equation replaced by 
Gi(u,v) = 
Am( u, v )ejphnse{Gi(u,U)} ej!phll.'le{GI_ t (u,u)}-phll.'le{G;(u,u)}! 
if (u, v) E SAm 
G;(u,v) 
if(u,v) ~ SAm and IGSi(U,v)l::; rrhreg 
[2 r~hres:"'" IGj(u, v)llejphase{G;(u,u)} 
if (u, v) ~ SAm and r{hreB < IGSi( u, v)1 < 2 r{hres 
o 
(4.54) 
By comparing (4.54) with the second equation of (4.45), it can be seen that the way 
in which the threshold constraint is applied, in the region of the far field plane outside 
SAm, is the same as the way in which the threshold constraint is applied in the reflection 
algorithm, which is discussed in Section 4.4.6.3. Similarly, a single iteration in the initial 
group of 400 iterations of the extrapolating HIO algorithm is defined by (4.38) but with 
its second equation replaced by 
Gi(u, v) = 
Am( u, v)ejph .... e{Gi(u.U)} 
if (u, v) E SAm 
if(u,v) ~ SAm and IGSi(U,v)1 ::; r{hres 
[2 r~hreB - IGi( u, v)llejphase{Gi(u,u)} 
if (u,v) rt SAm and r{hreB < IGSi(U,v)1 < 2r{hres 
o 
if(u,v) rt SAm and !GSi(u,v)l?: 2r{hres 
( 4.55) 
A single iteration in the final 100 iterations of either the extrapolating CC or HIO algo-
rithm is defined by (4.31) but with its second equation also replaced by (4.55). When 
SAm encompasses the whole of the far field sampling grid, the extrapolating CC and 
HIO algorithms reduce respectively to the CC and HIO algorithms. 
Results of running the extrapolating composite algori thm on many sets of truncated 
data, each defined by a different value of DAm, are presented in Figure 4.30( c). Tbe 
value of r{hres was set to 0.0032Am (0, 0) for all runs. 
4.7.3.4 Comparison of approaches to dealing with truncated data 
The three different approaches to utilizing truncated far field data, described in Sec-
tions 4.7.3.1 through 4.7.3.3, can be compared by inspecting Figure 4.30. The trends 
exhibited by E;ap and Ec indicate that each ofthe approaches performs worse the smaller 
the value of DAm. This is to be expected because the quantity of measured data avail-
able for generating an estimate !e(x, y) of the image-form of !a(x, y) decreases with 
DAm. 
From the values of .sap and Ec shown in Figure 4.30, the extrapolating smoothing 
algorithm is seen to perform worse, for most of the values of DAm which were invoked, 
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than either the extrapolating composite algorithm or direct application of the compos-
ite algorithm. The extrapolating composite algorithm approach performs better than 
direct application of the composite algorithm for some values of DAm, but performs 
worse for other values of DAm. Because the extrapolating composite algorithm pro-
duces more consistent results, I consider it to be the best overall approach as regards 
the particular models invoked to generate Figure 4.30. 
4.8 ASSESSMENT OF COMPOSITE ALGORITHM 
In the following sections, the composite algorithm, which is defined in Section 4.4.5, is 
evaluated by applying it to data generated from variety of particular models. Recall 
from Section 4.2 that any particular model is defined by a design and a set of parameters. 
When the value of an individual parameter is not its default value, it characterizes an 
individual imperfection, such as measurement noise or the aperture phase deviation 
due to a displaced panel. In order to assess the effect of an individual model parameter 
on the algorithm's convergence, the algorithm is applied to several different models 
whose definitions differ by only the value of that parameter. To illustrate the results, 
the values of Eap , Em and Ec for each run of the composite algorithm is plotted against 
the value of the model parameter being considered. 
The particular models utilized in Section 4.8.1 are relatively simple ones, so that 
the effect of one imperfection is isolated from the effect of related imperfections. The 
particular models utilized in Section 4.8.2 are variations of the basic model. The results 
presented in Section 4.8.2 show how the composite algorithm's convergence is affected 
by an individual imperfection in the presence of other imperfections. Section 4.8.3 
presents results for a relatively comprehensive model which incorporates many simul-
taneously displaced panels. Included in these sections are studies of almost all of the 
parameters, introduced in Section 4.2, which define a particular model. Section 4.8.4 
summarizes the results presented in Section 4.8.1 to 4.8.3. 
4.8.1 Relatively simple computer models 
Figures 4.31 to 4.36 indicate the degree of convergence of the composite algorithm when 
it is applied to data generated from relatively simple models. Each of these models 
incorporate design 1 and two imperfections. One imperfection is always an aperture 
phase deviation due to either defocus or panel displacement. The other imperfection is 
either an aperture amplitude deviation or a measurement inaccuracy. 
The particular models invoked for Figures 4.31 to 4.36 are defined in Table 4.2. Note 
that, in each of the figures, the models invoked for subfigure (a) suffer from various 
amounts of defocus, the models invoked for subfigure (b) suffer from various amounts 
of panel displacement, while the models invoked for subfigure (c) suffer from displaced 
panels of different sizes. For those models in which there is no measurement inaccuracy, 
the envelope offset r off is set to 0.002 so that the envelope errors Em and Ec can be 
compared to those corresponding to the basic model. 
Figures 4.31 and 4.32 depict results for the composite algorithm applied to models 
having a quadratic aperture amplitude deviation, characterized by 7"quad ::::: 0.01 and 
7"quad ::::: 0.1 respectively. Note that, even when there is no aperture phase deviation 
Em ::::: 0.2 dB when 7"quad ::::: 0.01. As intimated in Section 4.3, the best possible value 
of Ec is therefore also 0.2 dB. From Figure 4.31 it can be seen that the composite 
algorithm converges to Ec = 0.2 dB for all but 3 of the runs represented in Figure 4.31. 
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A similar situation is illustrated by Figure 4.32. When there are no aperture phase 
deviations, the larger value of Tquad implies a best possible value of Ec of 3.4 dB. In all 
but 4 of the runs represented in Figure 4.32, Ec ~ 3.6 dB. Note that, as expected and 
as indicated by the values of cap in Figures 4.31 and 4.32, the composite algorithm 
always generates a more accurate estimate of phase{fa(x, y)} when Tquad = 0.01 than 
when Tquad = 0.1. 
Figures 4.33 and 4.34 depict results for the composite algorithm applied to data 
generated from models having a noise level, in the aperture field amplitude distribution, 
characterized by Tran = 0.005 and Tran = 0.05 respectively. Note that Figure 4.33 can 
be compared to Figure 4.31 because the rms value of (Ifa(x, y)1 - Ifd(X, y)l) when 
Tran = 0.005 is approximately equal to that when Tquad = 0.01. For similar reasons, 
Figure 4.34 is comparable with Figure 4.32. For the smaller value of Tran , all but one 
of the runs converged to Ec = 0.0 dB. However, the convergence properties of the 
composite algorithm appear to be erratic when Tran = 0.05. 
Figures 4.35 and 4.36 show results for models in which the measurement noise is 
characterized by rran = -60 dB and r ran = -50 dB respectively. For reasons discussed 
in Section 4.3, r off is set to 0.002 and 0.006 for the models in the two respective figures. 
Notice that the value of cap to which the composite algorithm converges is relatively 
insensitive to the amount of aperture phase deviation, but is dependent on the level of 
far field measurement noise. Because r off is introduced to offset the effects of r ran on 
the envelope errors (Sec. 4.3), one might expect the algorithm always to converge to 
Ec = 0 dB. However, this is the case for only 20 of the 42 runs to which Figures 4.35 
and 4.36 relate. This implies that, for approximately one half of the runs, the maximum 
value of (IFc(u,v]lI-IFd(U,v)I)/IFd(O,O)1 is greater than roff = 2rran . All but two of 
these runs converged with Ec < 1.0 dB, which is, of course, satisfactory provided that 
the design safety margin ESID ' introduced in Section 4.3, is at least 1.0 dB. 
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Graph Definitions of models 
Figure 4.31(a) Iquad = 0.001, design 1, f off = 0.002, 
1/Jquad = {0.05, 0.1, 0.2,004,0.8,1.6, 32} rad. 
Figure 4.31(b) Iquad = 0.001, design 1, f off :::: 0.002, npan = 0.019, 
1/Jp an = {0.05, 0.1, 0.2, 004, 0.8,1.6, 3.2} rad. 
Figure 4.31 ( c) Iquad = 0.001, design 1, f off = 0.002, 1/Jpan = 0.6 rad., 
npan = {0.004,0.008,0.019,0.036,0.120,0.251} 
Figure 4.32(a) 'rquad = 0.01, design 1, f off :::: 0.002, 
1/Jquad:::: {0.05, 0.1,0.2,004,0.8,1.6, 32} rad. 
Figure 4.32(b) Iquad = 0.01, design 1, f off = 0.002, npan = 0.019, 
1/Jpan = {0.05, 0.1, 0.2, 004, 0.8, 1.6, 3.2} rad. 
Figure 4.32( c) Iquad = 0.01, design 1, f off = 0.002, 1/Jpan = 0.6 rad., 
npan = {0.004, 0.008,0.019,0.036,0.120, 0.251} 
Figure 4.33(a) Iran = 0.005, design 1, f off = 0.002, 
1/Jquad = {0.05, 0.1,0.2,004,0.8,1.6, 32} rad. 
Figure 4.33 (b) 'Trnn = 0.005, design I, foff = 0.002, npan = 0.019, 
1/Jpan = {0.05, 0.1, 0.2,004,0.8,1.6, 3.2} rad. 
Figure 4.33(c) Iran = 0.005, design I, f off = 0.002, 1/Jpnn = 0.6 fad., 
npan = {0.004, 0.008, 0.019, 0.036, 0.120, 0.251} 
Figure 4.34(a) Iran = 0.05, design 1, f off = 0.002, 
1/Jquad = {0.05, 0.1,0.2,0.4,0.8,1.6, 32} rad. 
Figure 4.34(b) 'ran = 0.05, design 1, foff = 0.002, npan = 0.019, 
1/Jpan = {0.05, 0.1, 0.2,004,0.8,1.6, 3.2} fad. 
Figure 4.34( c) Iran = 0.05, design 1, f off = 0.002, 1/Jpan = 0.6 rad., 
npan = {0.004, 0.008,0.019,0.036,0.120,0.251} 
Figure 4.35(a) fran = -60 dB, design 1, f off = 0.002, 
1/JquEld = {0.05,0.1,0.2,OA,0.8, 1.6,32} rad. 
Figure 4.35(b) fran = -60 dB, design 1, foff = 0.002, npan = 0.019, 
1/Jpan = {0.05, 0.1, 0.2, 004, 0.8,1.6, 3.2} rad. 
Figure 4.35(c) fran = -60 dB, design 1, foff = 0.002, 1/Jpan = 0.6 rad., 
npan = {0.004, 0.008, 0.019, 0.036, 0.120, 0.251} 
Figure 4.36(a) fran = -50 dB, design 1, foff = 0.006, 
1/Jquad = {0.05, 0.1, 0.2,004,0.8,1.6, 32} rad. 
Figure 4.36(b) fran:;;;;; -50 dB, design 1, foff = 0,006, npan = 0.019, 
1/Jpan = {0.05, 0.1, 0.2, 004, 0.8,1.6, 3.2} fad. 
Figure 4.36(c) fran = -50 dB, design 1, foff:::;: 0.006, 1/Jpan = 0.6 rad., 
npan:::: {0.004, 0.008,0.019, 0.036, 0.120, 0.251} 
Table 4.2 Definition of particular models invoked to generate the results depicted in Figures 4.31 to 
4.36. Where a set of values is listed within a pair of braces, each value pertains to a different particular 
model. Therefore, each row in the table defines seven models. 
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Figure 4.31 Effect of aperture phase deviations on convergence of composite algorithm when T"quad "" 
0.01. The pa.rticular models involved are listed in Table 4.2. Values of Eap (dotted curve), Em (dashed 
curve) and Ec (solid curve) are graphed for each run. 
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200 CHAPTER 4 THE MODIFIED GERCHBERG-SAXTON ALGORITHM 
(a) 10 I 
/ 
................... ., ...................... IIIIfVl" 
....... "ff .. 
(dB) / (fad) 
5 
o 
0.03 0.3 3 
""quad (ra,d) 
(b) 10 
.......................................... 0"' .......... ...... "' .... .. 
(dB) (fad) 
-5 
o 
0.03 0.3 3 
""pan (rad) 
(c) 10 
...... ~ .. " ............ g " ............ II ........ " .... " ......... " " ........ 1> ............... '" .................................... .. 
(dB) (fad) 
-----5 
o l 
0.003 0,03 0,3 
Figure 4.34 Effect of aperture phase deviations on convergence of composite algorithm when Tn" = 
0.05. The particular models involved are listed in Table 4.2. Values of E"P (dotted curve), Em (dashed 
curve) and Ec (solid curve) are grapbed for each run, 
4.8 ASSESSMENT OF COMPOSITE ALGORITHM 201 
(a) 
(b) 
(c) 
10 
(dB) 
5 
o 
0.03 
10 
(dB) 
5 
o 
0.03 
10 
(dB) 
5 
o 
0.003 
............ 0 ......... " ...... .., ...... 
' .. 
/ 
/ 
............................ / 
...................... g ........ 
/ 
0.3 
/ 
/ 
/ 
1,Uquad (Tad) 
3 
........ G D .............. to .... " ......... a" .... " .... " ........ " ...... " ...................................... ~ .... " _ ...... .. 
--
--
0.3 
1,Upan (Tad) 
" .. "' ................................................... " ................ " .......... ,. ..................... " .......... 9 ........ .. 
------ -
0.03 
/" 
-
/' 
/ 
/ 
/ 
3 
0.3 
(ra.d) 
(fad) 
(rad) 
Figure 4.35 Effect of aperture phase deviations on convergence of composite algorithm when Lan = 
-60 dB. The particular models involved are listed in Table 4.2. Values of Eap (dot.ted curve), Em 
(dashed curve) and Eo (solid curve) are graphed for each run. 
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Figure 4.36 Effect of aperture phase deviations on convergence of composite algorithm when r ran 
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4.8,2 Variations of the basic model 
The simple models invoked to generate the results presented in the previous section are 
not very realistic. In practice, aperture phase deviations, aperture amplitude deviations 
and measurement inaccuracies all exist together. Therefore, the approach taken for the 
results presented in this section, is to invoke perturbations to the basic model, which 
is defined by (4.47). Note that the basic model incorporates aperture amplitude and 
phase deviations and measurement noise. 
The effect of measurement noise fran on the convergence of the composite algorithm 
is depicted in Figure 4.37. The results were generated by applying the algorithm nine 
times to the basic model, but with fran set to a different value in the range -80 to 
-40 dB fm each run. The value of f off was set for all runs to be 3 dB greater than 
fran.. Therefore, for larger values of fran, the levels of the design envelope Ad increase, 
thereby reducing the amount by which Am( U, v) exceeds Ad. The implication is that 
Em decreases with increasing values of fran, as can be observed in Figure 4.37. Another 
tJ'end apparent in Figure 4.37 is that Eap is approximately proportional to r ran: e.g. a 
ten fold increase in fran. causes an approximately ten fold increase in cap. Morris [1985] 
notes that, for radio measurements, the dominant error is likely to be additive receiver 
noise. Therefore, the phase accuracy of fe(x, y) generated by the composite algorithm 
is likely to be limited by the level of measurement noise. For all but one of the runs, 
Ee is less than Em and is also less than 2 dB. 
Figure 4.38 depicts results generated by the basic model with varying levels of cali-
bration inaccuracy feal. Note that, when feal i 1.0, the particular models incorporate 
both calibration inaccuracy and measurement noise. From the way that calibration 
inaccuracy is simulated by (4.15), a value of feal greater than unity causes the sidelobe 
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Figure 4.37 Effect of far field measurement nOLse f r • n on convergence of the composite algo-
rithm. The models invoked to generate the data are described by the basic model but with 
fron ;;:; -80, -75, -70, ... , -40 dB respectively. The value of folf in each case is double that of fran 
when neither is expressed in dB. Values of cop (dotted curve), Em (dashed curve) and Ee (solid curve) 
are graphed for each run. 
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levels of Arn(u,v), relative to the peak level, to be less than those of lFa(u,v)l. When 
r cal is less than unity, the sidelobe levels of Am ( U, v) are lower than those of IFa( U, v) I. 
This is why the measured envelope error Em reduces as the value ofr cal increases. How-
ever, the value of Ec is determined by IFc(u, v)l, which does not suffer from calibration 
inaccuracy. Thus, for these results, Ec should not be compared directly with Em. As 
indicated by both Ec and cap, the composite algorithm converges worse the further 
is the value of rcal from unity. However, the convergence characteristics favour values 
of rcal which are greater than unity. The results presented in Figure 4.38 therefore 
suggest that it is preferable to have a calibration inaccuracy which causes the sidelobes 
of Arn( U, v) to be suppressed rather than enhanced. 
The results depicted in Figure 4.39 indicate the effect on the composite algorithm's 
convergence of smoothly varying differences between the amplitudes of the actual and 
design copolar aperture distributions. From (4.9) and (4.13), a positive value of Tquad 
implies that If,,(x,y)1 is more tapered towards the aperture's edge than is 1!d(x,y)l. 
Various values of Tquad were incorporated into the basic model to generate the results 
depicted in Figure 4.39. Figure 4.39 shows that Em decreases as Tquad increases. This 
is because the high sidelobe levels of IFa (u, 1)) \, due to the aperture phase deviations in 
f a( x, y), are reduced by the increased tapering of 1 fa( X, y) \. Figure 4.39 demonstrates 
that the composite algorithm converges to a higher value of cap the greater is Tquad. 
Figure 4.40 indicates how the convergence of the composite algorithm is affected by 
the level of complex noise Tran in the copolar aperture field distribution. As intimated 
in Section 4.2.2, the effect on Am ( u, 1)) of the complex noise is to increase the sidelobe 
levels. This explains why it can be observed in Figure 4.40 that the value of Em rises 
with increasing values of Trano It is apparent from the curve for Ec in Figure 4.40 that, 
provided Tran < 0.02, the composite algorithm converges as well as can be expected. 
However, the algorithm converges significantly worse when Tran ~ 0.05. 
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Figure 4.38 Effect of far field calibration inaccuracy r c.l on convergence of the composite algorithm. 
The models invoked to generate the data are described by the basic model supplemented by r c~1 = 
0.9,0.92,0.94, ... ,1.1 respectively. Values of /Sap (dotted curve), Em (dashed curve) and Ec (solid 
curve) are graphed for each run. 
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algorithm. The models invoked to generate the data are described by the basic model buL with Tu.n = 
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4,8,3 Relatively comprehensive computer models 
In this section, four examples are given which involve models more comprehensive 
than those invoked in the previous two sections. All four of the models invoked here 
incorporate the effect of many simultaneously displaced panels. Because this cannot 
be simulated by the model described in Section 4.2, (4.10) is replaced by 
( 4.56) 
where Pmany(x, y) simulates the aperture phase deviation due to the displaced panels. 
The geometry of the panels is taken to be that used by Bennett and Godwin [1977]. 
Pmany( U, v) is depicted in Figure 4.41. Most of the displaced panels produce a uniform 
phase deviation over the region corresponding to the projection of the panel onto the 
aperture plane. In these regions, Pm any (x , y) equals either 0.63 or -0.63 rad. Two of 
the panels are tilted so that they each produce a sloped phase distribution which is 
0.63 rad. at one end, but -0.63 rad. at the other end, of the region in the aperture 
plane corresponding to the panel. There are also five circularly symmetric Gaussian 
distributions incorporated into Pmany(x, y) which each have an peak value of 0.2 fad. 
They simulate the effect of dents in the main reflector. 
The equivalent of the basic model is defined by (d. (4.47)) 
design 2; 
¢quad = 1.0 rad.; Tran = 0.01; ( 4.57) 
fran = 0.001 = -60 dB; foff = 0.002 
where the mention of Pmany(x, y) denotes that this particular model incorporates the 
effect of many displaced panels, as outlined in the previous paragraph. The results 
for the composite algorithm applied to this model are displayed in Figure 4.42(a). 
The aperture phase deviations generate a relatively large value of Em. The algorithm 
converges to a value of cap which is commensurate with the level of measurement noise 
incorporated into this particular model. However the value of Ee is 0.3 dB, which is 
larger than might be expected, based on the value of cap and results already presented 
in this section which have similar values of cap. However, this value of Ee represents a 
substantial improvement over the value of Em. 
The results presented in Figure 4.42(b) are generated by the application of the 
composite algorithm to a particular model described by (4.57) supplemented with 
Tquad = 0.05 and feal = 1.02. As for the results shown in Figure 4.42(a), the results in 
Figure 4.42(b) show that the value of Ee represents a considerable improvement over 
the value of Em. 
However, the composite algorithm does not always converge as well as in the pre-
vious two examples. Figure 4.42( c) depicts the results associated with the model 
described in (4.57), but with no quadratic aperture phase deviation. The model is 
therefore defined by 
design 2, Pmany(x,y), 
Tran = 0.01, fran = 0.001 = -60 dB, r off = 0.002 
(4.58) 
The value of Eap , depicted in Figure 4.42( c), is higher than might be expected for the 
level of measurement noise incorporated into this model. This has the related effect that 
Ee is greater than Em. One way of encouraging the composite algorithm to converge 
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Figure 4.41 Aperture philSe deviation Pmany(X, y} produced by many displaced panels. In order 
to discern the perimeter of the aperture, Pmany(x, y) hilS been set to 0.1 rad. for (x, y) ¢:. sape,. The 
geometry of these panels is defined by Bennett and Godwin [1977]. 
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Figure 4,42 Results of the composite algorithm applied to relatively comprehensive models. The 
models involved are defined (a) by (4.57), (b) by (4.57) supplemented with Tquad := 0.05 and fcal = 1.02, 
(e) (4.58), (d) (4.58) but with f,,,n = -70 dB. Values of caP (dotted line), Em (dashed line) and Ee 
(solid line) are indicated for each run. 
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better is to apply it to data which is more accurate. Accordingly, the model invoked 
for Figure 4.42(d) is defined by (4.58) but with fran = -70 dB instead of -60 dB. 
The value of f off is kept at 0.03, so that the envelope errors in Figures 4.42( c) and (d) 
can be directly compared with each other. The results in Figures 4.42( d) show that, 
for this particular example, increasing the accuracy of the measured copolar far field 
amplitude pattern enables the composite algorithm to converge much better. 
4.8.4 Summary of results 
This section summarizes the results presented in Sections 4.8.1 to 4.8.3. 
The values of Ec plotted in Figures 4.31 to 4.36 are encouraging because they indi-
cate that the degree of convergence of the composite algorithm does not usually depend 
upon the amount and characteristics of the aperture phase deviation between fa(x, y) 
and fd(X, y). The plotted values of cap also indicate that the convergence proper-
ties are independent of the aperture phase deviations in the presence of measurement 
inaccuracies. In the ideal situation, however, for which there are no measurement inac-
curacies, the composite algorithm generates a more faithful estimate of phase{ fa( X, y)} 
the larger the aperture phase deviations are. 
It is apparent from all of the results presented in Sections 4.8.1 to 4.8.3 that the 
convergence properties of the composite algorithm are dependent upon the accuracy 
of the data to which it is applied. The greater the far field measurement inaccuracy 
(characterized by fran and f cal) the greater are the values of both cap and Ee. Similarly, 
the greater the aperture amplitude deviations (characterized by Tquad and Tran) between 
fa(x, y) and fd(X, y), the greater is the value of cap. Recall from Section 4.3 that Ee is 
affected not only by the accuracy, indicated by cap, of phase{fe(x, y)}, but also by the 
aperture amplitude deviations (see (4.30)). The values of Ec plotted in Figures 4.31 
to 4.36 indicate that the former effect on Ec is often negligible compared to the latter 
effect. However, this is not always the case, especially for models having relatively large 
values of Tquad and Tran . 
Out of a total of 164 different simulations presented in Sections 4.8.1 to 4.8.3, 
the composite algorithm failed outright, but converged with a value of Ec exceeding 
Em, for 25 of the simulations. Of these 25 failed simulations, 16 are associated with 
Figures 4.32, 4.34 or 4.36, for which Tquad = 0.1, Tran = 0.05 and fran = -50 dB 
respectively. All of these parameters imply that the composite algorithm was applied 
to relatively inaccurate aperture or far field data. 
This paragraph discusses only those runs of the composite algorithm applied to 
models for which Tquad < 0.1, Tran < 0.05, fran < -50 dB and 1 feal - 1.01 < 0.05. 
This leaves 89 of the simulations presented in Section 4.8.1 to 4.8.3. In 50% of these 
simulations, the composite algorithm converged to Ec = 0.0 dB, which represents the 
best convergence possible. The algorithm converged to within Ec = 0.5 dB and 1 dB 
for, respectively, 89% and 94% of the simulations. All but one of the runs converged 
with Ec < 2 dB. With regard to the aperture phase error cap, the algorithm converged 
to within 0.04, 0.06 and 0.08 rad. for 67%, 82% and 99% of the simulations. From the 
discussion following (4.29), these values of cap imply that, ignoring the phase deviations 
caused by scattering from the struts, the shape of the main reflector can be calculated 
to within tolerances of about '\/300, ,\/200 and ,\/150 respectively. 
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The modified Gerchberg-Saxton algorithm can be utilized to generate estimates of more 
than just the copolar aperture field phase distribution. In the next two sections, two 
other applications of the Gerchberg-Saxton algorithm are investigated. Section 4.9.1 
discusses the use of phase retrieval to determine the tilt angle of a linearly polarized 
feed so that feed can be adjusted to generate minimal depolarization. The accuracy 
of the amplitude of the copolar aperture field distribution generated by the composite 
algorithm is investigated in Section 4.9.2. Knowing the copolar aperture field amplitude 
distribution aids in diagnosing situations such as the feed radiating a more tapered field 
than it is designed to. 
4.9.1 Estimation of depolarization 
In many situations in which high gain microwave antennas are employed, depolariza-
tion at the centre of the far field radiation pattern is undesirable (e.g. see Sec. 2.4.2.1 
on frequency reuse in satellite communications). As mentioned in Section 4.2.4, depo-
larization is not only due to the tilt of the antenna's feed, which is assumed here to 
be linearly polarized, but is also due to aperture phase deviations and the cross polar 
component of the field radiated by the feed. The modified Gerchberg-Saxton algorithm 
can be invoked to generate, from Am( U, v) and If d( x, y) I, an estimate phase {fe( X, y)} 
of the aperture phase deviations. However, before the feed tilt can be estimated, fur-
ther information is required. This section describes a technique [Gardenier et at., 1988] 
for estimating the feed tilt from phase{fe(x, V)}, which is generated by the modified 
Gerchberg-Saxton algorithm, given the design cross polar aperture :field aperture dis-
tribution If I (x, y)1 and the measured cross polar far field amplitude pattern Am( U, v). 
This technique is illustrated with a computer simulated example. 
The notation employed throughout this section is that developed in Section 4.2.4. 
To simplify the following explanation, all noise terms are initially neglected (i.e. Tran 
and fran are set to zero). It is required that, before the following algorithm is invoked, 
the modified Gerchberg-Saxton algorithm be run, to generate an estimate fe(x, y) of 
fa(x, V)· 
Substituting the second equation of (4.18) into the first equation of (4.19) yields 
fa(x, y) = [1 + ¢>tilt Txpolsin(2¢»] fnt(x, y) ( 4.59) 
Recall that, as defined in Section 4.2.4, fnt(x, y) would have been the actual copolar 
aperture field distribution had ¢>tilt equalled zero. Since ¢>tilt Txpol sin(2¢» is real and, 
for all values of ¢>, is always greater than -1, phase{fnt(x, V)} = phase{fa(x, V)} and 
is therefore approximated by phase{fe(x,y)}. It follows from the (4.18) that, assum-
ing ~(x,y) is negligible, estimates fent(x,y) and f:nt(x,y) of fnt(x,y) and gt(x,y), 
respectively, are given by 
fent(x, y) 
f';;lt(X, y) 
fd(X, y)eiphaseU.(x,y)} 
fI (x, y)e j ph ru C{Je (x,y)} 
The Fourier transform of the second equation of (4.19) is 
( 4.60) 
(4.61) 
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B 
Figure 4.43 Complex plane showing the two solutions for 0' for the equation IA + O'BI = lei, where 
A, B and I el are known. This equation is equivalent to (4.62) where A and B are complex numbers 
and lei and 0' are real values. 
In words, this equation means that a tilted feed adds a (negative) proportion of the 
copolar radiation pattern into the cross polar radiation pattern. Whether or not the 
patterns reinforce or cancel, at a particular point in the u, v plane, depends on their 
relative phases at that point. 
As indicated by (4.20), the amplitude of Fa.X(u, v) is equal to A~(u, v), remembering 
that measurement noise has been ignored. Therefore, after replacing Fnt( u, v) and 
F~(u, v) with their estimates, taking the amplitude of both sides of (4.61) yields 
( 4.62) 
in which tPtilt is the only unknown. Squaring both sides of (4.62) yields a quadratic 
function in tPtilt. Therefore, at each far field sample point, (4.62) can be solved to yield 
two solutions for tPtilt, which are illustrated geometrically in Figure 4.43. When several 
sample points are considered, one solution for each sample point is equal to tPtilt, so 
these solutions must equal each other. The other solutions for <Ptitt are expected to 
vary from sample point to sample point, because the relative values of Fent ( u, v) and 
F!t( u, v) vary also. Therefore, by solving (4.62) to obtain a pair of solutions for tPtilt 
at each of two or more sample points and taking the common solution from each pair, 
the correct solution for tPtitt is obtained. 
However, when measurement noise is appreciable, the expression for A~( u, v) in 
(4.62) holds only approximately. Therefore, solving (4.62) at several far field sample 
points generates one solution from each sample point which is an approximation to <Ptilt. 
These solutions have a small variance. The other solutions, however, have a relatively 
large variance. This suggests the following technique for determining an estimate <Petitt 
of <Ptilt. Equation (4.62) is solved at, say, n far field sample points, yielding n pairs 
of solutions for <Ptilt. Out of the total of 2n solutions, the set of n solutions having 
the smallest variance is found. Remember that this set of n solutions must contain 
one solution from each pair of solutions. The value of <Petilt is then set to the average 
value of this set of n solutions. The example presented below demonstrates a graphical 
procedure for determining the set of solutions which has the smallest variance. 
The difference between A~( u, v) and IF!tl is dominantly due to either noise or the 
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<Ptilt Fent term. The noise level is likely to be significantly less than I <Ptat Fend at sample 
points for which 
(4.63) 
where 'Y is a real number whose value is much greater than unity. Therefore, (4.62) 
should only be solved for sample points at which (4.63) holds. Note that this implies 
that A~( U, v) need only be sampled at such points. 
An example is now presented which first illustrates the composite algorithm being 
applied to data in the presence of depolarization. The example then illustrates the 
above described technique for determining the feed tilt. The example concludes by 
simulating the correction of not only the geometrical defects, but also the feed tilt. 
The particular model invoked in this section is an extension of the basic model and 
is defined by (d. (4.47)) 
design 2; f2pan = 0.019; 'ljJpan = 1.0 rad.; 
'ljJquad = 1.0 rad.; 'ran = 0.01; 
rran = 0.001 = -60 dB; roff = 0.002 
(4.64 ) 
TXpol = 0.03, <Ptat = 0.02 
A cut through the design cross polar far field amplitude pattern 1Ft (u, v)1 is shown 
in Figure 4.44(a). Because 1Ft (u, v)1 vanishes along the u and v axes, but not elsewhere 
in the u, v plane, the cut is taken along a diagonal in the u, v plane. Position along this 
diagonal is identified by the parameter v which is defined by (d. (4.8)) 
v=hu= -hv ( 4.65) 
For comparison with IFI (u, v)l, a cut through IFd(u, v)1 along the same diagonal is also 
depicted in Figure 4.44( a). Note that I FI (0, 0)1 = 0 thereby implying that there is no 
depolarization at the centre of the radiation pattern. 
The value of <Ptilt in (4.64) is equivalent to a feed tilt angle of 1.15°. The actual 
cross polar and copolar far field amplitude patterns are depicted in Figure 4.44(b). The 
ratio IF"X(O,O)I/IF,,(O,O)I is -34 dB. 
To generate an estimate fe(x, y) of the copolar aperture field distribution, the com-
posite algorithm is applied to Am(u,v) and Ifd(X,y)l. Note, from (4.19), that the 
DOD-zero value of <Ptat implies that Ifd(X, y:11 is a less accurate estimate of If,,(x, y)1 
than it would have been had <Ptilt been zero. However, comparing the values of E"P, Em 
and Eel which are displayed in Figure 4.45, with those for the basic model (Fig. 4.25) 
shows that the convergence properties of the composite algorithm are only slightly 
affected by the non-zero value of <Ptilt. 
N ow that fe( X, y) is generated, an estimate for <Ptilt can be determined. Figure 4.46 
depicts the pairs of approximate solutions for <Ptilt, computed by solving (4.62) for the 
centre nine far field sample points. It ca.n be seen that the solutions, one from each 
pair, which are indicated by crosses, have a smaller range of values than the remaining 
solutions. Therefore, it is expected that the solutions indicated by the crosses are 
approxima,tions to the correct value of <Ptilt. There are six far field sample points at 
which (4.63) is satisfied when 'Y = 10. The average value of the solutions indicated by 
the six crosses nearest the right hand edge of Figure 4.46, corresponding to these six 
sample points, is 0.0189. This average value is taken to be the estimate <Petilt of <Ptitt 
and can be compared to the actual value 0.02 of <Ptilt. 
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Figure 4.44 Cuts through the copolar (dashed curves) and cross polar (solid curves) far field ampli-
tude patterns for the example, presented in Section 4.9.1, of estimating the feed tilt angle: (a) design 
amplitude patterns; (b) actual amplitude patterns; (c) corrected amplitude patterns. The variable v is 
defined by (4.65). 
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Following the reasoning outlined in Section 4.3, but extending it to include the 
correction of feed tilt, the corrected aperture field distributions are here modelled by 
(cf. (4.25)) 
fc(x, y) 
fcX(x, y) 
[Ja(X, y) - <PetiIt r:(x, y)]e- j [phase{f.(x,y)}-1/Jo] 
[g (x, y) + <Petilt f,,( x, y)]e- j [phase{fe(x,y)}-1/Jo] ( 4.66) 
where it is assumed that fe(x, y), instead of Je(x, y), is the estimate of fa(x, y) and 
where, as explained in Section 4.3, the value of the real number 7/Jo is arbitrary. 
Note that, in the example presented here, correcting the actual tilt <Ptilt of the feed 
on the basis of q)etilt leaves a residual feed tilt, in the corrected antenna, of 0.0011 which 
is equivalent to a feed tilt angle of 0.063°. The corrected copolar and cross polar far 
field amplitude patterns are depicted in Figure 4.44(c). Note that the depolarization 
at the centre of this radiation pattern, which is -65.7 dB, is significantly less than for 
the actual radiation pattern depicted in Figure 4.44(b ). 
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Figure 4.45 Errors for the depolarization example. The values of Eap (dotted curve), Em (da..,hed 
curve) and Ec (solid curve) pertain to the composite algorithm applied to the model defined by (1.64). 
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Figure 4.46 Solutions for ,pIli' obtained by solving (4.62). For each of the centre 9 far field sample 
points, the two solutions for ,p';H are plotted against the value of [A:;',(u, v) - !F,':.,(u, V)Il/Am(O, 0), 
which appears on the left side of (4.63). For each pair of solutions the larger one is is indicated by a 
cross, while the smaller one is indicated by an ellipse. 
4.9.2 Aperture amplitude estimation 
Most of the discussion in this chapter concentrates on the ability of the modified 
Gerchberg-Saxton algorithm, in the form of the composite algorithm, to accurately 
estimate the copolar aperture field phase distribution. This has been because, as inti-
mated in Section 3.2.1, the most common geometrical defects cause deviations in the 
phase, but not the amplitude, of the copolar aperture field distribution. However, the 
composite algorithm generates an estimate of the amplitude, as well as the phase, of 
the copolar aperture field distribution. Knowing the copolar aperture field amplitude 
distribution If,,(x, y)1 can aid with diagnosing reasons for an antenna not meeting its 
specifications. For example, if If,,(x, Y)I is more tapered than Ifd(X, y)1 then the impli-
cation is that the feed has a narrower beam width than it was designed to have. The 
extent of scattering or blockage from struts can also be determined from If,,(x, y)l. 
Furthermore, as pointed out by Bennett et al. [1976] in a complex holography con-
text, knowing the full copolar aperture field distribution enables one to compute the 
radiation pattern at any distance from the antenna. 
In the same way that E"P is a measure of how accurately phase{fe(x, y)} approx-
imates the phase of the image-form of f,,(x, y), a measure of the accuracy to which 
Ife(x, y)\ approximates the amplitude of the image-form of f,,(x, y) is given by the 
aperture amplitude error C:;M, which is defined to be either E~" or Eb' where (cf. (4.21)) 
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( 4.67) 
The reason for having a choice of values for €IJJ), is because, as discussed in Section 4.3, 
either fe(x,y) or le(x,y) is the estimate of fa(x,y). The value of cit" is taken to be 
c!" if cap equals either c!P or c~p. However, the value of c aa is taken to be cga if 
cap equals either c~P or c~p. As is true for gap, c IYA cannot be computed in real-world 
situations. Note that, whereas cap is calculated over SId, c aa is calculated over saper 
so that it is affected when fe(x, y) does not properly predict the subreflector blockage. 
Another estimate of Ifa(x, y)1 is Ifd(X, y)l. It is therefore of interest to know which 
of Ifd(X, y)1 and /fe(x, y)1 is the better estimate of /fa(x, Y)I. To find this out, the value 
of caa can be compared with what is here called the aperture data error t aa , which 
is the rms difference in amplitude between fa( X, y) and fd( x, y). E;= is deftned by 
(cf. (4.67)) 
t
aa 
= [1 ~fd llfd(X, y)/-/fa(x, y)/J2 dx dy]1/2 
J'r dxdy }saper ( 4.68) 
Unlike with the definition of caB., the definition of tiJ.B, does not involve possible two 
choices for the aperture field amplitude because Ifd(X,y)1 for designs 1 and 2 are both 
circularly symmetric. 
To illustrate the values of caB. to which the composite algorithm converges when 
applied to a variety of particular models, caa and taB. are calculated for all the runs 
represented in subfigures (a) of Figures 4.31 to 4.36. Recall from the discussion in Sec-
tion 4.8.1 that these runs involve models which can be defined by design 1, a quadratic 
aperture phase deviation and either an aperture amplitude deviation or far field mea-
surement noise. The values of caa and t aa for these runs are depicted in Figure 4,47. 
Note that for the models invoked for Figure 4,47(c), Ifa(x, y)1 = Ife(x, y)1 so that 
t aa = o. It can be seen from Figure 4.47 that, in general, the composite algorithm 
converges to a higher value of caB. the higher are the values of Tquad, Tran or r ran' The 
discussion in Section 4.8,4 indicates that there is a similar trend for cap, implying 
that the composite algorithm performs worse the more inexact the data to which the 
algorithm is applied. 
By comparing the values of caa with taa represented in Figure 4.47(a) it can be 
observed that, for all of the models with a quadratic aperture amplitude deviation, 
Ife(x, y)/ is a better estimate of Ifa(x, y)1 than is Ifd(X, y)l. However, Figure 4,47(b) 
shows that /fe( X, y)/ is often no better an estimate of Ifa( X, y)1 than is Ifd( x, y)1 when the 
aperture amplitude deviation is noisy. These findings are more graphically illustrated 
in Figures 4,48 and 4,49, which depict the versions of Ifa(x, y)l, Ifd(X, y)1 and Ife(x, y)1 
corresponding to the large dots appearing in Figures 4,47(a) and (b) respectively. 
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Figure 4.47 Accuracy to which the estimated copolar aperture field amplitude distribution approx-
imates the amplitude distribution of the image-form of the actual field. The particular models invoked 
for the graphs are defined by design 1, !,&qu.d = {0.05, 0.1, ... or 32} rad. and either (a) Tqu.d = 0.01 
(solid curve), Tquad = 0.1 (dashed curve), (b) Tr .. n = 0.005 (solid curve), Tran = 0.05 (dashed curve), 
(c) fran =:: -60 dB (solid curve) or fran = -50 dB. In each of the top two graphs, the upper arrow 
indicates the value of the aperture data error c" for the models invoked for the dashed curve, while 
the lower arrow indicates the value of [';04 for the models invoked for the solid curve. 
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Figure 4.48 Comparison of the actuaJ, design and estimate copolar aperture field amplitude dis-
tributions for the composite aJgorithm applied to data generated by the particular model defined by 
design I, "pquad = 3.2 rad. and Tquad = 0.1: (a) I/a(x,Y)1 (solid curve) and I/d(X,y)1 (dashed curve); 
(b) I I a (x, y) I (solid curve) and I Ie (x, y )i (dashed curve). The variable e, which identifies position along 
a diagonal in the aperture plane, is defined in (4.8). 
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Figure 4.49 Comparison of the actual, design and estimate copolar aperture field amplitude dis-
tributions for the composite algorithm applied to data generated by the particular model defined by 
design 1, 1,Oqu.d = 3.2 rad. and ?",an = 0.05: (a) If.(x, y)1 (solid curve) and Ifd(X, y)1 (dashed curve); 
(b) 11.(x, y)1 (solid curve) and Ife(x, y)1 (dashed curve). The variable~, which identifies position along 
a diagonal in the aperture plane, is defined in (4.8). 
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4.10 SUMMARY 
This chapter describes the modified Gerchberg-Saxton algorithm, which is a generalized 
aJgorithm for generating an estimate of the copolar aperture field distribution and 
requires only a single measurement of the copolar far field amplitude pattern to be 
made. One form of the modified Gerchberg-Saxton algorithm, called the composite 
algorithm, is examined in considerable detail and is evaluated by applying it to data 
generated from computer models. 
The purpose of the modified Gerchberg-Saxton algorithm is to generate an estimate 
fe(x, y) of the actual copolar aperture field distribution f,.(x, y). The inputs to the 
algorithm are the design copolar aperture field amplitude distribution Ifd(X, y)1 and 
the measured copolar aperture amplitude pattern Am ( U, v). Ifd( x, y) 1 is either obtained 
from design data or is taken to be a guess of the likely form of 1 fa( X, y) I. 
The modified Gerchberg-Saxton algorithm attempts to find a copolar aperture field 
distribution fe(x, y) which is constrained to be zero where Ifd(X, y)1 is zero and whose 
corresponding copolar far field amp Ii tude pattern !Fe ( U, v) 1 is cons trained to approxi-
mate Am(u, v). The algorithm starts with a copolar aperture field distribution whose 
amplitude equals Ifd(X, y)1 and whose phase is random. It then iterates between the 
aperture plane and the far field plane, applying the constraints in each plane. It is shown 
in Section 3.4.2 that, provided the algorithm has converged sufficiently, in the sense 
that both constraints are approximately met, fe(x, y) is an estimate of the image-form 
of f",(x, y). This means that either fe(x, y) or le(x, y), which is the conjugate reflection 
of fe(x, y), is the estimate of f,.(x, y). This ambiguity can be resolved in a number of 
ways which are discussed in Section 4.1.2. 
There are a number of different ways in which the above-mentioned constraints can 
be applied. I have found that constraints requiring the copolar aperture field ampli-
tude distribution to equallfd(x,y)1 can often enable the algorithm to converge where 
it might otherwise have stagnated. Constraints involving Ifd(X, y)1 are utilized by the 
CC and RIO algorithms, which are forms of the modified Gerchberg-Saxton algorithm 
based on, respectively, a variant of the Gerchberg-Saxton algorithm (Sec. 3.4.3.2) and 
Fienup's hybrid input-output algorithm (Sec. 3.4.3.3). Of the several forms of the mod-
ified Gerchberg-Saxton algorithm with which I have worked, the one whose convergence 
characteristics I have found to be best overall is the composite algorithm. This algo-
rithm consists of running the CC and RIO algorithms each three times and choosing 
the best of the 6 generated distributions fe(x, y). The best fe(x, y) is chosen to be the 
one for which !Fe(u,v)1 is closest to Am(u, v). It is therefore the composite algorithm 
which is evaluated in this chapter. 
Recall that the reason for wanting to generate fe( X, y) is to be able to identify and 
then correct geometrical defects of a high gain reflector antenna. Section 3.2 outlines 
how these defects can be located from the information contained in phase{fe(x, y)}. 
After it has been corrected, the aperture field of the antenna is here called the corrected 
copolar aperture field distribution fc(x, y). 
In order to apply the constant correction algorithm to a wide variety of data, a 
generalized computer model has been developed to generate such data. The model 
simulates the copolar aperture field distributions and copolar far field radiation patterns 
of an antenna and the process of measuring the amplitude pattern. A copolar aperture 
field distribution and its corresponding copolar far field pattern are related by Fourier 
transformation. Two different distributions for fd( x, y) are modelled: one is typical of 
a prototype Cassegrain antenna while the other is associated with a shaped Cassegrain 
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antenna. The actual copolar aperture field fa(x, y) can differ from fd(X, y) for many 
reasons including: aperture phase deviations caused by a combination of displaced 
panels and defocused feed or subreftector; aperture amplitude deviations due to a feed 
pattern with a different beamwidth than specified by the design; noise-like interference 
in the copolar aperture field due to scattering from struts. All of these effects are 
simulated in the generalized model. The model also simulates measurement inaccuracies 
such as those caused by measurement noise, calibration inaccuracy and truncation 
caused by making measurements over too small a region of the u, v plane. The effect 
of all of these measurement inaccuracies is to cause Am(u, v) to differ from IF,,(u, v)l. 
One of the advantages of applying the modified Gerchberg-Saxton algorithm to 
computer generated data is that the performance of the algorithm can be assessed by 
comparing fe(x, y) with fa(x, y), which cannot of course be done when the algorithm 
is applied to real-world data (because there is no way of deducing with arbitrary ac-
curacy the copolar aperture field distribution corresponding to a measured copolar far 
field amplitude pattern). Therefore, in this chapter, various measures for determining 
the accuracy and usefulness of fe(x, y), generated by the modified Gerchberg-Saxton 
algorithm, have been developed. The aperture phase error cap is a direct measure of 
the accuracy to which phase{fe(x, y)} approximates the phase of the the image-form 
of fa(x, y). The corrected envelope error Ee provides an indication of whether or not 
the corrected copolar far field amplitude pattern lFe( u, v)1 meets its specifications. The 
calculation of Ee involves modelling fe(x, y) by simulating the process of correcting, 
according to the information within phase{fe(x, y)}, the geometrical defects. 
In Section 4.8 the composite algorithm is applied to data obtained from a wide 
variety of particular models. It is encouraging that the convergence of the composite 
algorithm, with respect of Ee , does not, in general, appear to depend on the level of 
aperture phase deviation. However, the convergence of the composite algorithm does 
depend upon the accuracy ofthe data to which it is applied. The results ofthe computer 
simulations are summarized in Section 4.8.4. 
Provided Am( u, v) is oversampled by a factor of at least two, and if the modified 
Gerchberg-Saxton algorithm converges well enough, it is guaranteed to converge to-
wards the image-form of fa(x, y). However, it appears from the results presented in 
Section 4.1.1 that, even when Am(u, v) is oversampled by a factor of only 1.7, the 
composite algorithm usually generates a useful estimate of the image-form of fa(x, y). 
Smoothing Am( u, v) in an effort to remove the high spatial frequency component of 
the measurement noise does not appear to help the convergence of the composite al-
gorithm. Three different methods have been developed for dealing with the truncation 
of Am( U, v) due to the range of angles over which the far field pattern is measured 
being too small. Of these methods, the most successful, on the basis of the results 
presented in Section 4.7.3, is an adaptation of the composite algorithm which enables 
it to extrapolate the far field data while performing phase retrieval. 
Although the purpose for which the composite algorithm was developed is to gener-
ate an accurate estimate of the phase of fa(x, y), the algorithm can be utilized for more 
than just that. For example, the amplitude of fe(x, y), generated by the composite 
algorithm, can often be a more accurate estimate of Ifa(x, y)1 than Ifd(X, y)1 is. It is 
also possible to utilize phase{fe( x, y)} to estimate various causes of depolarization. 
CHAPTER 5 
EXPERIMENTAL VERIFICATION OF MODIFIED 
GERCHBERG~SAXTON ALGORITHM USING AN ACOUSTIC 
ANTENNA 
In the previous chapter, the modified Gerchberg-Saxton algorithm is applied to data 
generated from a computer model. Any such computer model can never simulate ex-
actly the data that would be obtained by measuring a real-world radiation pattern. 
Therefore, to provide more realistic data for the algorithm to operate upon, the radi-
ation pattern of an acoustic antenna has been measured. This acoustic experiment is 
described in this chapter. 
Ideally, the experiment would have involved a high gain radio antenna, since this is 
the type of antenna that is studied in this thesis. However, neither such an antenna, 
nor a suitably measured radiation pattern of such an antenna, was available to me. 
The decision to instead utilize an acoustic antenna was made for the following reasons. 
In order to test the modified Gerchberg-Saxton algorithm it is necessary to use sources 
which are related to their radiation patterns by Fourier transformation. This relation-
ship occurs for acoustic antennas, as is discussed in Section 5.1. The speed of sound 
in air is many orders of magnitude slower than the speed of radio waves in air. This 
means that radio waves of gigahertz frequencies have the same wavelength as sound 
waves of audio frequencies. It is much easier and cheaper to design and construct elec-
tronic hardware to operate at these lower frequencies than at the higher frequencies. 
Furthermore, use can be made of the expertise on acoustic systems which is available in 
the Electrical and Electronic Engineering Department at the University of Canterbury. 
Ott and Rice [1986] describe an acoustic simulator of high gain radio antennas 
comprising an array of 3348 speakers, each feed by a signal whose phase and amplitude 
is under computer control. The antenna involved in the experiments described in this 
chapter is similar, but is not nearly as ambitious: it comprises only nine speakers. It 
does meet its purpose, however, which is to produce a variety of amplitude patterns 
each corresponding to a different aperture field distribution. 
Section 5.1 introduces a mathematical model of the propagation of acoustic waves 
and compares acoustic wave theory with electromagnetic wave theory. The acoustic 
antenna and the apparatus utilized to measure the antenna's radiation pattern are 
described in Section 5.2. Far field amplitude data from two different aperture field dis-
tributions have been recorded. Section 5.3 presents the results of applying the modified 
Gerchberg-Saxton algorithm to these data. 
5.1 ACOUSTIC WAVES 
The theory of acoustic waves is briefly outlined in this section. Starting with the basic 
equations which describe acoustic wave propagation, the Fourier transform relationship 
222 CHAPTER 5 EXPERIMENTAL VERIFICATION USING AN ACOUSTIC ANTENNA 
between the aperture field distribution and the far field pattern of an acoustic antenna 
(or transducer) is established. Because it roughly parallels the development of electro-
magnetic wave theory, there are many references in this section to the theory presented 
in Sections 1.1,2.1.2 and 2.1.3. 
Consider a compressible fluid. A particle of the fluid is a volume of fluid whose 
dimensions are large compared to those of the molecules, so that the fluid can be 
thought of as a continuous medium, yet small enough for the variations of the acoustic 
quantities to be infinitesimal throughout the particle [Kinsler et ai., 1982, p. 99]. An 
acoustic wave is initiated by disturbing the position of one or more such particles. 
This disturbance is transmitted from one particle to the next and so on throughout the 
entire medium. During its motion, each particle is subjected to successive compressions 
and expansions, with accompanying variations in pressure and volume. This process is 
characteristic of the propagation of an acoustic wave [Rossi, 1988, p. 6]. 
An acoustic wave can be described by the way the acoustic quantities, such as 
pressure or density, vary with spatial position r and time t. Arbitrary time dependence 
is assumed for the three acoustic quantities listed below. The following definitions are 
taken from Rossi [1988, Sec. 1.2.3]: 
1. The particle velocity v(r, t): 
( ) ae(r, t) v 1', t = at (5.1) 
where e(r, t) is the particle displacement from its equilibrium position. 
2. The acoustic pressure p(r, t), which indicates the local variation in pressure: 
p(r, t) = P(r, t) - P a (5.2) 
where P(r, t) is the instantaneous pressure and P a is the ambient pressure, which 
is what exists in the absence of any acoustic disturbance. 
3. The condensation s(r, t), which is the relative variation of mass density: 
s(r, t) = p(r, t) - Pa (5.3) 
where p( 1', t) is the instantaneous mass density and Pa is the ambient density, 
which is what the mass density would be in the absence of any acoustic distur-
bance. 
Throughout the remainder of this chapter, harmonic time dependence is assumed. 
Recall from Section 1.1.1 that a quantity, for example acoustic pressure, which varies 
harmonically with time is denoted by p(r), because the exponential factor ejwt is un-
derstood. By analogy with (1.1), p(r) is defined in terms of a time harmonic p(r, t) 
through 
(5.4) 
where w is angular frequency. Similarly, harmonically time varying particle velocity 
and condensation are denoted v( r) and s( r) respectively. 
In the following analysis it is assumed that the fluid, through which the acoustic 
wave propagates, is not subject to external forces, such as gravity. Thus, P a and pa 
are constant throughout the medium. The fluid is also assumed to be homogeneous, 
isotropic and perfectly elastic, meaning that there is no loss of energy in the form 
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of dissipation of thermal energy. The analysis is limited to waves of small amplitude 
(i.e. s ~ 1) thereby allowing the linearizing of equations. These assumptions are re-
quired to develop the simplest theory for acoustic waves in fluids. Kinsler et at. [1982, 
Sec. 5.1] note that this theory adequately describes most common acoustical phenom-
ena. Sources of acoustlc wave motion are disregarded here: only the propagation of the 
waves is analysed. 
The equations describing acoustic waves are derived from basic physical laws which, 
for time harmonic wave motion, are [ef. Kinsler et al., 1982, Secs. 5.3-5.5; Rossi, 1988, 
Secs. 1.2.5-1.2.7] 
\l·v ~JWS (5.5) 
where B is the bulk modulus of the fluid. The first equation of (5.5) is a local form of 
Newton's second law of motion: the force necessary to move a particle must be equal 
to the rate of change of its momentum. The second equation of (5.5) is called the 
continuity equation and is a local form of the principle of conservation of mass. The 
final equation of (5.5) is a local form of the compressibility law relating the pressure 
experienced by a particle to its mass density. Although B is assumed to be independent 
of p and s, it is dependent upon the ambient state of the fluid [Rossi, 1988, p. 12]. 
An acoustic wave is fully characterized by anyone of the acoustic quantities p, v 
or s. Throughout this chapter, the acoustic pressure p is invoked. From it, v and s 
can be obtained via (5.5). The acoustic equations (5.5) can be transformed into a wave 
equation for acoustic pressure [ef. Rossi, 1988, Sec. 1.2.8; Kinsler et al., 1982, Sec. 5.5]: 
(5.6) 
where k = w[Pa/ BJ1/2 == 211'/>' is the wave number. The speed of propagation of an 
acoustic wave is c = (B/p"Y/2. A typical value for c in air is 340 metres/second 
[Rossi, 1988, Sec. 1.2.17]. 
Figure 5.1 depicts all of space divided into two half-spaces VI and V2 , separated 
by an infinite plane surface S. The sources of an acoustic wave are located within Vi. 
The location of an arbitrary point on S is identified by the position vector 1"', at which 
the normal to S is indicated by n. It follows from the wave equation (5.6), that the 
acoustic pressure at any point r in V2 is [Goodman, 1968, Sec. 3.4] 
p(r) = ~ f {apt/J_pat/J} dS 
411' is an an (5.7) 
where dS is an elemental area of S, a· Ian denotes the normal derivative and t/J(r/) 
is a Green's function. The particular form of t/J(r/) adopted here is [Goodman, 1968, 
p.43] 
e-jkr-d e-jkr-d", 
t/J(r/) == - (5.8) 
Td Tdx 
where Td = \1' - 1"\ and Tdx = \1" - 21'" n - 1"//. When (5.8) is substituted into (5.7), the 
latter equation simplifies to 
'1 jkrd p(r) =? p(r/)_e_ it· fd dS 
"S 7'd 
(5.9) 
where rd is the unit vector in the direction of the vector (r - r /). Equation (5.9) 
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Figure 5.1 Geometry for the theory developed in Section 5.1. 
therefore expresses the acoustic pressure, at any point in V2 , in terms of the acoustic 
pressure distri bu tion over the plane S. 
Following the reasoning presented in (2.1.2.2), the approximations to Td and rd 
which are listed in (2.22) are valid when r is in the far field of the acoustic sources. 
Substituting (2.22) into (5.9) gives 
. -jkr 
Je 1 'k 1-p(r) = -- n· r p(r')e1 r·r dS 
AT S 
(5.10) 
Let the planar surface S coincide with the X, y plane of a Cartesian coordinate 
system x, y, z, so that n = z. The acoustic pressure distribution over this plane is the 
aperture field distribution, while the angular distribution of the acoustic pressure in 
the far field region is the far field pattern. Utilizing the definitions (2.27) and (2.28), 
the aperture field distribution and the far field pattern are respectively denoted by 
p(x, y) 
p( U, v) 
p(x,y,O) =p(r') 
p(RAU,RAV,RAW) = p(r) 
(5.11) 
With the aid of (2.27) and (2.28), individual terms appearing in (5.10) can be simplified: 
jkr'· r 
AW( u, v) 
j21r( xu + yv) 
dS dx dy 
(5.12) 
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Substituting (5.11), (5.12) and (2.28) into (5.10) yields 
p(U, v) = e-
jkR 100 100 . jw( u, v)-- p(x, y)eJ2?r(XU+YV) dx dy 
R -00-00 
-jkR 
jw( u, v)TFT{p(x, yn 
(5.13) 
In order to maintain the notation employed in Chapter 4, the following definitions 
are introduced: 
f(x,y) =p(x,y) and F(u,v) = . / ) RkRP(U,v) Jwu,ve- J (5.14) 
where f(x,y) is the aperture field distribution and F(u,v) is here called the weighted 
far field pattern. It follows from (5.13) and (5.14) that F(u, v) is the Fourier transform 
of f(x,y). Note that, although the notation invoked in Chapter 4 is also invoked in 
this chapter 1 the terminology is slightly different. For example, fa( x, y) and Fa( u, v) 
are respectively referred to in this chapter as the actual aperture field distribution and 
the actual weighted far field pattern. 
Acoustic waves are now compared with electromagnetic waves. Rossi [1988] notes 
that the basic time harmonic acoustic equations (5.5) and Maxwell's equations for 
time harm'onic electromagnetic waves (1.9) are of similar type. They are both sets 
of algebraic relations linking quantities to themselves and to their derivatives with 
respect to space. Comparing (5.6) with the left side of the first equation of (1.14) 
reveals the similarity between the mathematical models of acoustic and electromagnetic 
wave propagation. The main difference between these two models is that acoustic 
waves are characterized by a scalar quantity (e.g. p), whereas electromagnetic waves 
are characterized by a vector quantity (e.g. E). Note that the equation (5.13), relating 
p(x,y) to p(u,v), has exactly the same form as, say, the first equation of (2.31) which 
relates Ex(x,y) to EAu,v). This suggests that, provided the conditions required to 
develop (2.31) and (5.13) are met, components of E(r), such as Ex(r), can be treated 
as scalar quantities which are independent of other components of E(r) [Silver, 1949, 
Sec. 4.1; Goodman, 1968, Sec. 3.1]. Note that the only formal difference between the 
definitions of F( u, v) in (3.74) and (5.14) is the inclusion ofthe weighting term l/w( u, v) 
in the latter. The reason for this difference is that the far field pattern for high gain 
radio antennas is negligible outside the small angle region (2.32). Within this region, 
1/ w( u, v) reduces effectively to A. By contrast, the far field pattern, for the particular 
acoustic antenna described in this chapter, is significant outside the small angle region, 
thereby necessitating the inclusion of the 1/ w( u, v) term in (5.14). 
5.2 EXPERIMENTAL APPARATUS 
The purpose of the experimental apparatus is to provide a measured weighted far 
field amplitude pattern to which the modified Gerchberg-Saxton algorithm can be ap-
plied. The measuring arrangement is such that the antenna, whose amplitude pattern 
is measured, transmits an acoustic wave. This conveniently allows the antenna to be 
constructed from speakers and its far field pattern to be measured with a microphone. 
In order to be able to apply the algorithm to a variety of data, the antenna can be 
configured to generate a variety of aperture field distributions. The antenna and the 
hardware used to drive it are described in Section 5.2.1. Cuts through the amplitude 
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pattern of the antenna are measured and plotted on a pen plotter. Section 5.2.2 de-
scribes the hardware employed to make these measurements. The data in the plots are 
mathematically transformed by a computer into a form suitable to be operated upon 
by the modified Gerchberg-Sa.xton algorithm. The computer software which permits 
this is outlined in Section 5.2.3. 
5,2.1 The antenna 
The an tenna consists of a 3 by 3 array of speakers (one inch dome tweeter loudspeakers). 
The speakers are mounted so that they face the same direction with all their physical 
apertures coinciding with a common plane: the aperture plane of the antenna. The 
speakers are mounted as close as possible to each other. Their physical arrangement is 
indicated in Figure 5.2. The speakers cover a 0.225 m X 0.225 m area of the aperture 
plane. Each speaker is uniquely identified by a number from 1 to 9, as indicated in 
Figure 5.2. 
To reduce the effects of interference from external sources of acoustic noise, the 
measurements are made in an anechoic chamber. Since the ambient temperature in this 
0.1 m 
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Figure 5.2 The acoustic antenna. The positions in the aperture plane of the nine speakers comprising 
the antenna are indicated. The circles indicate the perimeters of the physical apertures of the speakers. 
Each square indicates the perimeter of the flange which surrounds each speaker. Each speaker is 
identified by a number. 
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chamber is always close to 20°C, the speed of acoustic wave propagation is assumed to 
be 340 mls [Rossi, 1988, Sec. 1.2.17]. The antenna is operated at a frequency of 12.5 kHz 
which corresponds to a wavelength of ).. = 0.0272 m. At this frequency, assuming 
aperture field to extend over a square area of 0.195 m X 0.195 m (cf. Sec. 5.3.4), the far 
field distance calculated from (1.20) is 2.88 m. The size of the anechoic chamber is such 
that the the furthest distance the measuring microphone can be from the antenna is 
3.39 m. At this distance, the measuring microphone is therefore in the far field region 
of the wave radiated by the antenna. 
The reason for choosing to operate at a frequency of 12.5 kHz is that it corresponds 
to a peak in the frequency response of the speakers and measurement equipment which 
were available to me. At such a frequency the signal to noise ratio of the measured 
signal is expected to be greater than at other frequencies. The peak with the next 
highest frequency is at 16.5 kHz, which would place the microphone closer than the far 
field distance. Any frequency lower than 12.5 kHz would have the negative effect of 
widening the radiation pattern. 
The lining of the particular anechoic chamber available to me is such that, at 
12.5 kHz, it reflects acoustic waves to an appreciable degree. Therefore, especially 
when the main beam of the antenna is pointed towards the floor, a reflected wave of 
significant amplitude interferes with the direct wave between the antenna and the mi-
crophone. To avoid this unwanted interference, the signal fed to the antenna is not 
a continuous, time harmonic signal, but is instead a series of tone bursts. Consider 
a single tone burst emitted from the antenna. Because the direct path between the 
antenna and the microphone is shorter than any indirect path (e.g. via a wall of the 
acoustic chamber) between the antenna and the microphone, the directly propagated 
tone burst arrives at the microphone before any reflected tone burst. The duration of 
each tone burst must be short enough for the microphone to receive the whole burst 
directly propagated from the speakers before it starts to receive the first of the reftected 
bursts. The transmitted bursts must be separated by a time interval sufficiently long to 
allow the acoustic energy associated with one burst to be absorbed by the walls of the 
chamber before the next burst is transmitted. The signal received by the microphone 
is only measured while the directly propagated tone burst is received. Consequently 
each tone burst can be treated as if it were part of a continuous time harmonic sig-
nal propagating without distortion or disturbance from the antenna to the measuring 
microphone. 
A schematic of the hardware utilized for the experiment is shown in Figure 5.3. The 
hardware which drives the antenna consists of a waveform generator, a phase delay unit, 
a switch board and a set of power amplifiers. These components feed each speaker with 
its own a signal. The amplitude and phase of the tone within the tone burst can be 
adjusted for each individual speaker in the antenna. The hardware which drives the 
antenna is described in the following paragraphs. 
The waveform generator generates two signals which are here called the reference 
signal and the tone burst signal. The reference signal is a continuous sinusoid with a 
frequency of 12.5 kHz. It is fed to the phase delay unit and the phase meter (Sec. 5.2.2). 
The reference signal is generated by an 8038 precision waveform generator configured 
as an audio oscillator [Intersil, 1981, p. 5-196]. The tone burst signal is derived from the 
reference signal by passing the latter through a voltage controlled switch. The control 
voltage for this switch is synchronized with the reference signal so that the switch is 
turned on when the reference signal passes through zero volts and is turned off after 
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waveform generator 
phase delay unit 
switch board 
'f""""""-'" power amplifiers 
microphone 
filter and amplifier 
anglular position meter 
amplitude meter 
pen plotter 
Figure 5.3 The apparatus. The function of ea£h of each piece of equipment is outlined 
in Sections 5.2.1 and 5.2.2. 
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a further 16 cycles of the reference signal. This turning on and off of the switch Is 
repeated at 315 ms intervals. 
The phase delay unit, to which the tone burst signal is fed, has 16 outputs, each of 
which is a time delayed version of the tone burst signal. The design of the delay unit 
is based around a TAD32 tapped analogue delay chip [Reticon, 1983, Chap. 5]. This 
chip is controlled by a signal whose frequency is 16 times that of the reference signal 
[National, 1981, p. 5-129], thereby ensuring that the phase delay between successive 
outputs of the phase delay unit is 11' /8 rad. 
Each speaker is driven by a dedicated power amplifier. The amplitude of the signal 
fed to each speaker is determined by the gain of the corresponding power amplifier. 
The gain of each amplifier can be adjusted by a potentiometer. The switch board 
can be variably configured, with a system of plugs and sockets, to connect any of the 
16 phase delay unit outputs to any number of the power amplifier inputs. In this way 
each power amplifier can be independently fed by any of the 16 phase delayed tone 
burst signals. Through the combination of the phase delay unit, the switch board, the 
power amplifiers and their gain settings, the antenna can be configured to produce a 
variety of aperture distributions, each one obtained by feeding the individual speakers 
with signals of different phase and amplitude. 
5.2.2 Measurement hardware 
The purpose of the measurement hardware is to measure and record the far field ampli-
tude pattern of the antenna described in the previous section. The hardware for accom-
plishing this aim includes a mount which enables the antenna to rotate, a measurement 
microphone with its associated circuitry, an amplitude meter and a pen plotter. These 
components are indicated schematically in Figure 5.3 and are described in this section. 
As intimated in Section 1.2.2, the far field pattern of an antenna is the angular 
distribution of a quantity, in this case acoustic pressure, which characterizes the far 
field. In order to measure the angular variation of acoustic pressure, the antenna is 
mounted so that it can rotate about two axes, while the position of the measurement 
microphone is fixed. The axes of rotation are an elevation axis which is al ways horizontal 
and an azimuth axis which is always vertical. These axes intersect at the centre of the 
aperture plane of the antenna. The elevation angle of the antenna can be manually 
adjusted, measured with a protractor and fixed with a locking nut. Rotation of the 
antenna about the azimuth axis is motorized. The azimuth angle of the antenna at any 
instance is determined by the resistance of a potentiometer whose shaft is rotated by 
the antenna. Therefore, the far field amplitude pattern of the antenna can be measured, 
along what is here called a constant elevation cut, by fixing the elevation angle of the 
antenna, rotating the antenna about its azimuth axis and recording the amplitude of 
the acoustic pressure at the microphone as a function of the azimuth angle of the 
antenna. The speed of rotation about the azimuth axis is slow enough for the antenna 
to transmit about 400 tone bursts in the time taken for the antenna to rotate through 
180°. 
The measurement microphone is a half inch diameter condenser microphone (Bruel 
& Kj<er Type 4134) and is coupled to a audio frequency spectrometer (Brne} & Kj<Er 
Type 2112). The electrical signal from the microphone is a measure of the acoustic 
pressure at the microphone's head [Rossi, 1988, Sec. 8.1.2]. This electrical signal is 
amplified and filtered by the spectrometer. The centre frequency of the filter is 12.5 kHz 
and its bandwidth is 3 kHz. The purpose of the filter Is to reject high and low frequency 
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noise. An important consequence of using the filter is that the measurement apparatus 
takes a significant time to respond to a tone burst. On starting to receive a nominally 
constant amplitude tone burst from the microphone, the filtered tone burst only reaches 
an approximately constant amplitude after about 9 periods of the reference signal. The 
amplitude of the signal must therefore be determined from the remaining 7 cycles of 
the tone burst. The signal from the filter is here referred to as the filtered microphone 
signal. 
The amplitude meter generates a signal which is proportional to the amplitude ofthe 
most recent tone burst received by the microphone. It consists of an amplitude detector 
followed by a sample and hold circuit. The amplitude detector consists of a precision 
AC to DC converter built to a standard design [National, 1980, p. LB8-2]. It outputs 
a signal which continuously indicates the amplitude of the filtered microphone signal. 
This amplitude signal is sampled 11.0 ms after the start of each tone burst generated by 
the waveform generator (Sec. 5.2.1). This time delay allows both for the time taken by 
the acoustic wave to propagate from the antenna to the microphone and for the output 
signal from the filter to respond to the signal from the microphone. The sampling is 
performed by a sample and hold circuit [Millman, 1979, Sec. 16-9]' implying that the 
output signal from the amplitude meter assumes a constant level which is updated to 
a new constant level whenever the signal from the amplitude detector is sampled. 
The pen plotter is fed from the amplitude meter and by a signal whose voltage 
is proportional to the resistance of the azimuth angle sensing potentiometer. The 
azimuthal motor drive rotates the antenna by 1800 during the measurement of each 
pattern cut. Therefore, the scale for the axis of the plot corresponding to the azimuth 
angle is automatically set because the total extent of the plot is constrained to be 
180°. It is unnecessary to establish the absolute scale of the amplitude axis because 
the amplitude data to which the modified Gerchberg-Saxton algorithm is applied are 
normalized to have a peak value of unity. The zero position of the amplitude scale is 
established by noting the level of the plot when the amplitude meter is turned off. 
A graph, produced by the pen plotter, represents the measured amplitude pattern 
along a single constant elevation cut. In order to make enough measurements of a far 
field amplitude pattern to adequately characterize it, the pattern must be measured 
along many different constant elevation cuts. 
5.2.3 Measurement software 
The purpose of the measurement software is to con vert the data graphed by the pen 
plotter into a form suitable for being operated upon by the modified Gerchberg-Saxton 
algorithm. As explained in Chapter 4 and Section 5.1, the modified Gerchberg-Saxton 
algori thm operates on samples, positioned on a square grid in the u, v plane, of the mea-
sured weighted far field amplitude pattern Am( U, v). These samples can be thought of 
as being measured samples of the actual weighted far field amplitude pattern 1 F,,( u, v) I. 
However, in the experiment reported here, such samples of I F,,( u, v) 1 are not measured 
directly for two reasons: It is the far field amplitude pattern 1z5( Baz; Bel) I, not IF ... ( u, v) I, 
that is measured, where (}az and Bel are azimuth and elevation angles respectively; Sam-
ples of 1z5( (}az; Bel) 1 are measured along constant elevation cuts and not on a square 
grid in the u, v plane. In this section, the measured samples of 1z5(B"zl Oel)l, denoted 
by Ip( (}/l,Z; Bel) 1m, are said to be positioned on the initial sample points. The sample 
points on the above-mentioned square grid in the u, v plane are called the requir'ed 
sample points. Thus, the software performs three tasks. Firstly each initial sample 
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point is transformed from the angular coordinates (Bazi Bet) to Cartesian coordinates 
(u,v). Secondly, the samples Ip(u,v)lm are weighted to generate what are here called 
initial samples of Am( u, v), which are positioned on the initial sample points. Thirdly, 
samples of Am('lL, v) at the required sample points are estimated from the initial samples 
of Am(u, v). 
As intimated in the previous paragraph, the angular orientation of the antenna is 
here denoted by (Baz ; Bet) where f)az and eel are, respectively, the azimuth and elevation 
angles of the antenna. The orientation (Oaz; Bet) :::: (OJ 0) is taken to be that at which 
the normal to the aperture plane is in the direction of the straight line from the centre 
of the aperture to the centre of the measuring microphone. This direction is horizontal. 
The azimuth angle is defined to increase as the antenna is rotated anticlockwise when 
looked at from above. The elevation angle is defined to increase as the antenna is tilted 
downwards. Each cut measured by the measurement hardware has a constant elevation 
in the range -900 to 900 • The azimuth angle varies from -900 to 900 along each cut. 
The relationship between an antenna orientation (Baz ; Bel) and the corresponding 
position (u, v) in the far field is expressed as 
1l 
v = 
sin Baz 
oX 
sin ( Bet) cos( B az) 
oX 
(5.15) 
Figure 5.4 illustrates this relationship by plotting on the u, v plane the curves corre-
sponding to several constant elevations cuts. 
The definitions ofu and v in (5.15) imply that, when the centre of the main beam of 
the antenna is directed towards the microphone, the x and y axes in the aperture plane 
are, respectively, horizontal and vertical. The values of x and y increase, respectively, 
to the right and up the aperture plane, when viewed from the microphone. The origin 
of the aperture plane coincides with the intersection of the azimuth and elevation axes. 
The centre speaker of the antenna is centred on the origin of the aperture plane. 
Before the software can manipulate the data, they must be input into the computer. 
This is achieved with the aid of a digitizer unit (GTCO corporation, Micro DIGI-PAD) 
consisting of a tablet and crosshair. Each plot from the pen plotter is placed in turn on 
the tablet. By moving the cross hair along the plotted curve by hand, the coordinates 
of between 100 and 150 points on the curve are automatically passed to the computer 
by the digitizer unit. All relevant information about the azimuth angle and the relative 
amplitude of the samples positioned along each constant elevation cut are transferred 
in this way to computer memory. The elevation angle for each cut is also fed to the 
computer. 
The set of samples obtained from the digitizer unit constitute Ip(Baz; Bet) 1m. By 
invoking (5.15), each initial sample point can be transformed from (Baz ; Bet) into (11, v) 
so that Ip( 11, v)lm = Ip(Baz; Bet) 1m. It follows from (5.14) that, at each initial sample 
point, 
A ( ) _ Ip(u,v)lm m u, v - .:.::......:-'---""'"-'-
oXw(u,v) 
where w(u,v) is defined in (2.28). 
It is intimated in (3.19) that the required sample points 
which 
u = mLlu and v = nLlv 
(5.16) 
are the points Cu, v) for 
(5.17) 
232 CHAPTER 5 EXPERIMENTAL VERIFICATION USING AN ACOUSTIC ANTENNA 
v 
u 
Figure 5.4 Curves, in the u, v plane, corresponding to constant elevation cuts for which 0.1 = 
-90·, _30 0 , 0·,30· and 90·. The measurement hardware plots the variation of the far field ampli-
tude pattern along such curves. The dots represent points on a sampling grid. The purpose of the 
measurement software is to calculate the weighted far field amplitude at each of these points. 
where Ll" and Llv are the spacings of the samples in the u and v directions respectively. 
The integers m and n each range from -M/2 to M/2 - 1 and -N /2 to N /2 - 1, 
respectively, where M and N are the numbers of samples in the u and v directions 
respectively. 
As depicted in Figure 5.4, the constant elevation cuts describe semi-ellipses in the 
u, v plane as ()az varies from -900 to 900 • Consider a line, parallel to the v a.xis, which 
cuts the u axis at u = mLl". Provided u < (1/)'), this line intersects all of the constant 
elevation cuts. Consider the intersection of the line with the cut at elevation Bel. The 
intersection is at the point (mLlv, v) where, by substituting the first equation of (5.15) 
into the second equation of (5.15), 
(5.18) 
The value of Am(mLlu , v) is calculated by linearly interpolating the initial samples 
of Am( U, v) along the cut. This approach can be invoked to calculate the values of 
Am( mLl", v) for all m on all the constant elevation cuts. Linear interpolation is em-
ployed, instead of some higher order type of interpolation, because it is simple and 
is sufficiently accurate on account of the initial sample points being spaced so closely 
along each cut. 
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The elevation angles of the cuts are chosen such that, from cut to cut, the value 
of Sin(Oel) changes by equal increments. This implies, from (5.18), that the values of 
Am( mb..u, v) can be inferred, from the initial samples of Am( U, v), at equally spaced 
increments in v along the line u = mb..u. The value of Am( mb..u, nb.. v ) is obtained for 
each n by sinc interpolating the square of Am( mb..u, v). The justification for doing this 
is now outlined. Neglecting measurement inaccuracies, Am(u,v) = IFa(u,v)l, imply-
ing from (3.42) that the inverse Fourier transform of [Am( u, v)]2 is the autocorrelation 
ffa(x, y) of the actual aperture field distribution fa(x, V). Assuming that fa(x, y) is 
compact (Sec. 3.4.1.1) then, from (3.43), ff a(x, y) is also compact. From the defini-
tion of the inverse Fourier transform operator (Table 3.3), the one-dimensional inverse 
Fourier transform of [Am( mb..u, v)]2 is 
(5.19) 
for each integer m. The right side of (5.19) must be compact since ff a(x, y) is compact. 
It follows from the discussion in Section 3.4.1.3 that the value of [Am(mb..u, v)]2 can be 
determined for any v by sinc interpolating (d. (3.23)) values of [Am( mb..u, v)]2 specified 
at equally spaced values of v. However, there is the proviso (Sec. 3.4.1.3) that the 
increments in v must be no greater than 1/(2Lta), where Lta is the extent of fa(x, y) 
in the y direction. It is apparent from (5.18) that this is ensured if the increment in 
sin( Bel) between successive constant elevation cuts is less than or equal to >../ (2Lta). 
The algorithm detailed above generates values of Am( u, v) at all the required sample 
points (u,v) = (mb..u,nb.. v ) for which (u2 + v2) < (1/>..)2. The algorithm sets to zero 
the values of Am( u, v) at all the required sample points for which (u2 + v2 ) 2:: (1/>..)2 
(d. Sec. 2.1.3.2). 
5.3 RESULTS 
Measurements have been made of the far field amplitude patterns corresponding to 
two different configurations of the acoustic antenna. These configurations and various 
details of the measurements are described in Section 5.3.1. Section 5.3.2 discusses some 
processing of the far field data and why it is necessary. A way of determining the extent 
of the aperture field distribution is also presented. Methods for evaluating the results 
generated by the modified Gerchberg-Saxton algorithm are described in Section 5.3.3. 
Section 5.3.4 presents the results of processing the measured data in the way described 
in Section 5.3.2. Section 5.3.5 presents the results generated by the modified Gerchberg-
Saxton algorithm when it is applied to the processed measured data. 
5.3.1 Details of two measurements 
Two configurations of the antenna are considered here. They are denoted configura-
tion A and configuration B and are illustrated in Figure 5.5. Recall from Section 5.2.1 
that the configuration of the antenna is determined by the amplitudes and the phases 
of the signals fed to the nine speakers comprising the antenna. In configuration A, the 
same amplitudes and phases are fed to all the speakers. Configuration B is the same 
as configuration A with the exception that the phase of the signal feeding speaker 1 
(i.e. the top left one - see Fig. 5.5(b)) is delayed by 11" /2 rad. For the remainder of this 
chapter, the superscripts and subscripts 'A' and 'B' refer to configurations A and B 
respectively. 
(a) 
(b) 
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Figure 5.5 Two antenna configurations: (a) configuration A; (b) configuration B. The squa.res indi-
cate the positions of the speakers comprising the antenna. The complex numbers indicate the relative 
amplitudes and pha.ses of the signals feeding the The integer numbers identify the speakers. 
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In this section, as well as in Sections 5.3.2 and 5.3.5, the units on the u and v axes 
are each chosen to be 1/>.. Correspondingly, the units on the x and y axes are each >.. 
The physical extent of the aperture in each of the x and y directions is 8.27>. (see 
Fig. 5.5). Therefore, the value of L1a has to be assumed to be 8.27>. unless, and until, 
a more appropriate value for the extent of fa( x, y) can be determined. It transpires, in 
fact, that once the far field amplitude pattern has been measured, an improved estimate 
of L1 .. can be generated (as explained in Sec. 5.3.2). 
For each configuration, [p( (J"z; 8el) [ was measured along 35 constant elevation cuts, as 
defined in Section 5.2.3. In order to fulfil the requirements of the measurement software 
(Sec. 5.2.3), the increment in sin Oel between successive cuts was set to >./(2L1.). 
To check the accuracy of the measurements, [p(Oaz; eel) [ was measured along the 
cut for which Oel = 00 before, and again after, it was measured along the remaining 
34 constant elevations cuts. The rms difference between the first [P((J"7,; O)[m and the 
second Ip(Oaz; O)lm was about 0.015 times the peak value of [p((Jaz; (Jel)[m' Because Oel 
was measured to an accuracy of ±0.125°, it is estimated that this introduced an rms 
error of about 0.005 times the peak value of [p(Oaz; Oel)[m' The error introduced during 
the operation of the digitizer unit (Sec. 5.2.3) is taken to be the line width of the 
plot produced by the pen plotter. This error is about 0.005 times the peak value of 
Ip( 0az; (Jel) 1m. Overall, it is therefore estimated that A~( u, v) and A~( u, v) arc accurate 
to within an rms value of 0.025 times the peak values of their respective main beams. 
Equations (3.37) and (3.44) specify conditions for the size and sample spacing ofthe 
far field and aperture plane sampling grids. Recall that the aperture plane sampling 
grid is defined by the sample spacings ~x and ~y and by the numbers of samples M 
and N in the x and y directions respectively. Similarly, the far field sampling grid is 
defined by .::lu, .::lv. M and N. The particular implementation of the FFT algorithm, 
invoked to perform any Fourier transform operations (Sec. 3.4.1.4), requires that both 
M and N be powers of 2. 
The data to which the modified Gerchberg-Saxton algorithm is applied (Sec. 5.3.5) 
are sampled over the aperture and far field sampling grids defined by 
~x = .::ly = 0.55>', ~u = ~v = 0.057/>' and M = N = 32 (5.20) 
The aperture sampling grid is such that each speaker is centred on a sample point. 
The speaker centres are 5 sample spacings apart. It follows from (3.22) and (5.20) that 
A!(u, v) and A~(u, v) are oversamplcd by factors of 2.13 in both the u and v directions. 
5.3.2 Methods for processing far field amplitude data 
This section is concerned with the amplitude data Am( U, v) generated by the measure-
ment hardware and software. It is explained that some of the data comprising Am( u, v) 
should be removed because it does not relate to what the modified Gerchberg-Saxton 
algorithm requires as input. It is suggested that the data be removed by truncating 
Am( U, v). This section finishes by proposing a method for determining the value of LI. 
from the truncated Am( U, v). 
Let 0 be the angle between the positive z axis and the direction corresponding to 
any particular pair of values of u ad v. It follows from (2.28) that, as 0 increases to 
90 0 , (u 2 + v2)1/2 increases to 1/>. and w(u,v) decreases to O. The presence of w(u,v) 
in (5.13) implies that, according to the theory invoked to derive (5.13),p(u,v) must be 
expected to tend to zero as 0 approaches 900 • It turns out, however, that the measured 
Ip( u, v) [ is actually non-zero for 0 = 900 , implying that a finite acoustic field is radiated 
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in these directions. An important consequence of this, which follows from (5.16), is 
that, unless some appropriate precaution is taken, Am( u, 17) would become infinitely 
large as () tends to 90°. 
The modified Gerchberg-Saxton algorithm requires Am( u, 17) to be an approxima-
tion to lFa( U, 17)1 where Fa( U, 17) = FT{Ja,(x, y)} and where fa,(x, y) is compact. Un-
fortunately, the discussion in the previous paragraph implies that Am( U, 17) is a poor 
approximation to IFa( U, 17) 1 in directions () ~ 90°. However, there is no reason to suggest 
that Am( U, 17) is not an adequate approximation to IF",( u, 17) 1 in directions for which () 
is appreciably different from 90P• In fact, in these directions, Am( U, 17) tends to be typ-
ical of the Fourier transform amplitude of a compact aperture field distribution. This 
implies that there must be fields in the aperture, other than fa(x, y), which radiate 
predominantly in directions e ~ 90 0 • Because it is f .. ( x, y), not these other aperture 
fields, which is of primary concern in this thesis, it seems reasonable to find a way of 
removing the measured data corresponding to () ~ 900 • One way of achieving this is to 
truncate Am( u, v) in the region of the u, v plane lying outside a disk, denoted by SAm, 
centred on the origin and of diameter DAm < 2/ A. The question of what value should 
be chosen for DArn is addressed in the next paragraph. 
I t is intimated in Section 4.7.1 that the smaller the differences between Am( U, v) and 
1F .. (u,v)l, the more compact is ffm(x,y) (defined in (4.48)). The following procedure 
identifies that truncated Am( u, v) for which ff m( x, y) is most compact. Many different 
values for DArn are considered in turn. For each value of DArn, Am( u, v) is truncated 
outside SAm. The truncated data are then squared and inverse Fourier transformed 
to form ff m( x, y) (cf. (4.48)). Recall from Section 4.7.1 that the autocorrelation error 
canto provides a measure of the compactness of ff m( x, y). In terms which are relevant 
to this discussion, the autocorrelation error canto is here defined to be (cf. (4.50)) 
1 [11 IffIlJx, yW dx dy]1/2 
canto _ _..).(x;..:..:,~y)~rf;;..:s-::-aU_I_O _____ _ 
- ffm(O,O) J'r dxdy 
i(x,y)rf;saUIO 
(5.21) 
where sauto is taken to be the square region of the x, y plane, the length of whose sides 
is 2L1. Ideally L1 would be identical to L1~, but, as explained in Section 5.3.1, the 
value of L1 has to be here taken to be 8.27 A. The value for DArn is chosen to be that 
which corresponds to the smallest value of cauto. In the next paragraph it is assumed 
that Am( U, v) has been truncated according to this chosen value of DArn. 
It is now explained how the value of L1a can be estimated from Am( U, v). Note that, 
because sauto is defined above in terms of L1 , cauto can be computed for many different 
values of L1. Recall that ff a( X, y) is the autocorrelation of fa( x, y). It is assumed here 
to be exactly compact so that it vanishes outside santo when L1 = L1... It is also 
assumed that [Jfm(x,y) - ffa(x,y)] is a noise-like distribution with an rms value of, 
say, ~ffm(O, 0). It follows from (5.21) that canto ~ ~ for all L1 ~ L1 ... However, when 
L1 < L1 .. , canto > ~. This suggests that L1 .. should be estimated as follows. Compute 
cauto for many different values of L1. Then set L1 .. to be the smallest value for which 
cauto is approximately constant for all L1 ~ L1 •. 
5,3.3 Methods for evaluating results 
In Section 5.3.5 the modified Gerchberg-Saxton algorithm is applied to the experimen-
tally obtained far field data A!. ( 11, v) and A~( u, v). Recall that the purpose of the 
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modified Gerchberg-Saxton algorithm is to generate estimates, phase{Jf(x, y)} and 
phase{fJ3(x, y)} respectively, of the phase of the image-forms of ff(x, y) and f~(x, y). 
In order to evaluate the modified Gerchberg-Saxton algorithm, the accuracy of these 
estimates must be ascertained. Unlike in computer simulations (Chap. 4), the aperture 
phase error cap defined in (4.21) cannot be computed here, because phase{fa( x, y)} is 
not available. However, for the particular experiments reported here, the relative phases 
of the signals feeding each speaker in the antenna are known, as are the relative po-
sitions of the speakers. This provides limited information about phase{Jf(x, y)} and 
phase{f~(x, y)} with which to compare phase{Jf(x, y)} and phase{JJ3(x, y)}. This 
section states all the information about ff(x, y) and f~(x, y) which is known before 
ff(x,y) and f~(x,y) are generated. This information can be used to estimate the 
accuracy of phase{ff( x, y)} and phase{J~( x, y)} once they have been generated. Two 
methods for doing this are described in this section. For convenience it is assumed that 
ff(x,y) and fJ3(x,y), rather than If(x,y) and l~(x,y), are the estimates of ff(x,y) 
and f~(x, y) respectively. 
Consider first the situation in which the signals feeding all but the [th speaker of 
the antenna are turned off. The resulting aperture field distribution is here called the 
speaker aperture field distribution of that speaker and is denoted by fsl(X, y). Now con-
sider the situation in which the amplitudes of the signals feeding the nine speakers are 
equal to each other, but the phases of these signals are arbitrary. Assuming that mutual 
coupling between the speakers is negligible, the aperture field distribution fa( x, y) of 
the antenna is 
9 
fa(x, y) = E fsl(X, y)e j1jJ'1 (5.22) 
1=1 
where "psi is the relative phase of the signal feeding the [th speaker and where fs5(X, y) 
is the speaker aperture field distribution of the central speaker. Assuming that the 
electromechanical properties of the speakers are also identical, it follows that 
fsl(X, y) = fs5(X - Xs/, Y - YsdeNBI for [ = 1 to 9 (5.23) 
where (x s/' YsI) is the position of the centre of the [th speaker. 
The physical symmetry of the speakers implies that fs5( x, y) is circularly symmetric, 
by which it is meant that of(r cos </1, rsin</1)/o</1 == O. For reasons given in Section 3.4.1.1 
it is assumed that fs5(X, y) is approximately compact with an extent Lis5 in both the 
x and y directions. It follows from (5.23) and (5.22) that Lia is related to Li'5 by 
(5.24) 
Note that Xs6 = -Xs4 = 2.76'x. It turns out (see Sec. 5.3.5) that Lia is small enough to 
imply, from (5.24), that Li,5 < Xs6. The implication of this is that the different speaker 
aperture field distributions do not, in fact, overlap. 
The first method for determining the accuracy to which phase{ ff ( x, y)} and 
phase{f~(x, y)} approximate phase{Jf( x, y)} and phase{J~( x, y)}, respectively, is 
based on knowledge of the differences between configurations A and B. It need not 
be assumed here that the speakers behave identically (i.e. (5.23) need not hold), but it 
is assumed that the extent of fsl(X, y) for each [ is less than Xsi. From (5.22) and the 
descriptions in Section 5.3.1 of configurations A and B, the actual aperture field phase 
distributions corresponding to these two configurations are 
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9 
phase{J~'-(x, y)} Lphase{Jsl(x, y)} 
1=1 (5.25) 
9 
phase{J~(x, y)} = phase{Js1(x, y)e- i 1l"/2} + L phase{fsl(x, y)} 
1=2 
Therefore, the phase difference t::.'ljJB-A(x, y) between f!;(x, y) and f~(x, y) is 
B-A { - jrr /2 where [(x - Xd)2 + (y - Yst)2]l/2 :s; Xs6 
t::.'IjJ (x, y) = 
o elsewhere 
(5.26) 
An estimate t::.'IjJ{3-A(x, y) of b..'ljJB-A(x, y) can be calculated from f:(x, y) and f~(x, y), 
generated by the modified Gerchberg-Saxton algorithm, as follows: 
t::.'IjJ~-A(X, y) = phase{J~(x, y)} - phase{J:(x, y)} (5.27) 
Therefore, the Tms difference between b4;f-A(x, y) and b..'ljJB-A(x, y) provides one in-
dication of the accuracy of phase{J:-(x, y)} and phase{J~(x, y)}. 
There is an alternative method for determining the accuracy of phase{J:-(x, y)} 
and phase{J~(x,y)}, which has the advantage that it treats the two configurations 
independently. However, it relies on the assumption that the speakers behave identically 
(i.e. (5.23) is assumed to hold). Substituting (5.23) into (5.25) yields 
phase{J:(x, y)} 
phase{J~(x, y)} 
9 L phase{Js5( x - Xsl, Y - Ys,)} 
1==1 
phase{Js5( x - Xs1, Y - Ysl )}e-i1r / 2 
9 
+ Lphase{Jss(x - Xsl, y - Ys,)} 
1=2 
(5.28) 
Even if phase {J,,5(X , y)} is not known, phase{J:-(x, y)} and phase{f~(x, y)} should 
respectively have the forms of the first and second equations of (5.28). Note, in partic-
ular, that the samples of phase{f:-(x, y)} positioned at, say, the centres of each of the 
speakers should be equal to each other. Similarly, the samples of [phase{J~(x, y)} -
t::.'ljJB-A( x, y)] positioned at the centres of the speakers can also be expected to be equal 
to each other, where b..'ljJB-A(x, y) is defined in (5.26). The rms variations of these 
two sets of sample values provide indications of the accuracy of phase{f:(x,y)} and 
phase{J~(x, y)} respectively. 
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5.3.4 Processing the far field data 
In this section it is shown how the data A~J u, v) and A~( u, v) are processed. Recall 
that A~( u, v) and A~( u, v) are obtained from the measurement hardware and software 
(Secs. 5.2.2, 5.2.3 and 5.3.1). They are processed by invoking the methods developed 
in Section 5.3.2. It is also indicated in this section how a distribution for Ifd(X, y)1 is 
specified. 
Figure 5.6( a) depicts graphs of canto versus 16 different values of DAm for configura-
tions A and B. For both ofthese configurations, canto is minimum when DAm = 1. 77 / A. 
Accordingly, it is assumed throughout the remainder of this chapter that A~( u, v) and 
A~( u, v) are truncated (see Sec. 5.3.2) with this value of DAm. Figures 5.6(b) and (c) 
show cuts through (the truncated) A~(u,v) and A~(u,v) respectively. 
Figure 5. 7( a) depicts graphs of canto against 9 different values of Lf , for configura-
tions A and B. Both graphs are relatively steep for Lf < 7.17A and are relatively level 
for Lf > 7.17 A. Therefore, following the reasoning given in Section 5.3.2, it is estimated 
that Lfa = 7.17 A. This estimate is seen to be justified by inspecting Figures 5. 7(b) and 
(c), which show that ff!Jx, y) and ff!(x, y), respectively, are negligible for Ixl > 7.17A. 
Recall from Section 4.1.1 that, when no design information is available, one way 
of specifying Ifd(X, y)1 is to let it be a guess at the distribution Ifa(x, y)l. Taking this 
approach, Ifd(X,y)1 is here defined to be (d. (5.22) and (5.23)) 
9 
Ifd(X, y)1 = L Ifsd X - Xs/' Y - Ysl)1 (5.29) 
1=1 
where Ifsdx,y)1 is the following cone-shaped distribution: 
(5.30) 
and where, from (5.24), Lf.5 = 1.65A. This distribution for Ifd(X, y)1 accords with all of 
the information about fa(x, y) mentioned in Section 5.3.3. Note that, because Ifd(X, y)1 
does not depend on 'Ij;./, the same Ifd(X, y)1 is applicable to both ofthe configurations A 
and B. The centre 15 by 15 samples of Ifd(X, y)1 are depicted in Figure 5.S. The 
resolution in the aperture plane is such that Ifd(X, y)1 is represented by 9 non-zero 
samples per speaker. 
(a) 
(b) 
(c) 
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Figure 5.6 Measured weighted far field amplitude distributions: (a) graph of autocorrelation error 
versus the diameter of a disc in the It,V plane outside of which A~(u,v) (solid curve) and A~(u,v) 
(dashed curve) are truncated; (b) cut through the truncated A~(u,v) for DAm = 1.77/,\; (c) cut 
through the truncated A~(u,v) for DAm = 1.77/,\. A~(u,v) and A!(u,v) are normalized to have 
maximum values of unity. The variable v, which identifies position along a diagonal in the far field 
plane, is defined in (4.65). 
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Figure 5.7 Determining the extent of f .. ( x, y) from the approximate autocorrelation distributions: 
(a) graph of autocorrelation error versus Lf (see (5.21)) for configurations A (solid curve) and B (dashed 
curve); (b) cut through the approximate autocorrelation ff!(x,y); (c) cut through the approximate 
autocorrelation ff~(xl y). 
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Figure 5.8 Design aperture field amplitude distribution Ifd(X, y)l, chosen for both configuration A 
and configuration B. 
5.3.5 Applying the modified Gerchberg-Saxto:n algorithm 
Having obtained measured data Am(u,v) and design data I/d(X,y)1 (Sec. 5.3.4) for 
configurations A and B (Sec. 5.3.1), the modified Gerchberg-Saxton algorithm was 
invoked. In this section the results are illustrated and are evaluated by the methods 
described in Section 5.3.3. 
Because A~(u,v) and A~(u,v) are both truncated (Sec. 5.3.2), the form of the 
modified Gerchberg-Saxton algorithm to be utilized here is the extrapolating composite 
algorithm (Sec. 4.7.3.3). Recall that each iteration of the extrapolating composite 
algorithm is described by either (4.36), (4.38) or (4.31) but is modified by either (4.54) 
or (4.55). For the runs of the extrap01ating composite algorithm described here, rfhres = 
0.6A~(O,0), SAm is a disk in the u,v plane of diameter DAm = 1.77/>. and saper is the 
region of the X, y plane within a square the length of whose sides are L1& = 7.17>'. 
The extrapolating composite algorithm was run once for configuration A and once 
for configuration B. The two runs converged to values of the far field error Efa of 
0.025 and 0.024 respective1y. 
The extrapolating composite algorithm generated If(x, y) and I!'(x, y), which are 
estimates of the image-forms of I!; (x , y) and I!: (x , y) respectively. It is not an aim 
of this experiment to resolve the ambiguities between If(x,y) and l:(x,y) nor those 
between II( (x, y) and 17' (x, y). The aim is rather to generate, on the basis of the accu-
racy criteria established in Section .5.3.3, the best estimates of I!;(x,y) and I!:(x,y). 
It is here asserted that l:(x, y) and I~(x, y) are these estimates. 
Figure 5.9 depicts the phases of 1f(x, y) and 1I((x, y), as well as their phase differ-
ence b.1/J!-A(x, y). Note that, purely for purposes of illustration, all phase distributions 
are multiplied by -1 before being plotted in the figures presented in this section. This 
is done so that it is easy to discern any phase lag, in the speaker aperture field distribu-
tion of speaker 1, relative to the phases of the other speaker aperture field distributions. 
Note a1so, that a constant has been added to each phase distribution presented in this 
section, so that the average phase is either 0 rad. or -1 rad. This is done to allow easy 
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comparison between different phase distributions. In Figure 5.9 the phases are set to 
zero wherever Ifd(X, y)1 < 0.06. The forms of phase{lt' (x , y)} and phase{J~(x, y)} are 
quite similar to those of phase{Jf(x, y)} and phase{J~(x, y)}, respectively, which are 
described in (5.28). The rms difference between f:l.7jJ~-A(x,y) and !:l7jJB-A(x,y), taken 
over the samples for which Ifd(X, y)1 > 0.06, is 0.314 rad. 
The differences between It'(x, y) and ff(x, y) can be thought of as being noise. 
Assuming that the statistics of this noise remain the same over the antenna's aperture, 
it follows that the greater is Ilt'(x,y)l, the closer It'(x,y) approximates ff(x,y). The 
ratio of Ilt'(x, y)1 at the centre of any speaker to any sample (not located at the centre 
of a speaker) of lit' (x, y) I is at least 1.5. It is therefore to be expected that the most 
accurate samples of phase{lt'( x, y)} are those located at the centres of the speakers. 
The same reasoning applies to f~(x, y). 
Figure 5.10 shows the samples ofphase{lt'(x, y)}, phase{J~(x, y)} and !:l7jJ~-A(x, y) 
which lie at the centres of the speakers. The rms difference between the samples of 
!:l7jJ~-A(x,y) depicted in Figure 5.10(c) and the corresponding samples of f:l.7jJB-A(x,y) 
is 0.16 rad. 
It is apparent in Figure 5.10(a) that -phase{lt'(x,y)} tends to increase with in-
creasing x and with decreasing y. Apart from the sample corresponding to speaker 1, 
the samples of -phase{J~(x,y)}, depicted in Figure 5.10(b), show the same trend. 
Because of the translation property of the Fourier transform operator (Table 3.3), this 
suggests that A~ (u, v) is not properly centred. This is confirmed by Figure 5.6(b), 
which depicts a diagonal cut through A~(u, v). Because Iff(x, y)1 is expected to be 
point symmetric, according to the definition (3.65), A~( u, v) might also be expected to 
be point symmetric about the point (0,0). However, it is clear from Figure 5.6(b) that 
A~( u, v) is instead symmetric about a point somewhat translated from (0,0). This sug-
gests that the measurement microphone is mispositioned, in the sense that the direction 
of a straight line from the centre of the antenna to the measurement microphone is not 
exactly perpendicular to the aperture plane, when the recorded values of the elevation 
and azimuth angles are each 0°. 
The linear phase term, which best fits the non-zero data presented in Figure 5.10(a) 
is 
'Iflin(x, y) = -0.076x + 0.094y (5.31) 
This implies that A~( u, v) is centred on the point (0.012/ A, -0.015/ A) rather than, 
as it should be, on (0,0). This in turn implies that the normal to the aperture plane 
coincides with the direction of the straight line, from the centre of the antenna to 
the microphone, when (eaz ; eel) = (0.89°; -0.86°). To simulate what would have been 
measured if the microphone had been correctly positioned, 'Iflin( x, y) is subtracted from 
phase{lt'(x, y)} and phase{J~(x, y)}. Figure 5.11 depicts the resulting values of the 
samples ofphase{lt'(x, y)} and phase{J~(x, y)} at the centres of the speakers. The rms 
value of phase{lt'(x, y)}, taken over the samples points at the centres of the speakers, 
is 0.14 rad. The rms value of [phase{J~(x,y)} - f:l.7jJB-A(x,y)], taken over the same 
sample points, is 0.20 rad. 
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Figure 5.9 Results from modified Gerehberg-Saxton algorithm: (a) phase of J;'(x, y); (b) phase of 
f~(x,y); (e) phase difference between j.A(x,y) and f~(x,y). Only the five most central samples are 
depicted [or each speaker. 
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Figure 5010 Results from modified Gerchberg-Saxton algorithm: (a) phase of 1:(7:,y); (b) phase of 
f~(x, y); (c) phase difference between 1:(x, y) and (x, V). Only the centre sample of each speaker 
is depicted. 
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Figure 5.11 Results from modified Gerchberg-Saxton algorithm after a linear phase term has been 
removed from both phase{j.ACx, y)} and phase{f~(x,y)}: (a) phase of ieA(x, Y)i (b) phase of /!l(x,y). 
Only the centre sample of each speaker is depicted. 
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5.4 SUMMARY 
Tills chapter presents the results of applying the modified Gerchberg-Saxton algorithm 
to far field amplitude patterns measured in the acoustic laboratory. The measured 
patterns are those of an acoustic antenna. It is appropriate to measure acoustic fields 
because, as explained in Section 5.1, they are mathematically analogous to copolar 
components of electromagnetic fields, under the conditions prevalent in the experiment. 
In particular, the acoustic aperture field distribution fa( x, y) and the acoustic weighted 
far field pattern Fa('Il, v) are related by Fourier transformation. 
The acoustic antenna is an array of nine speakers, each fed by a signal whose am-
plitude and phase can be individually adjusted. By setting the amplitudes and phases 
of the signals fed to the speakers, the antenna can be configured to generate a variety 
of aperture field distributions. The far field pattern is measured by a microphone. 
In order to avoid any reflected waves from interfering with the wave propagating di-
rectly to the microphone, the signal feeding the antenna consists of a series of tone 
bursts. The duration of the bursts are short enough so that the directly propagated 
tone burst reaches the microphone, and its amplitude is measured, before any reflected 
burst arrives at the microphone. The antenna can be fixed at any elevation angle and 
is driven, by a motor, about an azimuth axis. A cut through the radiation pattern at 
any fixed elevation angle is measured by recording, on a pen plotter, the amplitude of 
the directly propagated tone bursts as a function of azimuth angle. The plotted data 
of several such constant elevation cuts are input into a computer. Specially written 
software then converts the elevation and azimuth angles into coordinates on the 'Il, v 
plane and interpolates the data from the given points in the u, v plane onto a square 
grid. This enables the data to be operated upon by the modified Gerchberg-Saxton 
algorithm. 
Far field amplitude patterns of two different configurations of the acoustic antenna 
have been measured. The Fourier transform relationship between fa(x,y) and Fa(u,v) 
is predicated on there being no acoustic propagation in directions nearly parallel to the 
aperture plane. Despite this, however, non-zero fields were measu:-ed in such directions. 
Because they could not have been radiated by the part of the aperture distribution 
which gave rise to the well collimated part of the far field pattern, the measured data 
corresponding to far field radiation in directions almost parallel to the aperture plane 
were set to zero. The measured weighted far field amplitude pattern Arn( U, v) was 
transformed to provide an estimate of the autocorrelation ffrn(x, y) which, while it 
is palpably approximate, allows the extent of fa(x, y) to be usefully estimated. A 
plausible guess at the form of Ifa(x, y)1 can be based on the extent of fa(x, y) and the 
physical geometry of the antenna. This guess is taken to be the 'designed' aperture field 
amplitude distribution Ifd(X, y)1 which is utilized by the modified Gerchberg-Saxton 
algorithm. 
The results of applying the modified Gerchberg-Saxton algorithm to the measured 
data and Ifd(X,y)l, for each antenna configuration, are depicted in Figures 5.9 to 5.11. 
Knowledge of the signals fed to the individual speakers can be invoked to estimate 
the accuracy to which phase{Je(x, y)}, generated by the modified Gerchberg-Saxton 
algorithm, approximates phase{Ja( x, y)}. The results indicate that the rms accuracy 
of phase{fe(x, y)}, taken over the sample points at which Ifd(X, y)1 > 0.06, is 0.3 rad. 
The results also predicted, to an rms accuracy of within 0.2 rad., the phase of the signals 
fed to each speaker. These phases were deduced from the samples of phase{Je(x, y)} 
at the centres of the speakers, after subtracting the linear phase term due (probably) 
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to the measurement microphone being mispositioned. 
The modified Gerchberg-Saxton algorithm was developed to solve the radio engi-
neering phase problem for high gain antennas. However, the results and discussion 
presented in this chapter indicate that the modified Gerchberg-Saxton algorithm is po-
tentially useful for other antenna types, such as sonic antennas and antenna arrays. 
In addition, provided the measured far field amplitude pattern is multiplied by an ap-
propriate weighting factor (d. (5.14)), the algorithm can be applied to antennas which 
have only moderately high gains. 
CHAPTER 6 
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 
Having completed the research presented in this thesis, it is now obvious to me that 
there are many ways in which it could be improved and expanded upon. Various 
suggestions for future work are outlined in Section 6.1. Section 6.2 concludes this thesis 
with a summary of the main features of the modified Gerchberg-Saxton algorithm. 
6.1 SUGGESTIONS FOR FUTURE WORK 
In the following sections, several avenues for continuing research are discussed. In 
Section 6.1.1, suggestions are made for improving the modified Gerchberg-Saxton algo-
rithm. Improved ways of verifying the modified Gerchberg-Saxton algorithm are pro-
posed in Section 6.1.2. The concern in Section 6.1.3 is with how the modified Gerchberg-
Saxton algorithm might be invoked for one-dimensional phase retrieval, which could be 
particularly useful in certain radio engineering applications. 
6.1.1 Improvements to the modified Gerchberg-Saxton algorithm 
In most of the examples presented in this chapter, the composite algorithm performs as 
well as can be expected, given the quality of the data to which it is applied. For some 
of the computer simulations, however, the composite algorithm performs worse than 
might be expected. An informative example of this is shown in Figure 4.32( a). Ignoring 
the run for which 'Ij1quad = 0.4 rad., a clear trend in the values of Ee and €ap is apparent. 
However, for the run of the composite algorithm corresponding to 'Ij1quad = 0.4 rad., the 
values of Ee and €ap far exceed this trend. This suggests that more work might be 
done to develop a form of the modified Gerchberg-Saxton algorithm which is able to 
generate the best possible estimate fe(x, y), of the image-form of fa(x, y), given any 
particular set of data Am(u, v) and Ifd(X, y)l. 
It is demonstrated in Section 4.4.4 that the convergence properties of the modi-
fied Gerchberg-Saxton algorithm improve when the starting aperture field distribution 
gl(X, y) is an approximation to fa(x, y). One way of obtaining such an approximation 
would be to invoke Davis' method (Sec. 3.5.1) for solving the radio engineering phase 
problem. This method generates an estimate of the quadratic terms of phase{fa( x, y)} 
to which phase{gl(x, y)} can then be set. Alternatively, an estimate of fa(x, y) can be 
obtained over a grid of, say, 8 by 8 sample points in the aperture plane, by applying the 
modified Gerchberg-Saxton algorithm to only the centre 8 by 8 samples of Am( U, v). 
Note that each iteration of the modified Gerchberg-Saxton algorithm would be com-
pleted in a relati vely short time, because only a small number of samples are involved. 
Once an estimate of fa( X, y), sampled over the 8 by 8 sampling grid, has been gener-
ated, it could be interpolated onto a finer grid. The interpolated estimate of fa(x, y) 
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might then be utilized as gl(X, y) for the main run of the modified Gerchberg-Saxton 
algorithm. This technique of starting with a small number of samples and progress-
ing to the full number of samples has been applied in an image processing context by 
McCallum and Bates [1989J (Sec. 3.4.3.3). 
A possible way of increasing the accuracy to which fe(x, y) approximates the image-
form of fa( X, y) might be to invoke the following averaging technique. Suppose the 
modified Gerchberg-Saxton algorithm is applied several times to the same ArnC u, v) 
and Ifd(X,y)l. The different runs of the algorithm could utilize different distributions 
for gl(X, y), could involve different forms of the modified Gerchberg-Saxton algorithm 
or could consist of different numbers of iterations. Provided the different estimates 
fee x, y) generated by the different runs of the algori thm are not the same, their average 
(or the average of their phases) may well be a better estimate of the image-form (or the 
phase of the image-form) of fa(x, y) than any of the individual estimates fe(x, y). Such 
an averaging technique has been successfully incorporated into the Misell algorithm 
[Morris, 1985] and with phase retrieval from noisy data [McCallum and Bates, 1989] 
(Sec. 3.4.3.3). 
Two issues which are related to each other are the oversampling of Arn( u, v) and the 
use of Ifd(X, y)l in the aperture constraint of the modified Gerchberg-Saxton algorithm. 
These issues are discussed in the following three paragraphs. 
Section 4.7 outlines why it is desirable for Arn( U, v) to be oversampled by the smallest 
factor that still permits the modified Gerchberg-Saxton algorithm to estimate fa(x, y) 
usefully accurately. In most of the examples presented in Chapter 4, Arn( U, v) is over-
sampled by a factor of at least two. However, a preliminary study, presented in Sec-
tion 4.7.2, suggests that the performance of the composite algorithm may be only 
slightly degraded when Arn( U, v) is oversampled by a factor of only 1.7. 
The accuracy to which fe(x, y), generated by the modified Gerchberg-Saxton algo-
rithm, approximates the image-form of fa(x, y) is limited by the accuracy of the data 
to which the algorithm is applied. Because it is likely that Arn( U, v) approximates 
IFa( u, v)l better than lfd(x, y)l approximates lfa(x, y)l, it is desirable that the accuracy 
of fe(x, y) be limited only by the errors in Arn(u, v), so that Ifd(X, y)1 is only used where 
necessary as an aid to the convergence of the algorithm. Unfortunately, this is not true 
for the composite algorithm. For example, Figure 4.39 shows that €ap increases with 
increasing (IJ ... (x, y)l-lfd(x, y)l). The implication is that if Ifd(X, y)1 is a relatively bad 
approximation to If,,(x, y)l, it is a hindrance, rather than a help, to the convergence 
of the modified Gerchberg-Saxton algorithm. Recall from Sections 4.4.2 and 4.4.3 that 
the CC and HIO algorithms, which comprise the constant correction algorithm, dis-
card I fd(X, y)l after 400 out of a total of 500 iterations. The reasons for doing so are 
discussed in Section 4.4.2. Perhaps a better approach would be to discard Ifd(X, y)1 
after a relatively small number of iterations if it is a bad approximation to If ... (x, y)l. It 
must not be forgotten, however, that if Ifd(X, y)1 is a good approximation to Ifa(x, y)l, 
it is a help to the convergence of the algorithm and may need not to be discarded at 
all. So the question is: how does one decide whether lfd(x, y)1 is a sufficiently good or 
bad approximation? 
The discussion in Section 4.7.2 intimates an implicit relationship between the over-
sampling of Arn(u, v) and the use of Ifd(X, y)l in the aperture constraint. If Ifd(X, Y)l is 
discarded altogether, the modified Gerchberg-Saxton algori thm is effectively attempt-
ing to solve the Fourier phase problem defined in (3.41). It is therefore essential that 
Arn( U, v) be oversampled by a factor of at least two (Sec. 3.4.2.1), because that is a 
requirement for a solution to the Fourier phase problem to be unique (Sec. 3.4.2.4). On 
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the other hand, if the modified Gerchberg-Saxton algorithm incorporates a constraint 
in which Ife(x, y)1 = Ifd(x, y)1 and if Ifd(x, y)1 is exact, it is highly likely that the al-
gorithm may still converge to a unique solution, even when IAm(u"v)1 is oversampled 
by a factor of between one and two. Presumably, the more inaccurate is Ifd(x, y)l, or 
the sooner it is discarded by the modified Gerchberg-Saxton algorithm, the greater is 
the sampling factor required for the algorithm to converge to a unique solution. For 
reasons intimated in the previous two paragraphs it would be useful to gain a deeper 
understanding of the interrelationship between the above factors. 
6.1.2 Verification of the algorithm 
In Chapter 4 the composite algorithm is evaluated by applying it to data generated from 
a computer model. Such computer simulations are an important part of developing and 
evaluating the modified Gerchberg-Saxton algorithm because, if the algorithm does not 
perform well in the idealized environment of a computer model, it is not likely to do 
so in the real-world either. The computer model described in Section 4.2 could be 
extended to simulate many further phenomena, such as astigmatic shape defects of 
reflector surfaces and multiplicative measurement noise. The aim of such extensions 
would be to make the model more realistic and to test the modified Gerchberg-Saxton 
algorithm over an even wider range of conditions than are simulated in the examples 
included in Chapter 4. 
In Chapter 5 the modified Gerchberg-Saxton algorithm is applied to data obtained 
by measuring the amplitude pattern of a sonic antenna. This antenna comprises an 
array of several speakers, each fed by its own signal. The estimated fe(x, y), generated 
by the modified Gerchberg-Saxton algorithm, is accurate enough to confirm that the 
different speaker aperture field distributions have approximately the same form as each 
other. The actual phase of the signal feeding each speaker can also be identified from 
the information contained in fe(x, y). The results of the experiment would be more 
useful if the measurement could be made more accurately and if a higher operating 
frequency could be used. Making more accurate measurements should allow the modi-
fied Gerchberg-Saxton algorithm to generate a correspondingly more accurate fe(x, y) 
(cf. Sec. 4.8.2). A higher operating frequency would allow the sample points in the 
aperture plane to be closer together, thereby enabling fe(x, y) to reveal finer detail in 
the aperture field distribution. 
The main unfinished business is to test the modified Gerchberg-Saxton algorithm on 
a high gain radio antenna. Demonstrations of the usefulness of the algorithm applied to 
real-world measurements are necessary if radio engineers are to be persuaded to make 
use of the algorithm. The point is that a computer model (or a sonic antenna) cannot 
exactly simulate realistic electromagnetic conditions. 
6.1.3 One-dimensional phase retrieval 
When commissioning a high gain radio antenna, it is routine to measure its amplitude 
pattern along one or two cuts [Blake, 1984, Sec. 8.3]. Such measured data are often 
sufficient to determine whether or not the radiation pattern meets it specifications 
(cf. (2.75)). It would therefore be very useful to be able to retrieve as much information 
about fa(x,y) as possible from measured samples of a cut through IF",(u,v)l. 
Consider a cut along the u axis of the far field plane. The actual copolar far field 
pattern along this cut is a one-dimensional function, here denoted Qa( u) = Fa( u, 0). 
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From the definition of the inverse Fourier transform operator (Table 3.3), the one-
dimensional inverse Fourier transform of Q,,(u) is qa(x), where 
(6.1) 
qa(X, y) is therefore the projection through fa(x, y). The main problem with working 
with one-dimensional cuts is that a solution to the one-dimensional Fourier phase prob-
lem is non-unique (Sec. 3.4.2.4). This implies that there are many different functions 
qs(x) for which IFT{qs(x)} 1= IQa(u)l. 
I n one-dimensional phase retrieval, know ledge of the projection qd (x, y) of f d (x, y) 
cannot be utilized in the same way that f d (x, y) is utilized in two-dimensional phase 
retrieval. Even if Ifd(X, y)1 = Ifa(x, y)l, any differences between phase {fd(X , y)} and 
phase{fa(x, y)} imply that Iqa(x)1 i= Iqd(X)I. However, provided that Ifd(X, y)1 = 
Ifa(x,y)l, it follows from (6.1) that Iqa(x)1 :::; Iqd(X)1 for all x. Therefore, any solu-
tion q.(x) can be discounted as incorrect if Iqs(x)1 > Iqd(X)1 at any x. In this way, the 
number of solutions might be significantly reduced. This approach requires that the 
value of, say, IFa(O, 0)1 must be known relative to, say, IFd(O,O)1 so that Iqs(x, y)1 and 
Iqd(X)1 can be scaled by equal amounts. Note that Fright et al. [1989] have successfully 
performed one-dimensional phase retrieval, in the context of acoustic microscopy, by 
employing Fienup's error reduction algorithm for complex images (Sec. 3.4.3.3). They 
successfully encourage the algorithm to converge to the correct solution, as opposed to 
any of the other possible solutions to the one-dimensional Fourier phase problem, by 
starting the algorithm with a good estimate of qa(x). 
Another approach to determining fa( x, y) from one or more cuts through Am( u, v) 
is similar to the methods described in Section 4.7.3 for dealing with truncated far field 
data. In both of these situations, Am( u, v) is not available at all of the points on 
the far field sampling grid. A possible algorithm would apply a constraint involving 
Am(u,v), in the regions of the U,v plane where Am(u,v) is known. In the remaining 
regions, IFd(U, v)1 would be utilized to aid with the convergence of the algorithm and 
to help ensure that any solution is unique. An alternative to utilizing IFd(U, v)1 would 
be to utilize an interpolation of the known parts of Am( U, v) onto the region of the 
u, V plane where Am( U, v) is not available. Such algorithms would obviously be more 
successful given more measured cuts through Am( U, v). Their performance would also 
be enhanced the more closely Ifd(X, y)1 approximates Ifa(x, y)l. 
6,2 CONCLUSIONS 
High gain reflector antennas are suited to applications requiring an antenna whose far 
field pattern has a high peak gain, a narrow main beam and low sidelobe levels. Any 
geometrical defects of the antenna tend to degrade the far field pattern (Secs. 3.2 and 
2.2.5). It is advantageous to be able to deduce these defects from a single measurement 
of the copolar far field amplitude pattern. The modified Gerchberg-Saxton algorithm 
has been developed to achieve this aim. 
The purpose of the algorithm is to generate an estimate fe(x, y) of the actual copolar 
aperture field distribution fa(x, y). The geometrical defects of the antenna can then 
be deduced from phase{fe(x, y)} (Sec. 3.2). Along with the measured copolar far field 
amplitude pattern Am( U, v), the modified Gerchberg-Saxton algorithm requires the 
design copolar aperture amplitude distributions Ih(x, y)1 as an input. The algorithm 
iterates between the aperture plane and the far field plane, applying constraints in each 
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plane. The many forms of the modified Gerchberg-Saxton algorithm are characterized 
by the ways in which the constraints are applied in the two planes. 
The particular form of the modified Gerchberg-Saxton algorithm upon which this 
thesis stands is the composite algorithm (Sec. 4.4.5), which has been evaluated by 
applying it to computer simulated data (Chap. 4). The results of this evaluation (sum-
marized in Sec. 4.8.4) are encouraging. The performance of the algorithm tends to 
be independent of the geometrical defects of the antenna. However, the accuracy of 
phase{fe(x, y)} worsens as either Ifd(X, y)1 or Am( U, v) worsen. Provided that the rms 
difference between lFa( U, v)1 and Am( U, v) is less than 50 dB below the peak value of 
Am(u,v), and provided that the rms difference between Ifd(X,y)1 and Ifa(x,y)1 is less 
than 0.05 times the peak value of Ifa(x, y)l, the constant correction algorithm usually 
generates an fe(x, y) whose phase approximates that of fa(x, y) to within an rms value 
of 0.06 rad. (Sec. 4.8.4). 
Chapter 5 provides a practical demonstration of how the modified Gerchberg-Saxton 
algorithm can be applied in a real-world situation. The composite algorithm is applied 
to a measured far field amplitude pattern of an acoustic antenna consisting of nine 
speakers. The phase estimated by the algorithm, phase{fe(x, y)}, enabled the phase 
of the signals feeding the individual speakers to be retrieved to an rms accuracy of 
within 0.2 rad. (Sec. 5.3.5). This accuracy was achieved in spite of the relatively high 
estimated noise level of 32 dB below the peak value of the measured far field amplitude 
pattern (Sec. 5.3.1). 
The evaluation of the modified Gerchberg-Saxton algorithm suggests that it may 
turn out to be a practicable means of inferring geometrical defects of a high gain 
reflector antenna from only the amplitude of its far field pattern. Other methods for 
inferring geometrical defects are outlined in Sections 3.3 and 3.5. As a way of comparing 
these methods with the modified Gerchberg-Saxton approach, the main features of the 
composite algorithm are listed here: 
1. The antenna geometry need not be measured directly (refer to discussion of mea-
surement of reflector shapes in Sec. 3.3.1). 
2. The copolar amplitude pattern can be measured in either the Fresnel region or the 
far field region (cf. near field scanning techniques, Sec. 3.3.2). The measurements 
can often be conveniently made using a nominally stationary source and by ro-
tating the antenna about two axes. This measurement process is no more compli-
cated than that employed for either complex holography (Sec. 3.3.3.2), the Misell 
algorithm (Sec. 3.5.3) or the plane-to-plane diffraction algorithm (Sec. 3.5.4). De-
tailed analysis and discussion in this thesis are predicated on the measurements 
being made in the far field. 
3. No phase measurements are required (unlike complex holography, Sec. 3.3.3.2, 
and near field scanning techniques, Sec. 3.3.2). Therefore no separate reference 
antenna is required. Note that phase measurements are suspect at very high fre-
quencies and whenever the measurement source moves unpredictably (cf. (3.11)). 
4. Only a single two-dimensional copolar amplitude pattern is required to be mea-
sured (the Misell algorithm, Sec. 3.5.3, and the plane-to-plane diffraction algo-
rithm, Sec. 3.5.4, both require two amplitude patterns to be measured). However, 
in order to resolve the ambiguity mentioned in (8) below, it may be necessary to 
make extra measurements of the copolar amplitude pattern at a small number of 
angles. 
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5. The measurement of IF,,( u, v) I does not require any changes to the geometry of 
the antenna (unlike the MiseH algorithm, Sec. 3.5.3). However, certain changes 
may be required to resolve the ambiguity mentioned in (8) below. 
6. Am( u, v) must be oversampled by a factor of close to, or greater than, two, over 
a rectangular grid in the u, v plane. It therefore requires more measured samples 
in total than does the MiseH algorithm (Sec. 3.5.3), the plane-to-plane diffraction 
algorithm (Sec. 3.5.4), or complex holography (Sec. 3.3.3.2). 
7. Design data, or knowledge about I fa. (x , y)l, is required to calculate Ifd(X, y)1 
(Sec. 4.1.1). 
8. The estimate fe(x, y), generated by the modified Gerchberg-Saxton algorithm, 
suffers from a twofold ambiguity: fe(x,y) approximates either f,,(x,y) or it ap-
proximates f,,( x, y). Section 4.1.2 suggests practical means for resolving this 
ambiguity. 
Whether or not these features imply that the modified Gerchberg-Saxton algorithm is 
preferable to other methods, for determining geometrical defects of a reflector antenna, 
depends upon the particular application. Factors to be considered include the avail-
ability of equipment such as a source antenna, reference antenna and phase measuring 
equipment. 
The main point is that the modified Gerchberg-Saxton algorithm approach is sig-
nificantly different to other methods and should be taken into consideration when one 
needs to identify geometrical defects. In situations where it is difficult or inconvenient 
to measure phase, the modified Gerchberg-Saxton algorithm could well be the method 
of optimizing the performance of high gain reflector antennas at the least cost. 
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GLOSSARY 
This glossary provides succinct definitions of ab breviations and mathematical notations 
that are used throughout the thesis. Fuller definitions are referred to by page number 
or by equation number. 
AJ (x, y) 
Am ( ll, 11) 
Alias {.} 
D 
DA~ 
DFT 
Ee 
Em 
E(r) 
Er(r) 
Eeo(r) 
Ex(r) 
Ei(r) 
Er(I') 
E,,(x, y) 
Ec(O; q)) 
t(lL, v) 
t(ll, 11) 
eo 
e(r) 
I 
I(x,y) 
r(x,y) 
f(x, y) 
la(x, y) 
fc(x,y) 
fd(X,y) 
le(x,y) 
fs/(x, y) 
IX (x, y) 
I!(x, y)1 
[f) 
If(x,y) 
flm(x,y) 
Alias of I(x, y) (3.25) 
Measured far field amplitude pattern (pp. 129, 147) 
Aliasing operator (3.25) 
Diameter of antenna aperture 
Diameter of SA~ (p. 147) 
Discrete Fourier transform (p. 93) 
Corrected envelope error (4.26) 
Measured envelope error (4.24) 
Electric field vector 
x component of E(r) (1.5) 
Copolar component of E(r) (p. 46) 
Cross polar component of E(r) (p. 46) 
Incident electric field (p. 22) 
Reflected electric field (p. 22) 
Aperture field distribution (p. 50) 
Feed pattern (p. 50) 
Fourier Fresnel pattern (2.39) 
Far field pattern (2.29) 
Complex value of a plane wave field at the origin (2.1) 
Geometric optics complex function (2.10) 
Focal length of a paraboloid 
Copolar aperture field distribution (3.74) or image (p. 85) 
Complex conjugate of I(x, y) 
Conjugate reflection of I(x, y) (3.39) 
Actual copolar aperture field distribution (pp. 130, 140) 
Corrected copolar aperture field distribution (p. 154) 
Design copolar aperture field distribution (pp. 129, 135) 
Estimated copolar aperture field distribution (p. 130) 
Speaker aperture field distribution of speaker I (p. 237) 
Cross polar aperture field distribution (p. 149) 
Amplitude of I(x, y) (1.3) 
Available information about I(x, y) (p. 104) 
Autocorrelation of f(x, y) (p. 89) 
Estimate of ff a( x, y) obtained from Am (u, v) (p. 184) 
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F(ll, v) 
t[m,n] 
F[p,q] 
F((,,) 
F((,,) 
FF((, I) 
FFT 
FT{f(x, y)} 
G(B; ~) 
Gmax 
GO 
GTD 
H(r) 
10FT 
IFT{F(u, v)} 
III(x, y) 
j 
J(r) 
J .(1'/) 
Jm(r) 
J m.( 1") 
k 
L~ 
max(f(x, y)) 
11 
n(x, y) 
p(r) 
p(r) 
p 
P(r) 
phase{f(x, y)} 
PO 
r 
r 
r 
r' 
Rrr 
R 
(r; B;~) 
ran(-,·) 
real {f(x, y)} 
rect(x, y) 
rms 
So 
s(r) 
S 
saper 
Copolar far field pattern (3.74) or Fourier transform (p. 85) 
Sampled image f(x, y) (3.19) 
Sampled Fourier transform F(ll, v) (3.19) 
Z-transform of f(x, y) (3.48) 
Z-transform of conjugate of j(x, y) 
Z-transform of conjugate of ff(x, y) 
Fast Fourier transform (p. 96) 
Fourier transform of f(x, y) (p. 89) 
Gain pattern (1.21) 
Peak gain (1.2.2) 
Geometrical optics (p. 24) 
Geometrical theory of diffraction (p. 26) 
Magnetic field vector 
Inverse discrete Fourier transform (p. 95) 
Inverse Fourier transform of F(ll, v) (p. 89) 
Polarization unit vector (1.17) 
Grid of delta functions (p. 89) 
Imaginary unit (P = -1.0) 
Electric current density (1.10) 
Surface electric current densi ty (1.11) 
Magnetic current density (1.10) 
Surface magnetic current density (1.11) 
Wave number (1.15) 
Extent of f( x, y) in the x direction (p. 86) 
Maximum value of f(x, y) 
Unit vector normal to a surface 
Pseudo random noise function (p. 142) 
Acoustic pressure (p. 222) 
Acoustic pressure in far field (p. 222) 
Power 
Complex Poynting vector (1.16) 
Phase of f(x, y) (1.3) 
Physical optics (p. 29) 
Radial distance from an antenna 
Arbitrary position vector 
Unit vector parallel to r 
Position on a surface 
Far field distance (1.20) 
Radius of radiation hemisphere (p. 30) 
Spherical coordinate (p. 3) 
Random distribution (p. 142) 
Real part of f(x, y) 
Rectangle function (p. 89) 
Root mean square 
GLOSSARY 
Unit vector parallel to direction of propagation of a plane wave (2.1) 
Geometric optics phase function (2.10) 
Surface 
Support of aperture (p. 140) 
GLOSSARY 
sauto 
S1 
Samp {-J 
sinc(x,y) 
t 
T 
(u,v) 
V 
w(u, v) 
X 
(x, y) 
(x,y,z) 
Z:F 
real 
rolf 
rran 
o(x, y) 
.6.x 
~(x,y) 
.6.n(x,y) 
.6. x 
.6.lj!(x, y) 
t 
E'aa 
t aa 
E'ap 
E'ap 
targ 
E'auto 
E'fa 
tfa 
E'F 
E'I 
1] 
(B;¢!) 
(Baz ; eel) 
). 
Ad(u, v) 
J1, 
1/ 
Pm 
Pms 
(J 
T'quad 
Support of autocorrelation of aperture field 
Support of f(x, y) (p. 86) 
Sampling operator (3.19) 
Sinc function (p. 89) 
Time 
Temperature 
Far field (or Fourier transform) plane coordinate (2.28) 
Volume 
A particular function (2.28) 
Unit vector in the x direction 
Aperture (or image) plane coordinate (p. 32) 
Cartesian coordinate (1.7) 
Zeros of F( (, 1') 
Sampling factor in x direction (3.22) 
Model parameter characterizing calibration inaccuracy (p. 147) 
Design envelope offset (p. 152) 
Model parameter characterizing far field measurement noise (p. 147) 
Delta function (p. 89) 
Sample spacing in x direction (3.19) 
Aperture amplitude deviation (4.9) 
Reflector shape defect (p. 64) 
Displacement of feed in x direction (p. 66) 
Aperture phase deviation (p. 64) 
Electric permittivity (1.10) 
Aperture amplitude error (4.67) 
Aperture data error (4.68) 
Aperture phase error (4.21) 
Target value for E'ap (p. 157) 
Autocorrelation error (4.50) 
Far field amplitude error (4.23) 
Far field data error (4.51) 
Fourier error (3.60) 
Image error (3.71) 
Efficiency 
Angular direction (p. 9) 
Direction given in azimuth and elevation angles (p. 231) 
Wavelength (1.15) 
Design envelope (p. 152) 
Magnetic permeability (1.10) 
Position along a diagonal cut in the far field pI ane (4.65) 
Position along a diagonal in the aperture plane (4.8) 
Electric charge density (1.10) or normalized radius (3.6) 
Magnetic charge density (1.10) 
Magnetic surface 
Conductivity (1.10) 
Model parameter characterizing aperture amplitude taper (4.13) 
Model parameter characterizing complex aperture noise (4.14) 
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Model parameter characterizing amount of panel displacement (4.10) 
Model parameter characterizing defocus (4.10) 
Phase of signal feeding speaker I (p. 237) 
Angular frequency (1.1) 
Model parameter characterizing area of displaced panel (4.12) 
Convolution operation (p. 89) 
VVhere special terms are first defined, they are also typed in italics. This index merely 
lists these terms with the page number on which they are defined. 
Acoustic pressure 222 
Actual copolar aperture field distribution 
130, 140 
Actual copolar far field pattern 130 
Actual fields 62 
Actual geometry 62 
Alias 
of an image 90 
operator 90 
width 92 
Aliasing 90, 92 
Amplitude, of a complex scalar 3 
Amplitude holography 117 
Amplitude pattern 10 
Antenna pattern 9 
Aperture ]4 
Aperture amplitude error 214 
Aperture antenna 14 
Aperture data error 215 
Aperture efficiency 39 
Aperture field 30 
copolar and cross polar distributions 
47 
distribution 32 
Aperture field method 34 
Aperture phase deviations 62 
Aperture phase error 150 
Aperture plane 14 
Aperture support 140 
Approximate autocorrelation 184 
Array of antennas 15 
Artificial noise 18 
Astigmatic deflections (of reflector) 53 
Atmospherics (noise) 18 
Autocorrelation 
discrete 100, 98 
of an image 89, 97 
Autocorrelation error 184 
Autocorrelation theorem 9'1 
Balanced feed 51 
Bandwidth 12 
Basic iterative Fourier transform algorithm 
104 
Basic model 172 
Beamwidth, half power 37 
Blockage, in aperture 42 
Boresight 37 
Boundary conditions 5 
Brightness temperature 13 
Cartesian coordinates 3 
Cassegrain antenn a 52 
Caustic 25 
CC algorithm 160 
Circular polarization 8 
Compact image 86 
approximate 86 
exact 86 
Complex holography 77 
Complex images 105 
Composite algorithm 167 
Condensation 222 
Conductor (medium) 
good 5 
perfect 5 
Conjugate point symmetric images 102 
Conjugate reflection 
of a sampled image 100 
of an image 89, 96 
Constant correction algorithm 160 
Constant elevation cut 229 
Constitutive parameters 5 
Convergence, of algorithms 105 
Convolution 89 
discrete 100 
Copo]ar aperture field distribution 115 
Copolar far field pattern 115 
Copolarization 46 
Corrected capolar aperture field 
distribution 154 
Corrected envelope error 154 
272 
Corrected fields 63 
Corrected geometry 63 
Cross polarization 46 
Current element antennas 13 
Cut, radiation pattern 77 
Decibel 37 
Defocused antenna 66 
Delta function 89 
grid of 89 
Depolarization 46 
Design copolar aperture field distribution 
129, 133 
Design envelope 152 
Design fields 62 
Design geometry 62 
Design safety margin 155 
Dielectric (medium) 
good 5 
perfect 5 
Direct wave 17 
Discrete Fourier transform 95 
inverse 95 
Displacements 62 
Dual polarization 57 
Duct 17 
Earth station antennas 57 
Effective area 10 
Electric field 4 
Elemental dipole 13 
Elliptical polarization 8 
Energy, of an image 86 
Energy conservation theorem 88 
Equivalent earth radius 17 
Equivalent paraboloidal reflector 52 
Error curve 157 
Error reduction algorithm 109 
Estimated copolar aperture field 
distribution 130 
Extents, of an image 86 
Extrapolating composite algorithm 192 
Extrapolating smoothing algorithm 192 
Extraterrestrial noise 18 
liD ratio 51 
Far field 9 
copolar and cross polar patterns 47 
pattern 32 
Far field data error 186 
Far field error 152 
Far field pattern 10 
Far field region 9 
Faraday rotation 18 
Fast Fourier transform algorithm 96 
Feed pattern 50 
Feedback parameter 109 
Field deviations 62 
Figure of merit 47 
Fourier constraints 104 
Fourier error 105 
Fourier Fresnel pattern 36 
copolar and cross polar 47 
Fourier Fresnel region 35 
Fourier phase problem 85, 97 
discrete 98 
uniqueness 97 
Fourier plane 85 
Fourier transform 
discrete 95 
inverse operator 34, 89 
of an image 85 
operator 33, 89 
properties of 89 
Free space (medium) 5 
Frequency reuse 57 
Fresnel region 35 
INDEX 
Fundamental theorem of algebra 102 
Gain pattern 9 
Geometrical defects 62 
Geometrical optics approximation 24 
Geometrical optics method 24 
Geometrical theory of diffraction 26 
Geometrical theory of diffraction method 
26 
Geometrical wavefront 24 
Geostationary satellites 56 
Gerchberg-Saxton algorithm 105 
Grid of delta functions 89 
Ground reflected wave 17 
Helmholtz equations 7 
HIO algorithm 163 
Holography 61 
Homogeneous medium 5 
Homologous deflections (of reflector) 63 
Horizontal polarization 8 
Huygens source 51 
Hybrid input-output algorithm 110 
Image 85 
Image constraints 104 
Image error 109 
Image plane 85 
Image-form 96 
Impedance, antenna 12 
Index of refraction 7 
Initial sample points 230 
Initial samples 231 
Input-output algorithm 109 
Irreducible polynomial 98 
INDEX 
Isotropic medium 5 
Leakage, in DFT 96 
Linear medium 5 
Linear polarization 8 
Long waves 1 
Loss resistance 12 
Lossless medium 5 
Magnetic field 4 
Magnitude, of a vector 3 
Main beam 37 
Maxwell's equations 4 
Measured, copolar far field amplitude 
pattern 142 
Measured copolar far field amplitude 
pattern 129 
Measured envelope error 152 
Measurement inaccuracies 142 
Measurement surface 73 
Microwaves 1 
Minimum far field distance 9 
MiseU algorithm 120 
Modified Gerchberg-Saxton algorithm 156 
Near field 9 
Near field region 
radiating 9 
reactive 9 
Near field to far field transformation 73 
Noise temperature 
antenna 12 
brightness 13 
Nulls 37 
Nyquist sample spacings 90 
Nyquist's formula 12 
Offset reflector antennas 53 
Oversampling 90 
Oversampling by a factor of at least two 
97 
Paraboloidal reflector antenna 48 
Particle of fluid 222 
Particle velocity 222 
Peak gain 10 
Pencil of rays 7 
Phase, of a complex scalar 3 
Phase centre, perfect 51 
PhaBe pattern 10 
Phase relaxation algorithm 169 
Phase retrieval 77 
Phase retrieval algorithm 103 
Physical optics approximation 29 
Physical optics method 29 
Picket fence effect 136 
273 
Plane of incidence 23 
Plane-to-plane diffraction algorithm 122 
Point symmetric (images) 106 
Polar coordinates, normalized 133 
Polarization 7 
orthogonal 8 
sense of 8 
unit vector 8 
Polarization efficiency 46 
Polarization matched 46 
Polarization pattern 10 
Polarization plane 8 
Polynomial 98 
Positive images 108 
Poynting vector, Complex 7 
Probe (field measurement) 73 
Projection 252 
Propagation constant 7 
Radiating field 9 
Radiation efficiency 12 
Radiation hemisphere 30 
Radiation pattern 10 
Radiation pattern hologr am 117 
Radiation resistance 12 
Radio engineering phase problem 115 
Radio waves 1 
Radio window 55 
Radiotelescope 55 
Rays 7 
pencil of 7 
Reactive field 9 
Receiving antenna 8 
Reciprocity, principle of 10 
Rectangle function 89 
Reference antenna (field measurement) 
76, 77 
Reflection, laws of 23 
Reflection algorithm 170 
Required sample points 230 
Resolution cell 88 
Sampled image 88 
Sampling factors 90 
Sampling operator 88 
Sampling theorem 90 
Scattered field 21 
Shadow region 25 
Shallow paraboloidal reflector 51 
Shape defects 62 
Short element antenna 13 
Short waves 1 
Side lobes 37 
Sinc function 89 
Sky wave 18 
Small angle far field region 33 
274 
Small angle Fresnel region 36 
Small angle region 33 
Smoothing algorithm 184 
Source (field measurement) 75 
Source field 21 
Sources, of electromagnetic waves 5 
Spatial discrimination 57 
Speaker aperture field distribution 237 
Spherical coordinates 3 
Spillover 42 
Stagnation, of algorithms 106 
Standard atmosphere 17 
Superposition, principle of 5 
Support, of an image 86 
Surface charges 6 
Surface sources 
charges 6 
currents 6 
Surface wave 15 
Tapered aperture distribution 42 
Target value (error measure) 157 
Temperature, noise 47 
Test antenna (field measurement) 73 
Threshold algorithm 170 
Transmitting antenna 8 
Travelling wave antenna 14 
Troposphere 17 
Tropospheric scattering 17 
Undersampling 90 
Uniform aperture field distribution 39 
Uniform plane wave 22 
Uniqueness, Fourier phase problem 97 
Vector, component of 3,8 
Vertical polarization 8 
Wave equ at.ions 7 
Wave number 7 
Wavelength 7 
Weighted far field pattern 225 
Z-transform 
of an image 98 
properties of 100 
Z-transformation 100 
Zeros of an image 102 
INDEX 
