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I. INTRODUCTION 
A. Historical Review 
A theoretical study of solid helium irj of interest for several reasons. 
The interaction potential between atoms is relatively ;;J.rnp.l.e and quite 
well-known (la, pp. 196-203) so that a theoretical discussion of the 
solid from first principles should be possible. In this respect it 
should be a model solid. Solid helium.is" also very compressible. A 
change in the pressure of the order of 2000 atmospheres changes the 
volume by a factor of 2. For this reason a study of the solid should 
be enlightening in the understanding of pressure effects in solids in 
general. 
As a further point of interest a theoretical study of solid helium 
is complicated by the presence of a large zero-point energy, a consequence 
of the small mass and weak atomic forces between atoms. At constant 
temperature and volume, the Helmholtz free energy of the solid is 
(1.1) F = U - ST 
where U is the internal energy of the system and S the entropy. The 
internal energy is a sum of three terms, 
(1.2) U = + EG + SP , 
where is the static lattice energy, is the zero-point energy and E^ 
is the thermal energy, which vanishes as T 0. The ground-state energy 
is defined to be 
(1.3) Eg . + Eg . 
3 At a molar volume of 12.0 cm /mole Dugdale and Simon (lb) estimate 
that He^  has a static lattice energy of -139 cal/mole and a zero-point 
energy of l80 cal/mole. In comparison, Beaumont e;^  aJ. (2) have estimated 
that solid argon and solid krypton have static lattice energies of -1970 
cal/mole and -27^ 0 cal/mole, respectively. The corresponding zero-point 
energies are 124 cal/mole and Jk cal/mole, respectively. 
The thermal energy of solid helium is also relatively small in 
comparison with the zero-point energy. Domb and Dugdale (3) estimate that 
3 
at a molar volume of 12.5 cm /mole and at the melting temperature solid 
He^  has a zero-point energy of 170 cal/mole and a thermal energy of 6.43 
cal/mole. 
Because of the large zero-point energy, helium cannot be solidified 
without the application of external pressure. At absolute zero, pressures 
4 3 
of 25 and 30 atmospheres are required to solidify He and He , respectively. 
At the lowest pressure either solid is greatly expanded and in both cases 
3 the low pressure phase is body-centered cubic. Body-centered cubic He 
2 
occurs for molar volumes of 20 to 2k cm /mole. For these molar volumes, 
the nearest-neighbor distance is about 30% larger than the distance of 
minimum potential between pairs of atoms. In addition, the maximum 
displacement of an atom from its lattice site is 30-40% of the nearest-
neighbor distance. 
A theoretical consequence of the large zero-point energy is that 
classical lattice dynamics fails as a method for determining the various 
vibrational properties of the solid. For solid helium, the method of 
3 
classical lattice dynamics gives imaginary frequencies of vibration for 
3 
molar volumes larger than l8 cm /mole. This result is a consequence of 
the second derivative of the potential being negative at the lattice site. 
If the positions of all atoms in the solid except one are fixed, the 
remaining atom resides in a potential well of the type shown in Figure 1. 
The mean position occurs at a maximum in the potential, which leads to a 
negative second derivative at the lattice site. Even if the resulting 
second derivative were positive the method of classical lattice dynamics 
would give erroneous coupling parameters. This difficulty is due to the 
way the coupling parameters are evaluated in classical lattice dynamics. 
In classical lattice dynamics the coupling parameters are determined by 
an evaluation of the second derivatives of the potential at the lattice 
sites. Because of the large atomic displacements the problem should be 
treated using quantum mechanics. In a complete quantum-mechanical treat­
ment, these same parameters should be determined by an average over the 
positions of the atoms. 
Bernardes and Primakoff (h) and Bernardes (5) have used a quantum-
3 
mechanical variational method to calculate several properties of He and 
k 
He in the close-packed phase. The choice of a trial wave function is in 
this case a product of single-particle functions 
N 
{l.k) x^ ) = n (}). (x.-X. ), 
J.  ^ IM i=i 1 1 1 
where the single-particle functions have the form 
k 
Figure 1. One-particle static lattice potential at low solid density 
5 
nor .  
s in  I ^ '  
(1.5) •i(r.) = — for r. < a 
= 0 for r^  > a 
The parameter a is a scale factor, a is a variational parameter and the 
vector describes a given lattice. 
To allow for correlations between pairs of particles Bernardes and 
Primakoff modified the standard Lennard-Jones potential for helium by 
including a cut-off factor, exp(-3 r This factor softens the core 
of the potential and eliminates the singularity at the origin. The 
expectation value for the potential energy is expanded in a power series 
in the parameter a/no. The series is truncated after 2 or 3 "terms and 
the variation is carried out to find the minimum. The parameter g is then 
determined by fitting the energy to the correct energy for He . 
Wosanow and Shaw (6) have calculated the ground-state energy of 
3 bcc He using a self-consistent Hartree method. Their choice of wave 
function for the system is a product of single particle functions 
(1.6) Y = n (j)(î.+r. ) 
. X I  •  
1 
where 
(1.7) *(3:.+Z.) = 
sW r^  
Tiig einglerpars&oie fwcDiOBg ppnetrie 
•lattice sites and are required to satisfy the boundary conditions 
(l.8a) u(oo) = 0 
6 
and 
(l.8b) £im = finite 
r->-o 
The single-particle function, u(r^ ) is determined numerically by 
solving the Hartree equation 
,2 
(1.9) - ^  u"(r) + w(r)u(r) = e u(r) 
for the ground state. The self-consistent potential w(r) is obtained by 
integrating the two-particle interaction over the positions of all other 
atoms, 
(1.10) w(r ) = H f (p (x ) v(x -X ) (j)(x ) dJ . 
" J J J 
This calculation yields a value of +3h cal/mole for the ground-state energy. 
In comparison, the experimental value is -U.5 cal/mole. 
Rosenwald (%) has extended the previous method by using single-
particle functions with cubic symmetry. In this case the choice of wave 
function is 
(1.11) Y = n 
where 
(1.12) *(r) = u^ fr) + u^ (r) K^ (o) 
and r^  is the displacement of an atom from its lattice site. The function 
K^ (o) is the Kubic harmonic of the identity representation with angular 
momentum &=4. The functions u^ fr) and u^ (r) are spherically symmetric 
single-particle functions. They are determined self-consistently in a 
Hartree calculation. The ground-state energy is extrememalized if 
T 
u^ (r) and u^ (r) satisfy the Hartree equation 
2 
(1.13) - 2M + w(r)]*(r) = effr) + Z 6^  (r) K^ (n) . 
The definition of the Hartree potential w(r) is similar to that for Eq. 
1.10. This method yields a value for the ground-state energy about 10% 
lover than that obtained using spherical single-particle functions. 
In the previously described single-particle methods the single-
particle functions must be localized quite sharply around the lattice 
sites to avoid the large potential energies associated with the repulsive 
core. Because of this constraint the resulting kinetic energy is quite 
large. For this reason the calculated values for the ground-state energy 
are all considerably higher than the experimental values. In order to 
decrease the ground-state energy some kind of correlation between pairs of 
atoms must be included in the many-particle wave function. This correla- ' 
tion should be of the type that prevents the atoms from getting close to 
each other, but has negligible effect when they are far away. In this 
way the effects of the repulsive core can be reduced in the potential 
energy term without excessively localizing the atom to its lattice site. 
Iwamoto and Namaiza»wa (8) have included correlation effects in the 
following way. As in the preceding methods they introduce a single-
particle function (J)(r^ )j which is determined by the Hartree equation 
2 
(l,li^) 2M = e (J)(r) .  
In the conventional Hartree approximation the single-particle potential 
would be determined by Eq. 1.10. In this method Iwamoto and Kamaizawa 
modify Eq. 1.10 by introducing a pair type correlation , 
(1.15) v(r.)())(r )= Z c~^  / (()*(r )v(r -r )i|; (r ,r )dr 
X 1 -L J -LJ X J J 
where c.. is a normalization factor. The function tjj..(r. ,r,) is introduced 
ij ^ J 
to eliminate the effects of the repulsive core in the interaction potential 
and chosen so that it is the lowest eigen-state of the modified Hartree 
equation 
(1.16) * «(r%) + «(fj) + 
In this calculation a value of -1.3 cal/mole was obtained for the ground-
3 
state energy of bcc He . 
3 Saunders (9) has calculated the cohesive energy of bcc He using the 
wave function 
(I.IT) Y = z p n *(?.) n(;.) n x(r.J 
p i 1 j>i J* 
where Z P is the permutation operator, <j)(r. ) is a single particle function 
P  ^
with cubic symmetry and TI(Ç )^ is the spin state of the i atom. The 
function x(^ -n) is the pair correlation function which depends on the 
J & 
separation, r. , of atoms j and i. The function is determined by 
J *. J 
solving the two-particle differential equation 
(1.18) {- X(r) = 0. 
r 
This condition is chosen because it removes those terms containing the 
repulsive core from the ground-state energy. 
9 
The wave function is used to determine an approximate single-particle 
density function, Y(i), from the condition 
(1.19) Y(1) = (const) E |(f).(l)^ l^  n / Y(2)X^(RNG) dx . 
i  ^ &#1  ^
Eq. 1.19 is obtained by integrating Y Y (I.I7) over the positions of all 
particles except 1. The cohesive energy and other properties were then 
obtained from the approximate single-particle density function. 
Garwin and Landesman (lO) have suggested that Saunder's solution of 
Eqs. 1.18 and 1.19 is incorrect. They have presented improved methods for 
determining the correlation function x(r) from Eq. I.I8 and the single-
particle density function from Eq. I.I9. The agreement with experiment 
of the ground-state energy is not significantly better. 
In a further development in his theory, Nosanow (11,12,13) has included 
correlations between pairs of atoms in the trial wave function. The trial 
wave function used is 
(1.20) W = n *(|r I) n f(|x -X I) 
i  ^
The pair correlation function, f(r)T is chosen to have the form 
(1.21) f(r) = exp{-K[(a/r)^  ^- (a/r)^ ]} 
where K is a variational parameter and 0 is the scale parameter for the 
Lennard-Jones helium potential. The function f(r) approaches zero as r 
goes to zero. This has the effect of preventing a.pair of atoms from 
getting too close to each other. For large separation r (r & o), 
f(r) = 1, i.e., correlation effects vanish for large separation. 
Because of the increased complexity of the wave function the ground-
state energy is obtained by making a cluster expansion in the correlation 
10 
functions. Neglecting all but two-body clusters, the result is that the 
conventional two-particle potential in the Hartree equation (1.9 and 
I.IO) is replaced with an effective potential, ^ ^^ (^r). 
2 
(1.22) = f^ (r)[v(r) - ^  &n f(r)] 
The correlation effects are represented in this effective potential by the 
removal of the singularity at the origin. The effective potential contains 
a "soft core". This calculation resulted in a ground-state energy for 
bcc He of about 12 cal/mole. 
Hetherington e;fc aJ. (l4) have extended the preceding theory by 
including the effects of three-body clusters in the cluster expansion. 
The presence of the three-body terms changes the computed ground-state 
energy by 1 to 5%. 
Nosanow and Werthamer (15) have calculated the sound velocities and 
Debye temperatures for bcc He^  and hep He^  using the wave function given 
in Eq. 1.20. The phonon frequencies are determined by the roots of 
(1.23) detlMa)\,6. , - Z (l - exp(-iS*S)) 
R 
1 j 
where v^ ^^  is the effective potential defined in Eq. 1.22. Eq. 1.23 is 
a quantum-mechanical analogue of the secular determinant of classical 
lattice dynamics. The difference lies in the use of v^ ^^  and the average 
over the single-particle states ^ (r) of Eq. 1.20. In classical lattice 
dynamics the second derivative of the potential is evaluated at the mean 
11 
positions of the atoms. Eq. 1.23 was derived using the time-dependent 
Hartree approximation of Fredkin and Werthamer (l6) with the results of 
Kosanow's (11,12,13) variational calculations, de Wette et ^  (l7) have 
3 
computed the dispersion curves and densities of states for hcc He and 
bcc He using this same method. 
Brueckner and Frohberg (l8) have developed a theory similar to that 
of Nosanow. The trial wave function used is the same as that given in 
Eq. 1.20. However, in this method the correlation function f(r) is 
determined by solving a differential equation for f(r). In addition, the 
cluster expansion used in this case is different from that of Nosanow. 
In an ingenious development, Koehler (19,20,21,22) has unfolded the 
ground-state harmonic wave function in normal coordinates to find the 
corresponding wave function in real coordinates. This harmonic wave 
function is used as a trial wave function with the frequencies of vibration 
acting as variational parameters. The ground-state energy is then calcu­
lated using the quantum-mechanical variational technique. This method 
will be reviewed in Section II. 
The harmonic wave function, as it exists, contains correlations 
between atoms. Koehler (23) has also modified this method by including 
short-range two-particle correlations of the type given in Eq. I.l8. He 
finds a ground-state energy lower than the result of Nosanow (13) by 
3 
about 5 cal/mole for bcc He . 
B. Basis for This Work 
The method of Koehler is particularly interesting for four reasons, 
(l) The phonon frequencies are explicitly present in the result. No 
12 
external theory is required to calculate the frequencies. They arise 
naturally as a consequence of the variation. (2) The -choice of wave 
function is convenient in that the integrals over the wave function can 
be evaluated without using cluster expansion techniques. (3) The harmonic 
wave function contains a certain amount of correlation between atoms. 
(U) The method can be immediately extended to a calculation for the 
excited states. It appears that this method holds the greatest promise 
for extension to the finite temperature case. 
In previous unpublished work the author has examined linear chains of 
3 4 He and He atoms using Koehler's trial wave function and the Lennard-
Jones potential given by 
(1.2U) v(r) = k E[(p)^  ^- (p)^ ] 
-i6 ° 
where e = l4.1 x 10 ergs and a = 2.56 A. The ground-state energy and 
frequencies of vibration were calculated for a first and second neighbor 
model. It was found that the inclusion of second neighbors in the nearest 
neighbor calculation had very little effect on the frequencies of vibration 
or the ground-state energy. This might be expected as the potential is 
short-ranged and second neighbors are separated by twice the distance of 
first neighbors. 
In the case of nearest-neighbor interactions only, the ground-state 
energy^  per particle is given- by 
E^q. 1.25 is the one-dimensional equivalent of Eq. 2.69 derived in 
Section II. The derivation of Eq. 1.25 is very similar. Because of the 
simple form for (1.27) the sum over wave number s gan be done 
analytically. The parameter a is defined such that a = TT 
13 
(1.25) E /W = + / v(x)P(|x-'b| )dx 
a 
The parameter a is a variational parameter and b is the distânce between 
adjacent lattice sites. The function P( |.x-b|.) is the probability function 
for the separation of a pair of nearest neighbor atoms. 
(1.26) P(|.x-b|) = -^  exp[-a^ (x-b)^ ] 
nr 
The corresponding expression for the frequencies is 
(1.27) sin^  |. ' 
The parameter 6 represents the coupling between nearest atoms and is 
determined by an integration of v"(x) over their separation: 
3 
(1.28) "S = / v"(x)P( |.x-b|-)dx . 
a 
 ^ In the classical limit P(|x-b|) becomes the Dirac delta function and 
(S = v"(b). In Figure 2 a plot of the integrand in Eq. 1.28 is given for 
several lattice spacings. In each case, the optimum variational parameter 
a was obtained by minimizing Eq. 1.26. The limits of integration used 
00 O 
were a = 1.0 A and 3 = 5-0 A. For a lattice spacing of 2.65 A the choice 
of lower limit of integration, a, is somewhat arbitrary since the value 
o o 
of the integral is unchanged for 0.5A<a<1.5A. As the lattice 
spacing is increased the corresponding interval for a becomes smaller. 
When the lattice spacing is decreased the effect of the singularity in 
the potential is decreased and the integrand approaches the classical 
limit. 
o 
For lattice spacings greater than .3.2 A there are certain difficulties 
Ik  
rO 
o< 
> Q> 
o 
Xi 
I 
X 
a. 
X 
"> 
b = 2.65 A 
X ( A )  
Figure 2. Integrand of Eq.. 1.28 as a function of x for 5 different 
lattice spacings 
15 
present in the calculation. In this region the value of the coupling 
parameter 6 is highly dependent on the lover limit of integration in 
Eq_. 1.28. This difficulty i^  due to the singularity in the potential 
v(r) at r=0. The wave function does not contain sufficient repulsive 
correlation to eliminate this difficulty, which occurs for the larger 
o 
lattice spacings (greater than 3.2 A). It appears that additional repul­
sive correlation between atoms must be included in the wave function for 
calculations at these lattice spacings. 
With the inclusion of additional two-particle repulsive correlations 
of the type used by Nosanow (l.2l), it was found that the effects of the 
singularity in v(r) were eliminated. However, the problem develops that 
at the smaller lattice spacings the potential energy is so decreased that 
a bound-state cannot be found for the system. The potential core is 
softened too much by f(r) at these smaller lattice spacings. This occurs 
o 
for nearest neighbor distances less than 3.4 A. 
' 3 The author has also examined the body-centered cubic phase of He 
using the harmonic trial wave function. In this case, the harmonic wave 
function turns out to be inadequate in eliminating the effects of the 
singularity in the potential. This agrees with the results from the linear 
chain calculation since the body-centered cubic phase is the lowest density 
phase. In order to treat the bcc phase the harmonic wave function must be 
modified by the inclusion of more short-range repulsive correlation between 
pairs of particles. 
i 
From the results of the linear chain sind bcc calculations, it appears 
that the harmonic trial wave function should be adequate for treating the 
i6  
higher density hexagonal close-piickc:d phase. The x>urpose of thlr, vork is 
to examine the hexagonal close-packed phase using this method. At t?ie 
lower densities the mean position for each helium atom occurs at a 
potential maximum, as in Figure 1. This is a consequence of the lattice 
being expanded at these densities. For a harmonic potential, each lattice 
site occurs at a potential minimum. However, as the pressure is increased 
in the present case the lattice site shifts from a position of relative 
maximum to one of relative minimum in the potential. The anharmonic one-
particle potential "becomes more like a harmonic one-particle potential as 
the pressure increases. Krumhansl and Wu (24) have observed a similar 
effect in solid hydrogen. 
In Section II the ground-state energy is derived using the harmonic 
trial wave function. The un symmetrized wave function is used for both 
3 He and He . The effects of symmetrizing the wave function are discussed 
in Appendix A. The ground-state energy is minimized with respect to the 
frequencies of vibration. The resulting conditions are a set of eigen­
value equations for determining the frequencies, analagous to those of 
classical lattice dynamics. 
In Section III the general theory is applied to the specific case of 
the hexagonal close-packed lattice. A set of equations is derived for the 
self-consistent determination of the coupling parameters in the hep phase. 
In Section IV the calculated coupling parameters are used to determine 
various pyoprties of the §ol|d. 
IT 
II. GENERAL THEORY 
A. Classical Lattice Dynamics 
Consider a perfect crystal. Using the notation of Leibfried and 
Ludwig (25a) the position of the atom in the m^  ^unit cell is defined 
as 
(..1) 3: . 
The vector represents the position of the corresponding lattice site 
and can be written in the form 
(2.2) R"" = R"" + R 
y y 
where denotes the position of the unit cell and denotes the 
position of the lattice site within the cell. The vector defines the y 
displacement of the atom. from its lattice site. 
The vector S™ is described by three unit vectors a^ , a^  and a^ , which 
define the unit cell, and a set of three integers m^ , m^  and m^ , such that 
(2.3) R = m^ a^  + m^ a^  + rn^ a^  . 
The integers may be positive, negative or zero. 
In general, the Hamiltonian for the system is given by 
(2.4) E=h Z M (qu^ 2 + v(.., 
myi  ^ — -
The subscript i denotes the Cartesian coordinate of the displacements, M 
—- y 
is the mass of the atom in the cell and V(»««x°^ *»») is the total 
potential energy of the system. 
If the displacements are small the potential energy V(»»«x™'*') 
18 
m 
can be expanded in a Taylor series in terms of the displacements In 
the harmonic approximation all terms "but the quadratic term are neglected 
with the result that 
(2.5) ^<5 ~ ^  ^ '  '  ) 
myi 
, T „ ,mn m n 
+ h ^ ^'uy q y q y • 
mn 'J 
yv 
ij 
The function is the static lattice energy. The parameters 
9^  V(••"x™,•••) 
(2.6) 0^  =  ^
are the second order coupling parameters and have the following symmetry 
properties (25a, p. 283): 
(2.7a) Z = 0, 
n,v 
(2.7H) 
and 
(2.7c)  ^
19 
Eq. 2.5 is generally written in terms of normal mode coordinates. A 
possible choice for a transformation from real to normal mode coordinates 
(25b, p. 30) is 
(2.8) qu = — Z e^ (k,A) exp(ik*R™) 
fNM k,A  ^  ^y 
-»• ' k 
In general e^ (k,A) and are complex quantities. By requiring that 
(2.9a) e V(k,A) = e^ (-ic,X) 
and 
the q^  will clearly be real. 
The range of the summation over the crystal momentum k is determined 
by the boundary conditions on the system. Assume that the system is divided 
Q 
into "macrocrystals" each of which contains L = N unit cells. These 
macrocrystals are parallelpipeds whose edges are defined by the vectors 
L a^ , L a^  and L a^ . The atomic displacements q^  are now required to be 
periodic from macrocrystal to macrocrystal, i.e., 
(2.10) q"^ ^^  = . 
Eqs. 2.8 and 2.10 then place the following restriction on the vector 
20 
•ï*" 
(2.11) e = 1 . 
This condition is satisfied if 
(2.12) k = ^  (n^ b^  + n^ b^  + n^ "^ )^ 
vhere b^  , b„ and b_ are the unit vectors of the reciprocal la'G'fice and l e :  j  -
n^ , n^  and n^  are integers. The set of integers is redundant in that the 
addition of 2IT/L times j, reciprocal lattice vector to k in Eq. 2.8 does 
not change This redundancy is removed by restricting the allowed 
values of k to one unit cell of the reciprocal lattice, i.e., 
- L/2 + 1 £ n^ .ng.n^  £ L/2 . 
Using Eq. 2.8 the Hamiltonian (2.5) now has the form 
(2.13) H = ^  Z Z eV(it,A) eJ'(î',A') 
° 2,2'  ^  ^ pi  ^ 1 
A,X' 
 ^E exp{^ i(2+2' )«^ ™] + V^ (*««5™*") 
m y y 
I "tLit ej(it,x) eV(g',x') 
k,k'  ^  ^ mn /TTM  ^ J 
A,A' %% * V 
I" exp [i(k.^ ™ + . 
Defining the dynamical matrix by 
(2,lU) DV^ (k) = E exp^ ik* (r'^ -S"^ )'] 
JTTM m  ^
^ Y V 
= — Z exp[i2. (^ -^^  )] 
^ H V 
21 
and introducing the translational invariance condition (25b, p. 30) 
(2.15) I I exp(ik.R™) = A(k) , 
m 
where 
1 if k = 0 
A(5) = 
Eq.. 2.13 becomes 
0 if k ^  0 
(2.16) H = ÎS E Q ^  E eJ'(k,X) e 5'(k,A) + V 
° k  ^ %i ^   ^ ° 
X,X' 
+ ^  I: f exp[i(M').S°] 
X,X' y,v 
• E dV^ (S) e^ (î,X) e^ (5*,X') . 
J • 1 J 
J. J J 
The quantities eV(k,X) are specified by requiring that they be 
eigenvectors of the dynamical matrix, i.e., 
(2.17) Z dJ'^ (Îc) e^(k,X) = a| eJ'(k,X) . 
. IJ J KÂ 1 
" >d 
2 
For each k, there are 3 n modes of vibration where n is the number of 
atoms in the unit cell. The quantity X is then used to index the different 
modes of vibration for each value of k. 
Eq. 2.17 determines the eigenvectors to within a multiplicative 
factor. They can be completely specified by re'quiring that they satisfy 
the orthonormality and closure conditions : 
22 
(2.18a) Z e*V(k,X) e^ (k,X') = 6 . . ,  
1 1 AA 
Ml 
and 
(2.l8b) l e*y(k,A) e^ (ic,A) = 6^  ^6^  ^ . 
With the use of Eqs. 2.15, 2.l8a and 2.17 the Hamiltonian (2.16) 
becomes 
(2.19) = is Z (4 «1 + % 4 «1' + \ • 
K 5 A 
In terms of the conjugate momentum coordinates 
(2.20) pk = qk , -
the final form for H is 
o 
(2.21)  ^ £ (pf P*f + 4 . 
xC J A 
Now consider the wave function • 
(2.22) = A axpt-
where A is a normalization constant. — 
*k Operating on $ with P . yields 
(2.23) 
J 
Repeating the operation with gives 
23 
(2.2k) 
A 
2 î 
= * "gx *o - "Kx 4 A *0 • 
The eigenvalue for the Hamiltonian can now "be found. Using Eqs. 2.21 
and 2.2k, the eigenvalue in the equation 
(2.25) H $ = E 4' 
o o o o 
is clearly given by 
(2.26) E = ^  Z -a w+, + V 
In this case is the exact ground-state wave function for the harmonic 
Hamiltonian. 
It is possible to write the wave function (2.22) in terms of real 
coordinates. The inverse transformation to real coordinates is obtained 
by multiplying Eq. 2.9 by e^ (k*,A') exp(i k''R™) and then summing 
over m, y and i. The result of this operation is 
(2.27) Q*%! = Z qu e^ (k',X') exp(i k'-R^ l . 
myi  ^  ^
Substitution of Eq. 2.27 into Eq. 2.22 then yields 
(2.28) $0 = A exp {- h Z q^  q^ } 
nvj 
where 
(2.29) = 
' exp[i k'(S"-S®)'J . 
2k 
In Section II-B this wave function is used as a trial wave function for 
the general Hamiltonian. 
B. Review of Koehler's Method 
In treating the problem of solid helium, the general potential energy-
term in Eq. 2.k can be replaced by a sum over pair-wise 
3 4 interactions. Solid He or He exists in three phases. The body-
centered cubic and face-centered cubic structures can be treated as 
Bravais lattices with one atom per unit cell. The hexagonal close-
packed structure requires a lattice description^ ith two atoms per unit 
cell. In either case the subscript on the mass in Eq. 2.k can be 
dropped since the masses of all atoms in the unit cell are the same. 
The Hamiltonian in this case is 
given in Eq. 1.21. The prime on the summation excludes the terms with 
(m,y) = (n,v). 
In the variational calculation that follows the harmonic ground-state 
wave function (2.28) is used as a trial wave function for the Hamiltonian 
(2.30). The wave function (2.28) is dependent upon the symmetry properties 
of the lattice through the matrix G^ . The symmetry of G^ , present in 
the classical calculation, is also used in this case; but the frequencies 
of vibration, , are now treated as variational parameters. It should 
also be noted that the two-particle interaction v(|x™-x^ |) is not expanded 
where v(|x^ -x^ |) is a two-particle central force interaction of the type 
25 
in a series such as that used in Eq. 2.5. 
In terms of the wave function $ (2.28) the ground-state energy is 
o 
(2-31) Bo = 2M E. 
myi 
+ % z' ($^ , v(|39L3?^ ) $a)/($Q,$g; . 
mn 
MV 
Let I represent the set of indices (m,p,i). Using this abbreviated 
notation the kinetic energy is 
(2.32) K.E. . 
Operating on with p^  yields 
(2.33) Pi *0 = T I;- *. = !-« C Gij • 
•X J 
Repeating the operation gives 
(2.31.) (*o. *o) = «2 (*o.*o) : =„ Oij. • 
The relation 
9^ *o 2 2 
(2.35) 2 ~ ^ ^  ^IJ ^IJ '  9.J '  *0 "  ^  ^11 *0 
9q^ ' JJ' 
is obtained in a similar manner. 
Combining Eqs. 2.3^ and 2.35 gives 
P *2 32*2 
(2.36) (*o. Pi *9) = -2 G;; 7-2 
HI 
2 The last integral vanishes since 3$^ /9q.^  is zero for at infinity. In 
26 
terms of the full notation then 
(2.37) K.E. Z EGG 
myi 
Using Eqs. 2.29 and 2.l8a the kinetic energy reduces to 
(2.38) K.E. =F- Z 0)^  
 ^k,A 
The potential energy is first written in the form 
(2.39) 
' mn n 
The function P(^ ,^ ) is a two-particle probability function in which the 
positions of all other atoms have been integrated over all space, 
(2.40) 
P(q",^) = /'"fexpi- z qf; G?;^; é\ ) n dX . 
 ^^  m'y'i' ^  1 0 J m" m n  ^
n ' V ' j • or 
y" y V 
In more concise matrix notation the exponential is 
exp {-q G q} 
where q is a vector of dimension 3 r N and G is a 3rN x 3rN matrix. 
The quadratic form in the exponent is partitioned to give 
(2.41) exp {-q G q} = expJ -
exp + ^ 2^ 21^ 1 1^^ 12^ 2 * ^ 2^ 22^ 2^  ^ * 
27 
The matrix is a 6x6 matrix. 
(2.42) 
where 
gam gmn gOm 
py ' pv ' vy vv 
G™ G™ 
uy yv 
nm ^ nn 
vu vv 
are all 3x3 submatrices. The (3rN-6) x (3rN-6) matrix G^  ^contains the 
3x3 matrices of all other atoms and their pairs. G^  ^and couple all 
other atoms to the atoms (m,y) and (n,v). 
The vector contains the displacements for atoms (m,y) and (n,v) 
and has the dimension six. The vector bas the dimension 3rW-6 and 
Oj tXi 
contains the displacements of all other atoms. and are the transposes 
of and respectively. 
Adding and subtracting the term 
1^^ 12*^ 22^ 21^ 1 -• • 
in the exponent of Eg_. 2.^ 1 to complete the square gives 
(2.U3) P(q >q^ ) = exp 
The limits of integration on each displacement are -« to +». A change 
of integration variable is now made by introducing a new vector 
(2.^ +4) 2^ " ^2 + ^ 22 *^ 21 ^ 1 
with the result 
28 
(2.45) 
^ {-pgGggPgJ^ g • 
The limits of integration on the coordinates in are -«> to +<». 
The multiple integral over p^  is evaluated by transforming the Pg 
coordinates into a system of coordinates, where is a diagonal 
matrix. Let etc. be the eigenvalues of Ggg. The matrix is positive 
definite so all of the are positive. 
 ^ 3rN-6 -H» 2 
(2.U6) / exp {-pgGggPgJdpg = n c^  / exp {-Xj^ nj^ }dnj^  = const. 
Using Eq. 2.46, Eq,. 2.4$ becomes  ^
(2.U7) = (const.) exp t-^ i(®ii-®i2^ 22^ 21^ 1^^  * 
—1 * In Appendix B the matrix, G , inverse to G is determined. The 
inverse element of G^  is 
(2.U8) G"^  0 = e*^ (k,X) e^ (k,X) • exp [ik-(R"-R™)] . 
At k=0, the acoustic mode frequencies, , vanish leading to divergences 
a 
in (2.48). The presence of the w =0 modes is due to the center of 
° a 
mass motion, which has not been removed. At the present the will be 
£L 
regarded as finite and at a later state in the calculation these modes 
will be removed and the limit taken where o) , 0^. 
oX . 
-1 ^ The matrix G can be partitioned in the same fashion used in the 
partition of G (see Eq. 2.4l). Hence 
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P~1 (-.-1 
(2.1,9) G-" =1 11 12 
="'22 
The same notation is used as in the partition of G. The condition 
Gil G \ G-,, C-1 
(2.50) 
G"'ll G 12 
2^1 ^ 22, °''21 «"'22 
I 0 
0 I 
where I is the unit matrix and 0 is the null matrix gives the following 
relations among the submatrices : 
(2.51a) G-lji = I , 
(2.51t) Gj^ G-\2 + =12 =''22 = ° 
(2.51c) G^^ G-\^ + =22 ="'21 = ° 
and 
(2.51d) «21 G-"i2 + =22 G-lgg = I . 
Eliminating G from Eqs. 2.51a and 2.51c gives the condition 
(2.52) (G-\i)-l = G^, - 0,2(022)-! Gj, . 
With the use of Eq.. 2.52, Eq. 2.hj "becomes 
(2.53) = (const.) exp ^ Ç }^ . 
Thus the potential energy term is reduced to a sum of two-particle 
integrals, 
30 
(2.54) 
// v(|x%-x"|) exp {-C (G~^  } dq™ dq" 
P.E. = % Z' ^± Y ^ 
inn // exp {-Ç^(g" ç^} dq™ dq^ 
The potential energy term can be reduced further by transforming to a new-
set of coordinates defined by ~ 
(2.55a) q = - 9% 
and 
(2.55b) S = (q^  + q^ )/2 . 
Under this transformation the exponential (2.53) becomes 
(2 .56 )  
exp 
In Appendix C the relations 
(a.5Ta) % 
and 
(2.57b) 
are derived for the special case of a central force potential and the 
lattices of interest in this calculation. With these conditions the 
exponential reduces to 
31 
(2.58) exp 
= exp {-ç(H^ )"^ Ç} exp {-q(F^ )~^  0.) 
where 
(2.59) (f;^ )-^  = ^  Z -
and 
(2.60) (iT)-^  = 2 {(G-\,)-^  % + "} • 
This transformation separates the six-dimensional integral into a 
product of three-dimensional integrals. The integrals over Ç cancel 
out in the potential energy term and the remainder is 
/ V ) exp {-q(F™)"\}dq 
(2.61) P.E. = h I' y V ' uv 
-V/jnnx-l T,-»-
mn / exp {-q.(F^ )~ 
liV 
where 
(2.62) 3%* = 2% _ gn , 
yv p V 
The integral in the denominator is evaluated by the use of the 
following theorem (25c, p. 138). If M is a positive definite NxM matrix 
then n _ AT /o 
(2.63) /•••/ exp xMx^  dx^ '-'dx^  =(2ir) [M]" 
With the help of Eq.. 2.63, Eq. 2.6l can now "be written 
32 
(2.6k) p.E. = % E' i--agL__ /vfia»; + 31) 
mn ir 
• exp {-q(F^ )~\}dq . 
In Appendix D, the elements of the 3x3 matrix are simplified 
to the form 
(2.65) = |||^  e*^ (k,X){ej(k,X) - ej(k,X) 
• exp[iZ' (^ -^^ )^] } . 
Separating out the u> modes yields 
.a 
(2.66) "Ô»' e"i(o.Xa){e%(o.\;) -
Aa ,a 
_ . kA 
. expt.iZ.(a;_g%%}. 
The factor [e,(o,X. ) - e^ (o,X )"} vanishes for the Bravais lattices 
J 6 J a» 
since the superscripts n and v are redundant. In the case of the hep 
lattice, the factor again vanishes for p=v. The case where pfv also 
leads to the same result since at k=0, for the acoustic modes, the two 
1 2 
atoms in the unit cell move in phase, i.e., e (o,X ) = e.(o,X ). The 
J G, J p" 
term thus vanishes leaving 
(2.67) Pg = ^  Z' ® {eJ(k,A) - e^ (k,X) 
• exp[ik'(^ "-^ )]} , 
where the prime on the summation indicates that the k=0 acoustic modes 
33 
are excluded. The limit as o)^ ,^ 0 can now be taken. 
a 
Defining 
I 
(2.68) P^ (q) = "^3/2 exp{- g(F^ )'\} 
ÏÏ 
the final form for the ground-state energy is 
a (2.69) Eo = F i "kX + % / v(|am^ +gj) P*^ (q)dq . 
kX mn . 
yv 
The remaining integral is a three-dimensional integral over the separation 
of atoms (m,p) and (n,v). 
C. The Variational Conditions 
In this section the ground-state energy (2.69) is extremalized with 
respect to the 3 r N parameters at»-. : 
— - itA 
(2.70) 
BE .  ^
pv 
on, 
yv The occur explicitly in P^ (q) through the dependence of the matrix 
C on Hence 
BE  ^ 9P™"(q) 
kA mn 
JiV 
The derivative of p|^ (q) is given by 
-izg—- . 
3k 
The first term in Eq. 2.72 can be written in the form 
KA iCA 
.mn^  
1 
The last term in Eq. 2.72 is rewritten as 
3[q(F™)''\l a/™ T 
^ • 
Substituting Eqs. 2.73 and 2.74 into Eq. 2.72 then yields 
3P**(q) 
3 ( ) 
Comparing Eq. 2.75 with the derivative of P™(q) with respect to 
and q^, 
-*• J J" J 
leads to the following relations among the derivatives, 
'^C'u 
• 4 i'j' SSiSSj 
Substituting this into Eq. 2.70 yields 
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3E , T 
j2piiin(->) 
A partial integration is now carried out twice in the second term of 
Eq. 2.78. In each case the "boundary term vanishes. In Appendix D it is 
also demonstrated that the matrix F™ is symmetric in i and j. Hence 
3E  ^ 3(.F™). . 
nvj 
.2 
9q^ 9q^  yv 
2 The remaining integral represents the average value of 3 v/3q^ 9g.j. 
This corresponds to the coupling parameters (2.6) in classical lattice 
dynamics. Define 
8^ v( |R™+Î1 ) 
 ^ J 
where (m,p) 4 (n,v). If the two-particle interaction v( ) is 
* 
expanded in a series for small q and the series integrated term "by term 
the leading terms is 
axïïax" 
i J 3* = 3*, 3* = AR 
M y V V 
which is the classical value. 
36a 
The other terms in the series contain sums of higher order derivatives 
evaluated at the lattice sites. The odd order derivatives are not present 
since the integrand is odd and therefore the integral vanishes when the 
number of q. is odd. The quantum-mechanical average (2.80) thus con-
1 1J 
tains not only the classical value but enharmonic corrections as well. 
Using the definition (2.80) the extremalization condition (2.79) 
reduces to 
9E , T 9(F™^ )., 
nvj 
Differentiating with respect to produces the result 
(2 .82 )  
sJf" = - m "ÏX } . 
Eq. 2.8l with the inclusion of Eq. 2.82 is now written as 
(2.83) 
~ ~ NM ® '^ (k,X){e^ (k,X) - e^ (k,X) • exp ik* (R^ -R^ ) } 
mwi ij i J J W 
nvj 
Addition of the term • 
e*^ (k,X) teJ(5,X) 
ij 
- e^(it,X)'\ 
36b 
to the right-hand side of Eq^ . 2.83 changes nothing since the term is 
zero. Thus 
(2 .8U)  
"Ia ^  " NM ^  e*^ (k,A){eJ(k,A) - ej(k,X) • exp\.ik« (r"-I")] } 
nvj 
The parameter 4>^  is defined such that 
Z' $uv 
nv  ^
ij 
where the prime excludes the term (m,p) = (n,v). With this condition 
the first term in Eq. 2.84 vanishes leaving 
(2.85) = -
37 
(2.86) 
° ™ mul 
Z e ^ (k,X)e^ (k,X)exp|iik* (R^ -S^ )"] . 
j j i  I J  1  J  V P  
nvj 
This equation is satisfied by the if 
(2.87) 
•^ kX " M ^ "^ 0 exp[ik. (R"-S^ )] ej(k,X) . 
vj 
Since (2.80) depends only on (S'^ -]^ ) it is possible to do the 
sum over m. Let 
(2.88) £ = n-m . 
The final result is 
(2.89) u|^  e^ (k,X) = l D^ j(k) ej(ït,X) 
where D^ (^k) is the dynamical matrix 
^ J 
(2.90) Dij(k) = a" exp{iJ'(Sj-R^ )} . 
This final form for the extremalization condition corresponds to the 
eigenvalue problem of classical lattice dynamics. There are, however, 
some significant differences: (l) the coupling parameters depend on 
the frequencies so the set of equations (2.89) must be solved self-
consistently; (2) the coupling parameters contain anharmonic effects; 
and (3) the coupling parameters are determined by a quantum-mechemical 
average. 
The dynamical matrix (2.90) can be put into a form similar to that 
38 
of Nosanow and Werthamer (Eq_. 1.23) "by using Eg. 2.85: 
(2.91) (it) = ^  Z' <I>^ v {1-expUk'(R^ -R^ )3 } 
where the prime excludes the term where (&) = o,p). therefore 
corresponds to their 
<oo|v (r-r'+R)loo> 3R.3R. I eff 
1 J 
In addition to notational differences, these two quantities differ "because 
Nosanow and Werthamer are using an effective potential (1.22) and the 
effective potential is averaged over spherically symmetric single-particle 
wave functions centered about each lattice site. 
& 
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III. HEXAGONAL CLOSE-PACKED STRUCTURE 
A. The Brillouin Zone 
In this Section the general theory, developed in Section II, is 
applied to the specific case of a hexagonal close-packed lattice. The 
unit cell of the hep lattice is that of the single hexagonal lattice and 
can be described by the following vectors expressed in terms of Cartesian 
components : 
(3.1a) a^  = (a,0,0) , 
(3.1b) ag = (-a/2, f3a/2,o), 
and 
(3.1c) = (0,0,c) 
Within each unit cell there are two atoms of identical mass. One atom is 
located at the point (0,0,0) in the cell and the other at the point 
(a/2,a/2 4^ ,c/2). 
A diagram of the hep lattice is given in Figure 3. The open circles 
are lattice sites (type l) in the z=0 plane. The dark circles are 
lattice sites (type 2) in the planes z = c/2. The first, second and 
third neighbors of an atom at the origin are labeled by P = l,«««,l8. 
2 2 For an ideal hep lattice c = 8 a /3 and the set P = l,«««,l8 contains 
only first and second nearest neighbors. The positions of the lattice 
sites surrounding the origin are labeled by 
(3.2) = RJ -
where 
(3.3) " h jig) ® Ç ^ 2 2^ 3^ ° ^3 • 
Uo 
— •—"C^ -— — — — C^ "— o 
\ \ \ \ 
\ # \ # \ * \ o 
^ ^îV'~ —°\ 
9; ^ 
• \  *  « x  • \  •  
V--V--V-"A 
.\ .\ .\ .\ 
o~~~ — — — — o~~ —o — —^ 
Figure 3. Hexagonal close-packed lattice 
Ul 
The unit cell integers and the components of are listed in 
Table 1 for the first l8 neighbors. 
Table 1. Positions of 1st, 2nd and 3rd neighbor lattice sites relative 
to origin  ^
p 
'l 
RP 
X y 
rP 
z 
r V 
^2 3^ 
0 1 0 0 0 0 0 0 
1 1 1 0 0 a 0 0 
2 1 1 1 0 a/2 ^a/2 0 
3 1 0 1 0 —a/2 f3a/2 0 
k 1 -1 0 0 —a 0 0 
5 1 -1 -1 0 —a/2 -{3a/2 0 
6 1 0 -1 0 a/2 -<3a/2 0 
7 2 -1 -1 -1 0 - a/^ 3 -c/2 
8 2 -1 -1 0 0 - a/^ 3 c/2 
9 2 -1 0 -1 —a/2 a/2f3 -c/2 
10 2 -1 0 0 -a/2 a/2j3 c/2 
11 2 0 0 -1 a/2 a/2 (3 -c/2 
12 2 0 0 0 a/2 a/2f3 c/2 
13 2 0 -1 -1 a -a/f3 -c/2 
Ih 2 0 -1 0 a 
-a/ Î3 c/2 
15 2 -2 -1 -1 —3. -a/f3 -c/2 
l6 2 -2 -1 0 —EL -a/f3 c/2 
17 2 0 1 -1 0 2a/j3 -c/2 
18 2 0 1 0 0 2a/(3 c/2 
Given the previously defined unit cell vectors a^ , a^ , a^  (3.l) the 
vectors of the reciprocal lattice unit cell are found to be 
(S.Ua) = (l/a, l/{3a,0) , 
(3.4b) = (0, 2/ëa, 0) 
k2 
and 
(3.4c) = (o, 0, 1/c) . 
The reciprocal lattice is a simple hexagonal lattice of lattice spacing 
2/{3a in the basal plane and 1/c in the z-direction. 
The wave vector Î can now be found by substituting Eqs. 3.4 into 
Eq. 2.12 to obtain 
' 3 -5 '  î  =  •  
In Eq. 2.12 the integers n^ , n^  and n^  were defined such that k was con­
fined to a unit cell of the reciprocal lattice. It is more convenient to 
work with a region of ïc-space in which S is symmetric about the origin. 
This region is the Brillouin zone. Because of the cyclic boundary condi­
tions , introduced in Section II-A, this region is equivalent to the 
reciprocal cell. The requirement that Î lie in the first Brillouin zone 
places the following restrictions on n^ , n^  and n^ : 
(3.6a) 12n^ +ng| <_ L 
and 
(3.6b) |2n^ | < L . 
The first Brillouin zone is shown in Figure 4. 
B. The Coupling Parameters 
In this section the method of Begbie and Born (26) is used to reduce 
the number of coupling parameters (2.80) that need be examined. Because 
of the symmetry of the lattice many of the are related. 
Consider a Cartesian system of axes in which a point in space is 
described by the vector x. Now transform to a new set of axes using a 
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Z 
r J— — — 
/j 
Figure U. Brillouin zone for hexagonal close-packed lattice 
kh 
transformation T. The point in space is now located at x' whore 
(3.7) X' = E T X . 
j  J J 
"•V —y 
If x' and X are required to describe the position;', of 'j at t ice sites then 
the transformation T^j must be a syminetry operation of Uho ].ai,ti ce.-. The 
transformation t alee s one lattice site into another in a 1-1 mapping. 
The coupling parameters "behave like covariant tensors of rank two. 
The same transformation applied to the coupling parameters gives 
.P (3.8) T.,. T 
J 11 J'J IJ 
In terms of matrix notation Eq. 3.8 is written 
(3.9) = T T 
where î' is the transpose of T. 
The hexagonal close-packed lattice has the space group and the 
point group (see Koster (27)). The symmetry operations of the group 
P 
can be used to relate the components of the various $ matrices. The 
following four operations in will prove to be useful. 
(l) The point group contains a three-fold rotation about the z-axis. 
Using the notation of Seitz (28) this symmetry operation can be described 
by the matrix 
• 43/2 0 
— 1(3/2 —^ • 0 
\ 0 0 1 
(3.10) Ô2 = 
This corresponds to a rotation of the x and y axes through an angle of 
120° counter-clockwise about the z-axis. This operation produces the 
following permutations among the first, second and third neighbor lattice 
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sites : 
( 5 3 1 )  ( 6 1 + 2 )  
( 7 9 11) (8 10 12) 
(13 15 17) (l4 l6 18) 
Tlie notation (5 3 1 ) means that under the operation lattice site 5 
becomes 3, 3 becomes 1, and 1 becomes 5» 
(2) The point group contains a two-fold rotation about the y-axis. 
This operation can be described by the matrix 
-1 0 0 \ 
(3.11) 2^ = 0 1 0 
\ 0 0 -1 
This operation gives the following permutations : 
(2 3) (1 h) (5 6) 
(7 8) ( 9 12) (10 11) 
(13 16) (l4 15) (17 18) . 
(3) The point group contains a reflection in the plane z=0. The 
matrix used for this operation is 
1 0 0 
(3.12) I
I on a
 0  1 0 
\  0 0 -1 
The permutations associated with this symmetry are 
(1) (2) (3) (4) (5) (6) 
(7 8) (9 10 ) (11 12) 
(15 16) (17 18) (13 Ik) . 
(k) The point group contains a reflection in the x=0 plane. The 
1+6 
corresponding matrix is 
-1 0 
(3.13) Pi = 
0 
0 10 
0 0 1 
The operation gives the following permutations ; 
(2 3) (1 U) (5 6) 
(9 11) (7) (8) (10 12) 
(13 15) (IT) (18) (lU 16) 
p 
There are two additional properties of the $ 's which are more general. 
(5) For a general lattice and interaction potential the following 
condition is valid: 
(3.14) 0^  = 
This is Eq. 2.Tb in Section II-A. 
(6) Eq. 2.80 is unchanged by an interchange of q^  and q^  so 
(3.15) 
,nm 
This last condition is a consequence of the assumed central force potential. 
P  Eq. 3.15 indicates that the $ matrices are symmetric. 
The lattice sites' 1, 2, 3, 4, 5 and 6 are all in the same.plane and 
are related by 6-fold, 3-fold and 2-fold rotations. The components of 
P the corresponding matrices, $ , are interrelated for this set of 6 points. 
The operation leaves the lattice site 1 unchanged so 
(3.16) = Pg pg .  
Explicitly, Eq. 3.16 is 
\^l *Ï2 *13' 
12 22 23 
4^  13-23 33 
1 
0 
0 
0 0 > 
1 0 
0 -1 
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'11 *12 '13 
*12 "IE "23 
*23 *33 
1 
0 
W 
*ii *12 '*13^  
*^ 2 *22 •*23 
-d)^  -
\ 13 •*32 *33 j 
Therefore 
(3.17) 4>^ 3 = $23 = 0 . 
Write the remaining matrix in the form 
a+2g 6 0 
(3.18) 
where 
(3.19a) 
(3.19b) 
(3.19c) 
and 
(3.19d) 
0^  = — 6 
0 
a-2e 
0 
0 
Y 
= -(a+23) 
$22 ~ -(ot-23) 
= - Y 
*12 = - 6 
The symmetry conditions (5) and (6) imply that 
(3.20) 
In addition i and $ are related by 6^  , 
(3.21) = 6^  4»^  
In detail Eq, 3.21 is 
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-1 0 °\ j u+2li 
A (J) = — 0 1 
I 0 0 -1/ \ 0 
a-2|i 0 
a+23 
- 6  
\ 0 
-6 Q \ 
o-2g 0 
0 Y 
From Eqs. 3.20 and 3.21, we see that 
( 3 . 2 2 )  6 = 0  
The' parameters 0^ , 0^ , and can now he determined by the 
equations : 
(3.23a) = 5^  0' % 
(3.23b) 
(3.23c) 
and 
(3.23d) $ = 6^  $ 
The lattice sites 7, 8, 9, 10, 11 and 12 are related by 3-fold 
g 
rotations and reflections through the z=0 plane. The matrix 0 is 
invariant under operation (4)': 
(3.24) 4»® , 
*11 *13^  
*22 *23 
*13 *23 *L 
-1 0 
0  1 0  
\ o  0  1 /  
/*l\ -*?2 
,8 
13 
-*L *:3 
\-*?3 *& *1 
k9 
*L •4\ 
*12 *& *M 
.8 ,8 8^ 6 6 6 
13 23 33 
-1 
0 
0 
0 0 \ 
1 0 
0 1 I 
Hence 
(3.25) *8 .8 *12 = *13 = 0 ' 
(3 .26)  
The remaining matrix is written in the form 
X+2y 0 0 
X—2]j 2.0 
2 a  V  
8^ _ 0 
\ 0 
where 
(3.27a) 
(3.2Tb) 
(3.27c) 
and 
(3.27d) 
The other coupling parameter matrices in this set are obtained from 
the relations : • 
(3.28a) 4»*^  = , 
(3.28b) = gg *7 , 
= -(A+2y) 
O 
2^2 ~ -(X-2y) 
J 
*33 = - V 
*23 - - 20 
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(3.28c) 
(3.28d) 
and 
(3.28e) 
2^ 
Pg 
.12 .11 ~ $ = Pg * Pg 
The atoms P = 13, l4, 15, l6, 17 and l8 are related "by 3-fold 
3-Ô 
rotations and by refections through the z=0 plane. The matrix 4> 
associated vith atom l8 is invariant under the symmetry operation (h) 
(3.29) 4-^ ® = P3 P3 . 
$18 *18 18 
11 12 13 
$18 ,18 18 
12 22 23 
4:4 
-1 0 
tl8 18 18 
12 22 23 
,$18 $18 $18 
V 13 23 33 
-1 
\ 0 
M 
0 
11 
$ 18 
11 
18 
12 
18 
13 
-0 
$ 
$ 
18 
12 
18 
22 
18 
23 
$ 
18 
13 
18 
23 
18 
33 
from which 
(3.30) 1^1 = ^ 13 = ° 
.18 
The matrix $ is now written in the form 
1 ç+2n 0 0 
(3.31) C
D 
II 0
 
g-2n 
-2X 
\ 0~ 
-2X Ç 
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where 
(3.32a) 4.^ ® = - (ç+2n) , 
(3.32b) $22 = - (5-2n) 
(3.32c) $33 = - ; 
and 
(3.32d) $23 = 2 X . 
The other five matrices in the set are obtained from the relations : 
(3.33a) $^ '^  = P3 P3 , 
(3.33b) $^  ^= Ô3 %3 
(3.33c) $^  ^= P3 P3 , 
(3.33d) $^  ^= 5^  $^  ^
and 
(3.33e) $^  ^= P3 P3 . 
A summary of the coupling parameters for first, second and third 
nei^ bors of the atom at the origin is found in Table 2. 
The matrix $ ° including interactions to third neighbors is obtained 
from Eq. 2.85: 
o 18 
(3.34a) $ = - Z $ . 
P?^ 0 
The parameters a, g, y» etc. are at present undetermined. 
It should be noted that to insure that the anisotropic stresses 
within the crystal vanish at equilibrium, it is necessary to place an 
additional restriction on the coupling parameters. Following Leibfried 
Table 2. Coupling parameters for 1st, 2nd and 3rrl nc1 f-Ji'borc 
-*Il -'4 
,P 
- -*33 -4; -il 
X -p 
-^ 13 
0 -(6a+6x+6ç) —6 ( ot+À+ç ) -6(Y+V+Ç) 0 G G 
1 a+26 a-23 Y 0 G 0 
2 a-g a+g Y >[33 G 0 
3 a-3 a+3 Y • -433 G G 
U a+2B a-23 Y 0 G G 
5 a-3 a+3 Y (33 G 0 
6 a-6 a+3 Y ->f33 G G 
7 X+2y A—2y V G -2 a 0 
8 X+2y X—2y V 0 2a G 
9 X—y X+y V T3y • a -6a 
10 X-y X+y V 43y -a 
11 A—y X+y V -43y a «Î3o 
12 X-y X+y V -{3y -a -{3a 
13 C+n Ç >Î3n 
-X TSx 
Ik ç-n ç+n ; <ï3n X -0X 
15 C-n S+n ; ->(3ri 
-X -43X 
16 S-n S+n ; -<3n X Isx 
17 G+2n S-2n ; 0 2x G 
18 G+2n 5-2n ç 0 -2x G 
and Ludwig (25a, pp. 298-301) this condition can be written in the form 
(3.34b) Z $uv Ryv 
m: k 
_mn _ .mn Rwy = z 
lan 
Ryv „mn Ryv 
yv yv 
Eq. 334b is a consequence of rotational invariance within the crystal and 
is valid for the cases of vanishing stresses eind hydrostatic pressure. 
In the present case Eq. 3.34b leads to the condition 
2 
(3.34c) (A+Ç) = 3y + V + . 
2 a 
In Section III-E a set of self-consistent equations will be derived 
for determining these parameters. 
C. The Dynamical Matrix 
In this section the dynamical matrix (2.91) is derived and its 
symmetry properties are examined. The eigenvectors of equivalent points 
in the Brillouin zone are related to the eigenvectors of the corresponding 
point in the irreducible part of the zone. 
There are two lattice sites in the unit cell. Those lattice sites 
with the cell coordinates (0,0,O) are labeled type 1. Those lattice 
sites with cell coordinates (a/2, a/2 •fS, c/2) are labeled type 2. The 
dynamical matrix D(k) is partitioned in the following manner: 
D^ (^k) 
(3.35) D(k) = 
The 3x3 submatrices D^ (^k) are symmetric and defined by Eq. 2.90, 
D^ (^k) D^ (^it), 
(3.36) D^ j(kJ = g exp{ik«(S^ -S^ )} . 
The matrices D^ (^J) and D^ (^Ê) represent the dynamical matrices for 
primitive hexagonal lattices, which can be described as sublattices of 
the hexagonal close-packed lattice. The lattice structure and interaction 
5k 
between particles is the same for both sublattices so 
(3.37) = D^ (^k) 
The matrices D^ (^k) and D^ (^k) describe the motion due to the coupling 
12 between the sublattices. The matrix D (k) has the elements 
(3.38) D^ jCk) = I E $5^  exp{i]k. (Èg-Ê^ )} 
Using Eqs. 2.7c, 3.l4 and 3.15, Eq. 3.38 can be rearranged to give 
(3.39) D^ C^k) = I E exp{-i2.(R^ -%)} = D*21(k) . 
With the use of Eqs. 3.37 and 3.39, Eq. 3.35 is rewritten in the form 
(3.40) 
where 
(3.41) 
and 
(3.42) 
Substitution of Eq. 3.5 into Eqs. 3.^ 1 and 3.U2 thus gives 
(3.43) 
A(S^ ) = ^  Ï. exp{i 
P=0,1*•«6 
and 
(3 .44)  
B(Ê) = ^  Z exp{i 
P=7,'''l8 
The elements of A(k) and B(k) are evaluated using Tables 1 and 2. 
The elements of A(k) are 
D(k) = 
A(k) B(k) 
B*(k) A(k) 
A(k) = D^ t^k) = D^ (^S) 
B(k) = D^ (^k) = D*^ (^ic) 
"P . "1 R + 
a X Éa y =  ^
n +2n n 
+ — R + 
ax y c 
3 T,P' 
/5o 
55 
(3.45a) 
All = I {6(A+Ç) + 2(a+2B) [l-cos20i"] 
+ 2(a-3)L 2-COS202 " 0082(61+82)} 
(3.45b) 
Agg = I {6(A+Ç) + 2(a-23) [l-cos29i'] 
+ 2(0+6)^  2-00820 - 0032(01+02)]} , 
(3.45c) 
A33 = ^  {6(v+ç) +2Y [,3-CO320I - COS202 - 0032(01+02/]} , 
(3.U5d) 
Ai2 = {008202 - 0032(01+02)} 
and 
(3.45e) Ai2 = A22 = 0 , 
where 
(3.46a) ©1 = TOi/L 
and 
(3.46b) ©2 = -rrng/L 
The elements of B(k) are 
(3.47a) 
\l ~ ~ M {(^ +2w) exp(-2i(J)) + 2(A-y) OOS01 exp(i(j)) 
+ (ç+2n) exp(4i#) + 2(g-n) 008201 exp(-2i(J))} cos©^  , 
(3.47b) 
®22 ~ ~ M exp(-2i())) + 2(X+y) cos0i exp(i(j)) 
+ (ç-2n) exp(4i<j)) + 2(ç+n) cos20i exp(-21 ij))} 0030^  , 
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(3.47c) 
B33 = - ^  {v£exp(-2i(|)) + 2cos9^  exp(i*)^  
+ s[exp(4i(|)) + 2cos20^  exp(-2i(j))3 } cosS^  , 
(3.UTd) 
®12 ~ ^   ^{ysine^  exp(i^ ) - nsin20^  exp(-2i#)} cosG^  , 
(3.47e) 
1^3 ~ ~ ^  {osin9^  exp(i<i)) + xsin29^  exp(-2i*)} sinG^  , 
and 
(3.U7f) 
®23 ~  ^{atexp(-2i(i)) - cos0^  exp(i<J))} 
- xte3cp(Ui())) - cos20^  exp(-2i(|))'] } sinG^  
where 
(3.U8a) 9g = Trn^ /L 
and 
( 3.48b ) <t) = TT(n^ +2ng)/3L 
It is only necessary to solve the eigenvalue problem (2.89) in the 
irreducible part of the Brillouin zone. For the hep structure this 
corresponds to 1/24 of the volume of the Brillouin zone. The irreducible 
part is chosen to be that part where n^ , n^  and n^  are all positive and 
n^  >_ n^ . For an arbitrary point (n^ jn^ jn^ ) in the irreducible zone there 
are 23 equivalent points outside the irreducible zone which have the same 
eigenvalues but different eigenvectors. For points in planes of symmetry 
and on the faces of the zone this number is considerably reduced. In 
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general the points equivalent to (n^ jn^ jn^ ) are: 
(n^ .n^ j+n^ ) (n^ +n^ j-n^ j+n^ ) (n^ j-n^ -n^ +n^ ) 
(ng.n^ .+pg) j-n^ -n^ j+n^ ) 
"^"l'~"2'-^ 3^  (-ni-Hg.nij+ns) (-n^ .n^ -n^ j+n^ ) 
(-n^ .-n^ .+n^ ) (-n^ -n^ .n^ .+n^ ) (-n^ .n^ +n^ .+n^ ) 
These points are all related by orthogonal transformations. 
The eigenvalue equation (2.89) in matrix notation is 
(3.49) D(k) e(k,A) = a|^  e(k,X) 
where the e(k,x) are column vectors with six components. Assuming an 
orthogonal transformation A, Eq. 3.^ 9 can be written in the form 
(3.50) D(k) A"^  A e(k,X) = e(k,X) . 
Multiplying Eq. 3.50 by A gives 
(3.51) D(k') e(k',X) = e(&',X) 
where 
(3.52) D(k') = A D(k) A"^  
and 
(3.53) e(k',X) = A e(k,X) 
The point k' in the Brillouin zone thus has the same frequency as the 
point k in the irreducible zone, but has different eigenvectors. Eq. 3.53 
is used to relate eigenvectors for the equivalent points. The eigen­
vectors for these points are related in the following 5 steps. 
(l) Consider the two points k = (n^ jn^ jn^ ) and k' = (n^ jn^ j-n^ ). The 
dynamical matrices in each case are 
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(3.54) D(k) = 
and 
(3.55) D(k') = 
'\l 1^2 0 "11 "12 1^3 
2^2 0 2^ 2^2 2^3 
0 0 A^ 3 
"13 2^3 -33 
•» 
1^1 
* 
1^2 
•» 
®13 4l 1^2 0 
•» 
1^2 
X-
2^2 
«• 
2^3 1^2 ^22 0 
* 
1^3 
* 
2^3 
•X-
3^3 
0 0 
3^3 
1 1^2 0 \l ' 3l2 -\3 
^12 2^2 0 1^2 ®22 "®23 
0 0 3^3 -\3 ~^ 23 ®33 
«• 
®11 
* 
1^2 
* 
"®13 ''^ ll ^12 0 
* 
S12 
* 
®22 
* 
"®23 42 2^2 0 
* 
"®13 
* 
~®23 
•x 
"33 0 0 3^3 
where the elements of A(k) and B(k) are used. By inspection the orthogonal 
transformation connecting Eq.s. 3.5^  and 3.55 is 
(3.56) A = 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 -1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 -1 
Substitute Eq. 3.56 into Eq. 3.53: 
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(3.57) 
û „ ( k '  , A )  
e^ (k',A) 
-e2(k',X) 
egCk'.X) 
=  A  e ( k , À )  =  
ej(k,x) 
GgCÉ.x) 
-Ggfk.A) 
e^ fk.X) 
Ggfk.A) 
-Gq/ksA )  ^
Thus the examination of the Brillouin zone is reduced to those 12 points 
where n^  > 0. 
3 — 
(2) Consider the points k = (n^ jn^ jn^ ) and k' = (-n^ j-n^ jn^ ). In this 
case the matrix D(k') in terms of the components of A(k) and B(k) is 
(3.58) D(k')= 
(3.59) A  =  
1—i CVJ 0 
«• 
^1 
* 
^12 -\3l 
^12 ^22 
0 
•X-
^12 
* 
^22 
* 
-^23 
0 0 
^33 
x-
"^13 
* 
-^23 
* 
^33 
Sll \2 -\3 4i ^12 
0 
®12 ®22 -323 ^12 ^22 
0 
~®13 '^23 ®33 
0 0 
^33 
corresponding orthogonal transform 
0 0 0 -1 0 0 
0 0 0 0 -•1 0 
0 0 0 0 0 1 
o
 
H
 1 0 0 0 0 
0 -1 0 0 0 0 
0 0 1 0 0 0 
Hence, 
6o 
e^ fk'.X) -e^ (k,A) 
egCk',^ ) 
e^ (k',A) 
e2(k',X) 
= A e(k,X) = 
-eJ(k,A) 
egtk'.X) 
e^ (k',A)  ^ e^ fk.A)1 
There are now 6 points left to be related. 
(3) i\iow let k = (n^ n^^ in^ ) and k' = (n^ jn^ jn^ ). The elements of the 
matrix D(k') are 
(3.6l) 
\l<k' = i A^ (^î) -  ^A^ gCk) + 3 k Agg(k) , 
A^ ^ ( P  = f A^ j_{î) + 2^ AiffZ) + 1 k A22(k) , 
Ajj(k' = Aggfk) , 
*12'^ ' = - 1 A^ (^n + - + f A^ (^î) 
A^ jdc' = A^  (it' ) = 0 9 
Bi,{ir. = i - 9 + 3 4 Bggfk) ' 
= f + •f B*2(Î) + 1 U 
*  / ^ \  
= 833(11) . 
Bi,(Ê' H- i B*3(it) + 
Bi3(^  = - i B^ 3(S> + % B^ 3(S) 
and 
6i 
+ ^ BggCk). 
The transformation connecting the matrices D(k) and D(k') is by inspection 
( 3 . 6 2 )  A = 
0 0 0 -1/2 >(3/2 0 ' 
0 0 0 D/2 1/2 0 
0 0 0 0 0 1 
-1/2 (3/2 0 0 0 0 
(3/2 1/2 0 0 0 0 
0 
, 
0 1 0 0 0/ 
Therefore 
(3 .63)  
e^ (Z' ,x)i 
BgCk' ,A) 
e^ fk' ,A) 
,x) 
,A) 
ie2(Z' ,A)/ 
= A e(k,X) = 
- I e^ (k,x) + ^  egCk.X) 
% e^ (k,X) + I" 6^ (2,X) 
GgCk.A) 
-  I  e j (k ,x)  + ^  egCk.X) 
^ e^(k,X)  + I  e^Xk.A) 
e^ Ck.X) 
There are now 3 points left to relate: 
(n^ .n^ .n^ ) (n^ +n^ .-n^ .n^ ) (ni+n^ j-n^ jns) 
(^ ) Let k = (n^ jn^ jn^ ) and k' = (n^ +n^ j-n^ jn^ ). In this case the relations 
between the elements of D(k) and D(k' ) are the same as those given in Eg,. 
3.61 with replaced by replaced by -B^ g and B^  ^replaced by 
-B 13' The matrix A is 
(3.6^ y A= 
0 
0 
0 0 0 
1/2 <3/2 0 
JB/2 1/2 0 
0 1 |o  
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0 0 1/2 (3/2 
0 0- {3/2 1/2 
0 
0 
0 
0 
0 
Hence 
( 3 . 6 5 )  
e^ (k',X) 
i(J',x) 
e^{P,X) 
eJ(k',X) 
e2(k',X) 
\e^ (k' ,X)j 
= A e(it ,X) = 
0 0 
0 0 
' I e^ (k,x) + Ç egf&.X)) 
.^ e^ (k,X)+ |e|(^ ,X) 
eg(Z^ X) 
I eJ(k,X) + ^  eg(Z,X) 
e^ (k,X) + i e^ Xk^ A) 
e^ fk.X) 
It remains to relate (n^ +n^ j-ngjn^ ) to (n^ jn^ jn^ ). 
(5) Let k = (n^ jttgjn^ ) and k* = (n^ +^n^  j-n^  jn^ ). The relations between 
D(k') and D(k) are 
(3.66) 
Aii(k') = ^  A^ (^J) + + f ^22^ ^^  ' 
2^2^ '^ ) = i  ^A^ g(^ ) + ^  Agg(^ ) , 
Ai2(S') = ^  A^ (^Z) + ^  A^ 2(g) - Agg(^ ) , 
AggCk* ) = AggCk) , 
Sll'k') = i Bll(k) + f =12® "f ^ 2^2® 
®22<-' ' = i Bll'k) - f ^2<^ '' X 
Bggfk') = Bggfk) 
Bi^lk') = ^12+ 2 ^ 12Bgg(È) 
S13'"' ' = I Sis'Z) + f ^23'^ ' 
and 
 ^ 2 ~ 2 ®23^ ^^  
D(k) and D{k') are related by 
1/2 >0/2 0 0 0 
>15/2 -1/2 0 0 0 
0 0 1 0 0 
0 0 •0 1/2 0/2 
0 0 0 0/2 -1/2 
0 0 0 0 0 
Hence 
6k 
(3.68) 
'e^iP ,X) 
jA) 
e^iP ,X) 
e^ (k',X) 
,A) 
Ggfk'.A), 
= A e(k,A) = 
/& e^ (k,X) + "je^ CSjX)! 
e^^ (k,A) - e^gfk.A) 
GgCk.A) 
I  e^ (k, x )  +  "f  e^ Ck.X) 
 ^e^ (k,X) - I" e^ CkjX) 
\ e^ Ck.X) 
A summary of the eigenvectors of the points in the set, expressed in 
terms of the components of the eigenvectors for the point in the irreducible 
zone, are given in Table 3. 
Table 3. Eigenvectors for equivalent points in k-space 
(n^ .n^ .n^ ) 
'1 
1 
1 
"3-
'1 
2 
'2 
2 
-e 
-a. 
'1 
1 
' 2  
1 
3 
2 
a 
2 
' 2  
2 
-e 
-e 
1 
1 
'2 
1 
'3 
2 
1 
2 
'2 
2 
-e 
—e 
-e 
-e. 
1 
1 
' 2  
1 
3 
2 
1 
2 
'2 
2 
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Tabic 3. (Continued) 
(-n^ .-ng.n ) ' (n^ j-n^ -n^ ) 
2 2 2 
"'l 
2 
'l -"l 
2 
-^ 2 
? '  
'2 -'-2 
2 
3 
2 
-'3 
2 
"3 
2 
-63 
H
 H
 
1 
-®1 
1 
®1 
1 
1^ 
1 
2 
1 
-®2 
1 
-^ 2 
1 
-'^ 2 
1 
3 
1 
-®3 
1 
"3 
1 
-"3 
(-n^ .-n^ .n^ ) 
1 1 
2 ®1 -14 
1 1 # ^1 
2 1 ~ 2 2 h i *  
1 1 .  ^  1  
~ 2 1 2 2 
< 3 1 1 1  
2 ®1 " 2 ®2 
0 . 1  L I  
2 1 2 2 
41 1 1 ^ 1 
2 ®1 ~ 2 2 
—0 , -e. 
12 fs 2 
2 ®1 ~ 2 ®2 
1 2  «Î3 2  
2 ®1 ~ 2 ®2 
4% ^ 2 12 
2 1 " 2 ®2 
<3 _2 1 _2 
2 1 " 2 2 
-e. 
h l * % 4  hM": 
 ^2 12 
2 ®1 " 2 ®2 
>(3 2 12 
2 ®1 ~ 2 ®2 
—G, 
en CM CM 
a G 
-P-' Ml CM 
+ H 1 G 2 1
 
CM 0 
1 rHiCM 
'AJ CM 
o; 
I 
OJ rH 
ai 
HIOJ 
CM CM d) 
(Ml CM 
+ 
CvJ H 0) 
RH| CM 
I 
CM CM 
m 
Hi CM 
+ 
CVl H 0) 
[^ ICM 
CM CM (U 
HICU 
+ 
CM H 
<U 
151 CM 
CM CM (U 
iH I CM 
+ 
CM IH 
<D 
151 CM 
CM 00 0) 
I 
CM on ttj 
CM 00 
OJ 
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<D 
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JROL CM 
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<D 
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H CM (U 
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rH rH Q) 
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<D 
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1—I I—I 0 
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H CM 0) 
H|CM 
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CO 
CM CM 
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tt) 
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rH CM (U 
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H CM 
tt) 
H|CM 
G + + CM on 
tt) + + 
rH CVJ H 
tt) CVJ rH <D H 1—1 tt) H H (U 
CM 3 H|OJ 
1 
1^1 CM H| CM ÇLCM 
H on (U 
I 
H on 
<u 
H on 
ttJ I 
H on 0) 
1—1 CM 
on tt) 
S 
1^1 OJ 1 
1—1 
1 
CM rH rH (U 
H|CM 
1 1 
H CM 
tt) 
on 
lÇ)|CM G 
H 
0 1 
CM rH rH 
a 0) 
H 
C 
HjCM 
1 1 
on 
a H CM 
1 tt) 
CM 
a 
EPI (M 
ri + 
CM 
rH rH 
+ <D 
H 
a HICM 
on 
A H CM 
tt) 
CM 
TPICM a 1 
CM + fl 
+ 1 1 1 1 
H (D 
Eh 
HjOJ 
H CM 
4) 
HJCM 
I 
rH rH 
<U 
joni CM 
H CM (U 
H| CM 
I 
H H 0) 
JC^ ICM 
H CM OJ 
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H H 
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Table 3. (Continued) 
'-V"2'°2'-"3' 
1 2 
F^i 
(3 2 
2 ®2 
1 2 f3 2 
" 2 ®1 " 2 ®2 
{3 2 12 
2 ®1 " 2 ®2 
2^ , 1 2 
2 1 2 2 
(l_2 ^ 1 _2 
2 1 2 2 
>Î3 2 ^  1 2 
2 ®1 2 ®2 
- I ' M ' :  
-e .  -e. 
1 1 
2 ^  
<3 
2 ®2 2 2^ - 2 ^ 1 - %  4  - 2 =Ï -
{ 3 1 ^ 1 1  
2 1 2 2 
_ f3 ^ 1 , 1 ^ 1 
2 1 2 2 21 22 
-e. -e. 
In the planes of symmetry in the Brillouin zone all points in Table 3 are 
not distinct. For example, when points (n^ jn^ jn^ ) and (n^ jH^ n^^ ) 
are degenerate. 
The dynamical matrix D(k) and the eigenvectors e(k,A) are complex 
quantities. In order to solve for the frequencies numerically, it is 
necessary to transform these quantities into a system where they are real. 
The matrix B(k) can be written 
(3.69) B = B' + i B" 
where B'(k) and B"(k) are both real. The elements of B' and B" are thus 
(3.70a) B^  ^~ ~ M {(^ 2^u)cos2^  + 2(X-)j)cos6^ cos(|) 
+ (Ç+2ri)cosU^  + 2(Ç-n)cos20^ cos2(j)}cos02, 
(3.T0b) B^ 2 ~ ~ M {(^ -2p)cos2^  + 2( X+y)cosS^ costi) 
+ (Ç-2n)cosU(j) + 2(Ç+ri)cos2e^ cos2(j)}cose2, 
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(3.70c) ~ m {v[cos2* + 2cos0^ cos(j)3 
+ s[cos4^ + 2cos26^ cos2^ ]}cos8g, 
(3.70d) ~ - ^  ^  {ysin0^ sin<|) + nsin20^ sin2(|)}cos02) • 
(3.70e) ~ - ^  {asin0^ cos<j). + xsin20^ cos2(j)}sin02, 
(3.70f) ~ ~ m + cos0^ sin*^ | 
+XtsinU(j) + cos20^ sin2(j)l }sin02 s 
(3.70g) B^  ^~ ~ M {-(^ +2M)sin2# + 2(X-p)cos0^ sin(j) 
+ (g+2n)sin4# - (Ç-n)x:os20j^ sin2(j)}cos02J 
(3.70h) B^ g = - {-(A-2w)sin2* + 2(A+;)cos0^ sin* 
+ (ç-2n)sinU(|) - (ç+n)cos20^ sin2(|)}cos02> 
(3.70i) B^ g = - ^  {v.||_-sin2(j) + 2cos0^ sin(j)'][ 
+ ç|^ sinU(j) - 2cos20^ sin2(|)} }cos02, 
(3.70j) B^ 2 = ^  ^  {psin0^ cos(|) - nsin20^ cos2O}cos0g, 
(3.70k) B^ 2 ~ - ^  ^  {0sin0 s^in<|) - xsin20^ 8in2O}sin0g 
and 
(3.7O&) Bg^  ~ " M {olco52* - COS0^ COS*] 
- x[cos4# - cos20^ cos2(j)"}}sin02 
The definitions of 0^ , 0^  and <() are the same as those found in Eqs. 3.46 
and 3.48. 
The matrix D(k) is now written in the form 
A B' + i B" 
(3.71) D(k) = 
B' - i B" A 
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Assume a unitary transformation T: 
(3.72) T T"*" = I = T"*" T . 
Multiplying Eq. 3.49 by T gives 
(3.73) P(k) E(k,X) = E(k,X) 
where 
(3.7%) V ( k )  = T D(k) t"*" 
and 
(3.75) E(k,X) = T e(k,X) 
Choose the matrix T such that 
I I 
(3.76) T = 
-il il 
(3.77) V l k )  =  
where I is the 3x3 unit matrix. Thus using Eqs. 3.71 and 3.76 V ( k )  
becomes 
A^+B' B" 
B" A-B' 
The matrix P(k) is real and symmetric. 
The corresponding transformation to the new set of eigenvectors is 
(3.78) e(k,X) = T"*" E(k,X) . 
This yields the set of equations: 
(3.79a) = (E^  + iE^ )/ <2 , 
(3.79b) eg = (Eg + iE^ )/ <2 , 
(3.79c) e^  = (E^  + iEg)/ <2 , 
(3.79d) e^  = (E^  - iEj^ )/ {2 , 
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(3.79e) eg = (Eg - iE^ )/ f2 
and 
(3.79f) = (E^  - lEg)/ 12 . 
Since the components of the eigenvectors E(k,X) are real the complex 
eigenvectors e(k,X) have the property 
(3.80) e*^ (k,X) = e^ (J,x) 
J J 
In the next section the wave function parameters will be evaluated 
in terms of the eigenvectors and eigenvalues of the real matrix P(k). 
D. The Matrix 
In this section.the matrix (2.67) is evaluated for first, second 
and third neighbors in the hexagonal close-packed lattice. As before the 
p qJ^  P 
notation is used. Introducing a new matrix F defined by 
(3.81) 
(n) = Z 0)"^  Z e }({n};X){e^ ({n} ;X) - e^ ({n};X) 
X {n} 1 J •  ^
the elements' of the matrix F^  are 
(3.82) Fij = Fij(n) 
where i,j = 1,2,3. In Eq. 3.81 n refers to a point in the irreducible 
zone and {n} means a point equivalent to n. 
Because of the symmetry of the lattice Eq. 3.82 need only be evaluated 
for the points P = 1, 8 and l8. This is sufficient to determine the 
•1. 8 id 
matrices 4» , 4> and $ which contain all the coupling parameters. Using 
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Table 1 and Eq. 3.81 the following three expressions for F (n), F (n) and 
1A 
F (n) are obtained: 
(3.83a) 
F\ (n) = Z io~^ . E e }({n};X) e^ ({n};A) « Y 1 - exp(—-—-)1 , 
ij J nX 1 j L 
(3.83b) 
fS (n) = J Ï e*J({n};A) {eJ({n);X) - e^ ({n)iA) 
X {n} 
ri 2Tr , *1+2*2 *3^ 1 
• expL — (- —2 ~2^ J ^  ' 
and 
(3.83c) 
F^ (^n) = E 0)"^ . E e ^ ({n}iX) {e^ ({n};X) - e2({n};X) 
ij ^ nX 2. 5 J 
The stuns over {n} in Eqs. 3.83 are now carried out using Table 3, 
yielding the following results : 
(3.84a) 
F^ (n) (l-cosSe^ ; 
A 
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(3.84g) 
Fggfn) = ^  Z - cosGgCfegï^ texpf-iG*) 
+ exp(i(.0^ +(f)) ) + exp(-i(0^ -(j)) )3 + (e^ ^^ [exp(i2#) 
+ exp(-i(8^ +#)) + exp(i(0^ -(j)) )11 } , 
(3.84h) 
O N i 
Fg^ Cn) = - -g— sinGg {e^  exp(-i2(j)) - exp(i2(j)) 
- ( •*" 1" exp(i(0^ +(j)) ) 
+ ( ^  •*• i" ®3 exp(-i(0^ +<J)) ) 
+ ( ^  - |-e^) exp(-i(0^-(f)) ) 
- ( ^  e^ ) exp(i(0^ -(()) )} 
and 
(S.SUi) F^ gfn) = F^ gfn) = 0 . 
l8 8 
Jhe components of F (n) are the same as those for F (n) except that 0^ 
is replaced by -20^  and <>> is replaced by -2$. The number represents 
the number of points in the set. The values of are listed in Table 4 
for various points in the irreducible part of the Brillouin zone 
(n^  2. 0, — ^ 2 — a.nd for L odd. The choice of odd L reduces the 
number of possible since the upper bound on n^ is L/2 (see 3.6b). 
In the case where L is even, additional weight factors are needed for 
the points in the irreducible zone where n^  = L/2. 
Table 4. Weight factors for points in the 
positive integers L 
irreducible zone for odd 
n N^ (interior, 2n^ +n2<L) boundary 5 2n^ +n2=L) 
2k 12 
(n^ O^,n ) 12 6 
12 4 
(n^ jngjO) 12 6 
(n^ 0^,0) 6 3 
(n^ ,n^ ,0) 6 2 
(0,0,ng) 2 
(0,0,0) 1 
The components of the matrices F^ , F and F^  are now obtained using 
Eqs. 3.79, 3.82 and 3.84: 
(3.85a) 
= : 3NM : w"nX {(Ei+E^ ) [3/2 _ cosEG^  _ ^  cosGGg - ^  0032(81+82)! 
+ I (Eg+E^ )[ 2 - COS282 - 0032(8^ +82)] 
+ (E^ E^ +Ej^ E^  ) ^.003202 - 0032(0^ +82)^ } ' 
(3.85b) 
4 = 5M ' "'nX " F <=°=2®2 " F 
+ I (E^ +E^ )t2 - 003202 - 2032(8^ +82)] 
- ^  (E^ Eg + E^ E^ ) [003202 - 0032(8^ +02)]} 
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(3.85s) 
iîN 
= V 
33 ; 3Ê# : (3(G3"26) cosOg {(Eg-Eg) Ccos24 
+ cos(0^ +ii)) + cos(0^ -(j))l -2 f sin2(j) - sin(0^ +(J)) 
+ Gin(0^ -9)3 }} , 
(3.85u) 
.3 
23 
fiN 
F:  ^ = - z  ^z w  ^
3NM r " nA  ^
+ J sin(0^ +(j)) - I" sin(0^ -4))l - (E^ E^ +EgS^ )^ , -cos2$ 
+ ^  cos(0^ +4)) + ^  cos(0^ -<j))"] + ^  (E^ E^ -E^ Eg)^  sin(0^ +$) 
+ sin(0^ -<j))3 - ^  (E^ E^ +^E^ Eg ) C, cos ( 0^ +(J) ) - cos ( 0^ -(}) )1 } 
and 
(3.85i) pSj . pSg . 0 . 
l8 8 
The components of F are obtained from those of F by replacing (p with 
-2^  and 0^  with -28^ . Given the frequencies and eigenvectors in the 
irreducible zone, the matrices F^ , F^  and F^  ^are now completely determined 
by Eqs• 3.85 : 
(3:86a) F = 
(3.86b) F' 8 
1^1 0 0 
0 4 0 
0 0 3^3 
0 0 
0 
4 
0 2^3 3^3 
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and 
(3.86c) F 18 
4? 0 0 
0 4: F 
0 4: F 
18 
23 
18 
33 
The probability function (2.68) is dependent on the determinant 
of and the inverse of F™^ . yv MV 
In this case the determinants are 
(3.87a) |F^ | 
(3.87b) |F^ | 
and 
(3.87c) IF" 
1 1 1  
= F F F 
11 22 33 
' 4C4 -33 - (4)1 
8 \2 
The corresponding reciprocal matrices are 
-X 
(3.88a) (F^ )"^  
(3.88c) (F^ G)-! 
1/F 11 
0 1/F: 22 
(3.88b) (F®)"^  = -4 
If^ I 
and 
1 
-.18, 
'4 -L 
0 
0 
'4:4: 
0 
0 
'4'' 
0 
0 
1/F 33 
4 ^3l 
-4 is 
4: 
-4Î 4: 
\ 
•4 43 
4 4: 
\ 
-4:4: 
-%4: 
Substitution of Eqs. 3.87 and 3.88 into Eq. 2.68 gives 
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(3.91J) C33 = f22/[F22 F33 -
and 
(3.9aic) c,3 = - iTf/^ . 
E. Self-Consistent Equations for Coupling Parameters 
We now derive a set of equations for obtaining the coupling parameters 
in a self-consistent manner. Eq. 2.80 can be written in the form 
.2 
J 
or 
(3-92)  .  
1 t) 
The partial derivative of v(r) with respect to x. and x is 
Irir = *1 of T(r) + «ij 0 v(r) 
^ J 
where 0 and 0^  are operators defined by 
(3.9k) 0 v(r) = — v' (r) , = iy' 
r 
(3.95) 0^  v(r) = p V (r)]=~^  v' (r) + g v" (r) 
and v(r) is defined in Eq. 1.24. 
Therefore 
(3.96) ~ ~ f {x^ XjO^ v(r) + ô^ jOv(r)} P^ (x-R^ ) âx 
where 
80 
The coupling parameters a, 3» Y etc. are thus obtained from Eqs. 3.19, 
3.27, 3.32 and 3.96: 
(3.97a) a = h f {(x^  + XgjO^ vfr) + 2Ûv(r)} P^ (x--R^ ) dx , 
(3.97b) 3 = ^ / (x^  - Xgjd^ vfr) P^ (x-R^ ) dx , 
(3.97c) Y = / {x^  O^ v(r) + Ov(r)} P^ (x-$^ ) dx 5 
(3.97d)  ^= h ! {(x^  + X2)0^ v(r) + 20v(r)} P^ (x-•E®) dî 
(3.97e) y = ^  / (x^  - :^)0^v{r) P®(x-S®) dx , 
(3.97f) 0=1"/ XgX^ O^v(r) P^(x-R^) dx , 
(3.97g) V = / {xgO^ v(r) + Ov(r)} P^ (x-5®) dx , 
(3.97h) Ç=^/ {(x^ + XgjO^vCr) + 20v(r)} P^®(x-S^^) dx 
(3.97i) Ti = ^  / (x^  - X2)0^ v(r) P^ ®(x-R^ ®) dx 9 
(3.97J) X = - I" / XgX^  O^ v(r) P^ ®(x-]^ ®^) dx • 
and 
(3.97k) Ç = / {x^  O^ v(r) + Ov(r)} P^ (^x-R^ )^ dx . 
For the coupling parameters a, 3 and y the probability function 
is given by Eq. 3.89a. The corresponding function for A, y, v 
and a is defined by Eq. 3.89b. The lattice site of the Wo. 8 atom has 
the Cartesian coordinates (O, -a/ c/2). It is convenient to rotate 
about the x^ -axis to a nev system of coordinates y such that the lattice 
site of this atom is located on the y^ -axis. The orthogonal transformation 
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IS 
( 3 . 9 8 )  X = y 
where 
(3.99) 
and 
(3.100) 
Ti = 
1 0 
0 c/2d^  
0 a/ ^ d. 
-a/ 43d^  
c/2d 1 / 
d^  = Va^ /3 + cf/k 
Eq. 3.98 gives the following set of equations; 
(3.101a) = y^  , 
(3.101b) Xg = cyg/2d^  - ay^ / 
and 
(3.101c) x^  = ay^ / \f3d^  + cy^ /2d.^  . 
0 
In terms of the y coordinates P becomes 
(3.102) 
P^ (y-S' ®) = exp y^  " ®2 ^ 2 ~ ^ ®23 ^ 2^ 3^~'^ 1^  ~ ®3^ 3^~'^ 1^   ^
where 
(3.103a) B^  = b^  ^ , 
(3.103b) BL = -2-, b 2 22 
(3.103c) B23 = •^ 23 (7^  
ac + _a__ t 
2 
2 "23 • 2 "33 
1^ 
r )  +  ac 
3d-, Ud^ " 2 {3d^ ' 2 ^ 3^3"^ 22^  
and 
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2 2 
(3.103d) B = b + b + b . 
 ^ 3d^  ^ (3d^ 2 23 33 
The corresponding change in coordinates is also made in Eqs. 3.97d, 
3.9Te, 3.97f and 3.97g yielding 
(3.104a) 
 ^= 2 ^  y2 " 2 y2^ 3 y?] O^ v(r) + 20v(r)} 
Ud^ '^  {3d^  ^  ^ 3d^   ^
P®(y-S' ®) dj , 
(3.10Ub) 
y = |-/[yi - Yg + 2 ^ 2^ 3 " yo]o2v(r). P®(y-R'^ ) dy 
 ^ Ud/ {3d/  ^ 3d  ^
(3.10Uc) 
^  =  2  / [  — 2  ^^ 2^^ 3*^  O^ v(r) • P®(y-R'®) dy 
2 {3d^  kû^  3d^  
and 
(3.10Ud) 
2 . ac . c^  21 ,,2 / s .  ^  ^ _8/^ - *,8\ ,-»• V = / yg + —r^ -p ypyq + -^ -g y^  ] v(r) + (?v(r)} • P (y-^ ' ) dy 
3d^  ^  ^  ^  ^
The probability function P^ (^x-R^ )^ is defined by Eq. 3.89c. The 
P=l8 lattice site has the Cartesian coordinates (O, 2a/ f3, c/2). As in 
the previous case, it is convenient to introduce a new set of axes y such 
that the lattice site is on the y^ -axis in the new system of coordinates. 
This orthogonal transformation is defined by 
(3.105) X = Tg y 
where 
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(3.106) Tg = 0 c/Edg 2a/0d. 
0 -2a/ Odg c/Sdg / 
and 
(3.107) dg = VUa^/3 + c^/U 
Eqs. 3.105 and 3.106 yield the following relations among the x and y 
coordinates : 
(3.108a) = y^^ , 
(3.108b) Xg = cyg/2dg + 2a y^/ )f3&2 
and 
(3.108c) Xg = - 2a yg/ fSdg + cy^/2dg 
Substitution of Eqs. 3.100 into Eq. 3.89c thus gives 
(3.109) 
P^ ®(y-$'^ ®)= exi){-C^  ^ 1 " ^2 ^ 2 " ^  ^ 23 ^ 2^ 3^"'^ 2^  ~ S^ 3^~^ 2^ ^^  
where 
(3.110a) , 
(3.110b) Cg = ^ ^ 2 °22 2 °23 %TY °33 ' 
l+d 
(3.110c) = ( 
2 '•'~2 
2 2 
3*2 4*2 
fSdr 
r) c. 
3d, 
a c \ ac 
23 2 " 2' °23 " .n. 2 '^33 "22' \f3d< 
(c,o-coo) 
and 
(3.110d) CL = ^-2%. c 
3d, 2 22 
2ac c + _ç_.c. 
{3d, 2 -23 2 "33 • 
Ôh 
In the y coordinate system g, n,  G and % are given by 
(3.111a) 
K = k j {[y? + Yg + —O^ v(r) + 20v(r)} 
. P^ ®(y-R'^ ®) dy , 
(3.111b) 
n = ^  / t^ i - 7^  yg - ff^ *^ 2 y2^ 3 '*' 3^ ^ v(r) P^ (^y-R'^ ®) dy , 
kdg" < fSdg" < J Sdg 
3.111c) 
X = - I" / [- (y2"^ 3^  + (-^  - ^ -^%)y2yo^  O^ T(r) • P^ ®(y-R'^ ®) dy 
and 
(3.Hid) 
Ç = / {[-^ -^ yp - —y^ y^  + -^ -g yE] O^ v(r) + Ov(r)} • P^ ®(y-S'^ ®) dy . 
3d2 Odg'^   ^ kà^  
The final analytical step is to express the coupling parameter 
integrals in terms of spherical coordinates. For the parameters a, 3 and 
Y the polar axis is the x^ -axis. In the remaining integrals the y^ -axis 
is chosen as the polar axis, All of the coupling parameter integrals can 
be written in the form 
(3.112) 
Pg ir 2Tr 
C.P. = / f I V (p,6,*) F(p,0,(|)) p sine dp de d* where 
P ^ o o  
(3.113a) V^ (p,0,(fi) = — p 0 v(p) [cos 0 + sin 0cos (|)1+ Ov(p) , 
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(3.113b) V (p,0,(|)) = r ^cos^ G - sin^ Qcos^ oli O^ v(p) 
(3.113c) V^ (p,0,(j)) = sin^ 0sin^ (j) p^  O^ v(p) + Ov(p) , 
2 
(3.113d) V. (p,0,(|)) = sin^ 0cos^ (j) +  ^_ sin^ 0sin^  ^
2 
 ^sin0sin({>cos0+ •  ^^  003^ 0]p^ o2v(p) + Ov(p) 
3d^  
2 
(3.113e) V^ (p,0,*) = ^ s^in^ Ocos^ ij) - —^  sin20sin2<)) 
+ —p sin9sin(j)cos0- • ^  _• cos^ 0^  p^ O^ vfp) , 
f3di= 33,2 
2 
(3.113f) V (p,0,(j)) = ^  ^  V sin20sin2(}) + —_ sin0sin(j)cos0 
2 
+  ^X 008^ 0"^  pO^ vfp) + Ov(p) , 
4ai 
3.113g) 
2 2 
V (p,6,<j)) = ———nr{sin^ 0sin^ <|)- cos^ G) +(-^-5-- ^ _)sin0sin*cos0 
'=^2 Ud^^ Sd^'^ 
• p^O^v(p) , 
3.113h) 
2 
V (p,0,*) = ^ l^ sin^ Gcos^ cl» + ° _ sin^ Osin^ tj) + —sin0sin#cos0 
2 
+ cos^ el p^ O^ v(p) + Or(p) , 
3a/ 
06 
(3.113i) 
2 
V (p,û,s')) = r [ sin 0cos"(j) -  ^ sin 0sin (j> - —sinGsin^ cosG 
- cos^ o] p^ O^ v(p). , 
3*2 
(3.113j) 
2 
( n . a . à )  = \  —  
Ç 
V_ p,8,ç singesin^ (|) - —sin0sin(j)cos8 
+  ^g cos^ 0 j p^0^v(p) + Ov(p) 
Ud2 
and 
(3.113k) 
V (p,0,(|)) = - (sin^ Gsin^ O - COS^G) 
" ^ rsd/ 
2 2 
+ ( p - ^  ^ p) sinGsin^ cosG^ I p^ O^ v(p) 
kdgZ SdgZ 
The corresponding probability functions are 
(3.114a) 
1  2 2 2 2 2 2 2  P (p,0,^ ) = exp{-A^ (pcos0-a) - A^ p sin Gcos (<)- A^ p sin Gain , 
(3.114b) 
P^ (p,0,*) = exp{-S^ p^ sin^ 0cos^ (j)- Sgp^ sin^ Gsin^  ^
2 
- 2 8^ 2 psin0sin(j)(pcos0-d^ ) - B2(pcos0-d^ ) } 
and 
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(3.like) 
i f i  P P P  P P P  
P (p,9,<|)) = exp(-C^ p sin Gcos (|) - C^ p sin 0sin <j) 
- 2 psinesin^ fpcose-dg) - C^ fpcosB-dg)^ } . • 
The function P^ (p,0,<))) is used to evaluate a, 3 and y ; P^ (p,8,^ ) to 
evaluate X, y, v and a; and P (p,0j(f)) to evaluate Ç, v, ç and x* 
This completes the set of equations necessary for determining the 
coupling parameters self-consistently for the hexagonal close-packed 
lattice. The following procedure is used in the actual calculation. 
A initial set of coupling parameters is assumed. These parameters are 
substituted into Eqs. 3.^ 5» 3.70 and 3.77 to find the dynamical matrix 
t?(ic). This matrix is then diagonalized to find the frequencies 
and eigenvectors E^ . The frequencies and eigenvectors are then substituted 
into Eqs. 3.85» 3.90, 3.91» 3.103, 3.110 and 3.11^  to obtain the probability 
functions P(p,0»(j)). To complete the cycle, the coupling parameters are 
then found by evaluating the integrals, numerically, in Eq. 3•112. The 
process is repeated until a consistent set of values is found for the 
coupling parameters. 
The results of this procedure will be presented in the next section. 
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IV. RESULTS 
A. The Coupling Parameters 
The set of self-consistent equations described in the preceding 
section has "been solved numerically on the Iowa State University IBM 
360-50 computer. The coupling parameter integrals (3.112) were evaluated 
using a three-dimensional form of Simpson's numerical integration proce­
dure (29, pp. 163-167). Four intervals for the ()> integration, 32 for the 
0 integration and 32 for the r integration were sufficient for one part 
in five hundred accuracy. Each integral requires about 20 seconds of 
computer time. One complete cycle of the iteration requires approximately 
3 minutes. 
The integral for the coupling parameters (3.112) has the form 
(4.1) C.P. = Iç p (p) dp 
"l 
where 
•a 2ir 
(4.2) Ig p/p )  = / / Vg p (p,8,*) r (p ,e , ( j))sin0 de d( j )  
00 
and Vg p (p,0,())) and P^ (p,6,(j>) are defined by Eqs. 3.113 and 3.114. The 
o 
upper limit of integration pg was set at 5-0 A since the contribution to 
o 
Ig p (p) from p a 5.0 A is negligible. The choice of the lower limit of 
integration p^  is somewhat arbitrary for molar volumes less than 
o 
13.0 cc/mole, as p^  can be varied throu^ out a region about p^  = 1 A 
without affecting the value of the Integral. For larger molar volumes 
the value of the integral becomes increasingly dependent on the choice 
of p^ . As an illustration of this effect a plot of I^ (p) as a function 
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o 
of p is given in Figure 5 for = 1.0 A and four different molar volumes. 
These results for I^ (p) are typical of the results for all coupling 
parameters. This effect is a consequence of the lack of sufficient 
repulsive correlation between particles for the larger molar volumes 
(V^  ^  13.0 cc/mole) and is identical to that discussed in Section I-B. 
The coupling parameters have been evaluated for nearest neighbors 
only and also for 1st and 2nd ne labors together. In either case the 
ideal hep ratio 
{ k . 3 )  c/a = 8^/3 
was used. The nearest neighbor results for four different molar volumes 
are given in Tables 5 and 6. 
3 Table 5« He nearest neighbor coupling parameters 
V (cc/mole) 
m 
10.0 12.0 lU.O l6.0 
a 1720 dyne/cm TOO 339 193 
3 920 360 166 90.8 
Y 6.77 8.U9 6.40 12.8 
X 97.8 57.6 36.8 2k.9 
]i -63.4 -36.3 -21.7 -Ih.l 
V 372 205 128 85.2 
a -158 -87.7 -5k.0 -35.3 
90 
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Figure 5. The function I^ (p) for four different molar volumes 
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Table 6. k He nearest nei ghbor couplin parameters 
V. (cc /mole) 
o
 
o
 
H
 12.0 14.0 16.Û 
a l66o dyne/cm 640 302 165 
3 685 325 145 75.1 
Y 3.04 5.40 5.84 5.14 
A 84.6 47.9 31.1 21.8 
P -55.0 -29.2 -18.7 -12.1 
V 330 174 107 73.0 
0 -139 -73.3 -44.9 -30.2 
The results of the calculation for 1st and 2nd neighbors are very 
siznilar. The change in nearest neighbor parameters a, g, y» A, p, v 
and a is less than 0.3%. The corresponding second neighbor parameters 
T], Ç and X s.re relatively small, of the order of 1 or 2 dynes/cm. 
The effect of second neighbors is considerably less than anticipated. 
B. The Dispersion Relations 
The dispersion relations have been evaluated for the-three symmetry 
directions A, Z and T of Figure 4 using the nearest neighbor coupling 
parameters of Tables 5 and 6. These dispersion relations are found in 
Figures 6-13. 
Raubenheimer and Gilat (30) have listed the allowable irreducible 
representations for the high-symmetry directions and points of the hep 
lattice. Those points and directions of interest here are listed in 
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Table 7» 
Table 7. Allowable irreducible representations 
Point or line irreducible representation 
r~ + r3 + 
z 
M 
T 
K 
(r^  and are 2-fold degenerate) 
Ai + Ag + + Ag 
(A^  and Ag are 2»-fold degenerate) 
A^  is 2-fold degenerate\ 
A^ is U-fold degenerate I 
2 + 2 Zg + 2 
+ Mg + 
2 T^  + Tg + T^  + 2 T^  
+ Kg + Kg + Kg 
(K^  and Kg are 2-fold degenerate) 
The corresponding compatibility relations are 
Fg -> Ai, Z^ , T^  
3^ ^  ^2' ^ 3' ^ 2 
5^ 5^» 1^' 1^» 
6^ 6^' ^ 1* 1^' 
4 " 4' ^2 
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and 
A3 " *5' *6 
Mg 4. E, 
M3, 
M^ , Mg ïj^  
K, T, 
S " ^1' ^ 4 
Kx T^ , T, 
6  " 2 '  ' 3  
Table T, the compatibility relations and an examination of the eigenvectors 
were used in labeling the dispersion curves in Figures 6-13. 
The interesting feature of these dispersion curves is that the 
transverse acoustic modes are widely separated in the 2 and T directions 
implying a high degree of anisotropy. 
C. The Frequency Distribution Function 
The numerical method of Raubenheimer and Gilat (30) has been used 
to evaluate the frequency distribution for several molar volumes of He" 
and He . In this method the frequency distribution function is 
(U.It) g(w) = Z g(J ,X;a)) 
with 
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o 
Figure 6. He dispersion relations for = 10.0 cc/mole 
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( H . 5 )  
f C S(k) dk for  ^ - k |Vu)|r>- < w < ut»- + k | Vwl^  
g( î  ,X;m)  =  I  "= '  °  "c  °  "c  
 ^ V 0 elsewhere 
where C is a normalization constant. The function S(k) is the cross-
sectional area of a small prism in the irreducible part of the Brillouin 
zone. The irreducible zone can be completely filled with these small 
rectangular and triangular prisms. The frequencies  ^ and gradients 
 ^ c 
|Vu)|^  are evaluated at one point k in the center of each rectangular 
c 
prism and in the center of the hypotenuse face for each triangular prism. 
The frequencies o)^  are then extrapolated throughout the prism and the 
c 
corresponding prism cross-section S(k) is obtained for each w and k. The 
cross-section S(k) and limiting value of k, k^  are obtained from the 
geometry of the prism. 
The unnormalized frequency distribution functions given in Figures 
14-21 were obtained using a mesh of 960 points in the irreducible zone 
and 1000 channels for w. The calculation for each distribution function 
requires 9 minutes time on the Iowa State University IBM 360-50 computer. 
A summary of the critical points in the symmetry directions A, E and T 
is given in Tables 8 and 9- The symmetry directions A, E and T account 
for most of the strong critical points in Figures lU-21. There is at 
least one strong critical point not connected with these symmetry direc­
tions . This point lies between the critical points and Kg. There 
may also be another strong critical point near T^ . The critical points 
Tg, K^ , Kg and T^  (LO) all appear to be quite weak. 
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Table 8.  Critical points for He^  in A, E and T directions 
ui (10^ -2 cycles/sec) 
Point 10.0 cc/mole 12.0 cc/mole l4.0 cc/mole 16.0 cc/mole 
••6 15.3 11.7 9.39 7.89 
29.8 22.2 17.5 14.6 
17.5 13.3 10.6 8.98 
«3 2k.6 18.5 14.7 12.3 
M; 35.U 23.0 16.5 12.6 
< 39.2 26.3 19.2 15.1 
< 65.4 41.7 28.8 21.7 
M- 66.3 42.4 29.5 22.3 
h 21.U 16.2 12.8 10.8 
h 55.3 35.2 24.5 18.5 
s 
56.6 36.4 25.6 19.4 
Kg 58.0 37.6 26.6 20.3 
Tl'LOlmax 60.1 38.5 26.9 20.3 
T U max 60.6 38.9 27.2 20.7 
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Table 9. Critical points for 
1^  
He in A, Z and T directions 
w (10^ -2 cycles/sec) 
Point 10.0 cc/mole 12.0 cc/mole l4.0 cc/mole l6.0 cc/mole 
••i 12.k 9.30 7.49 6.27 
2k.k 17.7 13.9 11.5 
\ Ik.2 10.5 8.45 7.08 
M; 20.0 14.7 11.7 9.70 
M; 30.3 19.3 13.6 
,•
^1 O
 
1—1 
«: 33.2 21.7 15 .8 12.2 
< 55.T 34.4 23.5 17.3 
56.1+ 35.0 24.1 17.8 
% 17.4 12.8 10.2 8.54 
47.2 29.3 20.1 14.9 
% 48.2 30.2 20.9 15.6 
Kg 49.2 31.0 21.7 16.3 
51.2 31.9 22.0 16.3 
T U max 51.5 32.1 22.2 l6.6 
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D. The Dehye Temperatures 
'The I'requcncy distribution functions of Figures 14-21 have beer; used 
to de^erniae the Debye temperatures at 0°K. In the Debye region of "che 
distribution curves 
2 {k .6) g(cj) = c CO 
o 
T:iis part of the distribution function can be extrapolated to the Debye 
frequency where 
(4.7) K Qg =<& Ug . 
The total area under the extrapolated Debye curve is 
'^•8) % = /\. 
D c w du 
o o 
1 3 
= 3 "o "D 
The area is proportional to the nuinber of accurrhic modes. On the 
other hand, the area under the curves of Figures 14-21, A, is proportional 
to the number of acoustic and optic modes. Requiring that 
( 4 . 9 )  Z A G  = A  
Eqs. 4.7 and 4.8 give 
o 
The characteristic temperature can thus be found by measuring the area 
under the distribution curve and fitting c^ to the curve near the origin. 
The results of this calculation are given in Table 10. 
The classical value for 6^/0^ is 
(4.11) = 1.154 
ii4 
Table 10. Debye temperatures for He^  and He at 0°K 
V (cc/mole) 
m 
Q3 (°K) (°K) G3/G4 
10.0 255 ' 211 1.24 
12.0 187 151 1.22 
lU.O 14$ 118 1.23 
l6.0 119 95 1.23 
3 4 
where and refer to the masses of the He and He atoms respectively. 
Sample and Swenson's (31) measurements give 
(4.12) G /G^  = 1.18. 
The calculated Debye temperatures and Qj^  are plotted in Figure 22 as 
a function of molar volume. The results of Nosanow and Werthamer's (l5) 
He^  hep calculation and the experimental data of Sample and Swenson (31), 
Heltemes and Swenson (32) and Franck (33) are also plotted. 
E. The Sound Velocities 
The sound velocities for He^  and He^  are given in Figures 23 and 2h 
for several molar volumes. The sound velocities were obtained by finding 
the change in for changes in k at small k. The transverse and 
longitudiaal Vileeitiês in the Z-difeatien the âs the eoffeg-
ponding velocities in the T-direction. This result can be verified 
analytically by the use of elastic constants for a hep crystal. 
For a hexagonal close-packed crystal there are 5 independent elastic 
constants : 
""ll " °22 ' "=33 ' "=13 = ^ 23 , > " ^ 55 ' ^^ 12 
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Figure 22. Debye temperatures at 0®K 
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" ^ 66 1^1 1^2 
For r,;::all k the frequencies of the acoustic rr.odes can be obtained from 
the Gocular determinant (3^0: 
(4.13) 
'•'l3*''hhKS I 
(<=13«4i,'V-2 = G 
vnere p is the censity. 
The direction k = (k,0,0) corresponds to the E-direction. in this 
case Eq. 4.13 reduces to 
2 2 
c^ k -pw 0 0 
(4.14) 0 1 2 2 cg^ k -pw 
The longitudinal sound velocity is thus 
0 
. 2 2 C,'K -pw 
= 0 
(4.15) V ,  
and the transverse velocities are 
:4.i6; = <C44/P 
and 
(4.17) 
'3 1 
= 4=66/9 
wriere the subscript t^ ne an s that the eigenvector is perpendicular to the 
= 0 plane and tjj means that the eigenvector lies in the k^ = 0 plane. 
i:!.9 
Both are •oer'oandiculo.r co Lno aLi\ c;:;'oo. 
The direction k - (û,k,û) it; a 'i?-d.irection. 
E'c . 4.13 is 
•''or tni3 direcT:ior 
I ,2 2 I -poj I DO 
1 
(4.18: 0 
0 
0 
. 2 2 C^^K -pW 
0 
0 
0 
,2 2 
c,,,,lc -pw 
= 0 
The sound velocities for this case are the same as those given in Eqs 
4.15, 4.16 and 4.17. 
In the A-direction k = (0,0,k) and Sq. 4.13 is 
(4.15) 
1 2 2 
-pw 
1 2 2 0 -pw 
1 2 2 
Cggk -pw 0 0 
The transverse sound velocities are degenerate and given by 
Vt = =^44/9 -(4.20) 
The longitudinal sound velocity is 
(4.21) V, = _ r C__/p . 2 \ ïy 
The elastic constants are found by expanding Eqs. 3.45 and 3.47 for 
sKail k. The results are 
(4.22a) 
(4.22b) 
(4 .22c) 
'11 
'44 
— [3(0+2) + (x-p) - 2y^ /,\l 
4 jc 
2 
rsc 
•£3(0-3) + (X+y) 
8X 
-(3Y+v) = 
i3c 
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interesting aspect of 
o-Jiid. velocities . For 
and T directions are 
this calculation is the large anisotropy 
exaiTiple, the longitudinal sound velociti 
larger than that of the A-direction by a 
V. DISCUSSION 
The Debye characteristic temperatures at 0°K provide the only real 
test of "che theory with respect to the experimental data available. These 
experimental values of'G^ contain an amount of uncertainty since the 
experimental values of at finite temperatures must be extrapolated to 
obtain the corresponding values at 0°K. As was expected the agreement 
with experiment becomes worse as the molar volume increases . 'The theo­
retical values for Y - 1^.0 cc/rriolc and V = 16.O cc/mole are much 
m m 
higher than the experimental results. On the other hana the calculated 
Debye teinperatures for = 12.0 cc/mole and V = xU.G cc/mole are much 
more reasonable. This agrees with the original conjecture "cnat the theory 
should be more appropriate at the higher densities of the solid. 
lô is interesting to note that the calculated ratio 
( 5 . 1 )  = 1.23 
is consistent throughout the range of molar volumes indicating a departure 
from the classical mass dependence of the Debye temperatures. 
The calculations presented here are for molar volumes ranging from 
10.0 cc/mole to I6.O cc/mole. The calculation has also been repeated for 
8.0 cc/mole. The results at this density appear to be consistent with the 
results for the lower densities. 
At 0°K the problem still remains of finding the proper correlation 
between particles, which will be acceptable over a large range of densities 
The c'orrent theories of solid helium do not possess this wide range of 
validity. 
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VIII. APPENDICES 
Appendix A. The Effect of Symmetry 
The unsymmetrized ground-state harmonic wave function 
(A.l) 0 = A exp{- Z qW qy} 
°  ^mwi i J J 
nvj 
3 1+ has been used in both the He and He calculations. In this approximation 
3 U the difference in spin and statistics between He and He is ignored. 
Therefore the differences in the results of the calculations for the two 
solids are due only to mass dependence effects 
Although the atoms exhibit large fluctuations about the lattice sites 
the amount of overlap between single particle functions is quite small. 
This is a consequence of the strong repulsive core of the potential, which 
requires that the wave function for a given atom be strongly localized 
about the lattice sites. The corresponding overlap of the wave functions 
and the exchange energy should then be relatively small. Nosanow (13) has 
3 
calculated the ground state energy of He using both a unsymmetrized wave 
function and a symmetrized wave function. The correction to the ground 
state energy in the unsymmetrized case is four orders of magnitude smaller 
than the unsymmetrized gound state energy. Koehler (19) has examined the 
effects of symmetrizing the harmonic ground state wave function for a 
linear chain of helium atoms. Koehler*s results indicate that symmetry 
can be neglected for systems composed of large numbers of particles 
(1 « N). 
12 T 
Appendix B. The Matrix G  ^
In this appendix the matrix inverse to G (2.29) is derived. Eq. 
2.29 can be written in the form 
<=•1) «xr ) ,mn M y  ^ p + 
à 
X,A' 
exp[i(k'*R^ ) - i(k'R^ )'j 
In matrix notation Eq. B.l is 
(B.2) G = AOB 
where 
(B.3) Au ^  = -—e 1^ (2,a) exp(-i^ 'R™) 
1  ^1 — W 
(B.U) B^ , ^  ej(È',X') exp(iS'•r")«A  ^
and 
'®-5' "x X'=-f «Î.Î' ^.X' • 
The matrices A, B and 0 are all square matrices of order 3 r N. 
The matrices A and B have the property 
(B.6) AB = 1 = BA , 
which is a consequence of Eqs. 2.15 and 2.l8. The matrix 0 is a diagonal 
matrix* with an inverse ÎÎ  ^defined by 
(»-7) = i%- 'i.P «X.X' • 
Consider a matrix G' such that 
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(B.8) G' = AQT^ B 
Therefore 
(B.9) G' G = = 1 
and 
(B.IO) G G' = AOBAO'^ B = 1 
The inverse of G is therefore G', 
(B.ll) G'^  = 
' —'1 The elements of G are 
(B.12) G"^  g ='|j-Z 0)"!^  e*J(k,A) e.^ (k,A) • exp^ ik-(R^ -R^ A . 
k j X 
Since k is summed over the entire Brillouin zone the vector k can be 
replaced by -k in Eq,. B.12. 
(B.13) G-^  %% Z e**(-k,X) e](-^ ,X) • e^ [-ik. (R^ -R^ )] 
k J X 
= %rE wit. e'V'f (S,X) e^ (it,X) • exp\ik*(R^ -R")l 
MN kX j 
--1 nm 
= G 
-1 
Hence the matrix G is symmetric. 
The body-centered cubic and face-centered cubic structures can be 
treated as Bravais lattices with one atom per unit cell. For these cases 
Eq. B.12 reduces to 
(B.lU) = ami u'Èx e.(k,X) ej(Z,X) exp\.ik. (R^ '-R'^ )') ,-l mn _ -6 -1 fx 
,-l nin 
where the eigenvectors e^ (^ ,x) are now real. The matrix G~ clearly 
has the property 
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(B.15) G'^  ™ . 
Eg. B.13 and the relation 
(B.Xé) 
give the additional property 
(B.IT) G~^  ™ = G~^  
For the hep structure there are two atoms per unit cell. Properties 
similar to Eqs. B.15 and B.17 can be derived for a central force hep 
model. For central forces the coupling parameters for (m,y) 4 (n,v) 
are 
(B.18) =-(?^ v(R) (R^  - RV)(R| - r|) - Ov(R) 
2 
where R is the distance between lattice sites (m,ji) and (n,v); and 0 and 
0 are the operators defined in Eq.s. 3.9^  and 3.95 • From an inspection of 
Eq. B.18 the matrices clearly have the properties 
(B.19) = <I>w 
and 
(B.20) 
Eqs. B.19J B.20 and 2.7c impose the following restrictions on the 
elements of the dynamical matrix (2.1k): 
(B.21) DVj = ^  Z exp(iî«S^ ) = ^  Z 0^  ^exp(-i5«^ )^ = D ^ j(î) 
and 
(B.22) D^ (^&) = ^  Z exp(i5*5 ) = ^  Z exp(iït*^ )^ = 
Z " x. 
The eigenvalues of D(k) are obtained from Eq,. 2.17: 
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(B.23) a)| eJ(k„A) = Z D}j(k) ej(S,X) + E D^ jfk) ej(k,A) 
J  J  
and 
(B.2lt) tÂ. e?(k,A) = Z D^ (^k) e^ (î,A) + Z of^ Ck) e^ (k,A) . 
KA 1 J IJ J J IJ J 
The superscript 1 on the eigenvector refers to the lattice site (0,0,0) 
in the unit cell of the hep lattice. The superscript 2 refers to the 
lattice site (a/2, a/2 <(3, c/2) in the same unit cell. Taking the complex 
conjugate of Eq. B.2U and using Eqs. B.21 and B.22 gives 
(B.25) e*f(k,A) = I e*^ (k,A) + Z (%) e*^ (S,A) . 
KA 1 J Ij J j IJ J 
By comparing Eq. B.25 with B.2U the following relation is observed: 
(B.26) e*2(k,A) = e^ (k,A) 
Eq. B.26 is a consequence of the central force model and can be used to 
derive conditions similar to Eq. B.15 and B.IY. 
For m=n and y=v= 1 (type 1 lattice site) Eq. B.12 becomes 
(B.2T) G-^  e'.tZ.l) «j(Z.k) 
° ÏÏM 5 " e (k,\) 
kA 
where the vector k has been replaced by -k, which is valid since the sum 
on k is over the entire Brillouin zone. Using Eq. B.26, the elements of 
G ^  ^  are related to those of G~^  ^  by 
(B.se) 4^ a*f(î,i)e2(î.x) = G-^ S| . 
it 5 A 
Eq.. B.27 also implies that the quantity [ e ^ (ÎCjA) e!^ (k,X)^  is real 
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since the  ^ are independent variational parameters at this stage of 
the calculation. Hence for ms^ n 
H
 
II •iî 
NM i,x "1x 
iî y 
"'L NM k,\ 
e^ (ic,X) e ^ (k,X) exp^ iS* 
_-l mn 
= G JJ, 
r —1 
" îx' NM Li kX 
il 
NM 
Ix 4x 
* r 
4x NM L kX 
For a similar relation can "be derived using Eq. B.26: 
(B.30) g"^  îf = IM e^ (k,x) exp[ik. (R^ 4^ )"1 
e}(k,X) e j(k,X) exp[ik'(R^ -R^ )] 
e ?(^ ,X) e^ (k,X) exp[i^ ' (R^ -$g)] 
For the Bravais lattices and the hexagonal close-packed lattice with 
central force interactions the following conditions on G ^  are thus pv 
valid: 
(B.31) G-^  
and 
(B.32) g"^  = G"! , (m,y) # (n,v) . 
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Appendix C. The Matrix (G  ^
(C.l) G"^ ^^  
partitioned in the manner 
•\l>'' - the inverse of the matrix G where 
1 - 1  mm -1 mn\ 
1 py yv • 
1 -1 nm 
Y VP 
G-l nn / 
vv/ 
 ^^  are defined by Eq. 2.48. If is 
'/p-1 \-l mm /_-l \-l mn 
(C.2) (G-lii)-l - / 11 WW 11 WV 
/ -1 \-l nm (r~^  
11^  VM 11 ) w; 
we obtain, using the fact that 
(0.3). = I . 
a set of equations similar to Eqs. 2.51. A solution of this set of 
equations for (G  ^etc. yields 
(C.i+a) 
/p-1 \-l mm _ r p-1 mm _-l mn,_-l nn^ -l „-l nm1-l 
11 ) WW - IG pw - G vv^ ® vyl ' 
(C.4b) 
/--I s-1 nn _ r -1 nn -1 nm,^ -l mm\-l -1 mnl-l 
11 ) vv - IG vv - G vp(G w' G 
(C.4c) 
<=" u>'' % - «•' % («• u)-' % 
and 
(C . i fd )  
/fl-l \-l mn _ / -1 mm \-l _-l mn , -1 .-1 nn 
11 ' uv - Uli ® liV ll' vv 
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The symmetry properties of the matrices G ^  ™ (B.30 and B.3l) imply 
the existence of similai^  symmetry relations among the matrices (G  ^^ : 
(C.5) :: 
and 
<=•«) % 
Appendix D. The Matrix 
The inverse matrix (F^ ) ^ is defined by Eg. 2,59« The corresponding 
expression for is 
(D.l)  ^= 2((G-\,)-^  % -
Introducing Eq. C.Ud and C.5 Eq.. D. 1 becomes 
(D.2) 
Vv - 11 ' yp + 0 „V 11 ' w' 
= 2t(G"\, )"^  ll + (G"^  ™)'^  G"^  . 
^ 11 nvi^ ^ jiy yv'-
The matrix (G  ^^  is given by Eq. CU.a. Thus 
(D.3) 
TP°" - oîr"^  fr"! nnv-1 -1 nml 
Vv " yy - G (G G vy ' 
xVl + (G-1 G"^ ""1"^ 
 ^ yy yv 
Using Eqs. B.30 and B.31 Eq.. D.3 reduces to 
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(D.4) 
= 2 G"^  ™ 11 - (0'^  Q-^  ™ (G 
yv WW *" yy yv 
• ti + (0-^  ™) yy 
= 2 O'^  ""[l - (G-1 °")-^  G"^  ™iri + (G'^  G'^  (ilj t yp' liV* W il\) * 
mm\ 
yy 
-1 mn "J 
yv 
mm, -1 G" •1 mn"l-l 
yv 
= 2ÎG-^ ™ ""1 
L yy yv J 
Î1 + (g'^  G~^  Bm]-! 
I yy yv"* 
The matrix is symmetric since Eqs. B.13, B.30 and B.31 imply 
that 
(D.5) Fg = Fgg 
and 
(D.6) 
The explicit form for is now found by substitution of Eq. 2.48 into 
Eq. D.4 : 
(D.7) 
 ^ {eJ(it,X) - BjCk.X) • exp^ iS-, 
which is Eq. 2.65. 

