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Beaucoup d’applications des me´thodes formelles reposent sur la ge´ne´ration de for-
mules en logique du premier ordre et la preuve de leur satisfiabilite´ par rapport a` une
the´orie en arrie`re-plan, qui est souvent obtenu par me´lange de plusieurs the´ories. Dans
la litte´rature, cette forme de satisfiabilite´ est appele´e Satisfiabilite´ Modulo The´ories
(SMT). Dans cette the`se, on s’inte´resse a` la conception de proce´dures de de´cision pour
les proble`mes SMT, en inte´grant des techniques de saturation base´es sur la re´e´criture
pour des the´ories finiment axiomatise´es et des techniques de combinaison pour des
unions de the´ories.
La premie`re contribution de cette the`se est une reconstruction raisonne´e, dans un
cadre uniforme, des me´thodes de combinaison propose´es par Nelson-Oppen, Shostak
et d’autres. Ceci est le point de de´part pour de nouvelles investigations. Nous intro-
duisons ensuite le concept de canoniseur e´tendu et de´rivons un re´sultat de modularite´
pour une nouvelle classe de the´ories, ce qui contraste avec l’absence de modularite´
pour la classe de the´ories conside´re´e par Shostak. La deuxie`me contribution concerne
le proble`me de la combinaison de proce´dures base´es sur la re´e´criture en utilisant la
me´thode de Nelson-Oppen. Nous utilisons la me´ta-saturation pour de´velopper des
techniques de preuve automatique permettant de tester les conditions pour la combi-
nabilite´ de telles proce´dures. Lorsque la me´ta-saturation termine pour une the´orie, le
re´sultat obtenu permet de raisonner sur la combinabilite´ pour cette the´orie d’une pro-
ce´dure de satisfiabilite´ base´e sur la re´e´criture. La troisie`me contribution de cette the`se
est lie´e a` l’inte´gration des proce´dures de de´cision dans les solveurs SMT. Nous consi-
de´rons le proble`me de rajouter aux proce´dures de de´cision la capacite´ de construire
des justifications en cas d’insatisfiabilite´, sans de´gradation des performances, en nous
focalisant sur la construction modulaire de telles justifications pour une the´orie com-
bine´e. Pour ce faire, nous e´tendons la me´thode de combinaison de Nelson-Oppen
de manie`re a` construire de fac¸on modulaire des justisfications d’insatisfiabilite´ pour
des unions de the´ories. Nous e´tudions e´galement comment les justifications obtenues
peuvent eˆtre relie´es a` une forme approprie´e de minimalite´.
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L’importance croissante, dans la vie quotidienne, des re´seaux et syste`mes informa-
tiques pose, de fac¸on toujours plus cruciale, le proble`me de leur se´curite´. Les me´thodes
formelles base´es sur une approche mathe´matique rigoureuse permettent de prouver
des proprie´te´s de logiciels, mais le passage a` l’e´chelle de ces me´thodes se heurte encore
a` des verrous technologiques limitant le champ d’application des outils de preuve. En
effet, les syste`mes bien connus comme Coq, HOL, Isabelle sont a` l’origine des as-
sistants de preuves pour lesquels les preuves sont tre`s peu automatise´es et doivent
eˆtre de´crites de fac¸on rigoureuse par les utilisateurs. Ainsi, meˆme dans le cas ou` on
ve´rifie une proprie´te´ d’un syste`me de taille moyenne, la preuve est de´ja` longue et
fastidieuse. De plus, l’utilisation des assistants de preuves exige souvent une expertise
en logique et mathe´matique. Afin de construire des syste`me de preuves ne´cessitant
moins d’interactions et donc plus faciles a` utiliser, il est souhaitable de concevoir des
outils permettant d’automatiser les preuves. Ces outils sont appele´s dans la litte´ra-
ture des proce´dures de de´cision. L’objectif principal de cette the`se concerne l’e´tude
et l’inte´gration de proce´dures de de´cision dans des syste`mes de preuve.
1.1 Proble´matique
En principe, ve´rifier la correction d’un programme revient a` ve´rifier la validite´
des obligations de preuve ge´ne´re´es a` partir de sa spe´cification. La spe´cification d’un
programme est souvent de´crite dans une certaine logique et les obligations de preuves
correspondantes appartiennent a` une classe de formules dans cette logique. En pra-
tique, pour ve´rifier la validite´ d’une formule on peut utiliser l’approche par re´futation,
c’est-a`-dire on ve´rifie si la ne´gation de cette formule est insatisfiable. Si nous dispo-
sons de proce´dures de de´cision pour traiter le proble`me de satisfiabilite´ d’une classe
de formules dans la logique conside´re´e, alors nous avons une me´thode de ve´rification
automatique de la correction du programme correspondant.
Proce´dures de de´cision et leur combinaison
Nous conside´rons dans le contexte de cette the`se qu’une proce´dure de de´cision est
un algorithme qui, pour une classe de formules donne´e, nous indique leur satisfiabilite´.
Les proce´dures de de´cision se trouvent au cœur de tous les outils modernes d’analyse
et de ve´rification de programmes car leur utilisation d’une part accroˆıt l’efficacite´ du
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syste`me de ve´rification, et d’autre part libe`re l’utilisateur de l’interaction, souvent
fastidieuse, avec le syste`me. Des proce´dures de de´cision sont connues pour plusieurs
domaines inte´ressants en pratique tels que des fragments de´cidables de l’arithme´tique
sur les entiers, les re´els ainsi que les structures de donne´es apparaissant fre´quemment
dans les programmes (listes, tableaux . . . ).
Cependant, la plupart des proble`mes de ve´rification font intervenir des me´langes de
diffe´rentes the´ories. Conside´rons l’exemple d’un proble`me de ve´rification dans lequel
la ve´rification de la satisfiabilite´ fait intervenir la the´orie A des tableaux et le fragment
LA de l’arithme´tique line´aire dont les axiomatisations sont les suivantes 1.
A =
{
select(store(A, I, E), I) = E




X + 0 = X
X + (−X) = 0
(X + Y ) + Z = X + (Y + Z)
X + Y = Y +X
X ≤ X
X ≤ Y ∨ Y ≤ X
X ≤ Y ∧ Y ≤ X ⇒ X = Y
X ≤ Y ∧ Y ≤ Z ⇒ X ≤ Z
X ≤ Y ⇒ X + Z ≤ Y + Z
0 6= 1
0 ≤ 1
Le proble`me peut eˆtre de de´terminer la satisfiabilite´ 2 de la formule 3
select(store(a, i, select(a, j)), i) 6= select(a, i) ∧ i+ j ≤ 2j ∧ j + 4i ≤ 5i
Pour re´soudre ce genre de proble`me, une premie`re approche na¨ıve est de conside´rer
inde´pendamment le proble`me dans chaque the´orie composante. Si la proce´dure de
de´cision de chaque the´orie e´le´mentaire retourne un re´sultat positif, on retourne le
re´sultat final comme positif, et ne´gatif sinon. Essayons d’appliquer cette me´thode
na¨ıve :
1. la proce´dure de satisfiabilite´ de LA retourne satisfiable avec la formule
i+ j ≤ 2j ∧ j + 4i ≤ 5i
2. la proce´dure de satisfiabilite´ de A retourne satisfiable avec la formule
select(store(a, i, select(a, j)), i) 6= select(a, i)
3. la proce´dure de satisfiabilite´ de l’union devrait donc retourner satisfiable...
Mais en re´alite´, on peut de´duire i = j a` partir de la conjonction i+j ≤ 2j ∧ j+4i ≤ 5i.
Le premier axiome de A, i = j et select(store(a, i, select(a, j)), i) 6= select(a, i) nous
permettent de de´duire select(a, i) 6= select(a, i), qui est insatisfiable. Le proble`me vient
1. Les variables apparaissant dans les axiomes sont universellement quantifie´es.
2. A et LA ainsi que leur combinaison sont de´cidables (voir par exemple [Opp80]).
3. Les variables apparaissant dans cette formule sont existentiellement quantifie´es.
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de l’interaction entre les the´ories composantes, qui est, dans l’exemple, due au partage
de variables et du symbole d’e´galite´.
L’exemple pre´ce´dent montre la subtilite´ du proble`me de combinaison de proce´-
dures de de´cision. Ce proble`me s’e´nonce formellement comme suit : e´tant donne´es n
the´ories T1, T2, ..., Tn avec leurs n proce´dures de de´cision P1, P2, ..., Pn respective-
ment, peut-on construire une proce´dure de de´cision dans la the´orie T1 ∪T2 ∪ ...∪Tn ?
Nelson-Oppen A la fin des anne´es 70, Nelson et Oppen [NO79] ont propose´ une
approche tre`s ge´ne´rale pour construire une proce´dure de satisfiabilite´ des formules
sans quantificateurs dans l’union des the´ories a` signatures disjointes T1∪T2∪...∪Tn. La
me´thode est base´e sur trois e´tapes : Purification, Test de satisfiabilite´ et Propagation
d’e´galite´s.
1. La purification consiste a` renommer chaque sous-terme e´tranger par une va-
riable. Intuitivement, cette e´tape de´compose la formule mixte 4 ϕ en une conjonc-
tion ϕ1 ∧ ϕ2 ∧ ... ∧ ϕn de n formules pures
5 ϕi sur lesquelles on peut appliquer
chaque proce´dure de de´cision Pi.
2. Le test de satisfiabilite´ ve´rifie la satisfiabilite´ dans chaque the´orie composante.
3. La propagation d’e´galite´s consiste a` propager toutes les e´galite´s implique´es dans
une the´orie composante aux autres the´ories et revenir a` l’e´tape Test de satisfia-
bilite´ si ne´cessaire.
Construite dans un souci de re´utilisation, la me´thode Nelson-Oppen proce`de de ma-
nie`re modulaire sur chacune des the´ories composantes et ensuite les fait communiquer
par la Propagation d’e´galite´s. Avec l’e´tape de Propagation d’e´galite´s l’interaction entre
les the´ories composantes est prise en compte, le proble`me de cohe´rence globale que
l’on a mentionne´ ci-dessus est re´solu. La me´thode Nelson-Oppen a e´te´ implante´e dans
diffe´rents outils de ve´rification comme CVC [SBD02], ESC [DLNS98].
Shostak En 1984, Shostak a propose´ une me´thode plus restreinte base´e sur la Cloˆ-
ture de Congruence [Sho84] pour la combinaison de la the´orie de l’e´galite´ et d’autres
the´ories admettant un canoniseur et un solveur. Bien que la me´thode de Shostak
soit plus restreinte que celle de Nelson et Oppen, elle a suscite´ un vif inte´reˆt dans la
communaute´ et a e´te´ implante´e dans les syste`mes de ve´rification ICS [FORS01], PVS
[ORR+96], SVC [BDL96], STeP [BBC+96]. Il y a quelques explications a` ce fait. La
premie`re raison est l’efficacite´. Les e´tudes ont montre´ que la me´thode de Shostak est
beaucoup plus performante que celle de Nelson et Oppen. La deuxie`me raison est que
malgre´ les restrictions requises, un nombre significatif de the´ories inte´ressantes d’un
point de vue pratique font partie de la classe des the´ories de Shostak.
Malgre´ la popularite´ des deux me´thodes, les papiers originaux ont manque´ de
rigueur en terme de correction et de lisibilite´. Une liste impressionnante d’articles
[CLS96, RS01, BDS02, Kap02, Gan02, CK03b, RS02, CK03a, MZ03] ont e´te´ publie´s
pour corriger les erreurs des deux me´thodes, en particulier celle de Shostak. Certaines
hypothe`ses sur les the´ories composantes ont e´te´ introduites pour pallier le proble`me
de correction notamment la convexite´ (pour Shostak) [BDS02, Opp80, Gan02] et la
stable infinite´ (pour Nelson-Oppen) [Opp80]. Une direction de recherche inte´ressante
4. Une formule est mixte si les symboles dans cette formule appartiennent a` plusieurs the´ories.
5. Une formule est pure si tous les symboles dans cette formule appartiennent a` une seule the´orie.
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consiste a` de´finir un cadre uniforme dans lequel la combinaison de Shostak peut
s’exprimer comme un raffinement de celle de Nelson-Oppen.
Proce´dures de de´cision de´rive´es par saturation et leur combinaison
Les proce´dures de satisfiabilite´ pour les the´ories mode´lisant les structures de don-
ne´es telles que les listes ou les tableaux se trouvent au coeur de beaucoup de sys-
te`mes de ve´rification, comme PVS [ORR+96], Simplify [DNS03], ICS [FORS01], CVC
[SBD02], CVC Lite [BB04]. La conception, la preuve de correction et l’implantation de
telles proce´dures pre´sentent des de´fis qui sont loin d’eˆtre triviaux. Un des proble`mes
majeurs est de prouver la correction de ces proce´dures. De plus, l’implantation de
chaque proce´dure se fait de fac¸on ad hoc, avec peu de re´utilisation de composants
existants. Pour franchir ces obstacles, les auteurs de [ARR03] ont propose´ une me´-
thodologie uniforme base´e sur la saturation pour construire des proce´dures de satis-
fiabilite´ et prouver leur correction. La preuve de correction se re´duit a` la preuve de la
terminaison d’une application e´quitable et exhaustive des re`gles du Calcul de Super-
position [NR01]. De plus, de telles proce´dures peuvent eˆtre de´veloppe´es en utilisant
les syste`mes de preuve implantant le Calcul de Superposition [Sch02, Wei97, RV02].
Les efforts d’inge´nierie et de validation de logiciels peuvent eˆtre ainsi re´utilise´s.
Malheureusement, la plupart des proble`mes de ve´rification font intervenir des do-
maines de calcul pour lesquels la me´thodologie base´e sur la saturation ne s’applique
pas, par exemple l’arithme´tique line´aire sur les re´els ou plus ge´ne´ralement des the´o-
ries non finiment axiomatisables. Il y a donc un besoin indiscutable de combiner
des proce´dures de satisfiabilite´ de´rive´es par saturation avec d’autres proce´dures de
satisfiabilite´ construites par d’autres techniques. Une solution consiste a` utiliser la
me´thode de combinaison de Nelson-Oppen [NO79] pour combiner de fac¸on modulaire
des proce´dures composantes. Pour avoir une inte´gration efficace des proce´dures de
satisfiabilite´ par saturation dans la combinaison a` la Nelson-Oppen, il est important
d’e´tudier les questions suivantes :
– comment assurer que les the´ories composantes sont stablement infinies ?
– comment produire directement des formules, qui sont propage´es d’une proce´dure
a` l’autre, une fois que la saturation est termine´e ?
– comment traiter efficacement de nouvelles formules qui proviennent d’autres
proce´dures ?
Solveurs de satisfiabilite´ modulo the´ories (SMT)
En pratique, pour ve´rifier la satisfiabilite´ des formules sans quantificateurs on peut
se ramener a` la ve´rification de la satisfiabilite´ de conjonctions des litte´raux clos en
transformant les obligations de preuve en forme normale disjonctive (DNF). Malgre´ la
correction de la me´thode au niveau the´orique, cette technique se heurte a` certains pro-
ble`mes en pratique. Premie`rement, transformer une formule en DNF est trop couˆteux
en terme d’espace. Et deuxie`mement, si la formule est insatisfiable alors le nombre
d’appels de la proce´dure de de´cision est e´gal au nombre de disjoints de la DNF. Ceci
augmente rapidement le couˆt de la ve´rification de l’insatisfiabilite´ d’une formule. Pour
traiter efficacement des formules ayant une structure boole´enne arbitraire, des solveurs
SMT (e.g. haRVey [DR03], MathSat [BBC+06], DPLL(T) [GHN+04], ICS [FORS01],
CVC-Lite [BB04], et Zapato [BCLZ04]) sont de´veloppe´s en utilisant soit les BDDs
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(Binary Decision Diagrams) qui permettent de repre´senter de manie`re compacte les
formules Boole´ennes, soit des SAT solveurs qui permettent de trouver un mode`le
propositionnel de la formule. Les solveurs SMT fonctionnent en combinant une pro-
ce´dure de satisfiabilite´ pour le calcul propositionnel—un solveur propositionnel—et
une proce´dure de satisfiabilite´ modulo une the´orie T pour des conjonctions de lit-
te´raux. L’interaction entre ces deux proce´dures s’effectue grossie`rement de la fac¸on
suivante :
1. Faire abstraction des atomes d’une formule φ, en les substituant par des va-
riables propositionnelles de manie`re a` obtenir une formule propositionnelle φp.
2. Appeler le solveur propositionnel sur φp afin de trouver une affectation αp de
variables propositionnelles.
3. Cette affectation αp correspond dans la the´orie T a` une conjonction α de lit-
te´raux. Si α est satisfiable dans T , alors on peut conclure que φ est satisfiable.
Sinon, on ajoute ¬αp a` φp pour e´liminer ce candidat de solution qui n’est pas
une solution. Et on retourne a` l’e´tape 2.
L’insatisfiabilite´ de φ est de´clare´e lorsque le solveur propositionnel ne trouve plus de
solution a` φp.
Le principal inconve´nient de cette me´thode est son efficacite´. Le nombre d’appels
a` la proce´dure croˆıt exponentiellement avec le nombre de litte´raux de la formule φ.
Ceci rend les performances inacceptables de`s lors que la formule est grande. Il est
donc primordial de s’inte´resser a` optimiser cette me´thode. Une direction prometteuse
consiste a` utiliser des proce´dures de satisfiabilite´ ayant la capacite´ de justifier l’insa-
tisfiabilite´ au moyen d’un “petit” ensemble de litte´raux, ce qui permet d’e´liminer en
un coup un “grand” nombre d’affectations propositionnelles. On re´duit ainsi de fac¸on
significative le nombre d’ite´rations ne´cessaires a` la de´tection de l’insatisfiabilite´ de φ.
1.2 Contribution
Un cadre uniforme pour Nelson-Oppen et Shostak
Nous avons apporte´ une contribution [RRT04, RRT03] au de´bat qui consiste a`
se positionner par rapport aux deux grand sche´mas de combinaison disjointe (i.e.
quand les the´ories combine´es ne partagent pas de symboles) pour la satisfiabilite´ :
Nelson-Oppen et Shostak. Depuis quelques anne´es, certains papiers ont clarifie´ les
subtilite´s de la combinaison des the´ories de Shostak en e´tudiant leurs relations avec
les the´ories de Nelson-Oppen. Malheureusement, ces papiers manquent d’uniformite´
dans la pre´sentation des re´sultats ce qui peut troubler les non-experts. Par exemple,
certains papiers utilisent du pseudo-code pour de´crire les algorithmes de combinaison
alors que d’autres adoptent une pre´sentation plus abstraite. Les deux approches ont
leurs avantages (et inconve´nients) respectifs : le pseudo-code permet de de´marrer plus
rapidement une implantation, alors qu’un syste`me d’infe´rence facilite les preuves de
correction.
La premie`re contribution de ce travail est de fournir une synthe`se des approches
de Nelson-Oppen et Shostak pour la combinaison disjointe en utilisant une approche
a` base de re`gles dans laquelle beaucoup de re´sultats re´cents sont reformule´s et prou-
ve´s corrects de fac¸on uniforme, rigoureuse et simple. Notre synthe`se des sche´mas de
combinaison sert plusieurs objectifs. Premie`rement, meˆme si les re´sultats ne sont pas
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nouveaux, nous pensons que les pre´senter dans un cadre uniforme peut fournir une
re´fe´rence de valeur pour les personnes inte´resse´es par les proble`mes de combinaison
et plus particulie`rement pour les non-experts du domaine. Deuxie`mement, cela peut
servir comme point de de´part pour des recherches supple´mentaires. Comme exemple,
l’un des proble`mes importants en combinant des the´ories de Shostak est le manque
de modularite´ des solveurs : il n’existe pas de me´thode ge´ne´rale pour produire un
solveur pour l’union de the´ories de Shostak a` partir des solveurs connus pour les
the´ories composantes [CK03b]. Ce manque de modularite´, plus l’observation que la
the´orie de l’e´galite´ n’est pas une the´orie de Shostak, peut nous laisser penser qu’une
combinaison ad hoc d’une the´orie de Shostak et une the´orie de Nelson-Oppen consti-
tue un compromis raisonnable entre efficacite´ et ge´ne´ralite´ : solveurs et canoniseurs
pour les the´ories de Shostak de´rivent efficacement de nouvelles e´galite´s et coope`rent a`
la Nelson-Oppen. Cette solution peut eˆtre facilement spe´cifie´e dans le cadre propose´.
Toutefois elle laisse ouverte la question d’un concept permettant d’avoir un re´sultat
modulaire tout en gardant l’efficacite´ apporte´e par les solveurs et les canoniseurs.
En re´ponse a` cette question, nous proposons le concept de canoniseur e´tendu qui
constitue la deuxie`me contribution de ce travail. Ce nouveau concept pre´sente plu-
sieurs avantages : (i) la construction de canoniseurs e´tendus est modulaire ; (ii) un
canoniseur e´tendu de´cide la satisfiabilite´ pour une large classe de the´ories, a` savoir
les the´ories convexes ; (iii) les canoniseurs e´tendus peuvent eˆtre construits en utilisant
des techniques de re´e´criture dans certains cas inte´ressants (cf. Chapitre 6).
Tous les re´sultats ci-dessus supposent que les the´ories composantes satisfont les
hypothe`ses de convexite´ et de stable infinite´. La convexite´ nous permet d’avoir une
me´thode de´terministe de Nelson-Oppen tandis que la stable infinite´ est une condition
suffisante pour la correction de la me´thode de Nelson-Oppen. Nous avons ensuite tra-
vaille´ dans le but d’e´tendre ces re´sultats au cas ou` les the´ories sont convexes mais pas
ne´cessairement stablement infinies. Nous montrons que les proce´dures de satisfiabilite´
des the´ories convexes finiment axiomatise´es peuvent eˆtre combine´es meˆme si ces the´o-
ries ne sont pas stablement infinies. Dans le meˆme esprit, nous montrons e´galement
qu’on peut avoir une construction modulaire de canoniseur e´tendu pour l’union des
the´ories convexes (pas ne´cessairement stablement infinies ou finiment axiomatise´es)
admettant un canoniseur e´tendu (cf. Chapitre 7). Ce re´sultat ge´ne´ralise le re´sultat de
modularite´ de canoniseur e´tendu pour les the´ories convexes et stablement infinies.
Combinaison des proce´dures de de´cision de´rive´es par saturation
Lorsque l’on combine des proce´dures de de´cision de´rive´es par saturation en utili-
sant la me´thode de Nelson-Oppen, les questions a` se poser sont :
– comment produire directement des formules qui sont propage´es d’une proce´dure
a` l’autre ?
– comment traiter efficacement de nouvelles formules qui proviennent d’autres
proce´dures ?
Le premier proble`me peut eˆtre de´cide´ en utilisant la proce´dure de T -satisfiabilite´, i.e.
pour ve´rifier qu’une formule φ est une conse´quence d’un ensemble S de formules dans
une the´orie T , il suffit de ve´rifier que ¬φ est insatisfiable dans T . Mais cette solution
n’est e´videmment pas efficace, comme observe´ dans [DNS03]. Afin de franchir cet obs-
tacle, nous montrons qu’une application exhaustive des re`gles du Calcul de Superposi-
tion de´rive suffisamment de formules partage´es pour la the´orie de l’e´galite´ et la the´orie
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des listes [KRRT05, KRRT06b]. Pour la the´orie des tableaux nous montrons qu’une
application exhaustive des re`gles d’une variante du Calcul de Superposition—obtenu
en rajoutant au calcul une re`gle de“fragmentation” (“splitting”)—de´rive suffisamment
de formules partage´es (cf. Chapitre 4).
Pour re´soudre le deuxie`me proble`me, la solution na¨ıve consistant a` refaire la sa-
turation sur le nouvel ensemble pre´sente quelques inconve´nients. D’un coˆte´ il peut
eˆtre inutile de saturer tout le nouvel ensemble car certaines clauses ne seront pas
utilise´es, et d’un autre coˆte´ il est difficile de faire un retour en arrie`re lorsque les
nouvelles formules rec¸ues causent l’insatisfiabilite´. Nous proposons une architecture
dans laquelle le Calcul de Superposition fonctionne comme un ge´ne´rateur de lemmes
qui sont ensuite utilise´s par la Cloˆture de Congruence. Les proce´dures de satisfiabilite´
construites de cette fac¸on peuvent eˆtre combine´es efficacement car celles-ci sont ca-
pables de traiter efficacement les e´galite´s provenant d’autres proce´dures en utilisant
la Cloˆture de Congruence. Ce qui signifie qu’il n’y a pas besoin d’appeler a` nouveau
la saturation. Nous montrons que notre architecture est correcte pour des the´ories
mode´lisant des structures de donne´es comme la the´orie des listes et la the´orie des
tableaux (cf. Chapitre 4).
De´cider automatiquement la combinabilite´ par me´ta-saturation
Nous avons ensuite e´tudie´ la ge´ne´ralisation des re´sultats du travail pre´ce´dent
[KRRT05, KRRT06b]. Dans cette optique, nous avons de´fini des conditions suffisantes
permettant de ve´rifier
– si les the´ories admettent une proce´dure de satisfiabilite´ base´e sur le calcul de
Superposition ;
– si ces proce´dures de satisfiabilite´ ont la capacite´ de produire efficacement des
formules partage´es ;
– si les the´ories composantes sont stablement infinies pour que les proce´dures de
satisfiabilite´ correspondantes puissent eˆtre combine´es avec d’autre proce´dures
de satisfiabilite´ en utilisant la me´thode de Nelson-Oppen.
De plus, nous avons de´veloppe´ une me´thode base´e sur la me´ta-saturation de Lynch
et Morawska [LM02] pour ve´rifier automatiquement ces conditions pour les the´ories
axiomatise´es par un ensemble fini de clauses. Nous avons pu identifier, en utilisant
notre me´thode automatique, une classe de the´ories satisfaisant ces conditions, qui
inclut bien e´videmment la the´orie de l’e´galite´, la the´orie des listes et leurs combi-
naisons ([KRRT06a]). Nous e´tendons par la suite cette me´thode a` la saturation avec
fragmentation (cf. Chapitre 5).
Proce´dures de de´cision avec te´moin de preuve pour des solveurs SMT
Une technique importante pour obtenir un outil SMT efficace consiste a` engendrer
des (ensembles repre´sentatifs de) conflits comme effet de bord de la proce´dure de sa-
tisfiabilite´ car leur utilisation permet d’e´laguer e´norme´ment l’espace de recherche ge´re´
par le solveur Boole´en. Des travaux ont e´te´ re´alise´s pour e´tendre, par la production
de conflits, des proce´dures de satisfiabilite´ pour certaines the´ories (dont la the´orie de
l’e´galite´) [Fon04, dMRS04, NO05, ST05]. Par contre, il n’existe pas (a` notre connais-
sance) de travaux publie´s sur la construction modulaire de conflits pour des me´langes
de the´ories, meˆme si des syste`mes SMT doivent d’une fac¸on ou d’une autre implanter
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cette fonctionnalite´. Ainsi, un de´veloppeur souhaitant inte´grer cette fonctionnalite´
dans son propre syste`me SMT doit comprendre le code d’autres syste`mes (qui n’est
pas toujours disponible) afin d’en extraire les ide´es essentielles et les mettre en œuvre
dans son architecture.
Dans [RRT06] et Chapitre 9, nous pre´sentons comment e´tendre la me´thode de
combinaison de Nelson-Oppen de manie`re a` construire une proce´dure de satisfiabilite´
produisant des conflits pour le me´lange de the´ories (disjointes), lorsque sont connues
des proce´dures approprie´es pour les the´ories composantes. Dans ce but, nous intro-
duisons le concept de graphe d’explication, qui code de fac¸on compacte les e´galite´s
e´le´mentaires de´duites. Nous montrons l’inte´reˆt de ce concept pour construire une
proce´dure de satisfiabilite´ pour la the´orie de l’e´galite´ augmente´e par la capacite´ a`
produire des conflits. Nous montrons ensuite comment combiner des proce´dures de
satisfiabilite´, appele´es moteurs d’explication, qui ont la capacite´ de construire des
graphes d’explication. Ceci permet de construire une proce´dure de satisfiabilite´ avec
la meˆme capacite´ pour le me´lange des the´ories. Pour finir, nous introduisons le concept
de quasi-conflit, qui nous permet de caracte´riser pre´cise´ment une forme de minimalite´
satisfaite par les explications construites par notre me´thode.
Plan de lecture
Apre`s cette introduction ge´ne´rale, nous de´finissons, dans le Chapitre 2, des notions
de base utilise´es tout au long du me´moire. Les lecteurs qui sont familiers avec la
logique, la the´orie des mode`les et la re´e´criture du premier ordre, peuvent commencer
directement la lecture au Chapitre 3.
Les cinq Chapitres 4, 5, 6, 7 et 8 pre´sentent l’ensemble des contributions de la
the`se.
Le proble`me de satisfiabilite´ dans l’union des the´ories est traite´ dans les Chapitres
3, 6 et 7. Le Chapitre 3 a pour but de donner aux non-experts un aperc¸u global
de l’ensemble des re´sultats principaux du proble`me de satisfiabilite´ dans l’union des
the´ories. Nous pre´sentons les re´sultats concernant la combinaison de the´ories ayant des
signatures disjointes ainsi que la combinaison de the´ories dont les signatures partagent
des symboles. Le Chapitre 6 donne un cadre uniforme pour traiter la combinaison de
the´ories convexes et stablement infinies suivant la me´thode de Nelson-Oppen ou celle
de Shostak. Les re´sultats de´crits dans ce chapitre servent comme point de de´part pour
une e´tude plus ge´ne´rale de combinaison de the´ories convexes et de the´ories universelles
de´crite dans le Chapitre 7.
La de´duction automatique par paramodulation fait l’objet des Chapitres 4 et 5. Le
Chapitre 4 pre´sente les re´sultats obtenus pour la combinaison des proce´dures de de´ci-
sion de´rive´es par saturation. Dans le Chapitre 5, nous pre´sentons une ge´ne´ralisation
des re´sultats aborde´s dans le Chapitre 4 et e´galement une me´thode automatique pour
raisonner sur la combinabilite´ des proce´dures de de´cision de´rive´es par saturation.
Le Chapitre 8 concerne l’inte´gration des proce´dures de satisfiabilite´ avec des sol-
veurs propositionnels. Nous donnons quelques exemples de proce´dures de satisfiabilite´
capables de produire des preuves ainsi qu’une me´thode pour combiner des proce´dures
de satisfiabilite´ ayant cette capacite´.




Dans ce chapitre, nous introduisons les e´le´ments de base utilise´s tout au long de ce
manuscrit. Nous commenc¸ons par introduire des e´le´ments de syntaxe de la logique du
premier ordre comme signature, terme, atome et formule. Nous introduisons certains
concepts lie´s a` la re´e´criture (de termes). Ensuite, nous abordons les aspects se´man-
tiques, en introduisant les notions classiques d’interpre´tation, satisfiabilite´, validite´
et mode`le (d’une the´orie). Nous finissons ce chapitre en rappelant des proce´dures de
satisfiabilite´ pour certaines the´ories nous inte´ressant plus particulie`rement.
2.1 Syntaxe de premier ordre
Cette section introduit des objets syntaxiques standards utilise´s en logique de
premier ordre comme les termes, les formules, les substitutions . . .
De´finition 2.1 (Signature). Une signature Σ se compose de :
– un ensemble ΣP de symboles de relation avec arite´ n ≥ 0, et
– un ensemble ΣF de symboles de fonction avec arite´ n ≥ 0.
Un symbole de constante est un symbole de fonction d’arite´ nulle. On note ΣC ,
l’ensemble de symboles de constante d’une signature. La cardinalite´ |Σ|, d’une signa-
ture est le nombre de symboles de Σ.
De´finition 2.2 (Terme). Soient Σ une signature et X en ensemble de variables.
L’ensemble T (Σ, X) de Σ-termes (sur les variables X) est le plus petit ensemble tel
que :
– chaque variable de X est dans T (Σ, X), et
– chaque constante de Σ est dans T (Σ, X), et
– si f est un symbole de fonction d’arite´ n dans Σ et t1, . . . , tn sont dans T (Σ, X)
alors f(t1, . . . , tn) est dans T (Σ, X).
Un Σ-terme est clos s’il ne contient pas de variable.
Si t est un terme alors V ar(t) de´signe l’ensemble des variables apparaissant dans
t. Cette notation s’e´tend naturellement aux ensembles de termes. Un sous-terme d’un
terme t est un terme qui apparaˆıt dans t. Un sous-terme strict de t est un sous-terme
de t qui est diffe´rent de t. Un terme peut eˆtre vu comme un arbre fini e´tiquete´, dont
les feuilles sont e´tiquete´es par des variables ou constantes et dont les noeuds internes
sont e´tiquete´s par des symboles d’arite´ positive.
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De´finition 2.3 (Hauteur de terme). La hauteur d’un terme t est re´cursivement de´fini
par :
– hauteur(t) = 0, si t est une constante ou une variable,
– hauteur(f(t1, . . . , tn)) = 1 +max{depth(ti) | 1 ≤ i ≤ n}.
Un terme t est plat si sa hauteur est 0 ou 1.
De´finition 2.4 (Position et contexte). Une position (ou une occurrence) dans un
terme t est repre´sente´e par une se´quence d’entiers positifs de´crivant le chemin de la
racine de t au sous-terme a` cette position, note´ t|p. Un terme u a une occurrence
dans t si u = t|p pour une certaine position p.
Un contexte est un terme avec une position distingue´e.
La notation t[s]p signifie que le terme t contient s comme sous-terme a` la position
p et t[s] signifie que s est un sous-terme de t.
De´finition 2.5 (Substitution). Une substitution est une application sur T (Σ, X) qui
est de´termine´e uniquement par l’image de X. Elle est par conse´quent e´crite sous
la forme {x1 → t1, . . . , xn → tn} lorsqu’il existe un nombre fini de variables dont
les images ne sont pas elles-meˆmes. L’application d’une substitution σ = {x1 →
t1, . . . , xn → tn} sur un terme t, note´ σ(t), est de´finie re´cursivement comme suit :
– si t est une variable et t 6= xi pour tout i = 1, . . . , n, alors σ(t) = t,
– si t = xi pour un certain i = 1, . . . , n, alors σ(t) = ti,
– si t = f(u1, . . . , um), ou` u1, . . . , um ∈ T (Σ, X) et f ∈ Σ
F , alors σ(t) =
f(σ(u1), . . . , σ(um)).
Si σ est une substitution, on appelle les ensembles
Dom(σ) = {x | x ∈ X et σ(x) 6= x} et Ran(σ) = {σ(x) | x ∈ Dom(σ)}
respectivement le domaine et le codomaine de σ.
La substitution vide (substitution identite´) est note´e ǫ. Si σ et ρ sont des substitu-
tions, la composition σ◦ρ est de´finie par σ◦ρ(x) = ρ(σ(x)) (ou xσρ). Une substitution
σ est idempotente si σ ◦ σ = σ. Si σ = {x1 → t1, . . . , xn → tn} est une substitution
et t est un terme, nous utilisons de fac¸on interchangeable la notation pre´fixe´e σ(t) ou
la notation postfixe´e tσ pour de´signer l’application de σ a` t.
De´finition 2.6 (Remplacement). Le replacement d’un terme t par un terme t′ dans
un terme u, note´ u[t→ t′], est de´fini re´cursivement par :
– si u = t alors u[t→ t′] = t′,
– si u 6= t et u = f(u1, . . . , un) alors u[t→ t
′] = f(u1[t→ t
′], . . . , un[t→ t
′]).
Les symboles suivants sont utilise´s dans le langage de la logique premier ordre
mais ne sont inclus dans aucune signature :
– les connecteurs Boole´ens : ⊤,⊥,∧,∨,¬ ;
– les quantificateurs : ∃, ∀ ;
– l’e´galite´ : =.
De´finition 2.7 (Atome). Soit Σ une signature. L’ensemble des Σ-atomes est le plus
petit ensemble tel que :
– ⊤ est un Σ-atome, et
– une Σ-e´galite´, i.e. une expression de la forme s = t, ou` s, t sont des Σ-termes,
est un Σ-atome, et
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– une relation, i.e. une expression de la forme P (t1, . . . , tn), ou` P est un symbole
de relation d’arite´ n dans ΣP et t1, . . . , tn sont des Σ-termes, est un Σ-atome.
Un litte´ral est un Σ-atome ou la ne´gation d’une Σ-atome. La ne´gation de ⊤ est ⊥.
Une dise´galite´ est la ne´gation d’une e´galite´, i.e. une expression de la forme ¬s = t,
souvent note´e s 6= t.
De´finition 2.8 (Hauteur de litte´ral). La hauteur d’une e´galite´ ou d’une dise´galite´
est de´finie par :
hauteur(l ⊲⊳ r) = hauteur(l) + hauteur(r) ,
ou` ⊲⊳∈ {=, 6=}. Une e´galite´ est plate si sa hauteur est 0 ou 1. Une dise´galite´ est plate
si sa hauteur est 0.
De´finition 2.9 (Formule). Soit Σ une signature. L’ensemble des Σ-formules est le
plus petit ensemble tel que :
– tout Σ-atome est une Σ-formule, et
– si ϕ et φ sont des Σ-formules et v est une variable alors ¬ϕ, ϕ∧φ, ϕ∨φ, ∃v.ϕ
et ∀v.ϕ sont des Σ-formules.
Une Σ-formule est close si elle ne contient pas de variable.
De´finition 2.10 (Porte´e de quantificateurs). Dans une formule Qv.ϕ, ou` Q est ∃ ou
∀, on dit que ϕ est la porte´e du quantificateur Q.
De´finition 2.11 (Variable libre). Une variable est libre dans une formule ϕ si au
moins une des ses occurrences n’apparaˆıt pas dans la porte´e d’aucun quantificateur de
ϕ.
Si ϕ est une formule alors V ar(ϕ) de´signe l’ensemble de variables libres dans ϕ.
Cette notation s’e´tend bien e´videmment aux ensembles de formules.
De´finition 2.12 (Sentence). Une formule est une sentence si elle ne contient pas de
variable libre.
De´finition 2.13 (Forme pre´nexe). Une formule est en forme pre´nexe si elle a la
forme
Q1v1. . . . Qnvn.ϕ
ou` Qi ∈ {∃, ∀} et ϕ est une formule sans quantificateur. Dans ce cas, on dit que
Q1v1. . . . Qnvn est le pre´fixe de quantificateurs et ϕ est la matrice de la forme pre´nexe.
De´finition 2.14 (Formule universelle et formule existentielle). Une formule est uni-
verselle (respectivement existentielle) si elle est en forme pre´nexe dont le pre´fixe de
quantificateurs ne contient pas de quantificateurs existentiels (respectivement univer-
sels).
De´finition 2.15 (Forme de Skolem). Une formule est en forme de Skolem si elle est
en forme pre´nexe sans quantificateur existentiel.
De´finition 2.16 (Forme clausale). Une formule est
– une clause si elle est de la forme
l1 ∨ . . . ∨ ln
ou` li est un litte´ral dont toutes les variables sont implicitement et universelle-
ment quantifie´es, pour 0 ≤ i ≤ n ;
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– clause de Horn si c’est une clause dont au plus un de ses disjoints est un atome.
– clause de Horn stricte si c’est une clause de Horn dont au moins un des disjoints
est un atome.
Une clause peut eˆtre aussi vue comme un multi-ensemble de litte´raux dont toutes
les variables sont universellement quantifie´es.
De´finition 2.17 (Formes normales). Une formule sans quantificateurs est
– en forme normale disjonctive (ou en DNF) si elle est de la forme
(l1 ∧ . . . ∧ lk1) ∨ . . . ∨ (ln ∧ . . . ∧ lk1) ,
– en forme normale conjonctive (ou en CNF) si elle est de la forme
(l1 ∨ . . . ∨ lk1) ∧ . . . ∧ (ln ∨ . . . ∨ lk1) ,
ou` li est un litte´ral.
Il est bien connu que toute formule sans quantificateur est e´quivalente a` une
formule en DNF (resp. CNF).
Un symbole avec un tilde en teˆte de´signe une se´quence, par exemple x˜ de´signe la
se´quence x1, . . . , xn avec n ≥ 0. Par simplicite´, nous conside´rons e´galement x˜ comme
un produit carte´sien ou un ensemble. La notation ϕ(x˜), ou ϕ(x1, . . . , xn), signifie que
les variables libres de ϕ sont exactement x1, . . . , xn. Pour toute formule ϕ(x1, . . . , xn),
∃˜ϕ est une abre´viation de ∃x1. . . . ∃x1.ϕ (la cloˆture existentielle de ϕ) et ∀˜ϕ est une
abre´viation de ∀x1. . . . ∀x1.ϕ (la cloˆture universelle de ϕ). Nous utilisons de fac¸on
interchangeable, par abus de langage, un ensemble de formules et une conjonction de
formules dans cet ensemble.
2.2 Re´e´criture
Nous allons e´tudier une relation particulie`re entre les termes que l’on appelle la
relation de re´e´criture ordonne´e. Les notions et re´sultats introduits dans cette section
seront utilise´s essentiellement dans les Chapitres 4 et 5 dans lesquels la re´e´criture est
la base de notre me´thodologie et de nos re´sultats. Un pre´sentation plus de´taille´e du
sujet se trouve dans [BN98].
Nous introduisons d’abord quelques relations binaires classiques.
De´finition 2.18. Une relation binaire R sur un ensemble T est
– re´flexive si pour tout x ∈ T , xRx ;
– syme´trique si pour tout x, y ∈ T , xRy implique yRx ;
– antisyme´trique si pour tout x, y ∈ T , xRy et yRx implique x = y ;
– transitive si pour tout x, y, z ∈ T , xRy et yRz implique xRz ;
– un pre´-ordre si elle est re´flexive et transitive ;
– un ordre si elle est re´flexive, transitive et antisyme´trique ;
– totale si pour tout x, y ∈ T , xRy ou yRx ;
– une e´quivalence si elle est re´flexive, transitive et syme´trique.
E´tant donne´e un pre´-ordre ≥ sur un ensemble T , la relation d’e´quivalence induite par
≥, note´e ≈≥ est de´finie par
∀x, y ∈ T, x ≈≥ y ssi x ≥ y et y ≥ x
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L’ordre (strict) > induit par ≥ est de´fini par
∀x, y ∈ T, x > y ssi x ≥ y et x 6≈≥ y
De´finition 2.19 (Ordre bien fonde´). Un ordre > sur un ensemble T est bien fonde´ (ou
noethe´rien) s’il n’existe pas de suite infinie de´croissante d’e´le´ments de T t1 > t2 > . . ..
La construction d’ordres bien fonde´s peut e´ventuellement se faire par extension.
L’extension lexicographique permet par exemple de comparer des uplets. Soient n
ensembles ordonne´s (Ti, >i)i=1,...,n. Le produit carte´sien ordonne´ lexicographiquement
(T1 × . . .× Tn, >
lex) est de´fini par
(s1, . . . , sn) >
lex (t1, . . . , tn)
s’il existe i, 1 ≤ i ≤ n tel que si >i ti et ∀j, 1 ≤ j < i, sj = tj . Si >i est bien fonde´
pour i = 1, . . . , n, alors >lex est aussi bien fonde´.
Pour comparer des objets de taille arbitraire, on introduit l’extension multi-
ensemble d’un ordre bien fonde´. Un multi-ensemble M sur un ensemble T est une
application de T vers les entiers naturels. Soit> un ordre sur T , l’ordre multi-ensemble
est de´fini par
L >mult M si L 6=M et (M(y) > L(y)⇒ ∃x ∈ T, x > y et L(x) > M(x)) .
Si > est bien fonde´ alors >mult est e´galement bien fonde´.
De´finition 2.20 (Syste`me de re´e´criture). Une re`gle de re´e´criture est une paire de
termes oriente´e, note´e l → r, ou` l est le membre gauche de la re`gle et r est son
membre droit.
Un syste`me de re´e´criture sur les termes est un ensemble de re`gles de re´e´criture.
La relation de re´e´criture →R associe´e a` un syste`me de re´e´criture R est de´finie par :
t →R t
′ s’il existe une position p dans t, une re`gle l → r dans R et une substitution
σ telles que t|p = σ(l) et t
′ = t[σ(r)]p.
De´finition 2.21. Un syste`me de re´e´criture R est localement confluent (respective-
ment confluent, terminant) si la relation de re´e´criture →R est localement confluente
(respectivement confluente, terminante).
Nous allons maintenant de´finir des relations d’ordre qui sont propres a` la re´e´cri-
ture.
De´finition 2.22. Un ordre > sur les termes est
– un ordre de re´e´criture s’il est stable par contexte et substitution, i.e. pour tous
les termes t, t′, u et toute substitution σ
t > t′ ⇒ u[σ(t)] > u[σ(t′)] ,
– un ordre de re´duction si c’est un ordre de re´e´criture bien fonde´,
– un ordre de simplification si c’est un ordre de re´duction contenant l’ordre sous-
terme, i.e. pour tous les termes t, u
t[u] > u .
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Un ordre de re´duction total contient l’ordre sous-terme, et par conse´quent est un
ordre de simplification.
Soit → une relation binaire sur T . On note
∗
−→ la fermeture re´flexive et transitive
de →. Un e´le´ment t d’un ensemble T est re´ductible par → s’il existe un t′ diffe´rent
de t dans T tel que t→ t′. Dans le cas contraire, il est irre´ductible. On appelle forme
normale de t tout e´le´ment t′ irre´ductible tel que t
∗
−→ t′.
De´finition 2.23. Soient T un ensemble et → une relation binaire sur T . On dit que
la relation →
– termine (ou est terminante) si → est bien fonde´e ;
– est confluente si pour tout t, u, v ∈ T si t
∗
−→ u et t
∗
−→ u alors il existe un t′ ∈ T
tel que u
∗
−→ t′ et v
∗
−→ t′ ;
– est localement confluente si pour tout t, u, v ∈ T si t→ u et t→ v alors il existe
un t′ ∈ T tel que u
∗
−→ t′ et v
∗
−→ t′.
2.3 The´ories des mode`les de premier ordre
Nous introduisons dans cette section des concepts se´mantiques associe´s aux concepts
syntaxiques introduits pre´ce´demment. Nous commenc¸ons par pre´senter la notion de
structure ensuite nous introduisons des relations entre les structures elles-meˆme (e.g.
des homomorphismes), et des relations entre les structures et les formules (e.g. la
validite´, la satisfiabilite´). La plupart des notions introduites proviennent de [Hod94].
2.3.1 Mode`le
De´finition 2.24 (Structure). Soit Σ une signature. Une Σ-structure A est une paire
(A, IΣ) telle que A est appele´ le domaine de A, et IΣ est une fonction qui associe a` :
– chaque symbole de constante c dans Σ un e´le´ment cA de A, et
– chaque symbole de fonction f d’arite´ n dans Σ une fonction fA de An vers A,
et
– chaque symbole de relation P d’arite´ n dans Σ une relation sur An.
Une structure est une alge`bre si sa signature ne contient pas de symbole de rela-
tion. La cardinalite´ Card(A) d’une structure A est simplement la cardinalite´ de A.
Une structure est triviale si sa cardinalite´ est e´gale a` 1, et non triviale dans le cas
contraire.
De´finition 2.25 (Re´duction de structure). Soient Ω et Σ deux signatures telles que
Σ ⊆ Ω. La Σ-re´duction d’une Ω-structure A = (A, IΩ) est la structure AΣ, obtenue
en re´duisant IΩ aux symboles de Σ seulement. On dit aussi que A est une expansion
de AΣ.
De´finition 2.26 (Valuation). Soient A une Σ-structure et X un ensemble de va-
riables. Une valuation de X est une application de X dans A.
De´finition 2.27 (Interpre´tation). Soient A une Σ-structure, X un ensemble de va-
riables et α une valuation de X dans A. La paire (A, α) de´finit une interpre´tation,
i.e. une application d’un ensemble de Σ-formules ϕ a` {⊤,⊥} ou` V ar(ϕ) ⊆ X.
De´finition 2.28 (Satisfiabilite´ et validite´). Soient A une Σ-structure et ϕ une Σ-
formule. On dit que
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– une valuation α de V ar(ϕ) dans A satisfait ϕ dans A ou de fac¸on e´quivalente
ϕ est satisfiable dans A, note´ (A, α) |= ϕ, si (A, α) e´value ϕ en ⊤ et
– A est un mode`le de ϕ ou de fac¸on e´quivalente ϕ est valide dans A, note´ A |= ϕ
si (A, α) |= ϕ pour toute valuation α de V ar(ϕ) dans A.
Dans certain cas, on conside`re la notation (A, α) |= ϕ interchangeable avec A |=
ϕ(a1, . . . , an) si V ar(ϕ) = {x1, . . . , xn} et α(xi) = ai pour i ∈ {1, . . . , n}.
De´finition 2.29. Soient K une classe de Σ-structures et ϕ, φ des Σ-formules. On
dit que
– ϕ est satisfiable dans K si ϕ est satisfiable dans une Σ-structure A ∈ K ;
– ϕ est valide dans K, note´ K |= ϕ, si A |= ϕ pour toute Σ-structure A ∈ K ;
– ϕ et φ sont e´quisatisfiables dans K lorsque ϕ est satisfiable dans K si et seule-
ment si φ est satisfiable dans K.
Dans le cas ou` K est la classe de toutes les Σ-structures, on dit simplement que ϕ
est satisfiable (respectivement valide ou e´quisatisfiable a` φ).
Le re´sultat suivant est bien connu en the´orie des mode`les et nous l’utiliserons pour
prouver le the´ore`me de combinaison du Chapitre 3.
Proposition 2.1. Si A est une Σ-structure, ϕ(x˜) est une Σ-formule et α une valua-
tion de x˜ dans A, alors pour toute expansion A′ de A a` la signature Σ′ ⊇ Σ
(A, α) |= ϕ ssi (A′, α) |= ϕ .
De´finition 2.30 (Homomorphismes). Soient A, B deux Σ-structures. Une applica-
tion h : A→ B est
1. un homomorphisme de A dans B si
– pour chaque constante c ∈ Σ, h(cA) = cB, et
– pour tout symbole de relation P d’arite´ n dans Σ et (a1, . . . , an) ∈ A
n, si
(a1, . . . , an) ∈ P
A alors (h(a1), . . . , h(an)) ∈ P
B, et
– pour tout symbole de fonction f d’arite´ n dans Σ et (a1, . . . , an) ∈ A
n,
h(fA(a1, . . . , an)) = f
B(h(a1), . . . , h(an)) .
2. un plongement de A dans B si
– h est un homomorphisme de A dans B, et
– h est injectif, et
– pour tout symbole de relation P d’arite´ n dans Σ et (a1, . . . , an) ∈ A
n,
(a1, . . . , an) ∈ P
A si et seulement si (h(a1), . . . , (an)) ∈ P
B.
3. un isomorphisme est un plongement surjectif.
Un homomorphisme h : A→ A est appele´ endomorphisme. Un isomorphisme h : A→
A est appele´ automorphisme.
On dit que deux Σ-structures A et B sont isomorphes, note´e A ∼= B s’il existe un
isomorphisme de A dans B. On e´crit h : A ∼= B pour noter que h est un isomorphisme
de A dans B.
De´finition 2.31 (Sous-structure). Soient A, B deux Σ-structures telles que A ⊆ B.
On dit que A est une sous-structure de B, note´ A ⊆ B, si l’application de´finie par
l’inclusion de A dans B est un plongement de A dans B.
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2.3.2 The´orie
De´finition 2.32 (The´orie). Une the´orie est un ensemble de sentences. Une Σ-the´orie
est une the´orie dont toutes les sentences sont de signature Σ.
Toutes les the´ories conside´re´es tout au long de ce document sont des the´ories de
premier ordre avec e´galite´, i.e. le symbole = est toujours interpre´te´ comme l’identite´.
De´finition 2.33. Une Σ-structure A est un mode`le d’une Σ-the´orie T , ou un T -
mode`le, si A est un mode`le de toutes les sentences de T .
On de´signe par ModΣ(T ) l’ensemble de tous les Σ-mode`les de T . En ge´ne´ral, ΣT
de´signe la plus petite signature Σ telle que T est une Σ-the´orie, et Mod(T ) de´signe
l’ensemble de tous les ΣT -mode`les de T . Sans indication contraire, quand on dit A
est un mode`le d’une the´orie T , cela veut dire que A est un ΣT -mode`le de T , note´
aussi A ∈Mod(T ). Quand Σ est sans ambigu¨ıte´ dans le contexte, on utilise Mod(T )
au lieu de ModΣ(T ).
De´finition 2.34. Si T est une Σ-the´orie et ϕ est une Σ-sentence, on dit que ϕ est
une conse´quence de T , note´e T |= ϕ, si ModΣ(T ) |= ϕ.
De´finition 2.35. Soit T une Σ-the´orie. On dit que
– T est consistante siModΣ(T ) est non vide et inconsistante dans le cas contraire ;
– T est comple`te si pour toute Σ-sentence ϕ soit T |= ϕ soit T |= ¬ϕ ;
– T est non triviale si ModΣ(T ) contient une Σ-structure non triviale ;
– T est axiomatise´e par un ensemble Ax(T ) de sentences si toutes les sentences
de T sont des conse´quences de Ax(T ).
Par simplicite´ on identifie souvent une Σ-the´orie et toutes les Σ-sentences qui sont
des conse´quences de T .
De´finition 2.36 (Satisfiabilite´ modulo). Une Σ-formule ϕ est satisfiable dans une
Σ-the´orie T , ou de fac¸on e´quivalente T |= ∃˜ϕ, si elle est satisfiable dans ModΣ(T ).
De´finition 2.37 (Validite´ modulo). Une Σ-formule ϕ est valide dans une Σ-the´orie
T , ou de fac¸on e´quivalente T |= ∀˜ϕ, si elle est valide dans ModΣ(T ).
De´finition 2.38 (E´quisatisfiabilite´ modulo). Deux Σ-formules sont e´quisatisfiables
dans une Σ-the´orie T si elles sont e´quisatisfiables dans ModΣ(T ).
Par simplicite´, nous dirons qu’une formule ϕ est T -satisfiable (respectivement
T -valide, T -e´quisatisfiable a` une formule φ) au lieu de dire que ϕ est satisfiable (res-
pectivement valide, e´quisatisfiable a` une formule φ) dans T .
2.4 Proce´dure de satisfiabilite´
Nous nous inte´ressons dans le contexte de la the`se a` l’inte´gration de proce´dures de
satisfiabilite´ dans des syste`mes de de´duction automatique. En ge´ne´ral, une proce´dure
de satisfiabilite´ fonctionne pour un domaine de calcul (ou une the´orie) et pour une
classe de formule particulie`re.
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De´finition 2.39. Soient T une the´orie et Φ une classe de formules. Une proce´dure
de satisfiabilite´ modulo T , ou proce´dure de T -satisfiabilite´, pour Φ est un algorithme
qui de´termine la satisfiabilite´ modulo T , ou T -satisfiabilite´, pour toute formule φ ∈ Φ.
Dans les cas ou` on est amene´ a` de´cider la satisfiabilite´ des formules sans quantifi-
cateurs, les variables libres dans des formules sont implicitement et existentiellement
quantifie´es. De fac¸on e´quivalents ces variables peuvent eˆtre conside´re´es comme des
constantes. C’est pour cette raison que lorsque l’on conside`re le proble`me de satis-
fiabilite´, une formule sans quantificateurs peut eˆtre vue comme une formule close
(ground en anglais). Typiquement, lorsque l’on conside`re des proce´dures de satisfia-
bilite´ de´rive´es par saturation (Chapitre 4 et Chapitre 5), pour e´viter la confusion
entre variables libres et variables implicitement et universellement quantifie´es, nous
utilisons des constantes au lieu de variables existentiellement quantifie´es et des for-
mules closes au lieu des formules sans quantificateurs. De plus, toute formule sans
quantificateur est e´quivalente a` une formule en DNF, nous pouvons donc, sans perte
de ge´ne´ralite´, conside´rer la satisfiabilite´ des conjonctions (ou ensemble) de litte´raux
clos au lieu des formules sans quantificateurs arbitraires.
2.5 Exemples de the´ories
Nous allons pre´senter quelques the´ories souvent utilise´es en ve´rification ainsi que
leurs proce´dures de satisfiabilite´, a` savoir la the´orie de l’e´galite´, des the´ories de struc-
tures de donne´es (listes, tableaux) et l’arithme´tique line´aire. Nous avons fait le choix
de pre´senter une proce´dure de satisfiabilite´ pour la the´orie de l’e´galite´, qui sert a`
un double objectif : premie`rement elle nous permet d’avoir un comparatif entre l’ap-
proche ad hoc (voir Figure 2.1) et l’approche uniforme par saturation (voir Chapitre
4) pour construire des proce´dures de satisfiabilite´ pour des the´ories axiomatise´es par
un ensemble fini de clauses ; et deuxie`mement elle est le point de de´part pour l’e´tude
de la coope´ration entre celle-ci et la saturation (pre´sente´e dans le Chapitre 4). Pour
les the´ories des structures de donne´es et l’arithme´tique line´aire, nous nous contentons
d’une pre´sentation informelle des ide´es principales de leurs proce´dures de satisfiabilite´.
2.5.1 The´orie de l’e´galite´
La the´orie E de l’e´galite´ n’a aucun axiome. De ce fait, tous les symboles de fonc-
tion ou de relation sont libres (ou non interpre´te´s). Le proble`me de satisfiabilite´ des
formules sans quantificateurs a e´te´ montre´ de´cidable par Ackerman [Ack54]. Des pro-
ce´dures de satisfiabilite´ efficaces base´es sur la cloˆture de congruence ont e´te´ successi-
vement propose´es par Shostak [Sho79], Downey, Sethi et Tarjan [DST80], et Nelson
et Oppen [NO80].
A l’origine, la cloˆture de congruence (CC) a e´te´ conc¸ue pour construire les classes
d’e´quivalence de termes modulo un ensemble d’e´galite´s entre termes. De plus, une
proce´dure de satisfiabilite´ pour les ensembles des litte´raux clos peut eˆtre construite a`
partir de la cloˆture de congruence. En effet, un ensemble de litte´raux est insatisfiable
si et seulement si nous avons une dise´galite´ entre deux termes qui appartiennent a`
la meˆme classe d’e´quivalence. Dans ce qui suit, nous donnons un mode`le abstrait
[Fon04], qui a e´te´ inspire´ par [BTV03], des implantations de la cloˆture de congruence
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[DST80, NO80, Sho79, Sho84, Fre99, NO03, Fon04] sans tenir compte des de´tails de
complexite´, d’efficacite´ et d’incre´mentalite´.
Un algorithme simple de cloˆture de congruence peut eˆtre obtenu par une ap-
plication exhaustive et non-de´terministe des re`gles de´crites dans la Figure 2.1. La
configuration initiale est C0;E0 , ou` E0 est un ensemble d’e´galite´s closes et C0 est
une partition de tous les termes dans E0 telle que chaque terme est dans sa propre
classe. La configuration finale est C; ∅ ou` C repre´sente la Cloˆture de Congruence de
E0, c’est-a`-dire x et y sont dans la meˆme classe dans C si et seulement si x = y est
conse´quence de E0.
Suppression
C ∪ {A};E ∪ {x = y}
C ∪ {A};E
si (x, y) ⊆ A
Fusion
C ∪ {A,B};E ∪ {x = y}













f(x1, . . . , xn) ∈ A
f(y1, . . . , yn) ∈ B
A 6= B
∀i ∈ {1, . . . , n}, (xi, yi) ∈ Di, Di ∈ C ∪ {A,B}
f(x1, . . . , xn) = f(y1, . . . , yn) 6∈ E
Figure 2.1 – Re`gles de CC
Nous avons le re´sultat suivant qui est classique dans la litte´rature.
The´ore`me 2.1 ([Fon04]). CC satisfait les proprie´te´s suivantes :
– toute CC-de´rivation termine, et
– si la configuration initiale est C0;E0 et la configuration finale est C; ∅, alors pour
tous les termes x, y dans E, E |= x = y si et seulement si x et y sont dans la
meˆme classe dans C.
Une proce´dure de satisfiabilite´ pour des ensembles de litte´raux clos peut eˆtre faci-
lement obtenue a` partir de la cloˆture de congruence car l’insatisfiabilite´ d’un ensemble
S de litte´raux clos est toujours due a` une seule dise´galite´ x 6= y telle que x et y sont
dans la meˆme classe de congruence induite par le sous-ensemble E de S contenant
toutes les e´galite´s.
Dans le Chapitre 4, nous montrons que la satisfiabilite´ d’un ensemble de litte´raux
clos peut eˆtre e´galement de´cide´e par saturation mais cette me´thode n’est bien e´vi-
demment pas comparable a` la cloˆture de congruence en terme de performance et de
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flexibilite´. C’est pour cette raison qu’il est pre´fe´rable dans certain cas de faire coope´rer
la cloˆture de congruence et la saturation pour traiter la satisfiabilite´ des ensembles
de clauses non closes.
2.5.2 The´ories de structures de donne´es
The´orie des listes
Soit ΣL = {cons, car, cdr}. La the´orie des listes L a la signature ΣL et les axiomes
suivants :
– un axiome de construction
(∀X)(cons(car(X), cdr(X)) = X) ,
– deux axiomes de se´lection
(∀X,Y )(car(cons(X,Y )) = X)
(∀X,Y )(cdr(cons(X,Y )) = Y ) .
Le proble`me de L-satisfiabilite´ des formules sans quantificateurs a e´te´ montre´ de´ci-
dable par Shostak [Sho84]. Ce proble`me peut eˆtre e´galement traite´ par saturation
[ARR03] (voir le Chapitre 4 pour plus de de´tails).
The´orie des tableaux
La the´orie A des tableaux a la signature ΣA = {select, store} et les axiomes
suivants
(∀A, I, E)(select(store(A, I, E), I) = E) ,
(∀A, I, J, E)(I = J ∨ select(store(A, I, E), J) = select(A, J)) ,
et e´ventuellement l’axiome d’extensionalite´
(∀A,A′)((∀I)(select(A, I) = select(A′, I))⇒ A = A′) .
Le proble`me de satisfiabilite´ des formules sans quantificateurs dans la the´orie des ta-
bleaux (avec ou sans l’extensionalite´) a e´te´ montre´ de´cidable dans [SBDL01, ARR03].
2.5.3 Arithme´tique line´aire
Nous pre´sentons quelques fragments de l’arithme´tique, qui sont souvent utilise´s
en ve´rification, parmi-eux l’arithme´tique de Presburger ou l’arithme´tique line´aire sur
les entiers, sur les rationnels ou sur les re´els.
Arithme´tique de Presburger
Conside´rons la plus petite classe de structure dont le domaine est N et la signature
consiste en
– une constante 0 dont l’interpre´tation est le ze´ro des entiers naturels,
– un symbole de fonction S, dont l’interpre´tation est le successeur,
– un symbole de fonction +, dont l’interpre´tation est l’addition des entiers natu-
rels,
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– un symbole de relation >, dont l’interpre´tation est l’ordre standard sur les
entiers naturels
L’arithme´tique de Presburger est une the´orie du premier ordre de´finie comme l’en-
semble des sentences satisfiables dans cette classe de structures.
L’arithme´tique de Presburger est inte´ressante car le proble`me de validite´ dans
celle-ci est de´cidable. Presburger a montre´ ce re´sultat en utilisant la technique d’e´li-
mination des quantificateurs. Presburger a e´galement montre´ que son arithme´tique
est consistante et comple`te.
Le meilleur algorithme d’e´limination des quantificateurs a e´te´ propose´ par Cooper
[Coo72], qui a au plus une complexite´ 22
2
n
, ou` n est la taille de la formule. Fischer et
Rabin [FR74] ont prouve´ que toute algorithme d’e´limination des quantificateurs pour
l’arithme´tique de Presburger doit avoir une complexite´ d’au moins 22
n
.
Pour le proble`me de validite´ (sans quantificateur), une meilleure complexite´ peut
eˆtre obtenue. En effet, le proble`me validite´ sans quantificateur pour l’arithme´tique de
Presburger est NP-complet [Pap81].
Arithme´tique line´aire
L’arithme´tique line´aire sur les entiers (resp. rationnels, re´els) est une the´orie de
premier ordre des entiers (resp. rationnels, re´els) avec l’addition. La signature de
l’arithme´tique line´aire est la meˆme que celle de l’arithme´tique de Presburger. Seule
son domaine diffe`re de celui de l’arithme´tique de Presburger.
En ve´rification, on est souvent amene´ a` de´cider le proble`me de satisfiabilite´ dans
l’arithme´tique line´aire. Il existe plusieurs proce´dures de satisfiabilite´ pour l’arithme´-
tique line´aire sur les rationnels (resp. re´els) : la me´thode du point inte´rieur a` la com-
plexite´ polynomiale tandis que la me´thode du simplex et celle de Fourrier-Motzkin
ont une complexite´ exponentielle (voir e.g. [Sch86]).
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Le principe de modularite´ est omnipre´sent en informatique. Il consiste a` de´com-
poser un proble`me en sous-proble`mes plus faciles a` re´soudre. Dans le domaine de
la de´duction automatique, on dit qu’une proprie´te´ P est modulaire si le fait que P
soit vraie dans deux the´ories T1 et T2 implique qu’elle le soit encore dans l’union des
the´ories T1 ∪ T2. La modularite´ a e´te´ e´tudie´e dans plusieurs domaines de la de´duc-
tion automatique, que ce soit l’unification, le filtrage, la re´solution de contraintes, les
syste`mes de re´e´criture, le proble`me du mot ou la satisfiabilite´.
L’unification (modulo une the´orie e´quationnelle) est une des premie`res proce´dures
e´tudie´es en de´duction automatique. Une premie`re solution pour ce type de combinai-
son a e´te´ propose´e par Stickel dans [Sti81] pour l’unification modulo associativite´ et
commutativite´ en pre´sence de fonctions non interpre´te´es. Ce travail a inspire´ une se´rie
de re´sultats sur la combinaison d’algorithmes d’unification pour des classes de the´ories
plus ge´ne´rales [Kir89, Yel87, Her86, Tid86a, BJSS88, SS89, BS96]. Dans ce contexte,
Schmidt-Schauß [SS89] a donne´ un algorithme de combinaison pour des the´ories e´qua-
tionnelles arbitraires ayant des signatures disjointes. Ce re´sultat a e´te´ ensuite ame´-
liore´ par Boudet [Bou93] puis par Baader et Schulz [BS96]. Le filtrage est un proble`me
e´troitement lie´ a` l’unification. Les re´sultats les plus importants sur la combinaison des
algorithmes de filtrage sont ceux de Nipkow [Nip91] et Ringeissen [Rin96a, Rin03]. La
combinaison en re´solution de contraintes a e´te´ e´tudie´e par Kirchner et Ringeissen et
ensuite ame´liore´ par Baader et Schulz. Kirchner et Ringeissen ont conside´re´ la com-
binaison des solveurs de contraintes. Dans [Rin92, KR92, Rin93, KR94a, KR94b], ils
ont propose´ quelques techniques ge´ne´ralisant les re´sultats existants pour combiner des
algorithmes d’unification. Dans [BS95a, BS95b, BS98], Baader et Schulz ont utilise´
les notions de structures libres et quasi-libres pour avoir des domaines de contraintes
avec des proprie´te´s inte´ressantes permettant de combiner ces domaines. Le domaine
combine´ dans lequel la satisfiabilite´ de contraintes mixtes est ve´rifie´e est construit en
prenant le produit libre amalgame´ des domaines composants.
La modularite´ des syste`mes de re´e´criture a e´te´ d’abord e´tudie´e dans [Toy87a,
Toy87b]. En effet, Toyama a montre´, pour le cas disjoint, que la confluence est une
proprie´te´ modulaire tandis que la terminaison ne l’est pas. Des re´sultats positifs
[Rus87, Mid89, KK90] concernant la terminaison sont obtenus en rajoutant des hy-
pothe`ses supple´mentaires sur la forme des re`gles de re´e´criture. Middeldorp et Toyama
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[MT91, MT93] se sont e´galement inte´resse´s a` la modularite´ de certaines proprie´te´s
lorsque les syste`mes de re´e´criture partagent des symboles de fonction qui sont des
constructeurs.
Dans [BT97], Baader et Tinelli ont propose´ une me´thode de combinaison de pro-
ce´dures de de´cision du proble`me du mot pour les the´ories arbitraires dans le cas
disjoint. En ce qui concerne le cas non disjoint, [BT98, DKR94] ge´ne´ralisent les re´-
sultats dans [Pig74, Tid86b, SS89, KR94b] aux the´ories partageant les constructeurs.
Fiorentini et Ghilardi [FG03] ont e´galement traite´ ce proble`me avec une approche
base´e sur la re´e´criture des produits de cate´gories. Re´cemment Baader, Ghilardi et
Tinelli [BGT04] ont propose´ une nouvelle approche pour le proble`me du mot dans
la fusion des logiques modales. Ce travail re´utilise et combine certains concepts et
techniques de´veloppe´s dans [Ghi04] et [BT98].
Le proble`me de construction d’interpolants dans des unions de the´ories pre´sente
un grand inte´reˆt en analyse de programme ou en model checking [McM03, McM04,
McM05, HJMM04]. Dans [McM04], McMillan a pre´sente´ une me´thode pour ge´ne´rer
des interpolants clos a` partir des preuves dans le me´lange de l’arithme´tique line´aire des
rationnels et des fonctions non interpre´te´es. [YM05] a ge´ne´ralise´ le re´sultat de [McM04]
en proposant une me´thode ge´ne´rale pour ge´ne´rer des interpolants dans des combinai-
sons disjointes de the´ories. Cette me´thode est base´e sur la me´thode de combinaison
de proce´dures de satisfiabilite´ de Nelson-Oppen. Re´cemment, Sofronie-Stokkermans
[SS06] a e´tudie´ la ge´ne´ration d’interpolants dans des me´langes non disjoints des ex-
tensions locales de the´ories. La me´thode de Sofronie-Stokkermans, qui est fortement
inspire´e par celle de [YM05], permet de de´river un re´sultat qui subsume ceux de
[McM04] et [YM05].
Dans le cadre de la the`se nous nous inte´ressons particulie`rement a` la combi-
naison des proce´dures de satisfiabilite´ dont l’inte´reˆt applicatif se trouve dans des
proble`mes de ve´rification de logiciels ou de composants e´lectroniques, ou` le pro-
ble`me est de de´cider la validite´ d’assertions dans des the´ories axiomatisant les types
de donne´es. Bien que les proce´dures de satisfiabilite´ sont connues pour (des frag-
ments) des entiers, des re´els ou des the´ories mode´lisant des structures de donne´es
comme les listes, les tableaux, les assertions des programmes sont souvent des for-
mules mixtes compose´es de symboles de ces the´ories et de constantes ou symboles de
fonction de Skolemisation introduits au cours de certaines transformations. Le pre-
mier re´sultat de combinaison a e´te´ donne´ par Shostak dans [Sho79], qui a conside´re´
l’arithme´tique de Presburger et des symboles de fonction libres (ou non interpre´-
te´s). Shostak a ensuite e´tendu son re´sultat a` des cas plus ge´ne´raux dans [Sho84].
Malgre´ certains e´nonce´s errone´s la me´thode de combinaison de Shostak pre´sente de
re´els inte´reˆts dans les applications concre`tes, ce qui a inspire´ une se´rie de travaux
[CLS96, RS01, BDS02, Kap02, Gan02, CK03b, RS02, CK03a, MZ03, RRT04] visant
a` corriger et ge´ne´raliser [Sho84]. Une autre me´thode plus ge´ne´rale, qui a e´te´ propo-
se´e par Nelson-Oppen dans [NO79], combine les proce´dures de satisfiabilite´ connues
pour diffe´rentes the´ories composantes afin d’obtenir une proce´dure de satisfiabilite´
pour l’union, a` condition que les the´ories composantes soient stablement infinies et
ne partagent pas de symbole autre que l’e´galite´. Les directions de recherche qui ont
pour but d’e´tendre ou de comple´ter le re´sultat de Nelson-Oppen concernent a` la fois
le cas disjoint et le cas non disjoint. Parmi ceux-ci, les travaux les plus significatifs
sur la combinaison disjointe sont [TZ05, Gan02, BGN+06] qui visent a` affaiblir la
condition de stable infinite´ des the´ories composantes. La combinaison non disjointe a
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e´te´ aborde´e inde´pendemment et diffe´remment par Ringeissen et Tinelli [RT03] et par
Ghilardi [Ghi04]. Ghilardi et Nicolini et Zucchelli ont ensuite ge´ne´ralise´ [Ghi04] a` un
cadre tre`s ge´ne´ral et abstrait dans [GNZ05].
Ce chapitre a pour but de donner un aperc¸u global de l’ensemble des re´sultats
essentiels sur la de´cidabilite´ du proble`me de satisfiabilite´ dans l’union des the´ories
pour lesquelles le proble`me de satisfiabilite´ est de´cidable. Nous commenc¸ons par
pre´senter un the´ore`me tre`s ge´ne´ral sur la combinaison non disjointe, a` partir du-
quel nous pouvons retrouver de fac¸on uniforme les re´sultats de combinaison dans
[TZ05, Gan02, BGN+06, RT03] en explorant diffe´rentes classes de the´ories satisfai-
sant les conditions d’application de celui-ci.
3.1 The´ore`me de combinaison
Le the´ore`me de combinaison non disjointe a e´te´ e´nonce´ inde´pendemment par
Ringeissen [Rin96b] et par Tinelli et Harandi [TH96], et reformalise´ plus tard dans
[RT03, MZ03]. Intuitivement, ce the´ore`me dit que la conjonction de deux formules
construites sur deux signatures est satisfiable exactement quand ces deux formules
sont satisfiables dans deux structures qui partagent la meˆme structure sur la signa-
ture commune. Dans le cas ou` les deux formules partagent des variables libres, les
valuations qui les e´valuent a` vrai dans les structures correspondantes doivent co¨ıncider
sur l’ensemble des variables communes.
The´ore`me 3.1 (The´ore`me de combinaison non disjointe). Soient Σ1 et Σ2 deux
signatures. Soient Φi un ensemble de Σi-formules et Vi = V ar(Φi), pour i = 1, 2.
Alors les conditions suivantes sont e´quivalentes
(i) Φ1 ∪ Φ2 est satisfiable,
(ii) il existe une Σi-interpre´tation (Mi, αi) qui satisfait Φi, pour i = 1, 2 et il
existe un isomorphisme h : MΣ1∩Σ21
∼= MΣ1∩Σ22 tel que pour tout x ∈ V1 ∩ V2,
h(α1(x)) = α2(x).
De´monstration. (i)⇒ (ii). Supposons que Φ1∪Φ2 est satisfiable dans une (Σ1∪Σ2)-
interpre´tation (M, α). En prenant la re´duction de M aux signatures composantes et
la restriction de α aux sous-domaines correspondants, nous obtenons deux interpre´-
tations (MΣ1 , α1) et (M
Σ2 , α2) telles que Dom(αi) = Vi pour i = 1, 2. Il est e´vident
que (MΣ1 , α1) et (M
Σ2 , α2) satisfont les conditions de (ii).
(ii) ⇒ (i). En supposant (ii), nous allons construire une interpre´tation (M, α) qui
satisfait Φ1 ∪ Φ2. (M, α) est de´fini de telle sorte que :
– M =M1,
– pour chaque symbole de constante c :
cM =
{
cM1 , si c ∈ Σ1 ,
h−1(cM2) , si c ∈ Σ2 \ Σ1 .
– pour chaque symbole de fonction f d’arite´ n :
fM(a1, . . . , an) =
{
fM1(a1, . . . , an) , si f ∈ Σ1 ,
h−1(fM2(h(a1), . . . , h(an))) , si f ∈ Σ2 \ Σ1 .
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– pour chaque symbole de relation P d’arite´ n :
(a1, . . . , an) ∈ P
M ⇔
{
(a1, . . . , an) ∈ P
M1 , si P ∈ Σ1 ,
(h(a1), . . . , h(an)) ∈ P
M2 , si P ∈ Σ2 \ Σ1 .
– pour chaque variable x :
α(x) =
{
α1(x) , si x ∈ V1 ,
h−1(α2(x)) , si x ∈ V2 \ V1 .
Par construction,MΣ1 ∼=M1 etM
Σ2 ∼=M2. Par la Proposition 2.1, (M, α) satisfait
Φ1 ∪ Φ2.
Dans le cas ou` les signatures des the´ories composantes sont disjointes, la situation
devient beaucoup plus simple car nous n’avons qu’a` conside´rer le symbole d’e´galite´
et les variables partage´es. L’isomorphisme entre les structures de signature commune
se re´duit simplement a` une bijection entre les domaines des structures composantes.
Cette observation nous conduit rapidement au re´sultat suivant.
The´ore`me 3.2 (The´ore`me de combinaison disjointe). Soient Σ1 et Σ2 deux signa-
tures telles que Σ1 ∩Σ2 = ∅. Soient Φi un ensemble de Σi-formules et Vi = V ar(Φi),
pour i = 1, 2. Alors les conditions suivantes sont e´quivalentes
(i) Φ1 ∪ Φ2 est satisfiable,
(ii) il existe une Σi-interpre´tation (Mi, αi) qui satisfait Φi, pour i = 1, 2 telles que
– |M1| = |M2|, et
– pour toute variable x, y ∈ V1 ∩ V2, α1(x) = α1(y) si et seulement si α2(x) =
α2(y).
De´monstration. (i)⇒ (ii). Supposons que Φ1∪Φ2 est satisfiable dans une (Σ1∪Σ2)-
interpre´tation (M, α). En prenant la re´duction de M aux signatures composantes et
la restriction de α aux sous-domaines correspondants, nous obtenons deux interpre´-
tations (MΣ1 , α1) et (M
Σ2 , α2) telles que Dom(αi) = Vi pour i = 1, 2. Il est e´vident
que (MΣ1 , α1) et (M
Σ2 , α2) satisfont les conditions de (ii).
(ii)⇒ (i). On note αV la restriction de α a` un sous-ensemble de variable V ⊆ Dom(α).
En supposant (ii), il est facile de voir qu’il existe une bijection h entre Ran(αV1 )
Ran(αV2 ) de´finie par h(α
V
1 (x)) = α
V
2 (x). Or |M1| = |M2|, h peut donc s’e´tendre a` une
bijection entre M1 et M2. Nous pouvons ainsi appliquer le the´ore`me de combinaison
non disjointe pour conclure (i).
Il est important de souligner qu’il s’agit dans notre contexte de de´cider le proble`me
de satisfiabilite´ des ensembles de formules sans quantificateurs. Ce qui signifie que les
variables libres dans des formules sont implicitement existentiellement quantifie´es ou
de fac¸on e´quivalente ces variables peuvent eˆtre conside´re´es comme des constantes avec
lesquelles on enrichit les signatures. En effet, en Skolemisant les variables libres nous
obtenons des formules closes, qui peuvent eˆtre construites a` partir de la signature
originale et des constantes de Skolemisation. C’est pour cette raison que les deux
the´ore`mes de combinaison s’applique e´galement dans des contextes ou` on utilise des
constantes rajoute´es a` la signature originale au lieu des variables et des interpre´tations
de constantes au lieu de valuations de variables. Les lecteurs souhaitant avoir plus de




Dans ce qui suit, nous allons classifier les re´sultats importants relatifs a` la com-
binaison de proce´dures de satisfiabilite´ en fonction de crite`res ope´rationnels ou the´o-
riques.
Du point de vue ope´rationnel, nous pouvons classifier les me´thodes de combinaison
en deux approches : black-box et glass-box. L’approche black-box suppose l’existence
d’une proce´dure de satisfiabilite´ P1 pour une the´orie T1 et d’une proce´dure de sa-
tisfiabilite´ P2 pour une the´orie T2. La proce´dure de combinaison fait coope´rer les
proce´dures P1 et P2 afin d’obtenir une proce´dure de satisfiabilite´ pour l’union de T1
et T2. Les me´thodes de combinaison base´es sur la propagation de variables partage´es,
comme celle de´veloppe´e par Nelson-Oppen [NO79], font partie de cette approche.
L’approche glass-box suppose que les the´ories composantes disposent plus de fonc-
tionalite´s pour pouvoir ensuite les utiliser dans le sche´ma de combinaison. L’exemple
typique d’une approche glass-box est la combinaison de Shostak [Sho84] dans laquelle
les fonctionalite´s offertes sont beaucoup plus raffine´es, e.g. solveurs, canoniseurs.
Du point de vue plus the´orique, nous pouvons classifier les approches de combi-
naison en deux cate´gories selon les hypothe`ses a` satisfaire par les the´ories compo-
santes : syme´trique ou asyme´trique. Dans l’approche syme´trique [NO79, BGN+06],
les the´ories composantes satisfont les meˆmes hypothe`ses qui assurent la correction
de la proce´dure de combinaison tandis que l’approche asyme´trique [TZ05, RRZ05,
FRZ05, FG04, Fon04] suppose des hypothe`ses tre`s fortes sur une the´orie composante
donne´e et aucune hypothe`se sur les autres the´ories composantes.
Sans perte de ge´ne´ralite´ nous pouvons conside´rer seulement la satisfiabilite´ des
ensembles (ou conjonctions) de litte´raux puisqu’on peut toujours transformer une
formule arbitraire sans quantificateurs en une forme normale disjonctive, i.e. en une
disjonction de conjonctions de litte´raux.
3.2.1 Nelson-Oppen
En 1979, Nelson-Oppen ont propose´ une approche de combinaison syme´trique et
black-box. A l’origine, cette me´thode de combinaison a e´te´ conc¸ue pour traiter la
combinaison des proce´dures de satisfiabilite´ pour les the´ories a` signatures disjointes.
Elle fait coope´rer les proce´dures de de´cision pour les the´ories du premier ordre pour
obtenir une proce´dure de de´cision pour l’union des the´ories. E´tant donne´es n signa-
tures Σ1, . . . ,Σn, soient Ti les Σi-the´ories pour i = 1, . . . , n . Supposons qu’il existe n
proce´dures de satisfiabilite´ P1, . . . , Pn telle que pour chaque i = 1, . . . , n, Pi indique
la Ti-satisfiabilite´ des Σi-formules sans quantificateurs. La me´thode de Nelson-Oppen
consiste a` de´terminer la (T1∪T2∪ ...∪Tn)-satisfiabilite´ des (Σ1∪Σ2∪ ...∪Σn)-formules
sans quantificateurs.
Informellement, la proce´dure de combinaison a` la Nelson-Oppen consiste en trois
sous-proce´dures : Purification, Test de satisfiabilite´ et Propagation d’e´galite´s.
Purification
L’ide´e est de transformer la formulemixte φ conside´re´e en une conjonction φ1∧φ2∧
. . .∧φn de formules pures dans chaque the´orie. Ainsi on peut appliquer des proce´dures
de´ja` connues dans chacune des the´ories composantes pour de´cider la satisfiabilite´ de
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chaque formule pure. Pour ce faire, on renomme tous les sous-termes e´trangers d’un
terme par des nouvelles variables. Cette proce´dure de renommage est bien e´videmment
terminante puisque l’ensemble des sous-termes d’une formule est fini. Et φ1∧φ2∧ . . .∧
φn est satisfiable si et seulement si φ est satisfiable. Nous allons introduire quelques
notions pour formaliser ces ide´es.
De´finition 3.1. Soit Σi une signature.
– Les e´le´ments d’une signature Σi sont appele´s les i-symboles.
– Une variable est appele´e i-variable si elle est dans la the´orie Ti.
– Un Σ-terme est un i-terme si c’est une i-variable, un i-symbole de constante ou
une application d’un i-symbole de fonction.
– Un i-pre´dicat est une application d’un i-symbole de pre´dicat.
– Une i-formule atomique est un i-pre´dicat ou une e´galite´ dont les membres sont
des i-termes.
– Un i-litte´ral est une i-formule atomique ou la ne´gation d’une i-formule ato-
mique.
– Une occurrence de j-terme t dans un terme ou un litte´ral est i-e´tranger si i 6= j
et tous les super-termes de t sont des i-termes.
– Un i-terme ou i-litte´ral est i-pur si il ne contient que des i-symboles.
On peut de´finir l’ope´ration de Purification graˆce a` une application P de l’ensemble
des termes dans l’ensemble des nouvelles variables. Soit ϕ une formule mixte et φ un
i-litte´ral de ϕ. On remplace toutes les occurrences de j-terme t dans φ par P(t) et
on ajoute l’e´galite´ P(t) = t a` la conjonction ϕ. En re´pe´tant cette ope´ration jusqu’a`
ce que tous les litte´raux de ϕ soient purs, on obtient une nouvelle formule qui est
e´quisatisfiable a` la formule de de´part.
Test de satisfiabilite´
Notons φ1 ∧ φ2 ∧ . . . ∧ φn la conjonction de formules pures obtenues dans chaque
the´orie a` la fin de l’e´tape pre´ce´dente. Pour chaque formule i-pure φi, on applique la
proce´dure de satisfiabilite´ Pi pour de´cider la satisfiabilite´ de φi. Si une des proce´dures
retourne un re´sultat insatisfiable, la proce´dure de combinaison termine en retournant
le re´sultat insatisfiable. Si toutes les proce´dures composantes retournent satisfiable,
alors on passe a` l’e´tape suivante.
Propagation d’e´galite´s
Si on arrive a` cette e´tape, cela signifie que toutes les proce´dures composantes ont
termine´ avec le re´sultat satisfiable. Il ne suffit pas de conside´rer inde´pendamment
chaque the´orie composante mais il faut e´galement prendre en compte l’interaction
entre les the´ories. Dans le cas de la combinaison disjointe, la seule interaction repose
sur le partage des variables. La Propagation d’e´galite´s consiste, comme son nom l’in-
dique, a` propager les e´galite´s (ou des disjonctions d’e´galite´s) des variables partage´es 6
de´duites dans une the´orie aux autres the´ories. Si la propagation a lieu, on revient a`
l’e´tape Test de satisfiabilite´ pour continuer la proce´dure de combinaison. Nous allons
voir plus en de´tail comment les e´galite´s (ou les disjonctions d’e´galite´s) sont propage´es
d’une the´orie aux autres.
6. Une variable est partage´e si c’est a` la fois une i-variable et une j-variable, pour i 6= j.
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– Propagation d’une e´galite´ : supposons que Ti |= x = y. On inte`gre a` chaque
formule pure cette e´galite´. C’est-a`-dire, pour chaque j 6= i, φj est remplace´ par
φj ∧ x = y si Tj 6|= x = y. Chaque proce´dure de de´cision Pj sera applique´e sur
la formule φj ∧ x = y et ainsi de suite.
– Propagation d’une disjonction d’e´galite´s : supposons que T1 |=
∨n
k=1 xk = yk.
On propage chaque e´galite´ xk = yk dans toutes les the´ories composantes. On
aura autant de branches a` conside´rer que d’e´galite´s dans la disjonction. Si une
des branches termine avec le re´sultat satisfiable, la proce´dure de combinaison
termine en retournant satisfiable. Si toutes les branches terminent avec le re´sul-
tat insatisfiable, la proce´dure de combinaison retourne insatisfiable.
Nelson-Oppen ont e´tabli que leur me´thode de combinaison est correcte si les the´o-
ries composantes sont stablement infinies.
De´finition 3.2 (The´orie stablement infinie). Une Σ-the´orie T est stablement infinie
si toute Σ-formule sans quantificateurs T -satisfiable est satisfiable dans un mode`le de
T dont la cardinalite´ est infinie.
En effet, lorsque les the´ories composantes sont stablement infinies, si les formules
pures avec les e´galite´s propage´es sont satisfiables alors elles sont satisfiables dans des
mode`les infinis. On peut donc appliquer le the´ore`me de combinaison disjointe pour
de´duire que la formule mixte est aussi satisfiable 7.
Beaucoup de the´ories inte´ressantes en ve´rification posse`dent la proprie´te´ de stable
infinite´, comme la the´orie de l’e´galite´, la the´orie des listes, la the´orie des tableaux,
l’arithme´tique line´aire sur les entiers (les rationnels, les re´els). Cependant il existe
aussi des the´ories tre`s simples n’ayant pas cette proprie´te´. Soit Σ = {a, b} une signa-
ture. La the´orie T dont l’axiomatisation est Ax(T ) = {∀x(x = a ∨ x = b)} n’est pas
stablement infinie car la cardinalite´ de tout mode`le de T est borne´e par 2.
Dans le Chapitre 5, nous pre´sentons une me´thode automatique pour ve´rifier une
condition suffisante pour la stable infinite´ des the´ories axiomatise´es par un ensemble
fini de clauses.
Nelson-Oppen de´terministe
La propagation d’e´galite´s entre les the´ories composantes est une approche tre`s
intuitive pour prendre en compte l’interaction des the´ories a` combiner. Ne´anmoins,
cette technique pose un proble`me important dans la pratique. La propagation des dis-
jonctions d’e´galite´s peut de´grader la performance de la proce´dure de combinaison car
elle est une source d’explosion combinatoire. En effet, Nelson-Oppen ont seulement
fait l’hypothe`se que chaque the´orie composante admet une proce´dure de satisfiabilite´
et donc pour de´duire les e´galite´s, on est souvent amene´ a` conside´rer toutes les relations
d’e´quivalence sur l’ensemble des variables partage´es. Or le nombre de telles relations
d’e´quivalence est connu sous le nombre de Bell [MZ03] qui croit pllus que exponentiel-
lement avec le nombre de variables partage´es. Pour e´viter ce proble`me, Nelson-Oppen
conside`rent l’hypothe`se de convexite´ sur les the´ories composantes. Avec une telle hy-
pothe`se, nous avons une version comple`tement de´terministe de la propagation des
e´galite´s. En effet, si une disjonction d’e´galite´s entre variables est de´duite dans une
7. En fait, ici nous utilisons implicitement le the´ore`me “Upward Lo¨wenheim-Skolem” [Hod94], qui
stipule que si une the´orie a un mode`le infini alors elle a un mode`le de toute cardinalite´ supe´rieure.
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the´orie alors ne´cessairement un de ses disjoints doit eˆtre de´duit. Il n’est donc plus
ne´cessaire de conside´rer des disjonctions d’e´galite´ entre variables partage´es.
De´finition 3.3 (The´orie convexe). Une Σ-the´orie T est convexe si pour toute conjonc-
tion Γ de Σ-litte´raux et pour toute disjonction
∨n
i=1 xi = yi
T ∪ Γ |=
n∨
i=1
xi = yi ssi T ∪ Γ |= xk = yk pour un certain k ∈ {1, . . . , n} .
Les exemples de the´ories convexes sont la the´orie de l’e´galite´, la the´orie des listes,
l’arithme´tique sur les rationnels, les re´els. La the´orie des tableaux et l’arithme´tique
sur les entiers sont des exemples de the´ories non convexes.
3.2.2 Extensions de Nelson-Oppen
Dans le cas de la combinaison disjointe, des travaux ayant pour but d’affaiblir
l’hypothe`se de stable infinite´ ont e´te´ motive´s par l’existence de plusieurs the´ories in-
te´ressantes en ve´rification qui ne sont pas stablement infinies, comme par exemple
la the´orie des entiers modulo n. Il est important de savoir que l’hypothe`se de stable
infinite´ sur toutes les the´ories composantes n’est qu’une condition suffisante pour la-
quelle le the´ore`me de combinaison disjointe s’applique (dans ce cas les cardinalite´s
des mode`les des the´ories composantes sont toutes e´gales). Si nous cherchons a` e´tendre
la me´thode de Nelson-Oppen aux the´ories non stablement infinies, nous devons clas-
sifier les the´ories composantes par rapport a` la possibilite´ d’exhiber un mode`le de
cardinalite´ finie de la the´orie. Dans cet esprit, [TZ05] et [BGN+06] ont propose´ des
solutions de deux styles diffe´rents : asyme´trique et syme´trique.
Cas asyme´trique
Tinelli et Zarba [TZ05] ont e´te´ les premiers a` proposer une approche de combi-
naison asyme´trique qui ne suppose pas l’hypothe`se de stable infinite´ sur toutes les
the´ories composantes. Ils ont propose´ une proce´dure de combinaison qui consiste a`
propager des e´galite´s entre variables partage´es conjointement avec une contrainte de
cardinalite´ minimale des mode`les. Cette proce´dure est correcte pour l’union d’une
the´orie shiny et d’une the´orie arbitraire.
De´finition 3.4 (The´orie “shiny”). Une Σ-the´orie T est
– stablement finie si toute Σ-formule sans quantificateurs T -satisfiable est satis-
fiable dans un mode`le de T dont la cardinalite´ est finie.
– “smooth” si pour toute Σ-formule sans quantificateurs φ, pour tout mode`le M
de T qui satisfait φ et pour toute cardinalite´ κ > |M |, il existe un mode`le M′
de T qui satisfait φ tel que |M ′| = κ.
– “shiny” si T est stablement finie et smooth et il existe une fonction calculable
mincardT dont l’application a` chaque conjonction T -satisfiable Γ de Σ-litte´raux
retourne une cardinalite´ minimal k d’un T -mode`le qui satisfait Γ.
Il re´sulte directement de la de´finition de the´ories shiny que lorsqu’une formule
est satisfiable dans une the´orie shiny, on peut calculer une cardinalite´ minimale telle
qu’il existe toujours un mode`le de cardinalite´ supe´rieur qui satisfait cette formule.
Par conse´quent, si on souhaite combiner une the´orie shiny avec une the´orie arbitraire
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il suffit de communiquer la cardinalite´ minimale conjointement avec les e´galite´s entre
variables partage´es de´duites pour chaque formule satisfiable dans la the´orie shiny. Si la
contrainte de cardinalite´ minimale et les e´galite´s entre variables partage´es sont satis-
fiables dans l’autre the´orie on est suˆr d’avoir deux mode`les qui satisfont les conditions
d’applicabilite´ du the´ore`me de combinaison disjointe.
Dans le meˆme esprit, [RRZ05] traite la combinaison des the´ories mode´lisant les
structures de donne´es (e.g. les listes ou les tableaux) avec des the´ories d’e´le´ments, qui
ne sont pas ne´cessairement stablement infinies. Cette me´thode de combinaison est
base´e sur la notion de “politeness”, qui est en fait une ge´ne´ralisation de la notion de
“shininess” a` un cadre multi-sorte´.
Cas syme´trique
[BGN+06] a propose´ une approche syme´trique qui classifie les the´ories par rap-
port a` la de´cidabilite´ du proble`me de satisfiabilite´ dans des mode`les finis et infinis.
La proce´dure de combinaison consiste a` propager les e´galite´s entre variables parta-
ge´es et une contrainte de cardinalite´ maximale des mode`les finis. Cette me´thode de
combinaison est correcte si les the´ories composantes ont la proprie´te´ d’eˆtre fortement
∃∞-de´cidables, que nous allons de´finir.
De´finition 3.5. On dit que le proble`me de satisfiabilite´ dans un mode`le de cardinalite´
κ est de´cidable dans une the´orie T si pour toute formule sans quantificateur Γ nous
savons si T ∪ Γ est satisfiable dans un mode`le de cardinalite´ κ.
De´finition 3.6 (The´orie fortement ∃∞-de´cidable). Une the´orie T est fortement ∃∞-
de´cidable si
– le proble`me de satisfiabilite´ dans T est de´cidable, et
– le proble`me de satisfiabilite´ dans un mode`le de cardinalite´ κ est de´cidable dans
T pour toute cardinalite´ κ ∈ N ∪ {∞}.
Il est facile de voir que l’hypothe`se de ∃∞-de´cidabilite´ forte nous donne la pos-
sibilite´ de tester si une formule est satisfiable dans un mode`le infini de la the´orie.
Lorsque tous les mode`les composants sont infinis, nous pouvons appliquer la me´thode
de Nelson-Oppen. Dans le cas contraire, on est suˆr que la cardinalite´ de tous les mo-
de`les de l’union doit eˆtre borne´e par un entier positif. Il suffit donc de faire un test
de type force brute sur tous les mode`les de cardinalite´ infe´rieure a` cette borne.
A noter que notre de´finition de ∃∞-de´cidabilite´ forte est le´ge`rement diffe´rente de
celle de [BGN+06] dans lequel les auteurs ont de´fini la ∃∞-de´cidabilite´ forte comme
suit : une the´orie est ∃∞-de´cidable si (i) le proble`me de satisfiabilite´ dans T est
de´cidable ; et (ii) le proble`me de satisfiabilite´ dans un mode`le infini est de´cidable
dans T ; et (ii) il est de´cidable de ve´rifier si une structure finie est un mode`le de
T . Du point de vue de de´cidabilite´, notre de´finition est le´ge`rement plus faible que
celle de [BGN+06]. Les deux de´finitions deviennent strictement e´quivalentes lorsqu’on
conside`re les the´ories universelles (cf. Chapitre 7). Du point de vue ope´rationnel, notre
de´finition de ∃∞-de´cidabilite´ forte permet de de´river une me´thode pour combiner
de fac¸on modulaire les proce´dures de satisfiabilite´ composantes tandis que celle de
[BGN+06] fournit une me´thode de test de type force brute, a` l’aide d’un solveur SMT
pour la the´orie de l’e´galite´, des mode`les finis dont la cardinalite´ est borne´e par un
entier positif.
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3.2.3 Shostak
Contrairement a` l’approche de Nelson-Oppen qui est intuitive et ge´ne´rale, Shos-
tak utilise une approche de type glass-box qui est plus subtile et complexe mais les
expe´rimentations ont montre´ qu’elle est plus performante que celle de Nelson-Oppen.
La cle´ de la me´thode de Shostak est la cloˆture de congruence pour les e´galite´s closes
dans les the´ories dites canonisable et solvable. Nous n’allons pas pre´senter l’algo-
rithme original de Shostak mais donner seulement des points cle´s de l’approche pour
une bonne compre´hension du proble`me. Les hypothe`ses sur les the´ories a` combiner
sont les suivantes :
– les litte´raux conside´re´s sont clos,
– les signatures des the´ories ne doivent pas contenir de symboles de pre´dicat,
– les signatures des the´ories doivent eˆtre disjointes,
– les the´ories doivent eˆtre canonisables,
– les the´ories doivent eˆtre solvables.
Avant de de´finir ce qu’est une the´orie de Shostak, nous de´finissons la notion de
the´orie solvable.
De´finition 3.7 (Solveur). Un solveur pour une Σ-the´orie T est une fonction solve
qui prend en entre´e une e´galite´ s = t et :
– si T |= s 6= t alors solve retourne faux
– ou bien, solve(s = t) retourne une substitution σ = {x1 ← t1, ..., xn ← tn} telle
que :
– xi ∈ V ar(s = t) pour tout i,
– xi 6∈ V ar(tj) pour tout i, j
– l’e´quivalence suivante est T -valide :








V ar(ti) \ V ar(s = t)
Une the´orie est solvable si elle admet un solveur.
L’utilisation de la fonction solve a deux buts. Le premier est de de´terminer rapi-
dement l’insatisfiabilite´ si la fonction retourne faux. Le deuxie`me est que la fonction
solve permet d’identifier graˆce a` la notion de canoniseur, les classes d’e´quivalence de
variables qui sont utilise´es dans la cloˆture de congruence.
De´finition 3.8 (Canoniseur). Un canoniseur d’une Σ-the´orie Th est une fonction
idempotente canon : T (ΣF , X) → T (ΣF , X) telle que Th |= a = b ssi canon(a) ≡
canon(b).
La fonction canon prend en entre´e un terme et renvoie sa forme canonique. Cette
forme canonique repre´sente une classe d’e´quivalence de termes. L’utilisation d’un
canoniseur permet d’identifier les classes d’e´quivalence de termes modulo la the´orie
et par conse´quent de re´soudre le proble`me du mot qui consiste a` de´terminer si deux
termes sont e´gaux ou non.
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Nous adoptons ici la nouvelle de´finition des the´ories de Shostak, donne´e par
[Gan02], dans laquelle la proprie´te´ de convexite´ (cf De´finition 3.3) est une hypothe`se
fondamentale permettant d’assurer la me´thode de combinaison de Shostak.
De´finition 3.9 (The´orie de Shostak). Une Σ-the´orie est une the´orie de Shostak si :
– elle est solvable,
– elle admet un canoniseur,
– elle est convexe.
Dans [Sho84], Shostak a propose´ une proce´dure de satisfiabilite´ pour l’union d’une
the´orie Shostak et la the´orie de l’e´galite´. E´tant donne´e une conjonction d’e´galite´s
et d’ine´galite´s mixtes, la proce´dure applique d’abord le solveur a` chaque e´galite´. Si
le re´sultat est faux, elle retourne insatisfiable. Sinon, une substitution est obtenue,
on l’applique ensuite aux autres e´galite´s et ine´galite´s. Le canoniseur est appele´ sur
chaque terme substitue´. La cloˆture de congruence est utilise´e pour fusionner les termes
dans la meˆme classe d’e´quivalence et ainsi de suite. . . Shostak pre´tendait e´galement
que la classe des the´ories de Shostak est close par l’ope´ration d’union : en faisant
l’union de deux the´ories de Shostak on obtient une the´orie de Shostak (c’est-a`-dire les
canoniseurs peuvent eˆtre combine´s pour obtenir un canoniseur de l’union des the´ories
et les solveurs peuvent eˆtre e´galement combine´s). Cette assertion est malheureusement
fausse dans le cas ge´ne´ral. En effet, il n’est pas toujours possible de combiner les
solveurs pour obtenir un solveur pour l’union des the´ories [CK03b].
3.3 Combinaison non disjointe
Nous abordons dans cette section les re´sultats principaux de la combinaison non
disjointe : celui de Ringeissen et Tinelli [RT03] et celui de Ghilardi [Ghi04]. Les deux
me´thodes diffe`rent dans la fac¸on de construire un mode`le pour l’union de the´ories qui
satisfait la formule mixte dont on cherche a` de´cider la satisfiabilite´.
La me´thode de Ringeissen et Tinelli est fortement inspire´e par les re´sultats du
domaine de re´solution de contraintes sur des domaines pre´de´finis, tre`s souvent des
alge`bres libres, ou` l’unification est utilise´e pour re´soudre les e´quationes. Ringeissen
et Tinelli exploitent le fait que deux structures libres sur les bases de meˆme cardi-
nalite´ sont isomorphes pour identifier les hypothe`ses pour lesquelles le the´ore`me de
combinaison non disjointe (cf. The´ore`me 3.1) s’applique. Ils ont e´galement introduit
la notion de the´orie stablement libre qui capture la notion de stable infinite´ dans le
cas de la combinaison disjointe.
Ghilardi adopte une approche plus oriente´e the´orie des mode`les. Il s’appuie sur la
notion de cloˆture existentielle de structures pour capturer la notion de stable infinite´
du cas disjoint. La construction d’un mode`le pour l’union de the´ories et de la formule
mixte dans la me´thode de Ghilardi est base´e sur le the´ore`me de Robinson pour la
Consistence Jointe 8. Cette me´thode fonctionne pour des the´ories qui sont compatibles
par rapport a` une sous-the´orie admettant une mode`le-comple´tion 9. Un cas particulier
de la compatibilite´ des the´ories composantes par rapport a` une sous-the´orie est le
8. Le the´ore`me de Robinson sur la Consistence Jointe (en anglais “Robinson’s Joint Consistency
Theorem”) [Hod94] stipule que l’union de deux the´ories consistantes partageant une the´orie comple`te
est consistante.
9. En fait, toutes les structures d’une mode`le-comple´tion sont des cloˆtures existentielles.
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suivant : les the´ories composantes sont des extensions conservatives d’une mode`le-
comple´tion d’une sous-the´orie sur la signature commune. La notion de compatibilite´
se re´duit a` la notion de stable infinite´ dans le cas de la combinaison disjointe.
Il est inte´ressant de noter que dans le cas de la the´orie de l’e´galite´, la notion de
mode`le libre sur une base infinie et celle de cloˆture existentielle de mode`le co¨ıncident.
Cependant, ces deux notions sont tre`s diffe´rentes en the´orie des mode`les car il existe
des the´ories qui sont stablement libres mais sans admettre de mode`le-comple´tion (voir
e.g. [Ghi04] pour plus de de´tails).
3.3.1 Ringeissen et Tinelli
Ringeissen et Tinelli [RT03] ont travaille´ dans le but de ge´ne´raliser la me´thode
de Nelson-Oppen. En re´sume´, leur approche revient a` identifier des conditions pour
lesquelles le the´ore`me de combinaison non disjointe s’applique : ces conditions per-
mettent d’exhiber deux mode`les composants dont les re´ductions a` la signature com-
mune sont isomorphes. Les re´sultats de cette approche sont fortement lie´s aux pro-
prie´te´s des structures libres sur leurs re´ductions et leurs produits amalgame´s (ou leurs
fusions d’apre`s la terminologie de [RT03]).
De´finition 3.10 (Identification de variables). Soit un ensemble de variables V . L’en-
semble des identifications de V est de´fini par :
ID(V ) = {ξ ∈ SUB(V )‖Ran(ξ) ⊆ V \ Dom(ξ)}
ou` SUB(V ) de´signe l’ensemble de substitutions idempotentes dont le domaine est un






qui signifie que toutes les variables qui ne sont pas identifie´es par ξ doivent prendre
des valeurs deux a` deux distinctes.
De´finition 3.11 (Instanciation). Soient un ensemble de variables V et une signature
finie Σ =
⋂n
i=1Σi . L’ensemble des Σ-instanciations de V est de´fini par :
INΣ(V ) = {ρ ∈ SUB(V )‖Ran(ρ) ⊆ T (Σ, X)\V }




{∀u˜i v 6= fi(u˜i)}
ou` u˜i est un sous-ensemble des variables non-partage´es et propres a` Ti.
Soient φ1, φ2 deux conjonctions de Σi-litte´raux purs pour i = 1, 2 et Σ = Σ1∩Σ2.
La semi-proce´dure de satisfiabilite´ fonctionne en trois e´tapes :
Instanciation Ge´ne´rer le couple < γ1, γ2 > = < φ1ρ∧ iso
Σ
ρ , φ2ρ∧ iso
Σ
ρ > pour une
certaine instanciation ρ ∈ INΣ(V ) ou` V = (V ar(φ1) ∩ V ar(φ2)).
Identification Ge´ne´rer le couple < ϕ1, ϕ2 > = < γ1ξ ∧ ξ 6=, γ2ξ ∧ ξ 6= > pour une
certaine identification ξ ∈ ID(V ar(V ρ)).
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Test de satisfiabilite´ Si ϕ1, ϕ1 sont satisfiables dans respectivement T1 et T2 alors
retourner satisfiable.
Cette proce´dure n’est qu’une semi-proce´dure de satisfiabilite´ car la re`gle Instan-
ciation nous dit que l’on essaie d’instancier de fac¸on non-de´terministe les variables
partage´es par des termes partage´s. Cet ensemble de termes partage´s est potentielle-
ment infini. Si on arrive a` trouver une instanciation et une identification de variables
partage´es qui rendent chaque Σi-formule Ti-satisfiable alors la conjonction de de´part
est satisfiable. Dans le cas contraire, la proce´dure ne termine pas. L’hypothe`se faite
sur les the´ories composantes est qu’elles doivent eˆtre N-O-combinables [RT03]. L’hy-
pothe`se de N-O-combinabilite´ garantit que la satisfiabilite´ dans l’union T1 ∪ T2 d’une
conjonction de formules pures φ1 ∧ φ2 peut se re´duire a` la satisfiabilite´ de φ1 dans T1
et de φ2 dans T2 en rajoutant des restrictions par rapport a` la signature commune,
i.e. des formules qui correspond a` φiρ ∧ iso
Σ
ρ , pour i = 1, 2. Ringeissen et Tinelli
ont ensuite propose´ un catalogue de the´ories N-O-combinables, qui sont tre`s souvent
des the´ories pour lesquelles si une formule est satisfiable dans celles-ci alors elle est
satisfiable dans un mode`le libre sur une base de cardinalite´ infinie par rapport a` la
signature commune. Dans ce cas on parle de the´ories stablement libres. Dans le cas
disjoint, la notion de the´ories stablement libres se re´duit simplement aux the´ories
stablement infinies.
3.3.2 Ghilardi
Dans [Ghi04], Ghilardi a ge´ne´ralise´ la me´thode de combinaison de Nelson-Oppen
au cas non disjoint ou` les the´ories composantes partageant une sous-the´orie ayant
des proprie´te´s e´troitement lie´es a` l’e´limination des quantificateurs. La proce´dure de
combinaison, qui consiste a` propager des formules sans quantificateurs construites a`
partir de la signature commune, e´tend celle de Nelson-Oppen dans le sens ou` elle fait
e´changer des formules sans quantificateurs de signature commune au lieu d’e´changer
des disjonctions d’e´galite´s entre variables partage´es. La me´thode de Ghilardi a e´te´
motive´e par l’observation suivante.
Dans la me´thode de combinaison de Nelson-Oppen, nous conside´rons une Σ1-
the´orie T1 et une Σ2-the´orie T2 telles que Σ1 et Σ2 sont disjointes. Nous avons a`
de´cider la satisfiabilite´ de l’ensemble
(T1 ∪ Γ1) ∪ (T2 ∪ Γ2)
ou` Γi est un ensemble de Σi(a˜)-litte´raux clos, Σi(a˜) e´tant Σi auquel on ajoute de
nouvelles constantes libres partage´es a˜ 10, pour i = 1, 2. Soit Σ0 = Σ1 ∩ Σ2 (qui se
re´duit a` l’ensemble vide dans le cas disjoint). Si (T1 ∪ Γ1) ∪ (T2 ∪ Γ2) a un mode`le
M, alors nous pouvons prendre le diagramme de Robinson Diag(A) 11 de la Σ0-sous-
structure de M engendre´e par a˜ et conclure que les deux ensembles
(T1 ∪ Γ1 ∪Diag(A)) et (T2 ∪ Γ2 ∪Diag(A))
10. On parle de variables partage´es dans certain contexte. Si nous nous inte´ressons au proble`me de
satisfiabilite´ des formules sans quantificateurs alors les variables libres sont existentiellement quanti-
fie´es et elles peuvent eˆtre donc conside´re´es comme des constantes libres.
11. Le diagramme de Robinson d’une Σ(c˜)-structure A est l’ensemble de tous les Σ(c˜)-litte´raux qui
sont satisfiable dans A.
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sont e´galement satisfiables. Et pour toute paire ai, aj ∈ a˜, nous avons M |= ai = aj
ouM |= ai 6= aj . Or il existe un nombre fini de tels arrangements de constantes. Si la
satisfiabilite´ de (T1 ∪ Γ1) ∪ (T2 ∪ Γ2) est e´quivalente a` la satisfiabilite´ locale de deux
ensembles (T1∪Γ1∪Diag(A)) et (T2∪Γ2∪Diag(A)) alors nous avons une proce´dure
de combinaison.
Malheureusement la satisfiabilite´ locale de (T1 ∪ Γ1 ∪ Diag(A)) et (T2 ∪ Γ2 ∪
Diag(A)) n’est pas une condition suffisante pour la satisfiabilite´ de (T1∪Γ1)∪(T2∪Γ2).
Pour re´soudre ce proble`me Nelson-Oppen ont suppose´ que T1 et T2 sont stablement
infinies, ce qui signifie que tout mode`le de Ti se plonge dans un mode`le infini de
Ti, pour i = 1, 2. Ghilardi avait donc note´ que la the´orie universelle T0 (la the´orie de
l’e´galite´ dans le cas disjoint) peut s’e´tendre a` une the´orie T ∗0 (la the´orie d’un ensemble
infini dans le cas disjoint) sur la meˆme signature Σ0. En the´orie des mode`les, T
∗
0
est appele´e une mode`le-comple´tion de T0 (Ti est stablement infinie signifie que tout
mode`le de Ti se plonge dans un mode`le de Ti ∪ T
∗
0 ).
De´finition 3.12 (Mode`le-comple´tion). Soient T une Σ-the´orie et T ∗ une Σ-the´orie
contenant T (T ∗ ⊇ T ). On dit que T ∗ est une mode`le-comple´tion de T si
– tout mode`le de T peut eˆtre plonge´ dans un mode`le de T ∗, et
– pour tout mode`le M de T , T ∗ ∪Diag(M) est une the´orie comple`te.
En appliquant le the´ore`me de Robinson pour la Consistence Jointe, l’hypothe`se
que tout mode`le de Ti se plonge dans un mode`le de Ti ∪ T
∗
0 est suffisante pour que
la satisfiabilite´ de (T1 ∪ Γ1 ∪ Diag(A)) et (T2 ∪ Γ2 ∪ Diag(A)) implique celle de
(T1 ∪ Γ1) ∪ (T2 ∪ Γ2). En fait, T
∗
0 ∪Diag(A) est une the´orie comple`te.
Pour garantir la terminaison de la me´thode, Ghilardi a suppose´ e´galement que la
the´orie T0 est localement finie.
De´finition 3.13 (The´orie localement finie). Une the´orie universelle T0 de signature
Σ0 est localement finie si et seulement si pour toute ensemble fini c˜ de constantes
libres, on peut calculer un nombre fini de Σ0(c˜)-termes clos t1, . . . , tnc˜ tels que pour
tout Σ0(c˜)-terme u nous avons T0 |= u = ti, pour un certain i ∈ {1, . . . , nc˜}.
Intuitivement, T0 est localement finie signifie qu’il existe un nombre fini de classes
d’e´quivalences modulo T0 sur les termes, ce qui nous permet d’avoir que Diag(A) est
fini.
Pour re´sumer, les hypothe`ses dont on a besoin pour la me´thode de Ghilardi sont :
(i) il existe une Σ0-the´orie universelle T0, qui est incluse a` la fois dans T1 et T2 ;
(ii) T0 admet une mode`le-comple´tion T
∗
0 ;
(iii) tout mode`le de Ti se plonge dans un mode`le de Ti ∪ T
∗
0 ;
(iv) T0 est localement finie.
Lorsqu’une the´orie Ti satisfait les conditions (i), (ii) et (iii) on dit que Ti est T0-
compatible. Intuitivement, les conditions (i), (ii) et (iii) garantissent que la satisfiabi-
lite´ locale a` chaque the´orie composante se transfe`re a` l’union et la condition (iv) sert
a` assurer la terminaison de la proce´dure de combinaison.
L’approche de Ghilardi est inte´ressante non seulement parce qu’elle est tre`s ge´-
ne´rale mais e´galement parce que les hypothe`ses faites sur les the´ories composantes
pre´sentent une relation e´troite avec l’e´limination des quantificateurs comme de´montre´
dans le re´sultat suivant.
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Proposition 3.1 ([Hod94]). Soient T une Σ-the´orie et T ∗ ⊇ T une autre Σ-the´orie.
Alors T ∗ est une mode`le-comple´tion de T si
– tout mode`le de T peut eˆtre plonge´ dans un mode`le de T ∗, et
– T ∗ admet l’e´limination des quantificateurs.
Re´cemment, Ghilardi, Nicolini et Zucchelli [GNZ05] ont ge´ne´ralise´ [Ghi04] a` un
cadre tre`s ge´ne´ral de la logique d’ordre supe´rieur. Ils conside`rent le proble`me de sa-
tisfiabilite´ dans des unions de fragments alge´briques (au lieu de the´ories du premier
ordre). D’apre`s [GNZ05] un fragment alge´brique consiste en : (i) un langage type´
d’ordre supe´rieur ; (ii) un ensemble re´cursif de termes construits a` partir du dernier
langage ; et (iii) une classe de structures. Ainsi [GNZ05] a ge´ne´ralise´ la notion de
T0-compatibilite´ et celle de T0-finite´ locale a` respectivement la compatibilite´ entre
fragments alge´briques et la noethe´rianite´ du fragment partage´ par les fragments com-
posants. De fac¸on similaire au cas des the´ories du premier ordre, la compatibilite´
entre fragments garantit que la satisfiabilite´ locale a` chaque fragment composant se
transfe`re a` l’union tandis que la noethe´rianite´ du fragment partage´ sert a` assurer la
terminaison de la proce´dure de combinaison. Une me´thode de combinaison est aussi
propose´e. Celle-ci est fortement inspire´e de la me´thode de Nelson-Oppen.
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Chapitre 4
Combinaison des proce´dures de
satisfiabilite´ de´rive´es par
saturation
Les proce´dures de satisfiabilite´ pour les the´ories mode´lisant les structures de don-
ne´es telles que les listes, les tableaux se trouvent au coeur de beaucoup de syste`mes de
ve´rification, comme PVS [ORR+96], Simplify [DNS03], ICS [FORS01], CVC [SBD02],
CVC Lite [BB04]. La conception, la preuve de correction et l’implantation de telles
proce´dures pre´sentent des de´fis qui sont loin d’eˆtre triviaux. Un des proble`mes ma-
jeurs est de prouver la correction de ces proce´dures. De plus, l’implantation de chaque
proce´dure se fait de fac¸on ad hoc, avec peu de re´utilisation de composants existants.
Pour franchir ces obstacles, les auteurs de [ARR03] ont propose´ une me´thodologie
uniforme base´e sur la saturation pour construire des proce´dures de satisfiabilite´ et
prouver leur correction. La preuve de correction se re´duit a` la preuve de la terminai-
son d’une application e´quitable et exhaustive des re`gles du Calcul de Superposition
[NR01]. De plus, de telles proce´dures peuvent eˆtre implante´es en utilisant les sys-
te`mes de preuve implantant le Calcul de Superposition [Sch02, Wei97, RV02]. Les
efforts d’inge´nierie et de validation de logiciels peuvent eˆtre ainsi re´utilise´s.
Malheureusement, la plupart des proble`mes de ve´rification font intervenir diffe´-
rents domaines de calcul (ou the´ories) pour lesquels la me´thodologie base´e sur la
saturation peut ne pas s’appliquer. Il y a donc un besoin indiscutable de construire
une proce´dure de satisfiabilite´ pour l’union des the´ories en re´utilisant et combinant les
proce´dures de satisfiabilite´ existantes pour les the´ories composantes. C’est dans cet
esprit qu’a e´te´ conc¸ue la me´thode de combinaison de Nelson-Oppen [NO79]. En adop-
tant cette me´thode de combinaison, il est inte´ressant d’e´tudier comment y inte´grer
efficacement les proce´dures de satisfiabilite´ base´es sur la saturation. Les proble`mes a`
re´soudre sont :
– comment produire directement des formules qui sont propage´es d’une proce´dure
a` l’autre ;
– comment traiter efficacement de nouvelles formules qui proviennent d’autres
proce´dures.
Le premier proble`me, qui est e´quivalent au proble`me de T -validite´, peut eˆtre de´cide´
en utilisant la proce´dure de T -satisfiabilite´, i.e. pour ve´rifier qu’une formule φ est une
conse´quence d’un ensemble S de formules dans une the´orie T il suffit de ve´rifier que
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¬φ est insatisfiable dans T . Mais cette solution n’est e´videmment pas efficace, comme
observe´ dans [DNS03]. Afin de franchir cet obstacle, nous montrons qu’une applica-
tion exhaustive des re`gles du Calcul de Superposition, sous certaines hypothe`ses sur
l’ordre utilise´, de´rive suffisamment de formules partage´es pour la the´orie de l’e´galite´
et la the´orie des listes. Pour la the´orie des tableaux nous montrons que —toujours
sous certaines hypothe`ses sur l’ordre utilise´— une application exhaustive des re`gles
d’une variante du Calcul de Superposition—obtenu en rajoutant au calcul une re`gle
de “splitting”—de´rive suffisamment de formules partage´es.
Pour re´soudre le deuxie`me proble`me, i.e. le traitement efficace de nouvelles for-
mules, la solution na¨ıve consistant a` refaire la saturation sur le nouvel ensemble pre´-
sente quelques inconve´nients. D’un coˆte´ il peut eˆtre inutile de saturer tout le nouvel
ensemble car certaines clauses ne seront pas utilise´es et de l’autre coˆte´ il est difficile
de faire un retour en arrie`re lorsque les nouvelles formules rec¸ues causent l’insatis-
fiabilite´. Nous proposons une architecture dans laquelle le Calcul de Superposition
fonctionne comme un ge´ne´rateur de lemmes qui sont ensuite utilise´s par la cloˆture de
congruence. Les proce´dures de satisfiabilite´ construite de cette manie`re peuvent eˆtre
combine´es efficacement car celles-ci sont capables de traiter efficacement les e´galite´s
provenant d’autres proce´dures en utilisant la cloˆture de congruence. Ceci signifie qu’il
n’y a pas besoin d’appeler a` nouveau la saturation. Nous montrons que notre archi-
tecture est correcte pour les the´ories mode´lisant des structures de donne´es, a` savoir
la the´orie des listes et la the´orie des tableaux.
Dans ce qui suit, nous commenc¸ons par un bref rappel de la me´thodologie de
construction de proce´dures de satisfiabilite´ par saturation. Nous abordons par la suite
le proble`me de ge´ne´ration et de traitement efficace des formules partage´es en conside´-
rant une par une la the´orie de l’e´galite´, la the´orie des listes et la the´orie des tableaux.
4.1 De´river des proce´dures de satisfiabilite´ par satura-
tion
La de´rivation des proce´dures de satisfiabilite´ par saturation fonctionne de la ma-
nie`re suivante. Conside´rons une the´orie T axiomatise´e par un ensemble fini Ax(T ) de
clauses et un ensemble S qui ne contient que des litte´raux plats et clos. Pour de´ci-
der la satisfiabilite´ de S dans la the´orie T , on applique exhaustivement les re`gles du
Calcul de Superposition sur Ax(T ) ∪ S. Si on de´rive la clause vide, alors S n’est pas
satisfiable dans T , sinon S est satisfiable dans T . La correction de telles proce´dures
est garantie par la correction des re`gles du Calcul de Superposition. Bien que le Cal-
cul de Superposition soit re´futationnellement complet (ce qui veut dire que pour tout
ensemble insatisfiable de clauses, un nombre fini d’applications des re`gles de ce calcul
de´rivera la clause vide), il ne termine pas en ge´ne´ral. Ceci a pour conse´quence que
nos proce´dures de´crites ci-dessous ne sont que des semi-proce´dures de satisfiabilite´.
Pour obtenir des proce´dures de satisfiabilite´, nous devons montrer pour la the´orie T la
proprie´te´ suivante : pour tout ensemble S de litte´raux plats et clos, toute application
exhaustive des re`gles du Calcul de Superposition ne de´rive qu’un ensemble fini de
clauses.
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4.1.1 Calcul de Superposition
Le Calcul de Superposition a e´te´ conc¸u dans le but de de´velopper une version plus
spe´cialise´e et donc plus efficace de la Re´solution de Robinson spe´cifiquement pour
la logique du premier ordre avec e´galite´. En effet, pour traiter le pre´dicat d’e´galite´
dans la logique du premier ordre, nous pouvons utiliser les axiomes de congruence,
i.e. re´flexivite´, syme´trie, transitivite´ et stabilite´ par contexte. Mais cette fac¸on de pro-
ce´der n’est bien e´videmment pas efficace car la Re´solution ge´ne`re beaucoup trop de
clauses non ne´cessaires. Pour surmonter ce proble`me, Robinson et Wos [RW69] ont
propose´ d’introduire une nouvelle re`gle de Paramodulation de´die´ au traitement impli-
cite des axiomes de congruence. Les avantages et de´savantages de ce nouveau calcul
ont conduit a` un volume important de travaux a` la fois the´oriques et pratiques dans la
communaute´ autour de la de´duction automatique base´e sur la Paramodulation. Dans
ce qui suit, nous allons brie`vement survoler les ide´es the´oriques et les fondements du
Calcul de Superposition.
Une caracte´ristique fondamentale du Calcul de Superposition est l’utilisation d’un
ordre de re´duction ≻, qui est total sur l’ensemble de tous les termes clos. L’ordre ≻
est e´tendu aux litte´raux de sorte que seules les instances maximales des litte´raux sont
conside´re´es a` chaque application d’une re`gle du calcul.
Nous utilisons le Calcul de Superposition utilise´e dans [ARR03], enrichi par une
re`gle Orientation (cf. Figures 4.1 et 4.2). E´tant donne´ un ensemble S de clauses, une
re`gle de cloˆture dans la figure 4.1 ajoute clauses dans sa conclusion a` l’ensemble S
tandis qu’une re`gle de simplification simplifie clauses dans S ou supprime clauses de
S.
De´finition 4.1. Soit I un syste`me d’infe´rence. On dit que
– une clause C est redondante par rapport a` I (ou I-redondante) et par rapport a`
un ensemble S de clauses si C est dans S ou si S peut eˆtre de´rive´ de S ∪ {C}
par une se´quence d’applications des re`gles de I.
– une infe´rence de I est redondante par rapport a` un ensemble S de clauses si sa
conclusion est redondante par rapport a` I et par rapport a` S.
De´finition 4.2. Un ensemble S de clauses est sature´ par rapport a` un syste`me d’in-
fe´rence I (ou I-sature´) si toutes les infe´rences de I avec pre´misses dans S sont re-
dondantes par rapport a` S.
De´finition 4.3. Une de´rivation par rapport a` un syste`me d’infe´rence I (ou I-de´rivation)
est une se´quence S0, S1, . . . , Si, . . . d’ensemble de clauses, ou` a` chaque e´tape une infe´-
rence de I est applique´e pour ge´ne´rer et ajouter ou supprimer ou modifier une clause.








Une I-de´rivation S0, S1, ..., Si, ... avec sa limite S∞ est e´quitable par rapport a` SP
si pour toute infe´rence de I avec pre´misses dans S∞, il existe un j ≥ 0 tel que cette
infe´rence est redondante dans Sj.
La limite d’une I-de´rivation e´quitable est aussi appele´e une saturation par I.
The´ore`me 4.1 ([NR01]). Si S0, S1, . . . est une SP-de´rivation e´quitable par rapport
a` SP, alors
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(i) sa limite S∞ est sature´e par rapport a` SP, et
(ii) S0 est insatisfiable si et seulement si la clause vide est dans Sj pour un certain
j, et
(iii) si une telle SP-de´rivation e´quitable est finie, i.e. elle a la forme S0, . . . , Sn, alors
Sn est sature´ et e´quivalent a` S0.
On dit que SP est re´futationnellement complet car il est toujours possible de
de´river la clause vide avec une SP-de´rivation finie a` partir d’un ensemble insatisfiable
de clauses (cf. (ii) du The´ore`me 4.1).
Superposition− droite
Γ⇒ ∆, l[u′] = r Π⇒ Σ, u = t
σ(Γ,Π⇒ ∆,Σ, l[t] = r)
si (i), (ii), (iii), (iv)
Superposition− gauche
Γ, l[u′] = r ⇒ ∆ Π⇒ Σ, u = t
σ(l[t] = r,Γ,Π⇒ ∆,Σ)
si (i), (ii), (iii), (iv)
Reflection




Γ⇒ ∆, u = t, u′ = t′
σ(Γ, t = t′ ⇒ ∆, u = t′)
si (i), (vi)
σ est l’unificateur principal de u et u′, u′ n’est pas une variable dans
Superposition− droite et Superposition− gauche, L est un litte´ral, et les
conditions suivantes sont satisfaites :
(i) σ(u) 6 σ(t),
(ii) ∀L ∈ Π ∪ Σ : σ(u = t) 6 σ(L),
(iii) σ(l[u′]) 6 σ(r),
(iv) ∀L ∈ Γ ∪∆ : σ(l[u′] = r) 6 σ(L),
(v) ∀L ∈ Γ ∪∆ : σ(u′ = u) 6≺ σ(L),
(vi) ∀L ∈ Γ : σ(u) 6 σ(L), ∀L ∈ {u′ = t′} ∪∆ : σ(u = t) 6≺ σ(L).
Figure 4.1 – Re`gles de Cloˆture de SP.
4.1.2 De´rivation uniforme de proce´dures de satisfiabilite´ par satu-
ration
E´tant donne´e une the´orie T axiomatise´e par un ensemble fini Ax(T ) de clauses.
La me´thodologie base´e sur la saturation consiste en les e´tapes suivantes :
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Subsomption




∃θ, θ(C) ⊆ C ′
6 ∃ρ, ρ(C ′) ≡ C
Simplification
S ∪ {C[l′], l = r}






∀L ∈ C[θ(l)] : L ≻ (θ(l) = θ(r))
Orientation
S ∪ {c = c′}
S[c→ c′]
si c ≻ c′
Suppression
S ∪ {Γ⇒ ∆, t = t}
S
ou` C et C ′ sont des clauses est S est un ensemble de clauses.
Figure 4.2 – Re`gles de Simplification de SP.
(i) L’aplatissement consiste a` transformer un ensemble de litte´raux clos en un en-
semble e´quisatisfiable qui ne contient que des litte´raux plats et clos ;
(ii) Le choix de l’ordre se fait de manie`re a` conside´rer un ordre de re´duction, total
sur l’ensemble de termes clos.
(iii) La preuve de terminaison consiste a` assurer que toute saturation des axiomes de
la the´orie avec un ensemble arbitraire de litte´raux plats et clos ne ge´ne`re qu’un
nombre fini de clauses.
En conse´quence, si T est une the´orie pour laquelle cette me´thodologie s’applique, alors
une proce´dure de T -satisfiabilite´ peut eˆtre construite en implantant l’aplatissement
et en utilisant un prouveur automatisant le Calcul de Superposition avec un ordre
convenable. Si l’ensemble final de clauses retourne´ par le prouveur contient la clause
vide, alors la proce´dure de T -satisfiabilite´ retourne insatisfiable ; sinon, elle retourne
satisfiable.
Dans ce qui suit, nous supposons que
Hypothe`se 4.1. Les ensembles de litte´raux dont on cherche a` de´cider la satisfiabilite´
dans une the´orie ne contiennent que des litte´raux plats et clos.
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En ce qui concerne l’ordre utilise´ dans le Calcul de Superposition, nous supposons
que :
Hypothe`se 4.2. ≻ ve´rifie les hypothe`ses suivantes :
– ≻ est un ordre de re´duction total sur l’ensemble de termes clos, et
– t ≻ c pour chaque constante c et pour tout terme t qui est diffe´rent d’une
constante et d’une variable, et
– t ≻ t′ si t est un terme dont le symbole en teˆte est interpre´te´ et t est un terme
dont le symbole en teˆte est non interpre´te´ et t, t′ ne sont pas des constantes ou
variables, et
– ≻ est e´tendu aux e´galite´s en les conside´rant comme des multi-ensembles des
termes, et puis aux clauses en les conside´rant comme des multi-ensembles d’e´ga-
lite´s, en conside´rant l’extension multi-ensemble, et
– les dise´galite´s soient plus grandes que les e´galite´s.
Par souci d’efficacite´, nous supposons que
Hypothe`se 4.3. La re`gle Orientation est la plus prioritaire. Elle s’applique de`s qu’une
e´galite´ entre constantes apparaˆıt au cours de la saturation.
Pour comple´ter la de´rivation de proce´dures de satisfiabilite´ par saturation, nous
devons montrer pour chaque the´orie T la proprie´te´ suivante.
De´finition 4.4 (Proprie´te´ de saturation finie). Soit Ax(T ) l’ensemble fini des axiomes
de la the´orie T . On dit que T a la proprie´te´ de saturation finie par rapport a` SP si
pour tout ensemble S de litte´raux plats et clos, toute saturation de Ax(T ) ∪ S ne
ge´ne`re qu’un nombre fini de clauses.
Pour illustrer la de´rivation de proce´dures de satisfiabilite´ par saturation, nous
conside´rons la the´orie de l’e´galite´, la the´orie des listes, la the´orie des tableaux et
montrons que toute saturation des axiomes de ces the´ories avec un ensemble arbitraire
de litte´raux plats et clos ne ge´ne`re qu’un nombre fini de clauses et ainsi SP fournit,
pour ces the´ories, une proce´dure de satisfiabilite´.
Nous commenc¸ons d’abord par la the´orie E de l’e´galite´ qui n’a aucun axiome.
Proposition 4.1. Soit S un ensemble fini de litte´raux plats et clos. Les clauses se
trouvant dans la saturation de S par rapport a` SP ont ne´cessairement une des formes
suivantes :
(i) la clause vide ;
(ii) c ⊲⊳ c′ ;
(iii) e´galite´ de la forme f(c1, . . . , cn) = c,
ou` c, c1, . . . , cn sont des constantes et ⊲⊳∈ {=, 6=}
De´monstration. La preuve est faite par induction sur la longueur de la de´rivation.
Pour le cas de base, il est e´vident que S contient bien les clauses des formes men-
tionne´es. Pour le cas d’induction, conside´rons l’application de diffe´rents types d’infe´-
rences :
– Superposition− droite : (ii) et (ii) donnent (ii) ; (ii) et (iii) donnent (iii) ; (iii) et
(iii) donnent (ii).
– Superposition− gauche : (ii) et (ii) donnent (ii).
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– Reflection : ne s’applique pas aux clauses unitaires.
– Factorisation : ne s’applique pas aux clauses unitaires.
– Orientation : ne modifie pas la forme des clauses.
– Subsomption : ne ge´ne`re pas de nouvelles clauses.
– Simplification : idem que Superposition droite.
– Suppression : ne ge´ne`re pas de nouvelles clauses.
Puisqu’il y a un nombre fini de constantes et de symboles de fonctions, le nombre
de clauses ge´ne´re´es dans une saturation doit eˆtre fini, et le re´sultat suivant est une
conse´quence directe de la Proposition 4.1.
Corollaire 4.1. SP est une proce´dure de satisfiabilite´ pour la the´orie E de l’e´galite´.
Nous conside´rons maintenant une the´orie e´quationnelle qui est la the´orie L des




car(cons(X,Y )) = X
cdr(cons(X,Y )) = Y
cons(car(X), cdr(X)) = X


ou` X et Y sont des variables universelles.
Proposition 4.2. Soit S un ensemble fini de litte´raux plats et clos. Les clauses se
trouvant dans la saturation de Ax(L) ∪ S par rapport a` SP ont ne´cessairement une
des formes suivantes :
(i) la clause vide ;
(ii) les axiomes dans Ax(L), i.e. les clauses de la forme :
(a) car(cons(X,Y )) = X ;
(b) cdr(cons(X,Y )) = Y ;
(c) cons(car(X), cdr(X)) = X ;
(iii) litte´raux plats et clos de la forme :
(a) c ⊲⊳ c′ ;
(b) f(c1, . . . , cn) = c ;
(c) car(a) = b ;
(d) cdr(a) = b ;
(e) cons(a, b) = c ;
(iv) e´galite´s de la forme :
(a) cons(b, cdr(a)) = a ;
(b) cons(car(a), b) = a ;
ou` X,Y sont des variables, a, b, c, c1, . . . , cn sont des constantes, f est une fonction
non interpre´te´e et ⊲⊳∈ {=, 6=}.
De´monstration. La preuve est faite par induction sur la longueur de la de´rivation.
Pour le cas de base, il est e´vident que Ax(L) ∪ S contient bien les clauses des formes
mentionne´es. Pour le cas d’induction, nous conside´rons l’application de diffe´rents
types d’infe´rences comme pour la the´orie de l’e´galite´.
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Corollaire 4.2. SP est une proce´dure de satisfiabilite´ pour la the´orie L des listes.
Un exemple de the´orie axiomatise´e par un ensemble de clauses non unitaires est
la the´orie A des tableaux axiomatise´e par l’ensemble
Ax(A) =
{
select(store(A, I, E), I) = E
I = J ∨ select(store(A, I, E), J) = select(A, J)
}
ou` A, I, J, E sont des variables universelles.
Proposition 4.3. Soit S un ensemble fini de litte´raux plats et clos. Les clauses se
trouvant dans la saturation de Ax(A) ∪ S par rapport a` SP ont ne´cessairement une
des formes suivantes :
(i) la clause vide ;
(ii) les axiomes dans Ax(A), i.e. les clauses de la forme :
(a) select(store(A, I, E), I) = E ;
(b) I = J ∨ select(store(A, I, E), J) = select(A, J) ;
(iii) litte´raux plats et clos de la forme :
(a) c1 ⊲⊳ c2 ;
(b) f(c1, . . . , cn) = c ;
(c) store(a, i, e) = a′ ;
(d) select(a, i) = e ;
(iv) clauses non unitaires de la forme :
(a) c1 = c
′
1 ∨ . . . ∨ cn = c
′
n ;
(b) c 6= c′ ∨ c1 = c
′
1 ∨ . . . ∨ cn = c
′
n ;
(c) f(c1, . . . , cn) = c ∨ i1 = i
′
1 ∨ . . . ∨ in = i
′
n ;
(d) select(a,X) = select(a′, X)∨X = i′′1∨ . . .∨X = i
′′
n∨ i1 = i
′
1∨ . . .∨ im = i
′
m ;
(e) select(a, i) = e ∨ i = i′ ∨ i1 = i
′
1 ∨ . . . ∨ in = i
′
n ;
(f) store(a, i, e) = a′ ∨ i1 = i
′
1 ∨ . . . ∨ in = i
′
n ;









1, . . . , cn, c
′
n
sont des constantes, f est un symbole de fonction non interpre´te´ et ⊲⊳∈ {=, 6=}.
De´monstration. La preuve est faite par induction sur la longueur de la de´rivation.
Pour le cas de base, il est e´vident que Ax(A)∪ S contient bien les clauses des formes
mentionne´es. Pour le cas d’induction, nous conside´rons l’application de diffe´rents
types d’infe´rences comme pour la the´orie de l’e´galite´ et des listes. Une diffe´rence avec
ces deux cas est que nous avons des clauses non unitaires dans la de´rivation. Par
conse´quent nous utilisons le fait que l’ordre utilise´ par le Calcul de Superposition
“privile´gie” toujours les litte´raux ne´gatifs par rapport aux litte´raux positifs.
Corollaire 4.3. SP est une proce´dure de satisfiabilite´ pour la the´orie A des tableaux.
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4.2 Ge´ne´rer efficacement des formules partage´es
L’ide´e principale de la me´thode de combinaison de Nelson-Oppen est de propa-
ger les e´galite´s entre constantes de´duites d’une proce´dure de satisfiabilite´ a` l’autre.
Comme explique´ pre´ce´demment, il n’y a aucune difficulte´ a` implanter la de´duction
des e´galite´s entre constantes en utilisant la proce´dure de satisfiabilite´ elle-meˆme. Ce-
pendant pour avoir une implantation efficace de la me´thode de Nelson et Oppen, il
est important, comme mentionne´ dans [DNS03], d’avoir des proce´dures de satisfiabi-
lite´ ayant la capacite´ de produire directement les e´galite´s a` e´changer lorsque celles-ci
terminent avec le re´sultat satisfiable. Dans ce cas, nous dirons que telles proce´dures
sont comple`tes vis-a`-vis de la de´duction.
4.2.1 Comple´tude vis-a`-vis de la de´duction
Nous allons dans un premier temps de´finir formellement la notion de comple´tude
vis-a`-vis de la de´duction.
De´finition 4.5 (Clause e´le´mentaire). Une clause est e´le´mentaire si elle est une dis-
jonction d’e´galite´ entre constantes. Une e´galite´ e´le´mentaire est une clause e´le´mentaire
unitaire.
De´finition 4.6 (Proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´duction). Une
proce´dure de satisfiabilite´ pour une the´orie T est comple`te vis-a`-vis de la de´duction
par rapport aux clauses e´le´mentaires si pour tout ensemble T -satisfiable S de litte´raux
plats et clos, elle retourne, a` part satisfiable, un ensemble de clauses e´le´mentaires Se
tel que pour toute clause e´le´mentaire C, nous avons T |= S ⇒ C si et seulement si
Se |= C.
Pour montrer que le Calcul de Superposition est une proce´dure de satisfiabilite´
comple`te vis-a`-vis de la de´duction pour une the´orie T nous devons prouver la proprie´te´
suivante.
Proprie´te´ 4.1. Soit T une the´orie axiomatise´e par un ensemble fini Ax(T ) de
clauses. Alors
– pour tout ensemble T -satisfiable S de litte´raux plats et clos, et
– pour toute clause e´le´mentaire C,
nous avons T |= S ⇒ C si et seulement si Se |= C, ou` Se est le sous-ensemble de la
saturation de Ax(T ) ∪ S par SP, qui contient toutes les clauses e´le´mentaires.
Comme la proprie´te´ doit eˆtre prouve´e pour chaque the´orie T , nous e´tendons la
me´thodologie par saturation (voir Section 4.1) avec l’e´tape suivante :
(iv) comple´tude vis-a`-vis de la de´duction : tout ensemble de clauses sature´ par SP
(qui ne contient pas la clause vide ) contient un sous-ensemble d’e´galite´s (resp. de
clauses) e´le´mentaires, qui implique toutes les e´galite´s (resp. clauses) e´le´mentaires
qui sont une conse´quence de l’ensemble initial de clauses.
The´orie de l’e´galite´ Nous commenc¸ons par montrer que SP est une proce´dure de
satisfiabilite´ comple`te vis-a`-vis de la de´duction pour la the´orie de l’e´galite´.
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Proposition 4.4. Soient S un ensemble satisfiable de litte´raux plats et clos et S′
une saturation de S par SP. Soit c = c′ une e´galite´ e´le´mentaire, alors les proprie´te´s
suivantes sont e´quivalentes :
(i) S |= c = c′,
(ii) Se |= c = c
′, ou` Se est le sous-ensemble de S
′, qui contient toutes les e´galite´s
e´le´mentaires.
De´monstration. (ii) ⇒ (i) est trivial. Nous allons prouver (i) ⇒ (ii). Puisque S et
S′ sont e´quivalents, S |= c = c′ si et seulement si S′ |= c = c′. Ce qui veut dire
aussi que S′ ∪ {c 6= c′} est insatisfiable. Par la comple´tude re´futationnelle du Calcul
de Superposition, on peut de´river la clause vide a` partir de S′ ∪ {c 6= c′} utilisant le
syste`me d’infe´rence SP. Or S′ e´tant de´ja` sature´ et ne contenant pas de clause vide, les
infe´rences qui permettent de de´river la clause vide doivent avoir comme pre´misses des
clauses dans S′ et c 6= c′ ou des clauses de´rive´es a` partir de S′ et c 6= c′. Conside´rons
maintenant les types d’infe´rences avec de telles pre´misses. Soit C une clause dans
S′. S’il y a une infe´rence utilisant C et c 6= c′, alors C doit eˆtre une e´galite´ entre
constantes ou variables. Or d’apre`s les formes liste´es dans la Proposition 4.1, C ne
doit pas contenir de variable. Par conse´quent, C est une e´galite´ e´le´mentaire et ainsi la
conclusion d’une telle infe´rence est une dise´galite´ entre constantes. Ce qui veut dire
que le sous-ensemble Se et c 6= c
′ suffisent pour de´river la clause vide. Ou de fac¸on
e´quivalente, Se |= c = c
′.
La Proposition 4.4 nous permet de conclure le re´sultat suivant.
Corollaire 4.4. SP est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´-
duction pour la the´orie de l’e´galite´.
The´orie des listes Conside´rons maintenant la the´orie des listes.
Proposition 4.5. Soient S un ensemble L-satisfiable de litte´raux plats et clos et S′
une saturation de Ax(L) ∪ S par SP. Soit c = c′ une e´galite´ e´le´mentaire, alors les
proprie´te´s suivantes sont e´quivalentes :
(i) T |= S ⇒ c = c′,
(ii) Se |= c = c
′, ou` Se est le sous-ensemble de S
′, qui contient toutes les e´galite´s
e´le´mentaires.
De´monstration. Nous prouvons juste (i)⇒ (ii) car (ii)⇒ (i) est trivial. De fac¸on simi-
laire a` la the´orie de l’e´galite´. S’il y a une infe´rence utilisant une C dans S′ et c 6= c′,
alors C doit eˆtre une e´galite´ entre constantes ou variables. Or au vu des formes liste´es
dans la Proposition 4.2, C ne peut pas contenir de variable. Ce qui implique que C
est une e´galite´ e´le´mentaire. Nous pouvons donc conclure Se |= c = c
′, comme pour le
cas de la the´orie de l’e´galite´.
La Proposition 4.5 nous permet de conclure le re´sultat suivant.
Corollaire 4.5. SP est une proce´dure de satisfiabilite´ comple`tes vis-a`-vis de la de´-
duction pour la the´orie des listes.
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4.2.2 E´tendre la me´thode aux the´ories non e´quationelles
Pour la the´orie des tableaux, le re´sultat sur la comple´tude vis-a`-vis la de´duction
ne peut plus s’appliquer. En effet, puisque nous pouvons avoir des clauses non uni-
taires qui contiennent plus d’une e´galite´ dans une de´rivation, certaines infe´rences sont
bloque´es en raison de l’ordre utilise´ par le Calcul de Superposition. Ce qui implique
que la saturation peut ne pas contenir une clause e´le´mentaire qui est une conse´quence
de l’ensemble de clauses en entre´e. Conside´rons l’exemple suivant.




select(a′, i′) = e′
store(a, i, e) = a′





Ax(A) ∪ S =


select(store(A, I, E), I) = E
I = J ∨ select(store(A, I, E), J) = select(A, J)
select(a′, i′) = e′
store(a, i, e) = a′








select(store(A, I, E), I) = E
I = J ∨ select(store(A, I, E), J) = select(A, J)
select(a′, i′) = e′
store(a, i, e) = a′
select(a, i′) = e′
i 6= i′
select(a, i′) = e′
select(a, J) = select(a′, J) ∨ J = i
select(a, i′) = e ∨ i = i′
e′ = e ∨ i = i′


Il est facile de voir que {i 6= i′, e′ = e∨ i = i′} |= e′ = e, d’ou` nous avons S′ |= e′ = e.
Mais le sous-ensemble {e′ = e ∨ i = i′} des clauses e´le´mentaires de S′ n’implique pas
e′ = e, si on conside`re l’ordre ≻ tel que e′ ≻ e ≻ i ≻ i′. Par conse´quent SP n’est pas
une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´duction pour la the´orie des
tableaux.
Pour franchir cet obstacle, nous proposons une solution inspire´e de la me´thode
d’analyse de cas (en anglais “splitting”) de´crite dans [RV01]. L’ide´e de l’analyse de
cas est de ramener la re´futation d’un ensemble de clauses S ∪{A∨B} a` la re´futation
de l’ensemble S ∪ {A∨ p,¬p∨B}. En proce´dant ainsi on dit que S ∪ {A∨ p,¬p∨B}
est obtenu a` partir de S ∪ {A ∨ B} par fragmentation binaire. Dans notre contexte,
l’analyse explicite de cas nous permet de fragmenter des clauses en introduisant de
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nouvelles constantes propositionnelles qui seront conside´re´es comme les plus petits
e´le´ments par rapport a` l’ordre ≻ utilise´ dans le Calcul de Superposition. Ainsi nous
transformons des clauses qui peuvent contenir plusieurs e´galite´s en des clauses qui ne
contiennent qu’une seule e´galite´ et par conse´quent obtenons la comple´tude vis-a`-vis
de la de´duction.
Nous allons avoir besoin de de´finir un ordre ≻ avec les caracte´ristiques suivantes.
Hypothe`se 4.4. ≻ a toutes les caracte´ristiques de l’ordre utilise´ dans SP (voir
Hypothe`se 4.2) et satisfait de plus les restrictions suivantes :
– ≻ est total sur l’ensemble des constantes propositionnelles, et
– p et ¬p sont plus petites que les e´galite´s pour toute constante propositionnelle
p, et
– ¬p ≻ p pour toute constante propositionnelle p.
Soit SP ′ le syste`me d’infe´rence obtenu en ajoutant a` SP (parame´tre´ par ≻) les
deux re`gles d’infe´rence suivantes :
Fragmentation
S′ ∪ {A ∨B}
S′ ∪ {A ∨ p,¬p ∨B}
si V ars(A) ∩ V ars(B) = ∅
Resolution




∀L ∈ A : p 6 L
∀L ∈ B : ¬p 6 L
Il est important de noter que SP ′ pre´serve la comple´tude re´futationnelle car celui-
ci n’est rien d’autre que la Re´solution enrichie par la superposition pour traiter l’e´ga-
lite´ et la fragmentation pour faire l’analyse de cas.
The´ore`me 4.2. SP ′ est re´futationellement complet, i.e. il est toujours possible de
de´river la clause vide avec une SP ′-de´rivation finie a` partir d’un ensemble insatisfiable
de clauses construites a` partir de la signature compose´e du symbole d’e´galite´ et de
constantes propositionnelles.
Aussi, les notions de saturation, de proprie´te´ de saturation finie peuvent facilement
s’e´tendre a` SP ′. Dans ce cas, on dit qu’une the´orie a la proprie´te´ de saturation finie
par rapport a` SP ′.
Proposition 4.6. Pour toute SP ′-de´rivation
S0, S1, . . . , Si, Si+1, . . .
telle que S0 est un ensemble de clauses, nous avons :
(i) l’ensemble Si est satisfiable si et seulement si Si+1 l’est aussi ;
(ii) si C est une clause qui ne contient pas de constante propositionnelle qui apparaˆıt
dans Si, alors Si ∪ {C} est satisfiable si et seulement si Si+1 ∪ {C} l’est aussi.
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De´monstration. (i). Il est facile de voir que S ∪ {A ∨ p,¬p ∨ B} et S ∪ {A ∨ B}
sont e´quisatisfiables car tout mode`le de S ∪ {A ∨ p,¬p ∨ B} est aussi un mode`le de
S ∪ {A ∨B} et tout mode`le de S ∪ {A ∨B} peut eˆtre e´tendu pour qu’il devienne un
mode`le de S ∪ {A ∨ p,¬p ∨B}.
(ii). Tout mode`le de S ∪ {A∨ p,¬p∨B} ∪ {C} est un mode`le de S ∪ {A∨B} ∪ {C}.
Puisque C ne contient pas de constante propositionnelle, tout mode`leM de S ∪{A∨
B}∪{C} peut eˆtre e´tendu a` un mode`leM′ de S∪{A∨p,¬p∨B}∪{C} en de´finissant
ce dernier de telle sorte que M′ |= p↔ ¬∀x˜A.
Comme nous avons e´tendu la signature de de´part avec les constantes proposi-
tionnelles, il est ne´cessaire d’adapter la notion de clause e´le´mentaire pour prendre en
compte cette extension.
De´finition 4.7 (Clause quasi-e´le´mentaire). Une clause est quasi-e´le´mentaire si elle
a une des formes suivantes :
– [¬]p1 ∨ . . . ∨ [¬]pn ;
– c = c′ ∨ [¬]p1 ∨ . . . ∨ [¬]pn ;
ou` c, c′ sont des constantes, p1, . . . , pn sont des constantes propositionnelles, n ≥ 0 et
[¬] signifie que ¬ est optionnel.
Puisque la saturation d’un ensemble de clauses par SP ′ peut contenir des clauses
quasi-e´le´mentaires, pour rendre SP ′ comple`te vis-a`-vis de la de´duction, nous avons
besoin de faire un post-traitement, qu’on appelle defragmentation, de´crit par le sys-
te`me d’infe´rence Defrag, forme´ de la seule re`gle d’infe´rence suivante :
Defragmentation
A ∨ p ¬p ∨B
A ∨B
si A ∨ p,¬p ∨B sont quasi-e´le´mentaires
Il est facile de voir que Defrag pre´serve la satisfiabilite´.
De´finition 4.8. Si I est un syste`me d’infe´rence et S est un ensemble fini de clauses,
on de´signe par I(S) la limite d’une I-de´rivation a` partir de S. Si I ′ est un syste`me
d’infe´rence et I(S) est fini, alors I ′(I(S)) de´signe la limite d’une I ′-de´rivation a` partir
de I(S).
Lemme 4.1. Soient Sqe un ensemble de clauses quasi-e´le´mentaires qui est SP
′-sature´
et Se le sous-ensemble de la Defrag-saturation de Sqe, qui contient toutes les clauses
e´le´mentaires. Alors, pour toute clause e´le´mentaire C nous avons Sqe |= C si et seule-
ment si Se |= C.
De´monstration. La condition suffisante est triviale. Pour prouver la condition ne´-
cessaire, soit C ≡ c1 = c
′
1 ∨ . . . cn = c
′
n. Raisonnons par re´futation, Sqe |= c1 =
c′1∨ . . . cn = c
′
n si et seulement si Sqe∪{c1 6= c
′
1, . . . , cn 6= c
′
n} est insatisfiable. Et donc
il est possible de de´river la clause vide a` partir de Sqe ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n} par
SP ′. Nous conside´rons deux cas de figure : (i) la clause vide est de´rive´e en utilisant
seulement les re`gles de SP, et (ii) la clause vide est de´rive´e en utilisant les re`gles de
SP ′.
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(i) Si la clause vide est de´rive´e en utilisant seulement les re`gles de SP, alors les
clauses utilise´es ne doivent pas contenir les constantes propositionnelles. Ceci
signifie que le sous-ensemble Se de Sqe contenant toutes les clauses e´le´mentaires,
conjointement avec {c1 6= c
′
1, . . . , cn 6= c
′
n} suffit pour de´river la clause vide. Ou
de fac¸on e´quivalente Se |= c1 = c
′
1 ∨ . . . cn = c
′
n.
(ii) Dans ce cas, la clause vide est de´rive´e par une suite d’infe´rences terminant par
Resolution. Ceci est due au fait que les constantes propositionnelles sont les plus
petites par rapport a` l’ordre utilise´ (Hypothe`se 4.4) et par conse´quent avant de
de´river la clause vide il est ne´cessaire de de´river des clauses contenant seulement
des constantes propositionnelles pour lesquelles Resolution s’applique.
Soit SP ′(Sqe ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n}) la saturation de Sqe ∪ {c1 6= c
′
1, . . . , cn 6=
c′n} par SP
′. Puisque les constantes propositionnelles ne sont qu’introduites
par Fragmentation, si la clause vide est de´rive´ par SP ′ a` partir de Sqe ∪ {c1 6=
c′1, . . . , cn 6= c
′
n} alors ne´cessairement la de´rivation de la clause vide termine par
une Superposition− gauche suivie par une Resolution. Les clauses utilise´es par
ces deux infe´rences doivent avoir les formes A∨P,¬A,¬P , ou` A est une e´galite´
entre constantes (ou syme´triquement une dise´galite´) et P est une constantes
propositionnelle. Supposons que A est une e´galite´ entre constantes (le cas ou` A
est une dise´galite´ peut eˆtre traite´ de fac¸on similaire). Dans ce cas A et ¬A sont
dans
Defrag(SP ′(Sqe ∪ {c1 6= c
′




Nous allons prouver que A et ¬A sont dans SP ′(Se ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n}).
En effet, puisque Sqe est de´ja` SP
′-sature´, SP ′ ne de´rive pas de nouvelle clause
quasi-e´le´mentaire de la forme c = c′ ∨ [¬]p1 ∨ . . . ∨ [¬]pn a` partir de Sqe ∪ {c1 6=
c′1, . . . , cn 6= c
′
n}. Ceci implique que le sous-ensemble de Defrag(SP
′(Sqe∪{c1 6=
c′1, . . . , cn 6= c
′
n})) contenant toutes les clauses e´le´mentaires est e´gal a` Se. Ce qui
veut dire aussi que A est dans Se. Pour ¬A, il est facile de voir que SP
′ ne
de´rive pas de nouvelle dise´galite´ a` partir de (Sqe \ Se) ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n}.
Donc ¬A ne peut eˆtre de´rive´ qu’a` partir de Se ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n}.
Nous avons donc que A et ¬A sont dans SP ′(Se ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n}), qui
doit contenir la clause vide. De fac¸on e´quivalente, Se |= c1 = c
′
1 ∨ . . . cn = c
′
n.
The´orie des tableaux En re´adaptant la preuve de la Proposition 4.3, nous pouvons
montrer que la saturation d’un ensemble de litte´raux plats et clos avec les axiomes
de la the´orie par SP ′ ne contient que des clauses de certaines formes.
Proposition 4.7. Soit S un ensemble fini de litte´raux plats et clos. Les clauses se
trouvant dans la saturation de Ax(A) ∪ S par rapport a` SP ′ ont seulement une des
formes suivantes :
(i) la clause vide ;
(ii) les axiomes dans Ax(A), i.e. les clauses de la forme :
(a) select(store(A, I, E), I) = E ;
(b) I = J ∨ select(store(A, I, E), J) = select(A, J) ;
12. Par la De´finition 4.8 Defrag(SP ′(S)) signifie la Defrag-saturation de la SP ′-saturation de S.
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(iii) litte´raux plats et clos de la forme :
(a) c1 ⊲⊳ c2 ;
(b) f(c1, . . . , cn) = c ;
(c) store(a, i, e) = a′ ;
(d) select(a, i) = e ;
(iv) clauses non unitaires de la forme :
(a) c ⊲⊳ c′ ∨ [¬]p1 ∨ . . . ∨ [¬]pn ;
(b) f(c1, . . . , cn) = c ∨ [¬]p1 ∨ . . . ∨ [¬]pn ;
(c) select(a, i) = e ∨ [¬]p1 ∨ . . . ∨ [¬]pn ;
(d) store(a, i, e) = a′ ∨ [¬]p1 ∨ . . . ∨ [¬]pn ;
(e) select(a,X) = select(a′, X) ∨X = i′′1 ∨ . . . ∨X = i
′′
n ∨ [¬]p1 ∨ . . . ∨ [¬]pn ;
(f) [¬]p1 ∨ . . . ∨ [¬]pn ;
ou` X,A, I, J, E sont des variables, a, a′, e, i, i′′1, . . . , i
′′
n, c, c
′, c1, . . . , cn sont des
constantes, p1, . . . pn sont des constantes propositionnelles, f est une fonction
non interpre´te´e, ⊲⊳∈ {=, 6=}, n > 0 et [¬] signifie que ¬ est optionnel.
La Proposition 4.7 nous permet de prouver le re´sultat suivant.
Proposition 4.8. Soient S un ensemble A-satisfiable de litte´raux plats et clos et Sqe
le sous-ensemble de la saturation de Ax(A)∪S par SP ′, qui contient toutes les clauses
quasi-e´le´mentaires. Alors, pour toute clause e´le´mentaire C nous avons Ax(A)∪S |= C
si et seulement si Sqe |= C.
De´monstration. Soit S′ la saturation de Ax(A) ∪ S par SP ′. Et soit C ≡ c1 =
c′1 ∨ . . . cn = c
′
n une clause e´le´mentaire. Raisonnons par re´futation, Ax(A)∪S |= c1 =
c′1∨ . . . cn = c
′
n si et seulement si Ax(A)∪S∪{c1 6= c
′
1, . . . , cn 6= c
′
n} est insatisfiable. Il
est donc possible de de´river la clause vide a` partir de Ax(A)∪S∪{c1 6= c
′
1, . . . , cn 6= c
′
n}
par SP ′. Il re´sulte de la Proposition 4.6 et la comple´tude re´futationnelle de SP ′ qu’il
est aussi possible de´river la clause vide a` partir de S′∪{c1 6= c
′




Puisque S est A-satisfiable, la clause vide ne peut eˆtre de´rive´e qu’en commenc¸ant par
une infe´rence utilisant une clause C ′ dans S′ et une clause dans {c1 6= c
′
1, . . . , cn 6= c
′
n}.
Analysons une telle infe´rence, i.e. entre C ′ et ck 6= c
′
k. Si une telle infe´rence a lieu,
C ′ doit eˆtre ne´cessairement une clause contenant soit des e´galite´s entre constantes ou
variables soit des (ne´gations de) constantes propositionnelles soit les deux en meˆme
temps, autrement l’infe´rence n’est pas possible. Or, au vu des formes de clauses liste´es
dans la Proposition 4.7, C ′ ne peut eˆtre qu’une clause quasi-e´le´mentaire. Maintenant,
la conclusion de cette infe´rence doit contenir au plus une dise´galite´ et e´ventuellement
des (ne´gations des) constantes propositionnelles. Et encore une fois, pour avoir une
infe´rence avec ce type de clause, il faut utiliser une autre clause quasi-e´le´mentaire.
Cela signifie que le sous-ensemble Sqe de S
′, qui contient toutes les clauses quasi-
e´le´mentaires, et {c1 6= c
′
1, . . . , cn 6= c
′
n} suffisent pour de´river la clause vide. Ou de
fac¸on e´quivalente, Sqe |= c1 = c
′
1 ∨ . . . cn = c
′
n.
La Proposition 4.8 et le Lemme 4.1 nous permettent d’obtenir le re´sultat suivant
concernant la comple´tude vis-a`-vis de la de´duction pour la the´orie des tableaux.
Corollaire 4.6. SP ′ est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´-
duction pour la the´orie des tableaux.
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4.3 Traiter efficacement de nouvelles formules partage´es
Nous avons vu pre´ce´demment que le Calcul de Superposition (avec ou sans frag-
mentation) est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´duction pour
une large classe de the´ories. Ceci permet d’ame´liorer la combinaison a` la Nelson-Oppen
car les formules partage´es a` propager sont produites directement dans la saturation.
Dans cette partie, nous e´tudions le proble`me du traitement efficace des formules pro-
venant d’autres proce´dures. A premie`re vue, une solution na¨ıve consiste a` saturer a`
nouveau l’ensemble sature´ avec les nouvelles formules rec¸ues. Mais elle pre´sente plu-
sieurs inconve´nients : d’un coˆte´ il peut eˆtre inutile de saturer tout le nouvel ensemble
car certaines clauses ne seront pas utilise´es et de l’autre coˆte´ il est difficile de faire un
retour en arrie`re lorsque les nouvelles formules rec¸ues causent l’insatisfiabilite´.
Nous avons constate´ que pour de´cider la satisfiabilite´ d’un ensemble Ax(T ) ∪ S
pour une the´orie e´quationnelle T et tout ensemble S de litte´raux plats et clos, le
Calcul de Superposition se comporte comme la cloˆture de congruence enrichie avec la
superposition entre les litte´raux dans S et les axiomes dans Ax(T ). Or les formules
partage´es a` conside´rer ne sont que des clauses e´le´mentaires. Ce qui signifie que la
propagation des clauses e´le´mentaires de´duites et le traitement de nouvelles clauses
e´le´mentaires peuvent eˆtre e´ventuellement de´le´gue´s a` la cloˆture de congruence. Cette
observation nous a conduit a` conside´rer une architecture dans laquelle le Calcul de
Superposition fonctionne comme un ge´ne´rateur de lemmes qui sont ensuite utilise´s par
la cloˆture de congruence. Des proce´dures de satisfiabilite´ construites de cette fac¸on
peuvent eˆtre combine´es efficacement car elles sont non seulement comple`tes vis-a`-
vis de la de´duction mais aussi capables de traiter efficacement les e´galite´s provenant
d’autres proce´dures sans avoir a` faire appel a` la saturation. La combinaison se fait au
niveau de la Cloˆture de Congruence.
Notre architecture fonctionne de fac¸on suivante :
(i) Saturer l’ensemble Ax(T ) ∪ S pour obtenir un ensemble S′.
(ii) Extraire le sous-ensemble Sg de S
′ qui ne contient que des clauses closes.
(iii) Envoyer Sg a` la cloˆture de congruence pour de´cider sa satisfiabilite´.
(iv) La propagation des e´galite´s e´le´mentaires se fait au niveau de la cloˆture de
congruence.
Pour prouver la correction de notre me´thode, nous devons prouver, pour une the´orie
T , la proprie´te´ suivante.
Proprie´te´ 4.2. Soit T une the´orie axiomatise´e par un ensemble fini Ax(T ) d’e´galite´s.
Soient S un ensemble T -satisfiable de litte´raux plats et clos et S′ une saturation de
Ax(T )∪S par SP. Si c = c′ est une e´galite´ e´le´mentaire, alors les proprie´te´s suivantes
sont e´quivalentes :
(i) T ∪ S ∪ {c = c′} est satisfiable,
(ii) Sg ∪ {c = c
′} est satisfiable, ou` Sg est le sous-ensemble de S
′, qui contient tous
les clauses closes.
Pour illustrer notre me´thode, nous conside´rons dans un premier temps la the´orie
des listes.
Proposition 4.9. Soient S un ensemble L-satisfiable de litte´raux plats et clos et S′
une saturation de Ax(L) ∪ S par SP. Soit c = c′ une e´galite´ e´le´mentaire, alors les
proprie´te´s suivantes sont e´quivalentes :
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(i) S ∪ {c = c′} est L-satisfiable,
(ii) Sg ∪ {c = c
′} est satisfiable, ou` Sg est le sous-ensemble de S
′, qui contient tous
les litte´raux clos.
De´monstration. (i) ⇒ (ii) est trivial. Nous allons prouver (ii) ⇒ (i) par contradic-
tion. Puisque Ax(L) ∪ S et S′ sont e´quivalents, S ∪ {c = c′} est L-insatisfiable si et
seulement si S′ ∪ {c = c′} l’est aussi. Par la comple´tude re´futationnelle du Calcul
de Superposition, on peut de´river la clause vide a` partir de S′ ∪ {c = c′} utilisant le
syste`me d’infe´rence SP. Or S′ est de´ja` sature´ et ne contient pas de clause vide, une
des infe´rences qui permettent de de´river la clause vide doit utiliser c = c′. Conside´rons
une infe´rence entre c = c′ et un litte´ral l dans S′ qui a pour conclusion l′. S’il y a une
telle infe´rence, alors l doit avoir une des formes (iii), (iv) dans la Proposition 4.2, qui
sont toutes closes. Analysons les diffe´rentes formes de l′ :
– c = c′ et c = c′′ donne c = c′′ ;
– c = c′ et c 6= c′′ donne c 6= c′′ ;
– c = c′ et f(c1, . . . , c, . . . , cn) = c
′′ donne f(c1, . . . , c
′, . . . , cn) = c
′′ ;
– c = c′ et car(c) = c′′ donne car(c′) = c′′ ;
– c = c′ et cdr(c) = c′′ donne cdr(c′) = c′′ ;
– c = c′ et cons(c, d) = c′′ donne cons(c′, d) = c′′ ;
– c = c′ et cons(d, c) = c′′ donne cons(d, c′) = c′′ ;
– c = c′ et cons(c, cdr(d)) = c′′ donne cons(c′, cdr(d)) = c′′ ;
– c = c′ et cons(d, cdr(c)) = c′′ donne cons(d, cdr(c′)) = c′′ ;
– c = c′ et cons(car(c), d) = c′′ donne cons(car(c′), d) = c′′ ;
– c = c′ et cons(car(d), c) = c′′ donne cons(car(d), c′) = c′′ ;
Maintenant, nous montrons que si l′ est utilise´ avec un litte´ral non clos dans une
infe´rence, alors la conclusion de cette infe´rence peut eˆtre obtenue par une de´rivation
utilisant seulement des clause closes.
Prenons le cas ou` l a la forme car(c) = c′′ et l′ a la forme car(c′) = c′′. Alors nous
avons deux possibilite´ pour de´river cons(c′′, cdr(c′)) = c′ :
1. avec l′ et cons(car(X), cdr(X)) = X : car(c′) = c′′ et cons(car(X), cdr(X)) =
X se superposent pour ge´ne´rer cons(c′′, cdr(c′)) = c′.
2. avec Sg et c = c
′ : car(c) = c′′ est dans S′ et on doit de´ja` avoir une superposition
entre car(c) = c′′ et cons(car(X), cdr(X)) = X pour ge´ne´rer cons(c′′, cdr(c)) =
c. Maintenant, la re`gle Orientation s’applique a` cons(c′′, cdr(c)) = c en utili-
sant c = c′ pour de´river cons(c′′, cdr(c′)) = c′. Et comme S′ est de´ja` sature´
cons(c′′, cdr(c)) = c doit eˆtre dans Sg ⊂ S
′. Cela signifie que Sg et c = c
′
suffisent pour de´river cons(c′′, cdr(c′)) = c′.
La preuve avec d’autres formes de l et l′ se fait de la meˆme fac¸on et nous obtenons le
meˆme re´sultat. Ceci veut dire que le sous-ensemble Sg de S
′, qui ne contient que des
litte´raux clos, avec c = c′ suffit pour de´river la clause vide.
Pour la the´orie des tableaux, si on se place toujours dans le contexte de la logique
mono-sorte´e la me´thode ne s’applique plus. Conside´rons l’exemple suivant.
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select(a′′, i′) = e
store(a, i, e) = a′





et la SP-saturation de
Ax(A) ∪ S =


select(store(A, I, E), I) = E
I = J ∨ select(store(A, I, E), J) = select(A, J)
select(a′′, i′) = e
store(a, i, e) = a′









select(store(A, I, E), I) = E
I = J ∨ select(store(A, I, E), J) = select(A, J)
select(a′′, i′) = e
store(a, i, e) = a′
select(a, i′) = e′
i 6= i′
e 6= e′
select(a, J) = select(a′, J) ∨ J = i


Maintenant, conside´rons l’ensemble S′ ∪ {a′′ = a′} dont la SP-saturation contient
ne´cessairement la clause vide. En effet, une superposition entre select(a′′, i′) = e et
a′′ = a′ donne select(a′, i′) = e qui superpose avec select(a, J) = select(a′, J) ∨ J =
i pour de´river select(a, i′) = e ∨ i′ = i. Une superposition entre ce dernier avec
select(a, i′) = e′ donne e′ = e ∨ i′ = i qui conjointement avec {i 6= i′, e 6= e′} de´rive
la clause vide. Cependant, pour de´river la clause vide nous avons besoins de la clause
select(a, J) = select(a′, J) ∨ J = i qui n’est e´videmment pas close. Ceci signifie que
notre me´thode ne marche plus pour des e´galite´s entres des tableaux.
En revanche, cette situation disparaˆıt si on se place dans le contexte de la logique
multi-sorte´e dans lequel nous avons trois sortes Array, Elem et Index et la combi-
naison concerne les deux sortes Elem et Index. En effet, dans l’exemple pre´ce´dent,
l’e´galite´ a′′ = a′ est concerne deux constantes deux sorte Array. Or lorsqu’on combine
une the´orie de structure de donne´es (d’une sorte S) avec une the´orie d’e´le´ments, il
n’est pas de propager les e´galite´s entre constantes de sorte S. Nous conside´rons donc
seulement les e´galite´s entre constantes de sorte diffe´rente de S. Cette observation nous
conduit au re´sultat suivant.
Proposition 4.10. Soient S un ensemble A-satisfiable de litte´raux plats et clos et
S′ une saturation de Ax(A) ∪ S par SP. Soit c = c′ une e´galite´ e´le´mentaire, ou` c, c′
sont tous les deux de sorte Elem ou tous les deux de sorte Index, alors les proprie´te´s
suivantes sont e´quivalentes :
(i) A ∪ S ∪ {c = c′} est satisfiable,
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(ii) Sg ∪ {c = c
′} est satisfiable, ou` Sg est le sous-ensemble de S
′, qui contient tous
les clauses closes.
De´monstration. (i)⇒ (ii) est trivial. Nous allons prouver (ii)⇒ (i) par contradiction.
Puisque Ax(A) ∪ S et S′ sont e´quivalents, A ∪ S ∪ {c = c′} est insatisfiable si et
seulement si S′ ∪ {c = c′} l’est aussi. Par la comple´tude re´futationnelle du Calcul
de Superposition, on peut de´river la clause vide a` partir de S′ ∪ {c = c′} utilisant le
syste`me d’infe´rence SP. Or S′ est de´ja` sature´ et ne contient pas de clause vide, une
des infe´rences qui permettent de de´river la clause vide doit utiliser c = c′. Conside´rons
une infe´rence entre c = c′ et un litte´ral l dans S′ qui a pour conclusion l′. Si c, c′ sont de
sorte Index 13, alors l doit eˆtre de la forme (iii.a) ou (iii.c) ou (iii.d) ou (iv.a) ou (iv.b)
ou (iv.d) ou (iv.e) ou (iv.f) dans la Proposition 4.3. Par conse´quent l′ doit aussi eˆtre
l’une de ces formes. De fac¸on similaire a` la the´orie des listes, nous pouvons montrer
qu’une infe´rence utilisant une clause contenant des variables ge´ne`re une clause close
qui peut eˆtre de´rive´e en utilisant seulement d’autres clauses closes. Or pour de´river la
clause vide, il est ne´cessaire d’appliquer Reflection sur une dise´galite´s u 6= u, qui est
close. Ce qui veut dire que le sous-ensemble Sg de S
′, qui ne contient que des clauses
closes, avec c = c′ suffit pour de´river la clause vide.
Notons que le re´sultat ci-dessus se ge´ne´ralise sans aucune difficulte´ a` SP ′. Il est
facile de voir que la clause vide est de´rive´e par les deux re`gles Reflection et Resolution.
Or au vu des formes de clauses liste´es dans la Proposition 4.7, les clauses utilise´es par
ces deux re`gles sont toutes closes.
4.4 Discussion
Nous avons d’abord conside´re´ la combinaison des proce´dures de satisfiabilite´ de´-
rive´es par saturation avec d’autres proce´dures de satisfiabilite´ arbitraires par la me´-
thode de Nelson-Oppen. Pour avoir une inte´gration plus efficace de la combinaison
Nelson-Oppen, il est important que les proce´dures composantes soient comple`tes vis-
a`-vis de la de´duction. Nous avons montre´ que le Calcul de Superposition fournit une
proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´duction pour la the´orie de l’e´ga-
lite´ et la the´orie des listes. Pour la the´orie des tableaux nous avons montre´ qu’une
variante du Calcul de Superposition, a` savoir le Calcul de Superposition avec une re`gle
d’analyse explicite de cas, conjointement avec un post-traitement, nous permettent
d’avoir un re´sultat similaire. Nous avons utilise´ la version d’analyse de cas sans retour
en arrie`re (splitting without backtracking) au lieu de la version classique avec retour
en arrie`re, implante´e dans Spass [Wei97, Wei01]. Notre choix est motive´ par plusieurs
raisons. Premie`rement, l’analyse de cas sans retour en arrie`re est plus simple, comme
de´montre´ dans [RV01]. Deuxie`mement, l’analyse de cas sans retour en arrie`re a e´te´
implante´e dans le syste`me de preuve VAMPIRE [RV02]. Les expe´rimentations dans
[RV01] ont montre´ que la Re´solution et la Superposition avec l’analyse de cas sans
retour en arrie`re se montre tre`s efficace. Ceci a pour conse´quence que nous pouvons
obtenir facilement et efficacement la comple´tude vis-a`-vis de la de´duction en utilisant
un syste`me de preuve comme VAMPIRE combine´ avec un post-traitement simple qui
re´alise la de´fragmentation.
13. Les constantes de sorte Elem n’apparaissent pas dans les clauses non closes (cf. Proposition
4.3).
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Nous avons ensuite montre´ que le Calcul de Superposition peut aussi eˆtre utilise´
avec la cloˆture de congruence pour construire des proce´dures de satisfiabilite´ pour la
the´orie des listes et la the´orie des tableaux au lieu d’utiliser seulement le Calcul de
Superposition. Notre travail a e´te´ motive´ par le souhait d’avoir a` la fois l’expressivite´
offerte par la me´thodologie par saturation et l’efficacite´ et la flexibilite´ de la cloˆture
de congruence. De plus, avec une telle architecture, nous pouvons inte´grer de fac¸on
encore plus efficace des proce´dures de satisfiabilite´ dans la me´thode de combinai-
son de Nelson-Oppen car celles-ci peuvent traiter efficacement de nouvelles formules
partage´es. D’un point de vue ope´rationnel, notre architecture fonctionne comme un
prouveur de the´ore`me base´ sur l’instanciation (voir e.g. [GK03, GK04] pour plus de
de´tails) ou` interviennent un module d’instanciation et un solveur de satisfiabilite´ close.
Ne´anmoins, il y a une diffe´rence fondamentale entre notre architecture et un prouveur
base´e sur l’instanciation. En effet, dans la me´thode base´e sur l’instanciation, les ins-
tances de clauses sont ge´ne´re´es par un syste`me d’infe´rence conc¸u spe´cifiquement pour
l’instanciation tandis que notre architecture utilise le Calcul de Superposition pour
ge´ne´rer les instances de clauses. La correction de notre me´thode doit eˆtre prouve´e
pour chaque the´orie conside´re´e. Nous sommes persuade´s que notre me´thode peut em-
ployer un module d’instanciation a` la place du Calcul de Superposition afin d’obtenir
un re´sultat similaire. Le choix du Calcul de Superposition est justifie´ par la re´uti-
lisation possible d’implantations efficaces de celui-ci, de´veloppe´s depuis longtemps.
[Sch02, Wei97, RV02].
Jusqu’a` maintenant, nous avons e´tudie´ de fac¸on “ad hoc” mais tre`s similaire la
proprie´te´ de saturation finie et la comple´tude vis-a`-vis de la de´duction pour chaque
the´orie conside´re´e. Ce travail nous a conduit a` de´terminer une classe de the´ories pour
laquelle ces re´sultats s’appliquent et par la suite a` de´velopper une me´thode automa-
tique et uniforme pour la preuve de proprie´te´ de saturation finie et de comple´tude
vis-a`-vis de la de´duction. Nous de´taillerons la me´thode utilise´e et les re´sultats obtenus
concernant cette direction de recherche dans le chapitre qui suit.
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Une me´thode de preuve
automatique par me´ta-saturation
Nous avons vu dans le chapitre 4, comment le Calcul de Superposition nous per-
met de de´river directement des proce´dures de satisfiabilite´ pour la the´orie de l’e´galite´,
des listes et des tableaux. La preuve de correction de la me´thode se re´duit a` la preuve
de terminaison de toute saturation d’un ensemble arbitraire de litte´raux plats et clos
avec les axiomes de la the´orie conside´re´e. Nous avons e´galement montre´ que de telles
proce´dures de satisfiabilite´ sont capables de produire directement des (disjonctions
de) e´galite´s entre constantes, qui sont des conse´quences de l’ensemble de lite´raux
en entre´e. Comme la the´orie de l’e´galite´, des listes et des tableaux sont toutes sta-
blement infinies, ces proce´dures de satisfiabilite´ peuvent eˆtre combine´es efficacement
avec d’autres proce´dures de satisfiabilite´ en utilisant la me´thode de combinaison de
Nelson-Oppen.
Nous avons pu voir aussi que pour chaque the´orie conside´re´e la preuve de correc-
tion des me´thodes propose´es est faite de fac¸on“ad hoc”, malgre´ une forte ressemblance
dans le de´roulement. Un objectif est donc de de´velopper une me´thode automatisant,
pour une the´orie axiomatise´e par une ensemble fini de clauses, la preuve de
– la proprie´te´ de saturation finie, qui est fondamentale pour avoir une proce´dure
de satisfiabilite´ ;
– la stable infinite´, qui est cruciale pour la correction de la me´thode de combinai-
son a` la Nelson-Oppen ;
– la proprie´te´ de comple´tude vis-a`-vis de la de´duction ;
– la correction de la coope´ration de la cloˆture de congruence et de la saturation.
Nous montrons que nous pouvons adopter la me´ta-saturation, de´veloppe´e par Lynch
et Morawska [LM02], pour re´aliser ces objectifs.
Nous introduisons d’abord le concept de clause variable-active qui nous permet
d’e´tablir des crite`res syntaxiques pour de´terminer, pour une the´orie axiomatise´e par
un ensemble fini de clauses, la proprie´te´ de saturation finie, la stable infinite´ et la
comple´tude vis-a`-vis de la de´duction. Ensuite nous revisitons la me´ta-saturation et son
utilisation pour prouver les proprie´te´s mentionne´es. En ce qui concerne la coope´ration
de la cloˆture de congruence et de la saturation, nous introduisons le concept de clause
constante-active qui nous permet de de´finir des crite`res syntaxiques afin de de´terminer
automatiquement si cette coope´ration s’applique a` une the´orie donne´e. Finalement,
nous e´tendons la me´thode a` la saturation par rapport au Calcul de Superposition
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avec fragmentation, de´crite dans le chapitre 4.
5.1 Proprie´te´ de variable-inactivite´
Nous commenc¸ons par donner les observations qui nous ont conduit a` de´finir la
proprie´te´ de variable-inactivite´—un concept fondamental dans notre me´thode auto-
matique pour de´terminer la stable infinite´, la comple´tude vis-a`-vis de la de´duction
et la modularite´ de la proprie´te´ de saturation finie. Par un souci de clarte´, nous
conside´rons d’abord uniquement les the´ories e´quationnelles.
Soit T une the´orie axiomatise´e par un ensemble fini Ax(T ) d’e´galite´s et un en-
semble arbitraire T -satisfiable S de litte´raux plats et clos.
Si nous souhaitons montrer que T est stablement infini, nous devons montrer que
S est satisfiable dans un mode`le infini de T . Nous avons observe´ [KRRT06a] qu’un
ensemble de formules n’a pas de mode`le infini si celui-ci implique une e´galite´ de la
forme X = t, ou` X est une variable qui n’apparaˆıt pas dans t. Si nous re´ussissons
a` montrer que la saturation de tout ensemble de litte´raux ne contient pas d’e´galite´
de la forme X = t, nous avons alors un crite`re syntaxique pour de´terminer la stable
infinite´.
En ce qui concerne la comple´tude vis-a`-vis de la de´duction, nous devons montrer
que pour toute e´galite´ e´le´mentaire c = c′, T |= S ⇒ c = c′ si et seulement si le sous-
ensemble de la saturation de Ax(T )∪S, qui contient toutes les e´galite´s e´le´mentaires,
implique c = c′. Or par la comple´tude re´futationnelle de SP, si T |= S ⇒ c = c′ alors
la saturation de Ax(T )∪S ∪ {c 6= c′} de´rive ne´cessairement la clause vide. Comme S
est satisfiable, pour de´river la clause vide il est ne´cessaire d’utiliser c 6= c′. S’il y a une
infe´rence entre c 6= c′ et un litte´ral C, alors C doit contenir seulement des e´galite´s
entre variable ou constantes. Si C contient des variables, C a la forme X = c et ainsi
subsume des e´galite´s e´le´mentaires. Par conse´quent nous n’avons plus la comple´tude
vis-a`-vis de la de´duction. Il est donc ne´cessaire d’imposer des conditions pour exclure
ce type de litte´ral de la saturation de Ax(T ) ∪ S.
Pour la modularite´ de la proprie´te´ de saturation finie, e´tant donne´es deux the´o-
ries e´quationnelles T1, T2 ayant la proprie´te´ de saturation finie, nous devons conside´rer
toutes les infe´rences croise´es entre les the´ories et montrer qu’elles ne ge´ne`rent qu’un
nombre fini de litte´raux pendant une saturation de Ax(T1)∪Ax(T2)∪S pour tout en-
semble S de litte´raux plats et clos. Puisque les signatures des the´ories sont disjointes,
les infe´rences croise´es entre les the´ories ne se produisent qu’a` travers les constantes,
les variables ou les symboles de fonction non interpre´te´s. Il est facile de voir que les
infe´rences aux constantes ou aux symboles non interpre´te´s ne ge´ne`rent qu’un nombre
fini de litte´raux. Seules les infe´rences aux variables peuvent e´ventuellement ge´ne´rer un
nombre infini de litte´raux. Or les infe´rences aux variables se font seulement lorsqu’on
a des litte´raux de la forme X = t, ou` X est une variable qui n’apparaˆıt pas dans t.
Il suffit donc d’exclure ce type de clause pour avoir la modularite´ de la proprie´te´ de
saturation finie.
Toutes ces observations nous ont conduit a` introduire le concept de clause variable-
active, qui est formellement de´fini comme suit.
De´finition 5.1 (Clause variable-active). Une clause C est variable-active par rapport
a` un ordre ≻ si
– C contient un litte´ral de la forme X = t, ou` X 6∈ V ar(t), et
58
5.2. Me´ta-saturation revisite´e
– il existe une substitution λ telle que λ(X = t) est maximal dans λ(C) et λ(X)
est maximal dans λ(X = t) par rapport a` ≻.
Dans ce qui suit, une clause est dite variable-active si elle est variable-active par
rapport a` l’ordre utilise´ dans SP.
Proposition 5.1. Les proprie´te´s suivantes sont e´quivalentes :
(i) C est une clause variable-active.
(ii) C contient un litte´ral maximal de la forme X = t, ou` X 6∈ V ar(t).
De´monstration. (i) ⇒ (ii). Si C ne contient pas d’e´galite´ de la forme X = t, alors
C n’est pas variable-active. Si C contient des litte´raux de la forme X = t mais ils
ne sont pas maximaux dans C alors C n’est pas variable-active. Supposons que C
contient un litte´ral maximal de la forme X = t mais X ∈ V ar(t), alors par proprie´te´
de sous-terme, λ(X) ne serait pas maximal dans λ(X = t) pour toute substitution λ.
Donc C ne serait pas variable-active.
(ii) ⇒ (i). Supposons que C contient un litte´ral maximal de la forme X = t, ou`
X 6∈ V ar(t). Alors nous pouvons choisir la substitution vide ǫ qui satisfait la de´finition
de clause variable-active.
De´finition 5.2 (Proprie´te´ de variable-inactivite´). Soit T une the´orie axiomatise´e par
un ensemble fini Ax(T ) de clauses. On dit que T a la proprie´te´ de variable-inactivite´
si pour tout ensemble S de litte´raux plats et clos, toute saturation de Ax(T ) ∪ S par
SP ne contient pas de clause variable-active.
5.2 Me´ta-saturation revisite´e
La me´ta-saturation [LM02] a e´te´ conc¸ue pour un double objectif : prouver automa-
tiquement la terminaison de la saturation de l’ensemble des axiomes d’une the´orie avec
un ensemble arbitraire de litte´raux plats et clos ; et de´river e´galement la complexite´
d’une telle saturation. E´tant donne´e une the´orie T axiomatise´e par un ensemble fini
Ax(T ) de clauses, la me´ta-saturation pour la the´orie T simule le processus de la sa-
turation de Ax(T ) ∪ S, pour tout un ensemble S arbitraire de litte´raux plats et clos.
La simulation consiste a` saturer, par rapport au syste`me d’infe´rence mSP (voir les
figures 5.1 et 5.2), l’ensemble des axiomes Ax(T ) avec un ensemble GT0 , que nous
allons de´finir dans un instant, qui intuitivement sche´matise tout ensemble fini de lit-
te´raux construits a` partir des symboles dans la signature de T . Si la saturation de
Ax(T ) ∪ GT0 par rapport a` mSP termine alors la saturation de Ax(T ) ∪ S termine
e´galement pour toute ensemble S de litte´raux plats et clos et ainsi le Calcul de Super-
position fournit une proce´dure de satisfiabilite´ pour T . Dans ce qui suit, nous allons
voir les principales ide´es de la me´ta-saturation.
De´finition 5.3 (Contrainte de constante). Une contrainte de constante atomique a
la forme const(t) et elle est vraie si t est une constante. Une contrainte de constante
a la forme const(t1) ∧ . . . ∧ const(tn), n ≥ 0.
De´finition 5.4 (Clause contrainte). Une clause avec contrainte de constante, ou
simplement clause contrainte, a la forme C ‖ φ, ou` C est une clause et φ est une
contrainte de constante.
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Une substitution λ satisfait une contrainte de constante φ si λ(φ) est vrai. Une
variable x est contrainte dans une clause contrainte C ‖ φ si φ contient const(x),
sinon elle est non contrainte cette clause. Il est facile de voir que les variables non
contraintes correspondent aux variables universellement quantifie´es tandis que les
variables contraintes correspondent aux constantes.
De´finition 5.5 (Instance contrainte). Soit λ une substitution. On dit que λ(C) est
une instance contrainte de C ‖ φ si Dom(λ) = V ar(φ) et Ran(λ) ne contient que
des constantes. Une clause contrainte est close si une de ses instances contraintes est
close.
Il est facile de voir que si une des instances contraintes d’une clause contrainte
est close alors toutes ses instances contraintes sont e´galement closes. Par conse´quent
une clause contrainte est non close si une de ses instances contraintes contient au
moins une variable. Nous utilisons la notation V ar(C ‖ φ) pour de´signer l’ensemble
des variables non contraintes de C.
De´finition 5.6. Soit GT0 de´fini comme suit :
GT0 ={x = y ‖ const(x) ∧ const(y)} ∪ {x 6= y ‖ const(x) ∧ const(y)}∪⋃
f∈ΣT




ou` ΣT est la signature de T .
Avant de pre´senter le syste`me d’infe´rencemSP de´crivant la me´ta-saturation, nous
avons besoin d’e´tendre l’ordre ≻ utilise´ dans SP aux clauses contraintes car celui-ci
manipule les clauses contraintes.
Hypothe`se 5.1. ≻ est e´tendu de fac¸on a` ce qu’une clause contrainte C est plus
grande qu’une clause contrainte D si toutes les instances closes de C sont plus grandes
que les instances closes de D.
Le syste`me d’infe´rence mSP (voir les figures 5.1 et 5.2) est presque identique a`
SP, sauf que les clauses traite´es ont maintenant une contrainte de constante, qui
est he´rite´e par la conclusion d’une infe´rence. Les conditions d’application des re`gles
d’infe´rence sont aussi le´ge`rement modifie´es. Ceci est duˆ au fait que nous ne pouvons
pas simuler toutes les simplifications, suppressions ou encore subsomptions car nous ne
pouvons pas imposer que certains litte´raux, dont de´pendent ces infe´rences, persistent
au cours de la saturation. Aussi la re`gle Orientation n’est pas pre´sent dans mSP.
Nous de´finissons la me´ta-saturation d’une the´orie T axiomatise´e par un ensemble
fini Ax(T ) d’axiomes comme e´tant la saturation de Ax(T )∪GT0 par rapport a` mSP.
De´finition 5.7 (Proprie´te´ de me´ta-saturation finie). Soit Ax(T ) l’ensemble fini des
axiomes de la the´orie T . On dit que T a la proprie´te´ de me´ta-saturation finie par
rapport a` SP si toute saturation de Ax(T ) ∪GT0 par mSP est finie.
Une clause contrainte est variable-active par rapport a` un ordre ≻ si une de ses
instances contraintes est variable-active par rapport a` ≻.





Γ⇒ ∆, l[u′] = r ‖ φ Π⇒ Σ, u = t ‖ ϕ
σ(Γ,Π⇒ ∆,Σ, l[t] = r ‖ φ ∧ ϕ)
si (i), (ii), (iii), (iv)
Superposition− gauche
Γ, l[u′] = r ⇒ ∆ ‖ φ Π⇒ Σ, u = t ‖ ϕ
σ(l[t] = r,Γ,Π⇒ ∆,Σ ‖ φ ∧ ϕ)
si (i), (ii), (iii), (iv)
Reflection
Γ, u′ = u⇒ ∆ ‖ φ
σ(Γ⇒ ∆ ‖ φ)
si (v)
Factorisation
Γ⇒ ∆, u = t, u′ = t′ ‖ φ
σ(Γ, t = t′ ⇒ ∆, u = t′ ‖ φ)
si (i), (vi)
σ est l’unificateur principal de u et u′, u′ n’est pas une variable dans
Superposition− droite et Superposition− gauche, L est un litte´ral, et les
conditions suivantes sont satisfaites :
(i) σ(u) 6 σ(t),
(ii) ∀L ∈ Π ∪ Σ : σ(u = t) 6 σ(L),
(iii) σ(l[u′]) 6 σ(r),
(iv) ∀L ∈ Γ ∪∆ : σ(l[u′] = r) 6 σ(L),
(v) ∀L ∈ Γ ∪∆ : σ(u′ = u) 6≺ σ(L),
(vi) ∀L ∈ Γ : σ(u) 6 σ(L), ∀L ∈ {u′ = t′} ∪∆ : σ(u = t) 6≺ σ(L).
Figure 5.1 – Re`gles de Cloˆture de mSP.
(i) une des instances contraintes de C ‖ φ est variable-active ;
(ii) toute instance contrainte de C ‖ φ est variable-active.
De´monstration. Si une variable X apparaˆıt dans une instance contrainte de C ‖ φ,
alors X doit eˆtre non contrainte dans C ‖ φ, i.e. const(X) n’est pas dans φ. Il est
facile de voir que si une variable non contrainte X apparaˆıt dans C ‖ φ, alors X
apparaˆıt dans toutes les instances contraintes de C ‖ φ comme une variable.
The´ore`me 5.1 ([LM02]). Soit T une the´orie axiomatise´e par un ensemble fini Ax(T )
de clauses, qui est sature´ par rapport a` SP. Soit GT∞ une saturation finie de Ax(T )∪
GT0 parmSP. Si G
T
∞ ne contient pas de clause variable-active alors pour tout ensemble
S de ΣT -litte´raux plats et clos, chaque clause dans la saturation de Ax(T ) ∪ S par
SP a une des formes suivantes :
(A) une disjonction d’e´galite´s entre constantes c1 = c
′
1 ∨ . . .∨ cn = c
′
n, tel que n ≥ 1 ;
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Subsomption




C ∈ Ax(T ), ∃θ : θ(C) ⊆ C ′.ou
C et C ′ ‖ φ sont des renomages l’un de l’autre
Simplification
S ∪ {C[l′] ‖ φ, l = r}




l = r ∈ Ax(T )
l′ ≡ θ(l)
θ(l) ≻ θ(r)
∀L ∈ C[θ(l)] : L ≻ (θ(l) = θ(r))
Suppression
S ∪ {Γ⇒ ∆, t = t ‖ φ}
S
S ∪ {Γ⇒ ∆ ‖ φ}
S
si φ est insatisfiable
ou` C et C ′ sont des clauses est S est un ensemble de clauses.
Figure 5.2 – Re`gles de Simplification de mSP.
(B) une clause de la forme C ∨ c1 = c
′
1 ∨ . . . ∨ cn = c
′
n, tel que n ≥ 0 et C est une
instance contrainte d’une clause C ′ dans GT∞
ou` c1, . . . , cn, c
′




1, . . . , c
′′
m sont des constantes.
Il est important de noter que dans [LM02], le The´ore`me 5.1 s’e´nonce avec une
troisie`me forme de clause, a` savoir
f(c′′1, . . . , c
′′
m) = c
′′ ∨ c1 = c
′
1 ∨ . . . ∨ cn = c
′
n
telle que m ≥ 1, n ≥ 0, f 6∈ ΣT et c1, . . . , cn, c
′




1, . . . , c
′′
m sont des constantes.
De cette fac¸on, l’ensemble S peut eˆtre un ensemble de litte´raux plats et clos et pas
seulement un ensemble de litte´raux plats et clos sur la signature de T .
Nous adoptons la nouvelle formulation pour deux raisons. La premie`re est que nous
nous inte´ressons a` prouver la combinabilite´ d’une seule the´orie, et non le me´lange de
celle-ci avec la the´orie de l’e´galite´. La deuxie`me raison est que ce nouvel e´nonce´ permet
de corriger une imperfection dans l’e´nonce´ original. En effet, lorsqu’on conside`re des
symboles de fonction non interpre´te´s, il se peut que la me´ta-saturation ne simule pas
toutes les infe´rences de la saturation. Conside´rons l’exemple suivant.
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Exemple 5.1. Soit T la the´orie axiomatise´e par
Ax(T ) =
{
X = Y ∨ Y = Z ∨ Z = X
}
GT0 contient les clauses suivantes{
x = y ‖ const(x) ∧ const(y)
x 6= y ‖ const(x) ∧ const(y)
}
La saturation GT∞ de Ax(T ) ∪G
T
0 par mSP est Ax(T ) ∪G
T
0 .
Maintenant, conside´rons l’ensemble S = {f(c) = c}. La saturation de Ax(T ) ∪ S
ge´ne`re la clause f(Y ) = c ∨ Y = Z ∨ Z = c. Il est facile de voir que cette clause
n’est une instance contrainte d’aucune clause dans GT∞. De plus elle n’est subsume´e
par aucune autre clause. Par conse´quent, GT∞ ne sche´matise pas la saturation de
Ax(T ) ∪ S par SP.
Aussi, par rapport au re´sultat e´nonce´ dans [LM02], le The´ore`me 5.1 suppose
que la me´ta-saturation ne de´rive pas de clause variable-active. En effet, si la me´ta-
saturation de´rive une clause variable-active, il se peut qu’elle ne sche´matise plus toutes
les saturations. L’exemple suivant illustre bien cette situation.
Exemple 5.2. Soit T la the´orie axiomatise´e par
Ax(T ) =
{
X = Y ∨ Y = Z ∨ Z = X
f(X) = g(X)
}
GT0 contient les clauses suivantes

x = y ‖ const(x) ∧ const(y)
x 6= y ‖ const(x) ∧ const(y)
f(x) = y ‖ const(x) ∧ const(y)
g(x) = y ‖ const(x) ∧ const(y)


La saturation GT∞ de Ax(T ) ∪G
T
0 par mSP est e´gale Ax(T ) ∪G
T
0 .
Conside´rons l’ensemble S = {f(c) = c′}. La saturation de Ax(T ) ∪ S ge´ne`re la
clause f(Y ) = c′ ∨ Y = Z ∨ Z = c qui n’est pas sche´matise´e au niveau de la me´ta-
saturation. La raison est que X = Y ∨Y = Z ∨Z = X est une clause variable-active.
Dans ce qui suit, quand l’on parle de litte´ral (resp. formule, clause) on fait re´fe´rence
a` un ΣT -litte´ral (resp. ΣT -formule, ΣT -clause) lorsque la the´orie T est non ambigu¨e
dans le contexte.
Le corollaire suivant, qui re´sulte directement du The´ore`me 5.1, met en e´vidence
le lien entre me´ta-saturation et saturation.
Corollaire 5.1. Si T est une the´orie ayant la proprie´te´ de me´ta-saturation finie alors
T a la proprie´te´ de saturation finie.
Les exemples suivants servent a` illustrer les ide´es de la me´ta-saturation.
Exemple 5.3. La the´orie E n’a pas d’axiomes et donc GE0 contient les clauses sui-
vantes : {
x = y ‖ const(x) ∧ const(y)
x 6= y ‖ const(x) ∧ const(y)
}
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Il est facile de voir que GE0 est de´ja` sature´ par rapport a` mSP et par conse´quent
GE∞ = G
E
0 . Il re´sulte du Corollaire 5.1 que SP est une proce´dure de satisfiabilite´ pour
E.
Exemple 5.4. GL0 contient les clauses dans G
E
0 ∪Ax(L) et les clauses suivantes :

car(x) = y ‖ const(x) ∧ const(y),
cdr(x) = y ‖ const(x) ∧ const(y),
cons(x, y) = z ‖ const(x) ∧ const(y) ∧ const(z)


En appliquant la saturation de GE0 ∪Ax(L) par mSP, nous obtenons l’ensemble G
L
∞
contenant des clauses dans GE∞ ∪Ax(L) ∪G
L
0 et les clauses :{
cons(car(x), y) = z ‖ const(x) ∧ const(y) ∧ const(z)
cons(x, cdr(y)) = z ‖ const(x) ∧ const(y) ∧ const(z)
}
Encore une fois, par le Corollaire 5.1, SP est une proce´dure de satisfiabilite´ pour L.
Bien que la saturation termine pour la the´orie des tableaux, la me´ta-saturation
ne termine pas, contrairement a` ce qui est indique´ dans [LM02].
Exemple 5.5. GA0 contient des clauses dans G
E
0 et les clauses :{
select(x, y) = z ‖ const(x) ∧ const(y) ∧ const(z)
store(x, y, z) = t ‖ const(x) ∧ const(y) ∧ const(z) ∧ const(t)
}
La saturation de Ax(A) ∪GA0 contient une clause de la forme
select(x, t) = select(z, t) ∨ y = t ‖ const(x) ∧ const(y) ∧ const(z)
Cette clause superpose avec un renommage d’elle-meˆme, i.e. une clause de la forme
select(x′, t′) = select(z′, t′) ∨ y′ = t′ ‖ const(x′) ∧ const(y′) ∧ const(z′), ge´ne`rera une
clause d’une nouvelle forme
select(x, t) = select(z, t) ∨ y = t ∨ y′ = t ‖ const(x) ∧ const(y) ∧ const(z) ∧ const(y′)
Cette nouvelle clause se superpose encore avec son renommage pour ge´ne´rer une clause
d’une nouvelle forme. Nous avons ainsi une de´rivation infinie des clauses de la forme
select(x, t) = select(z, t) ∨ y1 = t ∨ . . . ∨ yn = t ‖ const(x) ∧ const(y) ∧ const(z) ∧
const(y1) ∧ . . . ∧ const(yn) .
Dans ce qui suit, nous aurons besoin du concept de clause variable-active pour
de´velopper une me´thode automatique pour ve´rifer la stable infinite´, la comple´tude vis-
a`-vis de la de´duction. Le re´sultat suivant nous permet de de´terminer automatiquement
la proprie´te´ de variable-inactivite´ d’une the´orie par me´ta-saturation.
The´ore`me 5.2. Soit T une the´orie axiomatise´e par un ensemble fini Ax(T ) de
clauses. Si la me´ta-saturation de T ne contient pas de clause variable-active, alors
T a la proprie´te´ de variable-inactivite´.
De´monstration. Il est facile de voir qu’une clause variable-active doit eˆtre de la forme
(B) dans le The´ore`me 5.1. Ce qui signifie que si T n’a pas la proprie´te´ de variable-





La me´thode de combinaison de Nelson-Oppen nous permet de combiner les proce´-
dures de satisfiabilite´ pour la classe des the´ories stablement infinies. L’hypothe`se de
stable infinite´ est cruciale pour la correction de cette me´thode de combinaison. C’est
pour cette raison qu’il est important d’avoir une me´thode automatique pour prouver
la stable infinite´ des the´ories axiomatise´es par un ensemble fini de clauses. Nous allons
montrer que la me´ta-saturation peut eˆtre utilise´e pour de´velopper une telle me´thode.
Rappelons que ∃≥n de´signe la formule ∃x1 . . . xn.
∧
j 6=k(xj 6= xk), et ∃
≤n de´signe
la formule ∀x0 . . . xn.
∨
j 6=k(xj = xk). Et on note par ∃
∞ la formule {∃≥n|n ≥ 2}. Il
est facile de voir que ∃≥n, ∃≤n, et ∃∞ imposent a` la cardinalite´ de chacun de leurs
mode`les d’eˆtre respectivement au moins n, au plus n et infinie.
Lemme 5.1. Soit T une the´orie du premier ordre. Si T n’a pas de mode`le infini,
alors il existe un entier positif n tel que pour chaque mode`le M de T , la cardinalite´
de M est infe´rieure ou e´gale a` n.
De´monstration. Supposons par contradiction que pour tout entier positif n, T a un
mode`le de cardinalite´ au moins n. Nous allons prouver que T a un mode`le infini. Pour
cela, il nous faut juste prouver que T ∪ ∃∞ a un mode`le. Par compacite´, il suffit de
prouver que tout sous-ensemble fini Γ0 de T ∪ ∃
∞ a un mode`le. En effet, il existe un
n0 tel que
Γ0 ⊆ T ∪ {∃
≥2, ∃≥3, . . . , ∃≥n0}.
Or T a un mode`le avec au moins n0 e´le´ments dans son domaine. Ce qui implique que
T ∪ {∃≥2, ∃≥3, . . . , ∃≥n0} a un mode`le. Par compacite´, Γ0 a un mode`le.
De´finition 5.8 (Contrainte de mode`le fini). Une clause est une contrainte de mode`le
fini si c’est une disjonction d’e´galite´s entre variables.
Lemme 5.2. Soit T une the´orie consistante. Si T n’a pas de mode`le infini alors T
implique ne´cessairement une contrainte de mode`le fini.
De´monstration. Supposons que T n’a pas de mode`le infini. Soit M un mode`le de T .
Alors, nous avons M |= ∃≤κ, ou` κ est la cardinalite´ de M. Par le Lemme 5.1, il
existe un entier positive n tel que la cardinalite´ de chaque mode`le de T est infe´rieure
ou e´gale a` n. Ceci implique qu’il existe un nombre fini de mode`les de T , modulo
isomorphisme. On note C la clause
∨r
i=1 ∃
≤κi , ou` Mi est un mode`le de T , κi = |Mi|
(pour i = 1, ..., r), et les quantificateurs universels sont implicites dans ∃≤κi . Il est
e´vident que T |= C ou` C est une contrainte de mode`le fini.
Lemme 5.3. Soit T une the´orie consistante, axiomatise´e par un ensemble fini Ax(T )
de clauses. S’il existe un ensemble fini T -satisfiable S de litte´raux clos tel que T ∪ S
implique une contrainte de mode`le fini, alors toute saturation de Ax(T ) ∪ S contient
ne´cessairement une clause variable-active.
De´monstration. Supposons qu’il existe une contrainte de mode`le fini telle que T ∪S |=
C. En raisonnant par re´futation, T ∪ S |= C si et seulement si S ∧ ¬C n’est pas
T -satisfiable. Donc, il doit eˆtre possible de de´river la clause vide par application
de SP a` partir de Ax(T ) ∪ S ∪ Sk(¬C), ou` C ≡ ∃≤n et Sk(¬C) e´tant l’ensemble
{cski 6= c
sk




j sont des constantes de Skolem (souvenons
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que chaque variable universelle implicite dans C devient existentielle dans ¬C). Pour
obtenir une saturation de Ax(T ) ∪ S ∪ Sk(¬C), il est possible d’obtenir d’abord
une saturation S′ de Ax(T ) ∪ S par SP et puis de conside´rer toutes les infe´rences
possibles entre les clauses de S′ et celles de Sk(¬C). Aucun autre type d’infe´rence
est possible pour de´river la clause vide car S′ est de´ja` sature´ par rapport a` SP et
Sk(¬C) ne contient que des clauses ne´gatives. Conside´rons les infe´rences entre une
clause cski 6= c
sk
j et une clause s = t ∨ D dans S
′. Ce type d’infe´rence n’est possible
que si s, t sont des variables ou constantes. Si s, t sont des constantes alors l’infe´rence
n’est pas possible car cski , c
sk
j sont des constantes de Skolem qui n’apparaissent pas
dans s = t ∨ D. Supposons que t est une variable, alors nous pouvons ainsi de´river
la clause σ(s 6= cski ∨ D), ou` σ est l’unificateur principal de t et c
sk
j . Or a` partir de
cette clause, si on souhaite de´river la clause vide il faut que Reflection s’applique a`
σ(s 6= cski ). Ce qui implique que s doit eˆtre une variable. s, t ne doivent pas apparaˆıtre
comme sous-termes dans D car autrement s = t ne serait pas maximal et ne serait
pas se´lectionne´. De plus, D ne doit pas contenir une dise´galite´ car sinon, s = t ne
serait pas maximal et ne serait pas se´lectionne´. Par la Proposition 5.1, s = t ∨D est
variable-active, et donc T n’a pas la proprie´te´ de variable-inactivite´.
Nous sommes maintenant preˆt a` e´noncer le re´sultat qui nous donne une me´thode
automatique pour ve´rifier la stable infinite´ des the´ories axiomatise´es par un ensemble
fini de clauses.
The´ore`me 5.3. Soit T une the´orie consistante telle que
– T est axiomatise´e par un ensemble fini Ax(T ) de clauses, qui est sature´ par
rapport a` SP, et
– la me´ta-saturation de T ne contient pas de clause variable-active.
Alors T est stablement infinie.
De´monstration. Par contradiction, supposons que T n’est pas stablement infinie.
Alors il existe un ensemble T -satisfiable S de litte´raux clos tel que T ∪ S n’a pas
de mode`le infini. Par le Lemme 5.2, T ∪ S implique une contrainte de mode`le fini. Il
re´sulte du Lemme 5.3 que la saturation de Ax(T ) ∪ S contient une clause variable-
active C. Or C doit eˆtre de la forme (B) dans le The´ore`me 5.1. Par conse´quent la
me´ta-saturation de T contient une clause variable-active, ce qui est en contradiction
avec l’hypothe`se du the´ore`me.
Exemple 5.6. Nous pouvons voir que dans l’exemple 5.3 (respectivement 5.4), GE∞
(respectivement GL∞) ne contient pas de clause variable-active et ainsi par le The´o-
re`me 5.3, la the´orie de l’e´galite´ (respectivement la the´orie des listes et la the´orie des
tableaux) est stablement infinie.
5.4 Comple´tude vis-a`-vis de la de´duction
Comme discute´ pre´ce´demment, pour avoir une inte´gration efficace de proce´dures
de satisfiabilite´ dans la me´thode de combinaison de Nelson-Oppen, il est indispensable
que ces proce´dures soient capables de de´river directement les e´galite´s entre constantes,
qui sont ensuite propage´es a` d’autres proce´dures. Dans le chapitre 4, nous avons
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prouve´ de fac¸on “ad hoc” que SP est une proce´dure de satisfiabilite´ comple`te vis-a`-
vis de la de´duction pour la the´orie de l’e´galite´ et la the´orie des listes. Nous allons
ge´ne´raliser ce re´sultat aux the´orie de Horn.
Lemme 5.4. Soit T une the´orie telle que
– T est axiomatise´e par un ensemble fini Ax(T ) de clauses de Horn, et
– T a la proprie´te´ de variable-inactivite´.
Soient S un ensemble T -satisfiable de litte´raux plats et clos et S′ une saturation de
Ax(T ) ∪ S par SP. Soit c = c′ une e´galite´ e´le´mentaire, alors les proprie´te´s suivantes
sont e´quivalentes :
(i) T |= S ⇒ c = c′,
(ii) Se |= c = c
′, ou` Se est le sous-ensemble de S
′, qui contient toutes les e´galite´s
e´le´mentaires.
De´monstration. (ii)⇒ (i) est trivial. Nous allons prouver (i)⇒ (ii). Puisque Ax(T )∪S
et S′ sont e´quivalents, T |= S ⇒ c = c′ si et seulement si S′ |= c = c′. Ce qui veut dire
aussi que S′ ∪ {c 6= c′} est insatisfiable. Par la comple´tude re´futationnelle du Calcul
de Superposition, on peut de´river la clause vide a` partir de S′ ∪ {c 6= c′} en utilisant
le syste`me d’infe´rence SP. Or S′ est de´ja` sature´ et ne contient pas de clause vide, les
infe´rences qui permettent de de´river la clause vide doivent avoir comme pre´misses des
clauses dans S′ et c 6= c′ ou des clauses de´rive´es a` partir de S′ et c 6= c′. Conside´rons
maintenant les types d’infe´rences avec de telles pre´misses. Soit C une clause dans S′.
S’il y a une infe´rence utilisant C et c 6= c′, alors C doit eˆtre une e´galite´ entre constantes
ou variables. Si C contient une variable, alors C est une e´galite´ de la forme X = u, ou`
u est une constante, et donc X = u est variable-active, ce qui est en contradiction avec
l’hypothe`se du lemme car S′ ne contient pas de clause variable-active. Donc C doit
eˆtre une e´galite´ entre constantes. Par conse´quent la conclusion d’une telle infe´rence
sera une dise´galite´ entre constantes. La preuve se termine comme dans le cas de la
the´orie de l’e´galite´.
Le Lemme 5.4 nous permet de conclure le re´sultat suivant, qui ge´ne´ralise les
re´sultats de comple´tude vis-a`-vis de la de´duction pour la the´orie de l’e´galite´ et la
the´orie des listes.
The´ore`me 5.4. Soit T une the´orie telle que
– T est axiomatise´e par ensemble fini Ax(T ) de clauses de Horn, et
– T a la proprie´te´ de saturation finie, et
– T a la proprie´te´ de variable-inactivite´.
Alors SP est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´duction pour
T .
Les The´ore`mes 5.1, 5.2 et 5.4 nous donnent directement une me´thode automatique
par me´ta-saturation pour de´terminer la comple´tude vis-a`-vis de la de´duction pour les
the´ories de Horn qui ont la proprie´te´ de saturation finie.
Corollaire 5.2. Soit T une the´orie telle que
– T est axiomatise´e par un ensemble fini Ax(T ) de clauses de Horn, qui est sature´
par rapport a` SP, et
– T a la proprie´te´ de me´ta-saturation finie, et
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– la saturation de Ax(T )∪GT0 par mSP ne contient pas de clause variable-active.
Alors SP est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´duction pour
T .
Exemple 5.7. La the´orie de l’e´galite´ (respectivement la the´orie des listes) est une
the´orie de Horn et GE∞ (respectivement G
L
∞) ne contient pas de clause variable-active.
Par le Corollaire 5.2, SP est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la
de´duction pour la the´orie de l’e´galite´ (respectivement la the´orie des listes).
5.5 Coope´ration de la cloˆture de congruence et de la
saturation
Nous avons propose´ pre´ce´demment une coope´ration de la cloˆture de congruence
et de la saturation qui nous permet de construire des proce´dures de satisfiabilite´
capables de traiter efficacement les nouvelles e´galite´s e´le´mentaire sans avoir a` refaire la
saturation. Nous avons montre´ de fac¸on“ad hoc”pour la the´orie des listes et la the´orie
des tableaux que notre me´thode est correcte. Dans cette section, nous de´finissons des
crite`res permettant d’identifer une classe plus large de the´ories pour laquelle notre
me´thode s’applique. Nous de´veloppons e´galement une me´thode automatique, toujours
par me´ta-saturation, afin de ve´rifier si une the´orie axiomatise´e par un ensemble fini
de clauses satisfait ces crite`res.
De´finition 5.9 (Clause constante-active). Une clause est constante-active si un de
ses litte´raux maximaux contient au moins une constante. Une clause est constante-
inactive si elle n’est pas constante-active. Une clause contrainte est constante-active
si une de ses instances contraintes est constante-active.
Proposition 5.3. Soit C ‖ φ une clause contrainte. Alors, les conditions suivantes
sont e´quivalentes :
(i) une des instances contraintes de C ‖ φ est constante-active ;
(ii) toute instance contrainte de C ‖ φ est constante-active.
Lemme 5.5. Soient A, B deux clauses constante-inactives. Alors pour toute paire
de constantes c, c′ :
(i) si une infe´rence de SP avec pre´misses A[c → c′] et B[c → c′] et conclusion
C[c → c′] a lieu, alors nous pouvons de´river C par une infe´rence de SP avec
pre´misses A, B, et
(ii) si une infe´rence de SP avec pre´misse A[c → c′] et conclusion C[c → c′] a lieu,
alors nous pouvons de´river C par une infe´rence de SP avec pre´misse A.
De´monstration. Nous prouvons (i) pour seulement la re`gle Superposition− droite, car
la preuve pour les re`gles Superposition− gauche et Simplification est tre`s similaire.
Supposons que A[c→ c′] est la pre´misse gauche de la re`gle Superposition− droite,
i.e. A ≡ Γ⇒ ∆, l[u′] = r et B ≡ Π⇒ Σ, u = t. Puisque A n’est pas constante-active
non close, aucune constante n’apparaˆıt dans l[u′] = r et nous avons donc A[c→ c′] ≡
(Γ⇒ ∆)[c→ c′], l[u′] = r. De fac¸on similaire B[c→ c′] ≡ (Π⇒ Σ)[c→ c′], u = t. Une
superposition entre A[c → c′] et B[c → c′] donne σ((Γ,Π ⇒ ∆,Σ)[c → c′], l[t] = r),
ou` σ est l’unificateur principal de u et u′. Or une superposition entre Γ⇒ ∆, l[u′] = r
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et Π ⇒ Σ, u = t donne σ(Γ,Π ⇒ ∆,Σ, l[t] = r). Il est facile de voir que σ((Γ,Π ⇒
∆,Σ)[c→ c′], l[t] = r) est e´quivalent a` σ(Γ,Π⇒ ∆,Σ, l[t] = r)[c→ c′].
Pour (ii), conside´rons les re`gles Reflection et Factorisation.
– Pour Reflection, soit A ≡ Γ, u′ = u ⇒ ∆. Puisque A n’est pas constante-active
non close, aucune constante apparaˆıt dans u′ = u. Par conse´quent, A[c→ c′] ≡
Γ[c→ c′], u′ = u⇒ ∆[c→ c′] et une re´flection avec pre´misse Γ[c→ c′], u′ = u⇒
∆[c → c′] donne σ((Γ ⇒ ∆)[c → c′]) qui est e´quivalent a` σ((Γ ⇒ ∆))[c → c′].
Ce qui veut dire qu’une re´flection avec pre´misse Γ, u′ = u⇒ ∆ donne Γ⇒ ∆.
– Pour Factorisation, soit A ≡ Γ ⇒ ∆, u = t, u′ = t′. Puisque A n’est pas
constante-active non close, aucune constante n’apparaˆıt dans u et t et donc
A[c → c′] ≡ Γ[c → c′] ⇒ ∆[c → c′], u = t, u′ = t′[c → c′]. Une factori-
sation avec pre´misse Γ[c → c′] ⇒ ∆[c → c′], u = t, u′ = t′[c → c′] donne
σ(Γ[c→ c′], t = (t′[c→ c′])⇒ ∆[c→ c′], u = (t′[c→ c′])), ou` σ est l’unificateur
principal de u et (u′[c→ c′]). Conside´rons les cas suivants.
– Si u′, t′ ne contiennent pas de constante alors σ(Γ[c → c′], t = (t′[c → c′]) ⇒
∆[c → c′], u = (t′[c → c′])) est e´quivalent a` σ(Γ, t = t′ ⇒ ∆, u = t′)[c → c′].
Mais une factorisation de Γ ⇒ ∆, u = t, u′ = t′ donne σ(Γ, t = t′ ⇒ ∆, u =
t′).
– Si t′ contient une constante alors A est constante-active non close car t =
t′ sera maximal et nous avons donc une contradiction avec l’hypothe`se du
lemme. t′ ne doit donc pas contenir de constante.
– Maintenant conside´rons le cas ou` u′ contient une constante c. Puisque u ne
contient pas de constante, si σ est l’unificateur principal de u et (u′[c →
c′]) alors σ′ ≡ σ[c′ → c] est l’unificateur principal de u et u′. Donc une
factorisation sur Γ ⇒ ∆, u = t, u′ = t′ donne σ′(Γ, t = t′ ⇒ ∆, u = t′). De
plus σ′(Γ, t = t′ ⇒ ∆, u = t′)[c→ c′] est e´quivalent a` σ(Γ[c→ c′], t = (t′[c→
c′])⇒ ∆[c→ c′], u = (t′[c→ c′])).
Lemme 5.6. Soit T une the´orie axiomatise´e par un ensemble fini Ax(T ) de clauses.
Supposons que pour tout ensemble de litte´raux plats et clos, une saturation de Ax(T )∪
S par SP ne ge´ne`re pas de clause constante-active non close. Alors pour toute e´galite´
e´le´mentaire c = c′, les proprie´te´s suivantes sont e´quivalentes :
(i) T ∪ S ∪ {c = c′} est satisfiable,
(ii) Sg ∪ {c = c
′} est satisfiable, ou` Sg est le sous-ensemble de la saturation de
Ax(T ) ∪ S par SP, qui contient tous les clauses closes.
De´monstration. (i)⇒ (ii) est trivial. Nous allons prouver (ii)⇒ (i) par contradiction.
Soit S′ la saturation de Ax(T )∪S par SP. Puisque Ax(T )∪S et S′ sont e´quivalents,
T ∪ S ∪ {c = c′} est insatisfiable si et seulement si S′ ∪ {c = c′} l’est aussi. Par la
comple´tude re´futationnelle du Calcul de Superposition, on peut de´river la clause vide
a` partir de S′ ∪ {c = c′} en utilisant le syste`me d’infe´rence SP. Or Orientation est
prioritaire. Ce qui signifie que l’on peut de´river la clause vide a` partir de S′[c → c′]
utilisant le syste`me d’infe´rence SP. Puisque la clause vide est toujours obtenue par
une de´rivation se terminant par une application de Reflection qui doit utiliser une
dise´galite´s (s 6= t)[c → c′] pour de´river la clause vide. Conside´rons les diffe´rents cas
possibles.
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– Si (s 6= t)[c → c′] est de´rive´e en utilisant seulement des clauses closes, alors
cette dernie`re doit eˆtre close. Ce qui signifie que la clause vide est de´rive´e en
utilisant les clauses closes et le lemme est prouve´.
– Si (s 6= t)[c → c′] est de´rive´ en utilisant une clause non close. Puisque toute
saturation de Ax(T ) ∪ S par SP ne ge´ne`re pas de clause constante-active non
close, par le Lemme 5.5, on peut de´river s 6= t a` partir de S′. En conse´quence
s 6= t et c = c′ permet de de´river la clause vide. Conside´rons les sous-cas
suivants.
– Si s 6= t est clos, alors le lemme est prouve´ car s 6= t et c = c′ sont clos.
– Dans le cas ou` s 6= t est non clos, si une Orientation sur s 6= t utilise c = c′,
alors s 6= t est constante-active non close. Nous avons donc une contradiction
avec l’hypothe`se du lemme. Si Orientation ne s’applique pas sur s 6= t en
utilisant c = c′, alors seule s 6= t permet de de´river la clause vide. Ce qui
contredit l’hypothe`se de satisfiabilite´ de S′.
Le Lemme 5.6 nous permet de de´velopper une me´thode automatique afin d’iden-
tifier les the´ories pour lesquelles la correction de la coope´ration entre la cloˆture de
congruence et la saturation est assure´e.
The´ore`me 5.5. Soit T une the´orie telle que
– T est axiomatise´e par un ensemble fini Ax(T ) de clauses, qui est sature´ par
rapport a` SP, et
– la saturation de Ax(T )∪GT0 par mSP ne contient pas de clause constante-active
non close.
Soient S un ensemble T -satisfiable de litte´raux plats et clos et S′ une saturation de
Ax(T )∪S par SP. Si c = c′ est une e´galite´ e´le´mentaire, alors les proprie´te´s suivantes
sont e´quivalentes :
(i) T ∪ S ∪ {c = c′} est satisfiable,
(ii) Sg ∪ {c = c
′} est satisfiable, ou` Sg est le sous-ensemble de S
′, qui contient tous
les clauses closes.
De´monstration. Par le The´ore`me 5.1, si la saturation de Ax(T ) ∪ GT0 par mSP ne
contient pas de clause constante-active non close alors toute saturation de Ax(T )∪S
par SP ne contient pas de clause constante-active non close. Par le Lemme 5.6 nous
pouvons de´duire le re´sultat.
Une version multi-sorte´e du the´ore`me peut eˆtre facilement obtenue en ge´ne´rali-
sant le concept de clause constante-active au cadre multi-sorte´ et ainsi nous pouvons
ge´ne´raliser le re´sultat obtenu pour la the´orie des tableaux.
5.6 Proprie´te´ de saturation finie pour l’union de the´ories
Dans cette partie, nous e´tudions la de´rivation de proce´dures de satisfiabilite´ pour
l’union de the´ories par saturation. Pour cela, nous conside´rons la modularite´ de la
proprie´te´ de saturation finie. Nous allons d’abord e´tudier les conditions pour lesquelles
l’union T1∪T2 des the´ories admet une proce´dure de satisfiabilite´ base´e sur la saturation
sachant que les the´ories T1 et T2 admettent de telles proce´dures. Dans cette optique,
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nous conside´rons la terminaison d’une saturation de l’union Ax(T1) ∪ Ax(T2) des
axiomes des the´ories avec un ensemble arbitraire S de litte´raux plats et clos. Il est
e´vident que si durant une saturation de Ax(T1) ∪ Ax(T2) ∪ S, les infe´rences croise´es
entre les the´ories (infe´rences utilisant des clauses provenant de diffe´rentes the´ories) ne
ge´ne`rent qu’un nombre fini de clauses, alors cette saturation ne ge´ne`re qu’un nombre
fini de clauses car toute saturation de Ax(Ti) ∪ S est finie pour chaque ensemble
arbitraire S de litte´raux plats et clos. Puisque la signature des the´ories ne partage
pas de symboles de fonction, les infe´rences croise´es entre les the´ories ne se produisent
qu’a` travers les variables ou constantes. Il est facile de voir que les infe´rences aux
constantes ne ge´ne`rent qu’un nombre fini de clauses. Il en re´sulte que si on arrive
a` exclure les infe´rences croise´es entre les the´ories aux positions de variables, alors la
saturation de l’union des axiomes des the´ories avec un ensemble arbitraire de litte´raux
plats et clos sera finie, comme souhaite´.
Lemme 5.7. Soit Ti une the´orie telle que
– Ti est axiomatise´e par un ensemble fini Ax(Ti) de clauses, et
– Ti a la proprie´te´ de saturation finie, et
– Ti a la proprie´te´ de variable-inactivite´,
pour i = 1, 2. Si les signatures de T1 et T2 sont disjointes, alors T1 ∪T2 a la proprie´te´
de saturation finie.
De´monstration. Nous conside´rons toutes les infe´rences croise´es entre les the´ories et
montrons qu’elles ne ge´ne`rent qu’un nombre fini de clauses pendant une saturation
de Ax(T1) ∪ Ax(T2) ∪ S pour tout ensemble S de litte´raux plats et clos. Puisque les
signatures des the´ories sont disjointes, les infe´rences croise´es entre les the´ories ne se
produisent qu’a` travers les constantes, les variables ou les symboles de fonction non
interpre´te´s. Nous conside´rons cas par cas ces trois types d’infe´rences :
– Infe´rences avec variables : supposons qu’il y a une infe´rence avec comme pre´-
misses les deux clauses X = t ∨ D et u[s] = v ∨ D′ et comme conclusion
λ(u[t] ∨ D ∨ D′), ou` λ = {X → s}. Si X ∈ V ar(t) alors λ(t) ≻ λ(X) pour
toute substitution λ par proprie´te´ de sous-terme et donc il n’y aurait pas cette
infe´rence. Si X apparaˆıt comme un sous-terme strict dans D, alors λ(X) n’est
pas maximal dans λ(X = t∨D) et l’infe´rence n’a pas lieu. Par conse´quent, l’in-
fe´rence est possible seulement si X n’apparaˆıt pas comme un sous-terme strict
dans X = t∨D. Autrement dit, X = t∨D est variable-active. Ce qui contredit
l’hypothe`se du lemme.
– Infe´rences avec constantes : supposons qu’il y a une infe´rence avec pre´misses les
deux clauses c = c′ ∨ D et u[c] = v ∨ D′ et la conclusion u[c′] ∨ D ∨ D′. Mais
il existe un nombre fini de constantes dans Ax(T1) ∪ Ax(T2) ∪ S et donc les
infe´rences de ce type ne ge´ne`rent qu’un nombre fini de clauses.
D’apre`s l’hypothe`se du lemme, les infe´rences au sein d’une the´orie ne ge´ne`rent qu’un
nombre fini de clauses. Nous pouvons alors conclure que toute saturation de Ax(T1)∪
Ax(T2) ∪ S est finie pour tout ensemble S de litte´raux plats et clos.
Lemme 5.8. Soit Ti une the´orie axiomatise´e par un ensemble fini Ax(Ti) de clauses,
et qui satisfait la proprie´te´ de variable-inactivite´, pour i = 1, 2. Alors T1 ∪ T2 a la
proprie´te´ de variable-inactivite´.
De´monstration. En proce´dant de fac¸on similaire au Lemme 5.7, nous pouvons montrer
que les infe´rences croise´es entre the´ories ne ge´ne`rent pas de clause variable-active.
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Les Lemmes 5.7 et 5.8 nous permettent de conclure le re´sultat de modularite´
suivant.
The´ore`me 5.6. La classe des the´ories axiomatise´es par un ensemble fini de clauses,
satisfaisant la proprie´te´ de saturation finie et la proprie´te´ de variable-inactivite´ est
stable par union disjointe.
Nous avons e´tudie´ la terminaison de la saturation de l’union des ensembles des
axiomes de deux the´ories T1, T2 avec un ensemble arbitraire de litte´raux plats et clos
sachant que la saturation de l’ensemble des axiomes de chacune des the´ories avec
un ensemble arbitraire de litte´raux plats et clos termine toujours. En introduisant la
proprie´te´ de variable-inactivite´, nous avons de´fini un crite`re permettant d’identifier
une classe de the´ories pour laquelle la proprie´te´ de saturation finie est modulaire.
Or le The´ore`me 5.2 nous dit qu’il est possible de de´terminer par me´ta-saturation si
une the´orie a la proprie´te´ de variable-inactivite´. De ce fait, nous avons une me´thode
automatique pour de´terminer la modularite´ de la proprie´te´ de saturation finie pour
l’union de the´ories par me´ta-saturation.
Corollaire 5.3. Soit Ti une the´orie telle que
– Ti est axiomatise´e par un ensemble fini Ax(Ti) de clauses, qui est sature´ par
rapport a` SP, et
– Ti a la proprie´te´ de me´ta-saturation finie, et
– la saturation de Ax(Ti)∪G
Ti
0 par mSP ne contient pas de clause variable-active,
pour i = 1, 2. Si les signatures de T1 et T2 sont disjointes, alors SP est une proce´dure
de satisfiabilite´ pour T1 ∪ T2.
Il est inte´ressant de noter que si une the´orie de Horn a la proprie´te´ de variable-
inactivite´ et la proprie´te´ de saturation finie alors elle a la proprie´te´ de comple´tude
vis-a`-vis de la de´duction. En conse´quence, nous pouvons conclure le re´sultat suivant
Corollaire 5.4. Soit Ti une the´orie telle que
– Ti est axiomatise´e par un ensemble fini Ax(Ti) de clauses de Horn, qui est
sature´ par rapport a` SP, et
– Ti a la proprie´te´ de me´ta-saturation finie, et
– la saturation de Ax(Ti)∪G
Ti
0 par mSP ne contient pas de clause variable-active,
pour i = 1, 2. Si les signatures de T1 et T2 sont disjointes, alors SP est une proce´dure
de satisfiabilite´ comple`te vis-a`-vis de la de´duction pour T1 ∪ T2.
5.7 E´tendre la proce´dure a` la saturation avec fragmen-
tation
Pour e´tudier les proprie´te´s des the´ories non Horn, nous devons conside´rer, comme
dans le chapitre pre´ce´dent, la proprie´te´ de saturation finie pour SP ′, i.e. la terminaison
d’une saturation par SP ′ d’un ensemble fini de litte´raux plats et clos avec les axiomes
d’une the´orie. Pour cela, nous de´finissons un syste`me d’infe´rence mSP ′, qui est mSP
enrichi par les deux re`gles de cloˆture suivantes.
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Fragmentation
S′ ∪ {A ∨B ‖ φ}
S′ ∪ {A ∨ p ‖ φ,¬p ∨B ‖ φ}
si V ar(A) ∩ V ar(B) = ∅
Resolution
A ∨ p ‖ φ ¬p ∨B ‖ ϕ
A ∨B ‖ φ ∧ ϕ
si
{
∀L ∈ A : p 6 L
∀L ∈ B : ¬p 6 L
5.7.1 Proprie´te´ de me´ta-saturation finie
La proprie´te´ de me´ta-saturation finie s’e´tend sans le moindre proble`me de mSP
a` mSP ′ et on dit qu’une the´orie a la proprie´te´ de me´ta-saturation finie par rapport
a` mSP ′.
Lemme 5.9. Soit T une the´orie axiomatise´e par un ensemble fini Ax(T ) de clauses,




Alors, pour tout ensemble S de ΣT -litte´raux plats et clos, chaque clause dans la satu-
ration de Ax(T ) ∪ S par SP ′ a l’une des formes suivantes :
(A) une clause de la forme C∨ [¬]p1∨ . . .∨ [¬]pn tel que C est une instance contrainte
d’une clause C ′ dans GT∞ ;
(B) [¬]p1 ∨ . . . ∨ [¬]pn ;
ou` c, c′, c1, . . . , cm sont des constantes, p1, . . . , pn sont des constantes proposition-
nelles, n ≥ 0, m ≥ 1, f 6∈ ΣT et [¬] signifie que ¬ est optionnel.
De´monstration. La preuve est faite par induction sur la longueur d’une de´rivation
par SP ′. Le cas de base est trivial car Ax(T )∪ S contient bien des clauses de formes
liste´es. Pour le cas d’induction, nous devons montrer que :
1. Toute clause ajoute´e a` la saturation de Ax(T ) ∪ S par une re`gle de cloˆture de
SP ′ est une instance contrainte de l’une des formes liste´es ci-dessus.
2. Aucune instance contrainte d’une clause supprime´e de la saturation de Ax(T )∪
GT0 par une re`gle de simplification de mSP
′ ne se trouve dans la saturation de
Ax(T ) ∪ S par SP ′.
Pour le Cas 1, nous conside´rons seulement la re`gle Superposition− droite car la preuve
pour les autres re`gles se fait de fac¸on similaire. Nous conside´rons les cas correspondant
aux infe´rences entre clauses de meˆmes ou diffe´rentes formes :
– Superposition− droite entre clauses de forme (A) : supposons que les pre´misses
sont l[u′] = r ∨ C1 ∨ [¬]p1 ∨ . . . ∨ [¬]pn et u = t ∨ C2 ∨ [¬]p
′
1 ∨ . . . ∨ [¬]p
′
m, ou`
l[u′] = r∨C1 (respectivement u = t∨C2) est une instance contrainte d’une clause
C ′1 (respectivement C
′




existe une substitution λ telle que λ(C ′1) ≡ l[u
′] = r ∨C1 et λ(C
′
2) ≡ u = t∨C2
et il existe une Superposition− droite de mSP ′ entre C ′1 et C
′
2 pour de´river une
clause C ′3 telle que λ(C
′
3) ≡ l[t] = r ∨ C1 ∨ C2.
– Superposition− droite entre clauses de forme (B) : ge´ne`re une clause de la forme
(B).
Pour le Cas 2, nous prouvons la proprie´te´ pour la re`gle Subsomption et la preuve pour
les autres se fait de fac¸on similaire. Supposons qu’il existe une clause D∨ [¬]p1∨ . . .∨
[¬]pn dans la saturation de Ax(T )∪S par SP
′ telle que D est une instance contrainte
de la clause supprime´e C ′. Nous conside´rons les cas correspondant aux conditions
d’application de la re`gle :
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– C ∈ Ax(T ) et il existe une substitution θ telle que θ(C) ⊆ C ′ : puisque C est
dans la saturation de Ax(T )∪S par SP ′ alors il existe une substitution λ′ telle
que λ′(C) ⊆ D. Par conse´quent D sera supprime´e de la saturation de Ax(T )∪S
par SP ′ en utilisant Subsomption.
– C,C ′ sont des renommages l’une de l’autre : cette infe´rence a pour but de
supprimer les duplications.
Corollaire 5.5. Si T est une the´orie ayant la proprie´te´ de me´ta-saturation finie par
rapport a` mSP ′ alors T a la proprie´te´ de saturation finie par rapport a` SP ′.
5.7.2 Comple´tude vis-a`-vis de la de´duction
Comme nous avons e´tendu la signature de de´part avec les constantes proposition-
nelles, il est ne´cessaire d’adapter la notion de clause variable-active pour prendre en
compte cette extension.
De´finition 5.10 (Clause quasi-variable-active). Une clause est quasi-variable-active
si elle a la forme C∨ [¬]p1∨ . . .∨ [¬]pn, ou` C est une clause variable-active, p1, . . . , pn
sont des constantes propositionnelles, n ≥ 0 et [¬] signifie que ¬ est optionnel. Une
clause contrainte est quasi-variable-active si une de ses instances contraintes est quasi-
variable-active.
Proposition 5.4. Soit C ‖ φ une clause contrainte. Alors, les conditions suivantes
sont e´quivalentes :
(i) une des instances contraintes de C ‖ φ est quasi-variable-active ;
(ii) toute instance contrainte de C ‖ φ est quasi-variable-active.
De´finition 5.11 (Proprie´te´ de quasi-variable-inactivite´). Soit T une the´orie axioma-
tise´e par un ensemble fini Ax(T ) de clauses. On dit que T a la proprie´te´ de quasi-
variable-inactivite´ si pour tout ensemble S de litte´raux plats et clos, toute saturation
par SP ′ de Ax(T ) ∪ S ne contient pas de clause quasi-variable-active.
Lemme 5.10. Soit T une the´orie telle que
– T est axiomatise´e par un ensemble fini Ax(T ) de clauses, et
– T a la proprie´te´ de quasi-variable-inactivite´.
Soient S un ensemble T -satisfiable de litte´raux plats et clos et Sqe le sous-ensemble de
la saturation de Ax(T ) ∪ S par SP ′, contenant toutes les clauses quasi-e´le´mentaires.
Alors, pour toute clause e´le´mentaire C nous avons Ax(T )∪S |= C si et seulement si
Sqe |= C.
De´monstration. Soit S′ la saturation de Ax(T )∪S par SP ′. Soit C ≡ c1 = c
′
1∨. . . cn =
c′n une clause e´le´mentaire. Raisonnons par re´futation,Ax(A)∪S |= c1 = c
′
1∨. . . cn = c
′
n
si et seulement si Ax(T ) ∪ S ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n} est insatisfiable. Il est donc
possible de de´river la clause vide a` partir de Ax(T ) ∪ S ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n} par
SP ′. Il re´sulte de la Proposition 4.6 qu’il est aussi possible de de´river la clause vide
a` partir de S′ ∪ {c1 6= c
′
1, . . . , cn 6= c
′
n} par SP
′. Puisque S est T -satisfiable, la clause
vide ne peut eˆtre de´rive´e qu’en commenc¸ant par une infe´rence utilisant une clause C ′
dans S′ et une clause dans {c1 6= c
′
1, . . . , cn 6= c
′
n}. Analysons une telle infe´rence, par
exemple entre C ′ et ck 6= c
′
k. Si une telle infe´rence a lieu, C
′ doit eˆtre ne´cessairement
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une clause contenant soit des e´galite´s entre constantes ou variables soit des (ne´gations
de) constantes propositionnelles soit les deux en meˆme temps, autrement l’infe´rence
n’est pas possible. C’est-a`-dire C ′ a l’une des formes suivantes :
(a) une clause quasi-e´le´mentaire, ou
(b) une clause quasi-variable-active.
Si une clause de la forme (b) est dans S′, alors on est en contradiction avec l’hypothe`se
du lemme. Par conse´quent, C ′ est une clause quasi-e´le´mentaire et la conclusion de
l’infe´rence entre C ′ et une clause dans {c1 6= c
′
1, . . . , cn 6= c
′
n} est de la forme u 6=
u′ ∨ [¬]p1 ∨ . . . ∨ [¬]pm, ou` m ≥ 0. Encore une fois, s’il y a une infe´rence entre ce
type de clause avec une autre clause, alors cette dernie`re doit eˆtre une clause quasi-
e´le´mentaire. Cela signifie que le sous-ensemble Sqe de S
′, qui contient toutes les clauses
quasi-e´le´mentaires, et {c1 6= c
′
1, . . . , cn 6= c
′
n} suffisent pour de´river la clause vide. Ou
de fac¸on e´quivalente, Sqe |= c1 = c
′
1 ∨ . . . cn = c
′
n.
Les Lemmes 4.1 et 5.10 nous permettent de conclure de la comple´tude vis-a`-vis
de la de´duction d’une the´orie (axiomatise´e par un ensemble fini de clauses) ayant la
proprie´te´ de quasi-variable-inactivite´.
The´ore`me 5.7. Soit T une the´orie telle que
– T est axiomatise´e par un ensemble fini de clauses, et
– T a la proprie´te´ de saturation finie par rapport a` mSP ′, et
– T a la proprie´te´ de quasi-variable-inactivite´.
Alors Defrag(SP ′()) est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´-
duction pour T .
Nous sommes maintenant preˆt a` donner une me´thode automatique qui de´termine
la comple´tude vis-a`-vis de la de´duction pour les the´ories non Horn.
Corollaire 5.6. Soit T une the´orie telle que
– T est axiomatise´e par un ensemble fini de clauses, et
– T a la proprie´te´ de me´ta-saturation finie par rapport a` SP ′, et
– la saturation de Ax(T )∪GT0 par mSP
′ ne contient pas de clause quasi-variable-
active.
Alors Defrag(SP ′()) est une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´-
duction pour T .
5.8 Discussion
Dans ce chapitre, nous avons montre´ que la me´ta-saturation peut eˆtre utilise´e
non seulement pour de´terminer la terminaison et la complexite´ des proce´dures de
satisfiabilite´ de´rive´es par saturation comme e´tabli dans [LM02] mais aussi fournir
une me´thode automatique permettant de ve´rifier : la stable infinite´, la proprie´te´ de
comple´tude vis-a`-vis de la de´duction, et la proprie´te´ de saturation finie pour l’union
de the´ories.
L’e´tude de l’inte´gration de proce´dures de satisfiabilite´ dans la combinaison a` la
Nelson-Oppen nous a conduit a` de´velopper une me´thode automatique pour de´terminer
la stable infinite´ des the´ories axiomatise´es par un ensemble fini de clauses. En utilisant
la me´ta-saturation et le concept de clause variable-active nous avons pu montrer
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que si pour une the´orie T la me´ta-saturation termine et ne de´rive pas de clause
variable-active alors T est stablement infinie. Ce re´sultat comple`te celui de [BGN+06],
dans lequel les auteurs ont montre´ que sous certaines hypothe`ses la saturation ge´ne`re
ne´cessairement des clauses d’une forme particulie`re qui contraint la cardinalite´ de ses
mode`les. Ces clauses sont un cas particulier de clauses variable-actives.
Pour avoir une inte´gration efficace de la combinaison a` la Nelson-Oppen, il est im-
portant que les proce´dures de satisfiabilite´ composantes soient comple`tes vis-a`-vis de
la de´duction. Nous avons e´galement montre´ dans ce chapitre que le concept de clause
variable-active nous permet de de´velopper une me´thode automatique pour de´terminer
si les proce´dures de satisfiabilite´ de´rive´es par saturation sont comple`tes vis-a`-vis de
la de´duction. Plus pre´cise´ment, si pour une the´orie de Horn T , la me´ta-saturation
termine et ne de´rive pas de clause variable-active alors le Calcul de Superposition est
une proce´dure de satisfiabilite´ comple`te vis-a`-vis de la de´duction pour T . Afin d’obte-
nir la comple´tude vis-a`-vis de la de´duction pour les the´ories non Horn, nous pouvons
utiliser une variante du Calcul de Superposition, qui est le Calcul de Superposition
augmente´ avec une re`gle d’analyse de cas, pour activer toutes les infe´rences possibles
et ainsi de´river toutes les clauses e´le´mentaires a` propager. Il est aussi important que
les proce´dures de satisfiabilite´ utilise´es dans la combinaison aient la capacite´ de trai-
ter efficacement de nouvelles e´galite´s. La coope´ration de la cloˆture de congruence et
de la saturation est ainsi propose´e pour re´pondre a` ce proble`me. Nous avons de´ve-
loppe´ dans ce chapitre une me´thode automatique, toujours par me´ta-saturation, afin
de ve´rifier pour une the´orie donne´e si la correction de la coope´ration de la cloˆture de
congruence et de la saturation est garantie.
En ce qui concerne la proprie´te´ de saturation finie pour l’union de the´ories, notre
travail e´tend les re´sultats de [ABRS05, ABRS06]. En effet dans ces travaux, les au-
teurs ont de´fini une classe de the´ories dites variable-inactives de telle sorte que toute
saturation des axiomes avec un ensemble arbitraire de litte´raux plats et clos ne per-
met pas d’infe´rences croise´es entre the´ories autres que les infe´rences aux constantes
ou termes non interpre´te´s. Ainsi nous obtenons la modularite´ de la terminaison de la
saturation. Dans ce travail, le concept de clause variable-active nous permet d’e´tablir
un crite`re syntaxique permettant de montrer que si la me´ta-saturation d’une the´orie
termine et ne de´rive pas de clause variable-active alors la proprie´te´ de saturation finie
pour l’union de the´ories est garantie.
Nous avons vu que le concept de clause variable-active nous permet de´finir la classe
des the´ories variable-inactives pour laquelle la stable infinite´ est garantie. Cependant
il existe des the´ories variable-actives qui sont stablement infinies. En effet, prenons
l’exemple suivant.
Exemple 5.8. T est une the´orie axiomatise´e par l’ensemble
Ax(T ) = {X = f(Y ) ∨ Y = g(X)} .
Conside´rons l’ordre ≻ de´fini de sorte que f ≻ g ≻ b ≻ a et les deux substitutions
λ1 = {X → a, Y → g(b)} et λ2 = {X → f(b), Y → a}.
Nous avons λ1(X = f(Y )) ≻ λ1(Y = g(X)) et λ2(Y = g(X)) ≻ λ2(X = f(Y )).
De ce fait X = f(Y ) et Y = g(X) sont tous les deux maximaux. La de´finition de
clause variable-active est ve´rifie´e. Or la the´orie est stablement infinie.
Des exemples similaires peuvent eˆtre facilement trouve´s pour la comple´tude vis-
a`-vis de la de´duction. Par conse´quent la proprie´te´ de variable-inactivite´ n’est pas une
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condition ne´cessaire de la stable infinite´ et de la comple´tude vis-a`-vis de la de´duction.
Nous pensons qu’il est possible de remplacer la condition de variable-inactivite´ par
une condition plus faible afin d’obtenir un re´sultat plus ge´ne´ral pour la stable infinite´
et la comple´tude vis-a`-vis de la de´duction.
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Depuis quelques anne´es, certains papiers ont clarifie´ les subtilite´s de la combinaison
des the´ories de Shostak en e´tudiant leurs relations avec les the´ories de Nelson-Oppen
[CLS96, RS01, BDS02, Kap02, Gan02, CK03b, RS02, CK03a, MZ03]. Malheureuse-
ment, ces papiers manquent d’uniformite´ dans la pre´sentation des re´sultats ce qui peut
troubler les non-experts. Par exemple, certains papiers utilisent du pseudo-code pour
de´crire les algorithmes de combinaison alors que d’autres adoptent un pre´sentation
plus abstraite. Les deux approches ont leurs avantages (et de´savantages) respectifs :
le pseudo-code permet de de´marrer plus rapidement une implantation alors qu’un
syste`me d’infe´rence facilite les preuves de correction. La premie`re contribution de
ce chapitre est de fournir une synthe`se des approches de Nelson-Oppen et Shostak
pour la combinaison disjointe en utilisant une approche a` base de re`gles dans laquelle
beaucoup de re´sultats re´cents sont reformule´s et prouve´s corrects de fac¸on uniforme,
rigoureuse et simple.
Dans notre reconstruction raisonne´e, nous proce´dons comme suit. Tout d’abord
nous introduisons les classes de the´ories pertinentes pour la combinaison, a` savoir les
the´ories SH (pour Shostak) et les the´ories NO (pour Nelson-Oppen), et utilisons le
fait que les the´ories SH sont dans la classe des the´ories NO. Cette classification nous
ame`ne a` e´tudier trois sce´narios lorsque deux the´ories sont combine´es : (a) les deux
sont des the´ories NO, (b) les deux sont des the´ories SH, (c) l’une est une the´orie SH
et l’autre une the´orie NO. Nous formalisons le sche´ma de combinaison pour chacun
des sce´narios comme un syste`me d’infe´rence. Les conditions d’application des re`gles
d’infe´rence sont de´rive´es des proprie´te´s des the´ories composantes. Dans la ligne´e de
certains papiers re´cents, le sche´ma de combinaison pour (b) est vu comme un raffine-
ment de celui pour (a). Le syste`me d’infe´rence formalisant le sche´ma de combinaison
pour (c) peut eˆtre obtenu en re´utilisant ceux pour (a) et (b) de fac¸con modulaire
et naturelle. Comme remarque finale, on peut mentionner la possibilite´ de raffiner
les syste`mes d’infe´rence pre´sente´s ici avec des strate´gies, de manie`re a` obtenir une
description plus fine, qui puisse parfaitement imiter la proce´dure de Shostak. Cette
possibilite´ n’est pas approfondie ici, car nous nous inte´ressons plus a` la modularite´
qu’a` l’efficacite´.
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Notre synthe`se des sche´mas de combinaison sert plusieurs objectifs. Premie`rement,
meˆme si les re´sultats ne sont pas nouveaux, nous pensons que les pre´senter dans un
cadre uniforme peut fournir une re´fe´rence de valeur pour les personnes inte´resse´es
par les proble`mes de combinaison et plus particulie`rement pour les non-experts du
domaine. Deuxie`mement, cela peut servir comme point de de´part pour des recherches
supple´mentaires. Comme exemple, l’un des proble`mes importants en combinant des
theories SH est le manque de modularite´ des solveurs [CK03b] : il n’existe pas de
me´thode ge´ne´rale pour produire un solveur pour l’union de the´ories SH a` partir
des solveurs connus pour les the´ories composantes. Ce manque de modularite´, plus
l’observation que la the´orie de l’e´galite´ n’est pas une the´orie SH, peut nous laisser
penser que n’importe quel sche´ma de combinaison ad hoc pour le sce´nario (c) constitue
un compromis raisonnable entre efficacite´ et ge´ne´ralite´ : solveurs et canoniseurs pour
les the´ories SH de´rivent efficacement de nouvelles e´galite´s et coope`rent a` la Nelson-
Oppen. Cette solution peut eˆtre facilement spe´cifie´e dans le cadre propose´. Toutefois
cette solution laisse ouverte la question d’un concept permettant d’avoir un re´sultat
modulaire tout en gardant l’efficacite´ apporte´e par les solveurs et les canoniseurs.
En re´ponse a` cette question, nous proposons le concept de canoniseur e´tendu qui
constitue la deuxie`me contribution de ce chapitre.
Intuitivement, un canoniseur e´tendu nous permet de canoniser des termes par
rapport a` une the´orie et un ensemble donne´ d’e´quations T -satisfiable, de telle sorte
que le proble`me du mot uniforme, i.e. T |= Γ⇒ s = t, se re´duit au proble`me de ve´rifier
l’identite´ ecan(Γ)(s) = ecan(Γ)(t), ou` ecan(Γ)(s) et ecan(Γ)(t) sont respectivement
les “formes canoniques e´tendues” de s et t. Un concept similaire introduit dans [RS01]
pour la the´orie de l’e´galite´ et sa combinaison avec une the´orie de Shostak est aussi
de´crit dans une version rigoureuse du sche´ma de Shostak. Dans [RS02], un tel sche´ma
est ge´ne´ralise´ pour conside´rer la combinaison de la the´orie de l’e´galite´ avec un nombre
arbitraire de the´ories de Shostak graˆce a` une ge´ne´ralisation inte´ressante du sche´ma
de Shostak ayant seulement besoin de la construction d’un canoniseur pour l’union
des the´ories et des solveurs pour les the´ories composantes. La diffe´rence principale
avec notre travail est que le concept de canoniseur e´tendu introduit dans ce chapitre
est modulaire, i.e. il existe une proce´dure qui, e´tant donne´s deux canoniseurs e´tendus
pour deux the´ories composantes, construit un canoniseur e´tendu pour leur union.
Une autre caracte´ristique inte´ressante des canoniseurs e´tendus est qu’ils peuvent eˆtre
construits efficacement en re´utilisant une panoplie de techniques existantes telles que
canoniseurs et solveurs pour les the´ories SH, ou techniques de re´e´criture pour les
the´ories n’admettant pas de solveur. Pour re´sumer, le concept de canoniseur e´tendu
offre un bon compromis entre modularite´ et possibilite´ de re´utiliser des techniques




Recently, a series of papers [CLS96, RS01, BDS02, Kap02, Gan02, CK03b, RS02,
CK03a, MZ03] have clarified the subtle issues of combining SH theories by studying
their relationships with NO theories. Unfortunately, these papers lack uniformity and
non-experts may be confused. For example, some works [CLS96, RS01, BDS02, RS02]
use pseudo-code to describe the combination algorithms while others [Gan02, CK03b,
CK03a, MZ03] adopt a more abstract (rule-based) presentation. There are advantages
(and disadvantages) in both approaches : the pseudo-code offers a better starting point
for implementation while inference systems make correctness proofs easier. The first
contribution of this chapter is to provide a synthesis of Nelson-Oppen and Shostak
approaches to disjoint combination by using a rule-based approach in which many
recent results are recast and proved correct in a uniform, rigorous, and simple way.
Our rational reconstruction proceeds as follows. First, we recall that SH theories
are contained in the class of (convex) NO theories. According to this abstract classi-
fication, three possible scenarios are to be considered when combining two theories :
(a) both are NO theories (Section 6.3.1), (b) both are SH theories (Section 6.3.2),
and (c) one is a SH and the other is a NO theory (Section 6.3.3). We formalize
the combination schema for each scenario as an inference system. The applicability
conditions of the inference rules are derived from the properties of the theories being
combined. Along the lines of [Gan02, MZ03, CK03a], the combination schema for
(b) is obtained as a refinement of that for (a). The inference system formalizing the
combination schema for (c), already considered in [BDS02], is obtained by modularly
reusing those for (a) and (b) in a natural and straightforward way. As a final remark,
we mention the possibility of refining the abstract inference systems presented here
with strategies as done in [CK03a], so to get a more fine-grained rule-based imple-
mentation which mimics a Shostak procedure as described in [RS02]. We do not do
this here, since we are interested in modularity rather than efficiency.
Our synthesis of combination schemas serves two purposes. First, although the
results are not new, we believe that presenting them in a uniform framework could
provide a valuable reference for people interested in combination problems, especially
for non-experts of the field. Second, it can serve as the starting point for further
investigations. As an example, a problem of great importance when combining SH
theories is the lack of modularity for solvers [CK03b] : no general method exists to
produce a solver for the union of SH theories from the solvers of the component theo-
ries. This lack of modularity together with the observation that the theory of equality
(ubiquitous in virtually any application where combinations of decision procedures
are needed) is not a SH theory seem to suggest that any ad hoc combination schema
for scenario (c) constitute a reasonable trade-off between efficiency and generality :
solvers and canonizers for SH theories efficiently derive new equalities and cooperate
in a Nelson-Oppen way. This solution (adopted, for example, in ICS [FORS01]) can
be easily specified in the framework proposed in this chapter. In fact, the schema of
Section 6.3.1 can be applied to construct a satisfiability procedure for the union of
many NO theories which can then be used as the component NO theory in a simple
generalization of the schema in Section 6.3.3 to accommodate several solvers and ca-
nonizers. However, this solution leaves open the question about the existence of a
suitable concept that would allow us to obtain a modularity result and retain some
of the efficiency of the canonizers and solvers.
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By investigating this question in our framework, we propose the concept of ex-
tended canonizer which constitutes the second contribution of this chapter. Intui-
tively, an extended canonizer allows us to canonize terms with respect to a given
theory T and a given T -satisfiable set of equations Γ, so that the uniform word pro-
blem for T , i.e. T |= Γ ⇒ s = t, reduces to the problem of checking the identity
ecan(Γ)(s) = ecan(Γ)(t), where ecan(Γ)(s) and ecan(Γ)(t) are the “extended canoni-
cal forms” of s and t, respectively (Section 6.4.1). A similar concept was introduced
in [RS01] for the theory of equality and its combination with one Shostak theory is
also described by a rigorous version of Shostak schema. In [RS02], such a schema is
generalized to consider the combination of the theory of equality with an arbitrary
number of SH theories by an interesting generalization of Shostak schema requiring
only the construction of a canonizer for the union of the theories and invoking the
solvers for the constituent theories. The main difference with our work is that the
concept of extended canonizer is modular, i.e. there exists a procedure that, given
two extended canonizers for two component theories, yields an extended canonizer
for their union (Section 6.4.2). Another interesting feature of extended canonizers
is that they can be efficiently built by reusing a wealth of existing techniques such
as canonizers and solvers for SH theories and rewriting techniques (as advocated in
[Kap97, BTV03, ARR03, Mar96]) for theories which do not admit a solver (Section
6.5). To summarize, the concept of extended canonizer offers an interesting trade-off
between modularity and the possibility to reuse disparate techniques to solve the uni-
form word problem under a common interface. As a final remark, we notice that our
definition of extended canonizer is orthogonal to the line of research (advocated in
[CK03b]) which suggests that modular solvers may exist in modified settings such as
multi-sorted logic.
6.2 Background
We assume the usual first-order syntactic notions of signature, term, position, and
substitution. Let Σ be a first-order signature containing only function symbols with
their arity and X a set of variables. A 0-ary function symbol is called a constant.
A Σ-term is a first-order term built out of the symbols in Σ and the variables in
X . We use the standard notion of substitution. We write substitution applications
in postfix notation, e.g. tσ for a term t and a substitution σ. The set of variables
occurring in a term t is denoted by V ar(t). If l and r are two Σ-terms, then l = r
is a Σ-equality and ¬(l = r) (also written as l 6= r) is a Σ-disequality. A Σ-literal is
either a Σ-equality or a Σ-disequality. A Σ-formula is built in the usual way out of
the universal and existential quantifiers, Boolean connectives, and symbols in Σ. If ϕ
is a formula, then V ar(ϕ) denotes the set of free variables in ϕ. We call a formula
ground if it has no variable, and a sentence if it has no free variables. Substitution
applications are extended to arbitrary first-order formulas, and are written in postfix
notation, e.g. ϕσ for a formula ϕ and a substitution σ.
We also assume the usual first-order notions of interpretation, satisfiability, vali-
dity, logical consequence, and theory, as given, e.g., in [End72]. A first-order theory
is a set of first-order sentences. A Σ-theory is a theory all of whose sentences have
signature Σ. All the theories we consider are first-order theories with equality, which
means that the equality symbol = is always interpreted as the identity relation. The
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theory of equality is denoted by E . A Σ-structure A is a model of a Σ-theory T if
A satisfies every sentence in T . A Σ-formula is satisfiable in T if it is satisfiable in
a model of T . Two Σ-formulas ϕ and ψ are equisatisfiable in T if for every model
A of T , ϕ is satisfiable in A iff ψ is satisfiable in A. The satisfiability problem for a
theory T amounts to establishing whether any given finite quantifier-free conjunction
of literals (or equivalently, any given finite set of literals) is T -satisfiable or not. A
satisfiability procedure for T is any algorithm that solves the satisfiability problem for
T . 14 Note that we can use free constants instead of variables to equivalently redefine
the satisfiability problem for T as the problem of establishing the consistency of T ∪S
for a finite set S of ground literals. The uniform word problem for a theory T amounts
to establishing whether T |= Γ ⇒ e, where Γ is a conjunction of Σ-equalities, e is a
Σ-equality, and all the variables in Γ⇒ e are (implicitly) universally quantified.
Given an inference system R composed of inference rules (written as P ⊢ C), the
binary relation ⊢R is defined on formulas as follows : Φ ⊢R Φ
′ if Φ′ can be derived
from Φ by applying a rule in R. The reflexive and transitive closure of ⊢R, denoted
by ⊢∗
R
, is called the derivation relation of R. Also, a derivation in R is a sequence
Φ ⊢R Φ
′ ⊢R Φ
′′ ⊢R · · · . A formula Φ is in normal form w.r.t. ⊢R if there is no
derivation in R starting from Φ. The relation ⊢∗
R
is terminating if there is no infinite
derivation. We will write the configuration Γ,∆ to denote a formula Γ ∧∆, where Γ
is a conjunction of equalities and ∆ is a conjunction of disequalities.
6.2.1 Combination of theories
In the sequel, let Σ1 and Σ2 be two disjoint signatures (i.e. Σ1 ∩ Σ2 = ∅) and Ti
be a Σi-theory for i = 1, 2. A Σ1 ∪ Σ2-term t is an i-term if it is a variable or it has
the form f(t1, ..., tn), where f is in Σi (for i = 1, 2 and n ≥ 0). Notice that a variable
is both a 1-term and a 2-term. A non-variable subterm s of an i-term is alien if s
is a j-term, and all superterms of s are i-terms, where i, j ∈ {1, 2} and i 6= j. An
i-term is i-pure if it does not contain alien subterms. A literal is i-pure if it contains
only i-pure terms. A formula is said to be pure if there exists i ∈ {1, 2} such that
every term occurring in the formula is i-pure. We will write the configuration Φ1; Φ2
to denote a formula Φ1 ∧ Φ2, where Φi is a conjunction of i-pure literals (i = 1, 2).
In this paper, we shall consider the problem of solving the satisfiability problem
for T1 ∪ T2 (i.e. the problem of checking the T1 ∪ T2-satisfiability of conjunctions of
Σ1∪Σ2-literals) by using the satisfiability procedures for T1 and T2. For certain theo-
ries, more basic algorithms exist which can be used to build satisfiability procedures,
e.g. canonizers and solvers for the class of Shostak theories (see below for a formal
definition). When such algorithms exist for either T1, T2, or both, we are interested
in using them to solve the satisfiability problem for T1 ∪ T2. In order to know which
basic algorithms are available for T1 and T2 and what are the assumptions on T1 and
T2, the following notions and results are useful.
Remember that a conjunction Γ of Σ-literals is convex in a Σ-theory T iff for
any disjunction
∨n
i=1 xi = yi (where xi, yi are variables and i = 1, ..., n) we have
that T ∪ Γ |=
∨n
i=1 xi = yi iff T ∪ Γ |= xi = yi, for some i ∈ {1, ..., n}. A Σ-theory
14. The satisfiability of any quantifier-free formula can be reduced to the satisfiability of sets of
literals by converting to disjunctive normal form and then splitting on disjunctions, e.g., checking
whether S1 ∨S2 (where S1 and S2 are conjunction of literals) is T -satisfiable reduces to checking the
T -satisfiability of both S1 and S2.
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T is convex iff all the conjunctions of Σ-literals are convex. A Σ-theory T is stably-
infinite iff for any T -satisfiable Σ-formula ϕ, there exists a model of T whose domain
is infinite and which satisfies ϕ. A Nelson-Oppen theory (NO-theory, for short) is a
stably-infinite theory which admits a satisfiability algorithm. A NO-convex-theory is
a convex NO-theory. The class of NO-theories (resp. NO-convex-theories) is denoted
by NO (resp. NO-convex).
Recall that a solver (denoted by solve) for a Σ-theory T is a function which takes
as input a Σ-equality s = t and such that (a) solve(s = t) returns false, if T |= s 6= t,
or (b) solve(s = t) returns a substitution λ = {x1 → t1, ..., xn → tn} such that (b.1)
xi is a variable occurring in s or t for i = 1, ..., n, (b.2) xi does not occur in any tj
for i, j = 1, ..., n, and (b.3) T |= s = t ⇔ ∃y1, ..., ym.
∧n
i=1 xi = ti, where y1, ..., ym
(m ≥ 0) are “fresh” variables s.t. yk does not occur in s or t, for all k = 1, ...,m. A
conjunction of Σ-equalities is in solved form iff it has the form
∧n
i=1 xi = ti, which will
be denoted by λˆ, where λ = {x1 → t1, ..., xn → tn} is the substitution returned by
solve. A canonizer canon for a Σ-theory T is an idempotent function from Σ-terms
to Σ-terms such that T |= a = b iff |= canon(a) = canon(b). A Shostak theory is a
convex theory which admits a solver and a canonizer. A SH-theory is a stably-infinite
Shostak theory. The class of SH-theories is denoted by SH.
We assume SH-theories to be stably-infinite since this is necessary to combine
them with other theories as suggested by many recent papers (see e.g. [MZ03]). This
is not too restrictive since, as shown in [BDS02], any convex theory with no trivial
models is stably-infinite.
Proposition 6.1. SH ⊆ NO − convex ⊆ NO.
6.3 Rational reconstruction of combination schemas
Let Ti be a Σi-theory (i = 1, 2) such that Σ1 ∩ Σ2 = ∅. We consider the problem
of building a satisfiability procedure for T1 ∪T2. As a preliminary step, we consider a
purification process converting any conjunction Φ of Σ1∪Σ2-literals into a conjunction
of pure literals. Such a process is achieved by replacing each alien subterm t by a
new variable x and adding the equality x = t to Φ. This mechanism, called variable
abstraction, is repeatedly applied to Φ until no more alien subterms t can be abstracted
away. Obviously, the purification process always terminates yielding Φ1 ∧ Φ2, where
Φi is a conjunction of Σi-literals (i = 1, 2) such that Φ1 ∧ Φ2 is equisatisfiable to Φ
in T1 ∪ T2. In the sequel, without loss of generality, we consider the satisfiability of
formulae of the form Φ1 ∧Φ2 (or, equivalently, of configurations Φ1; Φ2), where Φi is
a conjunction of i-pure literals.
Our combination schemas are specified by inference systems. To prove that an in-
ference system R yields a satisfiability procedure, we follow a three steps methodology.
First, we show that the derivation relation ⊢R induced by R is terminating. Second,
we prove that ⊢R preserves (un-)satisfiability. Finally, we check that the normal forms
defined by ⊢R (i.e. configurations to which no rule in R can be applied) distinct from
falsemust be satisfiable. The proof of the last step proceeds by contradiction showing
that a normal form distinct from false cannot be unsatisfiable by using the following
(technical) lemma from which the proof of correctness of Nelson-Oppen schema in
[RT03] essentially depends.
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Lemma 6.1. [RT03] If T1 and T2 are two signature-disjoint stably-infinite theories,
then any conjunction Φ1 ∧ Φ2 of pure quantifier-free formulas is T1 ∪ T2-satisfiable
if and only if there exists some equivalence relation E over shared variables in V =
V ar(Φ1) ∩ V ar(Φ2) such that Φi ∪ arr(V,E) is Ti-satisfiable for i = 1, 2, where
arr(V,E) ={x = y | (x, y) ∈ E} ∪ {x 6= y | (x, y) ∈ (V × V ) \ E} .
In the remainder, we need Lemma 6.1 (cf. Section 6.3) and the following Lemmas.
Lemma 6.2. Let σ = {x1 → t1, ..., xn → tn} be a substitution such that xi 6∈ V ar(tj)
for all i, j. For every theory T and every conjunction Γ of literals we have :
T ∪ Γ ∪ {x1 = t1, ..., xn = tn} |= x = y iff T ∪ Γσ |= xσ = yσ
Proof. (⇒) Assume that T ∪ Γ ∪ {x1 = t1, ..., xn = tn} |= x = y and A is a structure
satisfying T ∪ Γσ with a valuation α. By the fact that xi does not appear in T ∪ Γσ,
one can redefine α such that α(xi) = α(ti), for all i. Is easy to see that (A, α) satisfies
T ∪ Γ ∪ {x1 = t1, ..., xn = tn}. It implies (A, α) satisfies x = y too, thus xσ = yσ
evaluates to true in (A, α).
(⇐) Assume that T ∪Γσ |= xσ = yσ and A is a structure satisfying T ∪Γ∪{x1 =
t1, ..., xn = tn} with a valuation α. It is straightforward that (A, α) satisfies T ∪ Γσ.
Hence (A, α) satisfies xσ = yσ. In addition, α(xi) = α(ti), for all i, which implies
x = y maps to true in (A, α).
Lemma 6.3. Let T be a convex theory, Γ a set of equalities, and ∆ a set of disequa-
lities. If Γ ∧∆ is T -satisfiable, then
T |= (Γ ∧∆)⇒ x = y iff T |= Γ⇒ x = y
Proof. (⇐) Trivial. (⇒) Assume that T ∪ Γ ∪∆ |= x = y. Then T ∪ Γ ∪∆ ∪ {x 6= y}
is unsatisfiable. By convexity of T , either T ∪ Γ ∪ {x 6= y} is unsatisfiable or there
exists a disequality s 6= t ∈ ∆ such that T ∪ Γ ∪ {s 6= t} is unsatisfiable. In the first
case, the Lemma is proved. In the second one, by convexity Γ ∧∆ is T -unsatisfiable,
we obtain a contradiction.
6.3.1 Combining theories in NO-convex
We assume that T1 and T2 are in NO-convex. This implies the availability of
two satisfiability procedures for T1 and T2. We consider the inference system NO
obtained as the union of NO1 presented in Figure 6.1 and NO2 obtained from NO1
by symmetry. 15 NO takes configurations of the form Φ1; Φ2 where Φi is a set of
Σi-literals (i = 1, 2). Rule Contradiction1 reports the T1-unsatisfiability of Φ1 (and
hence of Φ1 ∧Φ2), detected by the available satisfiability procedure. Rule Deduction1
propagates equalities between shared variables known to the procedure for T1 to that
for T2 (if they are not already known to the latter). The problem of checking whether
the equality x = y is a logical consequence of T1∪Φ1 is transformed into the problem
of checking the T1-unsatisfiability of Φ1∪{x 6= y} so to be able to exploit the available
satisfiability procedure.
15. A symmetric rule for T2 is obtained from a rule for T1 by swapping indexes 1 and 2. A symmetric
inference system for T2 is the set of symmetric rules for T2 obtained from the rules for T1.
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Φ1 ∧ x 6= y is T1-unsatisfiable,
Φ2 ∧ x 6= y is T2-satisfiable, and
x, y ∈ V ar(Φ1) ∩ V ar(Φ2)
Figure 6.1 – The Inference System NO1
Theorem 6.1. Let T1, T2 be two signature-disjoint NO-convex-theories. Let NO be
the inference system defined as the union NO1∪NO2, where NO1 is depicted in Figure







false iff Φ1 ∧ Φ2 is T1 ∪ T2-unsatisfiable.
Proof. Direct consequence of the three following Lemmas.
Lemma 6.4 (Termination). The relation ⊢∗
NO
is terminating.
Proof. If the rule Contradiction applies, the procedure terminates. The rule Deduction
decreases strictly the number of equivalence classes of shared variables.
Lemma 6.5 (Soundness). The relation ⊢NO preserves equisatisfiability in T1 ∪ T2.
Proof. The soundness of the rule Contradiction is straightforward . For Deduction : (⇒)
Assume that |=αM (Φ1 ∪ Φ2). The application conditions guarantees that T1 ∪ Φ1 |=
x = y, implying α(x) = α(y). Thus |=αM (Φ1 ∪ Φ2 ∪ {x = y}). (⇐) Trivial.
Lemma 6.6 (Completeness). If Φ1; Φ2 is a normal form wrt. ⊢NO different from
false, then Φ1 ∧ Φ2 is T1 ∪ T2-satisfiable.
Proof. If the procedure terminates without reporting false, the final configuration
must be of the form Φ1; Φ2 such that :
– Φi is Ti-satisfiable for i = 1, 2 (otherwise Contradiction applies),
– ∀x, y ∈ V ar(Φ1) ∩ V ar(Φ2), T1 |= Φ1 ⇒ x = y iff T2 |= Φ2 ⇒ x = y (otherwise
Deduction applies).
Assume Φ1 ∧ Φ2 is T1 ∪ T2-unsatisfiable. Consider the equivalence relation ξ over
variables in V ar(Φ1) ∩ V ar(Φ2) such that (x, y) ∈ ξ iff T1 |= Φ1 ⇒ x = y and
T2 |= Φ2 ⇒ x = y.
By Lemma 6.1, Φ1 ∧ Φ2 T1 ∪ T2-unsatisfiable implies that there exists i ∈ {1, 2}
such that Φi ∪ arr(V, ξ) is Ti-unsatisfiable. Then two cases must be distinguished :
– arr(V, ξ) contains at least a disquality. By convexity there exist some i and
some disequality xk 6= yk such that Φi ∪ ξ ∪ {xk 6= yk} is Ti-unsatisfiable, or
equivalently T − i ∪ Φi ∪ ξ |= xk = yk. There by xk 6= yk should not be in
arr(V, ξ), a contradiction.
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Γ1 is not in solved form,
γ1 = solve1(Γ1) 6= false
Contradiction1
γ̂1,∆1 ∪ {s 6= t}; Γ2,∆2
false
if canon1(sγ1) = canon1(tγ1)
Deduction1
γ̂1,∆1; γ̂2,∆2






x, y ∈ V ar(γ1) ∩ V ar(γ2)
Figure 6.2 – The Inference System SH1
– arr(V, ξ) contains no disqualities. Then Φi∪arr(V, ξ) is equivalent to Φi∪ξ which
is Ti-equivalent to Φi. Thus Φi is Ti-unsatisfiable, a contradiction again.
Indeed, NO specifies only the essence of the Nelson-Oppen schema. Such a schema
can be refined to increase efficiency. For example, the satisfiability procedures of some
theories, such as Linear Arithmetic, can be extended so to derive entailed equalities
while checking for satisfiability (see, e.g. [KN94, vHG92]) thereby avoiding the gues-
sing done when applying Deduction1. In this chapter, we will not consider this kind of
amelioration (the interested reader is referred to [DNS03] for a comprehensive guide-
line to the efficient implementation of the Nelson-Oppen schema). In the following, we
will consider refinements of NO which allow us to incorporate solvers and canonizers
for theories in SH.
6.3.2 Combining theories in SH
We assume that T1 and T2 are in SH. This implies the availability of a canonizer
canoni and a solver solvei for each theory Ti (i = 1, 2).
Preliminary to the combination schema, we extend solvers to handle sets of equali-
ties as follows : solve(∅) returns the identity substitution ǫ ; solve(Γ∪{s = t}) = false,
if solve(s = t) = false ; and solve(Γ ∪ {s = t}) = σ ◦ solve(Γσ), if solve(s = t) = σ,
where ◦ denotes composition of substitutions.
We consider the inference system SH obtained as the union of SH1 presented
in Figure 6.2 and SH2 obtained from SH1 by symmetry. SH takes configurations of
the form Γ1,∆1; Γ2,∆2, where Γi is a set of Σi-equalities and ∆i is a set of Σi-
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disequalities for i = 1, 2. Rule Solve− fail1 reports the T1-unsatisfiability of Γ1 (and
hence of Γ1 ∧ ∆1 ∧ Γ2 ∧ ∆2) detected by solve1. Rule Solve− success1 replaces the
Σ1-equalities Γ1 with their solved form which is obtained again by using solve1. This
is important for the next two rules. Dealing with solved forms allows us to simply
determine entailed equalities (possibly between shared variables, see Deduction1) using
canonizers. Hence, it is possible to lazily report unsatisfiability as soon as we find
a disequality whose corresponding equality is entailed (see Contradiction1). Indeed,
convexity allows us to handle disequalities one by one.
Theorem 6.2. Let T1, T2 be two signature-disjoint SH-theories. Let SH be the infe-
rence system defined as the union SH1∪SH2, where SH1 is depicted in Figure 6.2 and
SH2 is obtained by symmetry. The relation ⊢
∗
SH
is terminating and Γ1,∆1; Γ2,∆2 ⊢
∗
SH
false iff Γ1 ∧∆1 ∧ Γ2 ∧∆2 is T1 ∪ T2-unsatisfiable.
Proof. Direct consequence of the three following Lemmas.
Lemma 6.7 (Termination). The relation ⊢∗
SH
is terminating.
Proof. If rules Solve-fail and Contradiction apply, the procedure terminates. For other
rules, we must show that rules Solve-success and Deduction can not be applied in-
finitely. Indeed, Solve-success can only be applied if Γ1 is not in solved form. Only
Deduction may likely modify a solved form into a non-solved form by integrating an
equality between variables. We only need to prove that Deduction can not be applied
infinitely. The set of shared variables is finite and Deduction integrates equalities detec-
ted in T1 to T2 only if they have not been detected in T2 (canon1(xλ1) = canon1(yλ1)
and canon2(xλ2) 6= canon2(yλ2)). This guarantees that Deduction can only be applied
finitely many times.
Lemma 6.8 (Soundness). The relation ⊢SH preserves equisatisfiability in T1 ∪ T2.
Proof. The soundness is straightforward for rules Solve-fail and Contradiction.
– For Solve-success :
– (⇒) Assume that |=αM Γ1 ∧∆1 ∧ Γ2 ∧∆2. Let λ1 = {x1 → t1, ..., xn → tn} =





is T1 ∪ T2-valid. We can extend α to y˜ such that α(xi) = α(ti). It is easy to
see that |=αM λ̂1 ∧∆1 ∧ Γ2 ∧∆2.
– (⇐) Assume that |=αM λ̂1 ∧∆1 ∧ Γ2 ∧∆2, where λ1 = solve(Γ1). Like above,
one can restrict α to Dom(α)− y˜. Clearly, we have |=αM Γ1 ∧∆1 ∧ Γ2 ∧∆2.
– For Deduction :
– (⇒) Assume that |=αM λ̂1 ∧ ∆1 ∧ λ̂2 ∧ ∆2. We have α(x) = α(xλ1) and
α(y) = α(yλ1). By Lemma 6.2, T1∪ λ̂1 |= x = y iff T1 |= xλ1 = yλ1. But then
T1 |= xλ1 = yλ1 implies T1 ∪ T2 |= xλ1 = yλ1, thus α(xλ1) = α(yλ1). Hence
α(x) = α(y) and |=αM λ̂1 ∧∆1 ∧ λ̂2 ∧ x = y ∧∆2.
– (⇐) Trivial.
Lemma 6.9 (Completeness). Γ1,∆1; Γ2,∆2 is a normal form wrt. ⊢SH different from
false, then Γ1 ∧∆1 ∧ Γ2 ∧∆2 is T1 ∪ T2-satisfiable.
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Proof. If the procedure terminates without reporting false, the final configuration
must be of the form (λˆ1,∆1); (λˆ2,∆2) such that :
– λˆi ∧∆i is Ti-satisfiable for i = 1, 2 (otherwise Contradiction applies),
– ∀x, y ∈ V ar(Φ1) ∩ V ar(Φ2), canon1(xλ1) = canon1(yλ1) iff canon2(xλ2) =
canon2(yλ2) (otherwise Deduction applies).
Since λˆi ∧∆i is Ti-satisfiable we have
Ti |= (λˆi ∧∆i)⇒ x = y iff canoni(xλi) = canoni(yλi)
thanks to Lemma 6.3, Lemma 6.2, and the definition of canon. Then the proof can
be continued by contradiction in a way similar to the proof of Lemma 6.6.
It is easy to see that a strategy applying rules Solve− fail1, Solve− success1, and
Contradiction1 in SH to a configuration Γ1,∆1; Γ2,∆2 yields the same result as that
of applying rule Contradiction1 in NO to Γ1∪∆1; Γ2∪∆2. Similarly, the application of
rules Solve− success1 and Deduction1 in SH simulates the application of Deduction1
in NO ; showing that equalities between shared variables can be derived by invoking a
solver (and a canonizer) rather than resorting to guessing as for NO when applying the
rule Deductioni (i = 1, 2). This is one of the key insights underlying Shostak schema.
Furthermore, similarly to [Gan02], the abstract schema presented here seems to
emphasize the importance of the solver w.r.t. the canonizer. In fact, if the solved form
returned by the solver is also canonical, the canonizer can be trivially implemented as
the identity function. Nonetheless, we believe that the concept of canonizer is quite
important for two crucial reasons. First, it offers the entry point to refinements of
the proposed schema to increase efficiency. In fact, solving a set of equalities in “one-
shot”, as done when applying rule Solve− success1, may not be as efficient as solving
equalities incrementally, as done e.g. in [RS01, Kap02]. This can be incorporated in
our schema by refining the inference system SH along the lines described in [CK03a]
so that the solver is applied to only one equality at a time and the canonizer needs to
return a canonical form for arbitrary terms. The second reason is that a generalization
of the concept of canonizer will be the basis for a new combination schema as we will
see in Section 6.4.
6.3.3 Combining a theory in NO-convex with one in SH
Without loss of generality, let us assume that T1 is in NO-convex and that T2 is in
SH. This situation frequently arises in practical verification problem, e.g. the union
of a theory in SH and E (which is not in SH). We consider the inference system NS
obtained as the union of NO1 in Figure 6.1 and SH2, the symmetric of SH1 in Figure
6.2. NS takes configurations of the form Φ1; Γ2,∆2 where Φ1 is a set of Σ1-literals,
Γ2 is a set of Σ2-equalities, and ∆2 is a set of Σ2-disequalities. We furtherly assume
that when a rule of NO is applied, Φ1; Γ2,∆2 stands for Φ1; Γ2 ∪∆2 and when a rule
of SH is applied, Φ1; Γ2,∆2 is considered as Γ1,∆1; Γ2 ∪∆2, where Φ1 = Γ1 ∪∆1 and
Γ1 (∆1) is a set of Σ1-equalities (-disequalities, respectively). NS can be seen as an
abstract version of the one proposed in [BDS02].
Theorem 6.3. Let T1, T2 be two signature-disjoint theories such that T1 is in NO-
convex and T2 is in SH. Let NS be the inference system defined as the union NO1∪SH2,
where NO1 is in Figure 6.1 and SH2 is obtained from SH1 in Figure 6.2 by symmetry.
The relation ⊢∗
NS
is terminating and Φ1; Γ2,∆2 ⊢
∗
NS
false iff Φ1 ∧Γ2 ∧∆2 is T1 ∪ T2-
unsatisfiable.
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Let T1, ..., Tk and Tk+1, ..., Tk+n be k theories in NO-convex and n theories in
SH, respectively, and such that Σi ∩ Σj 6= ∅ for i, j = 1, . . . , k + n, i 6= j, and
n, k ≥ 1. It is possible to modularly build a satisfiability procedure for T =
⋃k+n
j=1 Tj
as follows. Repeatedly use NO to obtain a satisfiability procedure for U0 =
⋃k
j=1 Tj ,
then repeatedly use NS to build satisfiability procedures for U1 = U0∪Tk+1, . . . , Un =
Un−1∪Tk+n, where Un is T . An alternative would be to repeatedly use SH to construct
satisfiability procedures for unions of two theories in SH, followed by a repeated use
of NO on the resulting theories. The particular case of combining E with one or
more theories in SH (i.e. k = 1) has been extensively studied by many researchers
[CLS96, RS01, Kap02, BDS02, Gan02, CK03b, RS02, CK03a], Shostak [Sho84] being
the first. The correctness of the combination schemas outlined above immediately
follows from the correctness of NO, SH, NS, the fact that the union of two theories in
NO-convex is also in NO-convex , and that SH is contained in NO-convex . Similar
results are given in [MZ03].
Finally, let us mention still another possibility to combine k theories in NO-convex
and n theories in SH. It would be possible to slightly modify our inference rules to
take into account k + n theories ; configurations would be of the form
Φ1; . . . ; Φk; Γk+1,∆k+1; . . . ; Γk+n,∆k+n
and the rule Deduction would propagate an equality between shared variables, deduced
in one theory, to the other (k+n)−1 theories. At this point, it would not be difficult
to modify the proof of correctness for NS to show that the resulting rules (taken from
NO1, . . . ,NOk, SHk+1, . . . , SHk+n) yield a satisfiability procedure for T . The resulting
proof would be a bit more involved because of the more complex notation.
6.4 Combining ECAN-convex-theories
Although the combination schemas of Section 6.3 are already sufficient to combine
several theories either in NO-convex, SH, or both, we investigate how to find a gene-
ric combination schema which features the modularity of NO and retains some of the
efficiency of SH. To this end, we introduce a new basic building block which genera-
lizes the concept of canonizer for SH-theories and can be modularly combined either
to (1) build a satisfiability procedure for the union of theories (admitting extended
canonizers) by a schema which allows to efficiently propagate entailed equalities as
in SH but does not require to solve equalities, or to (2) obtain an extended canonizer
out of two extended canonizers in a modular way, thereby showing that the class of
theories for which an extended canonizer exists is closed under disjoint union.
6.4.1 Extended canonizers and ECAN-convex-theories
Definition 6.1 (Extended canonizer). Let T be a Σ-theory, and let Γ be a conjunction
of Σ-equalities. Given any T -satisfiable Γ, an extended canonizer for T is a function
ecan(Γ) : T (Σ, X) → T (Σ ∪ K(Γ), X), such that, for any terms s, t, we have T |=
Γ ⇒ s = t iff ecan(Γ)(s) = ecan(Γ)(t), where K(Γ) is a finite set of fresh constant
symbols such that Σ ∩K(Γ) = ∅.




The concept of extended canonizer presents many similarities with the function
can(Γ) in [RS01]. 16 An important difference is that our extended canonizers can be
modularly combined to yield satisfiability procedures for union of disjoint theories
(see Section 6.4.2 below). However, [RS02] describes a solution to the problem of
combining E with several theories in SH by means of an interesting generalization
of Shostak algorithm which only requires to build a canonizer for the union of the
theories (which is always possible for convex theories [CK03b]) and invokes the solvers
for the component theories.
If a theory T admitting an extended canonizer ecan is also convex, then it is always
possible to build a satisfiability procedure for T by recalling that Γ ∧ ¬e1 ∧ · · · ∧ ¬en
is T -unsatisfiable if and only if there exists some i ∈ {1, . . . , n} such that Γ ∧ ¬ei is
T -unsatisfiable, or equivalently T |= Γ ⇒ ei. This immediately implies the following
proposition.
Proposition 6.2. ECAN − convex ⊆ NO − convex.
Although we can always decide the uniform word problem for a convex theory T
by invoking a satisfiability procedure, it is not clear whether an extended canonizer
always exists for T in NO-convex. Recall that in the Definition 6.1 of extended ca-
nonizer, we require it to return terms over T (Σ ∪ K(Γ), X) where K(Γ) must be a
finite set of fresh constant symbols. The intuition is that a constant in K(Γ) is the
representative of an equivalence class induced by T ∪Γ. Since K(Γ) is finite, extended
canonizers can only be built for a theory T such that, for each finite set Γ of ground
equalities, the equivalence relation induced by T ∪Γ has a finite number of equivalence
classes. So, the problem of determining that the inclusion in Proposition 6.2 is strict
amounts to proving the existence of a theory T in NO-convex such that for some set
Γ of ground equalities, T ∪Γ induces an equivalence relation with an infinite number
of equivalence classes. We conjecture that such a theory exists and hence conclude
the inclusion in Proposition 6.2 is strict.
6.4.2 Extended canonizers and combination of ECAN-convex theo-
ries
For technical reasons (that will become clear in a moment), we introduce the
concept of equational simplifier , which is a partial function eqs taking conjunctions
of equalities and returning a function whose input is an equality and which returns
either true or false such that for any conjunction of equalities Γ and equality e, (a)
eqs is defined for Γ and e iff Γ is T -satisfiable, and (b) eqs(Γ)(e) is true if T |= Γ⇒ e,
and false otherwise. Indeed, for T in ECAN-convex, clause (b) can be restated as
follows : for any T -satisfiable Γ and any equality s = t, eqs(Γ)(s = t) = true iff
ecan(Γ)(s) = ecan(Γ)(t).
In the rest of this section, we assume that equational simplifiers are defined in
terms of extended canonizers and we study the problem of building satisfiability
procedures for unions of ECAN-convex theories. There are two possibilities.
– First, adapt NO to combine satisfiability procedures built out of equational
simplifiers. (To see this, observe that equational simplifiers decides uniform word
16. can(Γ)(t) returns a canonical form of the term t in which any (uninterpreted) subterm that is
congruent to a known left hand side in an equation of Γ is replaced by the associated right hand side.
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problems since these can be transformed to satisfiability problems as described
in Section 6.4.1.) This gives a straightforward reformulation of the inference
rules in NO where side conditions are expressed in terms of eqs. Since this is
easy, the details are left to the reader.
– Second, build an equational simplifier for the union of theories and then derive
the corresponding satisfiability procedure.
In the following, we develop the second possibility. Let Ti be a Σi-theory in ECAN-
convex and ecani its extended canonizer for i = 1, 2 and Σ1 ∩Σ2 = ∅. First, we show
how to obtain an equational simplifier eqs1,2 for T1 ∪ T2 by using a variant of NO
restricted to equalities. Then, we show how to build an extended canonizer ecan1,2
for T1 ∪ T2 out of ecan1, ecan2 and eqs1,2. The reader may ask why we need to build
the equational simplifier for T1 ∪ T2 to be able to build an extended canonizer. The
answer is in the definition of extended canonizer which requires Γ to be satisfiable for
ecan(Γ) to be defined. So, we need to check the T1 ∪ T2-satisfiability of conjunctions
of Σ1 ∪ Σ2-equalities to decide whether ecan1,2 is defined.
Lemma 6.10. Let eqs be the function constructed in Figure 6.3. For any conjunction
Γ of Σ1 ∪ Σ2-equalities, we have eqs(Γ) is defined iff Γ is T1 ∪ T2-satisfiable.
Proof. Consider the notations introduced in Figure 6.3. The lemma is a direct conse-
quence of the fact that Γ and Γ1 ∧ Γ2 are equisatisfiable in T1 ∪ T2 and the definition
of EEC as EEC1 ∪ EEC2, where EEC1 is depicted in Figure 6.4 and EEC2 is obtained
from EEC1 by symmetry. The key observation here is that EEC is a variant of NO
restricted to equalities.
Lemma 6.11. Let eqs be the function constructed in Figure 6.3. For any T1 ∪ T2-
satisfiable conjunction Γ of Σ1 ∪ Σ2-equalities, and any Σ1 ∪ Σ2-equality s = t, we
have eqs(Γ)(s = t) = true iff T1 ∪ T2 |= Γ⇒ s = t.
Proof. Consider the conjunction Γ′′′1 ∧ Γ
′′′
2 introduced in Figure 6.3. By definition
we have x = s and y = t, and we know that Γ ∧ s 6= t and Γ′′′1 ∧ Γ
′′′
2 ∧ x 6= y are




2 ∧ x 6= y is
T1∪T2-unsatisfiable too, and we can use the inference system NO to derive false from
a configuration where x 6= y can be viewed as either a 1-disequality or a 2-disequality.
In the following, let us assume x 6= y is a 1-disequality :





To analyze how false is obtained, several cases must distinguished :
1. If x ∈ V ar(Γ′′′1 ) and y ∈ V ar(Γ
′′′
2 ), then y is a shared variable, but x is
not. The unique possibility to derive false is to apply Deduction2 followed
by Contradiction1. Hence, there is a shared variable z such that T2 |= Γ
′′′
2 ⇒
y = z for Deduction2 to be applicable, and T1 |= Γ
′′′
1 ∪ {y = z} ⇒ x = y for
Contradiction1 to be applicable. Hence, T1 ∪ Γ
′′′
1 ∪ {y = z} |= x = z, and so
T1 ∪ Γ
′′′
1 |= x = z, by Lemma 6.2 since y does not occur in Γ
′′′
1 . Equivalently,
we can say that eqs1(Γ
′′′
1 )(x = z) = true. To conclude, there exists a shared
variable z such that eqs1(Γ
′′′
1 )(x = z) = eqs2(Γ
′′′
2 )(y = z) = true.
2. If x, y ∈ V ar(Γ′′′1 ), then x, y occur only in one side, Contradiction1 applies ne-
cessarily, and eqs1(Γ
′′′
1 )(x = y) = true.
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Given a set Γ of equalities and an equality s = t, the following procedure shows how
to construct eqs for (Γ, s = t), when defined. Let EEC be the inference system defined
as the union EEC1∪EEC2, where EEC1 is depicted in Figure 6.4 and EEC2 is obtained
by symmetry.
1. Purify Γ into Γ1; Γ2.
2. If Γ1; Γ2 ⊢
∗
EEC
false, then eqs is undefined for (Γ, ).
3. Otherwise, let Γ′1; Γ
′





2. Furthermore, consider x = s ∧ y = t, where x, y are new variables not










2 ∧ x =
s ∧ y = t.
4. Let Γ′′′1 ; Γ
′′′










This normal form is necessarily different from false since Γ1 ∧ Γ2 is T1 ∪ T2-
satisfiable and x, y are distinct new variables.
5. If there exists i ∈ {1, 2} such that x, y ∈ V ar(Γ′′i ), then eqs(Γ)(s = t) is defined
and it is equal to eqsi(Γ
′′′
i )(x = y).
6. Otherwise (x ∈ V ar(Γ′′i ), y ∈ V ar(Γ
′′
j ), for i 6= j), eqs(Γ)(s = t) is defined, and
it is equal to true if there exists z ∈ V ar(Γ′′1)∩V ar(Γ
′′





j )(y = z) = true, otherwise it is defined as false.
Figure 6.3 – Equational Simplifier for the Union of Theories





{x 6= y} ⊢∗
NO
false.
4. If x ∈ V ar(Γ′′′2 ) and y ∈ V ar(Γ
′′′
1 ), then it is a symmetric case to the first one,
since Γ′′′1 ; Γ
′′′




Lemma 6.12. Let T1 and T2 be two signature-disjoint convex and stably infinite
theories. If an equational simplifier eqsi is known for Ti (for i = 1, 2), then it is
possible to construct an equational simplifier eqs for T1 ∪ T2 using the combination
method described in Figure 6.3.
Notice that the result above can be repeatedly applied to build an equational
simplifier for the union of n signature-disjoint, convex, and stably-infinite theories
T1, . . . , Tn. So, a satisfiability procedure for T1 ∪ · · · ∪ Tn can be immediately obtai-
ned. However, this still does not answer the question : does there exist an extended
canonizer ecan1,2 for T1∪T2 given two extended canonizers ecan1 and ecan2 for T1 and
T2, respectively, and an equational simplifier eqs1,2 for their union ? To answer this
question (constructively), we analyze the equational simplifier for eqs1,2 for T1 ∪ T2
given in Figure 6.3 and we show how an extended canonizer can be obtained. The
key technique underlying the analysis consists of unfolding the fresh variables (abs-
tracting alien subterms) introduced by purification so to get terms back in the right
signature. This unfolding must be done with care since we must take into account
the equivalence relation on fresh variables induced by the propagation of equalities
between shared variables.
Theorem 6.4. ECAN-convex is closed under disjoint union.
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if eqs1(Γ1) is undefined
Deduction1
Γ1; Γ2






eqs1(Γ1)(x = y) = true,
eqs2(Γ2)(x = y) = false,
x, y ∈ V ar(Γ1) ∩ V ar(Γ2)
Figure 6.4 – The Inference System EEC1
Proof. Consider the algorithm in Figure 6.3. We first introduce some additional no-
tations. Let AV be the set of fresh variables introduced by purification occurring in
V ar(Γ′′′1 ∧Γ
′′′
2 ). By definition, each variable v ∈ AV is associated to a i-pure term and
we call Ti the theory of v, denoted by th(v). We define an equivalence relation ≡ on
AV as follows : v ≡ v′ if eqsi(Γ
′′′
i )(v = v
′) = true, where i can possibly be 1 or 2. We
say that the equivalence class [v]≡ is pure if ∀v
′, v′ ≡ v ⇒ th(v′) = th(v), otherwise
[v]≡ is said to be impure. Now, for each impure equivalence class [v]≡, there exists
necessarily at least one variable z in V ar(Γ1)∩V ar(Γ2) such that z ≡ v, and we take
one of these variables as the representative of the class, denoted by χ[v]≡ . We are now
ready to inductively define a mapping from AV to a set of terms expressed in the
union of signatures :
– ρ(v) = t{v′ 7→ ρ(v′)}v′∈AV ∩V ar(t), where t = ecani(Γ
′′′
i )(v) and i = th(v), if [v]≡
is pure ; and
– ρ(v) = χ[v]≡ , if [v]≡ is impure.
According to this definition, the range of ρ is included in T (Σ1 ∪ Σ2, X ∪ (AV ∩
V ar(Γ1) ∩ V ar(Γ2))). Now, we are almost done since we can use ρ to define the
heterogeneous “normal forms” associated to terms s and t which are respectively
abstracted by x and y (see Figure 6.3). If we define ecan(Γ)(s) (resp. ecan(Γ)(t)) as
equal to ρ(x) (resp. ρ(y)), we get a mapping satisfying the expected property since
eqs(Γ)(s = t) = true iff ρ(x) = ρ(y). Therefore, we have shown how to construct
an extended canonizer for T1 ∪ T2 when extended canonizers are known for T1 and
T2.
6.5 Extended canonizers, solvers, canonizers, and satis-
fiability procedures
We describe the relationships between theories in ECAN-convex, those in SH, and
some in NO-convex which are not in SH.
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Extended canonizer for Shostak theories by solvers and canonizers
Proposition 6.3. SH ⊆ ECAN − convex, i.e. theories in SH admits an extended
canonizer.
Proof. Let T be an SH-theory and solve and canon its solver and canonizer, respec-
tively. We define an extended canonizer ecan for T , as follows. If solve(Γ) = false,
then ecan is undefined. If solve(Γ) returns a substitution λ, then ecan(Γ)(s) returns
canon(sλ).
The proof of the Proposition above suggests how to reduce the uniform word
problem T |= Γ ⇒ s = t for a theory T in SH to the word problem T |= sλ = tλ,
where λ is the substitution obtained by iteratively applying solve to Γ. In turn, T |=
sλ = tλ reduces to checking whether canon(sλ) is syntactically equal to canon(tλ) (a
similar observation is done in [Gan02]). The key observation here is that substituting
equalities in Γ with their solved form λˆ can be done without backtracking, thanks
to the properties of solve. This is not possible for some theories whose uniform word
problem can be decided by using an extended canonizer. For example, E admits
efficient algorithms to solve its uniform word problem (see, e.g. [DST80]) but it is
easy to show that it does not admit a solver (see e.g. [MZ03]) ; so E is not in SH.
Extended canonizer for Horn theories by saturation
Now we show that extended canonizers can be effectively computed for the class of
theories axiomatized by a finite set of Horn clauses, which enjoys the finite saturation
property (cf. Definition 4.4 of Chapter 4). Recall that a theory has the finite saturation
property if any saturation of an arbitrary set of ground flat literals together with the
theory axioms is finite.
To decide the uniform word problem we can adopt a refutational approach, i.e.
to decide T |= Γ ⇒ s = t we can resort to a T -satisfiability procedure invoked on
Γ∪{s 6= t}. In the context of building rewriting-based satisfiability procedures, the set
Γ∪{s 6= t} is assumed to be flat, i.e. s, t are constants and Γ only contains ground flat
equalities. In other word, each input ground term can be represented by a constant.
This allows us to refine, without loss of generality, the Definition 6.1 so that extended
canonizers put constants, instead of terms, in normal form. This refinement makes
sense when combining decision procedures using the Nelson-Oppen method because
only equalities between constants (free variables) must be propagted. In addition, it
allows us to avoid confusion between free variables and universally quantified variables
in clauses when dealing with saturation.
For these reasons, we refine the notion of extended canonizer as follows.
Definition 6.2. Let T be a Σ-theory, and let Γ be a conjunction of ground flat
Σ-equalities. Given any T -satisfiable Γ, an extended canonizer for T is a function
ecan(Γ) : T (Σ, X)→ ΣC ∪K(Γ), such that, for any constants c, c′ ∈ ΣC ∪K(Γ), we
have T |= Γ⇒ c = c′ iff ecan(Γ)(c) = ecan(Γ)(c′), where K(Γ) is a finite set of fresh
constant symbols such that ΣC ∩K(Γ) = ∅.
Clearly, a theory admits an extended canonizer as defined in the Definition 6.2 if
and only if it admits an extended canonizer as defined in the Definition 6.1.
The following result is closyly related to the deduction-completeness of rewriting-
based satisfiability procedures (cf. Lemma 5.4 of Chapter 5).
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Lemma 6.13. Let T be a theory axiomatized by a finite set Ax(T ) of Horn clauses,
which is saturated with respect to SP. Assume that for every set S of ground flat
literals, any saturation S′ of Ax(T )∪S by SP is finite and contains no equality of the
form X = t, where X 6∈ V ar(t) 17. Then, for each equality between constants c = c′
such that T ∪ S |= c = c′, we have that the subset containing all equalities between
constants in S′ entails c = c′.
Proof. Assume that there is some equality c = c′ between constants such that T ∪S |=
c = c′. Reasoning by refutation, T ∪ S |= c = c′ iff S ∧ c 6= c′ is not T -satisfiable.
Hence, it must be possible to derive the empty clause by applying SP to the set
S′ ∪ {c 6= c′}. Since S′ is T -satisfiable and saturated, only inferences involving both
clauses from (or inferred from) S′ and c 6= c′ can yield the empty clause. Let us
analyze such inferences, i.e. inferences between c 6= c′ and some clause C ′ in S′. If
there is an inference between c 6= c′ and C ′, then C ′ must be an equality between
constants or variables. This is because the ordering used in the Superposition Calculus
is defined such that a disequality is always bigger than an equality and as consequence
an equality is maximal in a clause only if the latter contains no disequalities. If C ′
contains a variable, then C ′ must have the form X = t, where X 6∈ V ar(t). That
would contradict the assumption of the lemma. If C ′ only contains constants, then
C ′ is an equality between constants and the clause inferred from c 6= c′ and C ′ must
be a disequality between constants. This means that an inference between c 6= c′
and a clause in S′ is possible only if the latter is an equality between constants and
only derives a disequality between constants. Therefore, the subset containing all
equalities between constants in S′ together with c 6= c′ suffice to infer the empty
clause. Or equivalently the subset containing all equalities between constants in S′
entails c = c′.
The above lemma allows us to state that the finite saturation property is suffcient
for a Horn theory to have an extended canonizer.
Lemma 6.14. Let T be a theory axiomatized by a finite set Ax(T ) of Horn clauses.
Assume that for every set S of ground flat literals, any saturation of Ax(T ) ∪ S by
SP is finite. Then T admits an extended canonizer.
Proof. Given a set Γ of ground flat equalities, the following method allows us to
compute ecan(Γ).
1. Saturate Ax(T ) ∪ Γ with respect to SP to obtain the set S′.
2. If S′ contains an equality of the form X = t, where X 6∈ V ar(t), then T ∪ Γ,
or equivalently S′, has only trivial model. Therefore we can fix an arbitrary
constant c0 and define ecan(Γ)(c) = c0 for all constants c.
3. Otherwise, let Se be the subset of S
′ containing all equalities between constants.
By using abstract congruence closure technique described in [BTV03], we can
build a canonical rewrite system RSe out of the set Se of equalities between
constants. Then define ecan(Γ)(c) to be the normal form of c with respect to
RSe .
By construction, for every pair of constants c, c′ we have that T |= Γ⇒ c = c′ if and
only if ecan(Γ)(c) = ecan(Γ)(c′).
The following theorem follows directly from Lemma 6.14.
17. This condition also implies that T is stably infinite (cf. Section 5.3 of Chapter 5). Therefore we
can apply the Nelson-Oppen based combination schemas proposed in this chapter.
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Theorem 6.5. Let T be a theory axiomatized by a finite set Ax(T ) of Horn clauses,
which is saturated with respect to SP. Assume that for every set S of ground flat
literals, any saturation of Ax(T ) ∪ S by SP is finite and contains no equality of the
form X = t, where X 6∈ V ar(t). Then T ∈ ECAN − convex.
It is interesting to notice that the superposition calculus provide us with an uni-
form method to derive satisfiability procedures for not only a theory T with the
finite saturation property, but also the union of T with the theory of equality. As
consequence, the extended canonizer built by superposition is actually an extended
canonizer for the union of T and the theory of equality. In this respect, variants of the
superposition calculus (e.g. superposition modulo Shostak theories [GHW03], super-
position modulo associativity and commutativity [RV95, Vig94]) give us a Shostak-
like method, which is different from the Nelson and Oppen-like one in the proof of
Theorem 6.4, to build in an uniform way an extended canonizer for the union of some
theory and the theory of equality.
6.6 Discussion
We have presented combination schemas for disjoint unions of (a) two theories
in NO-convex, (b) two theories in SH, and (c) one theory in NO-convex with one
in SH. We have shown how such schemas are related to Nelson-Oppen and Shostak
approaches to combination as well as with many of the refinements available in the
literature. Our formalization highlights the key ideas underlying each combination and
allows us to derive proofs of correctness which are easy to grasp. We believe this is a
valuable synthesis for further investigations. To justify this claim, we have introduced
the concept of extended canonizer which abstracts algorithms for deciding the uniform
word problem of a theory and it is modular, i.e. an extended canonizer can be built
out of the extended canonizers for the component theories. This is in contrast to the
lack of modularity of solvers for Shostak combination schema. Another advantage
is the fact that it can be easily implemented in terms of solvers and canonizers for
Shostak theories or by rewriting techniques as suggested e.g. in [ARR03].
There are several main lines for future work. First, we want to derive a more
precise characterization of the theories admitting an extended extended canonizer. In
this respect, a promising line of research would be to study for which theories the
uniform word problem can be reduced to a word problem. Second, we want to study
the complexity of extended canonizers in the union of theories. We believe it would
be interesting to apply our combination results to polynomial time decidable uni-
form word problems as described in [BG96, Gan01]. Third, we intend to empirically
evaluate the efficiency of extended canonizers by conducting some experiments in haR-
Vey [DR03]. The interest here is to obtain an efficient combination between extended
canonizers and propositional solvers. This requires to equip extended canonizers with
the capability of generating useful theory-specific facts which, once projected into the
propositional domain, allow to reduce the search space. Finally, we plan to study how
extended canonizers can be used when non-convex theories are combined.
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Chapitre 7
Me´langes disjoints de the´ories
convexes et de the´ories
universelles
Nous avons vu dans le Chapitre 6 que la correction des proce´dures de combinai-
son (pour des the´ories convexes, des the´ories de Shostak et des the´ories admettant un
canoniseur e´tendu) est garantie sous l’hypothe`se de stable infinite´. Nous travaillons
dans le but d’e´tendre les re´sultats obtenus aux the´ories convexes mais pas ne´cessai-
rement stablement infinies. Dans [BDS02], les auteurs ont montre´ que toute the´orie
convexe qui n’a pas de mode`le trivial est stablement infinie et donc peut eˆtre combi-
ne´e en utilisant la me´thode de Nelson et Oppen. Nous allons plus loin en montrant
dans ce travail que les proce´dures de satisfiabilite´ des the´ories convexes peuvent eˆtre
combine´es meˆme si ces the´ories ne sont pas stablement infinies, a` condition de savoir
si elles ont un mode`le trivial. En pratique, cette condition n’est pas vue comme une
restriction d’applicabilite´ de notre re´sultat car eˆtre capable de de´cider si une the´orie
a un mode`le trivial ou non est une moindre condition par rapport au proble`me de
satisfiabilite´ dans cette the´orie. Notre re´sultat s’applique bien aux the´ories finiment
axiomatise´es puisque pour de´cider si ces the´ories ont un mode`le trivial il suffit de
remplacer tous les termes se trouvant dans les axiomes par la meˆme constante et puis
de tester la satisfiabilite´ de l’ensemble de formules closes obtenu 18.
Dans le meˆme esprit, nous montrons e´galement qu’on peut avoir une construction
modulaire de canoniseur e´tendu pour l’union des the´ories convexes (pas ne´cessaire-
ment stablement infinies) admettant un canoniseur e´tendu. De plus nous n’avons pas
besoin de savoir si les the´ories composantes ont ou non un mode`le trivial. Ce re´sultat
ge´ne´ralise le re´sultat de modularite´ de canoniseur e´tendu pour les the´ories convexes
et stablement infinies (cf. The´ore`me 6.4) e´nonce´ dans le Chapitre 6.
Nous conside´rons par la suite la combinaison des the´ories universelles non convexes.
En s’inspirant du re´sultat de [BGN+06], nous montrons que les the´ories universelles
non convexes peuvent eˆtre combine´es, a` condition que pour ces the´ories le proble`me
de satisfiabilite´ dans un mode`le infini de ces the´ories soit de´cidable. Finalement, nous
conjecturons que les the´ories universelles finiment axiomatise´es peuvent eˆtre combi-
ne´es sans aucune autre restriction.
18. Pour ve´rifier la satisfiabilite´ d’un ensemble de formules closes, on le transforme en un ensemble
de clauses closes et ensuite on applique la saturation a` ce dernier (cf. Chapitre 4)
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Par simplicite´, nous nous limitons dans ce travail a` la combinaison des the´ories
dont la signature ne contient pas de symbole de relation.
7.1 Satisfiabilite´ dans des me´langes de the´ories convexes
Le re´sultat suivant sera utilise´ ulte´rieurement dans la preuve de correction de la
proce´dure de combinaison des the´ories convexes.
Proposition 7.1. Soit T une the´orie convexe. Si T a un mode`le non trivial, alors T
a un mode`le infini.
De´monstration. Par contradiction, supposons que T n’a pas de mode`le infini, alors T
implique ne´cessairement une disjonction d’e´galite´s entre variables, i.e T |=
∨
1≤j 6=k≤n xj =
xk. Puisque T est convexe, T implique alors une e´galite´ entre variables, i.e. T |= xi =
xj . T n’a donc que des mode`les triviaux, ce qui contredit l’hypothe`se de la proposi-
tion.
7.1.1 Satisfiabilite´
Dans ce qui suit, pour de´cider si une formule φ est satisfiable dans un mode`le infini
d’une the´orie convexe T , nous ve´rifions simplement si φ ∪ {x 6= y} est T -satisfiable,
ou` x, y sont deux nouvelles variables (existentiellement quantifie´es).
Cette meˆme technique a e´te´ aussi utilise´e pour ve´rifier si une the´orie e´quationnelle
est stablement infinie : pour toute the´orie e´quationnelle T , T est stablement infinie
si et seulement si T ∪ {∃X,Y (X 6= Y )} est consistante (voir e.g [BT97]). Cependant
elle ne permet pas de ve´rifier la stable infinite´ des the´ories convexes. Par exemple, la
the´orie T dont l’ensemble des axiomes est Ax(T ) = {∀X,Y (X = Y ∨ f(a) 6= g(b))}
n’est pas stablement infinie mais T ∪ {∃X,Y (X 6= Y )} est consistante.
Proposition 7.2. Soit Ti une Σi-the´orie convexe telle que nous savons si Ti a un
mode`le trivial, et le proble`me de Ti-satisfiabilite´ est de´cidable, pour i = 1, 2. Supposons
que les signatures de T1 et T2 sont finies et disjointes. Alors le proble`me de satisfiabilite´
est de´cidable dans T1 ∪ T2.
De´monstration. Soit Φ un ensemble de Σ1 ∪ Σ2-litte´raux sans quantificateur. Par
abstraction de variable, Φ est T1 ∪ T2-e´quisatisfiable a` un ensemble Φ1 ∪ Φ2 tel que
Φi ne contient que des Σi-litte´raux sans quantificateur. Soit V = V ar(Φ1)∩V ar(Φ1).
Soit Φ0 un arrangement sur V , i.e. un ensemble tel que pour x, y ∈ V soit x = y ∈ Φ0
soit x 6= y ∈ Φ0. Il est e´vident que Φ1 ∪ Φ2 est T1 ∪ T2-satisfiable si et seulement si
Φ1 ∪Φ2 ∪Φ0 est T1 ∪ T2-satisfiable pour un certain arrangement Φ0. Or Φ1 ∪Φ2 ∪Φ0
est T1 ∪ T2-satisfiable si et seulement si Φ1 ∪ Φ0 est T1-satisfiable dans un mode`le
M1 et Φ2 ∪Φ0 est T2-satisfiable dans un mode`leM2 tels que les domaines deM1 et
M2 ont la meˆme cardinalite´. Nous allons montrer que de tels mode`les peuvent eˆtre
exhibe´s quand on conside`re les the´ories convexes pour lesquelles nous savons si elles
admettent un mode`le trivial. Nous avons les cas suivants :
– Φ1 ∪Φ0 est T1-satisfiable dans un mode`leM1 et Φ2 ∪Φ0 est T2-satisfiable dans
un mode`le M2 tels que M1 et M2 sont tous les deux non triviaux. Ceci est
de´termine´ en ve´rifiant que pour i = 1, 2, Φi ∪Φ0 ∪{x 6= y} est Ti-satisfiable, ou`
x, y sont de nouvelles variables. Par la Proposition 7.1, nous savons qu’il existe
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un mode`le M′1 de T1 satisfaisant Φ1 ∪ Φ0 et un mode`le M
′
2 de T2 satisfaisant




2 ont la meˆme cardinalite´ infinie. En conse´quence,
Φ1 ∪ Φ2 est T1 ∪ T2-satisfiable.
– Φi ∪ Φ0 est Ti-satisfiable mais seulement dans un mode`le trivial, pour i = 1, 2.
Pour ce cas, il suffit de ve´rifier que pour i = 1, 2, Φi ∪ Φ0 ∪ {x 6= y} est
Ti-insatisfiable, ou` x, y sont de nouvelles variables. Donc Φ1 ∪ Φ2 est T1 ∪ T2-
satisfiable dans un mode`le trivial.
– Φ1 ∪ Φ0 est T1-satisfiable seulement dans un mode`le trivial et Φ2 ∪ Φ0 est T2-
satisfiable dans un mode`le non trivial. Ceci est ve´rifiable car il suffit d’assurer
Φ1 ∪ Φ0 ∪ {x 6= y} est T1-insatisfiable, et Φ2 ∪ Φ0 ∪ {x 6= y} est T2-satisfiable,
ou` x, y sont de nouvelles variables. Maintenant, il suffit de ve´rifier si Φ2 ∪ Φ0
est satisfiable dans un mode`le trivial de T2. Pour cela, il suffit de regarder si
Φ2 ∪Φ0 contient une dise´galite´. En effet, Φ2 ∪Φ0 est satisfiable dans un mode`le
trivial de T2 si et seulement si Φ2 ∪Φ0 ne contient pas de dise´galite´s et T2 a un
mode`le trivial.
Si nous conside´rons les the´ories convexes finiment axiomatise´es, la proce´dure de
test d’existence de mode`le trivial est donc effectivement re´alisable. Comme explique´
pre´ce´demment, lorsque la the´orie est finiment axiomatise´e, pour de´cider si la the´orie
a un mode`le trivial il suffit de remplacer tous les termes qui se trouvent dans les
axiomes par la meˆme constante et puis de tester la satisfiabilite´ de l’ensemble des
formules closes obtenu. Par conse´quent, nous avons le re´sultat suivant.
Corollaire 7.1. Soit Ti une Σi-the´orie convexe finiment axiomatise´e telle que le
proble`me de Ti-satisfiabilite´ est de´cidable, pour i = 1, 2. Supposons que les signatures
de T1 et T2 sont finies et disjointes. Alors le proble`me de satisfiabilite´ est de´cidable
dans T1 ∪ T2.
7.1.2 Proce´dure de combinaison de´terministe
La Proposition 7.2 permet de de´river une proce´dure de combinaison de´terministe.
L’entre´e de la proce´dure est une conjonction de litte´raux mixtes. Elle est purifie´e afin
d’obtenir deux conjonctions de litte´raux purs. L’e´tape de test de´terministe consiste
en deux sous-e´tapes : (1) appliquer le syste`me d’infe´rence NO (cf. Sous-section 6.3.1
du Chapitre 6) aux deux conjonctions de litte´raux purs pour de´duire les e´galite´s entre
variables partage´es et pour de´tecter l’insatisfiabilite´ ; (2) de´terminer si les conjonctions
pures sont satisfiables dans un mode`le trivial ou un mode`le infini et retourner le
re´sultat satisfiable ou insatisfiable. La Figure 7.1 nous donne les de´tails de la
proce´dure de combinaison de´terministe.
7.2 Construction modulaire de canoniseur e´tendu
Nous conside´rons la modularite´ du proble`me du mot uniforme pour les the´ories
convexes pour lesquelles le proble`me du mot uniforme est de´cidable. Nous e´tudions
ensuite une construction modulaire de canoniseur e´tendu pour l’union des the´ories
convexes qui admettent un canoniseur e´tendu. Les the´ories conside´re´es ne sont pas
ne´cessairement stablement infinies et nous n’avons pas besoin de savoir si elles ont un
mode`le trivial, contrairement a` la modularite´ du proble`me de satisfiabilite´.
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Purification Soit Φ une conjonction de litte´raux. Cette e´tape calcule une conjonc-
tion Φ1 ∪ Φ2 satisfaisant les proprie´te´s suivantes :
(a) chaque litte´ral dans Φi est un Σi-litte´ral, pour i = 1, 2 ;
(b) Φ1 ∪ Φ2 est T1 ∪ T2-satisfiable si et seulement si Φ est T1 ∪ T2-satisfiable.
Test de´terministe Soit Φ1∪Φ2 une conjonction de litte´raux obtenue par l’e´tape de
purification. Cette e´tape consiste en deux sous-e´tapes suivantes.
1. Appliquer le syste`me d’infe´rence NO, qui est l’union de NO1 et NO2 (NO1




false alors retourner insatisfiable sinon aller a` 2.
2. Sans perte de ge´ne´ralite´, soit Φ1; Φ2 la configuration finale obtenue a` la fin
de l’e´tape 1. Soit x, y deux nouvelles variables. Appliquer NO a` Φ1 ∪ {x 6=
y}; Φ2 et a` Φ1; Φ2 ∪ {x 6= y}.
– Si Φ1 ∪ {x 6= y}; Φ2 ⊢
∗
NO





– Si Φ1 ∪ {x 6= y}; Φ2 6⊢
∗
NO





– Si Φ1 ∪ {x 6= y}; Φ2 ⊢
∗
NO




– si Φ2 contient une dise´galite´, retourner insatisfiable.
– sinon si T2 a un mode`le trivial, retourner satisfiable.
– sinon retourner insatisfiable.
– Si Φ1 ∪ {x 6= y}; Φ2 6⊢
∗
NO




– si Φ1 contient une dise´galite´, retourner insatisfiable.
– sinon si T1 a un mode`le trivial, retourner satisfiable.
– sinon retourner insatisfiable.
Figure 7.1 – Combinaison de´terministe de the´ories convexes
Le proble`me du mot uniforme modulo une the´orie convexe peut se ramener au
proble`me de satisfiabilite´ modulo cette the´orie, i.e. T |= s1 = t1, . . . , sn = tn ⇒ s = t
si et seulement si {s1 = t1, . . . , sn = tn, s 6= t} est T -insatisfiable. Or nous savons par
la Proposition 7.1 que si l’ensemble de litte´raux {s1 = t1, . . . , sn = tn, s 6= t} est T -
satisfiable alors il est satisfiable dans un T -mode`le infini. De plus, {s1 = t1, . . . , sn =
tn, s 6= t} n’est pas satisfiable dans un T -mode`le trivial. Il n’est donc plus ne´cessaire
de savoir si la the´orie a un mode`le trivial. De ce fait, nous avons le re´sultat suivant
sur la modularite´ du proble`me du mot uniforme pour les the´ories convexes.
Proposition 7.3. Soit Ti une Σi-the´orie convexe telle que le proble`me de mot uni-
forme modulo Ti est de´cidable, pour i = 1, 2. Supposons que les signatures de T1 et
T2 sont finies et disjointes. Alors le proble`me du mot uniforme modulo T1 ∪ T2 est
de´cidable.
Nous allons conside´rer une construction modulaire de canoniseur e´tendu. Nous
avons de´fini un canoniseur e´tendu comme une fonction de´finie seulement pour des
conjonctions d’e´galite´s satisfiables (cf. De´finition 6.1 du Chapitre 6). Cependant pour
de´cider si une conjonction d’e´galite´s est satisfiable, on a besoin de faire appel a` une
proce´dure de satisfiabilite´. Ceci nous ame`ne a` raffiner la De´finition 6.1 de telle sorte
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qu’un canoniseur e´tendu devient une fonction de´finie pour toutes les conjonctions
d’e´galite´s.
De´finition 7.1. Soit T une Σ-the´orie telle que le proble`me de T -satisfiabilite´ est
de´cidable. Pour toute conjonction Γ d’e´galite´s, un canoniseur e´tendu pour T est une
fonction ecan(Γ) : T (Σ, X) → T (Σ ∪ K(Γ), X) telle que pour tout terme s, t, T |=
Γ⇒ s = t si et seulement si ecan(Γ)(s) = ecan(Γ)(t), ou` K(Γ) est un ensemble fini
de constantes tel que Σ ∩K(Γ) = ∅.
Dans la nouvelle de´finition, Γ n’est plus ne´cessairement T -satisfiable. Lorsque Γ
est T -insatisfiable, il suffit de choisir arbitrairement une constante c dans K(Γ) et de
de´finir ecan(Γ)(t) = c pour tout terme t. Cette nouvelle de´finition s’applique toujours
aux the´ories de Shostak ainsi qu’aux the´ories axiomatise´es par un ensemble fini de
clauses de Horn ayant la proprie´te´ de saturation finie. En effet, un solveur et un
canoniseur nous permet d’avoir non seulement un canoniseur e´tendu mais e´galement
une proce´dure de satisfiabilite´ pour les the´ories de Shostak. De meˆme, la saturation
fournit une proce´dure de satisfiabilite´ et aussi un canoniseur e´tendu pour des the´ories
axiomatise´es par un ensemble fini de clauses de Horn ayant la proprie´te´ de saturation
finie.
Avant de donner le re´sultat de modularite´ de canoniseur e´tendu, nous rappelons
la notion de simplificateur e´quationnel (equational simplifier, cf. Sous-section 6.4.2
du Chapitre 6). Un simplificateur e´quationnel est une fonction partielle eqs qui prend
comme argument des conjonctions d’e´galite´s et qui retourne une fonction, dont l’en-
tre´e est une e´galite´, et qui retourne true ou false telle que pour toute conjonction
d”´egalite´s Γ et pour toute e´galite´ e (a) eqs est de´finie pour Γ et e si et seulement si Γ
est T -satisfiable, et (b) eqs(Γ)(e) est true si T |= Γ ⇒ e, et false sinon. Il est facile
de voir que si T est une the´orie convexe admettant un canoniseur e´tendu ecan, et
telle que le proble`me de T -satisfiabilite´ est de´cidable, alors la clause (b) peut eˆtre re-
formule´e comme suit : pour toute conjonction T -satisfiable Γ d’e´galite´s et pour toute
e´galite´ s = t, eqs(Γ)(s = t) = true si et seulement si ecan(Γ)(s) = ecan(Γ)(t).
Avec la reformulation ci-dessus du concept de canoniseur e´tendu, nous avons le
re´sultat de modularite´ suivant.
The´ore`me 7.1. Soit Ti une Σi-the´orie convexe qui admet un canoniseur e´tendu, et
telle que le proble`me de Ti-satisfiabilite´ est de´cidable, pour i = 1, 2. Supposons que les
signatures de T1 et T2 sont finies et disjointes. Alors T1 ∪ T2 admet un canoniseur
e´tendu.
De´monstration. Conside´rons un ensemble Γ d’e´galite´s, on purifie Γ en Γ1; Γ2. L’argu-
ment de preuve continue de fac¸on tre`s similaire a` celle du The´ore`me 6.4. Seulement
les points suivants sont diffe´rents :
(i) Si Γ1; Γ2 6⊢
∗
EEC
false, cela ne garantit pas que Γ1 ∪ Γ2 est T1 ∪ T2-satisfiable.
Il nous faut faire une ve´rification de cardinalite´ des mode`les composants. Soit
Γ′1; Γ
′
2 la forme normale de Γ1; Γ2 par rapport a` ⊢
∗
EEC
. Nous devons conside´rer
les cas suivants
– Γ′i est Ti-satisfiable dans un mode`le non trivial, pour i = 1, 2 : alors pour
tout terme t, ecan(Γ, t) est de´finie comme dans le cas des the´ories convexes
et stablement infinies (cf. preuve du The´ore`me 6.4).
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– Γ′i (ou Γ
′
2) est satisfiable seulement dans un mode`le trivial de T1 (ou T2) : alors
pour tout terme t, ecan(Γ, t) = c, ou` c une constante dansK(Γ) arbitrairement
fixe´e au de´part.
(ii) Quand un simplificateur e´quationnel (equational simplifier) n’est pas de´fini pour
Γ—i.e. Γ est T1 ∪ T2-insatisfiable—alors pour tout terme t, ecan(Γ, t) = c, ou` c
une constante dans K(Γ) arbitrairement fixe´e au de´part.
7.3 The´ories universelles
Nous avons vu que la convexite´ nous permet de re´duire la satisfiabilite´ d’une
formule a` la satisfiabilite´ de celle-ci dans un mode`le trivial ou dans un mode`le infini.
Ceci nous permet d’avoir une proce´dure terminante pour exhiber un mode`le quand la
formule conside´re´e est insatisfiable. Nous allons ge´ne´raliser le re´sultat de combinaison
de the´ories convexes aux the´ories non convexes en imposant des restrictions sur les
the´ories composantes de telle sorte que la proce´dure de recherche de mode`le soit
toujours terminante.
De´finition 7.2 (The´orie universelle). Une the´orie universelle est un ensemble de
sentences universelles.
Les re´sultats suivants sont classiques et peuvent eˆtre trouve´s dans n’importe quelle
re´fe´rence sur la the´orie de mode`le (voir e.g. [Hod94]).
Proposition 7.4. Soit ϕ(x˜) une Σ-formule sans quantificateurs et A, B deux Σ-
structures telles que
– B |= ϕ(b˜) pour une certaine se´quence b˜ dans B, et
– il existe un plongement h de A dans B, dont l’image contient b˜.
Alors ϕ(x˜) est satisfiable dans A.
Proposition 7.5. Soient T une Σ-the´orie universelle et A une Σ-structure. Alors A
peut eˆtre plonge´e dans un mode`le de T si et seulement si A est un mode`le de T .
Nous allons de´finir la notion de diagramme d’une interpre´tation. Intuitivement,
le diagramme d’une interpre´tation donne une spe´cification de celle-ci. A noter que
dans les re´fe´rences sur la the´orie des mode`les, e.g. [Hod94], le diagramme d’une Σ(c˜)-
structure A est l’ensemble de tous les Σ(c˜)-litte´raux qui sont satisfiables dans A. Ceci
est duˆ au fait que les variables existentiellement quantifie´es sont conside´re´es comme
des constantes enrichissant la signature, de ce fait on parle de Σ(c˜)-structure. Dans
ce travail, nous pre´fe´rons garder les variables et utilisons les interpre´tations au lieu
des Σ(c˜)-structures. Nous adoptons donc la de´finition standard du diagramme comme
suit.
De´finition 7.3 (Diagramme). Soient A une Σ-structure et α une valuation d’un en-
semble de variable X dans A. Le diagramme de l’interpre´tation (A, α), note´ Diag((A, α)),
est l’ensemble construit par la proce´dure suivante :
1. Au de´part, Diag((A, α)) = ∅.
2. Pour chaque e´le´ment a dans A, ge´ne´rer une nouvelle variable xa. Pour chaque
pair d’e´le´ments distincts a, b ∈ A, ajouter xa 6= xb a` Diag((A, α)).
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3. Pour chaque variable x dans X, si α(x) = a alors ajouter x = xa a` Diag((A, α)).
4. Pour chaque constante c dans Σ, si cA = a alors ajouter c = xa a` Diag((A, α)).
5. Pour chaque symbole de fonction f d’arite´ n dans Σ, si fA(a1, . . . , an) = a alors
ajouter fA(xa1 , . . . , xan) = xa a` Diag((A, α)).
6. Pour chaque symbole de relation P d’arite´ n dans Σ, si (a1, . . . , an) ∈ P
A alors
ajouter PA(xa1 , . . . , xan) a` Diag((A, α)), sinon ajouter ¬P
A(xa1 , . . . , xan) a`
Diag((A, α)).
Proposition 7.6. Soient A, B deux Σ-structures et α une valuation d’un ensemble de
variables X dans A. Si Diag((A, α)) est satisfiable dans B, alors A peut eˆtre plonge´e
dans B.
De´monstration. On de´finit l’application h de telle sorte que :
h(a) = xBa , pour chaque a ∈ A ,
Il est facile de voir que h est un plongement de A dans B.
Les Propositions 7.4, 7.5 et 7.6 nous permettent de conclure le re´sultat suivant.
Proposition 7.7. Soient T une Σ-the´orie universelle et Φ une Σ-formule sans quan-
tificateurs. Soient A une Σ-structure et α une certaine valuation de V ar(Φ) dans A.
Si Φ∪Diag((A, α)) est T -satisfiable alors A est un mode`le de T et de plus A satisfait
Φ.
Rappelons que ∃≥n de´signe la formule ∃x1 . . . xn.
∧
j 6=k(xj 6= xk), et ∃
≤n de´signe
la formule ∀x0 . . . xn.
∨
j 6=k(xj = xk). Et on note par ∃
∞ la formule {∃≥n|n ≥ 2}. Il
est facile de voir que ∃≥n, ∃≤n, et ∃∞ impose la cardinalite´ de chacun de leur mode`les
a` eˆtre respectivement au moins n, au plus n et infini.
Nous conside´rons les the´ories universelles et montrons que si le proble`me de sa-
tisfiabilite´ modulo une the´orie universelle dans un mode`le infini est de´cidable dans
chaque the´orie composante alors le proble`me de satisfiabilite´ modulo l’union des the´o-
ries est de´cidable.
Rappelons que le proble`me de satisfiabilite´ dans un mode`le de cardinalite´ κ est
de´cidable dans une the´orie T si pour toute formule sans quantificateur Φ nous savons
si Φ est T -satisfiable dans un mode`le de cardinalite´ κ.
Proposition 7.8. Soit Ti une Σi-the´orie universelle telle que le proble`me de sa-
tisfiabilite´ et le proble`me de satisfiabilite´ dans un mode`le de cardinalite´ infinie sont
de´cidables, pour i = 1, 2. Supposons que les signatures de T1 et T2 sont finies et
disjointes. Alors le proble`me de satisfiabilite´ et le proble`me de satisfiabilite´ dans un
mode`le de de cardinalite´ infinie sont de´cidables dans T1 ∪ T2.
De´monstration. De fac¸on similaire a` la Proposition 7.2, soit Φ un ensemble de Σ1∪Σ2-
litte´raux sans quantificateur. Par abstraction de variable, Φ est T1∪T2-e´quisatisfiable
a` un ensemble Φ1∪Φ2 tel que Φi ne contient que des Σi-litte´raux sans quantificateur.
Soit V = V ar(Φ1) ∩ V ar(Φ1). Soit Φ0 un arrangement sur V , i.e. un ensemble tel
que pour x, y ∈ V soit x = y ∈ Φ0 soit x 6= y ∈ Φ0. Il est e´vident que Φ1 ∪ Φ2 est
T1∪T2-satisfiable si et seulement si Φ1∪Φ2∪Φ0 est T1∪T2-satisfiable pour un certain
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arrangement Φ0. Or Φ1 ∪Φ2 ∪Φ0 est T1 ∪T2-satisfiable si et seulement si Φ1 ∪Φ0 est
T1-satisfiable dans un mode`le M1 et Φ2 ∪ Φ0 est T2-satisfiable dans un mode`le M2
tels que les domaines deM1 etM2 ont la meˆme cardinalite´. Nous allons montrer que
de tels mode`les peuvent eˆtre exhibe´s quand on conside`re les the´ories satisfaisant les
hypothe`ses de la proposition.
Puisque le proble`me de satisfiabilite´ de cardinalite´ infinie est de´cidable dans Ti,
pour i = 1, 2, nous avons un algorithme pour faire l’analyse des cas suivants :
– Φi ∪ Φ0 est Ti-satisfiable dans un mode`le infini, pour i = 1, 2. Donc Φ est
T1 ∪ T2-satisfiable dans un mode`le infini.
– Φ1∪Φ0 est T1-satisfiable mais n’est pas T1-satisfiable dans un mode`le infini. Cela
implique que Φ n’est pas T1∪T2-satisfiable dans un mode`le infini. Par compacite´,
nous savons que la cardinalite´ de tous les mode`les de T1 ∪ T2 satisfaisant Φ est
borne´e par un entier positif. Maintenant, il suffit de trouver un mode`le finiM1
de T1 satisfaisant Φ1 ∪Φ0 et un mode`le fini M2 de T2 satisfaisant Φ2 ∪Φ0 tels
que M1 et M2 ont la meˆme cardinalite´. Nous proce´dons de fac¸on suivante :
1. Calculer le nombre N tel que la cardinalite´ de tous les mode`les de T1 ∪ T2
satisfaisant Φ est borne´e par N . En effet, N est effectivement calculable car
il suffit de calculer le plus petit i tel que Φ∪Φ0 ∪ ∃
≥i est T1-insatisfiable :
pour i = 1, . . ., on appelle la proce´dure de T1-satisfiabilite´ sur Φ∪Φ0∪∃
≥i,
si Φ ∪ Φ0 ∪ ∃
≥i est T1-insatisfiable alors on retourne i.
2. Pour n = 1, 2, . . . , N : nous choisissons une Σ1 ∪ Σ2-structure M de car-
dinalite´ n et une valuation α de V ar(Φ1) ∪ V ar(Φ2) dans M et ve´rifions
si Φi ∪ Φ0 ∪Diag((M
Σi , α)) est Ti-satisfiable, pour i = 1, 2. Si oui, par la
Proposition 7.7, nous savons queMΣi est un mode`le de Ti et de plusM
Σi
satisfait Φi ∪ Φ0. Ceci implique que Φ est satisfiable dans un mode`le fini
de T1∪T2. Sinon, nous essayons une autre Σ1∪Σ2-structure de cardinalite´
n.
La proce´dure est terminante car il existe un nombre fini de structures dont la
cardinalite´ est borne´e par un entier positif, modulo isomorphisme.
De fac¸on similaire au cas convexe, nous pouvons de´river une proce´dure de com-
binaison (voir Figure 7.2) a` partir de la Proposition 7.8, dans laquelle nous avons la
meˆme e´tape purification. Seule l’e´tape test est diffe´rente de la proce´dure non de´ter-
ministe du cas convexe.
7.4 Discussion
Dans un premier temps, nous avons e´tendu aux the´ories convexes non stablement
infinies les re´sultats de modularite´ du Chapitre 6 concernant le proble`me de satis-
fiabilite´, le proble`me du mot uniforme et le canoniseur e´tendu. Nous sommes partis
de l’observation que si une formule est satisfiable dans un mode`le non trivial d’une
the´orie convexe alors elle est satisfiable dans un mode`le infini de cette the´orie. Notre
me´thode de combinaison est base´e sur la propagation d’e´galite´s entre variables par-
tage´es et une dise´galite´ qui sert a` ve´rifier l’existence de mode`le trivial ou de mode`le
infini. En supposant que nous savons si les the´ories composantes ont un mode`le trivial
ou non, on peut se passer de l’hypothe`se de stable infinite´. Une conse´quence directe de
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Purification Identique au cas convexe.
Test Soit Φ1 ∪ Φ2 une conjonction de litte´raux obtenue par l’e´tape de purification.
Soit V = V ar(Φ1) ∩ V ar(Φ2).
1. Pour chaque relation d’e´quivalence E sur les variables dans V , nous
construisons un arrangement sur E, de´fini par
arr(V,E) ={x = y | (x, y) ∈ E} ∪ {x 6= y | (x, y) ∈ (V × V ) \ E} ,
Si Φi ∪ arr(V,E) est Ti-satisfiable pour i = 1, 2, alors
a. si Φi ∪ arr(V,E) est Ti-satisfiable dans un mode`le infini pour i = 1, 2,
aller a` l’e´tape 3.
b. sinon, pour k = 1, 2, . . ., si Ti ∪ Φi ∪ arr(V,E) ∪ {
∧
1≤j 6=k≤k(xi 6= xj)}
est insatisfiable alors soit N = k. Aller a` l’e´tape suivante c.
c. pour κ = 1, 2, . . . N , et pour chaque Σ1∪Σ2-structureM de cardinalite´
κ et pour chaque valuation α de V ar(Φ1) ∪ V ar(Φ2) dans M , si Ti ∪
Φi ∪Φ0 ∪Diag((M
Σi , α)) est satisfiable, pour i = 1, 2, aller a` l’e´tape 3.
2. Retourner insatisfiable.
3. Retourner satisfiable.
Figure 7.2 – Combinaison de the´ories universelles
notre re´sultat est que les the´ories convexes finiment axiomatise´es peuvent eˆtre combi-
ne´es car nous savons toujours si ces the´ories ont un mode`le trivial ou non. Nous avons
ensuite propose´ deux proce´dures de combinaison : une proce´dure non de´terministe et
une autre de´terministe.
Dans un second temps, nous avons ge´ne´ralise´ notre me´thode combinaison aux
the´ories universelles en imposant que le proble`me de satisfiabilite´ dans des mode`les
infinies de ces the´ories soit de´cidable. Le point de de´part de cette e´tude est l’observa-
tion suivante : si un ensemble de formules n’as pas de mode`le infini alors la cardinalite´
de tout mode`le de celui-ci est borne´e par un entier positif. Cette observation nous
ouvre la possibilite´ de faire un test de type force brute si un mode`le fini de la the´o-
rie satisfait une formule. En exploitant l’universalite´ des the´ories composantes et la
notion de diagramme, nous avons donne´ une proce´dure de satisfiabilite´ pour l’union
des the´ories.
Re´cemment, une se´rie de travaux ont eu pour but de relaˆcher l’hypothe`se de stable
infinite´ dans la me´thode de combinaison de Nelson-Oppen. Dans un style de combi-
naison asyme´trique, i.e. les hypothe`ses faites sur les the´ories composantes ne sont
pas les meˆmes, les travaux de Tinelli et Zarba dans [TZ05] permettent de montrer
la de´cidabilite´ de l’union de la the´orie de l’e´galite´ et d’une the´orie de´cidable arbi-
traire (montre´ e´galement par Ganzinger dans [Gan02]). Ce re´sultat a e´te´ e´galement
ge´ne´ralise´ dans [TZ05] a` la combinaison d’une the´orie dite “shiny” avec une the´orie
de´cidable arbitraire. Dans le meˆme esprit de combinaison asyme´trique, les travaux
[RRZ05, FRZ05, FG04, Fon04] proposent la combinaison de the´ories des structures
de donne´es avec une the´orie des e´le´ments arbitraire. Dans le cadre de la combinaison
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syme´trique, i.e d’un coˆte´ il n’y a pas d’hypothe`se sur une des the´ories composantes
autre que la de´cidabilite´ du proble`me de satisfiabilite´ mais on suppose une hypothe`se
beaucoup plus forte que la stable infinite´ sur l’autre the´orie, [BGN+06] classifie les
the´ories composantes par l’existence de mode`les finis ou/et infinis. Toujours dans ce
cadre, [Zar04] s’inte´resse a` la combinaison des the´ories universelles mais la me´thode
de combinaison propose´e ne fournit qu’une semi-proce´dure de de´cision car celle-ci ne
termine pas en ge´ne´ral.
Nos re´sultats s’apparentent a` la me´thode de combinaison propose´ dans [BGN+06],
qui consiste a` classifier les the´ories par la de´cidabilite´ du proble`me de satisfiabilite´
dans des mode`les infinis et finis. La diffe´rence entre notre me´thode de combinaison
et celle de [BGN+06] est que notre hypothe`se de convexite´ permet de se passer de
l’hypothe`se de de´cidabilite´ de la satisfiabilite´ dans un mode`le infini et fini tandis
que l’hypothe`se d’universalite´ implique que la satisfiabilite´ dans un mode`le fini est
de´cidable.
Un proble`me inte´ressant est de de´terminer les situations ou` on peut se passer
de l’hypothe`se de satisfiabilite´ dans des mode`les infinis et arbitrairement finis. On
peut imaginer que les the´ories axiomatise´es par un ensemble fini de clauses puissent
eˆtre dans ce cas. Nous avons observe´ que si C est une clause satisfiable, qui n’a
pas de mode`le infini, alors la cardinalite´ de tout mode`le de C est borne´e par le
nombre d’occurrences de variables dans C. Si cette proprie´te´ est encore vraie pour
un ensemble fini de clauses, on peut utiliser cette me´thode suivante pour de´cider la
satisfiabilite´ dans un mode`le infini. Soient T une the´orie axiomatise´e par un ensemble
fini Ax(T ) de clauses et S un ensemble quelconque de litte´raux clos. Conside´rons la
borne supe´rieure n correspondant au nombre d’occurrences de variables dans Ax(T ).
Alors S est satisfiable dans un mode`le infini de T si et seulement si S ∪ ∃≥n+1 est
T -satisfiable. A partir de ces observations, nous conjecturons le re´sultat suivant.
Conjecture 7.1. Soit T une the´orie axiomatise´e par un ensemble fini Ax(T ) de
clauses. Si le proble`me de satisfiabilite´ est de´cidable dans T , alors le proble`me de




procedures in SMT solvers
Pre´face
Le proble`me de de´cider la satisfiabilite´ d’une formule sans quantificateur par rap-
port a` une the´orie en arrie`re-plan, appele´ Satisfiabilite´ Modulo The´ories (SMT), est
reconnu comme essentiel dans le domaine de la ve´rification. La the´orie de l’e´galite´,
l’arithme´tique line´aire et leur combinaison sont des the´ories particulie`rement perti-
nentes. Des capacite´s de repre´sentation allant au dela` de la logique propositionnelle
permettent une mode´lisation naturelle de nombreux proble`mes re´els, notamment pour
les obligations de preuve impliquant la pre´sence de bogues dans les syste`mes logiciels.
En pratique, c’est tre`s souvent un me´lange de plusieurs the´ories qui permet de re´-
soudre un proble`me donne´. Par exemple, le model-checking borne´, applique´ a` des
syste`mes hardware, profite avantageusement de l’utilisation du me´lange de la the´orie
de l’e´galite´ et d’un fragment de l’arithme´tique line´aire pour mode´liser des structures
de donne´es standards comme les files. Etre capable de de´cider de telles combinaisons
automatiquement permet d’e´viter de passer manuellement a` des proble`mes de ve´rifi-
cation plus e´le´mentaires, ce qui permet d’accroˆıtre la capacite´ des outils de ve´rification
et d’avoir une meilleure productivite´ dans la conception.
Une approche proe´minente pour SMT, adopte´e dans plusieurs outils de ve´rification
(comme MathSat [BBC+06], DPLL(T) [GHN+04], ICS [FORS01], CVC-Lite [BB04],
haRVey [DR03], et Zapato [BCLZ04] pour en nommer certains), est base´e sur l’inte´gra-
tion d’un solveur Boole´en (capable d’e´nume´rer les assignations boole´ennes) et d’une
proce´dure de satisfiabilite´ pour une the´orie en arrie`re-plan. Une technique importante
pour obtenir un outil SMT efficace consiste a` engendrer des (ensembles repre´sentatifs
de) conflits (“conflict set” en anglais) comme effet de bord de la proce´dure de satis-
fiabilite´ car leur utilisation permet d’e´laguer e´norme´ment l’espace de recherche ge´re´
par le solveur Boole´en. Des travaux ont e´te´ re´alise´s pour e´tendre, par la production
de conflits, des proce´dures de satisfiabilite´ pour certaines the´ories (dont la the´orie de
l’e´galite´) [Fon04, dMRS04, NO05, ST05]. Par contre, il n’existe pas (a` notre connais-
sance) de travaux publie´s sur la construction modulaire de conflits pour des me´langes
de the´ories, meˆme si des syste`mes SMT doivent d’une fac¸on ou d’une autre implan-
ter cette fonctionnalite´. Ainsi, une personnes souhaitant inte´grer cette fonctionnalite´
dans son propre syste`me SMT doit comprendre le code d’autres syste`mes (qui n’est
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pas toujours disponible) afin d’en extraire les ide´es essentielles et les mettre en oeuvre
dans son architecture.
Dans ce chapitre, nous pre´sentons comment e´tendre la me´thode de combinaison
de Nelson-Oppen de manie`re a` construire une proce´dure de satisfiabilite´ produisant
des conflits pour le me´lange de the´ories (disjointes), lorsque sont connues des proce´-
dures approprie´es pour les the´ories composantes. Dans ce but, nous introduisons le
concept de graphe d’explication, qui encode de fac¸on compacte les e´galite´s e´le´men-
taires de´duites. Nous montrons l’inte´reˆt de ce concept pour construire une proce´dure
de satisfiabilite´ pour la the´orie de l’e´galite´ augmente´e par la capacite´ a` produire des
conflits. Nous montrons ensuite comment combiner des proce´dures de satisfiabilite´,
appele´es moteurs d’explication, qui ont la capacite´ de construire des graphes d’ex-
plication. Ceci permet de construire une proce´dure de satisfiabilite´ avec la meˆme
capacite´ pour le me´lange des the´ories. Pour finir, nous introduisons le concept de
quasi-conflit (“quasi-conflict set” en anglais), qui nous permet de caracte´riser pre´ci-
sement une forme de minimalite´ satisfaite par les explications construites par notre
me´thode.





Deciding the satisfiability of a quantifier-free formula with respect to a background
theory T , called Satisfiability Modulo Theories (SMT), is being recognized as crucial
for verification. Notable theories of interest are equality (or, equivalently, the theory
of uninterpreted functions), Linear Arithmetic, and their combination. In fact, re-
presentation capabilities beyond propositional logic allow for a natural modeling of
a number of real-world problems, e.g., verification of pipelines or discharging proof
obligations which imply the presence of bugs in software systems. Particularly re-
levant is the combination of (at least) two theories T1 and T2 since it is often the
case that heterogeneous information need to be taken into account to solve a certain
problem. For instance, the bounded model checking of a large class of hardware desi-
gns greatly benefit from using the union of the theory of uninterpreted functions and
some fragment of Linear Arithmetic to model commonly used data structures such
as queues. Being able to decide such combinations automatically avoids the need for
manual breakdown of verification problems into subparts, and results in augmented
capacity of verification tools, and higher design productivity.
A prominent approach to SMT, adopted in several verification tools (e.g., Math-
Sat [BBC+06], DPLL(T) [GHN+04], ICS [FORS01], CVC-Lite [BB04], haRVey [DR03],
and Zapato [BCLZ04] to name but a few), is based on the integration of a Boolean
solver (capable of enumerating boolean assignments) and a satisfiability procedure
for the background theory. One of the key technique to obtain an efficient SMT
tool is the generation of conflict sets by the satisfiability procedure and their use
to dramatically prune the search space of the Boolean solver. While there has been
some work on extending satisfiability procedures for some theories (mainly equa-
lity) [Fon04, dMRS04, NO05, ST05], there has been no published work (to the best
of our knowledge) on the modular construction of conflict sets in unions of theories.
Many of the SMT systems listed above have implemented this capability somehow,
but no one has offered a high level description of how this is done. So, implementors
desiring to build such a capability in their own SMT tool are required to understand
the code of other systems (and in many cases the code is not even available), abs-
tract away unimportant implementation details, and finally adapt the ideas to their
architecture.
In this work, we provide an abstract account of how to extend the well-known
combination method by Nelson and Oppen [NO79] to build a satisfiability procedure
capable of producing conflict sets in the union of theories T1 and T2, whenever the
satisfiability procedures for T1 and T2 provide certain interface capabilities. To this
end, we first introduce the concept of explanation graph (Section 8.3), a data structure
which compactly encodes the fact that a certain equality between variables (called
elementary equality) is a logical consequence of a set of elementary equalities. We
also provide evidence that such a data structure can be profitably used to build
satisfiability procedures for the theory of equality with the capability of producing
conflict sets in a very simple way. Then (Section 8.5), we show how to combine
satisfiability procedures, called explanation engines, capable of building explanation
graphs so to obtain a satisfiability procedure with the capability of producing conflict
sets in the union of the component theories. In Section 8.6, we introduce the concept
of quasi-conflict set, which allows us to precisely characterize a form of minimality
satisfied by the explanations computed by our combination method.
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8.2 Background
First-Order Logic. We assume the usual syntactic and semantic notions of term,
formula, interpretation, satisfiability, etc. for first-order logic. Since we are concerned
with satisfiability, we may consider all symbols with arity 0 as constants since a
formula is equisatisfiable to its existential closure and existentially quantified variables
can be replaced by Skolem constants. This explains why we may talk about constants
instead of variables depending on the context. In this work, we will be concerned with
the following theories :
– The theory of equality E whose signature contains a finite set of function and
constant symbols, and such that the equality symbol = is interpreted as the
identity relation.
– The theory Ec consisting only of equalities or disequalities between constants.
We will also refer to the literals of Ec as elementary equalities and disequalities
and to Ec as the theory of pure equality.
– The quantifier-free fragment of Linear Rational Arithmetic consisting only of
equalities or disequalities is denoted with LA.
As a consequence, we will consider literals of the form s = t and ¬s = t (also
abbreviated with s 6= t) only, for suitable terms s and t. A set of literals of the form
Ω = {x1 = t1, . . . , xn = tn} is said in solved form if x1, . . . , xn are distinct variables
occurring only once in Ω. The solved form is flat if t1, . . . , tn are flat terms, where
a flat term is a term f(s1, . . . , sm) such that f is a m-ary function symbol and si
is a variable/constant for i = 1, . . . ,m. In the following, ϕ denotes an arbitrary set
of literals, Γ denotes a set of equalities, Ω denotes a solved form, E denotes a set of
elementary equalities, and ∆V denotes a set of elementary disequalities. The set of
variables occurring in ϕ is denoted by V ar(ϕ). The reflexive, symmetric and transitive
closure of E is denoted by E∗.
Satisfiability procedures and conflict sets. The satisfiability problem for a
theory T amounts to establishing whether any (finite) quantifier-free conjunction
of literals (or equivalently, any finite set of ground literals) is T -satisfiable or not. A
satisfiability procedure for T is any algorithm that solves the satisfiability problem for
T . A T -conflict set is a T -unsatisfiable set of literals. A T -conflict set CS of literals is
minimal if there is no CS′ ⊂ CS such that CS′ is a T -conflict set. A T -explanation of
an equality e is a T -satisfiable set Γ of equalities such that T ∪Γ |= e. A T -explanation
of e is minimal if there is no Γ′ ⊂ Γ such that T ∪ Γ′ |= e. 19
Proposition 8.1. A T -satisfiable set of equalities Γ is a minimal T -explanation for
an equality e iff Γ ∪ {¬e} is a minimal T -conflict set.
Nelson-Oppen combination schema. For simplicity, we will only consider convex
and stably infinite theories in this work. A set ϕ of T -literals is convex iff for any dis-
junction x1 = y1 ∨ · · · ∨ xn = yn for n > 1, where xi, yi are constants (i = 1, ..., n) we
have that T ∪ ϕ |= x1 = y1 ∨ · · · ∨ xn = yn iff T ∪ ϕ |= xi = yi for some i ∈ {1, ..., n}.
A theory T is convex iff all sets of T -literals are convex. We say that T is stably
infinite if for every T -satisfiable set of literals ϕ there exists a model of T satisfying ϕ
such that its interpretation domain is infinite. For example, Ec, E and LA are convex
19. We will omit the theory T when it is clear from the context.
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and stably infinite theories. The Nelson-Oppen combination method assumes that
component theories are signature-disjoint, convex, and stably infinite.
Proposition 8.2. If T is a convex theory, then a minimal conflict set contains at
most one disequality.
For example, Ec and E are convex theories such that any set of equalities is satis-
fiable. 20 Notice that LA does not satisfy this property, for example {x−y = 3, x−y =
2} is a (minimal) LA-conflict set.
Graphs. We use some standard concepts about graphs such as undirected graph,
acyclic graph, sub-graph, connected graph, tree, forest, path, simple path, elementary
path, connected components.
In the sequel, we consider only acyclic undirected graphs, which will be often
called graphs for the sake of simplicity. An undirected graph G is a pair (V,E) where
V (also written as Vertex (G)) is a finite set and E (also written as Edge(G)) is a set of
unordered pairs written as (v, w) or v = w for v, w in V . Note that unordered pairs in
E can be considered as elementary equalities, thus we use E for both sets of elementary
equalities and sets of edges. GV∅ denotes the graph whose vertices are in the set V
which are connected by no edges, i.e. GV∅ = (V, ∅). The “is a subgraph of” relation is
denoted by ⊆. The set ElemPath(G, x, y) denotes the set of edges in an elementary
path between x and y in a graph G, i.e. if v0, ..., vn is an elementary path where v0
is x and vn is y, then ElemPath(G, x, y) is the set of edges vi−1 = vi, for i = 1, ..., n.
Given two different vertices x and y, ElemPath(G, x, y) is empty if and only if x and
y are not in the same connected component of G. The set of pairs of connected vertices
in G is CP (G) = {x = y | x, y ∈ V and ElemPath(G, x, y) 6= ∅}. Given an acyclic
undirected graph G = (V,E), one can remark that E∗ = CP (G) ∪ {x = x | x ∈ V }.
In the following, we consider that a graph G is equipped with a labelling mapping
LG, which is a mapping from Edge(G) to a set of sets of literals. If G = (V,E) is a
(labelled acyclic undirected) graph, x and y are two different vertices in V such that
x = y /∈ CP (G), and L is a set of literals, then
Insert(G, x = y, L)
denotes the (labelled acyclic undirected) graph G′ = (V,E ∪ {x = y}) where LG′ is
such that LG′(x = y) = L and ∀e ∈ Edge(G),LG′(e) = LG(e).
8.3 Explanation Graphs
We consider a graph data-structure encoding the entailment of elementary equali-
ties. An elementary equality corresponds to a labelled edge whose label is a satisfiable
set of literals implying the elementary equality. In the label, we may find literals occur-
ring in the input formula as well as auxiliary elementary equalities whose entailment
is given by the graph. To avoid redundancy, we only consider acyclic graphs.
Definition 8.1. Let ϕ be a set of literals, G = (V,E) be an acyclic undirected graph,
and < be an ordering relation on E. G is an explanation graph of ϕ w.r.t. < if (i)
20. This holds for theories axiomatized by a finite set of equalities.
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V is the set of constants occurring in ϕ, (ii) there exists a labelling function LG with
domain E and codomain 2ϕ∪CP (G), 21 (iii) the following properties are satisfied for
any v1 = v2 ∈ E :
(iii.a) LG(v1 = v2) is satisfiable and LG(v1 = v2) |= v1 = v2,
22
(iii.b) for each v′1 = v
′




The set of literals of ϕ in G is Lit(G) = ϕ ∩ (
⋃
e∈E LG(e)). The set of elementary
equalities of G is Eq(G) =
⋃
x=y∈E{x = y}.
An edge v1 = v2 ∈ E is minimally explained if LG(v1 = v2) is a minimal ex-
planation for v1 = v2. An explanation graph is said edge-minimal if all its edges are
minimally explained.
It is important to consider explanation graphs from which all possible entailed ele-
mentary equalities can be extracted. For convex theories, such“complete”explanation
graphs allow us to process first equalities and then elementary disequalities.
Definition 8.2. Let T be a theory and let ϕ be a T -satisfiable set of literals. A set of
elementary equalities E is complete for ϕ (modulo T ) if
∀x, y ∈ V ar(ϕ), T |= ϕ⇒ x = y iff (x, y) ∈ E∗
An explanation graph G of a T -satisfiable set of literals ϕ is said complete (modulo
T ) if Eq(G) is complete for ϕ (modulo T ).
8.4 Explaining Satisfiability Procedures
Below, we discuss the problem of constructing a complete explanation graph. A
na¨ıve brute-force method consists in considering each possible elementary equality
made of disconnected vertices of the graph one after the other. But there are also
satisfiability procedures with the capability of generating complete edge-minimal ex-
planation graphs without resorting to such a brute-force method and are thus more
efficient.
8.4.1 Explaining Congruence Closure
For the theory of equality E , a complete edge-minimal explanation graph can be
built by a suitable extension of the Congruence Closure algorithm (see, e.g., [NO80] for
details). The explanation graph is updated each time an equality is processed. When
all equalities are processed, we get a complete edge-minimal explanation graph.
The corresponding Congruence Closure algorithm is presented in Figure 8.1 : given
a set Ω in solved form and a set of elementary equalities E, CC(Ω, E) defined by
(Init∗ · (Ins · Cong∗ + Skip)∗)( Ω;E;G
V ar(Ω∪E)
∅ )
returns a complete edge-minimal explanation graph of Ω ∪ E.
21. Let X be a set, 2X denotes the powerset of X.
22. For the sake of simplicity, we do not refer explicitly to a theory, but satisfiability and validity
should be understood as modulo the theory to which the literals in ϕ belong.
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Init
Ω;E;G
Ω;E; Insert(G, z = z′, {z = t, z′ = t})
if
{
z = t, z′ = t ∈ Ω
(z, z′) /∈ CP (G)
Ins
Ω;E ∪ {x = x′};G




(x, x′) /∈ CP (G)
Skip
Ω;E ∪ {x = x′};G
Ω;E;G
if (x, x′) ∈ CP (G)
Cong
Ω;E;G
Ω;E; Insert(G, z = z′, {z = f(y1, . . . , yn), z











z = f(y1, . . . , yn), z
′ = f(y′1, . . . , y
′
n) ∈ Ω
z 6= z′, (z, z′) /∈ CP (G)
I, J is a partition of {1, . . . , n} such that J 6= ∅ and
(∀i ∈ I : yi = y
′
i), (∀j ∈ J : (yj , y
′
j) ∈ CP (G))
Figure 8.1 – Union-Find and Congruence Closure with Explanation
For efficiency considerations, the interested reader is pointed to [NO05] where
entailment of equalities is encoded by a proof forest. Such a notion is quite similar to
that of explanation graph. There is just a slight difference in the labelling of edges.
In a proof forest, an edge (x, y) is labelled by {x = y} or by {x = f(x1), y = f(y1)},
where the equality x1 = y1 does not appear explicitly in the label. In an explanation
graph, the label would be {x = f(x1), y = f(y1), x1 = y1}. In the simple case of the
theory of pure equality Ec, labels are restricted to elementary equalities and collecting
elementary equalities in the labels of a path from x to y yields a minimal explanation
of x = y. The explanation graph is built thanks to a Union-Find algorithm. Given a




returns a complete edge-minimal explanation graph of E.
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8.4.2 Explaining Gauss Elimination
For the important case of Linear Arithmetic, Gauss elimination can also be ex-
tended to generate minimal conflict sets and minimal explanations for elementary
equalities. It is important to notice that explanation graphs can be used to store the
(explained) entailment of elementary equalities.
Our satisfiability procedure for LA is based on the Gauss elimination algorithm
(see e.g. [Sch86]) and will be denoted with GA. It takes as input a set of linear
equalities and disequalities and it is capable of (1) checking for their (un-)satisfiability,
(2) returning a minimal conflict set, and (3) deriving elementary equalities which are
entailed by the input set of literals. The algorithm resembles that in [BLH96] but it
differs in three points. First, GA directly handles disequalities rather than resorting
to the Simplex as in [BLH96]. Second, the technique to build minimal conflict sets is
abstractly described in terms of linear combinations of equalities rather than using
matrices as in [BLH96]. As already observed e.g. in [Bjø98], this makes it easier to use
the algorithm in theorem provers where sparse systems of constraints are expected and
a list-based representation of arithmetic constraints is usually adopted. Third, GA is
capable of computing minimal explanations of elementary equalities. This is a crucial
feature to construct a complete edge-minimal explanation graph as a post-processing
of GA.
Satisfiability checking
The input to GA has the form Γ|∆ where Γ is a set of linear equalities and ∆ is a
set of disequalities. Observe that l 6= r is equisatisfiable to l − r = s ∧ s 6= 0 where s
is a fresh variable, also called slack variable. The first step of GA consists in replacing
each disequality l 6= r in ∆ with the equality l − r = s, where s is a slack variable.
From Γ|∆ , we obtain a system Γ|Γ′ of equalities. The second step of GA is to perform
Gauss elimination on Γ|Γ′ with the proviso that two equalities in Γ′ should never be
linearly combined 23 (in other words, only combinations of two equalities in Γ or an
equality in Γ and one in Γ′ are allowed). If we obtain an equality of the form 0 = c
(where c is a non zero constant) from Γ, then GA returns the LA-unsatisfiability of
Γ ∪ ∆. Also, if we obtain an equality of the form s = 0 from Γ′ where s is a slack
variable, then GA returns the LA-unsatisfiability of Γ∪∆. Otherwise, GA returns the
LA-satisfiability of Γ ∪∆.
Generating minimal conflict sets
When considering a new equality e, GA labels it with a unique identifier ℓ produ-
cing ℓ : e. If ℓ1 : t1 = 0 and ℓ2 : t2 = 0 are linearly combined so to obtain t1+c∗t2 = 0,
then its label will be the expression ℓ1 + c ∗ ℓ2. We also assume that expressions for
labels are simplified according to the usual arithmetic rules. In this way, when an
unsatisfiable equality ℓ : 0 = c (with c 6= 0) or ℓ : s = 0 (with s a slack variable)
is detected by GA, the identifiers occurring in the expression ℓ will yield a minimal
conflict set. To illustrate the idea, consider the following example.
23. We say that e+ k ∗ e′ (for some number k 6= 0) is a linear combination of the equality e of the
form a1 ∗ x1 + · · ·+ an ∗ xn = b and the equality e
′ of the form a′1 ∗ x1 + · · ·+ a
′
n ∗ xn = b
′ if it is the
result of simplifying the equality a1 ∗ x1 + · · ·+ an ∗ xn + k ∗ (a
′
1 ∗ x1 + · · ·+ a
′
n ∗ xn) = b+ k ∗ b
′.
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Exemple 8.1. Let
ℓ1 : x4 = x1
ℓ2 : x5 = x2
ℓ3 : x6 = x3
ℓ4 : x5 + x4 = 4
ℓ5 : x7 = x4
ℓ6 : x7 = x5
ℓ7 : x6 = 2
ℓ8 : x1 6= x2
be the input to GA.
The result of internalizing the above input literals is
ℓ1 : x4 = x1
ℓ2 : x5 = x2
ℓ3 : x6 = x3
ℓ4 : x5 + x4 = 4
ℓ5 : x7 = x4
ℓ6 : x7 = x5
ℓ7 : x6 = 2
ℓ8 : x1 − x2 = s
Then, after performing the various linear combinations, we get
ℓ1 : x4 = x1
ℓ2 : x5 = x2
ℓ3 : x6 = x3
ℓ1 + ℓ2 − ℓ4 : x1 + x2 = 4
ℓ5 − ℓ1 : x7 = x1
0.5ℓ6 − 0.5ℓ5 + 0.5ℓ4 − ℓ1 : x1 = 2
ℓ7 : x6 = 2
ℓ8 + ℓ6 + ℓ2 − ℓ5 − ℓ1 : s = 0
The unsatisfiable equation s = 0 (since s is a slack variable) has the expression
ℓ8 + ℓ6 + ℓ2 − ℓ5 − ℓ1 as its label and so the minimal conflict is {ℓ1, ℓ2, ℓ5, ℓ6, ℓ8}.
Explaining elementary equalities
Observe that if an equality x = y is entailed by a system of linear equalities ti = 0
for i = 1, . . . , n, then x − y must be a linear combination of ti, i ∈ {1, . . . , n}, i.e.
x−y =
∑
i∈{1,...,n} λi ∗ ti such that λk 6= 0 for (at least one) k in {1, . . . , n}. When GA
cannot perform linear combinations any more, it back-substitutes variables in order
to compute the most general solution of the system. As a consequence, equalities of
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the form ℓ′i : xi = ti for i = 1, ...n are obtained where xi does not occur in ti. Then, GA
performs a guessing step, i.e. it picks two equalities ℓ′i : xi = ti and ℓ
′
j : xj = tj (i 6= j)
and checks the syntactical identity of ti and tj . If this is the case, then xi − xj = 0 is
entailed by the set of literals and its label is ℓ′i − ℓ
′
j .
Exemple 8.2. To illustrate, consider again Example 8.1 without the disequality x1 6=
x2. So, let
ℓ1 : x4 = x1
ℓ2 : x5 = x2
ℓ3 : x6 = x3
ℓ4 : x5 + x4 = 4
ℓ5 : x7 = x4
ℓ6 : x7 = x5
ℓ7 : x6 = 2
be the input to GA.
After performing all the possible linear combinations and back-substituting, we
obtain
ℓ1 : x4 = x1
ℓ2 : x5 = x2
ℓ3 : x6 = x3
0.5ℓ5 + 0.5ℓ4 − ℓ2 − 0.5ℓ6 : x2 = 2
ℓ5 − ℓ1 : x7 = x1
0.5ℓ6 − 0.5ℓ5 + 0.5ℓ4 − ℓ1 : x1 = 2
ℓ7 : x6 = 2
It is easy to see that ℓ6 − ℓ5 − ℓ1 − ℓ2 : x1 − x2 = 0 is entailed by ℓ1, ..., ℓ7 since the
right hand sides of the labeled equalities, namely 0.5ℓ6 − 0.5ℓ5 + 0.5ℓ4 − ℓ1 : x1 = 2
and 0.5ℓ5 + 0.5ℓ4 − ℓ2 − 0.5ℓ6 : x2 = 2 are identical. So, the minimal explanation of
x1 = x2 is {ℓ1, ℓ2, ℓ5, ℓ6}.
Correctness of GA
We now prove the correctness of the GA algorithm. Recall that the correctness
of Gauss elimination is based on the basic properties of Elementary Row Operations
which do not change the solution of the system [Sch86] : (i) Interchange : the order of
equations can be interchanged ; (ii) Scaling : multiplying an equation by a constant ;
(iii) Replacement : an equation can be replaced by the sum of that equation and a
non zero multiple of any other equation.
Lemma 8.1. The following properties are ensured by GA algorithm :
– LA1 : Replacing any equality of Γ by a “linear combination” of all its equalities
does not change the solution of the system.
– LA2 : A redundant equality of Γ (i.e. an equality which can be expressed as
a “linear combination” of the others) will be detected during Gauss elimination
when obtaining 0 = 0.
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– LA3 : Given Γ of ti = 0 for i = 1, ..., n, after Gauss elimination, we obtain a
system of the form t′i = 0 for i = 1, . . . , n and each t
′
i is a linear combination
of t1, ..., ti, i.e. there exist λ1, ..., λi such that t
′
i = λ1t1 + · · ·+ λiti with λk 6= 0
for (at least one) k ∈ {1, ..., i}.
– LA4 : The unsatisfiability of a set Γ of equalities will be detected during Gauss
elimination when obtaining 0 = c with c 6= 0 (e.g. from x − y = 3, x − y = 2,
you get x− y = 3, 0 = −1).
The minimality of the conflict set generated by GA, whenever LA-unsatisfiability
is reported, is stated in the following result.











k be the set of equalities obtained after running GA. If the
equality l′h : e
′
h for h ∈ {1, ..., k} is unsatisfiable (i.e. e
′
h is of the form 0 = c and c 6= 0
or s = 0 and s is a fresh variable), then the set CS := {ei|li : ei s.t. li occurs in l
′
h}
is a minimal conflict set.
Proof. Without loss of generality we consider ei is of the form ti = 0. This implies e
′
i
is of the form t′i = 0. Whenever GA uncovers unsatisfiability, by properties LA3 and









λh,iti = c ∗ s if th contains the slack variable s
where b, c 6= 0. Roughly speaking, the first situation corresponds to the case in
which the system of equalities has no solution while the latter one corresponds to the
case when unsatisfiability is due to a disequality. We consider the proof of the first
case, the second can be handled similarly.
Assume that CS is not minimal and there exists a set CS′ ⊂ CS st. CS′ also a
minimal conflict set. The set CS′ must contain eh since the k equalities e1, e2, . . . , ek
























The k equalities e1, e2, . . . , ek must have a most general solution since they are






















which means there is a linear dependency between the equalities of CS since
CS′ is assumed to be a proper subset of CS by the property LA1, and hence CS
has redundant equalities. This contradicts the fact that all redundant equalities (i.e
equalities entailed by others) will be eliminated during Gauss elimination by the
property LA2.
The minimality of explanation of equalities entailed by a satisfiable conjunction
of linear equalities and disequalities for the theory of Linear Arithmetic LA is stated
in the following result.











k be the set of equalities obtained after running GA and
having performed back-substitution. If there exist two equalities l′h1 : xh = th1 and
l′h2 : xh2 = th2 such that h1 6= h2 and hi is in {1, ..., k} for i = 1, 2 and th1 is
syntactically equal to th2, then the set EX




is a minimal explanation for the equality x = y.
Proof. We assume without loss of generality that ei is of the form ti = 0. This implies
e′i is of the form t
′
i = 0. If x = y we have∑
ei∈EXx=y
λiti = x− y
that is, x− y = 0 is linear combination of the equalities in EXx=y. Assume that
EXx=y is not minimal and there exists a proper subset of EXx=y, say J , which is
also a minimal explanation. Then, we have the following relation
∑
ei∈J








which means that there is a linear dependency between the equalities of EXx=y
since J is a proper subset of EXx=y. This dependency contradicts the fact that EXx=y
has no redundant equalities by the property LA2 of the Gauss elimination.
Finally, we have the following result about minimal explanation of unsatisfiability
or of entailed elementary equalities.
Theorem 8.1. Let Γ be a set of linear equalities and ∆ be a set of linear dise-
qualities. If Γ ∪ ∆ is LA-unsatisfiable, then GA returns a minimal LA-conflict set.
Otherwise (i.e. if Γ ∪∆ is LA-satisfiable), GA returns the minimal LA-explanations
of all elementary equalities entailed by Γ ∪∆.
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8.4.3 Explaining Difference Constraints
Difference constraints systems consisting of inequalities of the form xi − xj ≤
bi,j are ubiquitous in verification problems. Obviously, they can be solved by many
existing algorithms for solving linear arithmetic constraints, e.g. by Simplex or by
Fourier-Motzkin [Sch86], but these methods are often inefficient since they have all
exponential time complexity. Pratt [Pra77] showed that a difference constraint can be
represented by a weighted directed graph such that a system is feasible (or satisfiable)
if and only if there exists no negative weight cycle in the graph. He also gave an O(n3)
algorithm for solving systems of difference constraints, which uses the shortest path
algorithm. In [RSJM99], it is proposed an incremental algorithm which processes the
addition of one constraint in O(m+ n log n) amortized time, where m is the number
of constraints and n is the number of variables, and the removal of one constraint in
constant time. In this work, we investigate how graph based algorithms for solving
systems of difference constraints can be augmented to produce minimal explanations
of unsatisfiability or of elementqry equality entailed by the input system.
A system of difference constraints 〈V,C〉 consists of a set V of variables and a
set C of linear inequalities of the form xi − xj ≤ bi,j , where xi, xj ∈ V and bi,j
is a constant. A system 〈V,C〉 is satisfiable if there exists an assignment of real
values to variables in V that satisfies all constraints in C. A directed, weighted graph
G = 〈V,E, length〉 consists of a set of vertices V , a set of edges E, and a function
length form E to reals. We denote an edge from vertex u to vertex v by u→ v. The
constraint graph of a system of difference constraints 〈V,C〉 is a directed, weighted
graph G = 〈V,E, length〉 such that
E = {xj → xi|xi − xj ≤ bi,j ∈ C}
length(xj → xi) = bi,j iff xi − xj ≤ bi,j ∈ C
Given a constraint graph G = 〈V,E, length〉, the corresponding difference constraints
system is 〈V, {v − u ≤ length(u → v)|u → v ∈ E}〉. Without loss of generality, we
assume that a system of difference constraints contains at most one inequality per
ordered pair of variables, i.e. the system can not contain two constraints x − y ≤ a
and x− y ≤ b, where a 6= b.
The following result gives a necessary and sufficient condition for satisfiability of
a system of difference constraints.
Theorem 8.2 ([Pra77]). A system of difference constraints is satisfiable if and only
if its constraint graph has no negative cycle.
The next statement, which follows directly from the previous result, gives the
minimality of conflict sets when a system of difference constraints is unsatisfiable.
Corollary 8.1. The system of difference constraints corresponding to a negative cycle
in a constraint graph is a minimal conflict set.
The corollary gives us an easy way to minimally explain unsatisfiability of a system
of difference constraints.
The following result provides a method to minimally explain entailed elementary
equalities.
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Proposition 8.3. Given a satisfiable system of difference constraints 〈V,C〉 and
its corresponding constraint graph G = 〈V,E, length〉. For every pair of elements
u, v ∈ V , the following conditions are equivalent :
(i) C |= u = v.
(ii) There exist an elementary path ep(u, v) from u to v and an elementary path
ep(v, u) from v to u such that
Σ{e∈ep(u,v)}length(e) = Σ{e∈ep(v,u)}length(e) = 0
Proof. C |= u = v if and only if C |= u ≤ v and C |= v ≤ u. But we have that
C |= u ≤ v if and only if there exists an elementary path ep(v, u) such that
Σ{e∈ep(v,u)}length(e) = 0
Similarly, C |= v ≤ u if and only if there exist an elementary path ep(u, v) such that
Σ{e∈ep(u,v)}length(e) = 0
And the proof is done.
8.5 Conflict Sets for Combination of Theories
We adapt the deterministic Nelson-Oppen combination method [NO79] to com-
pute T1 ∪ T2-conflict sets, where the theory Ti is convex and stably-infinite, and for
which a satisfiability procedure is available (i = 1, 2). We assume also that T1, T2 are
signature-disjoint.
Informally, the Nelson-Oppen combination method consists in exchanging entai-
led elementary equalities between the two procedures until either unsatisfiability is
derived by one of the two, or no more elementary clauses can be exchanged. In the
first case, we derive the unsatisfiability of the input formula ; in the second case, we
derive its satisfiability. Thus, the unsatisfiability in the union T1∪T2 can be explained
according to two kinds of explanations : (i) the explanation of entailed elementary
equalities and (ii) the explanation of the unsatisfiability in a component theory. To
generate these explanations, the basic idea is to use specialized satisfiability proce-
dures with the capability of generating explanation graphs in order to store entailed
equalities. Formally, we call this kind of satisfiability procedures explanation engines.
Then, we show how to combine these explanation engines.
8.5.1 Explanation Engines
Definition 8.3. Let T be a theory. A T -explanation engine is a computable function
µEX such that given a set Ω in solved form of T -equalities and a set E of elementary
equalities, µEX(Ω, E) returns a triplet (Ω′, E′, G) satisfying the following properties :
– Ω′ ⊆ Ω,
– G is an edge-minimal explanation graph of Ω ∪ E,
– E′ is a set of elementary equalities such that E′ ⊆ CP (G),
– if Ω ∪ E is T -unsatisfiable, then Ω′ ∪ E′ is a minimal conflict set,
– if Ω∪E is T -satisfiable, then Ω′ = ∅, E′∗ ⊇ E∗, and (E′∗ = E∗ iff E is complete
for Ω ∪ E modulo T ).
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It is quite natural to construct explanation engines for many interesting theories.
For the theory of equality E , we simply use the complete edge-minimal explanation
graph CC(Ω, E) computed by the congruence closure with explanation. In general,
given a T -satisfiability procedure equipped with the capability of computing minimal
conflict sets and minimal explanations of entailed elementary equalities, it is always
possible to construct an explanation engine. For instance, this construction applies to
Linear Arithmetic LA, where Gauss elimination can be modified to return a minimal
conflict set (in case of unsatisfiability) or a minimal explanation of an elementary
equality (in case of satisfiability).
8.5.2 Combination Algorithm
Figure 8.2 presents a variant of the Nelson-Oppen combination method for the
union of two arbitrary signature-disjoint, stably infinite, and convex theories where
explanation engines are used in place of satisfiability procedures. It applies to E ∪LA
since E and LA are known to be stably infinite and convex, and it is possible to
build explanation engines for both E and LA as shown in Section 8.5.1. The rules of
Figure 8.2 (derived from [RRT04]) aim at providing a T1 ∪T2-satisfiability procedure
for sets of literals of the form ϕ = Ω1 ∪ Ω2 ∪ E ∪ ∆V , where Ωi is a solved form
of Ti-equalities (for i = 1, 2), E is a set of elementary equalities and ∆V is a set of
elementary disequalities.
Configurations manipulated by the rules consist of Ω1,Ω2,∆V together with an
explanation graph G of ϕ. Initially, G is defined as UF V ar(ϕ)(E), the explanation
graph obtained via Union-Find with E as input, and whose vertices are V ar(ϕ).
The combination algorithm works as follows. Each explanation engine computes new
entailed equalities stored in a (local) explanation graph. Then, this explanation is
used to update the (global) explanation graph G for the union of theories. This
update operation (see Merge function defined in Figure 8.2) consists in adding some
new edges to G. The unsatisfiability is detected either by an explanation engine (rule
Unsat=i, for i = 1, 2) or by a contradiction between the entailed elementary equalities
stored in G and the elementary disequalities in ∆V (rule Unsat 6=). By the results in
[RRT04], one can show that the repeated application of rules in Figure 8.2 terminates
with false if and only if the initial configuration is unsatisfiable.
Theorem 8.3. Let T1 and T2 be two signature-disjoint convex and stably infinite
theories such that for each i = 1, 2, a Ti-explanation engine is known. Let Ωi be a set
in solved form of Ti-equalities for i = 1, 2, E be a set of elementary equalities and ∆V
be a set of elementary disequalities. Consider ϕ = (Ω1 ∪ Ω2 ∪∆V ∪ E) and let cf a
final configuration obtained by the repeated application of the rules of Figure 8.2 on
the initial configuration Ω1; ∆V ;UF
V ar(ϕ)(E); Ω2.
– If cf is of the form false{(Ω′, E′, G)}, then ϕ is T1 ∪ T2-unsatisfiable. Further-
more, Ω′ ∪ E′ is a minimal conflict set such that E′ ⊆ CP (G).
– Otherwise, cf is of the form Ω1; ∆V ;G; Ω2 and ϕ is T1∪T2-satisfiable. Further-
more, G is complete for ϕ modulo T1 ∪ T2.
Moreover, G is an edge-minimal explanation graph of ϕ.
Theorem 8.3 has two interesting consequences. First, given a T1-explanation en-
gine, it provides a T1-satisfiability procedure when T2 is the empty theory with the
empty signature. For instance, it can be used to get an E-satisfiability procedure with
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explanation from an E-explanation engine : in case of unsatisfiability, this procedure
returns a “minimal” configuration of the form false{({x 6= y}, {x = y}, G)} since
Unsat=1 does not apply when T1 = E . Another consequence is that the combination
algorithm provides a T1 ∪ T2-explanation engine when ∆V is empty. Thus, we have a
modular construction of explanation engines since T1∪T2 is convex and stably infinite
when T1 and T2 are signature-disjoint convex and stably infinite theories.
Unsat=1
















Ω1; ∆V ;G; Ω2
false{({x 6= y}, {x = y}, G)}
if
{
(x, y) ∈ CP (G)
x 6= y ∈ ∆V
Deduction1






µEX1(Ω1, Eq(G)) = (∅, E1, G1)
G′ =Merge(G,G1)
G′ 6= G
Symmetric rules can be obtained by changing the subscript 1 into 2 in the
rules above. Merge is defined as follows :
Function Merge(G,G′)
G′′ := G
Foreach (x, y) ∈ Edge(G′)
If (x, y) /∈ CP (G′′) Then G′′ := Insert(G′′, x = y,LG′(x = y))
EndForeach
Return G′′




In the previous combination algorithm, one can observe that some additional
information, encoded as a triplet (ψ,E,G), is returned whenever an unsatisfiable
set ϕ of literals is considered. This triplet contains two sets of literals ψ, E, and an
explanation graph G such that ψ∪E is unsatisfiable, ψ is a satisfiable subset of ϕ, and
E is a set of (entailed) elementary equalities explained in G. Strictly speaking, ψ ∪E
is not a conflict set of ϕ since it may contain literals which are not in ϕ. However, it
is easy to extract a “true” conflict set from ψ ∪ E since E is entailed by ϕ and the
related explanations are encoded in the associated explanation graph G.
In the following, we investigate how to formalize this observation by defining the
concept of quasi-conflict set as a triplet (ψ,E,G). It turns out that it is possible to
define an ordering on such triplets and that the quasi-conflict sets computed by the
combination algorithm are minimal according to this ordering. Technically, we use
the following ordering to compare explanation graphs.
Definition 8.4. Given two explanation graphs G and G′ of ϕ w.r.t. (the same orde-
ring) <, we define the relation ⊑ as follows :
G′ ⊑ G if Edge(G′) ⊆ Edge(G) and ∀e ∈ Edge(G′), LG′(e) ⊆ LG(e).
Given two explanation graphs G and G′ of ϕ w.r.t. (the same ordering) < and
four sets of literals ψ,E, ψ′, E′, we define the relation  as follows :
(ψ′, E′, G′)  (ψ,E,G) if ψ′ ⊆ ψ, E′ ⊆ E and G′ ⊑ G
It is easy to see that  is a quasi-ordering. We denote with ≺ the strict orde-
ring induced by . In the following, we formally define quasi-conflict sets as triplets
(ψ,E,G) satisfying some properties. Then, minimal quasi-conflict sets are defined
w.r.t. the ordering ≺.
Definition 8.5. Let ϕ be an unsatisfiable set of literals, ψ be a satisfiable (strict)
subset of ϕ, G be an explanation graph of ϕ w.r.t. some <, and E be a set of equalities.
The triplet (ψ,E,G) is a quasi-conflict set of ϕ w.r.t. < if E ⊆ CP (G) and ψ ∪ E
is unsatisfiable. The triplet (ψ,E,G) is a minimal quasi-conflict set if there is no
(ψ′, E′, G′) ≺ (ψ,E,G) such that (ψ′, E′, G′) is a quasi-conflict set of ϕ w.r.t. <.
Proposition 8.4. If (ψ,E,G) is a quasi-conflict set of ϕ, then ψ∪Lit(G) is a conflict
set of ϕ.
Given a quasi-conflict set (ψ,E,G) of ϕ, ψ ∪ Lit(G) is called the conflict set
associated to (ψ,E,G). The set of literals Lit(G) provides an explanation of equalities
in E, but it is a superset of what we really need. Indeed, it is sufficient to consider
the subgraph of G obtained by selecting paths in G which “connect” equalities of E.
This subgraph is formally defined below.
Definition 8.6. Let G be an explanation graph of ϕ w.r.t. <, x = y ∈ CP (G) and
E ⊆ CP (G). The explanation edges of x = y in G is the subset of Edge(G) defined
as follows :
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The restriction of G to E is the subgraph G|E of G such that
Edge(G|E) = ExE(G,E) and ∀e ∈ Edge(G|E), LG|E (e) = LG(e) .
We are now ready to show how to compute minimal quasi-conflict sets.
Theorem 8.4. Let (ψ,E,G) be a quasi-conflict set of ϕ such that ψ∪E is a minimal
conflict set. If all edges of G|E are minimally explained then (ψ,E,G|E) is a minimal
quasi-conflict set of ϕ.
Proof. (ψ,E,G|E) is a quasi-conflict set since E ⊆ CP (G|E) and ψ∪E is unsatisfiable.
Assume there exists a quasi-conflict set (ψ′, E′, G′) of ϕ such that (ψ′, E′, G′) ≺
(ψ,E,G|E). Since edges of G|E are minimally explained, we have necessarily ∀e ∈
Edge(G′), LG′(e) = LG|E (e), and the following cases :
1. ψ′ ⊂ ψ, E′ ⊆ E, G′ ⊆ G|E ,
2. or ψ′ ⊆ ψ, E′ ⊂ E, G′ ⊆ G|E ,
3. or ψ′ ⊆ ψ, E′ ⊆ E, G′ ⊂ G|E . In that case, suppose E
′ = E. Then, we
have E ⊆ CP (G′). But this contradicts the fact that G′ ⊂ G|E . Consequently,
E′ ⊂ E.
In all cases, we get the strict inclusion ψ′ ∪ E′ ⊂ ψ ∪ E. Since ψ ∪ E is a minimal
conflict set, ψ′ ∪ E′ is satisfiable. This contradicts the assumption.
Theorem 8.4 can be applied to the combination algorithm given in Section 8.5.2.
In case of unsatisfiability, the returned triplet (Ω′, E′, G) leads to a minimal quasi-
conflict set (Ω′, E′, G|E′).
Corollary 8.2. Consider a T -explanation engine µEX. Assume µEX(Ω, E) = (Ω′, E′, G).
If Ω∪E is T -unsatisfiable then Ω′ ∪E′ is a minimal conflict set and (Ω′, E′, G|E′) is
a minimal quasi-conflict set.
Moreover, Theorem 8.4 can be applied to the Congruence Closure algorithm (with
Explanation). In that case, one can construct a quasi-conflict set having the property
to be minimal.
Corollary 8.3. Let ϕ, ∆V and G be defined as in Theorem 8.4. If ϕ is unsatisfiable,
then there exist x, y such that x 6= y ∈ ∆V , (x, y) ∈ CP (G), and ({x 6= y}, {x =
y}, G|{x=y}) is a minimal quasi-conflict set.
Finally, Theorem 8.4 can also be applied to the combination algorithm. In that
case also, it provides us with a characterization of the output when unsatisfiability is
reported.
Corollary 8.4. Given the assumptions of Theorem 8.3, the combination algorithm
depicted in Figure 8.2 returns in case of unsatisfiability a configuration of the form




In this chapter, we studied the problem of augmenting decision procedures with the
capability of computing conflict sets, as well as the problem of modularly constructing
conflict sets for a combined theory, when this is obtained as the disjoint union of many
component theories for which satisfiability procedures capable of computing conflict
sets are assumed available. The key concept is that of explanation graph, which allows
us to encode the fact that a certain elementary equality is a logical consequence of a
set of elementary equalities. We show how explanation graphs can be used to build
satisfiability procedures for the theory of equality and Linear Arithmetic which are
capable of explaining unsatisfiability as well as entailed equalities. We call theses
procedures explanation engines. We also provide a procedure to build conflict sets in
the union of two theories. By refining the Nelson and Oppen method, we obtain a
truly modular combination method to build conflict sets in unions of n theories (with
n ≥ 2) by combining explanation engines. The minimality of quasi-conflict sets in the
union of theories is also investigated.
In the near future, we plan to implement the proposed algorithms and evaluate
their viability in haRVey [DR03]. In particular, we envisage to implement explanation
graphs by “off-the-shelf” optimized graph algorithms [EGI97], which would allow us
to make the procedure fully incremental. Another interesting line of future work is to
study how to combine explanation graphs with the directed acyclic graphs encoding
the refutation of a SAT solver introduced in [Gel02]. This would allow us to go a step
further in the direction of building truly certifiable SMT tools.
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Nous avons montre´ diffe´rents re´sultats dans le domaine de la conception de pro-
ce´dures de satisfiabilite´ et de leurs inte´grations dans des solveurs SMT. Nous avons
propose´ quelques techniques de combinaison dans l’optique d’avoir une inte´gration a`
la fois efficace, flexible et suˆre de proce´dures de satisfiabilite´. En re´sume´, les re´sultats
obtenus dans cette the`se concernent les points suivants.
Nelson-Oppen, Shostak vs. Canoniseur e´tendu
Nous avons apporte´ une contribution au de´bat qui consiste a` se positionner par
rapport aux deux grand sche´mas de combinaison disjointe (i.e. les the´ories combine´es
ne partagent pas de symboles) pour la satisfiabilite´ : Nelson-Oppen et Shostak. Nous
avons propose´ une troisie`me voie he´ritant des avantages respectifs des deux sche´mas
ci-dessus. En effet, nous avons travaille´ sur l’utilisation d’outils de canonisation de
termes modulo une the´orie et une conjonction d’e´galite´s, qu’on appelle canoniseurs
e´tendus. Ce nouveau concept pre´sente plusieurs avantages : (i) la construction de
canoniseurs e´tendus est modulaire ; (ii) un canoniseur e´tendu de´cide la satisfiabilite´
pour une large classe de the´ories, a` savoir les the´ories convexes ; (iii) les canoniseurs
e´tendus peuvent eˆtre construits en utilisant des techniques de re´e´criture dans certains
cas.
Le re´sultat ci-dessus suppose que les the´ories composantes satisfont l’hypothe`se de
convexite´ et de stable infinite´. Nous avons e´tendu ces re´sultats aux cas ou` les the´ories
sont convexes mais pas ne´cessairement stablement infinies. Nous avons montre´ que
sous l’hypothe`se de convexite´ et la condition de savoir si les the´ories ont un mode`le
trivial (cf. Chapitre 7), nous pouvons nous passer de l’hypothe`se de stable infinite´
tout en assurant la correction des sche´mas de combinaison.
Combinaison des proce´dures de satisfiabilite´ de´rive´es par saturation
Le travail ci-dessus nous a conduit par la suite a` e´tudier la combinaison des pro-
ce´dures de satisfiabilite´ construites par des techniques de re´e´criture. En effet, nous
avons e´tendu les travaux existants afin d’obtenir une me´thodologie pour construire,
en utilisant le Calcul de Superposition, des proce´dures de satisfiabilite´ qui sont ca-
pables de produire des formules partage´es entre les the´ories combine´es pour assurer
la comple´tude et l’efficacite´ de la combinaison des proce´dures de satisfiabilite´. Nous
avons montre´ que les proce´dures de satisfiabilite´ base´es sur le Calcul de Superposition
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satisfont cette proprie´te´ pour des the´ories inte´ressantes en ve´rification, notamment la
the´orie de l’e´galite´ et la the´orie de des listes. Pour la the´orie des tableaux nous avons
montre´ qu’une variante du Calcul de Superposition, a` savoir le Calcul de Superposi-
tion avec une re`gle d’analyse explicite de cas, conjointement avec un post-traitement,
nous permettent d’avoir un re´sultat similaire. Nous avons utilise´ la version d’analyse
de cas sans retour arrie`re (splitting without backtracking) au lieu de celle avec retour
arrie`re. Nous avons ensuite montre´ que le Calcul de Superposition peut aussi eˆtre
utilise´ avec la Cloˆture de Congruence pour construire des proce´dures de satisfiabilite´
pour la the´orie des listes et la the´orie des tableaux au lieu d’utiliser seulement le
Calcul de Superposition. Notre travail a e´te´ motive´ par le souhait d’avoir a` la fois
l’expressivite´ offerte par la me´thodologie par saturation et l’efficacite´ et la flexibilite´
de la Cloˆture de Congruence. De plus, avec une telle architecture, nous pouvons inte´-
grer de fac¸on encore plus efficace des proce´dures de satisfiabilite´ dans la me´thode de
combinaison de Nelson-Oppen car celles-ci peuvent traiter efficacement de nouvelles
formules partage´es.
Une me´thode de preuve automatique par me´ta-saturation
Jusque la`, nous avons e´tudie´ de fac¸on “ad hoc” mais tre`s similaire la proprie´te´ de
saturation finie et la comple´tude vis-a`-vis de la de´duction pour chaque the´orie consi-
de´re´e. Ce travail nous a conduit a` de´terminer une classe de the´ories pour lesquelles
ces re´sultats s’appliquent et par la suite a` de´velopper une me´thode automatique et
uniforme pour la preuve de la proprie´te´ de saturation finie, la stable infinite´ et de
la comple´tude vis-a`-vis de la de´duction des proce´dures de satisfiabilite´ des the´ories
de cette classe. Dans cette optique, nous avons de´fini des conditions permettant de
ve´rifier si les the´ories admettent une proce´dure de satisfiabilite´ base´e sur le calcul de
Superposition avec la capacite´ de produire des formules partage´es et si ces proce´dures
peuvent eˆtre combine´es avec d’autre proce´dures de satisfiabilite´. De plus, nous avons
de´veloppe´ une me´thode base´e sur la me´ta-saturation de Lynch et Morawska pour
ve´rifier automatiquement ces conditions. Nous avons pu identifier, en utilisant notre
me´thode automatique, une classe de the´ories satisfaisant ces conditions, qui inclut
bien e´videmment la the´orie de l’e´galite´, la the´orie des listes, la the´orie des tableaux
et leur combinaisons.
Proce´dures de satisfiabilite´ avec justification
Nous avons e´galement travaille´ sur le proble`me de l’inte´gration efficace de proce´-
dures de satisfiabilite´ dans le syste`me haRVey ou` il est fait usage d’un solveur propo-
sitionnel pour de´cider la satisfiabilite´ d’une formule arbitrairement complexe. Nous
avons adopte´ la direction consistant a` e´quiper les proce´dures de satisfiabilite´ de la ca-
pacite´ a` justifier l’insatisfiabilite´ au moyen d’un petit ensemble conflit (conflict set),
ce qui permet de re´duire l’espace de solutions propositionnelles. Nous avons propose´
une proce´dure de satisfiabilite´ avec justification de l’insatisfiabilite´ minimale (dans
le sens ou` tout sous-ensemble strict de la justification est satisfiable) pour l’arithme´-
tique line´aire (partie e´quationnelle), qui est base´e sur l’e´limination de Gauss. Dans
le cas de la the´orie de l’e´galite´ ou l’union de the´ories, la minimalite´ des justifica-
tions produites par cette me´thode ne peut eˆtre qu’approche´e. Nous avons e´galement
e´tendu la me´thode de combinaison de Nelson-Oppen afin de construire de fac¸on mo-
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dulaire les proce´dures de satisfiabilite´ ayant la capacite´ de justifier les preuves que
nous appelons les moteurs d’explication (explanation engines). Le concept principal de
notre approche est celui de graphe d’explication (explanation graph) qui intuitivement
encode de fac¸on minimale des preuves d’e´quivalence entre constantes. Nous avons
illustre´ par des exemples de the´ories inte´ressantes telles que la the´orie de l’e´galite´,
l’arithme´tique line´aire e´quationnelle, les syste`mes de contraintes de diffe´rence pour
lesquelles des moteurs d’explication peuvent eˆtre obtenues sans surcouˆt en e´tendant
des proce´dures de satisfiabilite´ existantes avec les graphes d’explication.
Finalement nous avons e´tudie´ une caracte´risation de la minimalite´ des ensembles
conflits calcule´s par des moteurs d’explication. Nous avons introduit le concept de
quasi-conflit, qui nous permet de caracte´riser pre´cise´ment une forme de minimalite´
satisfaite par les explications extraites des graphes d’explication. Nous avons montre´
que les moteurs d’explication pour la the´orie de l’e´galite´, l’arithme´tique line´aire e´qua-
tionnelle, les syste`mes de contraintes de diffe´rence ainsi que la combinaison de ces
moteurs d’explication produisent des quasi-conflits qui sont minimaux par rapport a`
un ordre clairement de´fini sur les quasi-conflits.
Perspectives
Les travaux mene´s durant la the`se ouvrent plusieurs directions de recherche inte´-
ressantes.
Me´thodologie par me´ta-saturation
Nous comptons e´tudier des possibilite´s d’extension de notre me´thodologie par
me´ta-saturation pour la combinaison de the´ories non stablement infinies. A l’heure
actuelle, nous avons seulement e´tudie´ la combinaison des proce´dures de satisfiabi-
lite´ de´rive´es par saturation en adoptant la me´thode de Nelson-Oppen. Cette e´tude
nous amene´ a` de´velopper une me´thode automatique pour de´cider des conditions suf-
fisantes pour lesquelles la stable infinite´ est assure´e. Nous pensons pouvoir e´tendre
la me´thode par me´ta-saturation a` d’autres me´thodes de combinaison, comme par
exemple des me´thodes de type asyme´trique. En effet, dans un contexte multi-sorte´,
[RRZ05, FRZ05, FG04, Fon04] ont montre´ que la the´orie des listes et la the´orie des
tableaux posse`dent la proprie´te´ de “politeness” par rapport a` la sorte des e´le´ments et
ceci permet de combiner la the´orie des listes et la the´orie des tableaux avec n’importe
quelle the´orie de´cidable qui contient la the´orie des e´le´ments. L’objectif est de trouver
des conditions syntaxiques qui garantissent la “politeness” des the´ories axiomatise´es
par un ensemble fini de clauses et d’espe´rer pouvoir les ve´rifier par me´ta-saturation.
Combinaison
Un premier proble`me a` conside´rer est de prouver la Conjecture 7.1 dans le Cha-
pitre 7 ou de trouver un contre-exemple de celle-ci. Ceci est inte´ressant car si nous
arrivons a` prouver la conjecture, nous aurons un re´sultat de combinaison de the´o-
ries universelles sans avoir a` supposer l’hypothe`se de satisfiabilite´ dans des mode`les
infinis et arbitrairement finis sur les the´ories composantes. Ce re´sultat comple´terait
ceux de [BGN+06] et [KRRT06a] sur la combinaison des the´ories axiomatise´es par un
ensemble fini de clauses, qui ont la proprie´te´ de saturation finie.
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A plus long terme, il sera inte´ressant d’e´tudier la combinaison du proble`me de
satisfiabilite´ dans le cadre de la ve´rification des protocoles cryptographiques. Plus
pre´cise´ment, on pourra e´tudier des me´langes de comportements d’intrus cherchant a`
obtenir des informations secre`tes a` partir des informations dont ils ont connaissance.
Un comportement d’intrus peut eˆtre mode´lise´ par un ensemble de re`gles de de´duc-
tion et une the´orie e´quationnelle sur une certaine signature et un ensemble de re`gles
de de´duction. Ainsi raisonner sur un comportement d’intrus revient a` raisonner sur
un proble`me de de´cision dans un syste`me de de´duction modulo une congruence. Et
l’e´tude de la modularite´ d’un proble`me de de´cision dans un syste`me de de´duction mo-
dulo une congruence nous permettra de connaˆıtre certaines proprie´te´s d’un me´langes
de comportements d’intrus. On pourra par exemple partir des travaux de´crits dans
[CR05, CR06, LLT05].
Minimisation d’ensembles conflits par re´e´criture
Nous avons propose´ des techniques permettant d’e´tendre des proce´dures de satis-
fiabilite´ connues pour la the´orie de l’e´galite´ et l’arithme´tique line´aire dans le but de
rendre celles-ci capables de produire des preuves (nous les appelons des moteurs d’ex-
plication). Nous avons e´galement donne´ une proce´dure qui permet de combiner ces
moteurs d’explication. Les ensembles conflits produits par ces moteurs d’explication
sont utilise´s pour e´laguer l’espace de solutions propositionnelles. Cette approche peut
eˆtre qualifie´e comme interne car elle demande de modifier de fac¸on rigoureuse des
proce´dures de satisfiabilite´ existantes afin de pouvoir produire des ensembles conflits
“minimaux”. La nouvelle direction adopte une approche plutoˆt externe. Elle consiste a`
conside´rer le proble`me de minimisation d’ensembles conflits comme la normalisation
des termes dans une alge`bre de preuves.
Comme observe´ dans [ST05], les preuves d’e´galite´s peuvent eˆtre vues comme des
e´le´ments d’une the´orie de groupe dont l’e´le´ment neutre est la re´flexivite´, l’inverse est la
syme´trie et la multiplication est la transitivite´. En utilisant la comple´tion des axiomes
de groupe, on peut normaliser les preuves d’e´galite´s et les preuves en forme normale
ne´cessitent le moins d’hypothe`ses possibles. Cette technique nous permet d’obtenir
des ensembles conflits minimaux dans le cas de la the´orie de la relation d’e´quivalence.
On peut imaginer que cette de´marche s’applique e´galement a` l’arithme´tique line´aire.
En effet, nous avons vu dans le Chapitre 8 que les e´tiquettes utilise´es pour enregistrer
les ope´rations de lignes pendant l’e´limination de Gauss peuvent eˆtre vues comme des
preuves e´le´mentaires avec lesquelles nous pouvons engendrer une alge`bre de preuves
avec l’addition de deux preuves et la multiplication d’une preuve par une constante
(en fait, nous avons une alge`bre line´aire de preuves). Les preuves de´finies dans cette
alge`bre peuvent ensuite eˆtre mises en forme normale de fac¸on similaire a` la simplifica-
tion de polynoˆmes line´aires a` plusieurs variables. On retrouvera le meˆme re´sultat sur
la minimalite´ de preuves que celui e´nonce´ dans le Chapitre 8. Cette technique peut se
ge´ne´raliser ensuite a` l’arithme´tique non line´aire ou` on aura a` conside´rer une alge`bre
de preuves qui correspond a` un corps de polynoˆmes a` plusieurs variables. Simplifier
une preuves dans cette alge`bre revient a` appliquer l’algorithme de Bu¨chberger pour
trouver une base de Gro¨bner minimale.
Par ailleurs, nous pouvons conside´rer aussi le proble`me de combinaison de nor-
malisation de preuves, typiquement, en conside´rant le me´lange de l’arithme´tique et
de fonctions unaires non interpre´te´es. Une proce´dure de combinaison de normalisa-
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tion de preuve peut eˆtre envisage´e en conside´rant les preuves de congruence. Dans
le cas des fonctions unaires non interpre´te´es, une preuve de congruence se comporte
comme un homomorphisme : Congr(Trans(p1, p2)) = Trans(Congr(p1), Congr(p2)),
ou` Congr et Trans de´signent respectivement une preuve par congruence et une preuve
par transitivite´. Nous devons alors conside´rer un me´lange d’alge`bres de preuves mo-
dulo associativite´, commutativite´ et homomorphisme et dans ce cas une piste inte´res-
sante consiste a` utiliser les re´sultats sur la re´e´criture modulo un ensemble d’e´quations
[Mar96, LLT05].
Implantations
Sur le plan expe´rimental, il est important de mettre en oeuvre les diffe´rentes ide´es
propose´es dans cette the`se.
Une implantation de la saturation avec fragmentation nous permettrait de re´aliser
une e´tude comparative entre l’approche de combinaison par propagation explicite de
disjonctions d’e´galite´s (e.g. des variantes de la me´thode de Nelson-Oppen) avec celle
utilisant un SAT solveur pour traiter des disjonctions d’e´galite´s ([BBC+06]). Cette
e´tude pourra effectivement mettre en e´vidence l’inte´reˆt d’avoir des proce´dures de
satisfiabilite´ comple`tes vis-a`-vis de la de´duction.
Pour rendre efficace les proce´dures de satisfiabilite´ de´rive´es par saturation et leur
combinaison, on peut imaginer d’implanter l’architecture stratifie´e qui consiste a` uti-
liser la saturation comme un “front-end” de la cloˆture de congruence pour traiter les
superpositions entre des litte´raux clos et les axiomes des the´ories. La combinaison
se fait ensuite au niveau de la saturation. Ce type d’implantation ne demandera pas
beaucoup de travail car plusieurs implantations efficaces de la cloˆture de congruence
[DNS03, NO03, Fon04] et de la saturation [Sch02, Wei97, RV02] peuvent eˆtre re´utili-
se´es. Il suffit de les coupler en de´finissant une interface de coope´ration.
Il est inte´ressant d’expe´rimenter la me´thodologie par me´ta-saturation que nous
avons de´veloppe´e dans le Chapitre 5. Cela revient a` implanter une version de Cal-
cul de Superposition avec contrainte de constante. Nous pensons qu’il est possible
d’adapter une implantation du Calcul de Superposition avec des sortes [Wei97] car
des contraintes de constantes peuvent eˆtre exprime´es par des contraintes de sortes. En
effet pour indiquer qu’un symbole est une constante il suffit d’imposer que ce symbole
soit de sorte “constante” pre´de´finie.
Finalement, nous souhaitons expe´rimenter les ide´es de´crites dans le Chapitre 8,
concernant des moteurs d’explication et leur combinaison, dans haRVey pour e´tudier
en pratique leur inte´reˆt. Nous envisageons d’implanter e´galement des graphes d’ex-
plication en utilisant “sur e´tage`re” les algorithmes de graphes dynamiques [EGI97].
Ceci permet d’avoir une proce´dure de combinaison qui est incre´mentale. Une e´tude
comparative d’une telle implantation et de [BBC+06] est aussi envisageable.
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