While steady-state solutions of backlog and delay have been derived for wireless systems, the analysis of transient phases still poses significant challenges. Considering the majority of short-lived and interactive flows, transient startup effects, as caused by sleep scheduling in cellular networks, have, however, a substantial impact on the performance. To facilitate reasoning about the transient behavior of systems, this paper contributes a notion of non-stationary service curves. Models of systems with sleep scheduling are derived and transient backlogs and delays are analyzed. Further, measurement methods that estimate the service of an unknown system from observations of selected probe traffic are developed. Fundamental limitations of existing measurement methods are explained by the non-convexity of the transient service and further difficulties are shown to be due to the super-additivity of network service processes. A novel two-phase probing technique is devised that first determines the shape of a minimal probe and subsequently obtains an accurate estimate of the unknown service. In a comprehensive measurement campaign, the method is used to evaluate the service of cellular networks with sleep scheduling (2G, 3G, and 4G), revealing considerable transient backlog and delay overshoots that persist for long relaxation times. Index Terms-Cellular networks, sleep scheduling, DRX, network calculus, non-stationary service curves, transient delay Ç The authors are with the Institute of Communications Technology, Leibniz Universit€ at Hannover,
INTRODUCTION
T HE majority of flows in today's computer networks are short-lived [2] and hence dominated by various transient effects, such as TCP slow start, that can have a significant impact on their performance. Another case in point is energy saving in wireless networks to increase the mobiles' battery lifetime by deactivating power-intensive parts, including the display and the radio interface. In cellular radio, mobiles enter different types of sleep states and wake up according to a defined schedule to receive information in the downlink or in case an uplink transmission is requested. The feature is referred to as discontinuous reception (DRX) [3] .
An example of DRX is illustrated in Fig. 1 . Initially, the mobile is in idle state and wake up is triggered by a channel request at P 0 . Activating the channel takes T 0 units of time before data can be transmitted. After the data transfer, the mobile enters sleep state at P 1 and wakes up again according to a defined sleep cycle after T 1 . The sleep, respectively, wake-up duration T i can be deterministic or random. Similarly, the service during data transfer can have a constant or a variable service rate, e.g., due to wireless transmission outages. Generally while the mobile is asleep, data are buffered for later transmission, causing a non-negligible transient backlog overshoot and corresponding delays.
The effects of DRX on power consumption and battery lifetime of mobiles have been evaluated, e.g., for 2G and 3G in [4] , and for 4G in [5] , [6] . The re-activation of a dormant connection requires, however, time [5] , [7] , e.g., to exchange signalling messages. This gives rise to an important tradeoff between energy and delay [8] , that motivated significant work on the optimization of DRX for certain traffic types in 3G [9] , [10] , 4G [6] , [11] , [12] , [13] , [14] , [15] , [16] , and 5G [17] networks. An established method is modeling the DRX states by a semi-Markov chain to analyze the stationary mean wake-up delay [10] , [11] , [12] , [13] , [14] , [15] , [17] . Stationary queueing delays under DRX are also derived using an M j G j 1 model with vacations [6] , [9] .
The derivation of transient performance measures, such as the progression of backlog and delay during connection re-activation, causes fundamental difficulties. As an example consider the basic M j M j 1 queue, where the stationary state distribution follows readily from a set of linear balance equations, e.g., [18] . The transient state distribution, on the other hand, is expressed by a set of differential equations for which mainly approximate or numerical solutions are known [19] . As a consequence, transient solutions of queueing systems are sparse [20] , [21] , [22] or tailored to specific problems like TCP congestion control [2] .
A framework that does without an assumption of stationarity is the deterministic network calculus [23] , [24] , [25] that is a theory of time-invariant linear systems under a minplus algebra [24, pp. xiv-xviii] . Examples of time-invariant linear systems include, e.g., links with a constant capacity or leaky-bucket traffic shapers. Non-linear, time-variant, and possibly non-stationary systems are replaced by time-invariant linear bounds that consider the worst-case behavior. Hence, transient phases are not excluded, however, only maximal backlogs and delays can be expressed, as we will show in Section 2. The stochastic network calculus [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , on the other hand, takes time-variant systems into account. The service of a system is specified by a service process [25] , [29] , that is a random process, or a statistical service curve [26] , [27] , [28] , that is a non-random function.
Typically the stochastic network calculus either assumes stationary processes or uses stationary bounds.
In this work, we use the notion of time-variant systems [34] , [35] to model non-stationary service characteristics. Time-variant systems are described by bivariate instead of univariate processes that enable considering changes over time. We contribute a non-stationary service curve model and derive solutions for systems with sleep scheduling that provide insights into their transient performance. Measures of interest include the transient overshoot and the relaxation time until the steady-state is approached. Second, we examine methods for estimation of a system's service curve from measurements of probe traffic. We refine known measurement methods to enable the estimation of non-stationary service curves, where we discover specific limitations that are explained by the non-convexity and super-additivity of the service. We devise a novel minimal probing technique that estimates a non-stationary service curve within a defined measure of accuracy. Using this technique, we conduct a comprehensive measurement campaign to evaluate the transient uplink service characteristics of cellular 2G (EDGE), 3G (HSPA), and 4G (LTE) sleep scheduling.
In comparison to our earlier work [1] , major advancements of this paper are: improved numerical accuracy by using a bounding technique based on Doob's martingale; a comprehensive analysis of the effects of transient versus stationary delays; and a detailed measurement study of transient effects caused by DRX in different cellular networks.
The remainder of this work is structured as follows. In Section 2, we define non-stationary service curves, show a method for construction, and derive models of systems with sleep scheduling. In Section 3, we investigate the measurement-based estimation of non-stationary service curves. We reveal difficulties that arise and devise a new minimal probing method. In Section 4, we use our minimal probing method to estimate the service of productive cellular networks with sleep scheduling. We discuss further related works in the respective sections. Section 5 presents brief conclusions. A summery of our main notation is given in Table 1 .
SERVICE MODELS AND PERFORMANCE BOUNDS
In this section, we define regenerative service processes, where regeneration points mark the start of new transient phases, as the basic model of non-stationary systems and show a first application that evaluates the performance of deterministic sleep scheduling (Section 2.1). Considering systems with random service and random sleep scheduling, we derive non-stationary service curves as a stochastic characterization of the regenerative service processes (Section 2.2). While we restrict the exposition to non-stationary systems, we note that non-stationary traffic can be dealt with in the same way.
Regenerative Service Processes
We consider systems with cumulative arrivals AðtÞ, where AðtÞ denotes the number of bits that arrive in the time interval ð0; t. By convention, there are no arrivals for t 0 so that we generally consider t ! 0. Clearly, AðtÞ is a non-negative, non-decreasing function, and Að0Þ ¼ 0. Shorthand notation Aðt; tÞ ¼ AðtÞ À AðtÞ is used to denote the arrivals in ðt; t where t ! t ! 0. Trivially, Aðt; tÞ ¼ 0 for all t ! 0. Similarly, DðtÞ denotes the cumulative departures from the system.
The service that is provided by the system is characterized by a time-variant service process Sðt; tÞ that specifies the service as a bivariate function of the interval ðt; t. It establishes the departure guarantee [25] , [34] , [35] , [36] DðtÞ ! inf t2½0;t fAðtÞ þ Sðt; tÞg ¼: A SðtÞ:
(1) By convention, Sðt; tÞ is non-negative and Sðt; tÞ ¼ 0 for all t ! 0. The operator that is defined by Eq. (1) is known as convolution under a min-plus algebra 1 [24] , [25] . We note that is associative but not commutative in general. For linear systems, 2 [25] . The notion of a network service process characterizes a network by a single equivalent system, implying an immediate extension of results for single systems to networks. Given this quality, we will use the terms system and network interchangeably.
The service guarantee of Eq. (1) enables the derivation of performance bounds. An upper bound of the backlog BðtÞ ¼ AðtÞ À DðtÞ at time t follows by insertion of Eq. (1) as BðtÞ sup t2½0;t fAðt; tÞ À Sðt; tÞg:
The definition of BðtÞ considers all data that are in the system including data in buffers as well as data in transmission [24] . The First-Come First-Serve (FCFS) delay at time t defined as W ðtÞ ¼ inffw ! 0 : AðtÞ Dðt þ wÞg can be derived as W ðtÞ inffw ! 0 : sup t2½0;t fAðt; tÞ À Sðt; t þ wÞg 0g.
As opposed to the state-of-the-art, that assumes stationary service processes, we consider the service as a nonstationary, regenerative process with regeneration points P ¼ fP 0 ; P 1 ; P 2 ; . . .g, where P 0 ¼ 0 and P i < P iþ1 for all i ! 0. We divide Sðt; tÞ into segments
for all 0 t t P iþ1 À P i and i ! 0, so that S i ðt; tÞ is the service process between the ith and the ði þ 1Þth regeneration point. The defining characteristic of a regenerative process [18] is that the S i ðt; tÞ are statistical replicas of each other, i.e.,
for all i; j; x ! 0, and 0 t t minfP iþ1 À P i ; P jþ1 À P j g.
Owing to Eq. (4), we omit the index i in the sequel. Also, we will not explicitly mention the constraint t P iþ1 À P i and assume that the next regeneration point is generally spaced sufficiently apart.
In the following, we present a first application to deterministic sleep scheduling, as introduced in Fig. 1 . We define the respective time-variant service process (Section 2.1.1) and derive performance bounds thereof (Section 2.1.2). Further, we include a related time-invariant model of a link with vacations from the literature to show the general limitations of the time-invariant approach (Section 2.1.3). Finally, we include exact results for a special case to verify the tightness of the bounds (Section 2.1.4).
Deterministic Sleep Scheduling
We consider a system that if idle goes to sleep state according to a defined protocol, see Fig. 1 . Wake up is scheduled deterministically T units of time after entering the sleep state. The transmission rate in sleep state is 0 and otherwise it is R. Taking advantage of the fact that each transition to sleep state is a regeneration point, we define the timevariant service process for t ! t ! 0 as S tlr ðt; tÞ ¼ R½t À maxft; T g þ ;
where ½x þ ¼ maxf0; xg is the non-negative part of x. Eq. (5) takes the form of a latency-rate function where the latency is transient, abbreviated by superscript tlr.
Performance Bounds
To evaluate the influence of the sleep cycle T on the performance of different types of traffic, we specify the traffic arrivals by a general statistical envelope function A " ðtÞ that satisfies the sample path guarantee P½Aðt; tÞ A " ðt À tÞ; 8t 2 ½0; t ! 1 À ";
for all t ! 0. Above, " 2 ð0; 1 is a probability of overflow. With Eq. (6), statistical performance bounds follow readily by substitution of A " ðt À tÞ for Aðt; tÞ, e.g., the backlog bound Eq. (2) yields P BðtÞ sup t2½0;t fA " ðt À tÞ À Sðt; tÞg ! ! 1 À ":
In previous work [1] , we used an established method [30] for construction of A " ðtÞ that is based on Chernoff's theorem and the union bound. We improve this envelope by applying a recent technique [37] , [38] that uses Doob's martingale inequality [39] instead. An envelope for processes with independent and identically distributed (iid) increments is 
For a numerical study, we consider the special case of a discrete time equivalent of a stationary Poisson arrival process that enables an exact solution for comparison. In each time-slot, the probability of a packet arrival is an independent Bernoulli trial with parameter a 2 ½0; 1 such that the number of packet arrivals NðtÞ in an interval of t time-slots is binomial with the same parameter a. The individual packet sizes Y ðiÞ with index i ¼ 1; 2; . . . are iid geometric random variables with parameter b 2 ð0; 1. Parameter a has the interpretation of an average arrival rate and 1=b is the average size of packets. For the special case of a system with constant service rate R ¼ 1, a=b is the utilization and a < b is required for stability. The respective MGFs are M N ð#; tÞ ¼ ðae # þ 1 À aÞ t and M Y ðuÞ ¼ be u =ð1 À ð1 À bÞe u Þ for u 2 ½0; À lnð1 À bÞÞ [18] . The cumulative arrival process is the doubly stochastic process Aðt; tÞ [33] so that by insertion of M N ð#; tÞ and M Y ðuÞ we obtain
Clearly, M A ðu; tÞ ¼ ðM A ðu; 1ÞÞ t as AðtÞ has iid increments. In Fig. 2a , we illustrate the progression of the backlog bound Eq. For the Poisson arrival process we use the MGF Eq. (9) with parameters a ¼ 0:09 and b ¼ 0:3 corresponding to a utilization of 0.3. We choose " ¼ 10 À9 and optimize the free parameter u > 0 in Eq. (8) numerically. Since we normalized the rate R ¼ 1, we do not provide units. If we define the duration of a time-slot as 1 ms, and the unit of data as 10 kbit, i.e., 1,250 Byte, the rate R equates to 10 Mbps.
Work-Conserving Link with Vacations [25]
A related model of a work-conserving link that takes deterministically bounded vacations whenever there is no data to transmit is proposed in [25, Th. 2.3.16 ]. The model is formulated in the deterministic network calculus where the service is expressed by the time-invariant, univariate function S slr ðt; tÞ ¼ R½t À t À T þ ¼ S slr ðt À tÞ;
that depends only on the width of the interval ðt; t but not on its absolute position in time. Eq. (10) has the well-known type of a latency-rate function, however, the latency is stationary as it is not tied to any regeneration points as in Eq. (5) . Fig. 2a shows that both, the time-variant and the timeinvariant service model, reveal the same growth of the backlog bound until service starts at T ¼ 100. How the transient backlog is cleared after T and eventually converges to a stationary backlog bound is, however, only explained by the time-variant model. To see why the time-invariant model cannot include this relaxation, note that the sup in Eq. (7) is generally non-decreasing in t if S is a univariate function.
Exact Markov Model
To evaluate the tightness of the performance bounds, we take advantage of the memorylessness of the arrivals and set up a Markov model that enables an exact (albeit numerical) transient solution. While an exact solution is feasible for the special case of the discrete-time Poisson process, we note that the envelope approach extends to a variety of non-trivial arrival processes including self-similar, long-range dependent [40] , [41] , and heavy-tailed processes [41] . Martingale bounds are also available for Markov modulated [38] , and autoregressive processes [25] , [38] . For details on the solution of the Markov model see [1] .
For comparison with Fig. 2a , we depict in Fig. 2b the ð1 À "Þ-quantile of BðtÞ as derived from the Markov model as well as the previous bound [1, Eq. (7)]. We observe that the bounds that are derived from the time-variant service model provide good estimates that recover the shape of the quantile well. The deviations are due to inequalities that are invoked in the derivation of the envelope functions, where the use of Doob's martingale inequality shows a clear improvement.
Non-Stationary Service Curves
Based on the concept of time-variant, regenerative service process, we consider the service as a non-stationary random process and derive a basic stochastic characterization. We define a lower service envelope S " ðt; tÞ that satisfies P½Sðt; tÞ ! S " ðt; tÞ; 8t 2 ½0; t ! 1 À ";
for all t ! 0, where " 2 ð0; 1 is a probability of underflow. Compared to the state-of-the-art definition of univariate service and arrival envelope functions [26] , such as Eq. (6), the essential difference is that Eq. (11) specifies a timevariant, bivariate envelope function. We emphasize that this generalization is crucial for modelling transient changes over time, as already shown for the deterministic case in Sections 2.1.1 and 2.1.3. It brings further basic differences about, e.g., the convolution is commutative for univariate but not for bivariate functions.
A system with service envelope S " ðt; tÞ guarantees that
for all t ! 0. We refer to S " ðt; tÞ as non-stationary service curve. To see that Eq. (12) follows from Eq. (11) for a system Eq. (1), add AðtÞ to both sides of Eq. (11) to obtain P½AðtÞ þ Sðt; tÞ ! AðtÞ þ S " ðt; tÞ; 8t 2 ½0; t ! 1 À ": (13) Since Eq. (13) makes a sample path argument for all t 2 ½0; t, it also holds that P inf
where we finally substitute DðtÞ ¼ inf t2½0;t fAðtÞ þ Sðt; tÞg using Eq. (1) to arrive at Eq. (12). For a given service process Sðt; tÞ, a non-stationary service curve S " ðt; tÞ can be derived as S " ðt; tÞ ¼ À 1 uðt; tÞ ðln M S ðÀu; t; tÞ þ rðt À tÞ À lnðr"ÞÞ; (14) where M S ðÀu; t; tÞ ¼ E½e ÀuSðt;tÞ is the negative MGF, respectively, Laplace transform and uðt; tÞ > 0 and r 2 ð0; 1=" are free parameters.
Derivation of Eq. (14) . The derivation of Eq. (14) extends [42] to non-stationary processes. It employs basic steps from the stochastic network calculus [27] , [28] . We use the complementary formulation of Eq. (11) to define :¼ P½9t 2 ½0; t : Sðt; tÞ < S " ðt; tÞ ":
We prove that S " ðt; tÞ defined in Eq. (14) where uðt; tÞ ! 0 is a set of free parameters. The case where t ¼ t is omitted since Sðt; tÞ ¼ 0 and S " ðt; tÞ 0 by definition. By insertion of S " ðt; tÞ from Eq. (14) we have r"
e Àry r"
where each summand is bounded by e Àry R y yÀ1 e Àry dy since e Àry is decreasing. Finally, letting t ! 1 and solving the integral completes the proof that " for all t ! 0. t u
Random Sleep Scheduling
The concept of non-stationary service curve enables the stochastic analysis of systems. We consider a work-conserving system with random sleep scheduling and random service increments ZðtÞ for t ! 0. When entering sleep state, the system regenerates and wakes up after a random time T ! 0, i.e., ZðtÞ ¼ 0 for t 2 ½0; T . The service process is computed as Sðt; tÞ ¼ P t y¼tþ1 ZðyÞ for all t > t ! 0 and Sðt; tÞ ¼ 0 for all t ! 0. To derive the MGF of Sðt; tÞ, we first consider the number of usable time-slots in ðt; t, i.e., after time T Uðt; tÞ ¼ ½t À maxft; T g þ :
The MGF of Uðt; tÞ is composed of three terms
that correspond to the cases where the start of the service T occurs before and including t, within ðt; t, and after t, respectively. Given the service increments ZðtÞ for t > T are iid with MGF M Z ðuÞ, the MGF of the service process is
For an implementation, we use memoryless processes, as solutions for this specific case may also be derived, e.g., from a Markov model. This enables us to compute certain reference results in Section 3. We note that the service curve in Eq. (14) is, however, not limited to memoryless processes.
In detail, we model T as a geometric random variable with parameter p, where P½T ¼ y ¼ pð1 À pÞ y , and ZðtÞ for t > T following a basic wireless outage model [33] as iid Bernoulli trials with parameter q.
Regarding Eq. (15), we have P½T t ¼ 1 À ð1 À pÞ tþ1 and
where we substitute y ¼ e Àu ð1 À pÞ and compute
Having obtained a solution of Eq. (15), the MGF of the service process follows from Eq. (16) by insertion of M Z ðuÞ ¼ qe u þ 1 À q for the Bernoulli service increment process. Finally, the non-stationary service curve is computed from Eq. (14) . Fig. 3 illustrates how S " ðt; tÞ identifies the characteristic features of sleep scheduling. The parameters are p ¼ 0:1 and q ¼ 0:5, i.e., the mean transient latency is E½T ¼ ð1 À pÞ=p ¼ 9 and the mean stationary service rate is E½Z ¼ q ¼ 0:5. The service curves are computed for " ¼ 10 À6 , r ¼ 10 À4 , and uðt; tÞ is optimized numerically.
In Fig. 3a , we show how the service in an interval of width t À t increases with increasing distance t from the last regeneration point. For small t a significant impact of the initial transient phase is noticed. For large t we observe that S " ðt; tÞ converges towards a stationary service curve that is computed for the same service increment process, however, without sleep scheduling. Fig. 3b displays the service curves for fixed t and variable t. We emphasize that the transient phase is reflected in the non-convex shape of the curves, rightwards where t approaches zero. In contrast, the initial delay at the origin, that also applies to the stationary service curve, is caused by the outages of the Bernoulli service increment process. For small intervals t À t the process results in a service of zero with non-negligible probability. For t ¼ 100 and t ¼ 200 the effects bring about a service curve of zero.
Performance Bounds
The presentation of S " ðt; tÞ in Fig. 3b conforms with the formulation of statistical performance bounds, where t is fixed and all t 2 ½0; t are evaluated. A statistical backlog bound follows with Eqs. (12) and (6) as A delay bound follows in the same way. Intuitively, the backlog and delay bound are the maximal vertical and horizontal deviation of A " ðt À tÞ and S " ðt; tÞ, respectively. We present numerical results in [1] .
MEASUREMENT-BASED ESTIMATION METHODS
Following the model-based approach in Section 2, we derived service curves of sleep scheduling. To identify a system's service curve without knowledge of its internals, we investigate measurement-based methods. We use these to evaluate full implementations of DRX in cellular networks, in Section 4. The estimation of a system's service curve from measurements has received increasing attention in the past years [43] , [44] , [45] , [46] , [47] , [48] , [49] . The general approach can be viewed as system identification of a black box model, where the service curve of an unknown system is estimated from observations of its arrivals and departures. Usually, the black box model presumes only basic properties such as linearity and stationarity. The existing works can be classified accordingly to be based either on the assumption of a work-conserving system [43] , [44] , [45] , [46] or a general min-plus linear system [47] , [48] , [49] and either use a deterministic model of a time-invariant system [45] , [46] , [47] , [48] or a stochastic model of a stationary system [43] , [44] , [49] . For a more detailed comparison see also [31] . Related methods focus on estimating the longterm average capacity [50] or available bandwidth [51] of cellular networks.
While methods, such as rate scanning [49] , are available for estimation of stationary service curves for the general class of min-plus linear systems with random service [49] , the measurement-based estimation of non-stationary service curves that are the subject of this work is not elaborated in the current literature. Like [47] , [48] , [49] , we consider minplus linear systems, where Eq. (1) holds with equality, i.e.,
for all t ! 0. The unknown Sðt; tÞ is a time-variant, random service process as in [49] . Compared to [49] we do, however, not assume stationarity of Sðt; tÞ. Based on Eq. (17), the goal of service curve estimation can be phrased as an inversion problem, i.e., given measurements of AðtÞ and DðtÞ, solve Eq. (17) for Sðt; tÞ. Due to the infimum, the min-plus convolution has, however, no inverse operation in general and a solution can only be obtained for certain functions AðtÞ [48] . Finally, we seek to estimate a maximal non-stationary service curve S " ðt; tÞ, i.e., find a Pareto efficient function S " ðt; tÞ that satisfies Eq. (12) .
We perform measurements assuming a regenerative service process as defined in Section 2.1, where repeated network probes can observe samples of the service process S i ðt; tÞ at regeneration point P i as illustrated in Fig. 1 .
The remainder of this section is structured as follows: We adapt two known methods, rate scanning (Section 3.1) and burst response (Section 3.2), for estimation of non-stationary service curves. Fundamental limitations of these methods are identified that are explained by the non-convexity and the super-additivity of the service. We devise a new twophase probing method (Section 3.3) that first uses the burst response to determine the shape of a suitable probe, that is proven to be minimal under the conditions of Lemma 3.
The probe is then used to obtain a service curve estimate with a defined accuracy.
Rate Scanning
First, we consider the rate scanning method from [48] , [49] . The method uses constant rate probes AðtÞ ¼ rt for a set of rates r 2 R to excite the network for measurements. While [48] and [49] consider deterministic and stationary service curves, respectively, we adapt the method to provide estimates of non-stationary service curves for transient phases.
For constant rate probes AðtÞ ¼ rt the backlog of a system follows from Eq. (17) as BðtÞ ¼ sup t2½0;t frðt À tÞ À Sðt; tÞg. Consequently, it holds that BðtÞ ! rðt À tÞ À Sðt; tÞ, for all t 2 ½0; t. Solving for Sðt; tÞ provides the lower bound Sðt; tÞ ! rðt À tÞ À BðtÞ;
for all t 2 ½0; t.
Next, we use the definition of ð1 À Þ-quantile 
is a non-stationary service curve as defined by Eq. (12) with probability " ¼ P r2R . Compared to [49] , Eq. (20) uses the transient instead of the stationary backlog to estimate a nonstationary service curve.
For evaluation of the method, we consider a simulation of the random sleep scheduling model from Section 2.2.1 with identical parameters p ¼ 0:1 and q ¼ 0:5. We perform rate scanning with ten rates r 2 f0:05; 0:1; ; 0:5g. For each rate we obtain 10 5 backlog samples from repeated experiments. From these, we extract an estimate of the backlog quantile B ðr; tÞ for ¼ 10 À4 so that " ¼ P r2R ¼ 10 À3 . Fig. 4a shows the linear segments gathered by each of the ten probing rates r 2 R and the resulting estimate S " rs ðt; tÞ that is obtained as the maximum of the linear segments by Eq. (20) . We display bivariate functions for t ¼ 200 and vary t 2 ½0; t to consider the influence of the width of the interval ðt; t. As a reference, we include an analytical upper bound. 3 Any function that exceeds the upper bound for some t 2 ½0; t violates the definition of service envelope Eq. (11). Further, we show an analytical service curve 4 that provides the lower guarantee specified by Eq. (12) . Both, the analytical upper bound as well as the analytical service curve exhibit a flat area in the upper right for large t À t, respectively, small t that is due to the initial transient phase starting at t ¼ 0. In contrast, the service curve estimate of rate scanning cannot recover the non-convex part of the analytical results.
This shortcoming of rate scanning is explained by the properties of Eq. (20) that has the form of a Legendre-Fenchel transform of the backlog [48] . The transform is also known as convex conjugate as the result is generally a convex function [52] . For convex functions, the Legendre-Fenchel transform is its own inverse, whereas the bi-conjugate of a nonconvex function can only recover the convex hull [52] , as seen for the estimate of rate scanning in Fig. 4a .
Burst Response
Motivated by the min-plus systems theory of the network calculus [24] , [25] , a canonical probe for system identification is the burst function that takes the role of the Dirac delta function in min-plus algebra. The burst function is defined as
The burst function is the neutral element of min-plus convolution, so that sending a burst probe AðtÞ ¼ dðtÞ reveals the service Sð0; tÞ for all t ! 0 as the burst response of the system
For additive service processes as defined in [30, p. 6] , Sðt; tÞ can be readily obtained from Eq. (22) for all t ! t ! 0 as Sðt; tÞ ¼ Sð0; tÞ À Sð0; tÞ:
For a stochastic analysis, we denote V the set of all causally possible sample paths. The individual sample paths are denoted D v ðtÞ for v 2 V. For each v 2 V we use the additivity as specified by Eq. (23) to obtain the service process from the burst response given by Eq. (22) as
for all t 2 ½0; t. We fix t > 0 and select a subset of the sample paths C t V with probability P½C t ! 1 À ". Defining
it holds that S c ðt; tÞ ! S " br ðt; tÞ for all t 2 ½0; t and all c 2 C t . Further, we have P½C t ! 1 À " so that S " br ðt; tÞ satisfies Eq. (11). Hence, S " br ðt; tÞ is a non-stationary service curve that conforms to Eq. (12).
In a practical probing scheme, we can only observe a finite set of sample paths V from repeated measurements of the departures D v ðtÞ for t ! 0. We fix t > 0 and estimate the service from Eq. (24) for all t 2 ½0; t and v 2 V. To construct C t we remove a set of minimal sample paths from V. We define the minimal sample paths F to be the sample paths that attain the minimum S min ðt; tÞ ¼ min v2V fS v ðt; tÞg;
The indicator function 1 ðÁÞ is one if the argument is true and zero otherwise. We remove F to obtain C t ¼ VnF and repeat the above steps for C t as long as P½C t ! 1 À ". Finally, we estimate the service curve from Eq. (25) for all t 2 ½0; t. Fig. 4b shows service curve estimates of burst probing for t ¼ 200, 300, and 400 together with analytical upper bounds and analytical reference service curves for the same system as Fig. 4a . We observe that burst probing performs very well as it provides service curve estimates that are in between the analytical reference curves and closely track the analytical upper bound. Unlike rate scanning, burst probing recovers the flat, non-convex areas in the upper right of the analytical curves that are caused by the initial transient phase.
Aside from its good performance, burst probing has, however, downsides. Burst probes are considered intrusive as they cause non-linear behavior of certain systems. An example are FCFS multiplexers, where a burst probe can preempt other traffic resulting in a too optimistic service estimate [48] .
Furthermore, we discover that the intuitive assumption of additive service processes [30] , that is used as a basis of the method in Eq. (23), is not justifiable in general. While sub-additivity is less an issue, as (23) provides a conservative estimate of Sðt; tÞ that yields a valid lower service curve in this case, we find that there are relevant systems, where super-additivity applies and (23) overestimates Sðt; tÞ.
Formally, a function fðs; tÞ is super-additive if fðs; uÞ ! fðs; tÞ þ fðt; uÞ for all u ! t ! s ! 0. Trivially, an additive function fðs; uÞ ¼ fðs; tÞ þ fðt; uÞ for all u ! t ! s ! 0 is also super-additive. To quantify the magnitude of superadditivity, we define the maximal deviation of a superadditive function fðs; tÞ from additivity as Dðs; uÞ :¼ fðs; uÞ À inf t2½s;u ffðs; tÞ þ fðt; uÞg:
With respect to Eq. (23), super-additivity implies that estimating Sðt; tÞ as Sðt; tÞ ¼ Sð0; tÞ À Sð0; tÞ is too optimistic as in general only Sðt; tÞ Sð0; tÞ À Sð0; tÞ holds.
Super-Additive Service Processes
To provide insights on the occurrence and the impact of non-additivity, we first consider the instructive example of deterministic latency-rate functions as specified by S tlr ðt; tÞ in Eq. (5) for the case of a transient latency and S slr ðt; tÞ in Eq. (10) for a stationary latency, respectively. In case of a transient latency, it can be verified that S tlr ðt; tÞ is additive. For a stationary latency, however, we find that S slr ðt; tÞ is super-additive but not generally additive. An example is S slr ð0; tÞ þ S slr ðt; tÞ ¼ Rðt À 2T Þ for t ! t þ T and t ! T , whereas S slr ð0; tÞ ¼ Rðt À T Þ. The example also achieves the maximal deviation from additivity Dðt; tÞ ¼ RT for
For illustration, Fig. 5 shows different types of latencyrate functions, labelled analytical service curve: with a transient latency of T ¼ 20 according to Eq. (5) in Fig. 5a , as it applies for deterministic sleep scheduling; a stationary latency of T ¼ 10 according to Eq. (10) in Fig. 5b ; and for a combined system with both a transient and a stationary latency in Fig. 5c . The rate is R ¼ 1. In all cases, we fix t ¼ 100 and show the service curves for an increasing interval t À t.
As can be seen from the flat end of the curve in the region marked with tl in Fig. 5a , the transient latency has an effect only for large intervals t À t > 80, respectively, t < 20. The stationary latency, on the other hand, applies for all t resulting in the right shift of the curve in Fig. 5b marked with sl. Finally, Fig. 5c shows both effects.
We also present estimates of the service curves as obtained from the burst response. Clearly, the burst response recovers the transient latency-rate function in Fig. 5a exactly. It overestimates, however, the stationary latencyrate function in Fig. 5b and similarly in Fig. 5c . The effect is due to the super-additivity induced by the stationary latency. In this case, the assumption of additivity used by Eq. (23) falsely assigns the stationary latency to large intervals t À t only, as seen in the region marked with D. The figures further include estimates obtained by a method that we introduce as minimal probing in Section 3.3, where we also provide details on the curves.
While we designed the numerical experiments in Fig. 5 to investigate stationary and transient latencies in isolation, we note that in real networks stationary latencies, such as propagation delays, can not be avoided. In our experiments in cellular networks in Section 4, we generally have to deal with both types of latencies. As a consequence burst probing is not suitable as it overestimates the service.
Super-Additivity of min and
A second notable exception of additive service processes are networks of systems. We consider n systems with service processes S i ðt; tÞ for i ¼ 1; 2; . . . n in tandem. The end-to-end service process of the network is denoted by S net ðt; tÞ. It is derived as the min-plus convolution of the service processes of the individual systems S i ðt; tÞ for i ¼ 1; 2; . . . n [25] . For additive S i , the following Lemma 1 proves that S net is superadditive in general and additive only in certain special cases. The result is significant as it refutes the assumption of additive service processes for the large class of tandem systems. As before, it implies that the burst probing method is too optimistic. Our numerical evaluation in [1] shows significant deviations from additivity for tandem systems.
The following lemmas formalize the results and show that the and min operators in general maintain only super-additivity but not additivity. which proves the super-additivity of h.
ii. For the special case of additive univariate functions fðs; tÞ ¼ fðt À sÞ and gðs; tÞ ¼ gðt À sÞ, that depend only on the difference t À s and not on the absolute values of s and t, it follows that hðs; tÞ ¼ f gðt À sÞ ¼ hðt À sÞ is also univariate. Using the additivity of f and g, Eq. (27) yields that hðt À sÞ þ hðu À tÞ ¼ inf
which proves the additivity of h. t u
From Lemma 1 the convolution of two additive bivariate functions fðs; tÞ and gðs; tÞ for t ! s ! 0 is super-additive, however, in general it is not additive. As a counterexample consider the additive functions fðs; tÞ ¼ t À s and gðs; tÞ ¼ 2ðbt=2c À bs=2cÞ. It follows that hðs; tÞ ¼ f gðs; tÞ ¼ 2bt=2c À s is not additive. Additivity is, however, achieved in case of univariate functions, where Lemma 1 ii. extends a known result for min-plus convolution of sub-additive univariate functions in [24, p. 142] . In the second line we used the super-additivity of f and g and in the third line minffðs; uÞ; gðs; uÞg ¼ hðs; uÞ and minfhðs; uÞ; xg hðs; uÞ for any x. t u
The minimum of two additive bivariate functions fðs; tÞ and gðs; tÞ for t ! s ! 0 is super-additive, as a special case of Lemma 2, but in general not additive. A counterexample is fðs; tÞ ¼ t À s and gðs; tÞ ¼ 2ðbt=2c À bs=2cÞ. Clearly f and g are additive, however, h ¼ minff; gg ¼ 2bt=2c À s is not.
Minimal Probing
Given the limitations identified above, we devise a new probing method to characterize transient service processes that are neither convex nor additive. The method comprises two phases. In the first step, a minimal probe as well as an upper bound of the service are estimated using the burst response as in Section 3.2. In the second step, the minimal probe is used to estimate a non-stationary service curve with a defined accuracy. We show that the minimal probe reveals the service of the system, whereas any smaller or larger probe estimates only a lower bound. The importance of the probe traffic intensity is also discussed in [48] .
Estimation Using Arbitrary Probes
First, we consider how to obtain a service curve estimate from an arbitrary probe AðtÞ. The estimate will then be used to derive conditions for the shape of a minimal probe.
From Eq. (17) it follows that DðtÞ AðtÞ þ Sðt; tÞ for all t 2 ½0; t so that Sðt; tÞ ! DðtÞ À AðtÞ; (30) for all t 2 ½0; t. An equivalent expression using the backlog is Sðt; tÞ ! Aðt; tÞ À BðtÞ for all t 2 ½0; t. By insertion of the backlog quantile it follows that S " ðt; tÞ ¼ Aðt; tÞ À B " ðtÞ;
satisfies Eq. (11), i.e., S " ðt; tÞ is a non-stationary service curve as defined by Eq. (12). To estimate S " ðt; tÞ, the probing procedure uses a defined probe Aðt; tÞ to obtain B " ðtÞ from repeated backlog measurements. In the special case Aðt; tÞ ¼ rðt À tÞ the rate scanning method can be recovered.
Definition of Minimal Probe
So far, we did not constrain the shape of the probe and defining a suitable probe is non-trivial. Intuitively, a probe that is too small will provide little information about the service as the observed departures are mostly limited by the arrivals. A too large probe, on the other hand, will deteriorate the estimate, e.g., in the extreme case of a burst probe AðtÞ ¼ dðtÞ, where d is defined in Eq. (21), the lower bound in Eq. (30) will only be useful for t ¼ 0 but not for t > 0. The same restriction applied to burst probing earlier. The following lemma defines a necessary and sufficient condition for a minimal probe to obtain the true service from Eq. (30). (32) is necessary, consider any other (smaller or larger) probe AðtÞ expressed as AðtÞ ¼ A mp ðtÞ þ fðtÞ where fðtÞ is a real function with fð0Þ ¼ 0 and 9y 2 ð0; t : fðyÞ 6 ¼ 0. It follows by the same steps that DðtÞ À AðtÞ ¼ Sðt; tÞ þ inf y2½0;t ffðyÞg À fðtÞ which implies that 9t 2 ½0; t : DðtÞ À AðtÞ < Sðt; tÞ. t u While Lemma 3 proves the optimality of A mp ðtÞ, it depends on the unknown service and cannot be constructed a priori. To gather information on A mp ðtÞ, we initially consider the system's burst response DðtÞ ¼ d SðtÞ ¼ Sð0; tÞ, where d is defined in Eq. (21), and estimate Eq. (32) by e A mp ðtÞ ¼ Sð0; tÞ for t 2 ½0; t. We use tilde to indicate that e A mp ðtÞ is an approximation of A mp ðtÞ that is exact only if Sðt; tÞ is additive. In the stochastic case, we employ S " br ðt; tÞ from Eq. (25) to estimate e A mp ðtÞ ¼ S " br ð0; tÞ À S " br ðt; tÞ;
Lemma 3 (Minimal Probe
for t 2 ½0; t. We note that additivity of S " br ðt; tÞ cannot be assumed by construction of Eq. (25), see Lemma 2.
Accuracy of the Estimates
We show that the backlog at the end of the probe e A mp ðtÞ is a measure of the estimation accuracy. Further, we verify that the backlog is bounded by the deviation of a super-additive service process from additivity. 
i.e., the estimation accuracy is determined by the backlog at the end of the probe. If Sðt; tÞ is additive, Dð0; tÞ ¼ 0, i.e., both the lower and the upper estimate recover Sðt; tÞ exactly. Further, the backlog BðtÞ that is caused by e A mp ðtÞ is zero during the entire probe if Sðt; tÞ is additive.
In the stochastic case, we obtain a non-stationary service curve estimate from Eq. (31) as S " mp ðt; tÞ ¼ e A mp ðt; tÞ À B " ðtÞ using the probe defined in Eq. (33) . Further, we have by use of Eq. (33) that e A mp ðt; tÞ ¼ e A mp ðtÞ À e A mp ðtÞ ¼ S " br ðt; tÞ since S " br ðt; tÞ ¼ 0 by definition of Eqs. (24) and (25) . By insertion into Eq. (31) it holds for all t 2 ½0; t that S " mp ðt; tÞ ¼ S " br ðt; tÞ À B " ðtÞ:
We conclude that B " ðtÞ observed by minimal probing at the end of the probe is a measure of accuracy that separates the generally conservative estimate of minimal probing from the possibly too optimistic estimate of burst probing. To investigate B " ðtÞ, we consider the backlog expression BðtÞ ¼ sup t2½0;t fAðt; tÞ À Sðt; tÞg that follows from Eq. (17) . By insertion of the probe defined in Eq. (33) we have BðtÞ ¼ sup t2½0;t fS " br ðt; tÞ À Sðt; tÞg. Next, we substitute S " br ðt; tÞ ¼ inf c2C t fS c ð0; tÞ À S c ð0; tÞg from Eq. (25) so that for any sample path ' 2 C t it holds that i.e., B ' ðtÞ is bounded by the maximal deviation of S ' ð0; tÞ from additivity, defined as D ' ð0; tÞ in Eq. (26) . If Sðt; tÞ is additive, it follows that B ' ðtÞ ¼ 0 for all ' 2 C t . Since P½C t ! 1 À ", it holds that B " ðtÞ ¼ 0 and S " mp ðt; tÞ recovers S " br ðt; tÞ exactly. The same applies if Sðt; tÞ is sub-additive. For a first example, we consider the latency-rate service curves of deterministic sleep scheduling in Fig. 5 , where we also include the results of minimal probing. For the case of a transient latency depicted in Fig. 5a , minimal probing recovers the estimate of burst probing, which confirms that the estimate is exact. This is due to the additivity of the service.
In case of a stationary latency, as in Figs. 5b and 5c , the estimates of minimal probing and burst probing differ by a constant offset that is equal to the backlog at the end of the minimal probe BðtÞ ¼ 10, as derived by Eq. (34) . The deviation indicates that the estimate from burst probing is overly optimistic. This is a result of the super-additivity of the service that has a maximal deviation from additivity defined by Eq. (26) of Dð0; tÞ ¼ RT ¼ BðtÞ.
Unlike burst probing, minimal probing correctly identifies the stationary latency in the region marked with sl in Figs. 5b and 5c . It matches the analytical service curve up to the region marked with D, where it provides a conservative estimate with an accuracy of Dð0; tÞ. Finally, it reproduces the flat area in the region marked with tl in Figs. 5a and 5c that is due to the transient latency.
Next, we regard random sleep scheduling as in Fig. 4 where we find that the estimates of minimal probing and burst probing in Fig. 6a match. As before, we include as a reference an analytical upper bound as well as an analytical service curve that provides the lower guarantee specified by Eq. (12) . Further, in Fig. 6b we include a stationary latency of 50. In this case, the estimates of burst probing and minimal probing differ: Both identify the correct rate, i.e., the slope, as well as the transient latency, expressed by the flat area in the upper right. In the lower left, a service of zero is caused by outages of the Bernoulli increment process as well as by the stationary latency that is recovered, however, only by minimal probing. Due to the super-additivity of the service process, the estimate of burst probing is too optimistic and exceeds the analytical upper bound. Minimal probing, on the other hand, provides a valid service curve that resides between the analytical reference curves.
ESTIMATION OF CELLULAR SLEEP SCHEDULING
We use the minimal probing method from Section 3.3 to estimate service curves of cellular networks with sleep scheduling, specifically DRX. Compared to state-of-the-art steady-state solutions of semi-Markov DRX models [10] , [11] , [12] , [13] , [14] , our non-stationary service curve approach provides transient performance measures, such as the transient overshoot and corresponding relaxation time. Further, the service curve applies for arbitrary traffic arrivals, including TCP traffic, and is not limited to Markovian systems. While we investigate sleep scheduling of the mobile that is woken up for transmission of pending uplink data, we expect that similar studies can be performed, e.g., for the downlink, in case of mobility [53] , or for green cellular networks with base station sleeping [54] . In the following, we show our cellular measurement setup (Section 4.1). We present estimates of service curves that explain characteristics of the cellular data service, including transient delays caused by sleep scheduling, capacity limits, and service outages, e.g., due to the radio channel (Section 4.2). We conclude this section with a comparison of service curves obtained for different technologies, i.e., 2G (EDGE), 3G (HSPA), and 4G (LTE) (Section 4.3), as well as for different times of day showing typical diurnal behavior (Section 4.4).
Measurement Setup
The main components of our measurement setup are displayed in Fig. 7 . We operate in our lab a cellular client (A) and a wired server (D), that are connected to the Internet by a major German commercial cellular provider and the German National Research and Education Network, respectively. For the cellular connection, the user equipment (UE) is a stationary category 3 Teldat RS232j-4G modem for EDGE and LTE and a Teltonika HSPA+ RUT500 modem for HSPA. The nominal uplink rates as stated by the network provider are 220 kbps for EDGE, 5,76 Mbps for HSPA, and 50 Mbps for LTE. The wired connections are 1 Gbps Ethernet links.
In addition to the cellular data connection, we maintain a separated local control network for the client and the server that permits time synchronization in the order of a few ms using the Network Time Protocol (NTP). Further, it enables operating the client and the server remotely. To automate the measurements we use the tool sshlauncher, 5 that facilitates repeated execution of distributed network experiments. We repeat each measurement 100 times to obtain a statistical basis.
We use the UDP traffic generator rude&crude 6 for transmission of probe traffic by the client. To measure the probe arrivals AðtÞ and departures DðtÞ, packet traces are captured by libpcap at the client and the server, respectively. We choose packets of 1,400 Bytes size for HSPA and LTE and 500 Bytes for EDGE to accommodate the low uplink data rate.
Transient Service of LTE
We evaluate the performance impact of the transient phase that occurs if an uplink transmission is requested while the LTE UE is dormant, i.e., the radio resource control protocol is in idle state, see Fig. 1 . After each measurement, a sufficiently long pause ensures that the UE enters idle state again. For the network under observation, this amounts to 10.5 sec [7] .
Transient Overshoot and Relaxation Time
First, we consider the backlog process that is induced by constant bit rate (CBR) traffic with rates from 10 to 40 Mbps. Corresponding mean backlogs and 0.95-quantiles are depicted in Fig. 8 . All curves show the typical transient overshoot and approach stationarity after a certain relaxation time. Next, we investigate the different phases in detail.
At startup, connection establishment is triggered and data are queued in a buffer at the UE. For CBR traffic the backlog increases linearly with a slope that corresponds to the traffic rate, e.g., after 120 ms, marked by a vertical line in Fig. 8 , the backlog amounts to 1.2 Mb for a rate of 10 Mbps.
While we do not observe packet loss at 10 Mbps, packet loss is measured at rates of 20 Mbps and above and occurs deterministically once the backlog reaches 2.2 Mb, respectively, 200 packets. To see the deterministic behavior, note that both the mean and the 0.95-quantile show an identical plateau of 2.2 Mb that extends until 120 ms. Experiments with different packet sizes substantiate a buffer limit in the UE of about 200 packets, as packet loss occurs regardless of the packet size once the backlog reaches 200 packets.
Interestingly, the backlog starts to grow again after 120 ms, that is the time to establish the connection [7] . The increase of the backlog, computed as BðtÞ ¼ AðtÞ À DðtÞ, is caused by packets that have been served from the buffer but are still in transmission while new packets enter the buffer at the offered traffic rate. For the mean backlog, the effect lasts for about 25 ms, that corresponds to the one-way delay (OWD) observed in [7] , until packets depart from the network. Regarding the 0.95-quantile, the effect extends to up to 50 ms.
Afterwards, the backlog is depleted at a rate that is determined as the difference of the service rate and the traffic arrival rate. For traffic rates that are close to the capacity limit of about 45 Mbps, this causes significantly prolonged relaxation times until the backlog overshoot is cleared. Further, we observe an increasing volatility for higher traffic rates, as can be seen from the 0.95-quantile that grows more strongly than the mean.
Eventually, the backlog process approaches stationarity, where it is mostly caused by packets in transmission. Hence, the stationary mean backlog can be approximately determined as the product of the OWD of 25 ms and the traffic rate, e.g., for a rate of 10 Mbps a mean backlog of 0.25 Mb applies. The 0.95-quantile depicts larger backlogs that correspond to delays of up to 50 ms.
Non-Stationary Service Curves
Next, we identify the transient service of the LTE network by a non-stationary service curve, that is obtained by minimal probing as defined in Section 3.3. Compared to the transient backlogs shown for individual CBR traffic arrivals in 5. https://github.com/bozakov/sshlauncher 6. http://rude.sourceforge.net/ Fig. 8 , the service curve is a single characteristic function of the system that provides transient performance measures for any type of traffic arrivals.
The measurement method operates in two phases: first, an estimate of the minimal probe e A mp ðtÞ is obtained from the burst response; second, e A mp ðtÞ is used to estimate a service curve S " mp ðt; tÞ. The accuracy of S " mp ðt; tÞ is determined as the backlog B " ðtÞ that is induced by e A mp ðtÞ. The accuracy can also be visualized using a service curve estimate S " br ðt; tÞ from the burst response, where S " br ðt; tÞ ¼ S " mp ðt; tÞ þ B " ðtÞ from Eq. (35) serves as the upper bound.
In practice, we emulate the burst function dðtÞ by sending packets at a high rate that exceeds the nominal capacity of 50 Mbps for a duration of t. We choose t ¼ 1 sec and measure 100 sample paths of the burst response to obtain S " br ðt; tÞ for " ¼ 0:05 from Eq. (25) . An estimate of the minimal probe e A mp ðtÞ follows from S " br ðt; tÞ by Eq. (33) . We add a single packet to the start of the probe that acts as a trigger to initiate the wake-up procedure of the UE. We make use of the minimal probe to measure the backlog BðtÞ at the end of the probe. After collecting 100 backlog samples, we select the 0.95-quantile B " ðtÞ. A service curve S " mp ðt; tÞ for " ¼ 0:05 is estimated from Eq. (31) by insertion of e A mp ðtÞ and B " ðtÞ. The advantage of the minimal probe is that it is adapted to the system's transient service characteristics. As a consequence, minimal probing does not sent further packets during connection establishment, such that the transient overshoot and the following relaxation time are eliminated. The effect is shown in Fig. 9a , where a representative sample path of the backlog of minimal probing is compared to the 0.95-backlog quantile of 30 and 40 Mbps CBR traffic, respectively. After the initial waiting time, the minimal probe has an average rate of 44 Mbps that results in a 0.95backlog quantile of about 2.1 Mb at the end of the probe.
In Fig. 9b , we present the mean of ten estimates of S " mp ðt; tÞ and S " br ðt; tÞ obtained by minimal probing and the burst response, respectively. We also include the 0.95-confidence interval of S " br ðt; tÞ, depicted as a yellow area, that confirms stable estimates. For clarity, we omit the confidence interval of S " mp ðt; tÞ, as it provides little additional information. Further, we note that the estimate S " mp ðt; tÞ shows a good accuracy, determined as the backlog B " ðtÞ of the minimal probe, that separates the upper bound S " br ðt; tÞ from the lower service estimate S " mp ðt; tÞ. The deviation is a consequence of the super-additivity of the service, see Section 3.3.3.
Notably, the service curve estimates show the same distinct features as illustrated in Figs. 5c and 6, previously:
Service outages: For intervals t À t 8 ms, both service curve estimates S " mp ðt; tÞ and S " br ðt; tÞ are equal to zero, indicating service outages on short time-scales, e.g., due to the characteristics of the radio channel. Stationary latency: The region marked with sl expresses a stationary latency of about 50 ms. As in Fig. 5c , S " mp ðt; tÞ identifies this region correctly, whereas S " br ðt; tÞ overestimates the service and attributes the stationary latency to the region marked with D. The effect is due to the super-additivity of the service that is caused by the stationary latency, see Section 3.2.1.
Transient latency:
The region marked with tl shows a transient latency of about 120 ms that is due to sleep scheduling. Capacity limit: The upward segment at the center has a slope of 44 Mbps. It denotes the effective capacity limit with respect to ". The almost constant slope evidences a stable transmission rate for intervals of t À t ! 58 ms.
Comparison with HSPA and EDGE
We compare the performance of the LTE DRX mode with the preceding technologies HSPA and EDGE. For evaluation, we estimate non-stationary service curves using the measurement method as in Section 4.2.2. Taking into account smaller capacities and higher latencies, we reduce the probe traffic rate and extend the measurement duration accordingly. Fig. 10 evaluates service curve estimates of LTE, HSPA, and EDGE that are obtained for each technology during the day and during the night respectively. First, we consider only the solid curves that apply for the night.
Compared to LTE, the service curves of HSPA and EDGE exhibit the same shape, however, with less pronounced segments, particularly for EDGE. Further, the estimates S " mp ðt; tÞ of minimal probing and S " br ðt; tÞ of burst probing show a larger relative difference for EDGE, indicating a lower accuracy. For HSPA the accuracy is good, like in case of LTE.
Next, we pay closer attention to the service curve estimates of HSPA in Fig. 10b . Following the same reasoning as in Section 4.2.2, we find service outages on short time-scales that result in a service of zero for intervals t À t 15 ms, a stationary latency of 130 ms, a transient latency of approximately 1 sec, and a capacity limit of close to 4 Mbps. Further, we notice that after the transient latency, the capacity limit is approached more slowly than in case of LTE, expressed by the bent segment in the region 3 tÀ t 3:9 sec. The segment emphasizes once more the advantage of minimal probing that features a correspondingly reduced rate during this time.
In case of EDGE, the service curve estimates show an even stronger bend than in case of HSPA that reveals less explicit parameters. The estimates indicate service outages of up to 200 ms, a stationary delay of 300 ms, a transient delay of 500 ms, and an effective capacity limit of about 70 kbps.
Corresponding 0.95-quantiles of the backlog for CBR traffic with different rates are shown in Fig. 11 . Clearly, the long transient delay causes a backlog overshoot that can be an order of magnitude larger than the stationary backlog. Compared to LTE, the backlog of HSPA shows a less sharp peak that has a rounded top in the region around 1.5 sec. The effect is due to the slow ramp-up of the transmission rate after connection establishment. The backlog is cleared after a relaxation time of, e.g., about 5 sec for a traffic rate of 3 Mbps.
Diurnal Characteristics
We also include service curve estimates that are obtained during the day in Fig. 10 , plotted as dashed lines. Compared to the night, all daytime measurements show the same general trend, i.e., a reduction of the service, that is most pronounced for HSPA. The effect may be attributed to the utilization of the network by other users that is known to follow a diurnal pattern. Further, we notice a greater volatility of the estimates at daytime, except for EDGE, that is reflected by a reduced accuracy, i.e., a larger deviation B " ðtÞ of the lower estimate S " mp ðt; tÞ from the upper bound S " br ðt; tÞ. Notably, the transient plus stationary latency, expressed by the flat area in the upper right of the curves, is, however, only marginally affected by the time of measurement.
For an example, we consider the case of LTE where the effective capacity limit is reduced from 44 Mbps at night to 38 Mbps during the day while B " ðtÞ increases from 2.1 to 2.7 Mb. An analysis of the backlog for selected traffic rates, see Fig. 12 , confirms the observations. While there is little difference between day and night for a traffic rate of 30 Mbps, we notice a significant increase of the backlog for 40 Mbps.
CONCLUSIONS
This work contributed a notion of non-stationary service curves that enables the analysis of transient phases. We contributed models of systems with sleep scheduling and provided insights into their transient behavior. Further, we considered measurement-based methods for identification of systems, using a black-box model. We discovered that existing probing methods cannot accurately estimate non-stationary service curves. The difficulties were related to the non-convexity and super-additivity of the service. We devised a novel two-phase probing method. First a minimal probe is estimated that is adapted to the network. In a second step, the minimal probe is used to obtain a service curve estimate with a defined accuracy. Taking advantage of the estimation method, we reported results from a comprehensive measurement study of cellular networks with sleep scheduling, including EDGE, HSPA, and LTE. The service curve estimates showed characteristic features of the cellular data service that explained the observation of significant transient overshoots and long relaxation times. While delays in the range of seconds have been measured for EDGE and HSPA, it has been found that LTE achieves an improvement by an order of magnitude. We believe that the general non-stationary service curve approach and the modelling and measurement-based identification methods lay a foundation for transient analysis that has the potential to provide insights into a variety of relevant other cases, such as TCP slow start, transient network failures, and reactive routing. 
