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PREFACE 
This dissertation is concerned with the development of 
an econometric model that will assist cattle producers and 
commercial meat packers in production and purchasing deci-
sions. Spectral analysis, line~r regression, and a geo-
metric distributed lag model were combined with economic 
theory in specifying and estimating a quqntitative model 
that will provide advance predictions of Choice steer 
prices. The v&lue of the model is ~ased on its success in 
identifying opportunities for hedging or forward coverage 
with live beef futures contracts~ 
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Variati9ns in the price of slaughter cattle are well 
documented. During the past two decades the price of Choice 
grade slaughter steers at Chicago ranged from a high of 
$36.93 per hundredweight in April 1951, to a low of $18.88 
per hundredweight in February 1956. During these two 
decades the average price received (paid) for a Choice grade 
1,000 pound slaughter steer was $269.40. The average de-
viation of prices from the mean, again in terms of a 1,000 
pound steer, was $3?.00. In 1970 alone, prices went from a 
high of $31.93 per hundredweight in March to a low of $27.42 
per hundredweight in December. 
Absolute price movements and the variation of prices 
about their mean are of concern to decision makers. More 
important, however, is the difference between what is ex-
pected (forecasted) and what actually occurs. It is only 
within this context that members of the beef industry can 
begin to consider the outcomes of alternative risk reducing 
procedures. If cattle feeders knew with confidence where 
prices would be at some future date in relation to where 
prices are today, they could: (effectively evaluate 
alternative enterprise combinations; (2) take advantage 
, 
2 
of favorable price movements for procuring feeder cattle 
and marketing fed oattie; (3) consider bilateral contractual 
agreements in either the cash or futures markets for the 
prepurchasing of feeder calves and the advanced marketings 
of fed cattle. 
Meat packers, on the other hand, are primarily in-
volved with the inventory of slaughter cattle. Given some 
knowledge of where prices will be in the future, several 
possibilities for adjustment are possible. First, the 
packer can conduct cattle feeding operations or engage the 
services of custom feed lots. Second, contractual agree-
ments can be arranged with·cattle feeders for future ac-
ceptance of slaughter cattle. Third, future inventory re-
quirements can be covered with live beef futures contracts. 
Finally, the most common practice of "hand-to-mouth" pur-
chasing may still be the best alternative. 
In short, the major economic problem confronting man-
agers in both the cattle feeding and beef processing in-
dustries alike is knowing where prices will be at some 
future date, and what, if any, production or marketing op-
portunities are available to reduce the risk of an unfavor-
able price move. 
A Research Problem 
The management problem outlined above points up the 
need for price forecasting research. Research in the area 
of price forecasting has attracted the attention of pro-
fessional economists, but, by and large, such research has 
contributed little in any direct way to practical decision 
making. Three reasons may be cited for this failure. 
3 
First, price researchers have tended to place major emphasis 
on the development and refinement of statistical techniques. 
While research leading to improved techniques is necessary, 
it appears to have detracted from an adequate recognition 
and specification of the problems to be solved. The result 
has been that the most recent disco"Urse has be.en oriented 
towards finding solutions tp the technical problems associ-
ated with structural systems rather than solutions to funda-
mental problems faced by businessmen. 1 
Second, preoccupation wi~h the estimation of demand and 
supply relationships and interpreting their practical sig-
nificance in terms of elasticities leads only incidentally 
to useful price forecasts. Price and income elasticities, 
price flexibilities, and responsiveness of price to other 
related factor~, while important in some policy applications, 
are all based on the assumption of strict ceteris paribus. 
When used as forecasting instruments, elasticities fail to 
acknowledge the dynamics of those factors being held 
2 constant. 
Third, by establishing structural estimation as the 
major goal and forecasting as the subordinate, there is an 
inclination to overlook pertinent information or exclude 
results that appear inconsistent.with conventional statis-
tical practices. This tendency usually results in the 
4 
failure to find models that can actually produce useable 
extrapolations. For example, in model estimation, whenever 
a fixed relation exists between independent variables, no 
meaningful interpretation can be gained. Rao and Miller3 
suggest that in applied econometrics "one should not,! 
priori, rule out estimation of any regression equation be-
cause of high simple correlations between any two independ-
ent variables." 
Objectives of the Study 
The foregoing considerations reveal the need to recog-
nize price forecasting as a significant management problem 
involving uncertainty. It also indicates the need for a 
methodology designed to attack the price forecasting problem 
in the beef industry direGtly as opposed to one that yields 
useable price forecasts as a by-product. Consequently, 
having recog,nized price forecasting as an important element 
in the management of various beef enterprises, the primary 
objectives of this dissertation are: (1) to develop a 
research methodology leading to the specification of "work-
able" price forecasting models; (2) to estimate the para-
meters of the models that are sp~cified; and (3) to evaluate 
the performance of the model (s) in r.educing the uncertainty 
associated with the future levels of price. 
Of second&ry importance will be analyses of: (1) the 
internal statistica! estimating and forecasting properties 
of the selected model; (2) the problems and shortcomings of 
the model(s) and recommendations on how adaptions may be 
made to satisfy alternative forecasting situations. 
Plan of the Dissertation 
5 
Chapter II will survey briefly some of the more signi-
ficant contributions to agricultural price forecasting. 
Thii body of literature will cover the period of time since 
the turn of the century and will be discussed in terms of 
the time periods 1910-38, 1939-50, and 1950 to date. 
Specific attention will be directed towards livestock price 
forecasting research. 
Chapter III will deal with the economic structure of 
the cattle industry and the decision-making environment. 
Included in this chapter are discussion~ of the feeder 
cattle, cattle feeding, and slaughtering subsectors. 
Chapter IV is devoted to an investigation of the time-
varying characteristics of the basic price series through 
the use of spectral analysis. Included in this analysis 
is an investigation into the necessity of deflating the 
price series prior to constructing forecasting models. 
In Chapter V attention is directed to the general 
mathematical specification of the model. Consideration is 
given to the specification of lag-type models to permit 
the incorporation of some of the dynamic aspects of the 
model. Specification of a model employing autocorrelated 
errors is also examined. 
The model to be used for forecasting purposes is 
developed and the parameter estimates are presented in 
Chapter VI. A "naive" equation is also specified and its 
parameters estimated to provide a basis for evaluating the 
forecasting performance of the lag-type model. 
Chapter VII sets forth the evaluating procedure and 
techniques and then applies them to the empirical results. 
The equations are evaluated in terms of their statistical 
properties, forecasting performance, and in terms of the 
usefulness of the forecasts in reducing the magnitude of 
the managerial problem associated with price variability. 
6 
Lastly, Chapter VIII deals with a sununary of the work 
and the conclusions that may be drawn from it. Limitations 
of the work are recognized and reconunendations made for 
future research. 
FOOTNOTES 
lwilliam A. Cromarty, Paper presented at the A.A.E.A. 
Annual Meetings, University of Missouri, August 10, 1970. 
2Lester v. Manderscheid, "Some Observations on In-
terpreting Measured Demand Elasticities," Journal of Farm 
Economics, Vol. 46, No. 1 (February, 1964). p. l28-.- ----
3potluri Rao al'\d Roger Miller, Applied Econometrics, 
Wadsworth Publishing Co., Inc. (Belmont, California, 1971), 
p. 48. 
CHAPTER II 
SURVEY OF IMPORTANT CONTRIBUTIONS TO 
AGRICULTURAL PRICE FORECASTING 
The evolutionary process of price forecasting can be 
partitioned into three principal periods: 1910-38, 1939-50, 
and 1950 to date. Researchers in the first two periods not 
only manifested the necessity of objective price fore-
casting, but also $timulated the development of the mathe-
matical and statistical methodology germane to the econo-
metric models in currept use. Only in the most recent 
period did technicians seriously portray price extrapolation 
as the cardinal. 
Period I 
The first period originated in 1914 with a remarkable 
series of boo:ks by aenry L. Moore. 1 Moore's contribution 
to price toreca~ting was stimulated by his apparent dis-
satisfaction with the subjective extrapolations heretofore 
\ 
exercised by. .. tlle Department of Agriculture. He demonstrated 
that the more impartial procedure of correlating cotton 
yields with meterological data provided projections with a 
smaller variance than those presented by official crop re-
porters.2 Not only were the forecasts statistically 
9 
"better'!·bat-·they·-were not a direct,functien-·of the-opinion 
or·judgment:.·ef .. erop-officials. 
· In 1930) Eiekiel3·published-the· first-edition-of his 
book on correlation· analysis. Indirectly,·. this book made 
an-outstanding-eont.ribution-to price-analysis-fo1:-it com-
prised the most· up-to-date ancl -compFehensiv-e--work · on cor-
relation ·analysis·--then · in ·print.- · It ·included .. an·-exeellent 
exposition .,oir meas1:1ring -relat.ienships<betweel"l.···phenemena and 
the-nature-and~meaaing-of statistical~results~~ Then, in 
1938,- Hen:1:y-Sch1:1ltz4 presented a caref1:1lly·pl:epared·-aook on 
·the-theory -and~-measurement -of demand. -This ·aook·employed 
· much of the -quaatitative techniques developed· by·--Ezekiel 
··and-established -the -foundation fo:t:: subseqaent theo:1:etical 
· investigation··· in· price ·forecasting. 
Period II 
· The· seeend· majer· period was characte:i:ized ·by·- research 
that~re-evalaated the validity of-the linear) single-
·. · eqaation model .-and·· recommended al-ternative·-estimation 
procedares ~ · ·This · body of li teratare, which.·-e:xtended from 
· 1940 -to 1950;.,- -was -basically p1:eoccupied -with -not· only the 
assumptions · inherent: in the general · linear--· model r but· also 
with -the ·-applicability of these assamptions -· in· analyzing 
ecoaomic phenomena and what, if-anything, could-be-done if 
-these assamptions are inappropriate. 
--·-· --The· first,of these 0 authors, Haavelme,5~suggested that 
a·serioas deficit: is encountered if a-ttention·is-foe1:1sed on 
a single equation model when the very essence of economic 
theory centers on the int,rdependence of economic re-
10 
lations. Consequently, in order to prescribe a meaningful 
method of fitting an equation to data, it is necessary to 
simultaneously consider the stochastic properties of all 
variables involved. 
Following the suggestion by Haavelmo on the need for a 
simultaneous equation approach, the necessity of considering 
the errors encountered in measuring economic phenomena was 
articulated by Wald6 and again by Bartlett. 7 Of even more 
significance, was t~e problem associated with the assumption 
that successive disturbances are drawn independently of 
previous values. Sampling experiments conducted by Cochrane 
and Orcutt8 confirmed the seriousness of unwittingly ap-
plying simple regression procedures to relationships in 
which successive disturbances are not independent. Im-
mediately following, the acknowledgment of auto-correlated 
disturbances, Durbin and Watson designed a suitable test 
for its p~esence.9 
The final contribution that will be recognized in 
this period was actually conceived by Irving FisherlO in 
1937. However, it was the book Distributed Lags and In-
vestment Analysis by Koyckll that popularized the applica-
. . . ' 
bility of distributed lag models to forecasting. Marc 
Nerlove gave additional support for lag models when he 
published an agricultural handbook that provided the 
methodological aspects of applying expectation models in 
11 
analyzing demand for agricultural commodities.12 
Period III 
By the early fifties, difficulties associated with the 
general linear model had been thoroughly scrutinized. Eco-
nomic analysts turned their attention to empirically evalu-
ating the new additional dimensions in model specification 
and estimation. At first, it was believed by most economists 
that structural coefficients estimated by the "modern" 
procedures outlined by Haavelmo, Wald, Fisher, and others, 
would be statistically better than those produced by simple 
multiple regression. In fact, the new developments were so 
revolutionary that economists began looking askance at their 
previous empirical endeavors. An intensive effort was then 
inaugurated by the Cowles Commission1 3 and later by the 
United States Department of Agriculture (under the leader-
ship of Richard Footel4) to theoretically specify and em-
pirically re-estimate previous research, only this time 
using simultaneous equations. Hildreth and Jarrett15 
accepted the responsibility from the Commission for empiri-
cally analyzing the livestock market complex. Their re-
search emphasized the development, application, and testing 
of methods - both recent and traditional - that might prove 
effective in understanding the livestock complex. 
Livestock Price Forecasts 
Following the Cowles Commission manuscript by Hildreth 
12 
and Jarrett, other isolated attempts were conducted to es-
timate beef and pork price relationships according to the 
p;J:"ecept of dynamic interdependency of economic variables. 
For example, Wallace and Judgel6 empirically estimated 
yearly price ~elationships via two simultaneous equation 
techniques; two-stage least squares and limited infor-
mation. For comparative purposes these analysts presented 
similar estimates based on the classical method of least 
squares. Even though Wallace and Judge did not explici~ly · 
test the hypothesis that the coefficients obtained from 
these three estimating techniques differed significantly, 
the final results were surprisingly similar. Finally, in 
1960, to the discouragement of many, a paper by Christ, 
Hildreth, Liu, and Klein entitled. "Simultaneous Equation 
Estimation: 1\py Verdict Yet?" was presented at the annual 
meeting of the Econometric Society that portrayed the 
para;doxes of simultaneous equations. 17 
The difficulty at this point is to preclude using 
systems of equations for forecasting purposes solely on the 
premises that they will not pass the "acid" test of esti-
mation. However, Hayenga and Hacklander, after an attempt 
in one article to enumerate economic factors believed re-
sponsible for monthly cattle ana hog price fluctuations 
with simultaneous equations,18 in another article conceded 
th t k ff ' ' 1 ' d 1 19 e as. o orecast1ng to a s1ng e equat1on mo e. 
In 1958, and later in .1967, least squares occupied the 
research efforts of Maki20 and Uvaclk, 21 respectively, in 
13 
perhaps two of the most veritable attempts at explicit 
livestock price forecasting. In Maki's study, a recursive 
least squares procedure was applied in predicting quarterly 
price changes for each o:l; the three major market levels -
primary, wholesale, and retail. Maki rigorously subjected 
his estimates to statistical and economic scrutiny out in 
the final analysis the usefulness of his models as a fore-
casting instrument was left to the imagination of the reader. 
Uvacek, on the o't:her hand, presented the supply and demand 
structure for the fed beef industry and then specified a re-
cursive forecasting model for each period in question. 
Fuller and Ladd22 offered a slightly different ap-
proach to the single equation technique in their article, 
"A Dynamic Quarterly Model of the Beef and Pork Economy." 
Their efforts, although not directly yielding price fore-
casts, exposed the usefulness of a distributed lag technique 
in model estimation. This technique is especially mean-
ingful if the researcher suspects a dependency between the 
error terms and t.he dependent vai·iable. Not only do dis-
tributed iag techniques assail the problem of autocor-
related disturbances but they also, as illustrated by Koyck 
and Nerlove, address the behavioral problem of expectation. 
Additional Research in Price Forecasting 
Before concluding this chapter, a brief discussion of 
two recently published articles may be of value in subse-





23 Watts, a parametric modeling technique was applied to 
forecisting wheat yields. With this approach the data are 
used in identifying random components which are then cap-
tured by moving averages and autoregressive processes. 
This is an extremely useful procedure for it does not re-
quire the identification and measurement of structural re-
lations. Also, as illustrated by the authors, its pre-. 
dictive accuracy was significantly better than those pro-
dqced from the traditional exponential smoothing approach. 24 
In 1970, Waugh and Miller25 published the results of 
their research in which harmonic analysis was engaged in 
measuring the length and amplitude of landings and price 
cycles for cod, haddock, and blackback founder. By as-
suming regular periodic movements of a fixed length and by 
obtaining statistically significant cosine and sine coef-
ficients in the Fourier model, the authors were able to 
expose the existence of a discernible seasonal (twelve-
month) cycle. Although not explicitly referenced, the 
article did illustrate the value of a cyclical analrsis as 
a forecasting device. That is, since the sines and cosines 
are orthogonal an infinit series can easily be extrapolated. 
Conclusion 
The foregoing literature review abstracted several 
complexities encountered in adapting an econometric model 
to the peculiarities of observed economic relationships. 
However, as evidenced in the research presented during the 
15 
past quarter century, these complexities are almost ex-
clusively associated with the internal statistical problem 
of how perceptible the general linear model is to the 
existence of: (1) simultaneous relationships between the 
explanatory variables; (2) autocorrelation between the 
error terms and also autocorrelation between the time series 
themselves; and (3) m~asurement errors in observing each of 
the explanatory variables. The more difficult problem of 
r·elating the probable consequ,ence that these statistical 
complexities will have on the forecasting potential of a 
model was onlyindirectly considered. 
The review, although not exposing an objective choice 
criterion for specifying a forecastable model, did provide 
an insight into the types of phenomena that should be given 
special attention. For example, simultaneous equation 
systems, although extremely useful for understanding the 
economics of a market st!t'ucture, were not found to be sig-
nificantly better than simpl~fied r~gression models in fore-
casting future events. The work by Schmitz and Watts on 
forecast,i.ng wheat yields and the harmonic analysis approach 
by Waugh and Miller accentuated the importance of knowing, 
at the outset, the statistical properties of a given time 
series process. If the series is characterized by signifi-
cant seasonal or cyclical patterns, a much simplier unr·. 
observed components technique could manifest reasonable 
forecasts. 
The forecasting model must account for the inter-
16 
relationships within the system of explanatory variables 
as suggested by Haavelmo. The model, as outlined by Fisher, 
must also acknowledge the dynamic time dependency within the 
observed operational environment of the industry. That is, 
it is necessary to account for the dynamic adjustment 
process followed as variables move from one equilibrium to 
another. 
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CHAPTER III 
THE ECONOMIC STRUCTURE AND DEC~SION 
MAKING ENVIRONMENT 
Introduction 
Before relevant relationships can be displayed in an 
econometric model, some familiarity with the economic re-
ality of the industry producing these relationships is 
necessary. The traditional economic approach is one of 
deriving behavioral hypotheses from the assumptions that the 
reality in question, whether by design or by pressure of 
circumstances, coincides with the response of producers to 
underlying supply and demand schedules. 
In this research, the operational decisions relating 
to (1) feeder calf production, (2) slaughter cattle pro-
duction, and (3) beef slaughtering and processing activi-
ties are of major concern. Specifically, in this chapter 
the economic concentration, regional location, and general 
ownership of the firms within each of these production 
activities will be reviewed. In addition, the procedures 
followed by the primary operators in interpreting and ini-
tiating fundamental decision rules and the manner in which 
these decisions are related to the short run supply and 




Cow - Feeder Calf Industry 
Beef Supplies 
Biological requirements dictate that, by and large, 
controllers of basic beef breeding herds influence both 
present and future beef supply patterns. Figure 1 demon-
strates that the outgrowth of actions taken by these partici-
pants can influence supply at almost any stage in the beef 
production process. First, at any time period (t) total 
slaughter supplies can be stimulated by rapid adjustments in 
dairy and beef cow culling rates. Second, within approxi-
mately 18 months after a particular cow inventory is estab-
lished, the better cowmen can prepare an animal that will 
require only six months of intensive feeding before becoming 
a Choice or Prime grade slaughter steer or heifer. Third, 
by retaining heifers for placement in future breeding herds, 
these operators decrease present feeder calf supply and 
final slaughter numbers. As indicated in Figure 1 the 
elapsed time between the decision to enlarge the beef herd 
and the production of a finished animal is approximately 
four years. 
Finally, the initiation of improved management prac-
tices, such as decreasing death loss and increasing weaning 
weights, is another way in which cow-calf operators can 



































weaning weights from 400 to 600 pounds, calf production per 
cow is increased 50 percent. 
Reference has been made to the fact that dairy pro-
ducers, through the production of feeder calves and the sale 
of the discarded dairy cows, contribute to total cattle 
slaughter. However, since 1950 the increased efficiency of 
the dairy cow combined with the substantial increase in the 
number of beef cows, reduced the relative position of dairy 
cows to total cows from 58 percent in 1950 to 27 percent in 
1970 (Table I). Therefore, the operational practices with-
in this segment of the cattle industry will be ignored in 
this analysis. 
Operational Behavior 
The basic cow inventory still remains one of numerous 
diversified operations in which fixed costs are low and re-
source flexibility is easily supported. 1 This creates an 
atmosphere in which the operator must simultaneously con-
sider not only the profitability of the cow enterprise 
itself, but also the competitive, complementary, and sup-
plementary production relationships set up within the total 
farm program. 
From conventional economic theory, the producer will 
observe the present net value of expected future feeder 
calf returns and compare this with the net value that can 















U.S. COW INVENTORY, JANUARY 1, BY CLASSES 
(1, 000 Head) 
Milk c·ows Beef Cows 
& Heifers· .. &. Heifers Total Cows 
2 yr. > 2 yr. > Beef & Dairy 
23,853 16·, 743 40,596 
23,568 18,526 42,094 
23,060 20,863 43,923 
23,549 23,291 46,840 
23,896 25,050 48,946 
23,462 25,659 49,121 
23,213 25,516 48,729 
22,916 24,754 47,670 
22,357 24,427 46,784 
20,132 25,112 45,244 
19,527 26,344 45,871 
19,361 27,102 46,463 
1962- 19,167 28,305 47,472 
1963 18,730 29,960 48,690 
1964 18,088 31,811 49,899 
1965 17,592 32,784 50,376 
1966 16,607 32,636 49,243 
1967 15,198 34,685 49,883 
1968 14,644 35,405 50,049 
1969 14,152 36,227 50,379 
1970 13,875 37,433 51,308 
























Source: Livestock and Poultry Inventory 1950-1970, 
' Crop Reporting Board, SRS, USDA 
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expected marginal contribution attributed to the beef herd 
becomes less than the additional costs, the producer will 
theoretically make operational adjustments by stepping up 
the culling rate. 
25 
Another factor - besides present cow prices and ex-
pected feeder calf price - in formulating decisions about 
beef cow marketing and/or feeder calf production is the 
ecological balance between animal units and feed supply in 
the range areas. Present and potential feed stocks have an 
effect on not only subsequent production costs, but also 
the physical possibility of even keeping animals on pasture 
for breeding purposes. Following a prolonged drought, re-
location of beef cows and interruption of the seasonal 
flow of feeder calves from pasture to feedlots are not un-
common. 
Finally, there is evidence that operators at this 
particular production level are not rational calculators, 
nor do they react instantaneously to dynamic economic 
phenomena. Emotions, habits, and standard operational 
practices play an important role in describing their 
operational behavior. Owning cow herds is still a popular 
pastime for off - farm investors requiring tax advantages, 
and in many instances, small farmers attach sentimental 
value to owning beef herds. Consequently, only after an 
extended period of rising (falling) beef-fed price ratios 
are noticeable adjustments made in the beef cow slaughter 
26 
industry. 
Cattle Feeding Industry 
Industrial ·Stucture 
During the past two decades increasing· population and 
rising personal income, combined with a-growing consumer 
preference-for fed beef, stimulated one of-the most dra-
matic adjustments-within the meat industry. From 1930 to 
·1953 the American consumers were receiving al.most equal 
pounds·of beef and·pork. However, as depicted in Figure 2, 
· from 1954 ·to 197·0··a-phenomenal ·increase -was noted in the 
per cap:i:ta .. eonsumption of beef whereas the-con!!!umption of 
pork actually decreased. 
In ordeJ; to accomodate this increasing demand for fed 
· beef;. spectacular changes were ·made in the·-structure and 
conduct of the,cattle feeding industry. Beef producers 
substantially-· reduced the slaughter of calves and "grass-
.· fat~·cattle and-directed their efforts to large· scale pro-
duction of··grain-fed ·cattle. By 1970, 12·percent of total 
·commercial cattle slaughtered were marketed by feedlot 
operatiens. · -In 1955 only 42 percent of the-cattle slau-
·ghtered-were~aetually~placed on high concentrated-rations, 
. Table II. 
· Adjustments we:i:e also made -in the -dominant · .. cattle 
feeding areas, -·-In-the early 1950's cattle-£eeding was pri-
ma:idly -- concentrated · in ·the ·Midwest where small volume farmer 
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Figure 2. Per Capita Meat Consumption, by Class 
1950.,. 1970 




















FED CATTLE MARKETINGS FOR 39 STATES AS A PERCENTAGE 
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non-crop seasons to market their roughage and a portion of 
the grain stock through cattle. By the mid-1960's the dis-
covery of hybrid grain sorghum and close proximity of feeder 
cattle spurred the development of exceptionally large com-
mercial feedlots in the plains states of Texas, Oklahoma, 
Kansas, Colorado, Arizona, and New Mexico. The corn belt 
states still prepare the greater absolute number of fed 
beef. However, the rate of growth and scale of operations 
has been more dramatic in the Great Plains. Table III il-
lustrates that in 1970, 90 percent of the slaughter cattle 
marketed in Texas were fed in commercial feedlots (1,000 
head or more) whereas in Iowa only 3 percent of the total 
cattle marketed came from commercial lots. 
Noticeable chapges are observed in the legal ownership 
patterns of the expanding cattle feeding industry. A re-
cent study by Gustafson and VanArsdall 2 reported that the 
corporate form of organization is most common among the com-
mercial feedlots, but the single proprietorship and 
partnership arrangements still characterized the smaller 
farmer feeder type operations. In terms of the ownership 
and control of the cattle in feedlots, the National Com-
mission on Food Marketings3 found that 86 percent of the 
cattle in farm feedlots were owned by farmers and ranchers 
while only 67.8 percent of the cattle in commercial lots 
were owned by persons directly involved in agriculture. 
Because of the possible influence of pricing policy, ap-


















NUMBER OF CATTLE FEEDLOTS AND FED CATTLE MARKETED - BY SIZE OF 
FEEDLOT CAPACITY, BY STATES - 1970 
Under 1,000 Head over 1,000 Head 
Feedlot Capacity Feedlot Capacity Total All Feedlots 
Lots Cattle Marketed Lots Catt-h=- Marketed- Lots Cattle Marketed 
No. 1,000 Head No. 1,000 Head No. 1,000 Head 
5,997 119 3 9 6,000 128 
9,472 391 28 38 9,500 429 
14,473 445 27 66 14,500 511 
23,952 1,064 48 103 24,000 1,167 
1,673 209 27 44 17,000 253 
7,793 205 7 12 7,800 217 
18,162 811 38 57 18,200 868 
41,829 4,124 171 460 42,000 4,584 
15,966 617 34 67 16,000 684 
1,179 57 21 33 1,200 90 
9,049 463 51 89 9,100 552 
18,400 1,590 514 1,973 18,914 3,563 
8,868 495 132 1,395 9,000 1,890 
752 50 48 492 800 542 













TABLE III (Continued) 
























Over 1,000 Head 
Feedlot Capacity 
Lots Cattle Marketed 





































marketed were fed by pac~ers of feed for packers on a custom 
basis. This percentage, partly as a result of government 
regulations, has remained almost constant since 1954. 4 
Contrary to recent suggestions, actual data does not 
substantiate the hypothesis that as a result of current 
structural changes in the beef feeding industry there is a 
decreasing trend in the variance of monthly cattle slaugh-
ter.S The data in Table IV illustrate that even though 
there has been a significant increase in the mean number of 
cattle slaughtered each month, the oscillations about this 
mean are not decreasing with time. In both 1968 and 1969 
the average monthly variance of 32.687 million head and 
32,641 million head, respectively, exceeds the mean monthly 
(1950-70) variance of 26,964 million head. 
Operational Behavior 
Interviews with several members within the cattle feed-
ing industry indicated that their operational behavior is 
dominated by two major production decisions; (l) the amout 
of available farm or non-tarm resources that will be com-
mitted to beef production, and (2) once the resources have 
been committed, the optimum duration of the feeding period. 
This paper postulates that both the short run supply 
schedule and the "market" supply curve for slaughter cattle 
are manifested by the actual realization of actions taken 
by feeders on these two decisions, respectively. The number 
of cattle and calves placed on feed during a specified 
TABLE IV 
TOTAL COMMERGIAL CATTLE SLAUGHTER, ·MEAN -MONTHLY 
· · · ·SLAUGHTER ··ANB ·AVERAGE VARIANCE ABOUT ·'l'HE MEAN 
· (1, 000 Head) 
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Year Total Slaughter Mean Monthly · Aver,age--Monthly 
Slaughter Variance 
1950 17,900 1,492 10,272 
1951 16,376 1,365 23,830 
1952 17,855 1,488 31,745 
1953 23,605 1,967 55,366 
1954 25,016 2,085 20,108 
1955 25,722 2,154 32,748 
1956 26,861 2,238 26,414 
1957 26,231 2,183 32,175 
1958 23,555 1,963 23,403 
1959 22,930 1,910 17,510 
1960 25,224 2,102 23,536 
1961 25,634 2,136 21,037 
1962 26,083 2,173 28,514 
1963 27,231 2,269 23,799 
1964 30,818 2,568 23,707 
1965 32,347 2,695 31,872 
1966 33,726 2,810 20,513 
1967 33,868 2,822 18,494 
1968 35,025 2,919 32,687 
1969 35,236 2,936 32,641 
1970 35,042 2,920 19,867 
Mean Variance = 26,964 
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interval represents the available short run stock of 
slaughter cattle, whereas action taken on the second deci-
sion constitutes the final supply during the market period. 
Further, by exercising the assumption of constant factor 
costs, the horizontal summation of these decisions over all 
cattle feeders will establish the industries' short run 
and market period supply curves. 
Short E!!!1 supply of slaughter cattle: When the pro-
duction decision is related to the initial placement of 
cattle on feed, actual behavior should coincide with 
optimizing expected net farm income. This requires that 
each producer be observant of the following five factors: 
(1) the limitations imposed by the availability and flexi-
bility of fixed resources; 
(2) the supply curve of each variable factor used in pro-
ducing fed beef, including those factors that are in 
the form of on-farm inventories, e.g. corn, roughage, 
feeder calves and feeder pigs; 
(3) the technical production function for beef; 
(4) returns from alternative investment opportunities and 
a time preference for income; 
(5) the producers own ability and confidence in estimating 
final product prices of both slaughter cattle and the 
alternative production possibilities. 
The cost curve or supply curves ss1;:, ss 2 , ss 3 , in 
Figure 3 represents a momentary realization of these five 




Unit of Time 
Figure 3. Short Run Individual Firm and 
"Industry" Supply Curves 
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for which a given number of cattle and calves will be 
placed on feed by each producer si (i=l,2,3). 
From the foregoing industry review it can be con-
eluded that these producers operate in an almost purely 
competitive environment. Therefore, suppose that at time 
period (t) a consensus of cattle feeders indicate that 
prices are expected to average P during the period (t + 8 
months). Being unable to influence market prices and faced 
with the decision to maximize profits within the framework 
of the above five conditions, producer s 1 will place Oq1 
cattle on feed. Correspondingly, producer s 2 will place 
oq 2 head on feed and producer s 3 , Oq3 head. 
In Figure 3, the curve SS represents the total number 
of cattle and calves placed on feed by all producers si. 
Curve SS is the "industry" supply curve in that for given 
conditions with respect to the factors above, in particular 
the shape of the supply curves of inputs to the industry, 
there exists some minimum pr.ice for which a given quantity 
of cattle will be placed on feed. If the industry demand 
curve is DD,the market equilibrium price will be oP1 and 
the number of cattle forthcoming will be OQ where OQ = Oq1 , 
+ Oq2 + Oq3· 
Needless to say, the validity of deriving behavioral 
hypotheses from the assumptions of optimal behavior can 
only be assessed by empirical tests. The econometric 
equation derived below does support the hypothesis that 
the short run supply of slaughter cattle (i.e. the 
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number placed on feed) is positively influenced by current 
slaughter steer prices (a proxy for expected future prices), 
seasonal feeder calf supply, and a linear trend term; and 
negatively influenced by the price of corn. 
(1) 1502.4 + 60.44 PS - 6.14 P 
St Ct 
(29.4) (6.2) 
+ 2883.7 D1 + 74.3 T 
(131.6) (11.17) 
R2 = 96 . 
where 
Fp = number of cattle and calves placed on feed 
during the quarter - 22 states 
Pss = average price per cwt. for Choice grade 900-
1,100 pound slaughter steers Chicago 
Pc= weighted average price per bushel No. 2 yellow 
corn Chicago 
D = fourth quarter seasonal dummy variable 
T = time (1960 = 1) 
All of the coefficients agree with the underlying 
economics with respect to sign and all, except P, are c 
statistically significant at the 97th percentile of the t 
distribution. Even though the relative influence of corn 
prices is only statistically different from zero at the 
87th percentile, the sign on the coefficient is theoreti-
cally correct and, as always, by adding an additional 
variable, the coefficient of correlation is increased. 
Market period supply of slaughter cattle: Once 
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resources ·have been committed to cattle feeding there is 
some confusion·with respect to an optimum-criterion for de-
termining the duration of the feeding period. In general, 
for the farmer feeder where intermittent-crop and cattle 
feeding-enterprises are observed, economic theory would sug-
gest that each animal be fed to the point where the con-
tribution of an additional pound of beef to total costs is 
exactly equal to the contribution of an additional pound to 
total receipts. On the other hand, for enterprises such as 
commercial cattle feeding that are of a sequential nature, 
Faris 6 indicates that "the optimum time to replace is when 
the marginal net revenue from the present-enterprise is 
equal to the highest amortized present value of anticipated 
net revenue from the ·enterprise immediately following." 
Recent research efforts by Dunn,7 however, indicated that 
as an operational goal, cattle feeders in Oklahoma attempted 
to maximize returns per head to each lot of cattle as op-
posed to maximizing returns over some selected time period. 
This study also found that farmer feeders exhibited a 
tendency to seek a more stable, satisfying feeding program 
rather than a profit maximizing goal. 
Nevertheless, on an empirical footing the following 
two equation models will explain 84 percent of the total 
variance in.the number of cattle marketed from feedlots 
each quarter. Because of the presence of intercorrelation 
between the independent variable, a two stage least squares 
estimating procedure was used. In the first -equation the 
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number of slaughter cattle marketed is assumed to be a 
linear function of the average price of slaughter steers or: 
"' (2) Fmt = - 1672.5 + 243.89 Psst 
(49. 75) 
Second, the residual Zt, where Zt = Fmt - Fmt was ex-
pressed as a function of the number of cattle and calves on 
feed during the previous time periods, the average price of 
replacement cattle, and a linear trend term, i.e. 
,.. 
(3) Zt = 301.0 + .17 F0 t + .095 F0 t-l 
I (.06) (.07) 
- 99.3 Pf + 33.99 T 
Ct 
(21.8) (12.9) 
Finally, the Equations (2) and (3) were combined to 
form the final empirical representation of the supply of 
slaughter cattle during the "market" period. 
(4) F = -1973.5 + 243.89 Psst+ .17 F 
fit Ot 
+ .095 F0 - 99.3 Pf + 33.99 T 
t-1 Ct 
where 
Combined R2 = .84 
a1 = 1.13 
F = marketings of fed cattle for slaughter by quarter-m 
22 major feeding states 
F0 = number of cattle on feed at the beginning of each 
quarter - 22 major beef producting states 
40 
Pf. = average price per cwt. for Choice and Good grade 
c 
300-400 pound feeder steers Kansas City 
T • ·time (1960 = 1) 
dl ·• Durbin-Watson test statsitic 
All of the coefficients agree with the underlying 
economic ·theory with respect to sign and all of the vari-
ables except F · are ·statistically significant at the 
0 t-l 
99.5 percent confidence level. The variable F is 
0 t-l 
significant at the 90 percent level. 
Beef Slaughtering Industry 
Operational Structure~ Behavior 
It is axiomatic that the competitive environment of the 
large, established meat packers has been-significantly 
altered. Recent data published by the Packers and Stock-
yard Administration indicate that the percentage of com-
mercial cattle slaughter accounted-for by the four leading 
firms has dropped steadily from about 36.4 percent in 1950, 
to about 23.0 percent in 1969 (Table V). The next four 
largest firms have remained constant at approximately 8.6 
percent of the total. 
A variety of factors can be cited as primarily responsi-
ble for the structural change in the meat packing industry; 
foremost of which are: (1) the phenomenal growth in the 
number of cattle fed - in particular those fed in commercial 













PERCENT OF U.S. COMMERCIAL CATTLE SLAUGHTER BY THE FOUR RANKING FIRMS 
(ARMOUR, CUDAHY, SWIFT, AND WILSON) 
Next Four Largest 
Percent Year Percent Percent 
36.4 1960 23.5 
32.0 1961 24.2 6.2 
34.3 1962 23.7 7.1 
34.4 . 1963 22.9 7.0 
32.4 1964 22.6 7.9 
30.8 1965 23.0 7.2 
29.8 1966 22.4 7.8 
29.3 1967 22.2 7.4 
27.4 1968 21.5 7.3 
24.7 1969 23.0 8.6 
Source: Annual reports of meat packers filed with the Packers and Stockyars 
Administration (P&SA-125) ~ ...... 
federal· ·grading of beef, and ( 3) changing ·teehnology in 
both the procurement and processing of slaughter cattle. 
Because ·of- rapid growth in cattle feeding new firms 
could enter the industry and the existing firms were able 
to expand their slaughtering operations without signifi-
cantly reducing the number of animals available to, other 
established firms. Generally these new plants have lo-
cated in close proximity to major cattle feeding areas. 
After the Korean ·War approximately 50 percent of the 
beef was graded on a voluntary basis. By 1970, however, 
Federal grading amounted to almost 65 percent of all beef 
and 85 percent of the fed beef. 8 The widespread retailer 
and consumer acceptance of federal grades, in particular 
"U. s. Choice," reduced the advantages of product dif-
ferentiation previously held by the national packers. 
Small independent packers can supply "U. s. Choice," or 
other particular grades as easily as the large volume 
packers. 
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Finally, the development of modern technology in meat 
packing, improved transportation and lower ·wage rates in 
rural areas -facilitated the entry of new firms and elimi-
nated the need for geographically centralized slaughter 
plants and -branch houses .. 
The market for fed beef products is undoubtedly a 
national market that can be characterized by-national con-
centration statistics. However,~ priori knowledge would 
suggest that this characterization is not relevant for 
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·analyzing the market structure at the regional and local 
levels. Even though the data in Table-V·indicat.e that the 
largest eight firms account for only 31.6 percent of the· 
total commercial slaughter (a type II oligopoly is evident 
when the ·largest eight firms account for, 33 percent of the 
industry) 9 the level of concentration is much higher in the 
local procurement areas. Generally, in most market areas 
· three or four major packers"or packer buyers purchase a 
substantial share of the areas total marketings, the re-
mainder of which goes to a fringe of small competitive 
firms. In a recent consent decree it was found that in a 
ten-county area of Iowa, the Iowa. Beef Processors, Inc., 
alone accounted for 25.4 percent of the areas total fed 
cattle ·slaughter.10 
Short Run Demand for Slau~hter Cattle 
From the foregoing ·review it if;! postulated that much 
of the packing industry operates, at least at the-r~gional 
and local level, within a framework of -imperfect competition. 
The actions of-each packer have an appreciable effedt on 
both the competitor plants and the prices received by local 
fed cattle producers. Moreover, when the packers market 
their final product, the buying forces are-also imperfectly 
competitive. That is, additional beef ~roducts can only be 
marketed by packers at successively lower ·prices. 
By and large, the marginal productivity considerat~ons 
are the fundamental determinants of the individual packers 
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demand·--for slaughter cattle. On the basis of the expected 
final product prices (e.g. beef carcasses, primal cuts, hides 
and beef by-products) and on projected margins, the beef 
packer will" determine the maximum number of cattle that will 
be purchased at ·each price level. However, since the short 
run supply curve of slaughter cattle is less than perfectly 
elastic, the final price and quantity become negotiated and 
is settled on the basis of the bargaining power of the 
opposing forces. 
For example, in Figure 4, let MRP (Marginal Revenue 
Product) represent the net addition to the packers total 
revenue attributable to the purchase of each additional 
slaughter animal. By assuming independence between the 
various other inputs required in the production process, 
the marginal revenue product c~rve, MRP, represents the 
packers demand curve for slaughter cattle. 
The short run supply curve or marginal cost curve for 
a particular cattle feeder, Si (i=l,2,.~.n) is denoted as 
ss. Associated with this short run supply curve is a 
marginal expense curve which indicates the additions to 
the packer total cost resulting from the purchase of each 
additional animal. This curve, MSC, will always lie above 
the supply curve ss beeause the total amount paid for any 
level of purchase is based on the per animal price of the 
last animal purchased. The range of possible terms of ex-
change on which both the packer and feeder would be willing 



















o'----------------..a.------------q1 Number of head per unit of time q2 Q 
Figure 4. Market Pricing of.Slaughter Cattle 




· rate·· between··the two pa,rties will be determined by (1) the 
ability the feeder. has in making th.e effective supply curve 
horizontal between Op2 and Op1 , and (2) the ability the 
packer has in·making MRP more inelastic. 
Depending·upon .. the available -supply of slaughter cattle 
· in the··immediate maJ:keting area, the looal -concentration of 
both·paoking·plants and feedlots, and the degree of packer 
feedingF the ·feedlot operator can, in fact, make-the ef-
fective·supply of cattle curve a horizontal ·line ·at any 
level he·wishes - at least until the horizontal line reaches 
the existing-supply curve. This allows the feeder the 
option of bargaining on either price or quantity, or both. 
On the other hand, the most favorable·position for the 
p~cker is.to ~stablish a price of op2 and·purohase oq2 
head. The packers success in gaining this position is 
primarily determined by: 
1. The available supply of slaughter cattle. "With 
larger supplies, the packer buys aggressively and 
with scarce supplies is forced to 'bid up' ·prices. 1111 
2. The ability -to capitalize on the market imperfections 
observed with re$pect to federal grading and specifi-
cation ·and the collection al)d dissemination of market 
news prices and other marketing information. 
·3. · The degree ·to which slaughter requirements can be sup.,.. 
plemented by packer owned or packer contracted cattle. 
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Short ·Run --and ·Market··Period ·Equilibrium 
In the short run ·the equilibrium price and quantity of 
the industry is determined by the interaction of both the 
aggregate-supply and aggregate demand ·curves. If DD and 
SS in Figure 4 represent the collection of the demand and 
supply, respectively, of-all firms in the industry, the 
short--run equilibrium price is OP and OQ head are purchased. 
Each individual packer, depending on his relative bargaining 
position, purchases between oq1 ·and oq2 head at a price 
between Op2 _apd OP1• 
The equilibrium price established during the market 
period is less difficult to analyze. Generally, once the 
cattle have reached the market, the supply of each feeder 
is essentially fixed, and can ·be represented ·by a straight 
line parallel to the vertical axis. The market supply 
curve is simply the horizontal summation of all individual 
supply curves. In Figure 5 the fixed quantity available 
-
for sale is OQ and the market supply curve is the straight 
line labeled s. If the demand is DD the equilibrium price 
in the market period is OP. Thus, it is apparent that any 
weakness (strength) in demand is transformed entirely into 
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CHAPTER IV 
SPECTRAL DECOMPOSITION OF SLAUGHTER STEER PRICES 
Introduction 
Gaining information about the fundamental time-varying 
characteristics of an economic series is a central feature 
in the exploratory stages of model selection and specifi-
cation. As illustrated in the literature review, numerous 
stochastic models of varying degrees of sophistication can 
be used in economic forecasting. The future behavior of 
most economic time-varying processes, in addition to being 
dictated by economic theory, is related to its past and 
present behavior. Narrowing the range of plausable model 
types must, therefore, depend on a combined knowledge of the 
industry producing the series and a statistical description 
of the underlying serial dependencies. The value of the 
much simplier and straight-forward algebraic and trigono-
metric models, for example, directly depend on the extent 
and repeatability of these underlying time patterns. 
In this chapter spectral and cross-spectral analyses 
will be used to examine the statistical time-varying 
properties of both actual and deflated slaughter cattle 
prices. First, however, a heuristic explanation of spectral 
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analysis and the necessary estimating procedure will be 
given. No attempt will be made to present the statistical 
properties of the spectral estimators or to discuss the 
hypotheses underlying the power spectrum and the cross-
spectrum. An excellent survey and bibliography are found 
in Dhrymes' Chapters 9-12.1 
Power Spectrum Estimate 
The essence of spectral analysis is to establish the 
relative contribution that a number of frequency components 
make toward explaining the total variance of a stochastic 
process. In this way the spectrum conveys information in 
terms of frequency about the periodic or almost periodic 
components in a time series. Economists have traditionally 
been practicing a naive form of spectral analysis when they 
decompose a time series into "trend-cycle," "seasonal" and 
"irregular" movements. Spectral analysis, however, is 
statistically more powerful and easier to interpret graph-
ically than the conventional moving average or correlogram. 
The first step in estimating the power spectrum is to 
assume that the time series {x(t); t = 1,2,3, ... n} is a 
finite sample from a covariance stationary or near stationary 
generating process {X(t); t = - oo ••• ,-1,0,l, ... + oo}. The 
assumption of stationarity implies that the mean of x(t) is 
a constant and the autocovariance Cxx is a function of the 
interval k; k=(s-t) and not of the point in time at which x 
is measured. Estimators of the mean and covariance function 
are: 
where 
= 1 -n 
cxx (k) = 1 
n-k 







Even though economic time varying processes are seldom, if 
ever, covariance stationary, the concept does permit reason-
able inferences to be made about the time varying nature of 
the process; and as suggested by Fishman, 2 a suitable trans-
formation can be applied that will make the process conform 
more closely to stationarity. 
Before converting the autocovariance function into an 
estimate of the power spectrum, a weighting function must 
be specified. This function improves the statistical esti-
mating properties of the power spectrum. In a recent arti-
cle by Jenkins three different weighting schemes were sug-
gested.3 First, the original data can be premultiplied by 
a function called the "data window." Second, the auto-
covariance estimate may be weighted by a "lag window." 
Third, the autocovariance can be Fourier transformed and the 
raw spectrum smoothed by a "spectral window." 
In the following estimation procedures the 
autocovariance function will be weighted by 
54 
"k where 
l 0 < k < m 
Ak 
1/2 k = o,m 
m = maximum lag 
From the theory of Fourier cosine transforms the 
weighted autocovariance function can now be represented by: 
Fxx ( w,) = ·2 J -
1T 
for k,j = 0,1,2, ... (m+l) 
Fxx is called the raw power spectrum and is estimated 
over the interval (o,rr) at m + l equi-distant points wj 
(w. = ,i!, j = 0,1,2, ..• m). The q~antity w is the number 
J m 
of revolutions around the unit circle per time unit. If f 
equals the frequency in cycles per time until and P the 
length of time required for one complete cycle, the follow~ 
ing relationships can be established: 
w = 2'TT 
p 
P ~ 1 = 2'TT -f w 
The raw estimates of the power spectrum are then smoothed 
by the spectral window: 
F 'It\ ) = 54 F xx ) ' xx 
~ 
(0) + .46 F xx 
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" " " F ... (wj) = .23 F (w. 1) + .54 F (w.) xx xx J- J 
" + .23 Fxx (wj+z>' O<j<m 
" " " F~x (wm) = .54 F (wm> + .46 Fxx (wm-1> xx 
)rn Since a z = cxx(o) = F ( w) dw the power spectrum x xx 
w=o 
provides a decomposition of the variance of a time series in 
the frequency domain. That is, it describes the process in 
terms of the relative contribution to the overall variance 
of the time series of a small band of frequencies around a 
particular wj. 
Studying a covariance stationary process in the fre-
quency domain permits a 9learer understanding of what con-
stitutes a process than the autocovariance function does in 
the time domain. If all of the variance is concentrated in 
only one narrow frequency band,wj' the power spectrum will 
appear as a single "spike" at that frequency, Figure 6. At 
the other extreme, Figure 7, if all frequencies contribute 
equally to the total variance, the power spectrum graph 
will be a horizontal line. Of course, the majority of power 
spectrums estimated from economic data fall between these 
two extremes. In fact, Granger 4 found that a vast majority 
of economic variables have a similarly shaped power spectrum 
of the nature displayed in Figure a. 
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theoretically distinct spectral characterizations have 
practical value. 
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First, the extent and repeatability of seasonal and 
cyclical patterns are directly related to the relative con-
tribution of each frequecy band. The more narrow and 
discernable the peaks, the greater the likelihood that the 
series can be described by a sequence of sine and cosine 
waves (Figure 6). Second, a purely random series is sug-
gested by a spectral oonfiguration in which each frequency 
contributes equally to the total variance (Figure 7). This 
series cannot contain any cyclical, seasonal, or other 
deterministic components; nor can this series be expressed 
as a finite, linear aggregation of previous values. Third, 
a realization from a low-order autoregressive process is 
represented by a relative smooth spectrum with the predomi-
nance of power at low frequencies for a positive process 
and at high frequencies for a negative process (Figure 8). 5 
Cross-ppectral Estimates 
Another contribution of spectral analysis to time series 
analysis is its capability in describing the complex inter-
relationships between economic variables. In oversimplified 
terms an empirical cross-spectrum between two series is con-
cerned with the interaqtions or correlations between each 
pair of observations occurring over each frequency band. 
Since the interpretation and estimation of the cross-
spectrum have been dealt with in economic terms by both 
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Granger 6 and Fishman? only the coherency, gain, and phase 
statistics will be considered here. 
Coherency 
The coherency statistic is bounded by O and 1 and is 
similar in concept and interpretation to the coefficient 
of determination in standard regression analysis. The only 
difference is that the coherency estimate indicated the 
proportion of one series "explained" by the other series at 
each frequency component. The coherency may be computed by 
where Fyx (wj) denotes the cross-spectrum, and Fxx (wj) and 
Fyy (wj) the power spectrum of the two series x and y' 
respectively. A coherency estimate of 1 implies that, at 
that particular phase angle, the variances of the two 
series are homogeneous; whereas two series that are totally 
unlike (incoherent) have a coherency of O. 
Gain 
The gain statistic is essentially the scalar by which 
the amplitude of one series at each frequency must be 
multiplied to produce the amplitude at the same frequency 
in another series, i.e. a rough analogue to a regression 
coefficient at each frequency component. In fact, 
Nerlove8 suggested that the least squares estimate of the 
simple regression equation can be thought of as a weighted 
average of the regression or gain coefficient at each 
frequency C.Oj• 
Phase-Shift 
The gain statistic will be: 
Fyx (wj) 
Fxx (wj) 
Finally, the phase-shift statistic simply provides an 
estimate of the average lead or lag of one series over 
another which maximizes the coherency at each frequency 
band 




where Im [·] and Re [·J denote the imaginary and real parts 
of the complex valued cross-spectrum density function. The 
phase angle is measured in radians and can be converted 
into a calendar-time unit by computing y(wj); where 
Y (w.) 
J 
j = 0,1, ... m 
When y(w.) is p0sitive the input series leads the output 
J 
series; otherwise, the output series leads. 
Empirical Results 
F~equent and irregular variations are characteristic of 
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slaughter steer prices. As indicated in a recent article by 
Franzmann,9 historical investigation of the cattle cycle 
has concentrated on providing a system of logic to explain 
why a cycle could or even should exist. Fundamental to 
this research is the notion that (1) a regular, current 
long term cattle cycle does exist; (2) the average peri-
odicty of the cycle is 10 to 16 years; and (3) either the 
transitory forces outside the cattle industry or the be-
havior of the producer within the industry is the under-
lying economic mechanism responsible for the cycle. 
In order to place the investigation of the time varying 
characteristics of cattle prices on a more rigorous foun-
dation, the pqwer spectrum was estimated for monthly 
slaughter steer prices, Chicago basis, from January 1920 
through December 1970. Since it is generally advisable to 
use as many time lJgs k as possible - only so long ask 
does not exceed one-third of the total observations -- 199 
lags were usea.10 
The most noticeable characteristic of the logarithm of 
the.estimated power spectrum, Figure 9, is the importance 
of the low frequency components. Despite attempting 
several trenq removing transformations, the frequency 
bands between O and .013 cycles per month still contributed 
a significant portion of the total variance. Grangerll 
argues that even though a trend removal procedure has been 
applied, a characteristic of the estimated procedure known 



































estimates. Granger further notes that this bias is found 
regardless of the length of the data base and the size of 
the truncation point used in the estimation procedure. 
Nevertheless, the failure of the estimated power spectrum 
to form a significant "spike" at these low frequency bands 
provides strong evidence for rejecting the hypothesis that 
actual slaughter cattle prices are characterized by a long-
term cyclical component. 
The power spectrum estimate does evidence the existence 
of a minor price cycle with a periodicity of approximately 
four years duration (frequency of .021 cycles per month). 
A formal explanation of this cycle is partially advanced 
by the theory of self-generation. 12 A coherency estimate 
of .56, Table VI, between the price of slaughter cattle 
and the number of cattle slaughtered each month establishes 
that each phase in the cycle partially generates its suc-
ceeding phase. Influences outside the cattle industry, 
such as feed supply, weather, other livestock products, and 
the demand for beef are additional explanations for this 
cycle. 
There is some evidence that both hog prices and the 
number of hogs slaughtered vary cyclically with a period~ 
icity of four years.1 3 A relatively low coherency estimate 
between each of these series and the cattle price series, 
however, suggests that the four-year hog cycle is not being 
translated into the behavior of the four-year cattle cycle. 
The power spectrum estimate of slaughter cattle prices 
TABLE VI 
COHERENCY AND --PHASE-SHIFT· ·BETWEEN·· CHICAGO SLAUGHTER 
STEER PRICES AND COMMERCIAL CATTLE SLAUGHTER - U.S. 
Frequency Coherency Square Phase-Shift 
Cycles/Mo. 
c2yx(wj) (Wj) . <pyx (Wj) 
.0025 .58 .53 
.0050 .24 .56 
.0075 .67 .55 
.0101 .93 .56 
.0126 .13 .27 
.0151 .20 .16 
.0176 .07 .21 
.0201 .18 .52 
.0226 .33 .61 
.0251 .56 .76 
.0276 .37 .78 
.0302 .28 .60 
.0327 .15 .54 
.0352 .74 .84 
.0377 .41 .57 
.0402 .42 .65 
.0427 1. 00 .31 
.0452 .44 .39 
.0477 .08 .36 
.0503 .15 .19 
.0528 1. 00 .26 
.0553 .89 .24 
.0578 .09 .24 
.0603 .71 .70 
.0628 .25 .64 
.0653 .68 .so 
.0678 .74 .44 
.0704 .00 .69 
.0729 .68 . 39 
.0754 .84 .44 
.0779 1.00 .39 
.0804 .22 .13 
.0829 .75 .03 
.0855 .98 .08 
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is also characterized by a series of peaks corresponding to 
a period of 16 months and its harmonics. These peaks, 
although contributing little to the total variance of the 
series, are indicative of a slowly changing but stochastic 
seasonal pattern. As manifested by a coherency estimate 
of .98 at .085 cycles per month, Table VI, there is an ex-
tremely close correlation between the seasonality in cattle 
prices and cattle slaughter. This relationship is at-
tributed to the seasonality in feeder cattle marketing. On 
the average, during the past 11 years 59 percent of the 
feeder cattle have been marketed, or placed on feed, 
during the October-December quarter (Table VII}. 
Deflated Slaughter Cattle Prices 
A possible explanation for the long run irregularity 
of slaughter steer prices is the intermittent influence 
of inflation, deflation, wars, weather, etc. Breimyer14 
has suggested that "actual prices in dollars conform only 
roughly to cycles because they reflect not only the supply 
of cattle but also the general level of all commodity 
prices" and "to produce cyclical curves of some regularity 
it is necessary to deflate the report prices." 
Recently, Franzmann empirically validated Breimyer's 
suggestion when he estimated a harmonic function over the 
period 1921-1969.15 His results provided strong support 
for the conclusion that deflated prices of all cattle 















CATTLE AND CALVES PLACED ON FEED, 22 STATES, DURING SPECIFIC QUARTERS 
(1,000 Head) 
January - March April - June July - September October - December 
2,732 2,164 2,732 5,458 
2,793 2,279 3,226 5,708 
2,938 2,515 3,675 6,470 
2,949 2,868 3,905 6,193 
3,591 2,878 4,232 6,600 
3,742 3,429 4,295 6,885 
4,602 3,660 4,529 7,333 
4,567 3,818 5,024 7,548 
5,043 4,407 5,744 8,180 
5,070 5,186 5,752 8,431 
5,099 5,231 6,127 7,952 
3,920 3,494 4,476 6,978 
Source: Cattle On Feed, E.R.S., U.S.D.A. 
°' u, 
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In 9rder to examine the possibility that outside forces 
are obscu~ing the truecyclical nature of slaughter steer 
prices, a spectral analysis was estimated with the de-
flated series. The Index of Prices Received by Farmers 
for all Farm Products, 1910-14 c 100, was used as the 
deflator. Figure 10 illustrates the estimated power 
spectra for both the deflated and undeflated price series. 
The spectra of the undeflated series is represented by 
the solid line and the deflated series by the dashed line. 
The most striking finding is the presence of a highly 
significant ten-year cycle in the defl~ted price series. 
The peak at .008 cycles per month completely substantiates 
the hypothesis that the time path of deflated slaughter 
steer prices follow a relatively stable cycle that repeats 
itself at ten year intervals. 
The spectral evidence of a significant long term cattle 
price cycle emits three important questions. First, is the 
undeflated price series actually characterized by an un-
observed ten-year cycle that is only being obscured by the 
transitory factors mentioned by Breimyer? Second, in the 
process of deflating, is the deflator introducing a spurious 
cyclical component on the original series? Third, and most 
important, what inferences can be advanced concerning the 
applicability to forecasting of the deflated series? 
Question I: A reconciliation of the first question 
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Frequency in Cycles Per Month 
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Figure 10. Log of Estimated Spectral Density Function 
Actual and Deflated Slaughter Cattle Prices 
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be linked internal~y to the self-generating forces within 
the livestock indµstry. For instance, Ezekie1l6 stressed 
that cattle cycles were a function of the variability in 
production caused by intermittent over-response first to 
high and then to low prices. Since a coherency statistic 
is similar in concept and interpretation to the coefficient 
of determination in standard regression analysis the co-
herency estimate of .67 at .008 cycles per month does es-
tablish a correlation between cattle prices and the supply 
of slaughter cattle. 
Question II: The coherency, gain and phase-shift 
statistics between the original and deflated series can 
provide the-type of information necessary for investi-
gating the possibility that the deflater is inadvertently 
influencing the low frequency components. 17 Accordingly, 
these three statistics were computed for the undeflated 
slaughter cattle price series in relation to the deflated 
series. Once again, 600 observations were included and 
199 was the maximum lag. 
Examination of the coherency function in Figure lla 
illustrates that the deflator does preserve the overall 
movement and general appearance of the original series 
at fequencies corresponding to the ten-yea~ cycle, four-
year cycle, and the seasonal and its harmonics. The 
gain estimate in Figure llb also indicates that the de-































Figure lla. Coherency Function of Actual Slaughter Cattle 
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Figure llb. Gain Diagram for Actual Slaughter Cattle 
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Figure llc. Phase-shift Diagram for Actual Slaughter 




the amplitude of the original series. ~n fact, only an 
insignificant amount of dampening is recorded at .008 
cycles per month. Finally, although rather violent phase-
shifts were observed at extremley low frequencies, the 
deflater does not abnormally influence the remainder of the 
power spectrum. Since the coherency is extremely low at 
frequencies less than .008, the significance of the phase 
shifts in these frequency bound~ is limited. 
Question III: On the strength of the statistical 
evidence presented thus far it must be concluded that the 
slaughter cattle price series is characterized by an un-
observable long-term cycle with a periodicity of ten years. 
Even so, the real value of this cycle must be assessed in 
terms of its contribution to describing and forecasting 
cattle prices. Franzmann18 demonstrated that the time 
path of the average price of all slaughter cattle can be 
described by a mathematical function comprised of a ten-
year cyclical component and a seasonal component fluctu-
ating about a linear trend. He then concluded that "the 
stability of the period of the estimated cyclical variatio~ 
holds forth the promise of increased forecasting reliability 
over rather long periods of time."19 
Over a short planning horizon, however, consideration 
of a long-term cyclical component only adds to the dimen-
sionality of the problem. First, as demonstrated in the 
following mathematical model, where the deflated prices of 
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of 900-1,100 pound Choice steers are used as the dependent 
variable, only 64 percent of the total variance in the 
series can be explained: 
.073 + .00006T + .008 cos3t~ - .00095 sin7.St0 
(.000008) (.0006) (.0006) 
+ .0024 cos7.St0 - .0024 sin30t0 - .0016 cos30t0 
(.0009) (.0006) (.001) 
R2 = 64 . 
Y = deflated, 900-1,100 pound Choice grade slaughter 
steer prices - Chicago 
T = trend (1920 = 1) 
Second, since the management problem considered in this 
dissertation requires forecasts of the undeflated series, 
it necessarily follows that future values of the deflator 
must be known or at least forecastable. The errors as-
sociated with forecasting future values of the deflater 
and converting the deflated series into estimates of the 
actual series would probably transcend the errors from a 
similar model using the undeflated series as the dependent 
variable. 
Concluding Inferences 
The major objective of this chapter is to seek funda-
mental regularities in the price series for slaughter 
cattle that could have practical model selection and/or 
predictive value. As visually portrayed by the log of the 
estimated power spectrum the second movement time varying 
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properties of the slaughter steer price series is character-
ized by: (1) an extremely irregular long-term fluctuation 
in the original series; (2) a highly regular long-term 
cycle of 10 years duration in the deflated series; (3) a 
slightly significant minor price cycle with a regular 
perioqicity of approximately four years; and (4) non-
conforming (trending) seasonal patterns. 
In general the nature of the time patterns in the 
original price series is such that doubt is cast on the 
possibility of using a simple unobserved components model 
for forecasting future price movement. If data are not 
readily available on the underlying economic mechanism 
which generates the four-year cycle, however, it may be pos-
sible to include a sinusoidal function with a duration of 
four years in a behavioral model. 
Some support was advanced for the possibility that, 
since outside forces are obscuring the true cyclical nature 
of the original series, a price deflater should be enter-
tained. By deflating the original series, the task of es-
timation could be greatly simplified. However, the problems 
inherent in estimating the deflater makes it questionabLy 
acceptable for short-term forecasting. 
Finally, it can be argued that apart from their-
regular long-term cyclical behavior and the somewhat im-
portant minor cycle, the seasonal component may contain 
useful i:riformation about possible forecasting techniques. 
As previously indicated, a process having a relatively 
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smooth spectral shape with a preponderance of power con-
centrated at either extreme can be expl~ined by a low-order 
autoregressive model. Classic examples would be moving 
average models, first difference models, distributed lag 
models and exponential smoothing techniques. 
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MATHEMATICAL FORMULATION OF THE MODEL 
Model Selection 
During the past quarter century economists h~ve pro-
duced a multiple of econometric and statist~cal techniques 
that can be used in model $peci!ication and estimation. The 
use of simultaneous equation procedures and its emphasis on 
model building, for exampl~; or, fitting procedures using 
recursive models, two and three stage least squares, harmonic 
analysis, and di$tributed lag models, have all peen upheld f 
as developments which will aid in decision making. 
The review of literature and the estimated power 
spectrum are helpful in narrowing this range of plausable 
model types. The work by Schmitz ~nd Watts on forecasting 
wheat yields and the harmonic analysis approach by Waugh and 
Miller illustrated that if a series is characterized by 
significant seasonal or cyclica+ patterns a simplifieQ un-
observed components techniq~e could produce acceptable fore-
casts. The suggestion by Fisher that a forecasting model 
must account for both the inter-relationships within the 
system and the dynamic adjustment process followed as 
var~ables more from one equilibrium to another is given 
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primary consideration. 
As v~su~lly indicated by the estimated power spectrum, 
the slaughter cattle price series not only resembles the 
power spectrum typically observed in most economic series 
but also is void of any visually significant underlying 
periodic components. This suggests that the direct appli-
cation of mathematical models be eliminated from consider-
ation and that further investigation concentrate on the 
on the difficult behavioral representations. 
Mathematically derived in this chapter is a low-order 
autoregressive model that will hopefully account for the 
multiperiodic nature of the beef producing process and the 
uncertainty about fut~re beef pJices. As indicated in 
Cpapte~ III, beef production is not instantaneous and thus 
time and price expectations qre important restrictions on 
significant changes in output. Even in the absence of un-
certainty the relevant criteria for production decisions are 
the discounted future product prices. 
The Lag Distribution Problem 
By using the very specific definition of dynamics given 
by Baumol, 1 "A system is dynamical if its behavior over time 
is determined by functional equations in which variables at 
different points in time are involved in an essential way," 
the following explicit functional form can be given: 
Pt= f exit' xit-1' xit-2 •.. , xjt' xjt-1' 
Xjt~2 ... , Xgt> 
This system takes on dynamic prop~rties through the intro-
duct~Qn of exogenous (or at least p~edete~mined) variables 
that h~ve both an immediate influence on Pt ~swell as a 
lagged effect. A more exact representation would be: 
m-1 
+ E { Bjl Xjt + Bj2 Xjt-1 + Bj3 xjt-2 + ... } 
j=n 
r 
+ E {B xqt} + wt r < OQ 
g=m q 
Where the current value of the endogenous variable Pt 
is determined by the present and past values of a finite 
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number of exogenous variables Xi and Xj and the current 
value of a number of exogenous variables xg. This represen-
tation implies that the time form of the underlying lag 
scheme characterizing Xi is significantly different from 
that of Xj· 
A Finite Lag Structure~ ~robabilities 
For the moment assume that wt is a stationary random 
variable with mean zero and a fixed covariance structure 
that may or may not be serially correlated. Clearly, with-
out restricting the sequences {Bik' Bjk; k = 1,2,3,, .. } of 
unknown parameters the problem of estimating these para-
meters cannot be defined. That is, Equation (1) requires 
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that an infinite n~mber of functionally unrelated parameters 
be estimated from a finite set of observation. It is 
natural to first impose the restrictions that all the 





k=l Bjk = M 
In economic terms this restriction implies that a 
finite change in the values of the independent variables 
{xi} and {xj} whiohpersistindefinitely, along with the 
present level of {Xg} result in a finite change in the 
dependent variable Pt· 
Second, in some applications the requirement that all 
the {Bik's} and {~k's} are of the same sign is imposed. 
This allows ~quation (1) to be rewritten as: 
n-1 
(2) Pt= a 0 + L 
i=l 








wnere pow the seg:u~nc;:e~ 41:p and ap a:t;e all non ... ;negative and 
$Um to unity, that is: 
and 
WP ,.?:. 0 
> 0 p= 
00 




z aP = 1 
p=O 
and 
(p=o,l,2, ••• }, 
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This is a rather strong restriction; n~vertheless, since 
thew's and a•s are non-negative and sum to one, they can 
be id~ntified, formally with propabilities defined over the 
set of non-negative integers (0,1,2,3, .•. 00 ). The sequences 
of w's and a•s describe the shape and time form of dif-
ferent lagged values on the dependent variable. 
For convenience consider a backward shift operator L 
which is defined by: 
x 
t-m 
For the index of variables in Equation (2) 
L xit - xit-1 L2 xit = xit-2 and so forth 
L xjt ::;: xjt-1 L2 x. Jt = xjt-2 and so forth 
Equation (2) cap now be rewritten as: 
n-1 












. {B. W(L)X } 
1 it 







Where W(L) and A(L) can be interpreted as either power 
series or polynominal in the lag operator L, or as lag 
generating functions. 2 
General La9: Structures 
By varying the functions W(L) and A(L) time paths of 
different forms can be produced. For example, Fisher 3 
suggested that the initial effect of a change in an exo-
genous variable is small, but as time passes the cumu-
lative effect ot the change becomes greater. Fisher's 
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assumption would indicate that the weights W(L) and A(L) 
should follow a logarithmic normal distributipn, such as 
that shown in Figure 12. 
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Because of the difficulty in estimating the coefficients 
in Fisher's ~odel, Koyck recommended that a single para-
meter geometrically declining probability (lag) distri-
bution be used to approximate the underlying true form of 
the lag. This distribution aseumes that the biggest 
response occurs immediately at the beginning of the ad-
justment period and then tapers off for each successive 
time unit, By allowing several separate early terms in 
the se~ue~ces ~·sand a•s before starting the geometric 
decline the geometric dist~ibution can be considered a 
short-cut approximation to Fisher's logarithmic normal 
distribution. 
A somewhat mor~ inclusive assumption about the shape 
of the distributed lag structure was proposed by Solow. 4 
In the article "On a Family of Lag Distributions" Solow 
advanced the two-parameter Pascal distribution as a gen-
eral form for lag distributions. As illustrated in 
Figure 14, depending on the value of A and r, both the 
theoretical underpinnings and the p~ysical lag charac-
teristics of the Pascal distribution are similar to the 
dist~ibution outlined by Fisher. Moreover, in the special 
case where the parameter r~l the Pascal distribution re-
duces to the geometric distribution reduces the geometric 
distribution. 5 
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tribution 
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Figure 14. Pascal Distri-
butions with Parameter 
X = .6 and Parameter 




Finally, Cagan6 and later Nerlove7 strongly suggested 
that the form of the lag should be derived from the impli-
c~tions of a pa~ticula~ behAvioral hypqth,sis rathe~ than 
assumed! eriori. This approach yields a specific distri-
bution of lag only incidentally. The difference between 
this approach and that proposed by Fisher and Koyck is 
strictly conceptual. Both approaches have widely different 
implication at the underlying structures that generate the 
lag1 however, the final reduced form of both Cagan's 
"adaptive expectatiops model" and Nerlove' s ''partial ad-
j~S!t;ments moo.el" implies a geometrically declining lag 
sc;:heme. 
Geomet:t1ic Lag Ge~e~atin,2 Function 
Because of the ease with which the geometrically de~ 
clining lag fprm can be estimated (everything depends on 
only one additional parameter) and since it iij consistent 
with several expectation and partial adjustment models, 
assume that the lag coefficients (wk) and (@k) decay geo-
metrically with k beginning at 1. That is, 
O<A<l 
=;= 
0 < A < 1 = 
• 
and the generating function simplifies to 8 
1 
W (L) ;:::; 
l 
A(L) = _... 












B, X,t J . J 
(1-µL) 
By observing that W(L) and A(L) have ~ormal inv~rses 
W(L)-1 and A(L)~l Equation (4) can be solved or reduce4 by 
multiplying through by (l~AL) (1-µL) to get (1-XL) 
(1-µL) yt = (1-AL) (1-µL) &o + Bi (1-µL) xit + Bj 




Pt= cS a 0 + E 
i=l 
n-1 






+ cS E 
g:::m 
m-1 
Bj Xjt - A E 
j :::n 
B· X,t l J J .,. 
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Where o - (1-A~µ+Aµ) 
0t = wt - (A+µ) wt-l ~ Aµ wt-2 
Model Estimation 
Several problems are involved in the straight-forward 
estimation of the unknown parameters in Equation (5). The 
first, and most critical, is the problem of autocorrelation 
in the residuals ut. The second is the nonlinear way in 
which A andµ enter the specification. Each of these 
problems are handled in turn. 
Autocorrelated Er~or Terms 
At the outset it was ass\Utled that ut follows a 
statio~ary random proQess with a constant covari~nce 
function. Although ut is independent of Xt i,j,g it is 
an oversim~lification to assume that it i~ indepenqent 
of Pt~l· In fact, since Pt-l ~s itself a weighted ~verage 
of past U's it will almost always be highly correlated 
with Ut· 
Griliches9 referenced several additional sou~ces of 
se~ial correlation in this p~rticulµr la~ model. Even if 
the original distribution (Wt) in Equation (3) is not 
serially correlated, the reduction procedure may induce it. 
n-1 





m ... l 
Bi W(L) Xit + E 
j:;:n 
are serially correlated, the Ut's in 
W(L)-l A(L)-l Pt= ..• + Ut 
will be serially correlated, since Ut ~ W(L)~l A(L)-l Wt. 
Alternatively, if t~e Wt's are uncof~elated, the Ut's 
must be correiated. 
Regardless of whether o~ not autocorrelation is 
superimposed by the :t;"e<;3,uctic;>n procedure the likelihood of 
serial correlation in the true dist~ibution arising tram 
errors in specific~tion should be su$pect. Ignorin9 this 
would alone result in biased an9 inGonsistent estimates 
of the coefficient. 10 
One approach to the problem of serial correlation is 
to assume a particular torm for the interdependenc;y and 
estimate its parameters jointly with the others. Thus, 
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assume that the time dependency of the U's can be adequately 
represented by a first order Markov process of the form 
where Sis the autocorrelation coefficient and the deviates 
et are mutually independent with oon$tant variance 
and O mean. 
CY 2 
e 
Solving Equation (5) for ut and lagging each term 
one time period gives: 











B. XH::-1 :;L 
m-1 






B, X,t 2 J J ... 
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By multiplying this equation through by S substituting into 
- ut +et= SDt-1 and subtracting this trom Equation (5) 
produces the final equation; 
(7) 
n-1 
Pt= o a0 + E Bi xit 
i=l 
n-1 





- (t,+S) E B· xjt-1 
j=n J 
r 
+ 8 E 
g=m 
n-1 
- (µ+13) E 
i.==l 
m-.1 
E B, xjt 
j=n J 
m-1 
+ ;,.f3 E B, xjt-2 j=n J 
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(Atµ) S+Aµ pt-2 + ).µS pt,-3 
r 
(Note that z: Xgt-1 :;: 0) 
g=m 
Nonlinear land~ Coefficients 
Another difficulty with e~timating Equation (5) is 
that even if A andµ were known the nonlinear nature of 
A andµ prevents, at least superficially, estimation of the 
necessary param~ters. Fuller and Martin, 11 however, have 
theorized that by bounding the admissible range of A and 
µ an iterative estimating procedure can be applied that 
will yield estimates which possess the large sample proper-
ties of consistency and asymptotic normality. Moreover, 
if the likelihood function is unimodal these estimates will 
be efficient, and, therefore, provide a maximum likelihood 
solution. In Computer Algprithms For Estimating The Para-
meters of Selected Classes of Nonlinear Single Equation 
Models, Martin 12 provides a complete computer procedure 
that can, after slight alterations, be used to estimate 
the parameters in Equation (7). 
The "Naive" Model 
A close inspection of Equation (7) indicates that if 
A=q.1=S=O the equation reduces to a simple linear equation 





where the predetermined variables Xi exert a determining 
influence on Pt instantaneously. If (1) the Xi's can be 
measured with certainty and are totally independent of the 
Ut's and (2) the Ut's are normally distributed with O mean 
and constant variance this equation will produce best 
A 
linear unbiased estimates of Pt• 
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The forthc~ming chapter will consider the exact nature 
of the variables to be included in Equation (7) and the 
direct application of the empirical data base to estimate 
its parameters, As an alternative hypothesis fQr testing 
the forecasting ability of the implicit form of Equation 
(7), Equation (8) will also be fitted using similar ex-
planatory variables. 
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C~PTER VI 
MODEL S~ECIFICA~ION AND ESTIMAlION 
Introduction 
The model tq be derived ip this chapter will serve as 
basis for quantitative estim~tion and is intended to yield 
forecasts at least six months in advanQe that will assist 
management in evaluati~g ~vailable production and pur-
chasin9 alterna~ives, From the economic theory of the 
industry, the atatistiGal cha~~cteristic;:s of the data series 
and the statistical ~stima~~ng proQedure p~esented in the 
foregoing chapter, the basic sqpply and pricing equations 
will be developed. 
Since the number of the exogenous or predetermined 
variables that:enter th~ final equation :must be estimated, 
additional equations are .specified; that is, several of the 
behaviora~ variables that occur as exogenous in the final 
price equation are treated as endogenous in ~receding· 
equations. In this way the system is devel,oped recursively, 
step-by-step, from the basic produc;:tion relation to the 
final forecasting equation. 
In keeping within the ultimate objective stated at the 
outset (i.e. predicting future slaughter steer prices), the 
nA 
95 
choice concerning the ~lgeQraic form of the relations, the 
time interval to which the observations refer, and the in-
clusion or exclus~on of variables is made primarily on 
grounds of simplicity and data availability. Economic and 
statistical considerations will be used in assessing the 
relative value of a variable and eliminating unnecessary 
theoretical possibilities. The final choices, however, are 
resolved by estimation and re-estimation, intuition and 
j1,1dgment. 
Commercial Beef Supply 
A number of potentially relevant and readily avail-
able data series can be considered in specifying beef sup-
plies on~ monthly basis. For instance, the u. S. Depart-
ment of Agriculture provides information on the number, 
weight, and grade classification of all cattle slaughtered 
in both federally inspected and non-inspected plants, by 
state and by region. Detailed information is also available 
on the number of confirmed direct slaughter cattle sales in 
the primary beef producing states and the receipts of 
slaughter cattle at major stockyards. 
Trial runs of the forthcoming price forecasting equation 
indicate that the most promising results are obtained when 
total cormnercial cattle slaughter is admitted an an explana-
to~y variable. Commercial cattle slaughter includes the 
number of feeQlot marketings, non-fed steers and heifers, 
and cull breedi~g stock. 
According to the theqry expressed in Cnapter III, a~ 
aggregation of the number of cattle and calves placed on 
feed by each individual feeder represents the available 
short-run supplies of feedlot cattle. Once resources have 
been committed to cattle feeding monthly slaughter supply 
becomes extremely inelastic and are directly related to 
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the actual duration of the feeding period. Adjustments in 
this inventory, although uncommon, are primarily attributed 
to the movement of light-weight calves out of the feedlot 
as changes are observed in price expectations and pasture 
conditions. 
Non-fed or grass-fed steers and heifers are not re-
ported as such by the Department of Agriculture. These 
cattle are commonly rec;arded tQ be the less "fleshy" 
standard and utility grade animals that have not been ex-
posed to high concentrate rations. Cow slaughter consists 
mainly of the cull or grass-fat cows that have been elimi-
nated from breeding herds. Range conditions, present 
and anticipated profit levels, and psychological motivation 
are the major determinants of non-fed marketings and cow 
slaughter. 
In the following forecasting equation the total sup-
plies of slaughter cattle are regarded as primarily de-
termined by the number of animals on feed, the price of 
replacement cattle six months previous, and a 12-month 
seasonal cycle: 
(l) Oct= 125.2 + .009 Invct-G ~ 12.2 Pft-G 
where 
(1.62) (-2.97) 
- 82.46 Sin 3Qt0 + .374 Qct-12 + 3.4 T + 387 WDt 
(5.67) (6.05) (3.6) 
R2 = .87 
Se= 77 thousand head 
d = 1.4 
Qc = Monthly commercial cattle slaughter - u. S., thousand 
head 
Inv = Cattle and calves on feed beginning of nearest c 
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quarter by weight distribution - 23 states, thousand 
head 
Pf= Average price of Choice and Good, 300-400 pound feeder 
steers - Kansas City 
WD = Number of fully utilized slaughter weeks 
t = Month 
T = Time (January 1963 = 1) 
d = Durbin-Watson test statistie 
(•) = t - statistic 
In general the least squares regresston coefficients 
agree with economic theory with respect to the direction of 
influence and all are statistically different from zero at 
the 5 percent level (i.e. the coefficient has a 95 percent 
probability of being different from zero and five chances 
out of 100 that it is not different from zero). The Durbin-
Watson statistic of 1.4 for measuring serial correlation 
in the disturbances is inconclusive. 
With only slight modification the procedure outlined 
by Hayenga and Hacklanderl is followed for translating the 
quarterly "on feed" information into an estimate of sub-
sequent monthly slaughter figures. Briefly, by assuming 
that the normal wei~ht for steers and heifers is 1,100 
pounds and 900 pounds, respectively, and that steers gain 
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an average of 2.5 pounds per day and heifers 2.0 pounds per 
day, a matrix indicating the weight categories that con-
tribute significantly to total slaughter each month is 
derived. As an example, the data published each quarter 
in Cattle 2!!. Feed are classified into steers and heifers 
and into five weight ranges. Those cattle in the heavier 
weight categories, 900 pounds and above, will be marketed 
soon after the report becomes available; whereas the lighter 
weight groups, less than 900 ~ounds, are marketed in sub-
sequent months. There is not statistical advantage to be 
gained by distinguishing between steers and heifers. 
A statistical inspection of the data (Table IV, Page 33) 
illustrates that although the variation in monthly cattle 
slaughter can be regarded as stationary, from 1960 to 1968 
total slaughter increased at an average annual rate of 4 
percent. Since 1968, however, the mean slaughter level has 
remained relatively constant at approximately three million 
head per month. Adjustments in the structure of the cattle 
feeding industry (Chapter III), and improvements in feeding 
practices and feeding efficiency that have enabled feeders 
to decrease the fattening period are primarily responsible 
99 
for this growth~ In order to account for this phenomenon, 
several possibilities~ both statistical ~nd behavioral -
were examined in the initial specification of the equation. 
The admission of the number of cattle and calves placed 
on feed each quarter as an explanatory variable will account 
for major long term adjustments in the cattle feeding in-
dustry. In order to explain the year-to-year variations, 
the number of cattle slaughtered in the corresponding month 
one year previous was included and found to be statistically 
significant. Because of the d~clining or flattening tendency 
of the growth rate, a trial regression was made on.the loga-
rithm of time; from the statistical results it was found, 
however, that a linear trend term is more significant. 
Both the lagged price of feeder calves and the 12-month 
seasonal cycle (represented by sin 30°)* are believed to 
represent the variation in cow slaughter and grass-fed 
*Because of the loss of a deg:i::-ee of ;freedom it is not 
always necessary to include trigonometric terms as recip-
rocal pairs. By applying the trigonometric identi:ty 
Cos 360°(t+t0 ) = A Cos 360°t0 - B Sin 360°t0 
"'""1c . ]{"" ~ 
where 
A= ex. Cos 360°t 
K'. 
a. = J A2 + B2 = amplitude 
B;::: a. Sin 360°t 
k 
k = period 
t = month 
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slaughter. Because of the importance of range conditions 
on maintaining breeding stock, most herds are seasonally 
reduced during the late fall months and built back up during 
early spring. Correspondingly lower grade grass-fed 
cattle are primarily marketed in late fall. 
Finally, since the number of days available for 
slaughter operations vary from month-to-month and from year-
to-year, a proxy variable was designed to account for the 
number of holidays, week days, and weekends in each month. 
An index of tJ:'i.f3·; .",ful:ly~ut:i:"!i_Z-ed" slaughter weeks· within ;. 
each month was developed by weighting normal week days as 
l, Saturdays as 1/3, wee~dfiy holidays as 1/2, Saturday 
and Monday holidays as O, and Sunday as o. 2 
Demand for Slaughter Cattle and Market Price 
Demand for Beef -.--
From a conventional economic theory, the market de-
mand for a product is a function of its prices, the price of 
arctan B = phase angle 
A 
" "' and if the least squ~res estimates of either A or Bare 
found to be insignificant, ~~en :o = 0 or~ and the 
equation can be reduced to either 
a Cos 360°t 
k 
or -a Sin 360°t 
k 
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substitute commodities, the price of complementary commodi-
ties (in consumption), the price of all other consumer 
goods, population, personal income, and consumer tastes and 
preferences. The intersection of the demand function with 
the supply schedule gives the equilibrium price for the 
product, i.e. the price and quantities where economic 
forces are balanced so that the quantity supplied equals 
quantity demanded and there is no inducement to change. 3 
Breimyer4 in his pioneering work on "The Demand and 
Price for Meat - Factors Influencing Their Historical 
Development" empirically demonstrated the importance of 
these factors in explaining aggregate beef prices. For the 
13-year period, 1948-60, Breimyer found that the following 
five factors will explain 98 percent of the total variation, 
in retail beef prices: (1) per capita beef production, 
(2) per capita pork production, (3) deflated disposable 
personal income per person, (4) consumer price index, and 
(5) a linear trend. 
Slau2hter Steer Prices 
Even though slaughter cattle prices at the farm level 
are not synchronized exactly with retail prices, the major 
price making forces are similar. In fact, the f~;rm level 
demand for beef arises because commercial meat packers 
market carcasses and beef by-products to wholesalers and 
retailers. 
In Chapter III it was postulated that marginal 
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productivity considerations were the fundamental determi-
nants of individual packer demand for slaughter cattle. On 
the basis of expected final product prices and on projected 
profit margins, the commercial packer will determine the 
maximum number of cattle that will be purchased at dif-
ferent price levels. However, since (1) the short-run 
supply curve for slaughter cattle is not perfectly elastic, 
(2) most of the packing industry operates within a frame-
work of imperfect competition, and (3) slaughter cattle 
are not homogenous, final price and quantity become ne-
gotiated. 
In formulating an offer price packers-buyers will, 
at least theoretically, respond to the number of animals re-
quired to maintain normal slaughter schedules, the availa-
bility and quality of slaughter animals (including packer 
owned supplies), and expected final product prices. Feed-
lot operations, on the other hand, must simultaneously form 
an expectation about current prices and the current 
quantity demanded by buyers. ln the short run feeders are 
afforded some flexibility in marketing as sales can be 
adjusted one to two weekq earlier (later). This flexi-
bility diminishes, of course, as the animals approach peak 
slaughter weight and must be marketed. 
The Price Forecasting Equation 
The geometric distributed lag equation as previously 
developed in Chapter V (see Equation 7, Page 90) was fitted 
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to the average pr~ce of Choice grade slaughter steers -
Chicago basis from January 1963 through December 1970. The 
following variables were included ~p the final specifi-
cation: commercial cattle slaughter per fully utilized 
wo:i:;-k week, average slaughter weight, year-to-year change in 
commercial hog slaughter per fully utilized slaughter week, 
and a linear trend term. The 'first two variables exert a 
determining influence both instantaneously and with lag 
structures:\ andµ, respectively. The remaining two vari-
ables are found to have their impact only during the cur~ 
rent time period. 
All of the variables are presumed to be linear in 
actual numbers. While a non-linear (e,g. logarithmic) 
approach is traditionally used, the statistical properties 
of the equation were not significantly improved which made 
it advisable to adopt linearity. The estimated price fore-
casting equation is as follows: 
A 
(2) pct= 14.7 - .006 Qct/WDt + .003 Qct-1/WDt-1 
where 
(1. 8) 
- .004 Qct- 2;wot_ 2 - .037 swct + .032 swct-l 
(3.6) 











P = Average price of Choice 900-1,100 pound steers -
c 
$/cwt. Cl'licago 
Qh = Monthly commercial barrow and gilt slaughter - u. s. 
thousand head 
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SWc = Average commercial slaughter weight - live pounds u. s. 
The internal statistical estimating properties of this 
equation are promising. The coefficient of determination 
indicates that the equation will explain 93 percent of the 
total variation in monthly slaughter steer prices and the 
estimate of the standard deviation of the equation is only 
$.57 per hundredweight or 2 percent of the average price 
during the period of estimation. All of the coefficients 
are consistent with the economic theory and significant at 
the 90th percentile of the t-statistic. 
Even though cattle receipts at individual markets con-
form in general direction to national supplies, there·is 
some question concerning the validity of concentrating on 
national figures as the major price determing force. Prices 
at major stockyards may be more sensitive to local 
slaughter supplies. Trial results using both the number of 
cattle marketed and the number of cattle slaughtered in 
Chicago did not, however, substantiate this hypothesis. 
Recent empirical evidence suggests that the demand 
function for beef should be regarded as irreversible.5 
The common procedure in this situation, is to adjust the 
price series for inflation, convert the supply variables 
to a per capita basis and use real income as the per capita 
demand shifter. In the preliminary stages it was found 
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that· these practices have limitations for predicting. Even 
though deflating slaughter steer prices by the Index of 
Prices Received by Farmers for all Farm Products does pre-
serve the time varying properties of the series, there are 
problems involved in estimating future values of the de-
flater. Also, since population and real income are fairly 
constant growth factors, it is logical to let their deter-
mining influence be reflected by a linear trend variable. 
Theoretically, the consumption of a commodity depends 
not only upon its own price, bµt also upon prices and sup-
plies of all competing products. The year~to-year change 
in the number of hogs slaughtered each month was, therefore, 
used in the equation as a final consumer demand shifter. 
Supplies of other meat and fish are believed to be rela-
tively unimportant in affecting the quantity of beef con-
sumed. 
There are wide variations in both the demand for and 
the supply of various grade and weight groups of slaughtei 
cattle. This might be particularly true in late fall as the 
composition of market supplies turns in favor of grass-fat 
steers, heifers, and cows. In order to acccount for this 
variability, several series were completed and tested in the 
equation. For example, commercial cattle slaughter was 
split into three groups - steer slaughter, heifer slaughter, 
and cow slaughter - and include both actual and percentage 
terms. In general, the results were disappointing. By 
adding the additional variables the coefficient of 
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determination was increased but the mean squared error was 
simultaneously increased. The average slaughter weight 
was found to be important, however, and therefore, accepted 
as a determinant of Choice steer prices. 
The price commercial packers received for hide, tallow, 
and other by-products can be consiqered another important 
variable on~ priori grounds. The value of offal from a 
1,000 pound slaughter steer will average $20.00 to $30.00 
and is conunonly regarded as sufficient to cover variable 
killing or slaughter costs. By including this variable in 
the regression, the statistical estimating properties of 
the equation were greatly improved. It was found, however, 
that because of the influence that international trade has 
on by-product prices, its future values could not be sue-
cessfully forecasted. This series was, therefore, ex-
eluded from the equation. 
Additional Eq~ations 
The number of hogs slaughtered each month and the 
average slaughter weight of live cattle which are expressed 
as predetermined variables in the forecasting equation are, 
in fact, variables of unknown magnitude. Thus, two addi-
tional equations are needed to obtain estimates of Qh and 
SW during time (t+6). 
c 
Hog SupplX 
The operational behavior of hog producers is found to 
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be similar to that observed in cattle production. By in-
eluding the number of hogs on farms in a previous time 
period, the number of fully utilized slaughter weeks, and a 
six-month and 12-month seasonal cycle in the following 
multiple regression equation, satisfactory forecasts can be 
made for commercial hog slaughter. 
A 
(3) Qht = - 4766 + .078 Invhlt_ 6 + .55 Invh2t_ 6 
where 
(5.8) (10.6) 
+ .123 Invh3t~ 6 + 1.4 Invh4t_ 6 + 49.4 Pht-l2 
(4.5) (12.3) (4.8) 
+ 243.7 Sin 30t0 - 394 Cos 30t0 - 247.4 Sin 60t0 
(3.5) (-3.5) (-4.25) 
+ 1042 wot 
( 4. 3) 
R2 = .83 
Se= 352 head 
d = 1. 56 
Invhi (i=l,2,3,4) = Barrow and gilt inventory by weight 
classification for slaughter market - 10 states, 
thousand head 
Ph= Average price of all barrows and gilts - dollars per 
hundredweights, seven markets 
All coefficients are significant at the .05 level and 
have the expected sign. For a complete analysis of the pork 
industry the reader is encouraged to consult the U.S.D.A. 
Technical Bulletin, Factors Affecting the Price and supply 
of Ho~s, by Harlow.6 
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Average Corrunercial Slaughter Weight 
The month-to-month var~ations in average slaughter 
weights are postulated to be directly influenced by the 
duration of the feeding period and the composition of total 
slaughter. Witholding actions by feeders in response to 
changes in price expectations or weather conditions, for 
example, will quickly increase the weight at which cattle 
are slaughtered. The relative composition of total com-
mercial slaughter figures will also affect average slaughter 
weights. Grass-fed steers and heifers are marketed at 
relatively light weights, whereas slaughter cows are marketed 
at extremely heavy weights. 
From a behavioral standpoint no satisfactory method is 
found to account for the variation in slaughter weights. 
However, due to the somewhat regular, recurring seasonal 
variation a good predictor of monthly average slaughter 
weight is found to be: 
(4) 352.5 + 17.1 Sin 30t0 + 24.6 Cos 30t0 
(9.17) (11.8) 








The least squares regression coefficients are all statis-
tically different from Oat the 10 percent level and all 
have the expected signs. The Durbin-Watson statistic of .27 
indicates extreme positive autocorrelation in the residuals. 
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This is not surprising and is attributed almost entirely to 
the failure to find behavioral variables that were signifi-
cant and could be forecasted. 
The Final "Naive" Equation 
The most noticeable characteristic of Equation (2) is 
the overpowering way in which previous observations of the 
dependent variable influence current values. By holding the 
exogeneous variables constant at their mean, a 10 cent change 
in prices during period t-1 is positively associated with a 
12 cent change in current prices. Whether or not this phe-
nomenon will interfere with making advanced forecasts is 
difficult to assess a priori. For the purpose of analyzing 
this problem and also for providing a meaningful way in which 
to evaluate the equation an additional forecasting equation 
that does not necessitate lagging the dependent variable is 
specified. 
In Chapter V it was demonstrated that by assuming 
>..=µ=S=O (i.e. the explanatory variables exert their deter-
~ining influence only during the current period) the dis-
tributed lag model reduces to a simplified linear equation 
that can be estimated by least squares. 
Cor:i;-espondingly, the following equation was estimated 
by the least squares procedure and includes commercial 
cattle slaughter and the year-to-year cl+ange in commercial 
hog slaughter as the major explanatory variables. 
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" (5) Pct= 90.2 - .015 Qct/WDt - .0049 [Qht/WDt 
(3.2) (5.43) 











All of the estimates are in agreement with a prio·ri 
reasoning and all were statistically significant at the 
95th percentile of the t-distribut~on. The equation has an 
R2 of .85 with an estimated standard error at the mean of 
$1.11 per hundredweight. 
As was to be expected the Durbin-Watson d-Statistic of 
.78 indicates extreme positive serial correlation in the 
residuals. In general, since the disturbance term repre-
sents the influence of omitted variables the extreme cor-
relation in this equation is attributed to the effect of 
explanatory variables not included in the analysis. Of 
major importance is the intentional omission of beef prices 
at either the wholesale or retail level as a determining 
factor. If the analyst knew these prices with certainty, 
slaughter cattle prices could simply be derived from them. 
Some improvement is observed by replacing the linear trend 
term with different combinations of national income, dis-
posable consumer income, and population. However, it was 
found that the errors involved in estimating future values 
of these demand factors transcended their additional con-
tribution to reducing the standard error of the question. 
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The dat~ base used in estimating the equations in this 
chapter are to be found in Appendix A, pages 152 through 
160. In the following chapter a comparison of the esti-
mating and predictive properties of the two price fore-
casting equations will be initiated. For simplicity, 
Equation (2) will be referred to as Model I and Equation (5) 
as Model II. 
FOOTNOTES 
1Marvin Hayenga and Duane Hacklander, "Short Run Live-
stock Price Predicting Models," Research Bulletin 25, 
Michigan State University (1970). 
2Ibid, p. a 
3Richard H. Leftwich, The Price System and Resource 
Allocation, Holt, Reinehart and Winston (1955,1960, 1966), 
p. 31. 
4Harold F. Breimyer, ''Demand and Prices for Meat, 
Factors Influencing Their Historical Development," Technical 
Bulletin No. 1253, U.S. Department of Agriculture, (Dec-
ember, 1961). 
5John W. Gooqwin, Reuven Andorn, and James E. Martin, 
"The Irreversible Demand Function for Beef," Technical 
Bulletin No. T-127, Oklahoma State University (June, 
1968). 
6Arthur A. Harlow, "Factors Affecting the Price and 
Supply of Hogs," Technical Bulletin No. 1274, E.R.S., U.S. 




The purpose of this chapter is to historically assess 
the predictive performance oi the two models presented in 
the foregoing chapter. This is not an easy task and since 
there is. no consensus on the best procedure a great deal of 
judgment and intution is requi~ed. Economists and statis-
titions, for instance, have made available an extensive 
body of information relating to the measurement and in-
terpretation of the theoretical estimating properties undet-
lying an econometric model. However, the econometric prob-
lem in which the model is specified is seldom encountered in 
empirical applications. In practical forecasting situations 
not only are true values of the exogenous or lagged endo-
genous v~riables not known at the time the predictions are 
made, but the data, after publication, are subject to sub-
stantial revisions. Before presenting the results it is 
important, therefore, to brietly consider the methods which · 
will be utilized in evaluating the m©aels. 
, , ") 
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Evaluation Procedure and Techniques 
The first distinction to be made is between the summary 
statistics that relate to the internal estimating properties 
of the fitted equations and those that relate to the model's 
predictive performance. 
Internal summary statistics apply to the empirical bias 
and precision of the model in simulating the economy and 
depend crucially on the theoretical distribution of the 
error terms. The reason for this is that the residual 
errors (i.,e. the difference between the observed value of 
the dependent variable and the estimated value) indicate 
the extent of the movement in the dependent variable that 
is not explained by the explanatory variables. If the 
errors are small relative to the total movement in the 
dependent variable, a ma.jor portion of the movement has 
been accounted for. Accordingly, the most common of these 
summary statistics is the coefficient of determination (R2) 
for measuring the portion of the movement in the dependent 
variable that is explained by the independent variables, 
" the est~mated standard error (Se) for assessing the »pre-
cision" of the estimation procedure, and the Durbin-Watson 
d-statistic for determining the degree of serial correlation 
in the residuals. 
Although these statistics are necessary for gaining 
confidence in the predictive procedure, they are not suf-
ficient for producing the "best" forecasts. In a pragmatic 
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fashion Goldbergerl demonstrated that in several cases a 
best linear unbiased predictor is not equivalent to the 
best linear unbiased estimator. Additional statistics are, 
therefore, necessary for judging the performance of the 
model beyond the period of estimation. In this respect the 
following summary statistics are found to be important in 




the residual forecasting variance, Vi(µ) 
- 2 the forecasting coefficient of determination Ri 
and Theil's inequality coefficient, U. 
By taking into consideration information about the 
degrees of freedom, a measure of a model's forecasting 
precision can be derived. The residual forecasting variance 
is computed by observing the variance of the residuals for 
each time period forecasted ahead and then ~orrecting for 
both the number of constraints imposed on the model and 
the lead periods i. Formally the residual forecasting 
variance is defined as: 
n - k + i 
where n is the total number of observations, k is the number 
of constraints and tis the length of time into the future 
for which the forecasts are made. The larger the forecast 
variance, the more widespread the error distribution, and 
the smaller the precision of the projection. 
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A fofecasting statistic analogous to the R2 can be de-
fined on the basis of the residual forecasting variance by 
where V(Y) is the variance of the dependent variable and is 
defined as V(Y) = I (Yt - Y) 2 I (n-1). The objective is to 
select the model with the smallest v1 (µ) and the largest 
R12 First preference is given to a low residual fore-
casting variance. 
The degree to which the foreca~t. change corresponds to 
the direction and extent of the observed change is also of 
value. It is inappropriate, however, to merely count the 
number of true turning points forecast correctly. A model 
which predicts "a miniscule advance" when "a miniscule de-
cline" occurs cannot be judged as completely wrong; the ex-
tent of the error matters. A method which utilized infor-
mation a~out the absolute discrepancy between the forecasted 
and observed change is Theil's2 inequality coefficient: 
where Yt+! and· Yt+! are the actual and predictive·values 
I 
for each lead time!, respectively, The coefficient u is 
confined to the interval o~µ~l with a value of O indicating 
perfect prediction and a value of 1 showing perfect in-
equality. No rigorous tests, however, have been developed 
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to judge whether the difference between two U coefficients 
is statistically significant. 
Finally, the principal motivation for this dissertation 
is the development of a model that will assist management in 
evaluating production and marketing alternatives. There-
fore, a detailed discussion will be given on the success of 
the selected model in identifying opportunities for hedging 
or forward coverage with live beef future contracts. 
Empirical Results 
Estimating Performance 
As evidenced by the summary statistics included in 
Table VIII, the internal statistical estimating properties 
of Model I are clearly superior to those of Model II, By 
using a geometric distributed lag specification, 92 percent 
of the total variation in slaughter steer prices between 
January 1963 and December 1970 is accounted for. This com-
pares to the 85 percent explained by the multiple regression 
equation - Model lI~ 
TABLE VIII 












The estimated standard error of the residuals (Se) 
corresponding to Model I is $.57 per hundredweight or 2 per-
cent of the average price reported for Choice grade slaugh-
ter steers during the period of estimation; whereas the 
estimated standard error for Model II is $1.11 per hundred-
weight or 4 percent of the average price. 
Because of the inclusion of a first order Markov 
process in the initial specification of Model I, the error 
terms from this model are absent of any serial dependency. 
However, as indicated by the Durbin-Watson ratio of .78 the 
error terms in Model II are serially correlated. Thus, 
straightforward interpretation of its estimating statistics 
is no longer valid; i.e. with serially correlated errors, 
understated variances and inefficient estimates are likely 
to be obtained. 3 
Forecasting Performance 
In order to compare the predictive performance of each 
model~ post forecasts (i.e. observed values of the pre-
determined variables are assumed to be known at the time the 
forecast is made) were calculated for the 48-month period 
beginning January 1967. Future values of the lagged de-
pendent variables are not assumed to be known and thus must 
be estimated. 
It can be argued that if ex ante forecasts were used, 
more confidence could be placed in the ability of the model 
to predict. It is necessary, hdwever, to utilize the ex 
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post approach to properly evaluate a mqqel. In this way, 
any error which results can be attributed to the model 
itself and not from incorrect data projections. 
" In the final reduced form of Model I each estimate Pct 
is a linear function of the la~ged values of the dependent 
variable and both current and previous values of the prede-
termined variables. Since lagged dependent variables are 
treated as unknowns, advanced price forecasts from this 
model must be generated recursivelJ. 
For instance, at any origin t the projected value for 
" say Pct+J is a direct function of the previously estimated 
" " 
values of Pct+2 and Pct+l' the current value Pct and the 
observed exogenous variables x.t, x.t 1 , X.t 2 , or l. 1, ... l.-_ 
" Pct = f (l? ct-1' Pct-2' p ct-3' xit' xit-1' xit-2> 
" p = ct+l f (P ct' 
p 
ct-1' Pct-2' xit+l' xit' xi t-1 > 
" " 
Pct+2 - f (Pct+l' p ct' p , xi t+2' x. , xit> ot-1 1.t+1 
" "I " p = f (P ct+2, p ot+l' p ct' xit+3' xit+2' xit+1> ct+3 
X. n , X, ) 
1.t+iv-l 1.t+.R.-2 
The actual price forecasts that are built up in this 
fashion with Model I are presented in Columns 3 through 8 
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in Table XVIII of Appendix B. Column 2 of this table gives 
the average price reported each month for Choice 900-1,100 
pound slaughter steers at Chicago. The forecasts from 
Model II are dependent only on the observed values of the 
independent variables and are presented in Column 9. 
Although the statistics in Table IX substantiate the 
previous findings that the estimating properties of Model I 
are more acceptable, the predictive ability of Model II is 
clearly superior. For the~ post estimates made at the 
origin and one month in advance (i.e. during this period 
actual values of the lagged dependent variables are known) 
the residual forecasting variance of .015 and the corrected 
coefficient of determination of .862 compares to .031 and 
only .716, respectively, for Model II. 
For successive lead times, however, the summary statis-
tics differ markedly in favor of Model II. 
TABLE IX: 
roRECASTING SUMMARY STATISTICS 
Lead Degree13 of v~ ( Q, ) R 2 u 
Time Freedom 
Q, 
( Q, ) Model Model Model Model ModeP~• Model Model 
I II I II I II I II 
0,1 41 44 , 015 .031 .862 . 716 .014 . 02 
2 42 45 .033 .030 ,697 .725 .021 .02 
3 43 46 .040 .029 .633 .734 .024 .02 
4 44 47 . 043 .028 .606 .743 .026 , 02 
5 45 48 .046 .029 .578 .743 .027 . 02 
6 46 49 .046 .027 .578 .752 . 028 . 02 
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The residual forecasting variance for the projections m~de 
six months in advance for Model I was .046 and for Model II, 
.027. The corrected forecasting coefficient of determi-
nation of .578 for Model I is substantially below the .752 
for Model II. These results are further confirmed when the 
U-test is applied to the forecasted and actual values. 
For the predictions made six months in advance the inequal-
ity coefficient for Model I was .0~8, whereas the U co-
efficient for Model II was estimated at only .02. 
From a close examination of the way in which the pro-
jections from Model I must be built up one from the other, 
a partial explanation of the discrepancy between the esti-
mating properties of this model and its predictive perfor-
mance emerges. While it is true that the forecasts made 
one month in advance have no common components, projections 
made for successive periods are dependent, to a great ex-
tent, on the previous estimates. Therefore, the error 
terms observed at higher forecast levels are ·serially cor-
rela~ed with those committed at lower levels. For instance, 
the errors observed when computing the three step ahead 
forecasts are associated with the errors in the one and two 
step projections. As illustrated in Table XVIII, the conse-
quence of this is a tendency for the forecast to lie wholly 




The final test is to generate the ex ante predictions 
~~·
for Model II and examine its ability to recognize hedging 
or long coverage opportunities in live future contracts. 
The data assigned to the predetermined variables are those 
calculated directly from the equations in Chapter VI and 
are prese~ted, along with the actual values for comparison, 
in Figures 18, 19, and 20 of Appendix B. Before turning 
to the analysis it will be useful to first define the three 
idealized types of hed~ing positions that are commonly es-
tablished in live beef futures. 
The short hedge position occurs when spot feeder cattle 
are purchased and an equivalent amount of future contracts 
are sold. This position entails being long cash (spot) and 
short futures. As the average feeding period is five to six 
months in duration, short hedge positions are generally es--
tablished in the o.eferred options. The· 'l'o·ng 'he'dg·e or cov-
erage position involves hedging the expected future re-
quirements of live beef by buying future contracts. The· 
firm may or may not simultaneot:1.sly sell an equivalent for-
ward cash contract. The unhedg~d position is defined as 
being "hand to mouth" or void of a forward commitment -
either cash contracts or futures. 
Assume that at the beginning of each month an·~·~ 
prediction is generated for the average price of slaughter 
steers at Chicago that will be realized six months hence. 
Simultaneously, the close ot th~ live beef futures option 
that will terminate during month (t+6) for even-numbered 
months and (t+7) for odd months, is observed. 
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A simplified decision rule to follow is that whenever 
the forecasted cash price is greater than the futures 
quotation, it is recormnended that commercial packers es-
tablish coverage for that month's slaughter requirements by 
buying an equivalent amount of futures contracts. Con-
versely, whenever the calculated cash price is less than the 
future price it is recormnended that packers remain "hand-to-
mouth" and that feedlot operators initiate short hedge posi-
tions by selling the equivalent production in future con-
tracts, This information is presented in Figure 15 and in 
Table XIX of Appendix B. 
The predicted cash price, made si~ months previous, 
is plotted as a dashed line in Figure 15. For comparison 
the actual cash price for Choice slaughter steers is plotted 
as a solid line. Also represented on the same figure by the 
horizontal bars is the live beef future quotation on the 
day the forecast is made or t-6. 
Example 1: On August 1, 1966, the February 1967 
live beef futures contract closed at 
$27.75. The forecasted average slaugh~ 
ter steer price for January 1967 was 
$23.60 per hundredweight; an expected 
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On the basis of Model II alone an expected price decline 
of this magnitude would suggest that·feedlot operators hedge 
all of the cattle that will reach market weight during Janu-
ary by selling February 1967 futures. On the other hand, 
commerc~al meat packers would be advised to maintain a non-
hedge or "hand-to-mouth" position for their January require-
ments. 
On January lS, 1967, the February 1967 live beef option 
closed at $26.00 for the actual decrease of $1.75 per 
hundredweight. Observe from Figure 15 that although the 
actual price forecasting error was $1.75 per hundredweight 
($25.2S actual vs. $23.60 forecasted) the model did succeed 
in identifyi~g the correct hedging alternative. 
Example 2: On December 1, 1968, the June 1969 live 
beef futures contract closed at $26.70. 
The predicted cash price for May 1969 
was $30.80 per hundredweight; an ex-
pected i;n.crease of $4.10 per hundred-
weight. 
On the basis of this forecast, commercial meat 
packers would be advised to establish long hedged (coverage)· 
positions for their May requirements by buying June 1969 
future cont~acts. Simultaneously, on the basis of an ex-
pected $4.10 per hundredweight increase in slaughter cattle 
price, cattle feeders would be prompted to maintain un-
hedged positions on all animals that will reach market 
weight during May 1969. 
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This example provides an ideal illustration of making 
correct decisions based on a statistical model though the 
predicted price and the actual price differ greatly. The 
average price observed during May 1969 was $33.85 per hun-
dredweight for an actual absolute forecasting error or 
$3.05 per hundredweight. Observe, however, that on May 15, 
1969, the June 1969 live beef futures option closed at 
$32.85; an actual savings to the commercial packer of $6.15 
per hundredweight ($32.85 - $26.70 = $6.15 per hundred-
weight). 
A comparison of the anticipated and actual savings for 
the 60 month period, January 1966 through December 1970, 
indicate that the model had only four serious failures (see 
Table XIX, Page 169). The downswing in October, November, 
and December of 1969 was badly overestimated, and as a re-
sult, long hedge positions were strongly recommended. In 
December 1970 the model failed to sufficiently account for 
the sharp break in prices that began in early October and 
thus short hedge positions were not recommended for Decem-
ber production. Short positions were, however, correctly 
suggested for September through November. In addition, 
modest errors were also made in July 1967 and July 1970. 
Two exogenous variables were understated in the ex 
ante forecasts during the period April 1968 through Septem-
ber 1968, thus producing substantial overestimates of 
slaughter prices. For instance, the ex ante estimates for 
July 1968 cattle and hog slaughter were 2,945 thousand 
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and 5,754 thousand head, respectively. Actual slaughter 
numbers totalled 3,048 and 6,209 thousand head, respectively. 
Nevertheless, six months prior to the April 1968 period, 
the futures market was extremely bearish and as demonstrated 
in Figure 15, live beef contracts were trading in the 
$25.50 - $26.50 range; the model correctly suggested that 
long coverage positions be established. 
The major underestimates observed during April - May 
1969 and the overestimates during August 1969 through 
January 1970 are not the result of errors in forecasting 
the exogenous variables. The sharp increase in slaughter 
cattle prices during second quarter 1969 is attributed to 
the combination of reduced red meat production, unusually 
low unemployment rates, and sharply increasing personal in-
come (see Figures 16 and 17). Since the model is respon-
sive to changes in meat production, long positions were 
correctly recommended. 
The model overestimated the sharp break that developed 
during late third quarter and early fourth quarter 1969. 
Although the model did account for the increase in cattle 
and hog slaughter observed during that period it was unable 
to adjust for the corresponding decline in the general 
economic conditions. As illustrated in Figures 16 and 17 
the seasonal adjusted rate of unemployment advanced from 
a January 1969 low of 3.3 percent to 4.0 percent in Septem-
ber. In terms of real value per capita, disposable income 
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Figure 16. Disposable Personal Income - Change 































• +J • • 
bO r.:i. ,I.I :> 3 (!) 0 0 






Figure 17. Seasonally Adjusted Unemployment Rate, 
by Month 
Source: Survey of Current Business, u. S. Department of 
Commerce"; Vol. 50, No. 1 
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lower in fourth quarter. 
Concluding Remarks 
The most disappointing finding was the failure of the 
geometric distributed lag model to adequately predict 
slaughter steer prices. As the lead time increased and 
previously estimated values of the lagged dependent varia-
bles enter the model the predictive ability of Model I de-
creased significantly. The forecasting coefficient of 
determination for indicating the extent of the movement in 
the dependent variable that is predicted by the independent 
variables decreased from .862 at the origin to .578 for the 
estimates made six months in advance. The "precision" of 
the predictions, as measured by the residual forecasting 
variance, decreased from .015 at lead time i = 1 to .046 
at 9v = 6. 
Because of the success this model had in explaining 
the variation in cattle prices during the estimation period, 
its failure as a forecasting instrument cannot be attributed 
to the improper specification of the lag distribution scheme. ·· 
The inclusion of either a logarithmic normal distribution 
or a Pascal distribution function would not likely improve 
the R2 of .92 and the estimated standard error of 57 cents 
per hundredweight observed by using the geometric lag dis-
tribution. The problem lies with the way in which the es-
timates of the lagged dependent variable compound the fore-
casting errors as the lead time increases. It may be 
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theoretically sound to ignore this problem when the re-
searcher is only interested in explaining the current 
movement of the dependent variable. In this model, however, 
serial correlation tends to be so strong that the lagged 
endogenous variable cannot legitimately be considered as 
predetermined. 
The practical performance of the "naive" multip.l.e 
regression model (Model II) was promising. Even though the 
estimating properties of this model are not impressive, it 
is successful in providing the type of information re-
quired by decision makers. For example, during the moderate 
down trend that began in mid-1966 the model unmistakenly 
recommended short hedged positions be maintained by cattle 
feeders. Though cash prices began a slow uptrend in early 
1967, opportunities for covering future slau~hter steer re-
quirements did not occur until March 1969. This information 
was particularly profitable during the sharp increase in 
March - June 1969. By establishing long positions six 
months in advance, savings of $5.35, $4.90, and $6.15 per 
hundredweight, respectively, could have been realized. 
By adhering to the assumption that all future posi-
tions are established at the beginning of each month and 
subsequently terminated on the 15th of the sixth month, 
over the 60 month period beginning January 1, 1966, total 
savings to commercial packers were $81.70 per hundred-
weight. In terms of a single 40,000 pound futures con-
tract, this savings amount to $32,680. Conversely, savings 
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to feedlot operators from establishing short hedge positions 
total $34.90 per hundredweight or $13,960 per contract. 
There were no losses observed from taking short positions, 
however, total losses of $4.05 per hundredweight ($1,920 
per contract) were observed on the long side. 
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CHAPTER VIII 
SUMMA.RY AND CONCLUSIONS 
II'\troduction 
During the past half century knowledge on measuring 
and interpreting the economic and statistical properties 
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of parameters occurring in theoJ:"etica,l equation systems has 
broadened considerably. The outgrowth of this research has 
been the development of numerous techniques for price 
analysis and price forecasting. The use of simultaneous 
equation processes and its concurrent emphasis on model 
building, fitting procedures using recursive models, two and 
three stage least squares, distributed lag models and in 
recent years spectral analysis,have all been upheld as new 
developments which will aid in decision making. However, 
their usefulness in agricultural price analysis by farmers 
and business f;i.rms has been almost imperceptible. 1 Three 
basic reasons can be cited for this failure: First, re-
searchers have failed to clearly define specific, real 
world problems of importance before undertaking analysis; 
second, the preoccupation with estimating supply and demand 
relationships and interpreting their practical significance 
in terms of flexibilities or elasticities has led only 
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incidentally to useful price forecasting; finally, by es-
tablishing structural estimation as the major goal and price 
analysis the subordinate, there is an inclination to over~ 
look pertinent information or exclude results that appear 
inconsistent with conventional statistical practices. The 
general purpose of this dissertation is, therefore, to out-
line a specific pricing problem and apply a composite of 
techniques plus subjective judgment in developing an ob-
jective price forecasting moqel. 
The first part of this chapter details the objectives 
of the study and the economic and statistical procedures 
employed in fulfilling these objectives, the second section 
presents the highlights of the empirical findings, and the 
final part draws some conclusions on the practical useful-
ness of the empirical results and outlines areas for ad-
ditional research. 
Objectives and Procedures 
The major objectives of this study are: (1) to outline 
a practical management problem involving significant price 
uncertainty, (2) to develop the research methodology neces-
sary for specifying a "workable" price forecasting model, 
(3) to empirically estimate the proposed model or models~ 
and (4) to critically evaluate the selected models per-
formance in reducing the uncertainty outlined in the 
management problem. 
Variations in the prioe of slaughter cattle are typical 
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of those observed in most agricultural commodities. For in-
stance, during the past two decades the average monthly 
price of Choice slaughter steers at Chicago ranged from a 
high of $36.93 per hundredweight to a low of $18.88 per 
hundredweight. During this period the average price of a 
Choice grade 1,000 pound animal was $269.00. The average 
price deviation from this mean was $37.00 per animal. 
Absolute price movement and the variations of price 
about their mean are of concern to both cattle producers and 
commercial meat packers. It is beli,eved, however, that 
these decision makers are more interested in knowing where 
cattle prices will be at some future date and what, if any, 
production of purchasing alternatives are available for re-
ducing the exposure to an unfavorable price move. 
Now that an established cattle futures market exists 
which permits hedging opportunities, the problem is further 
reduced to one of developing a six-month forecasting model 
and evaluating its success in identifying hedging and for-
ward coverage possibilities. 
Methodological experts do not agree on the analysis that 
will result in the emergence of the "best" forecasts. 
Therefore, in order to gain an idea of a representational 
model worthy of further investigation the first section of 
this study concentrates on: (a) reviewing the available 
literature on statistical and economic techniques, (b) 
gaining an understanding the economic structure and conduct 
of the beef cattle industry, and (c) developing an under-
standing of the time varying properties of the slaughter 
steer price series itself. 
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Numerous stochastic models of varying degrees of 
sophistication can be used in economic price forecasting. 
Reviewing the types of problems and techniques that have 
attracted the attention of price researchers is, therefore, 
a central feature in the exploratory stages of model se-
lection and specification. 
Before relevant relationships can be displayed in an 
econometric model, some familarity with the economic reality 
of the industry is necessary. Specifically, the economic 
concentration, regional location, and general ownership of 
the firms within each production activity {i.e. feeder calf 
production, slaughter cattle production, and beef packing) 
are reviewed. In addition, the procedures followed by the 
primary operators in interpreting and initiating fundamen~ 
tal decision rules are theoretically and empirically 
anal:¥sed. 
The future behavior of most economic time-varying proc-
esses, in addition to being dictated by economic theory, is 
related to its past and present statistical behavior. Nar-
rowing the range of plausable model types must, therefore, 
depend on a statistical description of the underlying 
serial dependencies of the price series itself. This is 
done by spectral analysis. Although the power spectrum is 
not a forecasting technique itself, in an exploratory 
capacity the spectral estimate permits a clearer under-
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standing of what constitutes a significant pattern than the 
conventional moving average, correlogram, or periodogram. 
The second part of the study concentrates on the dif-
ficult task of (a) selecting and mathematically deriving 
the estimating equatiops, (b) choosing the exact nature of 
the variables to be admitted in the model, and (c) applying 
the empirical data base to estimating the required para-
meters. 
From the economic theory of the cattle .industry and from 
the spectral decomposition of the price series, the explicit 
functional form of the relationship between slaughter steer 
prices and the underlying causal factors is specified. Be-
cause of the randomness inherent in observing economic 
phenomenon and the difficulty in obtaining structures that 
are estimable, economic and statistical assumptions are 
introduced. Also, since an econometric forecast is a 
hypothesis, an alternative fqrecasting model is specified. 
In specifying the variables to include in the fore-
casting models, economic and statistical arguments are· 
weighed with intuition and judgment. Summary statistics 
and economic insights are helpful in assessing the rela-
tive value of a variable and eliminating unnecessary theo-
retical possibilities. Questions concerning the years to 
be included in the analysis, the use c;>f actual data or 
first differences, and the use of logarithmic variables or 
other transformations are, however, only resolved 1:hrough 
estimation, adjustment, and re-estimation. 
In the final section the results of confronting the 
models with the data via estimating procedures and their 
predictive ability are presented. On the basis of (1) 
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the internal statistical estimators of each model and (2) 
their ex post forecasting performance, the "best" model is 
selected for further investigation. Final consideration is 
given to the success the selected model has in identifying 
opportunities for hedging or forward coverage with live 
beef future contracts. 
Findings and Conclusions 
The literature review, although not exposing an objec-
tive choice criterion for specifying a price forecasting 
model did provide information of the type of techniques 
that should be given special attention. Simultaneous equa-
tion systems, although extremely useful for understanding 
the economics of a market structure, were not found to be 
significantly better than the simplified multiple regression 
models in forecasting future events. 
Several studies pointed out the importance of knowing, 
at the outset, the statistical properties of a given time 
series process. If the series is characterized by signifi-
cant seasonal or cyclical patterns, an elementary unobserved 
components technique could manifest acceptable forecasts. 
Because of the multiperiodic nature of the beef pro-
duction proce~s and the uncertainty about future beef 
prices, the work by Fisher2 on expectation models is 
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important. That is, a forecasting model must account for 
both the time dependencies within the operational environ-
ment and the dynamic adjustment process followed a variables 
move from one equilibrium to another. 
From the nature of the time varying patterns in slaugh-
ter steer prices doubt is cast on the possibility of using 
a simplified unobserved components model for forecasting 
future slaughter steer price movements. As visually 
portrayed by the estimated power spectrwn the time varying 
properties of steer prices are characterized by: (1) an 
extremely irregular long-term fluctuation in the original 
price series, (2) a highly regular long-term cycle of 10 
years duration in the deflated series, (3) a slightly sig-
nificant minor price cycle with a regular periodicity of 
approximately four years, and (4) non-conforming {trending) 
seasonal patterns. These findings suggest the direct ap-
plication of mathematical models be eliminated from con-
sideration and that further investigation concentrate on th~ 
difficult behavioral representations; in particular the low-
order autoregressive models. 
The slaughter cattle industry in the United States is 
highly complex and characterized mainly by pure competition 
at the production level and imperfect competition at the 
processing or packing level. From conventional economic 
theory the factors that make up the market demand for a 
product and the quantities that producers are willing to 
put on the market are the primary determinants of market 
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price. 
By and large, the number of cattle and calves placed in 
Corn Belt, West Coast, and Southwest feedlots represent the 
major available short run supply of slaughter cattle. The 
remaining slaughter supplies, roughly 25 percent of the 
total, consists of cull cows and non-fed steers and heifers. 
Once resource~ have been committed to cattle feeding, 
monthly slaughter supply becomes extremely inelastic and is 
directly related to the actual duration of the feeding 
period. This is particularly true as the ani~als approach 
peak market weight and must be slaughtered. 
Marginal productivity considerations are the funda-
mental determinants of individual packer demand for slaugh~ 
ter cattle. On the basis of expected final product prices 
and a projected profit margin, it is postulated that the 
commercial packer will determine the maxi~um number of 
cattle that will be purchased at different price levels. 
However, since {1) the short run supply curve for slaughter 
cattle is not perfectly elastic, (2) much of the packing in-
dustry operates within a framework of imperfect competi-
tion, and (3) slaughter cattle are not homogeneous, final 
price and quantity becomes negotiated. The major factors 
considered by packers in formulating an offer price are 
hypothesized to be (1) the number of animals required to 
maintain slaughter schedules, (2) the availability and 
quantity of total meat supplies in market channels, and (3) 
expectations about final product prices, i.e. carcass 
141 
prices, prices of primal beef cuts, variety meat prices, 
and prices of hides and inedible offal. 
The following four equations were found to provide the 
most satisfactory forecasts, at least six months in advance, 
of average Choice steer prices at Chicago: 
A 
(1) Qct = 125.2 + .009 Invct- 6 - 12.2 Pft- 6 
- 82.46 Sin 30to + .374 Qct-l 2 + 3.4T + 387 WDt 
R2 = 87 . 
A 
(2) Qht = - 4766 + .078 Invhlt- 6 + 55 Invh2t_ 6 
+ .123 Invh3t_ 6 + 1.4 Invh4t_ 6 + 49.4 Pht-l2 
+ 243.7 Sin 30t0 - 394 Cos 30t0 
- 247.4 Sin 60t0 + 1042 wot 
R2 = 83 . 
A 
(3) swt = 352.5 + 17.1 Sin 30t0 + 24.6 Cos 30t0 
+ .65 swt_ 6 
R2 = 95 . 
Model II 
- .059 swct + .13 T 
R2 = 85 . 
Se= $1.11 
The variables used in the final equation are: 
Qc = Monthly commercial cattle slaughter - U.S. 
Qh = Monthly commercial barrow and gilt slaughter - U.S. 
SWc = Average commercial slaughter weight 
Pc= Average price of Choice slaughter steers - Chicago 
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In general, the results of the estimating process were 
satisfactory. All structural coefficients exhibit signs· 
consistent with~ priori economic theory and evidence. The 
determining influence of either a lagged price scheme (a 
proxy for final product prices) or a final product price is 
omitted from Equation (4). As a result, the residuals are 
highly serially correlated. No serial correlation is in-
dicated in the other equations. 
Statistical theory has proven that least squares esti-
mation of the structural relations in this system will re-
sult in unbiased ~stimates of the ~arameters. This is so 
because none of the endogenous variables have been treated 
as independent in any equation in the same period. There-
fore, the disturbances between equations are not correlated. 
For the forecasts made six months in advance the statis-
tical performance of this model was found to be clearly 
superior to that of a complex geometric distributed lag 
model which enabled the estimation of two possible types of 
lagged adjustments. Because of the overpowering way in 
which the lagged dependent variant entered the lag model, 
this variable could not legitimately be treated as pre-
determined. As a result there was a tendency for the 
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qalculat~d predictions to lie either .wholly ab.eve or below . ,_, ... -.· . ' 
the observed prices when they eventually came to hand. 
Despite the fact that the statistical estimating prop-
erties of Model II suffered from extreme serial correlation, 
itq ex.ante forecasting performance and ability to identify 
~~
opportunities for hedging or forward coverage are promising. 
In oversimpliefied terms, by following the decision 
rule that whenever the predicted price is above the fµtures 
option, long positions are established and, conversely, 
whenever the calculated price is below the relevant contract 
price, short positions are initiated. 
Over the 60 month period beginning January 1, 1966, a 
total savings pf $81.70 per hundredweight could have been 
realized by commercial beef packers. Conversely, savings 
to feedlot operators for establishing short hedge positions 
totalled $34.90 per hundredweight. Total losses from taking 
long positions amounted to only $4.05 per hundredweight; 
no losses are observed on the short side. 
Limitations and Recommendations for 
Additional Research 
Statistical representation of real world problems 
necessitate some degree of simplicity. The limitations of 
this study stem almost entirely from the gap that exists 
between the theoretical and pr,ct;ical c:1pplication of econo-
metric theory. In practical forecasting situations not 
only are true values of exogenous or lagged endogeneous 
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variables not knowp at the time the predictions are made, 
but the published data are also supject to revision. Even 
though a variable is known to be important in the sample 
period, if the series is not known long enough in advance 
and cannot be estimated, it is not of direct use in the 
model. In fact, the major problem with Model II is the in-
ability of the linear trend term to sufficiently account 
for sharp movements in general economic indicators. Ac-
ceptable forecasts of the economic indicator have yet to 
be made public. 
Fundamental to practical applications is the assumption 
that the economics outside the period of estimation will be 
the same as those during the time the model was estimated. 
This can be partially overcome by sufficiently under-
standing the factors that influence price and updating the 
model as new information becomes available. The researcher 
should also be aware of the factors not included in the 
model which can change. Changes in weather, war, and 
government policy, for example, may cause the forecast to 
be in error. 
Forecasting techniques are not exact and, therefore, 
it is not always necessary or even desirable to use the 
estimates directly from the model. Only those variables 
that have a consistent and continuous effect on price are 
included in statistical models; the net impact of ad-
ditional determinants must, therefore, come from the sub-
ject knowledge and judgment of the researcher. Readily 
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available information would include: (1) the magnitude of 
the most recent errors; have they been consistently high 
or low? (2) Are the values of the independent variables 
outside the range observed during the sample period? (3) 
What costs are involved with committing an error; are 
overestimates more hazardous than underestimates? 
Once an acceptable price forecast is reached the only 
remaining task for management is the derivation of indi-
vidual "decision rules." These decision rules should 
relate specifically to the working policy of the feedlot 
or packing operation. For instance, after gaining ex-
perience and confidence with a price forecasting model 
probability ranges and ''buffer" levels between the pre-
dicted price and the futures p;ice can be established. 
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AVERAGE PRICE FOR ALL SLAUGHTER BARROW 
AND GILTS - 7 MARKETS COMBINED 
($/cwt.) 
1964 : 1965 : 1966 : 1967 : 1968 : 1969 
14.70 16.06 27.93 19.46 J,8.31 19.77 
14.70 17.01 27.80 19~38 19.41 20.41 
14.48 16.98 24.41 18.43 19.07 20.69 
14.16 17.63 22.26 17.62 19.00 20.38 
14.84 20.29 23.16 21. 83 18.88 23.14 
15.83 23.38 24.72 22.29 20.43 25.16 
1,7.11 24.27 2,5.09 22.58 21.48 26.05 
17.05 24.67 25.75 21.04 20.08 26.91 
16.76 22.92 23.16 19.46 19.93 25.94 
15.39 23.36 21. 57 18.16 18.29 25.53 
14.43 24.33 19.87 17.36 17.92 25.77 





























AVERAGE PRICES OF CHOICE AND GOOD 
FEEDER CALVES AT KANSAS CITY 
($/cwt.) 
1964 : 1965 : 1966 : 1967 : 1968 : 
24.50 21. 30 26.38 27.74 26.70 
24.58 21.44 28.53 27.70 27.69 
24.75 22.20 29.86 27.84 28.38 
23.72 23.49 28.92 27.73 28.81 
22.74 24.12 29.46 28.60 30.36 
22.60 24.58 28.78 28.62 30.14 
21. 86 24.40 27.42 28.44 30.12 
21.32 23.93 28.23 29.00 29.92 
21.56 24.64 28.90 28.82 29.42 
21.12 24.61 28.57 27.98 28.94 
21. 24 24.46 27.94 27.00 29.25 
20.80 25.30 27.54 27.08 29.46 
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DATA BASE FOR ESTIMATING STEERS AND 
HEIFERS ON FEED - 23 STATES 
1964 . 1965 : 1966 . 1967 : 1968 : 1969 . . 
4,935 4,785 5,490 6,108 5,839 6,388 
2,588 2,514 2,865 3,048 2,979 3,399 
3,828 3,944 4,370 4,689 4,778 5,581 
4,359 4,440 4,846 5,193 5,457 6,301 
2,655 2,790 3,171 3,563 3,436 3,826 
4,929 5,231 5,824 6,164 6,304 7,105 
6,596 7,045 7,568 7,944 8,088 8,955 
2,623 2,450 3,182 3,139 3,256 3,404 
5,485 5,748 6,582 6,666 6,856 7,417 
6,095 6,402 7,352 7,339 7,633 8,212 
3,172 3,541 3,808 3,597 3,981 4,591 
4,553 5,230 5,795 5,446 5,941 7,042 
155 




































MARKET HOGS AND PIGS ON FARMS BY WEIGHT GROUPS 
(Thousand Head) 
Under 60 60 - 119 120 - 179 180 - 219 
Pounds Pounds Pounds Pounds 
1 11,741 7,574 8,232 4,776 
21,957 8,805 5,361 3,007 
1 14,412 ll,616 10,095 946 
12,731 10,312 8,246 5,239 
1 10,689 6,805 7,752 4,556 
19,276 8,033 5,173 2,750 
1 12,692 10,038 8,729 4,788 
12,197 9,270 7,157 4,453 
1 10,876 6,162 7,169 3,985 
20,536 8,384 5,144 2,658 
l 13,357 10,739 9,328 4,871 
12,534 9,707 7,540 4,723 
1 11,627 6,754 7,728 4,470 
20,179 9,165 5,486 3,053 
1 13,802 10,332 9,562 5,130 
13,150 10,080 7,566 4,977 
March 1 11,945 7,0~0 8,040 4,550 
June l 20,681 8,946 5,789 3,161 
Sept. 1 15,014 10,687 9, 693 5,249 
Dec. 1 13,973 10,865 8,294 5,101 
1969: 
March 1 12,230 7,135 8,103 4,632 
June 1 18,528 8,942 5,743 3,324 
Sept. 1 14,351 9,600 8,569 4,980 
Dec. 1 12,883 9,883 7,357 4,572 
·1970: 
March 1 12,618 7,100 7,682 4,421 
June 1 21,040 9,653 6,061 3,371 
Sept. 1 16,670 11,224 9,494 5,188 
















COMMERCIAL INSPECTED HOG SLAUGHTER - U.S. 
(thousand head) 
1964 : 1965 : 1966 : 1967 : 1968 . 1969 . 
8,006 6,996 5,533 7,304 7,567 7,704 
6,829 6,162 5,408 6,581 6,633 7,004 
7,410 7,526 6,717 7,689 7,130 7,526 
7,442 6,691 6,139 6,768 7,367 7,551 
6,356 5,514 5,720 6,205 7,264 6,684 
5,933 5,479 5,481 6,010 5,872 6,184 
5,798 5,142 4,944 5,536 6,210 6,355 
5,708 5,529 5,943 6,732 6,724 6,284 
6,563 6,341 6,751 7,009 7,123 7,229 
7,797 6,255 6,944 7,676 8,300 7,772 
7,486 6,335 7,175 7,481 7,423 6,462 

















AVERAGE SLAUGHTER WEIGHT: 
ALL CATTLE 
Month 1964 . 1965 : 1966 : 1967 : 1968 : 1969 : 1970 . 
January 1,043 1,023 1,023 1,036 1,028 1,025 1,053 
February 1,054 1,021 1,019 1,035 1,030 1,021 1,052 
March l,052 1,012 1,012 1,030 1,028 1,015 1,048 
April 1,042 1,007 1,011 1,029 1,024 1,018 1,040 
May l,035 1,001 l,011 1,027 1,021 1,013 1,037 
June 1,022 991 1,007 1,019 1,008 1,013 1,031 
July 1,005 985 995 1,008 1,005 1,001 1,019 
August 992 976 996 998 995 996 1,017 
September 988 978 996 1,004 995 1,009 1,019 
October 997 986 1,005 1,008 1,004 1,014 1,024 
November 1,006 1,000 1,021 1,016 1,012 1,027 1,036 















COMMERCIAL CATTLE SLAUGHTER - U.S. 
(thousand head) 
1964 : 1965 1966 1967 1968 : 
2,515 2,637 2,870 2,902 3,031 
2,120 2,342 2,549 2,578 2,735 
2·, 3 2 0 2,716 2,792 2,849 2,711 
2,508 2,476 2,606 2,661 2,745 
2,513 2,501 2,764 2,942 3,007 
2,683 2,705 2,934 2,934 2,779 
2,660 2,719 2,725 2,719 3,048 
2,611 2,836 3,036 2,999 3,087 
2,725 2,934 2,980 2,838 2,976 
2,875 2,891 2,880 2,975 3,291 
2,571 2,813 2,827 2,781 2,833 
2,718 2,780. 2,763 2,692 2,784 
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FULLY UTILIZED WORK WEEKS 
Month 1964 1965 1966 1967 1968 1969 1970 
January 4.4 4.0 4.2 4.2 4. 4 4.4 4.2 
February 4.0 4.0 4.0 4.0 4.2 4.0 4.0 
March 4.4 4.6 4.6 4.6 4.2 4.2 4.4 
April 4.4 4.4 4.2 4.0 4,4 4.4 4.4 
May 4.2 4.1 4.2 4.4 4.5 4.3 4.2 
. June 4.4 4.4 4.4 4.4 4.1 4.2 4.4 
July 4.6 4.3 4.0 4.1 4.4 4.4 4.5 
August 4.2 4.4 4.6 4.6 4.4 4.2 4.2 
September 4.~ 4.3 4.i 4.1 4.0 4.2 4.2 
October 4.4 4.2 4.2 4.4 4.6 4.6 4.4 
November 4.1 4.3 4.3 4.3 4.1 3.8 4.0 
December 4.4 4.3 4.2 4.0 4.2 4.4 4.4 
APPENDIX B 
OAT~ FOR MEASURING THE PREDICTIVE PERFORMANCE 
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ACTUAL AND PREDICTED PRICE OF CHOICE STEERS AT CHICAGO 
Lead Time 
One : Two : Three : Four : Five : Six 
: Month: Months : Months : Months : Months : Months 
: 
- Model I 
: 
: 
!- 23.92 23.61 23.73 24.23 24.12 24.13 
: 25.61 24.05 23.78 23.87 24.23 24.16 
: 25.17 25.98 24.62 24.41 24.48 24.73 
: 24.50 25.09 25.79 24.73 24.58 24.63 
: 24.96 24.76 25.28 25.83 25.06 24.95 
: 26.11 25.52 25.35 25.75 26.15 25.61 
: 26.60 26.85 26.34 26.21 26.50 26.78 
: 27.19 27.42 27.64 27. 24 27.15 27.35 
: 27.30 27.23 27.43 27.61 27.32 27.25 
: 27.76 27.35 27.31 27.47 27.60 27.39 
: 26.85 27.78 27.42 27.39 27.51 27.59 






















TABLE XVIII {Continued) 
! 
Lead Time 
One : Two : Three : Four : Five 





January 26.87 : 26.48 25.88 26.23 26.85 26.65 
February 27.34 : 27.26 26.81 26.28 26.55 27.01 
March 27.75 : 27.61 27.52 27.13 26.71 26.91 
April 27.49 : 28.20 28.04 27.96 27.65 27.35 
May 27.16 : 28.18 27.01 27.87 27.81 27.58 
June 26.89 : 27.55 27.56 28.29 28.18 28.14 
July 27.65 : 27.09 27.86 27.87 28.44 28.36 
August 28.01 : 28.37 27.71 28.38 28.39 28.81 
September 28.20 : 28.03 28.46 27.88 28.4{) 28.41 
October 28.21 : 28.21 28.01 28.39 27.94 28.32 
November 28.46 : 28.14 28.15 27.97 28.26 27.93 
December 28.88 : 28.47 28.10 28.10 27.97 28.18 
: Six : 

































TABLE XVIII (Continued) 
: Lead Time 
One : Two : Three : Four : Five 
Date Actual : Month: Months : Months : Months : Months 




January 29.23 : 28.47 27.98 27.66 27.66 27.56 
February 29.11 : 29.25 28.35 27.93 2 7 __ 67 27.68 
March 30.19 : 29.19 29.35 28.57 28.24 28.06 
April 30.98 : 30.49 29.32 29.46 28.85 28.61 
May 33.85 : 31.11 30.54 29.51 29.62 29.18 
June 34.23 : 34.04 30.83 30.33 29.53 29.61 
July 31. 49 : 33.89 33.67 30.86 30.47 29.89 
August 30.94 : 30.38 33.19 33.00 30.82 30.54 
September 29.75 : 30.01 29~35 31.82 31.67 30.08 
October 29.02 : 29.29 29.60 29.02 30.94 30.83 
November 28.66 : 28.42 28.74 29.01 28.56 29.96 
December 28.89 : 28.41 28.13 28.41 28.62 28.30 
: Six : 





































January 29.31 : 
February 30.26 : 
March 31.93 : 
April 31.56 : 
May 30.39 : 
June 30.62 : 
July 31.39 : 
August 30. 81 · : 
September 30.75 : 
October 30.16 : 
November 28.24 : 
December 27.42 : 
TABLE XVIII (Continued) 
Lead Time 
One : Two : Three : Four : Five 
Month: Months : Months : Months : Months --
Model I 
28.18 27.62 27.38 27.60 27.75 
29.62 28.31 27.82 27.63 27.79 
30.61 29.87 28.71 28.33 28.20 
32.14 30.59 29.94 29.05 28.77 
31.01 31.70 30.34 29.84 29.19 
30.01 30.75 31.35 30.30 29.93 
30.04 30.33 30.97 31.44 30.67 
31.42 31.01 30.39 3 0 .13 9 31.22 
30.03 30.75 29.39 30.91 30.27 
30.35 29.50 30.13 29.85 29.50 
29.31 29.55 28.81 29.30 29.09 
28.00 28.34 28.53 27.96 28.31 
: Six : 



































DATA BASE FOR EVALUATING MODEL II 
Ia : II : IIIb : Ivb : v : VIC : VII 
Actual : Predicted: Futures : Futures : Absolute : Expected : Actual 
Date . (t) : (t-6) : (t-6) : (t) : Error : Savings : Savings (Loss*) . 
1st of : 15th of : (I-II) : L=(II-III) : (III-::-IV) or 
month : month : : S=(III-II) : (IV-III) 
: : : : : : 
($) ($) ($) ($) ($) ($) ($) 
1966 : 
-1- : 26.87 26.02 24.50 27.10 .85 L 1. 52 2.60 
2 : 27.79 25.81 25.05 27.55 1.98 L .76 2.50 
3 : 29.22 26.51 24.85 28.20 2.71 L 1.66 3.33 
4 : 27.98 26.15 25.20 28.00 1. 83 L .96 2.80 
5 : 26.75 26.68 27.60 26.10 .07 s .92 1.50 
6 : 25.49 26.18 28.60 25.50 .69 s 2.42 3.10 
7 : 25.41 26.47 28.60 25.55 1. 33 s 1.86 3.05 
8 : 25.85 26.99 28.75 26.15 1.14 s 1.76 2.60 
9 : 26.11 26.66 27.80 26.45 .55 s 1.14 1.35 
10 : 25.50 25.49 26.45 25.70 .01 s .96 .75 
11 : 24.94 24.78 27.15 25.30 .16 s 2.37 1.85 
12 : 24.50 23.40 26.55 24.30 1.10 s 3.15 2.25 
: 
1967 
-1- : 25.25 23.60 27.75 26.00 1. 62 s 4.15 1.75 
2 : 24.92 24.40 28.00 25.20 .48 s 3.60 2.80 
3 : 24.67 25.80 27.45 25.40 1.13 s 1. 65 2.05 
4 : 24.66 25.15 26.25 25.00 .49 s 1.10 1.25 
5 : 25.46 26.80 28.30 26.55 1.35 s 1. 50 1.75 
6 : 25.89 26.20 28.20 25.50 .34 s 2.00 2.70 ...... m 
I.O 
TABLE XIX (Continued) 
Ia : II : IIIb : I Vb : v : VIC : VII 
Actual : Predicted: Futures : Futures : Absolute : Expected : Actual 
Date : (t) : (t-6) : (t-6) : (t) : Error : Savings : Savings (Loss*) 
1st of : 15th of: (I-II) : L={II-III) : (III-IV) or 
month : month : : S=(III-II) : (IV-III) 
: : : : : 
( $) ($) ($) ($) ( $) ($) ($) 
1967 : 
-7- : 26.40 27.30 27.15 27.10 .92 L .15 .OS* 
8 : 27.22 27.15 26.50 27.10 .07 L .65 .60 
9 : 27.62 27.20 26.90 27.00 .41 L .30 .10 
10 : 26.97 27.10 26.85 26.25 .09 L .25 .60 
11 : 26.51 27.00 28.10 26.10 .46 s 1.10 2.00 
12 : 26.45 26.55 28.10 26.30 .10 s 1. SS 1.80 
: 
1968 
-1- : 26.87 27.05 27.70 26.00 .19 L .65 1.70 
2 : 27.34 27.80 27.25 27.65 .46 L .55 .40 
3 : 27.75 27.30 26.00 26.95 .45 L 1. 30 . 95 
4 : 27.49 28.30 25.10 27.15 .80 L 3.20 2.05 
5 : 27.16 28.40 25.10 26.60 1.27 L 3.30 1.50 
6 : 26.89 27.90 25.00 27.30 1.02 L 2.90 2.30 
7 : 27.65 29.95 25.70 27.30 2.30 L 4.25 1.60 
8 : 28.01 29.70 26.15 27.50 1.71 L 3.55 1.35 
9 : 28.20 29.58 26.10 26.95 1.35 L 3.45 • 85 
10 : 28.21 29.40 26.85 27.90 1.21 L 2.55 1.05 
11 : 28.46 28.60 26.25 27.70 .17 L 2.35 1.50 
































/ TABLE XIX (Continued) 
IVb 
: 
: IIIb : : v 
: 
: VIC 
Actual: Predicted: Futures: Futures : Absolute : Expected 
: (t) . : (t-6) : (t-6) : (t-6) : Error : Savings 
: 1st of : 15th of: (I-II) : L={II-III) 
month : month : : S=(III-II) 
: : : : : 
($) ($) ($) ($) ($) ($) 
: 
: 2~.23 28.25 26.00 28.40 .98 L 2.25 
: 29.11 27.85 25.50 30.00 1.26 L 2.35 
: 30.19 28.80 25.16 31.00 1.39 L 3.64 
: 30.98 29.50 25.60 30.50 1.48 L 3.90 
: 33.85 30.80 26.70 32.85 3.05 L 3.60 
: 34.23 30.50 26.70 35.00 3,77 L 3.80 
: 31.49 31.25 -27 .15 29.50 .24 L 4.10 
: 30.94 31.55 28.60 30.30 - .61 L 2.95 
: 29.75 32.35 28.85 28,50 2.60 L 3.50 
: 29.02 31.60 29.50 28.50 2.58 L 2.10 
: 28.66 31.15 30.50 29.25 2.49 L .65 
: 28.89 31.40 29.40 28.75 2.51 L -2. 00 
: 
: 29.30 30.40 27.70 29.60 1.10 L 2.70 
: 30.26 30.95 27.50 31.00 .70 L 3.45 
: 31.93 31.10 28.80 33.15 .80 L 2.30 
: 31.56 31.10 29.25 31.95 .47 L 1.85 
: 30.39 31.40 30.05 30.70 1.04 L 1.35 
: 30.62 31.35 30.20 31.30 .75 L 1.15 
........ 




: Savings (Loss*) 











































































































b Live beef futures; Chicago Mercantile Exchange, first of month for t-1 
15th of month fort 
cs= Short hedge 
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