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表 4.1: 実験で使用した VMとクラウドオーケストレータを導入した計算ホストの構成
対象システムの VM クラウドオーケストレータ用の計算ホスト
CPU 1 Core @ 3.0GHz 4 Cores @ 3.4GHz
RAM 2GB 8GB
HDD 20GB 80GB




拠点 1 CPU Intel Core i7-4770 @ 3.40GHz
RAM 32GB
HDD 2.0TB
拠点 2 CPU Intel Xeon E5-4770 @ 2.60GHz
RAM 64GB
HDD 500GB



































































表 4.4: 対象システムの VMの構成
CPU 2 Core @ 3.0GHz
RAM 4GB
HDD 40GB
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CentOS両方に対応していが，ここでは CentOS 7.2に自動構築ツールである PackStackを使用し
てOpenStackの導入を行う．また，CloudConductorが推奨する環境はCentOSであるため，Cloud-
















$ yum install -y https://rdoproject.org/repos/openstack/\
openstack-liberty/rdo-release-liberty-5.noarch.rpm
$ yum install -y openstack-packstack


















$ sudo yum -y update
$ sudo yum -y install git wget unzip gcc gcc-c++ make \




$ sudo mkdir /opt/packer
$ wget https://releases.hashicorp.com/packer/ \
0.9.0/packer_0.9.0_linux_amd64.zip
$ sudo unzip packer_0.9.0_linux_amd64.zip -d /opt/packer
$ sudo mkdir /opt/terraform
$ wget https://releases.hashicorp.com/terraform/ \
0.6.14/terraform_0.6.14_linux_amd64.zip
$ sudo unzip terraform_0.6.14_linux_amd64.zip -d /opt/terraform 
その後，CloudConductor用のデータベースをインストールし，初期化を行う．また，サービス
を起動する前に認証方式をmd5に設定しておく． 
$ sudo yum install -y http://yum.postgresql.org/9.4/redhat/ \
rhel-7-x86_64/pgdg-redhat94-9.4-1.noarch.rpm
$ sudo yum install -y postgresql94-server \
postgresql94-contrib postgresql94-devel
$ sudo /usr/pgsql-9.4/bin/postgresql94-setup initdb
$ sudo vi /var/lib/pgsql/9.4/data/pg_hba.conf
host all all 127.0.0.1/32 md5
host all all ::1/128 md5 
初期化が完了すれば，データベースを起動してアカウントを発行する． 
$ sudo systemctl start postgresql-9.4.service
$ sudo systemctl enable postgresql-9.4.service
$ export PATH=$PATH:/usr/pgsql-9.4/bin
$ sudo -u postgres createuser --createdb --encrypted\
--pwprompt [database_username]
Enter password for new role: [database_password]





$ git clone https://github.com/cloudconductor/cloud_conductor.git
$ cd cloud_conductor
$ bundle install
$ git submodule update --init 
CloudConductorを起動する前に secret key baseの登録を行う．また，データベースに専用のテー
ブルを登録し，関連付けも行う．構築したシステムにドメイン名を割り当てるDNSサーバの指定
など，他のオプション設定は起動前に適宜行っておく． 
$ secret_key_base=$(bundle exec rake secret)
$ sed -i -e "s/secret_key_base: .*/secret_key_base: ${secret_key_base}/g" \
config/secrets.yml
$ sed -i -e
"s/# config.secret_key = '.*'/config.secret_key = '${secret_key_base}'/" \
config/initializers/devise.rb
$ bundle exec rake db:create RAILS_ENV=production
$ bundle exec rake db:migrate RAILS_ENV=production
$ cp config/database.yml.smp config/database.yml
$ vi config/database.yml
# username: <%= ENV['USER'] %>





$ bundle exec rake register:admin RAILS_ENV=production





Administrator account registered to development environment successfully







$ git clone https://github.com/cloudconductor/cloud_conductor_cli
$ cd cloud_conductor_cli
$ bundle install
























$ cc-cli cloud create --project sample_project --name openstack \
--type openstack --entry-point "[your-openstack-entry-point]" \






$ cc-cli base_image create --cloud "[cloud-name]" \
--source_image [registerd-image-id] --ssh_username "centos" \
--platform centos 
その後，システムの設計図であるパターンを CloudConductorに登録する．CloudConductorのパ











ンである common networkパターンを登録する． 







$ cc-cli blueprint create --project sample_project \
--name tomcat_blueprint --description "tomcat_pattern_description"
$ cc-cli blueprint pattern-add tomcat_blueprint \
--pattern tomcat_pattern --revision master --platform centos
$ cc-cli blueprint pattern-add tomcat_blueprint \






$ cc-cli blueprint build tomcat_blueprint 
その後，システムに動作させるサービスを割り当てるために，systemの登録を行う．また，構
築したシステムにドメイン名を割り当てる場合は，オプションで指定する． 
$ cc-cli system create --project sample_project --name tomcat_system \
--description ``tomcat_system_description'' \
--domain [your-domain-name (optional)] \ 
以上の操作を踏まえた上で，下記のコマンドを実行することにより VMのテンプレートからシ
ステムを構築する．パラメータには使用する blueprint及び systemを割り当てる．さらに Terraform
を導入している場合は，構築するネットワークの名前やセキュリティグループ，各 VMのスペッ
クなどをコマンド実行時に設定する．システムのインフラ構築も数分程度の時間が必要になる． 
$ cc-cli environment create --system tomcat_system \
--name tomcat_environment --description "tomcat_environment_description" \
--blueprint tomcat_blueprint --clouds [your use cloud name] \
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