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Resumo
Neste trabalho estudamos a existeˆncia de soluc¸a˜o nodal para alguns pro-
blemas el´ıpticos em domı´nios limitados e ilimitados. Tratamos os casos
subcr´ıtico, cr´ıtico, cr´ıtico exponencial (domı´nio limitado) e subcr´ıtico ex-
ponencial. As principais ferramentas utilizadas sa˜o Me´todos Variacionais,
Lema de Deformac¸a˜o e Conjuntos Invariantes por Fluxo Decrescente.
Palavras-chave: Problemas El´ıpticos, Soluc¸a˜o Nodal, Me´todos Variacio-
nais.
Abstract
In this work we study the existence of nodal solution for some Elliptic
problems in bounded and unbounded domains. We deal with cases subcri-
tical, critical, exponential critical and exponential subcritical growth. The
main tools used are Variational methods, deformation Lemma and invariant
sets of the descending flow.
Keywords: Elliptic problems, Nodal solution, Variational Methods.
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Notac¸a˜o e terminologia
• Se f e´ uma func¸a˜o integra´vel, denotaremos por
∫
Ω
f a seguinte integral∫
Ω
f(x) dx;
• Denotaremos por
sgn(s) =

1 , s > 0
0 , s = 0
−1 , s < 0;
• Func¸a˜o caracter´ıstica
χΩ(x) =
 1 , x ∈ Ω0 , caso contra´rio;
• 2∗ e´ o expoente cr´ıtico de Sobolev definido por
2∗ =

2N
N − 2 , N ≥ 3
+∞ , N = 1, 2;
• u+ = max{u, 0}, u− = min{u, 0} denotam a parte positiva e negativa
de uma func¸a˜o u, respectivamente;
• Se u ∈ Lp(Ω), 1 ≤ p <∞, enta˜o denotaremos |u|p =
(∫
Ω
|u|p
) 1
p
;
1
2• g = o(s) significa que lim
s→0
g(s)
s
= 0;
• on(1): denota uma sequeˆncia de nu´meros reais convergindo para 0
(zero) quando n→ +∞;
• →, ⇀: convergeˆncia forte e convergeˆncia fraca, respectivamente;
• q.t.p: significa quase todo ponto, ou seja, a menos de um conjunto de
medida nula;
• Lploc(Ω), 1 ≤ p < ∞: espac¸o das func¸o˜es mensura´veis u : Ω → R tais
que
∫
K
|u|p <∞ para todo conjunto compacto K ⊂ Ω ⊂ RN ;
• L∞(Ω): o espac¸o das func¸o˜es mensura´veis u : Ω → R tais que existe
C > 0 com |u(x)| ≤ C q.t.p em Ω;
• Se u ∈ L∞(Ω), enta˜o denotamos a norma de u em L∞(Ω) por |u|∞ =
inf{C > 0; |u(x)| ≤ C q.t.p em Ω};
• Sejam X um espac¸o vetorial, c ∈ R e I : X → R um funcional, enta˜o
denotamos por Ic = {u ∈ X : I(u) ≤ c}.
Introduc¸a˜o
Soluc¸o˜es nodais (isto e´, soluc¸o˜es que mudam de sinal) de equac¸o˜es el´ıpticas
na˜o lineares teˆm atra´ıdo muita atenc¸a˜o nas u´ltimas duas de´cadas. Uma
das razo˜es e´ que as soluc¸o˜es nodais surgem naturalmente de modelos ma-
tema´ticos, f´ısicos e em biologia (Refs.[13], [14]). Ale´m disso, muitas equac¸o˜es
el´ıpticas decorrentes da f´ısica teˆm soluc¸o˜es nodais como estado limite, assim
como no caso de problemas de autovalor el´ıptico em domı´nio limitado. Outra
raza˜o e´ que existem estruturas mais ricas quando se estuda soluc¸a˜o nodal em
relac¸a˜o ao estudo de soluc¸o˜es positivas e negativas para equac¸o˜es el´ıpticas
gene´ricas na˜o lineares e lineares. Por exemplo, apenas as autofunc¸o˜es as-
sociadas ao primeiro autovalor de um operador el´ıptico de segunda ordem
em um domı´nio limitado com a condic¸a˜o de fronteira de Dirichlet possuem
um sinal definido e todas as outras autofunc¸o˜es sa˜o nodais. Em comparac¸a˜o
com soluc¸o˜es positivas e negativas, as soluc¸o˜es nodais possuem propriedades
qualitativas mais complicadas, como o nu´mero e a forma dos domı´nios nodais
e a medida dos conjuntos nodais. Portanto, soluc¸o˜es nodais sa˜o matemati-
camente desafios interessantes. Existe uma vasta literatura cla´ssica para o
estudo da existeˆncia e multiplicidade de soluc¸o˜es para problemas el´ıpticos na˜o
lineares com condic¸o˜es de fronteira. A investigac¸a˜o de soluc¸o˜es nodais e´ uma
extensa˜o natural deste campo e nos referimos a ([7], [12], [28]) e as refereˆncias
neles contidas. Muitos problemas na˜o lineares em f´ısica, engenharia, biolo-
3
4gia e cieˆncias sociais podem ser reduzidos ao problema de encontrar pontos
cr´ıticos (mı´nimos, ma´ximos e pontos minimax) de func¸o˜es assumindo valores
reais sobre algum espac¸o adequado. A primeira classe de pontos cr´ıticos a se-
rem estudados foi mı´nimo e ma´ximo e grande parte da atividade no ca´lculo
variacional tem sido dedicada a esses pontos. Um problema mais dif´ıcil e´
determinar pontos cr´ıticos que na˜o sa˜o ma´ximos nem mı´nimos. Ate´ agora,
podemos dizer, ate´ certo ponto [que existe um me´todo padra˜o para encontrar
tais pontos cr´ıticos e esses me´todos sa˜o chamados de me´todos variacionais e
topolo´gicos]. No entanto, ambos da˜o respostas sobre a existeˆncia ou multi-
plicidade de pontos cr´ıticos de um funcional. Geralmente, eles na˜o fornecem
muitas outras informac¸o˜es adicionais sobre os pontos cr´ıticos, como o sinal
de soluc¸o˜es, exceto em alguns casos especiais. Ha´ um interesse crescente nos
u´ltimos anos em desenvolver uma teoria pela qual se pode obter muito mais
informac¸o˜es sobre pontos cr´ıticos. Na verdade, ao longo dos u´ltimos trinta
a quarenta anos, va´rios me´todos foram desenvolvidos no estudo de soluc¸o˜es
nodais de equac¸o˜es diferenciais parciais el´ıpticas na˜o lineares. O estudo de
soluc¸o˜es nodais estimulou o desenvolvimento de te´cnicas novas e sofisticadas
no ca´lculo variacional e na teoria dos pontos cr´ıticos. No entanto, ate´ onde
sabemos ha´ apenas um livro sobre existeˆncia de soluc¸o˜es nodais Wenming
Zou [35].
A proposta deste trabalho e´ realizar um estudo de existeˆncia de soluc¸a˜o
nodal, ou seja, soluc¸o˜es que mudam de sinal, para alguns problemas el´ıpticos.
Mais especificamente:
No cap´ıtulo 1 estudamos com base no artigo de Bartsch, Weth e Willem
[5] o problema subcr´ıtico de Sobolev −∆u = f(u) , Ωu = 0 , ∂Ω
5onde Ω ⊂ RN e´ um domı´nio limitado e f : R −→ R e´ uma func¸a˜o cont´ınua
satisfazendo algumas condic¸o˜es.
No cap´ıtulo 2 estudamos com base no artigo de Cerami, Solimini e Struwe
[9] o problema cr´ıtico −∆u− λu = u |u|2
∗−2 , Ω
u = 0 , ∂Ω
onde Ω ⊂ RN e´ um domı´nio limitado e λ ∈ (0, λ1).
No capitulo 3, com base no artigo de Alves e Pereira [1], foi feito um
estudo do problema  −∆u = f(u) , Ωu = 0 , ∂Ω
onde Ω ⊂ R2 e´ um domı´nio limitado e f : R −→ R e´ uma func¸a˜o cont´ınua.
Mais precisamente a na˜o-linearidade f tem crescimento cr´ıtico exponen-
cial.
Baseado no artigo de Zhaoli Liu e Jingxian Sun [21], no cap´ıtulo 4 fizemos
um estudo de conjuntos invariantes por fluxo decrescente (c.i.f.d) destacando
os principais resultados que utilizamos em nossa dissertac¸a˜o.
No cap´ıtulo 5 aplicamos o que foi feito no cap´ıtulo 4 para o estudo da
equac¸a˜o superlinear de Schro¨dinger −∆u+ a(x)u = f(u) , RNu ∈ H1(RN)
onde a ∈ L∞loc(RN) e f : RN × R −→ R e´ uma func¸a˜o com crescimento
subcr´ıtico de Sobolev.
Cap´ıtulo 1
Problema subcr´ıtico
Para este estudo utilizamos como texto base o artigo de Bartsch, Weth e
Willem [5].
Mostramos a existeˆncia de soluc¸o˜es nodais para o seguinte problema: −∆u = f(u) , Ωu = 0 , ∂Ω (1.1)
onde Ω ⊂ RN , N ≥ 3, e´ um domı´nio limitado e f : R −→ R e´ uma func¸a˜o
cont´ınua satisfazendo:
(f1) f(t) = o(|t|), t→ 0;
(f2) lim sup
|t|→+∞
|f(t)|
|t|p−1 <∞ para algum p ∈ (2, 2
∗);
(f3) (Ambrosetti-Rabinowitz). Existe θ > 2 tal que
0 < θF (s) < sf(s), ∀ s ∈ R\{0}
onde F (s) =
∫ s
0
f(t)dt;
(f4) A func¸a˜o s 7−→ f(s)|s| e´ estritamente crescente em R\{0}.
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7Observac¸a˜o 1.1 Uma na˜o linearidade modelo e´ a seguinte
f(t) = |t|p−2t,
onde 2 < p < 2∗.
O espac¸o em questa˜o e´ o espac¸o de Sobolev H10 (Ω) munido da norma
||u|| =
(∫
Ω
|∇u|2
) 1
2
.
O funcional associado ao problema 1.1 e´ dado por:
I : H10 (Ω) −→ R
u 7−→ I(u) = 1
2
∫
Ω
|∇u|2 −
∫
Ω
F (u)
Pelo estudo feito no Apeˆndice A tem-se que I e´ de classe C1(H10 (Ω),R) com
I ′(u) · v =
∫
Ω
∇u∇v −
∫
Ω
f(u)v , ∀ u, v ∈ H10 (Ω).
Uma soluc¸a˜o (fraca) para o problema (1.1) e´ uma func¸a˜o u ∈ H10 (Ω) tal que∫
Ω
∇u∇v =
∫
Ω
f(u)v , ∀ v ∈ H10 (Ω). (1.2)
1.1 Variedade de Nehari
Definimos a Variedade de Nehari para o funcional I como sendo o
seguinte conjunto
N = {u ∈ H10 (Ω)\{0} | I ′(u) · u = 0}.
Observac¸a˜o 1.2 Nem sempre N e´ uma variedade. Essa caracter´ıstica de-
pende do funcional em questa˜o, pore´m nosso estudo independe de N ser ou
na˜o uma variedade.
8Por definic¸a˜o da Variedade de Nehari tem-se que toda soluc¸a˜o de (1.1)
pertence a N . Com isso reduzimos o ambiente de soluc¸o˜es do problema (1.1)
de H10 (Ω) e passamos nossa atenc¸a˜o ao conjunto N .
Estamos interessados em soluc¸a˜o para o problema (1.1) que muda de
sinal, isto e´, uma func¸a˜o u ∈ H10 (Ω) tal que u± 6= 0 e u satisfaz a relac¸a˜o
(1.2). Assim e´ natural considerar o conjunto
M = {u ∈ H10 (Ω) | u± 6= 0 e I ′(u±) · u± = 0}
e mostrar que existe u0 ∈M tal que
I(u0) = β := inf
u∈M
I(u) e I ′(u0) = 0.
A proposic¸a˜o a seguir mostra que toda soluc¸a˜o nodal de (1.1) pertence
ao conjunto M.
Proposic¸a˜o 1.3 Se u ∈ H10 (Ω) e´ soluc¸a˜o nodal de (1.1), enta˜o u ∈M.
Demonstrac¸a˜o.
Sabemos que se u ∈ H10 (Ω), enta˜o u± ∈ H10 (Ω) (ver Apeˆndice E). Seja
u ∈ H10 (Ω) soluc¸a˜o nodal de (1.1) assim u± 6= 0 e I ′(u) · v = 0 ∀ v ∈ H10 (Ω)
em particular se v = u+ tem-se que
I ′(u) · u+ = 0 ⇔
∫
Ω
∇u∇u+ =
∫
Ω
f(u)u+
⇔
∫
Ω
∇u[∇uχ[u>0]] =
∫
Ω
f(u)u+
⇔
∫
Ω
|∇u+|2 =
∫
Ω
f(u+ + u−)u+
⇔
∫
Ω
|∇u+|2 =
∫
Ω
f(u+)u+,
isto e´, I ′(u+) · u+ = 0. De maneira ana´loga mostra-se que I ′(u−) · u− = 0.
Portanto u ∈M.
91.2 Propriedades da Variedade de Nehari
Agora mostraremos uma serie de resultados envolvendo a Variedade de
Nehari e o ConjuntoM, as quais sera˜o cruciais para mostrar a existeˆncia de
uma soluc¸a˜o nodal para o problema (1.1).
Lema 1.4 Existe r > 0 tal que para u ∈ N tem-se
||u|| ≥ r > 0.
Demonstrac¸a˜o.
De fato, usando imersa˜o cont´ınua de Sobolev (ver Apeˆndice E) e o cres-
cimento da func¸a˜o f (ver Apeˆndice A Lema A.4), para cada u ∈ N
||u||2 =
∫
Ω
f(u)u
≤
∫
Ω
[ε|u|+ C|u|p−1]|u|
= ε|u|22 + C|u|pp
≤ ε˜||u||2 + C˜||u||p.
Logo, considerando ε˜ ∈ (0, 1), temos
0 <
[
(1− ε˜)
C˜
] 1
p−2
≤ ||u||
Corola´rio 1.5 Existe δ > 0 tal que∫
Ω
|u±|p ≥ δ > 0 , ∀ u ∈M.
Proposic¸a˜o 1.6 Se u ∈ N , enta˜o
max
t≥0
I(tu) = I(u).
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Demonstrac¸a˜o.
Para cada u ∈ N considere a aplicac¸a˜o
h : [0,+∞) −→ R
t 7−→ h(t) = I(tu).
Dado ε > 0, usando imersa˜o cont´ınua de Sobolev (ver Apeˆndice E) e o Lema
A.4 (ver Apeˆndice A), obtemos
I(tu) =
t2
2
||u||2 −
∫
Ω
F (tu)
≥ t
2
2
||u||2 − ε˜t2||u||2 − C˜tp||u||p
= t2
(
||u||2
[
1
2
− ε˜
])
− C˜tp||u||p
onde C˜ =
C
p
Kp, ε˜ =
εK2
2
e K a constante de Imersa˜o. Considerando
ε˜ ∈
(
0,
1
2
)
e para t se aproximando de zero pela direita tem-se I(tu) > 0.
Ale´m disso, pela Observac¸a˜o A.3 feita no Apeˆndice A, para t→ +∞ tem-se
I(tu) < 0. Sendo h cont´ınua, enta˜o h atinge um ma´ximo, isto e´, existe tu > 0
tal que
I(tuu) = h(tu) = max
t≥0
I(tu).
Para t > 0 temos que
h′(t) =
∫
Ω
[
f(u)
u
− f(tu)
tu
]
t u2.
Consequentemente h′(tu) = 0, ou seja, I ′(tuu) · u = 0. Da´ı, temos que
||u||2 =
∫
Ω
[
f(tuu)
tuu
]
u2. (1.3)
Por outro lado, por u ∈ N , temos
||u||2 =
∫
Ω
f(u)
u
u2. (1.4)
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De (1.3) e (1.4), e considerando u > 0, obtemos∫
[u>0]
[
f(tuu)
tuu
− f(u)
u
]
u2 = 0.
Supondo que tu 6= 1 e usando (f4) chegamos a um absurdo. O caso [u < 0]
e´ ana´logo. Portanto tu = 1 e com isso
max
t≥0
I(tu) = I(u).
A demonstrac¸a˜o da pro´xima proposic¸a˜o e´ ana´loga a` anterior apenas com
pequenas modificac¸o˜es.
Proposic¸a˜o 1.7 Para cada u ∈ H10 (Ω)\{0} existe um u´nico tu ∈ (0,+∞)
tal que
tuu ∈ N .
Corola´rio 1.8 Dado u ∈ H10 (Ω) com u± 6= 0, existem u´nicos s = s(u) > 0
e t = t(u) > 0 tais que
su+ + tu− ∈M.
1.3 Existeˆncia de um minimizante
Teorema 1.9 O nu´mero β = inf
u∈M
I(u) e´ atingido, isto e´, existe w ∈ M tal
que I(w) = β.
Demonstrac¸a˜o.
Seja {un}n∈N ⊂ M uma sequeˆncia minimizante para o funcional I em
M, ou seja,
I(un) = β + on(1).
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Agora note que para cada n ∈ N tem-se I ′(un) · un = 0, logo para θ > 2
e da condic¸a˜o (f3) tem-se
on + β = I(un)− 1
θ
I ′(un) · un
=
1
2
||un||2 −
∫
Ω
F (un)− 1
θ
||un||2 + 1
θ
∫
Ω
f(un)un
=
(
1
2
− 1
θ
)
||un||2 + 1
θ
∫
Ω
[f(un)un − θF (un)]
≥
(
1
2
− 1
θ
)
||un||2,
mostrando que {un}n∈N e´ limitada em H10 (Ω). Sendo H10 (Ω) um espac¸o
reflexivo, a menos de subsequeˆncia, existe u0 ∈ H10 (Ω) tal que un ⇀ u0
em H10 (Ω) e consequentemente u
±
n ⇀ u
±
0 em H
1
0 (Ω). Sendo Ω limitado, pela
Imersa˜o de Rellich (ver Apeˆndice E), temos
u±n −→ u±0 em Lp(Ω) , ∀ p ∈ [1, 2∗).
Da´ı, ∫
Ω
|u±n |p −→
∫
Ω
|u±0 |p em R , ∀ p ∈ [1, 2∗).
Assim, pelo Corola´rio 1.5, existe δ > 0 tal que∫
Ω
|u±0 |p ≥ δ > 0.
Portanto u±0 6= 0 e com isso fica mostrado que o limite fraco de {un}n∈N e´
uma func¸a˜o nodal. Agora pelo Corola´rio 1.8 existem u´nicos s, t > 0 tais que
w = su+0 + tu
−
0 ∈M.
Afirmac¸a˜o I(w) = β.
De fato, primeiramente observe que se u±n ⇀ u
±
0 em H
1
0 (Ω) enta˜o
||u±0 || ≤ lim inf
n
||u±n ||. (1.5)
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Ale´m disso, usando Lema A.4 (ver Apeˆndice A), Imersa˜o de Rellich (ver
Apeˆndice E) e o Teorema da Convergeˆncia Dominada Generalizada de Le-
besgue (ver Apeˆndice D Teorema D.2), tem-se que∫
Ω
F (su+n ) −→
∫
Ω
F (su+0 ) em R (1.6)
∫
Ω
F (tu−n ) −→
∫
Ω
F (tu−0 ) em R. (1.7)
Temos ainda, pela Proposic¸a˜o 1.6, que se u±n ∈ N enta˜o
I(u+n ) = max
r≥0
I(ru+n ) ≥ I(su+n ) (1.8)
I(u−n ) = max
r≥0
I(ru−n ) ≥ I(tu−n ) (1.9)
Portanto, por w ∈M, (1.5), (1.6), (1.7), (1.8) e (1.9), obtemos
β ≤ I(w) = 1
2
||su+0 ||2 +
1
2
||tu−0 ||2 −
∫
Ω
F (su+0 + tu
−
0 )
=
1
2
||su+0 ||2 −
∫
Ω
F (su+0 ) +
1
2
||tu−0 ||2 −
∫
Ω
F (tu−0 )
≤ lim inf
n
(
1
2
||su+n ||2 −
∫
Ω
F (su+n )
)
+ lim inf
n
(
1
2
||tu−n ||2 −
∫
Ω
F (tu−n )
)
= lim inf
n
[I(su+n ) + I(tu
−
n )]
≤ lim inf
n
[I(u+n ) + I(u
−
n )] = lim inf
n
I(un) = β.
E assim conclu´ımos que I(w) = β.
Observac¸a˜o 1.10 Se considerarmos D = [a, b]× [a, b], onde 0 < a < 1 < b,
e definir a aplicac¸a˜o
g : D −→ H10 (Ω)
(s1, s2) 7−→ g(s1, s2) = s1w+ + s2w−
tem-se
β0 = max
(s1,s2)∈∂D
I(g(s1, s2)) < β. (1.10)
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Basta ver pela Proposic¸a˜o 1.6 que
I(s1w
+ + s2w
−) < I(w+) + I(w−) = β. (1.11)
para (s1, s2) ∈ D\{(1, 1)}.
1.4 Caracterizac¸a˜o dos pontos minimizante para
o funcional I em M
O teorema a seguir e´ crucial para mostrar a existeˆncia de soluc¸a˜o nodal
para (1.1). Esse resultado e´ va´lido na˜o somente em domı´nios limitados do
RN mas tambe´m em domı´nios ilimitados. De in´ıcio precisaremos de um lema
auxiliar.
Lema 1.11
Sejam S = {tw+ + sw− : t, s ∈ [a, b]} e P = {u ∈ H10 (Ω) : u ≥ 0}. Enta˜o
d0 = dist(S,Λ) > 0
onde Λ = P ∪ (−P ) e 0 < a < 1 < b.
Demonstrac¸a˜o.
De fato, caso contra´rio existem sequeˆncias {vn}n∈N ⊂ Λ e {wn}n∈N ⊂ S
tais que
||wn − vn|| −→ 0 , quando n→ +∞. (1.12)
Note que wn = tnw
+ + snw
− com sn, tn ∈ [a, b]. Assim podemos escolher
subsequeˆncias {snj}j∈N, {tnj}j∈N, respectivamente, de {sn}n∈N e {tn}n∈N tais
que
snj → s0 e tnj → t0 quando j → +∞
para algum s0, t0 ∈ [a, b]. Com isso, quando j → +∞, tem-se
wn(x) = tnjw
+(x) + snjw
−(x) −→ t0w+(x) + s0w−(x) , q.t.p em Ω.
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Por outro lado, de (1.12) e pelo fato de que {wn}n∈N e´ limitada, segue que
{vn}n∈N e´ limitada em H10 (Ω). Com isso temos que vn(x) → v0(x) q.t.p em
Ω quando n → +∞. E pela unicidade de limite, a menos de subsequeˆncia,
conclu´ımos que
vn(x) −→ t0w+(x) + s0w−(x) , q.t.p em Ω.
Supondo, sem perda de generalidade, que vn(x) ≥ 0 , ∀ x ∈ Ω, chegamos a
uma contradic¸a˜o, pois t0w
+ + s0w
− muda de sinal.
Teorema 1.12 Se w e´ um minimizante para I em M, enta˜o w e´ ponto
cr´ıtico do funcional I. Consequentemente w e´ uma soluc¸a˜o nodal do problema
(1.1).
Demonstrac¸a˜o.
Seja I(w) = inf
u∈M
I(u) = β. Suponhamos, por absurdo, que w na˜o seja
ponto cr´ıtico do funcional I. Sendo I de classe C1 existem δ, λ > 0 tais que
para ||v − w|| ≤ δ tem-se ||I ′(v)|| ≥ λ.
Note que, diminuindo δ > 0, se necessa´rio, podemos supor δ <
d0
2
(d0 > 0
aparece no Lema 1.11) e ainda assim teremos
||I ′(v)|| ≥ λ para ||v − w|| ≤ δ.
Por (1.10) temos que β − β0 > 0, com isso defina
ε = min
{
β − β0
4
,
λδ
8
}
,
e consideremos S = B(w, δ) logo
∀ u ∈ I−1([β − 2ε, β + 2ε]) ∩ S tem-se ||I ′(u)|| ≥ 8ε
δ
.
Pelo Lema da Deformac¸a˜o (ver Willem [34]), temos que existe um home-
omorfismo
η ∈ C([0, 1]×H10 (Ω), H10 (Ω))
tal que
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(a) η(t, u) = u , ∀ u /∈ I−1([β − 2ε, β + 2ε]) ∩ S2δ e ∀ t ∈ [0, 1];
(b) η(1, Iβ+ε ∩ S2δ) ⊂ Iβ−ε;
(c) ||η(1, u)− u|| ≤ δ , ∀u ∈ H10 (Ω).
Agora consideremos a aplicac¸a˜o g definida na Observac¸a˜o 1.10. Dado
(s1, s2) ∈ D segue de (1.11) que I(g((s1, s2))) ≤ β < β+ε, enta˜o g((s1, s2)) ∈
Iβ+ε. Ale´m disso,
||g(s1, s2)− w|| = ||w+(s1 − 1) + w−(s2 − 1)||
= |s1 − 1| ||w+||+ |s2 − 1| ||w−||
≤ ||w|| 2(b− a) ≤ 2δ para a ≈ 1− e b ≈ 1+
mostrando que g((s1, s2)) ∈ S2δ. Com isso g((s1, s2)) ∈ Iβ+ε ∩ Sδ. Pelo
item (b) segue que η(1, g((s1, s2))) ∈ Iβ−ε, isto e´, I(η(1, g((s1, s2)))) ≤ β − ε
mostrando que
max
(s1,s2)∈D
I(η(1, g(s1, s2))) < β. (1.13)
Faremos a afirmac¸a˜o abaixo que sera´ provada logo a seguir.
Afirmac¸a˜o: η(1, g(D)) ∩M 6= ∅.
Segue da afirmac¸a˜o que existe (s1, s2) ∈ D tal que
η(1, g(s1, s2)) ∈M
com isso por (1.13)
β ≤ I(η(1, g(s1, s2))) ≤ max
(s1,s2)∈D
I(η(1, g(s1, s2))) < β,
o que e´ um absurdo. Para concluir a demonstrac¸a˜o do teorema basta provar
a u´ltima afirmac¸a˜o.
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Prova da afirmac¸a˜o
Considere a aplicac¸a˜o
h : D −→ H10 (Ω)
(s1, s2) 7−→ h(s1, s2) = η(1, g(s1, s2)).
Vamos mostrar que h(s0, t0) ∈M para algum (s0, t0) ∈ D.
Seja z ∈ Λ = P ∪ (−P ), usando o item (c) e o Lema 1.11, temos que
||η(1, g(s1, s2))− z|| ≥ ||g((s1, s2))− z|| − ||η(1, g((s1, s2)))− g((s1, s2))||
≥ d0 − δ > d0 − d0
2
=
d0
2
> 0, ∀ (s1, s2) ∈ D.
Logo h± 6= 0. Agora defina ψ0, ψ1 : D −→ R2 da seguinte forma
ψ0(s1, s2) = (I
′(s1w+) · s1w+, I ′(s2w−) · s2w−)
ψ1(s1, s2) = (I
′(h+(s1, s2)) · h+(s1, s2), I ′(h−(s1, s2)) · h−(s1, s2)).
Pela geometria da aplicac¸a˜o t 7→ I(tw±) (t ≥ 0) temos que
(i) I ′(aw±) · aw± > 0;
(ii) I ′(bw±) · bw± < 0.
Aplicando a definic¸a˜o do grau em R (ver Apeˆndice C Definic¸a˜o (C.1)) para
func¸a˜o cont´ınua
f1 : [a, b] −→ R
s1 7−→ f1(s1) = I ′(s1w+) · s1w+
obtemos
d(f1, [a, b], 0) = sgn(−f1(a)) = −1.
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De maneira ana´loga, considerando
f2 : [a, b] −→ R
s1 7−→ f2(s1) = I ′(s2w−) · s2w−
tem-se
d(f2, [a, b], 0) = sgn(−f2(a)) = −1.
Pela fo´rmula do produto para o grau de Brouwer (ver Apeˆndice C, Proposic¸a˜o
C.2) obtemos
d(ψ0, D, (0, 0)) = d(I
′(s1w+), [a, b], 0) · d(I ′(s2w−), [a, b], 0)
= d(f1, [a, b]), 0) · d(f2, [a, b], 0)
= (−1) · (−1) = 1 6= 0.
Sendo ε = min
{
β − β0
4
,
λδ
8
}
⇒ ε ≤ β − β0
4
com isso β0 ≤ β−4ε. Portanto,
de (1.10), temos
I(g(s1, s2)) < β0 ≤ β − 4ε < β − 2ε, (s1, s2) ∈ ∂D.
Mostrando que g(s1, s2) /∈ I−1([β − 2ε, β + 2ε]) para todo (s1, s2) ∈ ∂D .
Usando o item (a), obtido no Lema da deformac¸a˜o, conclu´ımos que
h = η(1, g(∂D)) = g((∂D)).
Usando a dependeˆncia de fronteira para o grau de Brouwer (ver Apeˆndice C,
Proposic¸a˜o C.3) temos
d(ψ1, D, (0, 0)) = d(ψ0, D, (0, 0)) = 1 6= 0.
Com isso, pela existeˆncia de soluc¸a˜o para o grau de Brouwer (ver Apeˆndice
C Proposic¸a˜o C.4), existe (s0, t0) ∈ D tal que ψ1(s0, t0) = (0, 0), ou seja,
ψ1(s0, t0) = (I
′(h+(s0, t0)) · h+(s0, t0), I ′(h−(s0, t0)) · h−(s0, t0)) = (0, 0).
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Implicando que I ′(h+(s0, t0)) · h+(s0, t0) = 0 e I ′(h−(s0, t0)) · h−(s0, t0) = 0
com isso fica provado que h(s0, t0) ∈M
Portanto conclu´ımos que h(s0, t0) ∈ η(1, g(D)) ∩M.
Cap´ıtulo 2
Problema Cr´ıtico
Para este estudo utilizamos como texto base o artigo de Cerami, Solimini
e Struwe [9]. Neste cap´ıtulo estudamos a existeˆncia de soluc¸a˜o nodal para o
seguinte problema  −∆u− λu = u |u|2
∗−2 , Ω
u = 0 , ∂Ω
(2.1)
onde Ω ⊂ RN e´ um domı´nio limitado e 2∗ = 2N
N − 2, N ≥ 3, o expoente
cr´ıtico de Sobolev. Ale´m disso, consideramos λ tal que λ ∈ (0, λ1) onde λ1 e´
o primeiro autovalor de (−∆, H10 (Ω)).
Uma das dificuldades para resolver este tipo de problema e´ que a imersa˜o
H10 (Ω) ↪→ L2∗(Ω) na˜o e´ compacta.
Segue abaixo o resultado principal deste Cap´ıtulo
Teorema 2.1 Suponha N ≥ 6, λ ∈ (0, λ1), enta˜o o problema (2.1) admite
uma soluc¸a˜o nodal.
2.1 Motivac¸a˜o para escolha de λ
Para demonstrarmos o Teorema 2.1 vamos precisar da existeˆncia de soluc¸a˜o
positiva para o problema (2.1). Sendo assim vamos analisar os casos em que
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na˜o podemos garantir a existeˆncia de tal soluc¸a˜o.
Mostraremos que se λ /∈ (0, λ1), enta˜o na˜o existe soluc¸a˜o positiva para o
problema (2.1). Aqui λ1 denota o primeiro autovalor do operador (−∆, H10 (Ω)).
Assim seja u1 ∈ H10 (Ω) a auto func¸a˜o associada a λ1, isto e´, −∆u1 = λ1u1.
Proposic¸a˜o 2.2 Na˜o existe soluc¸a˜o positiva para o problema (2.1) quando
λ > λ1.
Demonstrac¸a˜o.
Suponhamos, por contradic¸a˜o, que exista u ∈ H10 (Ω), u > 0, soluc¸a˜o de
(2.1), isto e´, ∫
Ω
∇u∇v = λ
∫
Ω
uv +
∫
Ω
|u|2∗−2uv , ∀ v ∈ H10 (Ω). (2.2)
Por outro lado, sendo −∆u1 = λ1u1, temos∫
Ω
∇u1∇v = λ1
∫
Ω
u1v , ∀ v ∈ H10 (Ω). (2.3)
Substituindo v = u1 em (2.2) e v = u em (2.3) obtemos
λ
∫
Ω
uu1 +
∫
Ω
u2
∗−1u1 = λ1
∫
Ω
u1u,
ou seja,
λ
∫
Ω
uu1 < λ1
∫
Ω
u1u.
Portanto, λ < λ1 o que e´ uma contradic¸a˜o
2.1.1 Identidade de Pohozaev
A identidade de Pohozaev, pode ser encontrada em sua forma mais geral
em [30]. Aqui apresentaremos um resultado relacionado ao problema (2.1).
Definic¸a˜o 2.3 Dizemos que Ω ⊂ RN e´ um domı´nio estrelado em relac¸a˜o a`
origem se para cada x ∈ Ω o segmento de reta {λx ; 0 ≤ λ ≤ 1} esta´ contido
em Ω.
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Teorema 2.4 Sejam N ≥ 3 e u ∈ C2(Ω)∩C1(Ω) soluc¸a˜o do problema (2.1).
Enta˜o a func¸a˜o u satisfaz a igualdade
1
2
∫
∂Ω
|∇u|2xν(x) = λ
∫
Ω
u2
onde ν(x) e´ o vetor normal a ∂Ω em x.
Demonstrac¸a˜o. Ver [31].
Proposic¸a˜o 2.5 Na˜o existe soluc¸a˜o positiva para o problema (2.1) quando
λ ≤ 0 e Ω e´ um domı´nio estrelado.
Demonstrac¸a˜o.
Suponhamos que exista u ∈ H10 (Ω), u > 0, soluc¸a˜o do problema (2.1),
enta˜o pelo Teorema 2.4 temos
1
2
∫
∂Ω
|∇u|2xν(x) = λ
∫
Ω
u2.
Por outro lado, Ω e´ estrelado e, sem perda de generalidade, podemos supor
que seja estrelado em relac¸a˜o a origem (a menos de translac¸a˜o). Logo, a
menos de um conjunto de medida nula em ∂Ω, tem-se x · ν(x) > 0. Sendo
assim λ < 0 o que e´ um absurdo, pois o primeiro lado da desigualdade teria
que ser negativo.
Ja´ no caso em que λ = 0 ter´ıamos |∇u|2 = 0 o que implicaria em ∆u = 0
e por (2.1) ter´ıamos u = 0 o que e´ uma contradic¸a˜o. Portanto, (2.1) na˜o tem
soluc¸a˜o para λ ≤ 0.
2.2 Funcional associado ao problema
O funcional associado ao problema (2.1) e´ dado por
Iλ(u) =
1
2
||u||2 − λ
2
|u|22 −
1
2∗
|u|2∗2∗ .
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Temos ainda que Iλ e´ de classe C
1 com
I ′λ(u) · v =
∫
Ω
∇u∇v − λ
∫
Ω
uv −
∫
Ω
|u|2∗−2uv , ∀ u, v ∈ H10 (Ω).
Sendo assim resolver o problema (2.1) e´ equivalente a encontrar pontos
cr´ıticos para o funcional Iλ em H
1
0 (Ω).
2.3 Formulac¸a˜o Variacional
Denotaremos u0 (−u0) a soluc¸a˜o positiva (negativa) de (2.1) (ver Brezis.
H and Nirenberg [4]) e por c0 o nu´mero real
Iλ(u0) = c0 = Iλ(−u0)
o qual e´ caracterizado pela expressa˜o
c0 = min
{
I(u) : u ∈ H10 (Ω), u ≥ 0, u 6= 0,
|u|2∗2∗
||u||2 − λ|u|22
= 1
}
.
Seja
fλ(u) =

0 , se u = 0
|u|2∗2∗
||u||2 − λ|u|22
, se u 6= 0.
Denote por
U = {u ∈ H10 (Ω) : fλ(u+) = 1 = fλ(u−)}
e por
N =
{
u ∈ H10 (Ω) : |fλ(u±)− 1| <
1
2
}
.
Pela geometria do funcional tem-se U 6= ∅. Ale´m disso, U ⊂ N e se u ∈ N ,
enta˜o u± 6= 0.
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Lema 2.6 Se u ∈ U , enta˜o
max
t≥0
Iλ(tu
±) = Iλ(u±).
Demonstrac¸a˜o.
Para u ∈ U defina a aplicac¸a˜o
γ± : [0,+∞) → R
t 7−→ γ±(t) = Iλ(tu±).
Note que
γ′±(t) = I
′
λ(tu
±) · u±
= t||u±||2 − λt|u±|22 − t2
∗−1|u±|2∗2∗
= t|u±|2∗2∗ − t2
∗−1|u±|2∗2∗
= (t− t2∗−1)|u±|2∗2∗ .
Com isso, γ′±(1) = 0. Por outro lado segue que γ±(t)→ −∞ quando t→ +∞
e γ±(t) > 0 para t pro´ximo de 0 (zero) pela direita. De fato, basta ver que
γ±(t) = Iλ(tu±)
=
t2
2
||u±||2 − λt
2
2
|u±|22 −
t2
∗
2∗
|u±|2∗2∗
=
t2
2
(||u±||2 − λ|u±|22)−
t2
∗
2∗
|u±|2∗2∗
=
t2
2
|u±|2∗2∗ −
t2
∗
2∗
|u±|2∗2∗
=
(
t2
2
− t
2∗
2∗
)
|u±|2∗2∗
= t2
∗
(
t2−2
∗
2
− 1
2∗
)
|u±|2∗2∗ .
Diante disso vamos mostrar que max
t≥0
γ±(t) = γ±(1). Ja´ vimos anteriormente
que γ′±(1) = 0. Suponhamos, por contradic¸a˜o, que exista 1 6= t1 > 0 tal que
γ′±(t1) = 0, enta˜o
(t1 − t2∗−11 )|u±|2
∗
2∗ = 0
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por |u±|2∗2∗ 6= 0 temos que (t1 − t2
∗−1
1 ) = 0, isto e´,
t2
∗−2
1 = 1
o que contradiz o fato de que t1 6= 1. Portanto,
max
t≥0
Iλ(tu
±) = Iλ(u±) , ∀ u ∈ U.
Lema 2.7 Se u ∈ N , enta˜o existe K > 0 tal que
|u±|2∗2∗ >
1
2
(||u±||2 − λ|u±|22) ≥ k||u±||2 ≥ kS|u±|22∗
onde S e´ melhor constante da imersa˜o H10 (Ω) ↪→ L2∗(Ω).
Demonstrac¸a˜o.
Seja u ∈ N , pelo fato de que
λ1 = min
u∈H10 (Ω)\{0}
||u||2
|u|22
(2.4)
e por λ ∈ (0, λ1) temos que
||u||2 > λ|u|22,
ou seja,
||u||2 − λ|u|22 > 0. (2.5)
Por outro lado,
|fλ(u±)− 1| < 1
2
,
isto e´,
−1
2
< fλ(u
±)− 1 < 1
2
.
Usando a definic¸a˜o da fλ, o fato de que −1
2
< fλ(u
±)− 1 e (2.5) obtemos
|u±|2∗2∗ >
1
2
(||u±||2 − λ|u±|22). (2.6)
26
Temos ainda, por 2.4, que
|u±|2∗2∗ >
1
2
(||u±||2 − λ|u±|22) ≥
1
2
(
1− λ
λ1
)
||u±||2. (2.7)
Portanto, de (2.6) e (2.7) conclu´ımos que
|u±|2∗2∗ >
1
2
(||u±||2 − λ|u±|22) ≥ k||u±||2 (2.8)
onde K =
1
2
(
1− λ
λ1
)
> 0.
Pela imersa˜o cont´ınua H10 (Ω) ↪→ L2∗(Ω), conclu´ımos que
|u±|2∗2∗ >
1
2
(||u±||2 − λ|u±|22) ≥ k||u±||2 ≥ kS|u±|22∗ ,
sendo S a melhor constante da imersa˜o H10 (Ω) ↪→ L2∗(Ω).
Corola´rio 2.8 Existe α > 0 tal que ||u±|| ≥ α > 0 para todo u ∈ N .
Demonstrac¸a˜o.
Basta ver que se u ∈ N enta˜o |u±|2∗2∗ > kS|u±|22∗ . Da´ı, |u±|2
∗−2
2∗ > kS > 0,
isto e´, pela imersa˜o de H10 (Ω) ↪→ L2∗(Ω) temos
||u±|| ≥ α > 0
onde α = (kS3−2
∗
)
1
2∗−2 > 0.
2.4 Condic¸a˜o de Palais-Smale
Definic¸a˜o 2.9 Sejam E um espac¸o de Banach e I : E → R um funcional
de classe C1. Se existirem c ∈ R e (un) ⊂ E tais que
I(un)→ c e I ′(un)→ 0 quando n→ +∞
dizemos que (un) e´ uma sequeˆncia de Palais-Smale no n´ıvel c para I,
ou de forma resumida, (un) e´ uma sequeˆncia (PS)c para I. Se tal sequeˆncia
possui subsequeˆncia convergente, diz-se que I satisfaz a condic¸a˜o Palais-
Smale no n´ıvel c ou que I satisfaz a condic¸a˜o (PS)c.
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Lema 2.10 Para qualquer λ ∈ (0, λ1), N ≥ 3 e c < c0 + S
N
2
N
tem-se que o
funcional Iλ satisfaz a condic¸a˜o (PS)c em N .
Demonstrac¸a˜o.
Seja {un}n∈N ⊂ N tal que
Iλ(un) = c+ on(1) e I
′
λ(un) = on(1).
Da´ı, se I ′λ(un) = on(1), obtemos∫
Ω
(|∇un|2 − λ|un|2) =
∫
Ω
|un|2∗ + on(1). (2.9)
Logo, de (2.9) e pelo Lema 2.7, segue que
c+ on(1) = Iλ(un) =
1
2
∫
Ω
(|∇un|2 − λ|un|2)− 1
2∗
∫
Ω
|un|2∗
=
1
2
∫
Ω
|un|2∗ − 1
2∗
∫
Ω
|un|2∗ + on(1)
=
(
1
2
− 1
2∗
)
|un|2∗2∗ + on(1)
≥
(
1
2
− 1
2∗
)
K||u±n ||2 + on(1).
Portanto,
||u±n || ≤
[
1
K
(
22∗
2∗ − 2
)
(c+ on(1))
] 1
2
.
Consequentemente por ||un|| ≤ ||u+n || + ||u−n || temos que {un}n∈N e´ limitada
em H10 (Ω). Com isso, a menos de subsequeˆncia, existe u ∈ H10 (Ω) tal que
un ⇀ u em H
1
0 (Ω). Por [4] temos que o limite fraco de {un}n∈N e´ soluc¸a˜o
positiva do problema (2.1), isto e´,
I ′λ(u) · v = 0 , ∀ v ∈ H10 (Ω) e Iλ(u) ≥ c0.
Agora defina zn = un − u. Para finalizar vamos mostrar que ||zn||2 → 0
quando n→ +∞.
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Por Brezis-Lieb (ver Apeˆndice D Lema D.10) temos que
|un|2∗2∗ − |zn|2
∗
2∗ = |u|2
∗
2∗ + on(1). (2.10)
Assim, usando (2.10) e imersa˜o compacta (ver Apeˆndice E ) de H10 (Ω) em
L2(Ω), temos
Iλ(zn) =
1
2
(∫
Ω
|∇un −∇u|2 − λ
∫
Ω
(un − u)2
)
− 1
2∗
∫
Ω
|zn|2∗
=
1
2
||un||2 −
∫
Ω
∇un∇u+ 1
2
||u||2 − λ
2
|un|22 + λ
∫
Ω
unu+
− λ
2
|u|22 −
1
2∗
|zn|2∗2∗ +
1
2∗
|un|2∗2∗ −
1
2∗
|un|2∗2∗ +
1
2∗
|u|2∗2∗ −
1
2∗
|u|2∗2∗
= Iλ(un) + Iλ(u)− 2
[
1
2
||u||2 − λ
2
|u|22 −
1
2∗
|u|2∗2∗
]
+ on(1)
= Iλ(un) + Iλ(u)− 2Iλ(u) + on(1)
= Iλ(un)− Iλ(u) + on(1),
ou seja,
Iλ(zn)→ c− Iλ(u) ≤ c− c0 < S
N
2
N
, para n→ +∞. (2.11)
Por outro lado, ainda de (2.10)
||zn||2 = ||un||2 − 2
∫
Ω
∇un∇u+ ||u||2 + λ|un|22 − λ|un|22 + |un|2
∗
2∗ − |un|2
∗
2∗
= I ′λ(un) · un + λ|un|22 + ||u||2 − 2
∫
Ω
∇un∇u+ |un|2∗2∗ − |zn|2
∗
2∗ + |zn|2
∗
2∗
= I ′λ(un) · un − I ′λ(u) · u+ on(1) + |zn|2
∗
2∗
= I ′λ(un) · un + |zn|2
∗
2∗ + on(1),
isto e´,
lim
n
||zn||2 = lim
n
|zn|2∗2∗ := b ≥ 0. (2.12)
Portanto, de (2.11) e (2.12), segue que
lim
n
Iλ(zn) =
(
1
2
− 1
2∗
)
b =
b
N
<
S
N
2
N
. (2.13)
29
Para concluir basta mostrar que b = 0. Suponhamos, por absurdo, que b > 0.
Recorde que
S|zn|22∗ ≤ ||zn||2
com isso de (2.12) temos
S b
2
2∗ ≤ b⇔ S ≤ b1− 22∗
e consequentemente
S
N
2 ≤ b (2.14)
pois 1− 2
2∗
=
2
N
. Da´ı, de (2.13) e (2.14)
S
N
2
N
≤ b
N
<
S
N
2
N
o que e´ um absurdo. Logo devemos ter b = 0, ou seja, un → u em H10 (Ω)
para n→ +∞.
2.5 Existeˆncia de uma sequeˆncia (PS)c
Denote por P o cone das func¸o˜es na˜o negativas em H10 (Ω) e seja Σ o
conjunto de todas as aplicac¸o˜es σ : [0, 1]× [0, 1]→ H10 (Ω) tais que
(a) σ ∈ C(Q,H10 (Ω)), onde Q = [0, 1]× [0, 1].
Para todo t, s ∈ [0, 1] tem-se
(b) σ(t, 0) = 0;
(c) σ(0, s) ∈ P ;
(d) σ(1, s) ∈ −P ;
(e) Iλ(σ(t, 1)) ≤ 0 e fλ(σ(t, 1)) ≥ 2.
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Note que Σ 6= ∅. Basta considerar, para cada u ∈ U , a aplicac¸a˜o cont´ınua
h : [0, 1] −→ H10 (Ω)
t 7−→ h(t) = tu− + (1− t)u+.
Da´ı, fixado k > 0 suficientemente grande, defina
σ : Q −→ H10 (Ω)
(t, s) 7−→ σ(t, s) = k[sh(t)].
O Lema a seguir nos fornece uma caracterizac¸a˜o do tipo minimax para o
conjunto U .
Lema 2.11
inf
σ∈Σ
sup
u∈σ(Q)
Iλ(u) = inf
u∈U
Iλ(u)
Demonstrac¸a˜o.
Primeiramente mostraremos que se σ ∈ Σ, enta˜o
σ(Q) ∩ U 6= ∅. (2.15)
Seja σ ∈ Σ e considere a aplicac¸a˜o cont´ınua
ψ : Q −→ R2
(t, s) 7−→ ψ(t, s) = (ψ1(t, s), ψ2(t, s)).
onde ψ1 = fλ(σ(t, s)
+)− fλ(σ(t, s)−) e ψ2 = fλ(σ(t, s)+) + fλ(σ(t, s)−)− 2.
Note que ψ2(t, 0) = 0, pois σ(t, 0) = 0, e pelo fato de que
fλ(σ(t, s)) ≤ fλ(σ(t, s)+) + fλ(σ(t, s)−)
tem-se que
ψ2(t, 1) = fλ(σ(t, 1)
+) + fλ(σ(t, 1)
−)− 2 ≥ fλ(σ(t, 1))− 2 ≥ 0.
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Enta˜o, pelo Teorema de Miranda (ver Apeˆndice F Teorema F.3) exite x ∈ Q
tal que
ψ(x) = (0, 0),
isto e´,
fλ(σ(x)
+)− fλ(σ(x)−) = 0 = fλ(σ(x)+) + fλ(σ(x)−)− 2.
Donde segue que,
fλ(σ(x)
+) = fλ(σ(x)
−)
e consequentemente, por fλ(σ(x)
+) + fλ(σ(x)
−) = 2, temos
fλ(σ(x)
+) = fλ(σ(x)
−) = 1.
Mostrando que σ(x) ∈ U .
Reciprocamente, se para cada u ∈ U considerarmos σ ∈ Σ tal que
σ(Q) ⊂ {αu+ + βu− : α, β ∈ [0,+∞)}. (2.16)
Note que 2.16 faz sentido pois se u ∈ U , enta˜o u± 6= 0 e com isso podemos
definir σ(t, s) = sR((1− t)u+ + tu−) com R > 0 suficientemente grande.
Pela definic¸a˜o de fλ e usando o crescimento do funcional Iλ (Lema 2.6)
temos que
Iλ(u) = max
u∈σ(Q)
Iλ(u) , u ∈ U. (2.17)
Segue, de (2.17), que
inf
σ∈Σ
sup
u∈σ(Q)
Iλ(u) ≤ sup
u∈σ(Q)
Iλ(u) = Iλ(u) , ∀ u ∈ U. (2.18)
Por outro lado para todo σ ∈ Σ, de (2.15), temos
inf
u∈U
Iλ(u) ≤ inf
u∈σ(Q)∩U
Iλ(u)
≤ sup
u∈σ(Q)∩U
Iλ(u)
≤ sup
u∈σ(Q)
Iλ(u),
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ou seja,
inf
u∈U
Iλ(u) ≤ inf
σ∈Σ
sup
u∈σ(Q)
Iλ(u) (2.19)
Portanto, de (2.18) e (2.19), tem-se
inf
σ∈Σ
sup
u∈σ(Q)
Iλ(u) = inf
u∈U
Iλ(u).
Defina c = inf
u∈U
Iλ(u), considere uma sequeˆncia minimizante {un}n∈N ⊂ U
e denote por σn a sequeˆncia correspondente de aplicac¸o˜es em Σ satisfazendo
σn(Q) ⊂ {αu+n + βu−n : α, β ∈ [0,+∞)}.
Pelo Lema 2.11, mais precisamente por (2.17), temos
lim
n
max
u∈σn(Q)
Iλ(u) = lim
n
Iλ(un) = c. (2.20)
Teorema 2.12 Existe {un}n∈N ⊂ H10 (Ω) tal que
(a) lim
n
dist(un, σn(Q)) = 0;
(b) lim
n
I ′λ(un) = 0;
(c) lim
n
Iλ(un) = c.
Demonstrac¸a˜o.
Caso contra´rio para n suficiente grande existe δ > 0 tal que
Nδ ∩ σn(Q) = ∅ (2.21)
onde
Nδ =
{
u ∈ H10 (Ω) : ∃ v ∈ H10 (Ω) tal que ||u− v|| ≤ δ, ||I ′λ(v)|| ≤ δ e |Iλ(v)− c| ≤ δ
}
,
ou seja, Nδ e´ uma vizinhanc¸a de
Kc = {u ∈ H10 (Ω) : I(u) = c e I ′(u) = 0}.
Portanto, pelo Teorema F.4 (ver Apeˆndice F) existe η : [0, 1] × H10 (Ω) →
H10 (Ω) tal que para ε > 0 tem-se
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(i) η(0, u) = u;
(ii) η(t, u) = u, se u /∈ I−1λ ([c− ε, c+ ε]) para t ∈ [0, 1];
(iii) η(1, Ic+ελ \Nδ) ⊂ Ic−ελ ;
(iv) η(t,−u) = −η(t, u) para t ∈ [0, 1].
Ale´m disso, por H. Hofer [17] Lema 1, temos
(v) η(1, (Ic+ελ ∩ P)\Nδ) ⊂ Ic−ελ ∩ P ;
onde Iγλ = {u ∈ H10 (Ω) : Iλ(u) ≤ γ}.
Por (2.20) e (2.21) podemos escolher m ∈ N (suficientemente grande) de
tal forma que
σm(Q) ⊂ Ic+ελ e σm(Q) ∩Nδ = ∅. (2.22)
Agora definamos a aplicac¸a˜o cont´ınua
σ˜ : Q −→ H10 (Ω)
(t, s) 7−→ σ˜(t, s) = η(1, σm(t, s)).
Afirmamos que σ˜ ∈ Σ. De fato,
(a) Claramente σ˜ ∈ C(Q,H10 (Ω));
(b) σ˜(t, 0) = η(1, σm(t, 0)) = η(1, 0) = 0;
(c) Segue do item (v) que σ˜(0, s) = η(1, σm(0, s)) ∈ P ;
(d) Usando o item (iv) tem-se
σ˜(1, s) = η(1, σm(1, s)) = −η(1,−σm(1, s)) ∈ −P ;
(e) Iλ(σ˜(t, 1)) ≤ 0 e fλ(σ˜(t, 1)) ≥ 2.
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De fato, note que σm(t, 1) /∈ I−1λ ([c − ε, c + ε]) logo de (ii) tem-se que
η(1, σ(t, 1)) = σ(t, 1).
Conclu´ımos que σ˜ ∈ Σ. Ale´m disso, combinando (2.22) com o item (iii)
obtemos σ˜(Q) ⊂ Ic−ελ . Portanto, pelo Lema 2.11 segue que
c := inf
u∈U
Iλ(u) = inf
σ∈Σ
sup
u∈σ(Q)
Iλ(u) ≤ sup
u∈σ˜(Q)
Iλ(u) ≤ c− ε
o que e´ um absurdo.
Corola´rio 2.13 Existe n0 ∈ N para o qual un ∈ N para todo n ≥ n0.
Demonstrac¸a˜o.
Pelo Teorema 2.12 item (a) existe
vn = αnu
+
n + βnu
−
n ∈ σn(Q)
em que
dist(un, vn)→ 0 quando n→ +∞. (2.23)
Sendo c0 > 0, de (2.20), para 0 < ε <
c0
2
existe n0 ∈ N tal que n ≥ n0
Iλ(un) = Iλ(u
+
n ) + Iλ(u
−
n ) < c+ ε, (2.24)
Iλ(vn) = Iλ(αnu
+
n ) + Iλ(βnu
−
n ) > c− ε. (2.25)
Subtraindo (2.25) de (2.24) temos
Iλ(u
+
n )− Iλ(αnu+n ) + Iλ(u−n )− Iλ(βnu−n ) < 2ε.
Do Lema 2.6 segue que
Iλ(u
+
n )− Iλ(αnu+n ) < 2ε,
Iλ(u
−
n )− Iλ(βnu−n ) < 2ε,
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ou seja,
Iλ(u
+
n )− 2ε < Iλ(αnu+n ),
Iλ(u
−
n )− 2ε < Iλ(βnu−n ).
Pelo fato de que Iλ(u
±
n ) ≥ c0, ∀ n ∈ N, obtemos
c0 − 2ε ≤ Iλ(u+n )− 2ε < Iλ(αnu+n ),
c0 − 2ε ≤ Iλ(u−n )− 2ε < Iλ(βnu−n ).
Da´ı,
Iλ(v
+
n ) = Iλ(αnu
+
n ) > c0 − 2ε,
Iλ(v
−
n ) = Iλ(βnu
−
n ) > c0 − 2ε.
Portanto, de 0 < ε <
c0
2
, conclu´ımos que v±n 6= 0. Consequentemente de
(2.23) segue que u±n 6= 0 para n suficientemente grande. Ale´m disso, pelo
fato de que I ′λ(un) · v = on(1) para todo v ∈ H10 (Ω), temos
||u±n ||+ − λ|u±n |22 − |u±n |2
∗
2∗ = on(1)
assim∣∣∣∣ |u±n |2∗2∗||u±n ||2 − λ|u±n |22 − 1
∣∣∣∣ = ∣∣∣∣ |u±n |2∗2∗ − ||u±n ||2 + λ|u±n |22||u±n ||2 − λ|u±n |22
∣∣∣∣
=
∣∣∣∣−( ||u±n ||2 − λ|u±n |22 − |u±n |2∗2∗||u±n ||2 − λ|u±n |22
)∣∣∣∣
=
on(1)
||u±n ||2 − λ|u±n |22
→ 0 quando n→ +∞
ja´ que existe M > 0 tal que
1
||u±n ||2 − λ|u±n |22
≤M.
Com isso un ∈ N para n suficientemente grande.
Em resumo, para n suficientemente grande, temos
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• un ∈ N ;
• Iλ(un)→ c;
• I ′λ(un)→ 0.
Observac¸a˜o 2.14 Se c = inf
u∈U
Iλ(u) < c0 +
S
N
2
N
, usando o Lema 2.10,
ter´ıamos, a menos de subsequeˆncia, un → u em H10 (Ω) quando n → +∞.
Ale´m disso, pelo Corola´rio 2.8, u± 6= 0. Consequentemente pela regularidade
do funcional Iλ, para v ∈ H10 (Ω) tal que ||v|| ≤ 1, obter´ıamos
0 ≤ ||I ′λ(u) · v|| ≤
∥∥∥lim
n
I ′λ(un)
∥∥∥ = 0,
ou seja, u ∈ H10 (Ω) seria soluc¸a˜o nodal do problema (2.1).
Portanto, pela observac¸a˜o feita anteriormente, para finalizarmos este cap´ıtulo
restar-nos mostrar que:
c = inf
u∈U
Iλ(u) < c0 +
S
N
2
N
.
2.6 Um limite superior para c = inf
u∈U
Iλ(u).
Alguns resultados a seguir sa˜o bastantes te´cnicos e sua demonstrac¸a˜o foge
do objetivo deste trabalho por isso omitiremos algumas demonstrac¸o˜es.
Para x0 ∈ Ω fixemos ρ > 0 de tal forma que B ρ
2
(x0) ⊂ Ω e definamos
uµ,x0(x) =
ϕ(x)
(µ+ |x|2) N2∗
, µ > 0
onde ϕ ∈ C∞0 (Ω) com 0 ≤ ϕ(x) ≤ 1 com
ϕ(x) =
 1 se x ∈ B ρ2 (x0)0 se x ∈ [B ρ
2
(x0)]
c
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Lema 2.15 As expresso˜es abaixo sa˜o va´lidas
||uµ,x0||2 = S
N
2 +O(µ
(N−2)
2 )
|uµ,x0|22∗ = S
N
2 +O(µ
N2
2(N−2) )
|uµ,x0|22 = K1µ+O(µ
(N−2)
2 )
|uµ,x0|1 ≤ K2µ
(N−2)
4
onde K1 e K2 sa˜o constantes positivas que depende somente de N com
K1
K2
=
S.
Demonstrac¸a˜o. Ver [4].
Observac¸a˜o 2.16 f = O(g) quando
lim
x→x0
f(x)
g(x)
≤ C
para algum C > 0. Enta˜o se considerarmos g(µ) = µ > 0 temos que
lim
µ→0
O(µ)
µ
≤ C,
isto e´, existe δ > 0 tal que |µ| < δ tem-se
O(µ) ≤ Cµ
Lema 2.17 Existem constantes positivas K4 e K5 tais que
|αu0 + βuµ,x0|2
∗
2∗ ≥ |βuµ,x0|2
∗
2∗ +K4|αu0|2
∗
2∗ −K5β2
∗
µ
N
2
Demonstrac¸a˜o. Ver [11].
Afirmac¸a˜o: c < c0 +
S
N
2
N
.
Recorde que
inf
σ∈Σ
sup
u∈σ(Q)
Iλ(u) = c.
Assim basta mostrarmos que
Iλ(αu0 + βuµ,x0) < c0 +
S
N
2
N
para α, β ∈ [0,+∞).
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Note que, pela geometria do funcional Iλ, e´ suficiente analisar o caso em
que
||αu0 + βuµ,x0|| < K˜ (2.26)
para uma escolha de K˜ > 0 suficientemente grande. Pois Iλ(αu0+βuµ,x0) ≤ 0
para ||αu0 + βuµ,x0|| ≥ K˜.
Da´ı, de (2.26) e da imersa˜o cont´ınua H10 (Ω) ↪→ L2∗(Ω), segue que
|αu0 + βuµ,x0 |2
∗
2∗ < K.
Assim pelo Lema 2.17 e 2.15, para µ > 0 suficientemente pequeno, tem-se
K ≥ |β|2∗ [S N2 +O(µ N
2
2(N−2) )] +K4|α|2∗|u0|2∗2∗
mostrando que α e β sa˜o limitadas.
Por resultados de regularidade tem-se que u0 ∈ L∞(Ω). Com isso
∆(αu0) = α∆u0 = α|u0|2∗−2u0 + αλu0 ∈ L∞(Ω).
Agora sejam α, β ∈ [0,+∞). Usando o Lema 2.15 e (2.17) temos
Iλ(αu0 + βuµ,x0) =
α2
2
(||u0||2 − λ|u0|22) +
β2
2
(||uµ,x0||2 − λ|uµ,x0|22) +
+
∫
Ω
∇(αu0)∇(βuµ,x0)−
∫
Ω
(αu0)(βuµ,x0)−
1
2∗
|αu0 + βuµ,x0 |2
∗
2∗
≤ α
2
2
(||u0||2 − λ|u0|22) +
β2
2
(||uµ,x0||2 − λ|uµ,x0|22)−
∫
Ω
∆(αu0)(βuµ,x0) +
+ |αu0|L∞(Bρ(x0))|βuµ,x0|1 −
β2
∗
2∗
|uµ,x0|2
∗
2∗ −
K4α
2∗
2∗
|u0|2∗2∗ +
K5β
2∗µ
N
2
2∗
≤ α
2
2
(||u0||2 − λ|u0|22) +
β2
2
(||uµ,x0||2 − λ|uµ,x0|22) +
+ |∆(αu0)|L∞(Bρ(x0))|βuµ,x0|1 + |αu0|L∞(Bρ(x0))|βuµ,x0|1 +
− β
2∗
2∗
|uµ,x0|2
∗
2∗ −
α2
∗
2∗
|u0|2∗2∗ +
K5β
2∗µ
N
2
2∗
= Iλ(αu0) + Iλ(βuµ,x0) + |∆(αu0)|L∞(Bρ(x0))|βuµ,x0|1 +
+ |αu0|L∞(Bρ(x0))|βuµ,x0|1 +
K5β
2∗µ
N
2
2∗
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≤ Iλ(u0) + Iλ(uµ,x0) + |∆(αu0)|L∞(Bρ(x0))|βuµ,x0|1 +
+ |αu0|L∞(Bρ(x0))|βuµ,x0|1 +
K5β
2∗µ
N
2
2∗
= c0 +
1
2
(||uµ,x0 ||2 − λ|uµ,x0|22)−
1
2∗
|uµ,x0|2
∗
2∗ + |∆(αu0)|L∞(Bρ(x0))|βuµ,x0 |1 +
+ |αu0|L∞(Bρ(x0))|βuµ,x0|1 +
K5β
2∗µ
N
2
2∗
≤ c0 + S
N
2
2
+
O(µ
N−2
2 )
2
− λK1µ
2
− λO(µ
N−2
2 )
2
− S
N
2
2∗
− O(µ
N2
2(N−2) )
2∗
+
+ |∆(αu0)|L∞(Bρ(x0))|βuµ,x0|1 + |αu0|L∞(Bρ(x0))|βuµ,x0|1 +
K5β
2∗µ
N
2
2∗
≤ c0 +
(
1
2
− 1
2∗
)
S
N
2 +
O(µ
N−2
2 )
2
− O(µ
N−2
2 )
2
λ− λK1µ
2
− O(µ
N2
2(N−2) )
2∗
+
+ µ
N−2
4 |u0|L∞(Bρ(x0))
(
βK2α|∆(αu0)|L∞(Bρ(x0))
|u0|L∞(Bρ(x0))
+ αK2β
)
+
K5β
2∗µ
N
2
2∗
≤ c0 + S
N
2
N
+ µ
N−2
4 |u0|L∞(Bρ(x0))K8 − µ
(
λK1
2
− K5β
2∗µ
N−2
2
2∗
)
+
+
C
2
(1 + λ) µ
N−2
2 + C
µ
N2
2(N−2)
2∗
= c0 +
S
N
2
N
+ µ
N−2
4 |u0|L∞(Bρ(x0))K8 − µ
(
λK1
2
− K5β
2∗µ
N−2
2
2∗
)
+
− µ
(
−C
2
(1 + λ) µ
N−4
2 − Cµ
N
2
+ 2
N−2
2∗
)
= c0 +
S
N
2
N
+ µ
N−2
4 |u0|L∞(Bρ(x0))K8 +
− µ
(
λK1
2
− K5β
2∗µ
N−2
2
2∗
− C (1 + λ)µ
N−4
2
2
− Cµ
N
2
+ 2
N−2
2∗
)
.
Enta˜o para
µ <
(
2∗λK1
2Cµ
2N−2
N−2 + 2µK5β2
∗ + 2∗C(1 + λ)
) 2
N−4
tem-se que
Iλ(αu0 + βuµ,x0) ≤ c0 +
S
N
2
N
+ µ
N−2
4 |u0|L∞(Bρ(x0))K8 − µK9 (2.27)
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onde K9(µ) > 0.
Para N ≥ 7, em (2.27), segue que N − 2
4
> 1 assim para µ > 0 suficien-
temente pequeno tem-se
µ
N−2
4 |u0|L∞(Bρ(x0))K8 − µK9 < 0
e consequentemente
Iλ(αu0 + βuµ,x0) < c0 +
S
N
2
N
, ∀ α, β ∈ [0,+∞).
Para N = 6. Podemos considerar o ponto x0 e a bola Bρ(x0) pro´ximo da
fronteira de Ω, diminuindo ρ > 0, de tal modo que |u0|L∞(Bρ(x0)) seja ta˜o
pequeno quanto se queira, ou seja,
µ|u0|L∞(Bρ(x0))K8 − µK9 < 0.
Portanto,
Iλ(αu0 + βuµ,x0) < c0 +
S
N
2
N
, ∀ α, β ∈ [0,+∞).
Cap´ıtulo 3
Problema cr´ıtico exponencial
3.1 Desigualdade de Trudinger-Moser
Seja Ω ⊂ RN um domı´nio limitado. Pelo teorema de imersa˜o cont´ınua de
Sobolev temos
H10 (Ω) ↪→ Lp(Ω) , 1 ≤ p ≤ 2∗
ou, equivalentemente, utilizando a norma usual
||u|| =
(∫
Ω
|∇u|2
) 1
2
(3.1)
em H10 (Ω) tem-se que
sup
||u||≤1
∫
Ω
|u|p <∞ para 1 ≤ p ≤ 2∗. (3.2)
No casoN = 2 a expressa˜o (3.2) e´ va´lida para todo 1 ≤ p ≤ +∞. Sabendo
que H10 (Ω) * L∞(Ω) enta˜o a pergunta e´: quais func¸o˜es g : R −→ R+ com
crescimento ma´ximo satisfaz
sup
||u||≤1
∫
Ω
g(u) <∞.
Pohozhaev [24], Trudinger [32] e Moser [22] mostraram que o crescimento
ma´ximo de g e´ do tipo exponencial. Mais precisamente a desigualdade de
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Trudinger-Moser estabelece, para Ω ⊂ R2 limitado∫
Ω
eα|u|
2
<∞ , ∀ α > 0 e u ∈ H10 (Ω). (3.3)
Ale´m disso existe uma constante c = c(|Ω|, α) > 0 tal que
sup
||u||≤1
∫
Ω
(eα|u|
2 − 1) ≤ c (3.4)
para α ≤ 4pi, ou ainda
sup
||u||≤1
∫
Ω
eαu
2
<∞
para todo α ≤ 4pi. Se α > 4pi enta˜o o supremo em (3.4) e´ +∞. O supremo
em (3.4) torna-se infinito para domı´nios Ω ⊂ R2 com |Ω| = +∞ e portanto a
desigualdade de Trudinger-Moser na˜o e´ va´lida, a priori, em domı´nios ilimita-
dos. Desigualdades do tipo Trudinger - Moser foram estudadas por Cao [10]
e Tanaka [2] assumindo um crescimento exponencial subcr´ıtico. Em [8], B.
Ruf mostrou que trocando a norma de Dirichlet (3.1) pela norma de Sobolev
||u||S =
(||u||2 + |u|22) 12
=
(∫
Ω
(|∇u|2 + |u|2)
) 1
2
em H10 (Ω) tem-se uma limitac¸a˜o do tipo (3.4) independente de Ω. Mais
precisamente, existe uma constante d > 0 tal que para qualquer domı´nio
Ω ⊂ R2
sup
||u||S≤1
∫
Ω
(e4piu
2 − 1) ≤ d. (3.5)
A desigualdade e´ o´tima: para α > 4pi o supremo em (3.5) e´ +∞.
A desigualdade de Trudinger-Moser motiva a seguinte noc¸a˜o de criticali-
dade:
Dizemos que uma func¸a˜o f : R −→ R tem crescimento cr´ıtico exponencial
em ±∞ quando existe α0 > 0 tal que
lim
s→±∞
|f(s)|
eαs2
=
 0 , ∀ α > α0+∞ , ∀ α < α0.
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Agora vamos mostrar a existeˆncia de soluc¸a˜o nodal de energia mı´nima
para o problema el´ıptico  −∆u = f(u) , Ωu = 0 , ∂Ω (3.6)
onde Ω ⊂ R2 e´ um domı´nio limitado e f : R −→ R e´ uma func¸a˜o cont´ınua.
Estamos interessados no caso em que a na˜o-linearidade f pode ter um
crescimento cr´ıtico exponencial. Mais precisamente, vamos supor as seguintes
hipo´teses:
(f1) (Crescimento cr´ıtico exponencial)
Existe c > 0 tal que |f(s)| ≤ ce4pis2 , ∀ s ∈ R;
(f2) (Comportamento pro´ximo da origem)
lim
s→0
f(s)
s
= 0;
(f3) (Condic¸a˜o de Ambrosetti-Rabinowitz)
Existe θ > 0 tal que
0 < θF (s) := θ
∫ s
0
f(t)dt ≤ sf(s) , ∀s ∈ R\{0};
(f4) A func¸a˜o s 7→ f(s)|s| e´ estritamente crescente em R\{0};
(f5) Existem constantes p > 2 e cp > 0 tais que
sgn(s)f(s) ≥ cp|s|p−1 , ∀ s ∈ R.
Observac¸a˜o 3.1 Uma consequeˆncia imediata de (f5) e´ que
F (s) ≥ cp |s|
p
p
, ∀ s ∈ R.
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O principal resultado neste cap´ıtulo e´ o seguinte.
Teorema 3.2 Suponha (f1)-(f5) va´lidas. Enta˜o o problema (3.6) tem uma
soluc¸a˜o nodal de energia mı´nima desde que
cp >
[
θ(p− 2)βp
p(θ − 2)
] p−2
2
,
onde βp = inf
{|u|pp;u± 6= 0 e ||u±||2 = |u±|pp}.
3.2 Funcional associado
Dado ε > 0, q ≥ 1 e α > 4pi, das hipo´teses (f1) e (f2), existe C =
C(ε, q, α) > 0 tal que
|f(s)| ≤ ε|s|+ C|s|q−1eαs2 , ∀ s ∈ R. (3.7)
De fato, por (f2), dado ε > 0 existe δε > 0 tal que |s| < δε tem-se
|f(s)| < ε|s|. (3.8)
Por outro lado, para q ≥ 1, de (f1) , temos que
lim
s→+∞
|f(s)|
e4pis2|s|q−1 = 0,
ou seja, dado η > 0 existe δη > 0 tal que
|f(s)| < ηe4pis2|s|q−1 para |s| > δη. (3.9)
Agora consideremos o conjunto
A = {s ∈ R : |s| < δε ou |s| > δη}
e note que Ac = R\A = {s ∈ R : δε ≤ |s| ≤ δη} e´ fechado e consequentemente
compacto. Da´ı, pela continuidade de f temos que existe C1 > 0 tal que
|f(s)| ≤ C1 para todo s ∈ Ac.
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Com isso podemos escolher C2 > 0 tal que
|f(s)| ≤ C2e4pis2|s|q−1 , ∀ s ∈ Ac. (3.10)
Assim, de (3.9) e (3.10), tomando C = max{ε, C2}, tem-se
|f(s)| ≤ Ce4pis2|s|q−1 , ∀ |s| ≥ δη. (3.11)
Portanto, de (3.8) e (3.11), fazendo η = ε obtemos
|f(s)| ≤ ε|s|+ C|s|q−1eαs2 , ∀ s ∈ R.
Consequentemente
|F (s)| ≤ ε
2
|s|2 + C
q
|s|qeαs2 , ∀ s ∈ R.
Pela desigualdade de Trudinger-Moser (3.3) temos que F (u) ∈ L1(Ω) para
todo u ∈ H10 Ω. Logo o funcional energia associado ao problema (3.6)
I : H10 (Ω) −→ R
u 7−→ I(u) = 1
2
∫
Ω
|∇u|2 −
∫
Ω
F (u)
esta´ bem definido. E pelo estudo feito no Apeˆndice A temos que o funcional
e´ de classe C1 e
I ′(u) · v =
∫
Ω
∇u∇v −
∫
Ω
f(u)v , ∀ u, v ∈ H10 (Ω).
Uma soluc¸a˜o (fraca) do problema (3.6) e´ uma func¸a˜o u ∈ H10 (Ω) tal que
∫
Ω
∇u∇v =
∫
Ω
f(u)v , ∀ v ∈ H10 (Ω).
Portanto, pontos cr´ıticos do funcional energia I sa˜o soluc¸o˜es (fracas) do
problema (3.6). Como sabemos, a aplicabilidade do me´todo variacional de-
pende da geometria do funcional associado ao problema e de alguma condic¸a˜o
46
de compacidade, por exemplo, a condic¸a˜o de Palais-Smale. No caso de pro-
blemas com crescimento cr´ıtico exponencial o funcional energia na˜o satisfaz,
em geral, a condic¸a˜o de Palais-Smale em todo n´ıvel.
Sabemos que todos os pontos cr´ıticos na˜o triviais de I pertencem a Vari-
edade de Nehari:
N = {u ∈ H10 (Ω)\{0} | I ′(u) · u = 0}
=
{
u ∈ H10 (Ω)\{0} | ||u||2 =
∫
Ω
f(u)u
}
.
Por estarmos interessados em soluc¸a˜o nodal de energia mı´nima e´ natural
definir o conjunto
M = {u ∈ H10 (Ω) | u± ∈ N}
e mostrar que existe u0 ∈M tal que
I(u0) = c
∗ := inf
u∈M
I(u) e I ′(u0) = 0.
O Lema seguinte garante a existeˆncia de soluc¸a˜o de energia mı´nima para
o problema (3.6) desde que a constante cp, dada na hipo´tese (f5), seja sufici-
entemente grande.
Lema 3.3 Se
cp >
[
θ(p− 2)βp
p(θ − 2)
] p−2
2
, (3.12)
enta˜o
c∗ <
θ − 2
2θ
.
Demonstrac¸a˜o.
Considere o problema auxiliar −∆u = |u|p−2u , Ωu = 0 , ∂Ω (3.13)
onde Ω ⊂ RN e´ um domı´nio limitado e 2 < p < 2∗.
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O funcional associado ao problema (3.13) e´ dado por
Ip : H
1
0 (Ω) −→ R
u 7−→ Ip(u) = 1
2
∫
Ω
|∇u|2 − 1
p
∫
Ω
|u|p.
Pelo estudo feito no Cap´ıtulo 1 tem-se que o funcional Ip esta´ bem defi-
nido, e´ de classe C1(H10 (Ω),R) e
I ′p(u) · v =
∫
Ω
∇u∇v −
∫
Ω
|u|p−2uv , ∀ v ∈ H10 (Ω).
Pelo Teorema 1.9 e o Teorema 1.12 existe w ∈ Mp (ver Cap´ıtulo 1) tal
que
Ip(w) = inf
u∈Mp
I(u) e I ′p(w) = 0
onde Mp = {u ∈ H10 (Ω) | u± ∈ Np}.
Por w± ∈ H10 (Ω)\{0}, usando o Corola´rio 1.8 (ver Cap´ıtulo 1), existem
s, t > 0 tais que
sw+ + tw− ∈M. (3.14)
Segue, de (3.12), (3.14) e da Observac¸a˜o 3.1, que
c∗ ≤ I(sw+ + tw−) = I(sw+) + I(tw−)
=
s2
2
||w+||2 − s
p
p
∫
Ω
F (sw+) +
t2
2
||w−||2 − t
p
p
∫
Ω
F (tw−)
≤ s
2
2
||w+||2 − cps
p
p
|w+|pp +
t2
2
||w−||2 − cpt
p
p
|w−|pp
≤
(
s2
2
− cps
p
p
)
|w+|pp +
(
t2
2
− cpt
p
p
)
|w−|pp
≤ max
r≥0
{
r2
2
− cpr
p
p
}
|w|pp
≤ c
2
2−p
p
(
1
2
− 1
p
)
βp <
θ − 2
2θ
.
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Observac¸a˜o 3.4 Por um ca´lculo simples mostra-se que
max
r≥0
{
r2
2
− cpr
p
p
}
= c
2
2−p
p
(
1
2
− 1
p
)
.
O pro´ximo Lema garante a existeˆncia de dois limites importantes envol-
vendo a na˜o-linearidade.
Lema 3.5 Seja {un}n∈N uma sequeˆncia em H10 (Ω) satisfazendo:
(i) b := supn∈N ||un||2 < 1;
(ii) un ⇀ u em H
1
0 (Ω);
(iii) un(x) −→ u(x) q.t.p em Ω.
Enta˜o,
lim
n
∫
Ω
f(un)un =
∫
Ω
f(u)u
e lim
n
∫
Ω
f(un)v =
∫
Ω
f(u)v ,∀ v ∈ H10 (Ω).
Demonstrac¸a˜o.
Pela hipo´tese (f1) temos que existe c > 0 tal que
|f(un(x))un(x)| ≤ c|un(x)| e4pi|un(x)|2 , ∀ n ∈ N
Afirmac¸a˜o:
|un| e4pi|un|2 −→ |u| e4pi|u|2 em L1(Ω) quando n→ +∞. (3.15)
De fato, sendo ||un||2 ≤ b para τ > 1 temos que∫
Ω
|e4pi|un|2|τ =
∫
Ω
e
4τpi||un||2
(
|un|2
||un||2
)
≤
∫
Ω
e
4τpib
(
|un|2
||un||2
)
.
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Sendo b < 1, enta˜o podemos fixar τ > 1 suficientemente pro´ximo de 1 de
tal modo que bτ < 1. Sendo assim, pela desigualdade de Trudinger-Moser,
sup
n
∫
Ω
|e4pi|un|2|τ ≤ sup
||v||≤1
∫
Ω
eα|v|
2
<∞
onde α = 4pibτ < 4pi. Logo a sequeˆncia {e4pi|un|2}n∈N e´ limitada em Lτ (Ω) e
e4pi|un(x)|
2 −→ e4pi|u(x)|2 q.t.p em Ω,
enta˜o pelo Lema D.4 (ver Apeˆndice D)
e4pi|un|
2
⇀ e4pi|u|
2
em Lτ (Ω). (3.16)
Por outro lado, usando a imersa˜o compacta de Sobolev, temos
|un| → |u| em Lτ ′(Ω) quando n→ +∞ (3.17)
onde
1
τ
+
1
τ ′
= 1.
Segue, de (3.16), (3.17) juntamente com o Lema D.5 (ver Apeˆndice D),
que o limite em (3.15) ocorre.
Portanto, usando o Teorema da Convergeˆncia Dominada Generalizada de
Lebesgue (ver Apeˆndice D Teorema D.2) mostra-se que
lim
n
∫
Ω
f(un)un =
∫
Ω
f(u)u.
Fazendo uso dos mesmos argumentos tem-se
lim
n
∫
Ω
f(un)v =
∫
Ω
f(u)v ,∀ v ∈ H10 (Ω).
O resultado abaixo e´ uma versa˜o do Lema 1.4 (ver cap´ıtulo 1) para o caso
em que a na˜o-linearidade tem crescimento cr´ıtico exponencial.
Lema 3.6 Existe uma constante r0 > 0 tal que
||u||2 ≥ r0 > 0 , ∀ u ∈ N .
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Demonstrac¸a˜o.
Suponha, por contradic¸a˜o, que exista uma sequeˆncia {un}n∈N de N tal
que
||un||2 −→ 0 , quando n→ +∞. (3.18)
Agora fixando q > 2 em (3.7) temos, pela imerso˜es cont´ınuas de Sobolev
e desigualdade de Ho¨lder, que
||un||2 =
∫
Ω
f(un)un
≤ ε
∫
Ω
|un|2 + c
∫
Ω
|un|qeα|un|
≤ εc1||u||2 + c
(∫
Ω
|un|2q
) 1
2
(∫
Ω
e2α|un|
2
) 1
2
= εc1||u||2 + c|un|q2q
(∫
Ω
e2α|un|
2
) 1
2
≤ εc1||u||2 + c2||un||q
(∫
Ω
e2α|un|
2
) 1
2
.
Agora fixando ε <
1
c1
temos
0 < c3 :=
1− εc1
c2
≤ ||un||q−2
(∫
Ω
e2α|un|
2
) 1
2
. (3.19)
Por (3.18) existe n0 ∈ N tal que
2α||un||2 ≤ 4pi , ∀ n ≥ n0.
Da´ı, pela desigualdade de Trudinger-Moser, segue que∫
Ω
e2α|un|
2
=
∫
Ω
e
2α||un||2 |un|
2
||un||2
≤
∫
Ω
e
4pi
(
|un|2
||un||2
)
≤ sup
||v||≤1
∫
Ω
e4piv
2
:= k <∞
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Portanto, de (3.19) para n ≥ n0
0 < c3 ≤ ||un||q−2 (k) 12 ,
ou seja,
0 <
(
c3
(k)
1
2
) 2
q−2
≤ ||un||2
o que contradiz (3.18).
Corola´rio 3.7 Se u ∈M, enta˜o
||u||, ||u±|| ≥ r0 > 0.
Corola´rio 3.8 Existe δ2 > 0 tal que
I(u), I(u±) ≥ 2δ2 ∀ u ∈M.
Demonstrac¸a˜o.
Note que se v ∈ N , enta˜o
I(v) = I(v)− 1
θ
I ′(v) · v =
(
1
2
− 1
θ
)
||v||2 − 1
θ
∫
Ω
(θF (v)− f(v)v).
Logo, pela condic¸a˜o (f3) e do Lema 3.6, temos
I(v) ≥
(
1
2
− 1
θ
)
||v||2 ≥
(
1
2
− 1
θ
)
r0 := 2δ2.
Portanto, o resultado segue observando que se u ∈M enta˜o u, u± ∈ N .
Agora, para λ > 0, consideremos o conjunto
S˜λ = {u ∈M| I(u) < c∗ + λ}.
Por definic¸a˜o de c∗ temos que S˜λ e´ na˜o vazio.
Segue alguns resultados envolvendo o conjunto S˜λ.
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Lema 3.9 Para todo u ∈ S˜λ
0 < r0 ≤ ||u±||2 ≤ ||u||2 < rλ
para algum rλ ∈ (0, 1) e λ > 0 suficientemente pequeno.
Demonstrac¸a˜o.
Sendo S˜λ ⊂ M ⊂ N , pelo Corola´rio 3.7, e´ suficiente mostrar que existe
rλ ∈ (0, 1) tal que ||u±||2 ≤ ||u||2 < rλ para λ > 0 suficientemente pequeno.
Note que, pela condic¸a˜o de Ambrosetti-Rabinowitz, se u ∈ S˜λ
c∗ + λ > I(u)− 1
θ
I ′(u) · u
=
(
1
2
− 1
θ
)
||u||2 + 1
θ
[∫
Ω
f(u)u− θF (u)
]
≥
(
1
2
− 1
θ
)
||u||2.
Por outro lado, pelo Lema 3.3, podemos fixar λ > 0 suficientemente pequeno
tal que c∗ + λ ≤ θ − 2
2θ
. Portanto,
||u||2 < 2θ(c
∗ + λ)
θ − 2 := rλ < 1 , ∀ u ∈ S˜λ.
O pro´ximo lema e´ fundamental para garantir que o limite fraco de uma
sequeˆncia de Palais-Smale em S˜λ e´ uma func¸a˜o nodal.
Proposic¸a˜o 3.10 Para cada q > 2, existe δq > 0 tal que
0 < δq ≤
∫
Ω
|u±|q ≤
∫
Ω
|u|q , ∀ u ∈ S˜λ.
Demonstrac¸a˜o.
Seja u ∈ S˜λ ⊂M, enta˜o
||u±||2 =
∫
Ω
f(u±)u±
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e por (f1)
||u±||2 ≤ c
∫
Ω
|u±|e4pi|u±|2 .
Usando imersa˜o cont´ınua de Sobolev e desigualdade de Ho¨lder,
||u±||2 ≤ c
(∫
Ω
|u±|t1
) 1
t1
(∫
Ω
e4t2pi|u
±|2
) 1
t2
onde
1
t1
+
1
t2
= 1. Pelo Corola´rio 3.7 existe r0 > 0 tal que
r0 ≤ c
(∫
Ω
|u±|t1
) 1
t1
(∫
Ω
e
4t2pi||u±||2
(
|u±|2
||u±||2
)) 1
t2
e pelo Lema 3.9 existe rλ ∈ (0, 1) tal que ||u±||2 ≤ rλ e assim
r0 ≤ c
(∫
Ω
|u±|t1
) 1
t1
(∫
Ω
e
4t2pirλ
(
|u±|2
||u±||2
)) 1
t2
.
Note que, sendo rλ < 1, podemos fixar t2 > 1 pro´ximo de 1 de tal modo que
t2rλ < 1 e t1 > 2. Da´ı, pela desigualdade de Trudinger-Moser, existe C˜ > 0
tal que ∫
Ω
e
4t2pirλ
(
|u±|2
||u±||2
)
≤ C˜ , ∀ u ∈ S˜λ.
Logo para alguma constante C1 > 0 obtemos
C1 ≤ |u±|t1 , ∀ u ∈ S˜λ. (3.20)
Agora suponha, por contradic¸a˜o, que exista q0 > 2 e uma sequeˆncia {un}n∈N ⊂
S˜λ tal que
|u±n |q0 → 0 , quando n→ +∞.
Observe que, pelo Lema 3.9 e por imersa˜o cont´ınua de Sobolev, temos que,
para cada s > 2, {u±n }n∈N e´ limitada em Ls(Ω). Logo para cada s > 2, pelo
Lema D.7, temos
|u±n |s → 0 , quando n→ +∞,
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o que contradiz (3.20).
O pro´ximo Lema sera´ crucial para garantimos que, para uma escolha
adequada de um nu´mero real R > 1, o conjunto
S =
{
sRu+ + tRu− | u ∈ S˜λ e s, t ∈
[
1
R
, 1
]}
tem uma sequeˆncia (PS)c∗ de func¸o˜es nodais para o funcional I.
Lema 3.11 Existe R > 0 tal que
I(R−1u±), I(Ru±) <
1
2
I(u±), ∀ u ∈ S˜λ.
Demonstrac¸a˜o.
Sejam u ∈ S˜λ e R > 0. Por (f3) temos que
I(R−1u±) =
1
2R2
||u±||2 −
∫
Ω
F (R−1u±) ≤ 1
2R2
||u±||2.
Pelo Lema 3.9
1
2R2
||u±||2 ≤ rλ
2R2
< δ2
para R > 0 suficientemente grande. Assim pelo Corola´rio 3.8
I(R−1u±) < δ2 ≤ 1
2
I(u±) , ∀ u ∈ S˜λ.
Agora pela condic¸a˜o (f3), mais precisamente pelo Lema A.2 Apeˆndice A,
existem constantes c1 > 0 c2 > 0 tais que
F (t) ≥ c1|t|θ − c2|t|2 , ∀ t ∈ R
de onde segue que
I(Ru±) =
R2
2
||u||2 −
∫
Ω
F (Ru±) ≤ R
2
2
rλ − c1Rθ|u±|θθ + c2R2|u±|22.
Pela Proposic¸a˜o 3.10, existe δθ > 0 tal que
|u±|θθ ≥ δθ.
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Com isso, pela imersa˜o cont´ınua de Sobolev H0(Ω) ↪→ L2(Ω) e novamente
pelo Lema 3.9, temos
I(Ru±) =
R2
2
||u||2 −
∫
Ω
F (Ru±) ≤ R
2
2
rλ − c1Rθδθ + c2R2rλ.
Sendo θ > 2, conclu´ımos que
I(Ru±) < 0 < δ2 ≤ 1
2
I(u±) , ∀ u ∈ S˜λ,
para R suficientemente grande.
Seja P o cone das func¸o˜es na˜o negativas de H10 (Ω) definido por
P = {u ∈ H10 (Ω) | u ≥ 0, q.t.p em Ω}
e considere o conjunto
Λ = P ∪ (−P ).
Lema 3.12 d0 = dist(S,Λ) > 0.
Demonstrac¸a˜o.
De fato, caso contra´rio existem sequeˆncias {vn}n∈N ⊂ Λ e {wn}n∈N ⊂ S
tais que
||wn − vn|| −→ 0 , quando n→ +∞. (3.21)
Note que wn = Rsnu
+
n + Rtnu
−
n com sn, tn ∈
[
1
R
, 1
]
e un ∈ S˜λ. Facilmente,
usando a condic¸a˜o (f3), mostra-se que {un}n∈N e´ limitada em H10 (Ω). Da´ı,
un ⇀ u0 em H
1
0 (Ω). Enta˜o, pela imersa˜o compacta de Sobolev e a Proposic¸a˜o
3.10, u±n (x) → u±0 (x) q.t.p em Ω, quando n → +∞ e u±0 6= 0. Com isso
existem s0, t0 ∈
[
1
R
, 1
]
tais que
wn(x) = Rsnu
+
n (x) +Rtnu
−
n (x) −→ Rs0u+0 (x) +Rt0u−0 (x) , q.t.p em Ω.
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Por outro lado, de (3.21) e pelo fato de que {wn}n∈N e´ limitada, segue que
{vn}n∈N e´ limitada em H10 (Ω). Com isso temos que vn(x) → v0(x) q.t.p em
Ω quando n→ +∞. E pela unicidade de limite
vn(x) −→ Rs0u+(x) +Rt0u−(x) , q.t.p em Ω.
Supondo, sem perda de generalidade, que vn(x) ≥ 0 , ∀ x ∈ Ω, chegamos a
uma contradic¸a˜o.
3.3 Existeˆncia de uma sequeˆncia (PS)c∗
A Proposic¸a˜o a seguir garante a existeˆncia de uma sequeˆncia (PS)c∗ .
Teorema 3.13 Dados ε, δ > 0, existe u ∈ I−1([c∗−2ε, c∗+2ε])∩S2δ tal que
||I ′(u)|| ≤ 4ε
δ
onde S2δ = {u ∈ H10 (Ω) | dist(u, S) ≤ 2δ}.
Demonstrac¸a˜o.
Suponha que existam ε0, δ0 > 0 tais que
||I ′(u)|| ≥ 4ε0
δ0
, ∀ u ∈ I−1([c∗ − 2ε0, c∗ + 2ε0]) ∩ S2δ0 .
Assim para cada n ∈ N
||I ′(u)|| ≥ 4ε0/n
δ0/n
, ∀ u ∈ I−1([c∗ − 2ε0, c∗ + 2ε0]) ∩ S2δ0 .
Sendo
I−1([c∗ − 2ε0/n, c∗ + 2ε0/n]) ∩ S2δ0/n ⊂ I−1([c∗ − 2ε0, c∗ + 2ε0]) ∩ S2δ0 ,
tem-se
||I ′(u)|| ≥ 4ε0/n
δ0/n
, ∀ u ∈ I−1([c∗ − 2ε0/n, c∗ + 2ε0/n]) ∩ S2δ0/n.
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Agora fixe n ∈ N suficientemente grande de tal modo que
ε =
ε0
n
≤ min
{
λ,
2δ2
5
}
> 0 , δ =
δ0
n
<
d0
2
(3.22)
onde δ2 > 0 e´ proveniente do Corola´rio 3.8 e d0 do Lema 3.12. Da´ı,
||I ′(u)|| ≥ 4ε
δ
, ∀ u ∈ I−1([c∗ − 2ε, c∗ + 2ε]) ∩ S2δ.
Pelo Lema da Deformac¸a˜o (ver Willem [34]) existe η ∈ C([0, 1]×H10 (Ω), H10 (Ω))
tal que
(a) η(1, u) = u , ∀ u /∈ I−1([c∗ − 2ε, c∗ + 2ε]) ∩ S2δ;
(b) η(1, Ic
∗+ε ∩ S2δ) ⊂ Ic∗−ε;
(c) ||η(1, u)− u|| ≤ δ , ∀u ∈ H10 (Ω).
Por definic¸a˜o existe u∗ ∈ M tal que I(u∗) < c∗ + ε
2
. E pela escolha feita do
ε > 0 em (3.22) obtemos u∗ ∈ S˜λ.
Seja D =
[
1
R
, 1
]
×
[
1
R
, 1
]
e defina a aplicac¸a˜o
g : D −→ H10 (Ω)
(s1, s2) 7−→ g(s1, s2) = s1Ru+∗ + s2Ru−∗ .
Por u±∗ ∈ N e pela escolha feita de ε > 0 em (3.22), enta˜o
I(s1Ru
+
∗ + s2Ru
−
∗ ) ≤ I(u∗) < c∗ +
ε
2
< c∗ + λ , ∀ (s1, s2) ∈ D
mostrando que s1u
+
∗ + s2u
−
∗ ∈ Ic∗+ε e s1u+∗ + s2u−∗ ∈ S e consequentemente
dist(s1u
+
∗ + s2u
−
∗ , S) = 0 < 2δ. Portanto, s1u
+
∗ + s2u
−
∗ ∈ Ic∗+ε ∩ S2δ.
Assim para (s1, s2) ∈ D, pelo item (b), η(1, g(s1, s2)) ∈ Ic∗−ε, isto e´,
I(η(1, g(s1, s2))) ≤ c∗ − ε mostrando que
max I(η(1, g(s1, s2))) < c
∗, (s1, s2) ∈ D. (3.23)
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Afirmac¸a˜o: η(1, g(D)) ∩M 6= ∅, ou seja, existe (s0, t0) ∈ D tal que
η(1, g(s0, t0)) ∈M.
Segue, da afirmac¸a˜o e de (3.23), que
c∗ ≤ I(η(1, g(s0, t0))) ≤ max I(η(1, g(s1, s2))) < c∗, (s1, s2) ∈ D
o que e´ um absurdo. Portanto, a menos da prova da afirmac¸a˜o, conclu´ımos
a demonstrac¸a˜o.
Prova da Afirmac¸a˜o.
Considere a aplicac¸a˜o
h : D −→ H10 (Ω)
(s1, s2) 7−→ h(s1, s2) = η(1, g(s1, s2)).
Note que, por definic¸a˜o, h(s1, s2) ∈ η(1, g(D)) para (s1, s2) ∈ D. Para
concluir a prova da afirmac¸a˜o e´ suficiente mostrar que existe (s0, t0) ∈ D tal
que h±(s0, t0) 6= 0 e I ′(h±(s0, t0)) · h±(s0, t0) = 0. Primeiramente notemos
que h± 6= 0. Seja z ∈ Λ, usando o item (c) o Lema 3.12 e a escolha feita do
δ > 0 em (3.22), para (s1, s2) ∈ D
||η(1, g(s1, s2))− z|| ≥ ||g(s1, s2)− z|| − ||η(1, g(s1, s2))− g(s1, s2)||
≥ d0 − δ > d0 − d0
2
=
d0
2
> 0.
Agora mostraremos que existe (s0, t0) ∈ D tal que
I ′(h±(s0, t0)) · h±(s0, t0) = 0.
Para isto defina ψ0, ψ1 : D −→ R2 da seguinte forma
ψ0(s1, s2) = (I
′(s1Ru+∗ ) · s1Ru+∗ , I ′(s2Ru−∗ ) · s2Ru−∗ )
ψ1(s1, s2) = (I
′(h+(s1, s2)) · h+(s1, s2), I ′(h−(s1, s2)) · h−(s1, s2)).
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Pela geometria da aplicac¸a˜o t 7−→ I(tw±) (t ≥ 0) e por R > 1, temos que
(i) I ′
(
1
R
u±∗
)
·
(
1
R
u±∗
)
> 0;
(ii) I ′(Ru±∗ ) · (Ru±∗ ) < 0.
Aplicando a definic¸a˜o do grau topolo´gico em R (ver Apeˆndice C Definic¸a˜o
C.1) para func¸a˜o a cont´ınua
f1 :
[
1
R2
, 1
]
−→ R
s1 7−→ f1(s1) = I ′(s1Ru+∗ ) · s1Ru+∗
obtemos
d
(
f1,
[
1
R2
, 1
]
, 0
)
= sgn
(
−f1
(
1
R2
))
= (−1).
De maneira ana´loga considerando
f2 :
[
1
R2
, 1
]
−→ R
s1 7−→ f2(s1) = I ′(s1Ru+∗ ) · s1Ru+∗
obtemos
d
(
f2,
[
1
R2
, 1
]
, 0
)
= sgn
(
−f2
(
1
R2
))
= (−1).
Segue da Proposic¸a˜o C.2 (ver Apeˆndice C) que
d(ψ0, D, (0, 0)) = (−1) · (−1) = 1 6= 0.
Observe que
h := η(1, g(∂D)) = g(∂D).
De fato, sejam s1 =
1
R2
e s2 ∈
[
1
R2
, 1
]
. Pelo Lema 3.11
I(s1Ru
+
∗ + s2Ru
−
∗ ) = I
(
1
2
Ru+∗
)
+ I(s2Ru
−
∗ )
<
1
2
I(u+∗ ) + I(u
−
∗ )
= I(u∗)− 1
2
I(u+∗ ).
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Da´ı, pelo Corola´rio 3.8 e pela escolha de ε > 0 feita em (3.22), obtemos
I(s1Ru
+
∗ + s2Ru
−
∗ ) < c
∗ +
ε
2
− δ2 < c∗ − 2ε,
ou seja,
1
R
u+∗ + tRu
−
∗ /∈ I−1([c∗ − 2ε, c∗ + 2ε]) ∩ S2δ , ∀ s2 ∈
[
1
R2
, 1
]
Logo pelo item (a)
h
(
1
R2
, s2
)
= η
(
1,
1
R
u+∗ + s2Ru
−
∗
)
=
1
R
u+∗ + s2Ru
−
∗ = g
(
1
R2
, s2
)
.
Os demais casos sa˜o similares. Assim h ≡ g sobre ∂D. Portanto,
h(s1, s2)
+ = sRu+∗ e h(s1, s2)
− = sRu−∗ , ∀ (s1, s2) ∈ ∂D.
Pela dependeˆncia da fronteira do Grau de Brouwer (ver Apeˆndice C Pro-
posic¸a˜o C.3),
d(ψ1, D, (0, 0)) = d(ψ0, D, (0, 0)) = (−1) 6= 0.
Sendo assim, pela propriedade de existeˆncia de soluc¸a˜o para o grau de Brouwer
(ver Apeˆndice C Proposic¸a˜o C.4), existe (s0, t0) ∈ D tal que ψ1(s0, t0) =
(0, 0), ou seja.
I ′(h+(s1, s2)) · h+(s1, s2) = 0 e I ′(h−(s1, s2)) · h−(s1, s2) = 0.
Portanto,
η(1, g(s0, t0)) ∈ η(1, g(D)) ∩M.
Demonstrac¸a˜o. Teorema 3.2
Seja ε =
1
4n
e δ =
1√
n
, enta˜o pelo Teorema 3.13 existe
un ∈ I−1
([
c∗ − 1
2n
, c∗ +
1
2n
])
∩ S 2√
n
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tal que
||I ′(un)|| ≤ 1√
n
.
Para cada n ∈ N tem-se un ∈ S 2√
n
, enta˜o existe vn ∈ S tal que
dist(unvn) ≤ 2√
n
. (3.24)
Sendo I ∈ C1(H10 (Ω),R), I(un) → c∗, para n → +∞, e por (3.24), temos
que
I(vn)→ c∗ e I ′(vn)→ 0 , quando n→ +∞.
Em resumo {vn}n∈N ⊂ S e´ uma sequeˆncia (PS)c∗ de func¸o˜es nodais para I.
Agora para cada n ∈ N segue que I ′(vn) · vn = on(1). Seja θ > 2 dado na
condic¸a˜o (f3)
c∗ + on(1) = I(vn)− 1
θ
I ′(vn) · vn
=
1
2
||vn||2 −
∫
Ω
F (vn)− 1
θ
||vn||2 + 1
θ
∫
Ω
f(vn)vn
=
(
1
2
− 1
θ
)
||vn||2 + 1
θ
∫
Ω
[f(vn)vn − θF (vn)]
≥
(
1
2
− 1
θ
)
||vn||2
pelo Lema 3.3
||vn||2 ≤ c∗ 2θ
θ − 2 + on(1) < 1 + on(1).
Com isso
lim sup
n
||vn||2 < 1. (3.25)
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Segue que vn ⇀ v0 ∈ H10 (Ω). Enta˜o, pelo Lema 3.5, dado v ∈ H10 (Ω)\{0}
temos que
0 ≤ |I ′(v0) · v| =
∣∣∣∣∫
Ω
∇v0∇v −
∫
Ω
f(v0)v
∣∣∣∣
= lim
n
∣∣∣∣∫
Ω
∇vn∇v −
∫
Ω
f(vn)v
∣∣∣∣
= lim
n
|I ′(vn) · v|
≤ lim
n
||I ′(vn)|| ||v|| → 0 , quando n→ +∞.
Mostrando que v0 e´ soluc¸a˜o fraca do problema (3.6).
Agora vamos mostrar que v±0 6= 0. De fato, sabemos que
• vn ⇀ v0 em H10 (Ω);
• vn → v0 em Ls(Ω) para s ∈ [1, 2∗);
• vn(x)→ v0(x) q.t.p em Ω.
Ale´m disso {vn}n∈N ⊂ S, enta˜o existem sn, tn ∈ [a, b] e un ∈ S˜λ tais que
vn = snu
+
n + tnu
−
n . Logo por Bolzano Weierstrass, a menos de subsequeˆncia,
sn → s0 e tn → t0 para algum s0, t0 ∈ [a, b]. Por outro lado, pelo Lema 3.9
{un}n∈N e´ limitada em H10 (Ω). Assim existe u0 ∈ H10 (Ω) tal que un ⇀ u0 e
consequentemente u±n ⇀ u
±
0 em H
1
0 (Ω), ou seja,
vn(x)→ s0u+0 (x) + t0u−0 (x) q.t.p em Ω.
Pela unicidade do limite segue que
v0(x) = s0u
+
0 (x) + t0u
−
0 (x) q.t.p em Ω.
Pela imersa˜o compacta de Sobolev e pela Proposic¸a˜o 3.10 temos que∫
Ω
|u±|q ≥ δq > 0
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para q ∈ [2, 2∗] arbitra´rio. Portanto,
v+0 = s0u
+
0 6= 0 e v−0 = t0u−0 6= 0
mostrando que v0 e´ uma soluc¸a˜o nodal para o problema (3.6). Por {vn}n∈N
ser uma sequeˆncia (PS)c∗ e juntamente com uma versa˜o do Lema 3.5 para
F tem-se
I(v0) = inf
u∈M
I(u).
Cap´ıtulo 4
Conjuntos invariantes por fluxo
decrescente
Este cap´ıtulo foi baseado e desenvolvido a partir do estudo do artigo
de Zhaoli Liu e Jingxian Sun [21]. Em condic¸o˜es adequadas, mostra-se a
existeˆncia de pelo menos quatro pontos cr´ıticos de um funcional onde cada
ponto cr´ıtico pertence a um determinado conjunto invariante. Os resulta-
dos teo´ricos sa˜o aplicados aos problemas el´ıpticos na˜o lineares com valores
de fronteira e aos sistemas de equac¸o˜es diferenciais ordina´rias na˜o lineares.
Assim o estudo de conjuntos invariantes por fluxo decrescente nos fornece
ferramentas para que possamos obter soluc¸a˜o positiva, negativa e nodal.
Esta teoria sera´ crucial no estudo do cap´ıtulo seguinte para mostrar a
existeˆncia de treˆs soluc¸o˜es, uma positiva, uma negativa e outra soluc¸a˜o que
muda de sinal no caso subcr´ıtico de Sobolev em RN (na˜o autoˆnomo) [6].
No que segue X e´ um espac¸o de Banach e J : X −→ R um funcional
de classe C1. Denotaremos por K o conjunto de todos os pontos cr´ıticos
do funcional J , ou seja, K = {u ∈ X | J ′(u) = 0}. Ale´m disso, considere
X0 = X\K.
Definic¸a˜o 4.1 Dizemos que uma aplicac¸a˜o W : X −→ X e´ um campo
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pseudo-gradiente para J quando W |X0 : X0 → X e´ localmente Lipschitz
e as condic¸o˜es abaixo sa˜o satisfeita:
(i) 〈J ′(u),W (u)〉 ≥ 1
2
||J ′(u)||2 para todo u ∈ X;
(ii) ||W (u)|| ≤ 2||J ′(u)|| para todo u ∈ X.
Exemplo 4.2 Seja X um espac¸o de Hilbert e φ : X −→ R uma aplicac¸a˜o
de classe C1, com derivada localmente Lipschitziana. Enta˜o, ∇φ : X0 −→ X
e´ um campo pseudo-gradiente.
Lema 4.3 (Existeˆncia de um campo pseudo-gradiente)
Sejam X um espac¸o de Banach e J ∈ C1(X,R), enta˜o existe um campo
pseudo-gradiente W : X0 −→ X para o funcional J .
Demonstrac¸a˜o. Ver [34].
Seja W (u) um campo pseudo-gradiente de vetores para J e u0 ∈ X0.
Agora considere o (P.V.I) de Cauchy em X0

d
dt
u(t) = −W (u(t)) , t ≥ 0
u(0) = u0.
(4.1)
Pela teoria de E.D.O em espac¸o de Banach (ver [15]), o problema (4.1)
tem uma u´nica soluc¸a˜o u(t, u0) onde [0, T (u0)) e´ o intervalo maximal de
existeˆncia, a` direita, da soluc¸a˜o. O conjunto
{u(t, u0); t ∈ [0, T (u0))}
e´ chamada de o´rbita que passa por u0. Observe que podemos ter T (u0) =
+∞.
Observac¸a˜o 4.4 A aplicac¸a˜o t 7→ J(u(t, u0)) e´ decrescente em [0, T (u0)).
De fato, fazendo uso da definic¸a˜o de soluc¸a˜o do problema (4.1) e do item (i)
66
na definic¸a˜o de campo pseudo-gradiente, obtemos
d
dt
J(u(t, u0)) =
〈
J ′(u(t, u0)),
d
dt
u(t, u0)
〉
= −〈J ′(u(t, u0)),W (u(t, u0))〉
≤ −1
2
||J ′(u)||2 < 0.
Por esta raza˜o a func¸a˜o t 7→ u(t, u0), t ∈ [0, T (u0)), e´ dita uma curva de
fluxo decrescente.
Definic¸a˜o 4.5 Um subconjunto M ⊂ X, na˜o vazio, e´ dito um conjunto
invariante de fluxo decrescente (c.i.f.d), para J determinado por W ,
se
{u(t, u0); t ∈ [0, T (u0))} ⊂M
para todo u0 ∈ M\K, isto e´, as orbitas que iniciam em M permanecem em
M .
Observac¸a˜o 4.6 De agora em diante, por questa˜o de simplicidade, diremos
apenas (c.i.f.d) em vez de Conjunto Invariante de Fluxo Decrescente para J
determinado por W .
Exemplo 4.7 Para qualquer a ∈ R, os conjuntos de n´ıvel
Ja = {u ∈ X; J(u) ≤ a} e Ja0 = {u ∈ X; J(u) < a}
sa˜o ambos (c.i.f.d).
Com efeito, seja w0 ∈ Ja, enta˜o J(w0) ≤ a e sendo a aplicac¸a˜o t 7→
J(u(t, w0)) decrescente em [0, T (w0)) temos que
J(u(t, w0)) ≤ J(w0) ≤ a para todo t ∈ [0, T (w0))
mostrando que
{u(t, w0); t ∈ [0, T (w0))} ⊂ Ja.
De forma ana´loga mostra-se que Ja0 e´ um (c.i.f.d).
Proposic¸a˜o 4.8 Sejam D1 e D2 (c.i.f.d), enta˜o D1 ∩D2 e´ um (c.i.f.d) para
J .
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Demonstrac¸a˜o.
Dado v ∈ D1 ∩D2 temos v ∈ D1 e v ∈ D2. Sendo D1 e D2 (c.i.f.d) enta˜o
{u(t, v); t ∈ [0, T (v))} ⊂ D1 e {u(t, v); t ∈ [0, T (v))} ⊂ D2,
ou seja,
{u(t, v); t ∈ [0, T (v))} ⊂ D1 ∩D2.
Proposic¸a˜o 4.9 Seja D conexo e um (c.i.f.d), enta˜o o conjunto D e´ fechado,
conexo e um (c.i.f.d).
Demonstrac¸a˜o.
Por resultados de Topologia temos que D e´ fechados e conexo. Sendo D
um (c.i.f.d), enta˜o e´ suficiente mostrar que dado v0 ∈ ∂D tem-se que
{u(t, v0); t ∈ [0, T (v0))} ⊂ D.
Suponha que exista t′ ∈ [0, T (v0)) tal que u(t′, v0) /∈ D, isto e´, u(t′, v0) ∈
X\D. Sendo D fechado enta˜o X\D e´ aberto, logo existe δ > 0 tal que
Bδ(u(t
′, v0)) ⊂ X\D.
Pela dependeˆncia cont´ınua do fluxo existe uma vizinhanc¸a Bε de v0 tal
que, para cada v ∈ Bε(v0) tem-se que u(t, v0) ∈ Bδ(u(t′, v0)) para algum
t ∈ (0, T (v)).
Por v0 ∈ ∂D tem-se que existe v∗ ∈ D ∩ Bε(v0), e pela dependeˆncia
cont´ınua, u(t∗, v∗) ∈ Bδ(u(t′, v0) ⊂ X\Di para algum t∗ ∈ (0, T (v∗)) o que e´
um absurdo ja´ que D e´ um (c.i.f.d).
4.1 Existeˆncia de pontos cr´ıticos
A partir de agora exibiremos resultados que, atrave´s de (c.i.f.d) fechados,
garantem a existeˆncia de pontos cr´ıticos para o funcional J .
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Definic¸a˜o 4.10 O funcional J satisfaz a Condic¸a˜o de Palais-Smale
em M , denotada simplesmente por (PS) em M , se dada qualquer sequeˆncia
{un}n∈N ⊂ M tal que {J(un)}n∈N e´ limitada e J ′(un)→ 0 quando n→ +∞
tem-se que {un}n∈N admite uma subsequeˆncia convergente.
Teorema 4.11 Sejam M um (c.i.f.d) fechado em X e J satisfazendo a
condic¸a˜o (PS) em M . Se
c := inf
u∈M
J(u) > −∞,
enta˜o c e´ um valor cr´ıtico para J em M .
Demonstrac¸a˜o.
Primeiramente vamos mostrar que dado u0 ∈ M\K existe u∗ ∈ M ∩K
tal que
c ≤ J(u∗) ≤ J(u0).
Com efeito, fixado u0 ∈ M\K temos que {u(t, u0); t ∈ [0, T (u0))} ⊂ M
uma vez que M e´ um (c.i.f.d). Sendo a aplicac¸a˜o t 7→ J(u(t, u0)) decrescente
para t ∈ [0, T (u0)), enta˜o
c ≤ J(u(t, u0)) ≤ J(u0). (4.2)
Por outro lado, pela definic¸a˜o de soluc¸a˜o do P.V.I em (4.1), definic¸a˜o de
campo pseudo-gradiente e desigualdade de Ho¨lder, tem-se que para quaisquer
0 ≤ t1 < t2 < T (u0)∥∥∥∥∫ t2
t1
d
dt
u(t, u0) dt
∥∥∥∥ = ∥∥∥∥∫ t2
t1
−W (u(t, u0)) dt
∥∥∥∥
≤
∫ t2
t1
||W (u(t, u0))||dt
≤ 2
∫ t2
t1
||J ′(u(t, u0))|| dt
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≤ 2
[∫ t2
t1
||J ′(u(t, u0))||2 dt
] 1
2
[∫ t2
t1
1 dt
] 1
2
≤ 2
[∫ t2
t1
2 〈J ′(u),W (u)〉 dt
] 1
2
[t2 − t1] 12
= 2
[∫ t2
t1
−2
〈
J ′(u),
d
dt
u(t, u0)
〉
dt
] 1
2
[t2 − t1] 12
= 2
[∫ t2
t1
−2 d
dt
J(u(t, u0)) dt
] 1
2
[t2 − t1] 12
= 2 [2(J(u(t1, u0))− J(u(t2, u0)))]
1
2 [t2 − t1] 12 ,
ou seja,
||u(t2, u0)− u(t1, u0)|| ≤ 2 [2(J(u(t1, u0))− J(u(t2, u0)))]
1
2 [t2 − t1] 12 (4.3)
Por fim, de (4.2) temos que J(t1, u0) ≤ J(u0) e J(u(t2, u0)) ≥ c, enta˜o
J(u(t1, u0))− J(u(t2, u0)) ≤ J(u0)− c. (4.4)
Substituindo (4.4) em (4.3) obtemos
||u(t2, u0)− u(t1, u0)|| ≤ 2
√
2[J(u0)− c] 12 [t2 − t1] 12 . (4.5)
Agora mostraremos a existeˆncia de uma sequeˆncia {tn}n∈N ⊂ [0, T (u0))
tal que
lim
tn→T (u0)−
u(tn, u0) = u
∗ ∈M ∩K.
Para isto vamos analisar os casos em que T (u0) <∞ e T (u0) = +∞.
• Se T (u0) <∞.
De (4.5) temos que, dado ε > 0 considere {tn}n∈N ⊂ [0, T (u0)) com tn ≤ tn+1
tal que |tn − T (u0)| < ε, enta˜o
||u(tn, u0)− u(tm, u0)|| < ε , m, n ≥ n0.
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Portanto, para tn → T (u0)+, a sequeˆncia {u(tn, u0)}n∈N ⊂ M e´ de Cauchy.
Sendo X um espac¸o de Banach existe u∗ ∈ X tal que u(tn, u0) → u∗ em X
quando tn → T (u0)+. Por hipo´tese M fechado, enta˜o u∗ ∈M .
Afirmamos que u∗ ∈ K. De fato, caso contra´rio considere t 7→ u(t, u∗)
com t ∈ [0, T (u∗))), enta˜o o intervalo maximal de u(t, u0) e´ [0, T (u0)+T (u∗)),
com 0 < T (u∗), o que contradiz a maximalidade do intervalo [0, T (u0)). Ale´m
disso, segue de (4.2) que
c ≤ lim
tn→T (u0)+
J(u(tn, u0)) = J(u
∗) ≤ J(u0).
• Se T (u0) = +∞.
Existe uma sequeˆncia crescente {sn}n∈N ⊂ [0,+∞) tal que sn → +∞ e[
d
dt
J(u(t, u0))
]
t=sn
−→ 0 , quando n→ +∞. (4.6)
De fato, basta considerar tn = n e o intervalo [n, n + 1], enta˜o usando o
Teorema do Valor Me´dio (ver Apeˆndice F Teorema F.7), na aplicac¸a˜o t 7→
J(u(t, u0)), existe sn ∈ [n, n+ 1] tal que[
d
dt
J(u(t, u0))
]
t=sn
= J(u(tn+1, u0))− J(u(tn, u0))
Sendo {J(u(tn, u0))}n∈N decrescente e limitada inferiormente, enta˜o {J(u(tn, u0))}n∈N
converge, ou seja, J(u(tn+1, u0))− J(u(tn, u0))→ 0 quando n→ +∞.
Da´ı, usando a definic¸a˜o de campo pseudo-gradiente, (4.1) e (4.6), temos
0 ≤ ||J ′(u(sn, u0))||2 ≤ 2 〈J ′(u(sn, u0)),W (u(sn, u0))〉
= 2
〈
J ′(u(sn, u0)),
[
− d
dt
u(t, u0))
]
t=sn
〉
= −2
[
d
dt
J(u(t, u0))
]
t=sn
→ 0 , quando n→ +∞.
Temos ainda, de (4.2), que
c ≤ lim
sn→∞
J(u(sn, u0)) ≤ J(u0).
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Em resumo, para o caso T (u0) = +∞, a sequeˆncia {u(sn, u0)}n∈N tem a
seguinte propriedade:
• {J(u(sn, u0))}n∈N e´ limitada;
• J ′(u(sn, u0))→ 0 quando n→ +∞.
Usando a hipo´tese, de que J satisfaz a condic¸a˜o (PS), temos que, a menos
de subsequeˆncia, existe u∗ ∈ X tal que
lim
sn→+∞
u(sn, u0) = u
∗.
Por M ser fechado segue que u∗ ∈M .
Portanto, sendo J ∈ C1(X,R), obtemos
0 ≤ ||J ′(u∗)|| = lim
n→+∞
||J ′(u(sn, u0))|| → 0 quando n→ +∞.
Mostrando que u∗ ∈M ∩K. Ale´m disso,
c ≤ J(u∗) ≤ J(u0).
Por fim, usando a definic¸a˜o de ı´nfimo, para cada n ∈ N existe un ∈ M tal
que
c := inf
u∈M
J(u) < J(un) ≤ c+ 1
n
. (4.7)
Agora se, para n ∈ N, un ∈ K, enta˜o, pela condic¸a˜o (PS), existe u˜ ∈ M
tal que J ′(u˜) = 0 e J(u˜) = c.
Se un ∈ M\K, enta˜o, pelo que foi demonstrado anteriormente, existe
un ∈ M ∩ K tal que c ≤ J(un) ≤ J(un). De (4.7) temos que J(un) → c
quando n → +∞ e J ′(un) = 0, ja´ que un ∈ M ∩ K. Enta˜o, pela condic¸a˜o
(PS), existe u ∈M tal que, J ′(u) = 0 e J(u) = c.
Definic¸a˜o 4.12 Sejam M e D (c.i.f.d) para J com D ⊂M . Definimos
CM(D) = {u0 ∈M | ∃ t′ ∈ [0, T (u0)) para o qual u(t′, u0) ∈ D}.
Quando D = CM(D) dizemos que D e´ um (c.i.f.d) completo em M .
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Observac¸a˜o 4.13 Facilmente mostra-se que:
• D ⊂ CM(D);
• CM(CM(D)) = CM(D).
De fato, por definic¸a˜o CM(D) ⊂ CM(CM(D)). Agora seja u0 ∈ CM(CM(D)),
enta˜o existe t1 ∈ [0, T (u0)) tal que u(t1, u0) ∈ CM(D). Novamente, por
definic¸a˜o, temos que existe t2 ∈ [0, T (u(t1, u0))) tal que
u(t2 + t1, u0) = u(t2, u(t1, u0)) ∈ D.
Proposic¸a˜o 4.14 Sejam D1 e D2 (c.i.f.d) para J tais que D1 ∩ D2 6= ∅,
enta˜o
CX(D1 ∩D2) = CX(D1) ∩ CX(D2).
Demonstrac¸a˜o.
Inicialmente, note que CX(D1 ∩D2) ⊂ CX(D1) ∩ CX(D2).
Com efeito, seja v0 ∈ CX(D1 ∩ D2), enta˜o existe t′ ∈ [0, T (v0)) tal que
u(t′, v0) ∈ D1 ∩ D2, com isso u(t′, v0) ∈ D1 e u(t′, v0) ∈ D2, ou seja, v0 ∈
CX(D1) ∩ CX(D2).
Agora suponhamos, por absurdo, que exista w0 ∈ CX(D1) ∩ CX(D2) tal
que w0 /∈ CX(D1∩D2). Observe que, por w0 /∈ CX(D1∩D2), podem ocorrer
dois casos:
(1) u(t, w0) ∈ D1\D2 para todo t ∈ [0, T (w0)];
(2) u(t, w0) ∈ D2\D1 para todo t ∈ [0, T (w0)].
Por outro lado w0 ∈ CX(D1) ∩ CX(D2), enta˜o existem t1.t2 ∈ [0, T (w0))
tais que u(t1, w0) ∈ D1 e u(t2, w0) ∈ D2. Portanto, em qualquer um dos
casos, seja (1) ou (2), temos um absurdo.
Proposic¸a˜o 4.15 Seja D um (c.i.f.d), para J , aberto. Se ∂D ⊂ CX(D),
enta˜o
∂D ∩K = ∅
onde K = {u ∈ X | J ′(u) = 0}.
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Demonstrac¸a˜o.
Suponhamos, por absurdo, que exista u0 ∈ ∂D ∩ K, isto e´, u0 ∈ ∂D e
u0 ∈ K. Se u0 ∈ K, pelo item (ii) da Definic¸a˜o 4.1, temos que u0 e´ uma
singularidade do Campo W , enta˜o u(t, u0) ≡ u0 para todo t ∈ [0, T (u0)).
Por outro lado, u0 ∈ ∂D ⊂ CX(D) e com isso existe t′ ∈ [0, T (u0)) tal
que u0 ≡ u(t′, u0) ∈ D, isto e´, u0 ∈ D ∩ ∂D o que e´ um absurdo, pois sendo
D aberto temos D ∩ ∂D = ∅.
Lema 4.16 Sejam M um (c.i.f.d) conexo, D ⊂ M um (c.i.f.d) aberto em
M . Enta˜o,
(i) CM(D) e´ um subconjunto aberto de M ;
(ii) Se CM(D) $M e inf
u∈∂MD
J(u) > −∞, enta˜o
inf
u∈∂M (D)
J(u) ≤ inf
u∈∂M [CM (D)]
J(u).
Demonstrac¸a˜o.
Prova de (i)
Seja v ∈ CM(D) assim existe t′ ∈ [0, T (v)) tal que u(t′, v) ∈ D sendo D
aberto temos que existe uma vizinhanc¸a V de u(t′, v) emD. Pela dependeˆncia
cont´ınua do fluxo segue que existe uma vizinhanc¸a U de v tal que v ∈ U ⊂
CM(D).
Prova de (ii)
Seja w ∈ ∂MCM(D). Note que se w ∈ ∂M(D), enta˜o nada ha a fazer.
Suponha que w /∈ ∂M(D). Sendo D aberto, enta˜o
∂M(CMD) ∩D = ∅.
Caso contra´rio ter´ıamos, por um lado, Bδ(w0) ⊂ D para algum δ > 0 e por
outro lado, pelo fato de que CM(D) $M e w0 ∈ ∂M(CMD), para todo r > 0
Br(w0) ∩M\CM(D) 6= ∅ o que e´ um absurdo pois D ⊂ CM(D).
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Logo w /∈ DM e com isso existe uma sequeˆncia {wn}n∈N ⊂ CM(D)\DM
tal que wn → w em M . Desde de que wn ∈ CM(D) e wn /∈ DM ,∀ n ∈ N,
enta˜o aplicando o Teorema da Alfaˆndega (ver Apeˆndice F Teorema F.6) existe
tn > 0 tal que u(tn, wn) ∈ ∂MD. Da´ı,
J(wn) ≥ J(u(tn, wn)) ≥ inf
u∈∂MD
J(u).
Passando ao limite em n→ +∞ temos que
J(w) ≥ inf
u∈∂MD
J(u) , ∀ w ∈ ∂MCM(D).
Proposic¸a˜o 4.17 Sejam D1, D2 (c.i.f.d) abertos tais que D1∩D2 6= ∅, enta˜o
CX(D1 ∩D2) e´ aberto.
Demonstrac¸a˜o.
Claramente D1 ∩ D2 e´ aberto e pela Proposic¸a˜o 4.8 temos que D1 ∩ D2
e´ um (c.i.f.d). Enta˜o pelo Lema 4.16 conclu´ımos que CX(D1 ∩D2) e´ aberto.
Lema 4.18 Sejam M um (c.i.f.d) conexo, ∅ 6= D ⊂M um (c.i.f.d) completo
e aberto em M . Se D $M , enta˜o ∂MD e´ um (c.i.f.d) na˜o vazio.
Demonstrac¸a˜o.
Primeiramente note que ∂MD 6= ∅. De fato, se ∂MD = ∅, enta˜o
D
M
= D ∪ ∂MD = D,
ou seja, D e´ um fechado relativo em M . Com isso M\D e´ um aberto em M .
Por outro lado, por hipo´tese M\D 6= ∅. Ale´m disso, M = D ∪ (M\D) com
D ∩ (M\D) = ∅, enta˜o M e´ desconexo, o que e´ uma contradic¸a˜o.
Agora fixemos v ∈ ∂DM e suponhamos que exista t′ ∈ [0, T (v)) tal que
u(t′, v) /∈ ∂DM . Enta˜o,
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• se u(t′, v) ∈ D temos que v ∈ CM(D) = D. Sendo D aberto em M
tem-se que ∂MD ∩D = ∅, por v ∈ ∂DM chegamos a` um absurdo.
• se u(t′, v) ∈M\DM , sabendo que M\DM e´ aberto em M , existe ε0 > 0
tal que Bε0(u(t
′, v)) ⊂ M\DM . Pela dependeˆncia cont´ınua do fluxo
existe δ > 0 tal que u(tu0 , u0) ∈ Bε0(u(t′, v)) ⊂ M\DM para todo
u0 ∈ Bδ(v). Por outro lado, v ∈ ∂MD, enta˜o existe v0 ∈ Bδ(v) ∩ D,
ou seja, u(tv0 , v0) ∈ M\DM o que e´ uma contradic¸a˜o, ja´ que D e´ um
(c.i.f.d).
Portanto, ∂MD e´ um (c.i.f.d).
Teorema 4.19 Sejam M um (c.i.f.d), para J , fechado e conexo, D ⊂ M
um (c.i.f.d), para J , aberto. Se CM(D) $M , inf
u∈∂MD
J(u) > −∞ e J satisfaz
a condic¸a˜o (PS) em M\D, enta˜o
inf
u∈∂M [CM (D)]
J(u) > inf
u∈∂M (D)
J(u) > −∞, (4.8)
c := inf
u∈∂M [CM (D)]
J(u) e´ um valor cr´ıtico de J , isto e´, existe u ∈ ∂MCM(D)
tal que J(u) = c e J ′(u) = 0.
Demonstrac¸a˜o.
Pelo item (i) do Lema 4.16 temos que CM(D) ⊂M e´ aberto e por hipo´tese
CM(D) $M , enta˜o usando o Lema 4.18 no conjunto CM(D) garantimos que
∂MCM(D) 6= ∅ e ∂MCM(D) e´ um (c.i.f.d). Ale´m disso, (4.8) completa as
hipo´teses para garantir o item (ii) do Lema 4.16 e assim
c := inf
u∈∂M [CM (D)]
J(u) ≥ inf
u∈∂MD
J(u) > −∞.
Por fim, pelo Teorema 4.11, temos que c := inf
u∈∂M [CM (D)]
J(u) e´ um valor
cr´ıtico para o funcional J .
O Lema a seguir e´ bastante te´cnico e foge do objetivo deste trabalho por
isso omitiremos sua demonstrac¸a˜o.
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Lema 4.20 Sejam R = {(t, s) ∈ [0, 1] × [0, 1]} e V um subconjunto aberto
de R tal que
{(t, 0); 0 ≤ t ≤ 1} ⊂ V (4.9)
{(t, 1); 0 ≤ t ≤ 1} ∩ V = ∅. (4.10)
Enta˜o existe uma componente conexa C de ∂RV tal que
{(0, s); 0 ≤ s ≤ 1} ∩ C 6= ∅ (4.11)
{(1, s); 0 ≤ s ≤ 1} ∩ C 6= ∅. (4.12)
Demonstrac¸a˜o. [21] Lema 3.1.
O Teorema abaixo e´ o principal resultado deste cap´ıtulo no qual garante,
sob certas condic¸o˜es, a existeˆncia de pelo menos quatro pontos cr´ıticos para
o funcional J ∈ C1(X,R).
Teorema 4.21 Sejam X um espac¸o de Banach, J ∈ C1(X,R) e suponha
que:
• J satisfaz a condic¸a˜o (PS);
• D1, D2 sa˜o subconjuntos de X abertos, conexos e (c.i.f.d);
• ∂D1 ⊂ CX(D1);
• ∂D2 ⊂ CX(D2);
• D1 ∩D2 6= ∅.
Ale´m disso, suponha que existem um caminho γ : [0, 1] −→ X e um ponto
w ∈ D1 ∩ D2 tais que γ(0) ∈ D1\D2, γ(1) ∈ D2\D1 e para 0 ≤ s ≤ 1
tenhamos sγ(0) + (1− s)w ∈ D1, sγ(1) + (1− s)w ∈ D2 e
inf
u∈D1∩D2
J(u) > sup
t∈[0,1]
J(γ(t)). (4.13)
Enta˜o, J tem ao menos quatro pontos cr´ıticos localizados da seguinte maneira
u1 ∈ D1 ∩D2 , u2 ∈ D1\D2 , u3 ∈ D2\D1 e u4 ∈ X\(D1 ∪D2).
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Demonstrac¸a˜o.
Existeˆncia de um ponto cr´ıtico para J em D1 ∩D2.
Temos, pela Proposic¸a˜o 4.9 e Proposic¸a˜o 4.8, que D1 ∩D2 e´ um (c.i.f.d)
fechado e por hipo´tese
inf
u∈D1∩D2
J(u) > −∞,
enta˜o, fazendo M = D1 ∩D2 e aplicando o Teorema 4.11, conclu´ımos que J
tem um ponto cr´ıtico u1 ∈ D1 ∩D2.
Existeˆncia de um ponto cr´ıtico para J em D1\D2.
Primeiramente afirmamos que:
(i) CD1(D1 ∩D2) $ D1;
(ii) Existe um ponto cr´ıtico u˜ ∈ ∂D1 [CD1(D1 ∩D2)] para o funcional J .
Prova de (i)
Com efeito, D1∩D2 e´ um aberto de D1. Pela Proposic¸a˜o 4.9, por hipo´tese
e Proposic¸a˜o 4.8 segue que D1 ∩D2 e´ um (c.i.f.d). De (4.13) tem-se
inf
u∈D1∩D2
J(u) > sup
t∈[0,1]
J(γ(t)) ≥ J(γ(0)). (4.14)
Temos, ainda por hipo´tese, que γ(0) ∈ D1\D2. Afirmamos que
γ(0) ∈ D1\CD1(D1 ∩D2).
De fato, caso contra´rio existe t0 ∈ [0, T (γ(0))) tal que u(t0, γ(0)) ∈ D1 ∩
D2. Usando o fato de que t 7→ J(u(t, γ(0))) e´ decrescente e (4.14) obtemos
J(γ(0)) ≥ J(u(t0, γ(0))) ≥ inf
u∈D1∩D2
J(u) > J(γ(0))
o que e´ um absurdo.
Prova de (ii)
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Note que
inf
u∈∂D1 (D1∩D2)
J(u) ≥ inf
u∈D1∩D2
J(u) > −∞.
Sejam M = D1, D = D1 ∩ D2 e fazendo uso do item (i) ficamos nas
hipo´teses do Teorema 4.19, enta˜o existe um ponto cr´ıtico u˜ ∈ ∂D1 [CD1(D1 ∩
D2)] para o funcional J .
Agora vamos mostrar que u˜ /∈ D1 ∩D2.
Segue do Lema 4.16, fazendo M = D1, D = D1 ∩D2, que CD1(D1 ∩D2)
e´ um subconjunto aberto de D1, enta˜o
∂D1 [CD1(D1 ∩D2)] ∩ CD1(D1 ∩D2) = ∅. (4.15)
Por outro lado, por definic¸a˜o
D1 ∩D2 ⊂ CD1(D1 ∩D2)
da´ı por (4.15)
∂D1 [CD1(D1 ∩D2)] ∩ (D1 ∩D2) = ∅
mostrando que u˜ /∈ D1 ∩D2. Com isso podem ocorrer dois casos:
• u˜ ∈ D1\D2;
• u˜ ∈ D2\D1.
Observe que u˜ ∈ ∂D1 [CD1(D1 ∩ D2)] ⊂ D1. Ale´m disso, segue da Pro-
posic¸a˜o 4.15 que
∂D1 ∩K = ∅ e ∂D2 ∩K = ∅.
Portanto, u˜ ∈ D1\D2.
De maneira ana´loga mostra-se a existeˆncia de um ponto cr´ıtico para J
em D2\D1.
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Existeˆncia de um ponto cr´ıtico para J em X\(D1 ∪D2).
Inicialmente consideremos R ⊂ R2 o conjunto definido no Lema 4.20 e a
aplicac¸a˜o cont´ınua
G : R −→ X
(t, s) 7−→ G(t, s) = sγ(t) + (1− s)w
onde γ(t) e w sa˜o dados nas hipo´teses. Claramente G associa a cada t ∈ [0, 1]
o segmento de reta que une os pontos γ(t) e w.
Agora considere
V = {(t, s) ∈ R | G(s, t) ∈ CX(D1 ∩D2)} = G−1(CX(D1 ∩D2)).
Claramente V 6= ∅, pois por hipo´tese G(t, 0) = w ∈ D1 ∩D2.
Para V valem as seguintes propriedades:
(P1) V e´ um conjunto aberto de R. De fato, sendo D1 e D2 (c.i.f.d) e
abertos, enta˜o D1 ∩ D2 e´ um (c.i.f.d) e aberto e, consequentemente,
pelo Lema 4.16 CX(D1 ∩D2) e´ um subconjunto aberto de X. Sendo G
um aplicac¸a˜o cont´ınua, enta˜o V = G−1(D1 ∩D2) e´ aberto.
(P2) {(t, 0); 0 ≤ t ≤ 1} ⊂ V .
Com efeito, G(t, 0) = w ∈ D1 ∩D2 e D1 ∩D2 ⊂ CX(D1 ∩D2), ou seja,
(t, 0) ∈ V pata t ∈ [0, 1].
(P3) {(t, 1); 0 ≤ t ≤ 1} ∩ V = ∅.
Por hipo´tese
inf
u∈D1∩D2
J(u) > sup
t∈[0,1]
J(γ(t)), (4.16)
enta˜o existe 0 < η < 1 tal que
inf
u∈D1∩D2
J(u) > sup{J(G(t, s)); (t, s) ∈ [0, 1]× [1− η, 1]}.
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De fato, notemos que [0, 1] × [0, 1] e´ compacto e (s, t) 7→ J(G(s, t)) e´
uma aplicac¸a˜o cont´ınua. Por outro lado para cada t ∈ [0, 1] o funcional J
e´ cont´ınuo em G(t, 1), ou seja, dado ε > 0 existe 0 < η < 1 tal que para
s ∈ [1− η, 1] e t ∈ [0, 1] tem-se
|J(G(t, s))− J(G(t, 1))| < ε.
Da´ı, para s ∈ [1− η, 1] e t ∈ [0, 1]
J(G(t, s)) < J(G(t, 1)) + ε ≤ sup
t∈[0,1]
J(G(t, 1)) + ε. (4.17)
Portanto, de (4.16) e (4.17)
sup{J(G(t, s)); (t, s) ∈ [0, 1]× [1− η, 1]} ≤ sup
t∈[0,1]
J(G(t, 1)) + ε
= sup
t∈[0,1]
J(γ(t)) + ε
< inf
u∈D1∩D2
J(u),
ou seja,
k := sup{J(G(t, s)); (t, s) ∈ [0, 1]× [1− η, 1]} < inf
u∈D1∩D2
J(u). (4.18)
Afirmamos que V ∩{(t, s) ∈ [0, 1]×[1−η, 1]} = ∅. Suponha, por absurdo, que
exista x∗ = (t∗, s∗) ∈ [0, 1]×[1−η, 1] com x∗ ∈ V , assimG(x∗) ∈ CX(D1∩D2),
isto e´, existe t∗ ∈ [0, T (G(x∗))) tal que u(t∗, G(x∗)) ∈ D1 ∩D2. Recorde que
a aplicac¸a˜o t 7→ J(u(t, G(x∗))) e´ decrescente, enta˜o usando (4.18) temos
k ≥ J(G(x∗)) ≥ J(u(t∗, G(x∗))) ≥ inf
u∈D1∩D2
J(u) > k
o que e´ um absurdo. Mostrando que {(t, s); t ∈ [0, 1], s ∈ [1− η, 1]} ∩ V = ∅.
Agora podemos aplicar o Lema 4.20 ao conjunto V e concluir que existe
uma componente conexa Γ de ∂RV tal que
{(0, s); 0 ≤ s ≤ 1} ∩ Γ 6= ∅ e {(1, s); 0 ≤ s ≤ 1} ∩ Γ 6= ∅.
Segue enta˜o que,
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(1) G(Γ) e´ conexo;
(2) G(Γ)∩{sγ(0)+(1−s)w; 0 ≤ s ≤ 1} = G(Γ)∩{G(0, s); 0 ≤ s ≤ 1} 6= ∅;
(3) G(Γ)∩{sγ(1)+(1−s)w; 0 ≤ s ≤ 1} = G(Γ)∩{G(1, s); 0 ≤ s ≤ 1} 6= ∅.
Por outro lado, das hipo´teses
{sγ(0) + (1− s)w; 0 ≤ s ≤ 1} ⊂ D1 e {sγ(1) + (1− s)w; 0 ≤ s ≤ 1} ⊂ D2.
Da´ı, de (2) e (3), obtemos
G(Γ) ∩D1 6= ∅ e G(Γ) ∩D2 6= ∅ (4.19)
Agora nosso objetivo e´ mostrar que G(Γ) ⊂ ∂CX(D1 ∩D2).
Primeiramente provemos que G(∂RV ) ⊂ ∂G(V ). Seja v0 ∈ G(∂RV ),
enta˜o devemos mostrar que dado η > 0 tem-se
Bη(v0) ∩G(V ) 6= ∅ e Bη(v0) ∩X\G(V ) 6= ∅.
Ora, se v0 ∈ G(∂RV ), enta˜o existe w0 ∈ ∂RV tal que v0 = G(w0). Recorde
que G e´ cont´ınua, da´ı dado ε > 0 existe δ > 0 tal que
G(Bδ(w0)) ⊂ Bε(G(w0)) = Bε(v0). (4.20)
Para concluir vamos analisar duas situac¸o˜es:
• Se v ∈ (Bδ(w0)\V ) ⊂ R, enta˜o G(v) /∈ CX(D1∩D2) (pois V = {(t, s) ∈
R | G(s, t) ∈ CX(D1 ∩ D2)}), ou seja, G(v) ∈ X\G(V ) e de (4.20)
conclu´ımos que
Bε(v0) ∩X\G(V ) 6= ∅.
• Se v ∈ (Bδ(w0) ∩ V ) ⊂ R, temos que G(v) ∈ CX(D1 ∩D2) e de (4.20)
Bε(v0) ∩G(V ) 6= ∅.
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Portanto,
G(∂RV ) ⊂ ∂G(V ) ⊂ ∂CX(D1 ∩D2)
e consequentemente, pelo fato de que G(Γ) ⊂ G(∂RV ), obtemos
G(Γ) ⊂ G(∂RV ) ⊂ ∂CX(D1 ∩D2).
Logo, sendo CX(D1 ∩D2) aberto, temos que
G(Γ) ∩ CX(D1 ∩D2) = ∅. (4.21)
Afirmac¸a˜o 1: G(Γ) ∩ (D1 ∩D2) = ∅.
Notemos que D1 ∩ D2 ⊂ CX(D1 ∩ D2) pois, por hipo´tese, temos que
∂D1 ⊂ CX(D1) e ∂D2 ⊂ CX(D2), enta˜o ∂D1 ∩ ∂D2 ⊂ CX(D1) ∩ CX(D2).
Com isso, da Proposic¸a˜o 4.14, segue que ∂D1 ∩ ∂D2 ⊂ CX(D1 ∩D2) e, por
definic¸a˜o, D1 ∩ D2 ⊂ CX(D1 ∩ D2), ou seja, D1 ∩ D2 ⊂ CX(D1 ∩ D2) .
Portanto, de (4.21) conclu´ımos que
G(Γ) ∩ (D1 ∩D2) = ∅. (4.22)
Assim, de (4.19) e (4.22), temos que
G(Γ) ∩ (D1\D2) 6= ∅ e G(Γ) ∩ (D2\D1) 6= ∅ (4.23)
Recorde que G(Γ) ⊂ ∂CX(D1 ∩ D2). Consideremos Λ a componente
conexa de ∂CX(D1 ∩D2) que conte´m G(Γ), enta˜o de (4.23) temos que
Λ ∩ (D1\D2) 6= ∅ e Λ ∩ (D2\D1) 6= ∅. (4.24)
Agora sejam
Λ1 = {v ∈ Λ : u(t1, v) ∈ (D1\D2) para algum t1 ∈ [0, T (v))}
Λ2 = {v ∈ Λ : u(t2, v) ∈ (D2\D1) para algum t2 ∈ [0, T (v))}.
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Por (4.24) temos que Λ1 e Λ2 sa˜o na˜o vazios.
Afirmac¸a˜o 2: Λ1 ∩ Λ2 = ∅.
Suponhamos, por absurdo, que exista v0 ∈ Λ1 ∩ Λ2. Enta˜o, existem
t1, t2 ∈ [0, T (v0)) tais que
u(t1, v0) ∈ D1\D2 e u(t2, v0) ∈ D2\D1. (4.25)
Por construc¸a˜o Λ ⊂ ∂CX(D1∩D2) e por ∂CX(D1∩D2)∩CX(D1∩D2) = ∅
tem-se v0 /∈ CX(D1∩D2) com isso, para todo t ∈ [0, T (v0)), temos os seguintes
casos:
(A) u(t, v0) ∈ D1\D2 , ∀ t ∈ [0, T (v0));
(B) u(t, v0) ∈ D2\D1 , ∀ t ∈ [0, T (v0));
(C) u(t, v0) ∈ ∂CX(D1 ∩D2)\(D1 ∪D2) , ∀ t ∈ [0, T (v0)).
Se ocorre (A), (B) ou (C), devido a` (4.25), chegamos a um absurdo. Dessa
forma conclu´ımos que Λ1 ∩ Λ2 = ∅.
Ale´m disso, Λ1 e Λ2 sa˜o abertos em Λ. De fato, basta mostrar que dado
v ∈ Λ1 existe δ > 0 tal que Bδ(v) ∩ Λ ⊂ Λ1. Seja v ∈ Λ1, enta˜o existe t1 ∈
[0, T (v)) tal que u(t1, v) ∈ D1\D2. Sendo D2 fechado e {u(t1, v)} ⊂ (D1\D2)
compacto com D2 ∩ {u(t1, v)} = ∅, enta˜o dist(u(t1, v), D2) > 0, ou seja,
existe ε0 > 0 tal que Bε0(u(t1, v)) ⊂ D1\D2. Da´ı, pela dependeˆncia cont´ınua
do fluxo, existe δ = δ(ε0) > 0 tal que u(tw, w) ∈ Bε0(u(t1, v)) ⊂ D1\D2 para
cada w ∈ Bδ(v) ∩ Λ. Mostrando que Bδ(v) ∩ Λ ⊂ Λ1. De maneira ana´loga
mostra-se que Λ2 e´ aberto em Λ.
Pela afirmac¸a˜o 2, por Λ1 e Λ2 serem abertos em Λ bem como Λ ser
conexo, enta˜o Λ\(Λ1 ∪ Λ2) 6= ∅.
Note que, uma consequeˆncia do que foi feito ate´ agora e´ que ∂CX(D1∩D2)
e´ um (c.i.f.d) em X. De fato, vimos que CX(D1 ∩D2) e´ um aberto de X(ver
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prova de (P1)), pela Observac¸a˜o 4.13 temos que CX(D1 ∩D2) e´ completo e
de (4.21) temos que CX(D1 ∩ D2) e´ um subconjunto pro´prio de X, enta˜o,
pelo Lema 4.18, ∂CX(D1 ∩D2) e´ um (c.i.f.d) em X.
Da´ı, considere u0 ∈ Λ\(Λ1 ∪ Λ2) ⊂ ∂CX(D1 ∩D2).
Agora se u0 ∈ K conclu´ımos a demonstrac¸a˜o do Teorema. Ja´ que por
u0 ∈ Λ\(Λ1 ∪ Λ2) tem-se u0 /∈ Λ1 ∪ Λ2, isto e´, para todo t ∈ [0, T (u0))
temos que u(t, u0) /∈ D1\D2 e u(t, u0) /∈ D2\D1. Ale´m disso ∂D1 ∩K = ∅,
∂D2 ∩ K = ∅ e u(t, u0) ∈ ∂CX(D1 ∩ D2) para todo t ∈ [0, T (u0)), ou seja,
u(t, u0) /∈ D1 ∩D2 , ∀ t ∈ [0, T (u0)). Logo
u(t, u0) /∈ D1 ∪D2 para todo t ∈ [0, T (u0)).
Em particular u0 /∈ D1 ∪D2.
Suponha que u0 ∈ ∂CX(D1 ∩D2)\K.
Observe que,
inf
∂(D1∩D2)
J(u) ≥ inf
u∈D1∩D2
J(u) > −∞.
Assim, pelo Lema 4.16 (considerando M = X e D = D1 ∩D2), segue que
c := inf
u∈∂CX(D1∩D2)
J(u) > inf
∂(D1∩D2)
J(u) > −∞.
Agora estamos nas hipo´teses para usar os mesmos argumento utilizado
na demonstrac¸a˜o do Teorema 4.11, seja T (u0) < ∞ ou T (u0) = +∞, e com
isso garantir que existe {u(tn, u0)}n∈N ⊂ ∂CX(D1 ∩D2), tal que
lim
tn→T (u0)+
u(tn, u0) = u
∗ ∈ ∂CX(D1 ∩D2) ∩K.
Temos, pela Proposic¸a˜o 4.15, que u∗ /∈ ∂D1 ∪ ∂D2. Ale´m disso, sendo
CX(D1 ∩D2) aberto, tem-se que u∗ /∈ D1 ∩D2.
Para finalizar vamos mostrar que u∗ /∈ (D1\D2) ∪ (D2\D1). De fato,
suponha que u∗ ∈ D1\D2. Por hipo´tese D1 e´ aberto e por u(tn, u0) → u∗
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quando tn → T (u0)+, enta˜o existe δ > 0 e n0 ∈ N tal que u(tn, u0) ∈ Bδ(u∗) ⊂
D1 para todo n ≥ n0. Temos um absurdo, pois u0 ∈ Λ\(Λ1 ∪ Λ2) e assim
para todo t ∈ [0, T (u0))
u(t, u0) /∈ D1\D2 e u(t, u0) /∈ D2\D1.
Portanto, u∗ ∈ X\(D1 ∪D2).
O pro´ximo Teorema e´ uma versa˜o do Teorema 4.21 no caso em que X = H
e´ um espac¸o de Hilbert e a derivada do funcional J ∈ C1(H,R) e´ dada por
J ′(u) = u− A(u), para u ∈ H, onde A : H −→ H e´ um operador.
Primeiramente vamos precisar de um Lema auxiliar que, sob certas condic¸o˜es,
garante a existeˆncia de um campo pseudo-gradiente para o funcional J .
Lema 4.22 Seja J : H −→ R um funcional de classe C1 tal que J ′(u) =
u−A(u). Suponha que D1 e D2 sa˜o subconjuntos de H tais que A(∂D1) ⊂ D1
e A(∂D2) ⊂ D2. Enta˜o, existe um campo pseudo-gradiente de vetores W para
J , o qual torna os conjuntos D1 e D2 invariantes por fluxos decrescente. Ale´m
disso, tem-se ∂D1 ⊂ CH(D1) e ∂D2 ⊂ CH(D2).
Demonstrac¸a˜o. Ver [21] Lema 3.2.
O teorema abaixo sera´ uma ferramenta importante nos pro´ximos cap´ıtulos
para garantir a existeˆncia de treˆs soluc¸o˜es na˜o triviais das quais uma e´ nodal.
Teorema 4.23 Sejam H um espac¸o de Hilbert e J ∈ C1(H,R). Suponha
que
• o funcional J satisfaz a condic¸a˜o (PS) em H;
• J ′(u) = u− A(u) onde A : H → H e´ um operador;
• D1 e D2 sa˜o (c.i.f.d) abertos e convexos de H;
• D1 ∩D2 6= ∅;
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• A(∂D1) ⊂ D1 e A(∂D2) ⊂ D2.
Se existe um um caminho γ : [0, 1] −→ H tal que γ(0) ∈ D1\D2, γ(1) ∈
D2\D1, e
inf
u∈D1∩D2
J(u) > sup
t∈[0,1]
J(γ(t)). (4.26)
Enta˜o, J tem ao menos quatro pontos cr´ıticos localizados da seguinte maneira
u1 ∈ D1 ∩D2 , u2 ∈ D1\D2 , u3 ∈ D2\D1 e u4 ∈ H\(D1 ∪D2).
Demonstrac¸a˜o.
Pelo Lema 4.22 existe um campo pseudo-gradiente W , para o funcio-
nal J , que torna os conjuntos D1 e D2 invariantes por fluxo decrescente
(c.i.f.d). Ale´m disso, ∂D1 ⊂ CH(D1) e ∂D2 ⊂ CH(D2). Portanto, estamos
nas hipo´teses do Teorema (4.21).
Cap´ıtulo 5
Equac¸a˜o de Schro¨dinger
superlinear
Neste cap´ıtulo utilizamos como texto base o artigo de Bartsch, Liu e
Weth [6]. Usando a teoria de (c.i.f.d) desenvolvida no Cap´ıtulo 4 mostramos
a existeˆncia de soluc¸a˜o nodal para equac¸a˜o superlinear de Schro¨dinger (na˜o
autoˆnoma)
 −∆u+ a(x)u = f(u) , RNu ∈ H1(RN) (5.1)
onde f : RN ×R→ R e´ uma func¸a˜o Caratheodory. Ale´m disso vamos supor
que:
(A1) a ∈ L∞loc(RN) e inf
x∈RN
ess a(x) > 0;
(A2) lim
t−→0
f(x, t)
|t| = 0 uniformemente em x;
(A3) existe C > 0 e p ∈ (2, 2∗) tal que
|f(x, t)| ≤ C(1 + |t|p−1) para x ∈ RN , t ∈ R;
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(A4) (Ambrosetti-Rabinowitz) Existe θ > 2 tal que
0 < θF (x, t) < tf(x, t), para x ∈ RN , t ∈ R
onde F (x, t) =
∫ t
0
f(x, t)dt;
(A5) Uma das seguintes condic¸o˜es e´ satisfeita:
(A5.1) ∀M > 0 tem-se
µ({x ∈ RN : a(x) ≤M}) <∞
(A5.2) lim sup
|x|→+∞ |t|≤τ
|f(x, t)|
|t| = 0 , ∀ τ > 0;
(A6) A func¸a˜o t 7−→ f(x, t)|t| e´ na˜o crescente em R\{0}.
Para cada x ∈ RN , um exemplo de uma na˜o linearidade que satisfaz (A2)−
(A4) e (A6) e´ a seguinte:
f(x, t) = a(x)|t|p−2t , ∀ t ∈ R
onde 2 < p < 2∗ e a ∈ L∞(RN) com a(x) ≥ 0 para algum subconjunto
Ω ⊂ RN .
Denotaremos u+, u− como sendo a soluc¸a˜o positiva e negativa, respecti-
vamente. O resultado principal deste cap´ıtulo:
Teorema 5.1 Suponha va´lidas as hipo´teses (A1)-(A6), enta˜o (5.1) possui
treˆs soluc¸o˜es na˜o triviais u+, u− e u˜. Em que, u+ e´ positiva, u− e´ negativa
e u˜ muda de sinal. Ale´m disso, a soluc¸a˜o nodal u˜ tem exatamente dois
domı´nios nodal.
5.1 Preliminares
Inicialmente, para 1 ≤ s ≤ +∞, denotemos por | · |s a norma em Ls(RN).
Agora consideremos o conjunto
E =
{
u ∈ H1(RN) |
∫
RN
a(x)u2 <∞
}
. (5.2)
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Pelo estudo feito no Apeˆndice B, E e´ um espac¸o de Hilbert munido com o
produto interno
〈u, v〉E =
∫
RN
(∇u∇v + a(x)uv) dx , ∀ u, v ∈ E
e a norma induzida || · ||E =
√〈·, ·〉E.
Ale´m disso, E ↪→ H1(RN) continuamente e consequentemente, pela imersa˜o
H1(RN) ↪→ Ls(RN) ser cont´ınua, a imersa˜o E ↪→ Ls(RN) e´ tambe´m cont´ınua
para s ∈ [2, 2∗]. Essas imerso˜es sa˜o compactas, para s ∈ [2, 2∗), caso ocorra
(A5.1), como mostraremos adiante.
Ademais, para R > 0 definimos
BR(u) = {v ∈ E | ||v − u||E < R}.
Lema 5.2 Segue de (A2) e (A3) que ∀ ε > 0 existe K = K(ε) > 0 tal que
|f(t)| ≤ ε|t|+K|t|p−1 , ∀ t ∈ R e p ∈ (2, 2∗). (5.3)
Ale´m disso,
|F (t)| ≤ ε
2
|t|2 + K
p
|t|p , ∀ t ∈ R e p ∈ (2, 2∗). (5.4)
Demonstrac¸a˜o.
Por (A3) temos que existe C > 0 e p ∈ (2, 2∗) tal que
|f(t)| ≤ C(1 + |t|p−1) , ∀ t ∈ R. (5.5)
De (A2) dado ε > 0 existe δ = δ(ε) > 0 tal que |t| ≤ δ tem-se |f(t)| ≤ ε |t|.
Da´ı,
|f(t)| ≤ ε |t|+ |t|p
= ε |t|+ |t|p−1 |t|
≤ ε |t|+ δ|t|p−1
= ε|t|+K|t|p−1
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onde K = δ > 0.
Agora supondo |t| ≥ δ, enta˜o de (5.5)
|f(t)| ≤ C(1 + |t|p−1)
≤ C|t|p−1
(
1
|t|p−1 + 1
)
≤ C|t|p−1
(
1
δp−1
+ 1
)
≤ ε|t|+K|t|p−1
onde K = C
(
1
δp−1
+ 1
)
= K(ε) > 0.
Integrando (5.3) de 0 a s temos
|F (t)| ≤ ε
2
|t|2 + K
p
|t|p , ∀ t ∈ R e p ∈ (2, 2∗). (5.6)
Segue, do Lema 5.2, que o funcional associado ao problema (5.1) dado
por
J : E −→ R
u 7−→ J(u) = 1
2
∫
RN
(|∇u|2 + a(x)|u|2)−
∫
RN
F (u)
esta´ bem definido e e´ de classe C1(E,R) com
J ′(u) · v =
∫
RN
(∇u∇v + a(x)uv)−
∫
RN
f(u)v , ∀ u, v ∈ E.
Portanto pontos cr´ıticos do funcional J sa˜o soluc¸o˜es fracas para o problema
(5.1).
O gradiente de J tem a seguinte forma
∇J : E −→ E
u 7−→ ∇J(u) = u− A(u)
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onde
A : E −→ E
u 7−→ A(u) = [−∆ + a]−1 · f(u).
De fato, para cada u ∈ E temos que J ′(u) : E −→ R e´ linear e cont´ınuo. Por
E ser um espac¸o de Hilbert segue, pelo Teorema da Representac¸a˜o de Riesz,
que existe u´nico ϕ ∈ E tal que
J ′(u) · v = 〈v, ϕ〉E , ∀ v ∈ E. (5.7)
Em outras palavras podemos identificar J ′(u) como ϕ ∈ E, isto e´, J ′(u) = ϕ.
Agora basta determinar explicitamente ϕ. Segue de (5.7) que∫
RN
(∇u∇v + a(x)uv)−
∫
RN
f(u)v =
∫
RN
(∇ϕ∇v + a(x)ϕv) , ∀ v ∈ E,
ou seja, ∫
RN
∇(u− ϕ)∇v + a(x)(u− ϕ)v =
∫
RN
f(u)v , ∀v ∈ E. (5.8)
A expressa˜o (5.8) diz que w = u− ϕ e´ soluc¸a˜o do problema
−∆w + a(x)w = f(u) em RN .
Da´ı,
−∆w + a(x)w = f(u)
⇔ [−∆ + a(x)] · w = f(u)
⇔ u− ϕ = w = [−∆ + a(x)]−1 · f(u)
⇔ ϕ = u− [−∆ + a(x)]−1 · f(u).
Portanto,
J ′(u) = u− [−∆ + a]−1 · f(u) , u ∈ E.
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Uma consequeˆncia de (5.8) e´ que, para cada u ∈ E, A(u) := [−∆+a]−1 ·f(u)
e´ unicamente determinado pela relac¸a˜o
〈A(u), v〉E =
∫
RN
f(u)v , ∀ v ∈ E. (5.9)
Ora, sendo u− ϕ = [−∆ + a(x)]−1 · f(u) := A(u) temos que
〈A(u), v〉E = 〈u− ϕ, v〉E
=
∫
RN
∇(u− ϕ)∇v + a(x)(u− ϕ)v
=
∫
RN
f(u)v , ∀ v ∈ E.
Observac¸a˜o 5.3 Em espac¸o de Hilbert temos que J ′(u) = ∇J(u).
Proposic¸a˜o 5.4 Supondo que ocorre (A5.1), enta˜o para s ∈ [2, 2∗) a imersa˜o
E ↪→ Ls(RN)
e´ compacta.
Demonstrac¸a˜o.
Primeiramente mostraremos que un → u0 em L2(RN) sempre que un ⇀ u0
em E, quando n→ +∞. Para isto, e´ suficiente mostrar que
|un|2 → |u0|2 , quando n→ +∞. (5.10)
De fato, para cada n ∈ N, seja αn = |un|2. Sendo L2(RN) um espac¸o de
Hilbert temos que {un}n∈N ⊂ L2(RN) e´ limitada e
lim inf
n
|un|2 ≥ |u0|2. (5.11)
Assim seja αn → α0 ≥ |u0|2, quando n→ +∞.
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Afirmamos que dado ε > 0 existe R > 0 tal que∫
RN\BR(0)
(un)
2 < ε , ∀ n ∈ N. (5.12)
Suponhamos, por um instante, que vale (5.12), enta˜o∫
RN\BR(0)
(un)
2 +
∫
BR(0)
(un)
2 < ε+
∫
BR(0)
(un)
2 , ∀ n ∈ N,
isto e´,
|un|22 < ε+
∫
BR(0)
(un)
2 , ∀ n ∈ N.
Pela imersa˜o E ↪→ L2loc(RN) ser compacta, bem como de (5.11), tem-se que
|u0|2 ≤ α0 = lim
n
|un|2 ≤ |u0|2 + ε , ∀ ε > 0.
Logo, sendo ε > 0 arbitra´rio, temos (5.10).
Prova de (5.12)
Seja un ⇀ u0 em E, enta˜o {un}n∈N limitada em E. Assim podemos fixar
ε > 0, arbitra´rio, e considerar uma constante M de tal modo que
M >
2
ε
sup
n
||un||2. (5.13)
Ale´m disso, pela imersa˜o cont´ınua E ↪→ Ls(RN)[s ∈ (2, 2∗)], temos que
sup
un∈E\{0}
|un|p2p
||un||2 ≤ C (5.14)
para p ∈
(
1,
N
N − 2
)
.
Por (A5.1) temos que
lim
R→+∞
µ({x ∈ RN\BR(0) : a(x) ≤M}) = 0,
isto e´, existe R0 > 0 tal que R ≥ R0 implica
µ({x ∈ RN\BR(0) : a(x) ≤M}) <
 ε
2C sup
n
||un||2
q (5.15)
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onde q > 0 e´ tal que
1
p
+
1
q
= 1.
Agora, para R ≥ R0, definamos os conjuntos
A = {x ∈ RN\BR(0) : a(x) ≥M} e B = {x ∈ RN\BR(0) : a(x) < M}.
Da´ı, por (5.13), temos∫
A
(un)
2 ≤
∫
A
a(x)
M
(un)
2
≤ 1
M
∫
RN
a(x)(un)
2
≤ 1
M
∫
RN
(|∇un|2 + a(x)(un)2)
=
1
M
||un||2 < ε
2
.
Temos ainda, pela desigualdade de Ho¨lder, por (5.14) e (5.15), que∫
B
(un)
2 ≤
(∫
B
|un|2p
) 1
p
(∫
B
1
) 1
q
= ||un||2
|un|22p
||un||2 [µ(B)]
1
q
≤ ||un||2 sup
un∈E\{0}
|un|p2p
||un||2 [µ(B)]
1
q
< C sup
n
||un||2
 ε
2C sup
n
||un||2
 = ε
2
E assim fica provado que vale (5.12) e com isso un → u0 em L2(RN), quando
n → +∞. Pelo Lema de Lions (Ver Apeˆndice D Lema D.8) conclu´ımos a
demonstrac¸a˜o da Proposic¸a˜o.
5.2 Condic¸a˜o de Palais-Smale em E
Lema 5.5 J satisfaz a condic¸a˜o de Palais-Smale em E.
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Demonstrac¸a˜o.
Considere a sequeˆncia {un}n∈N ⊂ E tal que
J(un)→ c e J ′(un)→ 0 , quando n→ +∞.
Enta˜o, pela condic¸a˜o (A4), para θ > 2 temos
c+ on(1) = J(un)− 1
θ
J ′(un)
=
(
1
2
− 1
θ
)
||un||2 + 1
θ
∫
RN
[f(u)u− θF (u)]
≥
(
1
2
− 1
θ
)
||un||2,
logo {un}n∈N e´ limitada em E. Da´ı, a menos de subsequeˆncia, existe u0 ∈ E
tal que un ⇀ u0 em E e consequentemente
〈un, u0〉E → 〈u0, u0〉E = ||u0||2 , quando n→ +∞.
Da´ı, para concluirmos a demonstrac¸a˜o, e´ suficiente mostrar que
||un||2 → ||u0||2 , quando n→ +∞ (5.16)
pois para cada n ∈ N
||un − u0||2 = ||un||2 − 2 〈un, u0〉E + ||u0||2.
Note que J ′(un) · (un − u0) = on(1), enta˜o
0 ≤ lim sup
n
(||un||2 − ||u0||2) = lim sup
n
〈un, un〉E − 〈u0, u0〉E
= lim sup
n
〈un, un − u0〉E
= lim sup
n
[∫
RN
∇un∇(un − u0) + a(x)un(un − u0)
]
= lim sup
n
[∫
RN
f(un)(un − u0) + on(1)
]
.
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Agora basta mostrar que dado ε > 0 existe n0 ∈ N tal que∣∣∣∣∫
RN
f(un)(un − u0)
∣∣∣∣ ≤ ε , para n ≥ n0.
Suponhamos que ocorra (A5.1), enta˜o segue da Proposic¸a˜o 5.4 que a imersa˜o
E ↪→ Ls(RN), para s ∈ [2, 2∗), e´ compacta, ou seja, un → 0 em Ls(RN).
Logo, de (5.3) e da desigualdade de Ho¨lder, temos∣∣∣∣∫
RN
f(un)(un − u0)
∣∣∣∣ ≤ ∫
RN
|un||un − u0|+K
∫
RN
|un|p−1|un − u0|
≤ |un|2|un − u0|2 +K|un|p−1p |un − u0|p → 0 , quando n→ +∞.
Agora suponhamos que ocorre (A5.2). Seja ε > 0, enta˜o para τ ≥ 1, de
(5.3) e pela desigualdade de Ho¨lder, temos∣∣∣∣∫|un|≥τ f(un)(un − u0)
∣∣∣∣ ≤ ∫|un|≥τ |un||un − u0|+K
∫
|un|≥τ
|un|p−1|un − u0|
≤
∫
|un|≥τ
|un|p−1|un − u0|+K
∫
|un|≥τ
|un|p−1|un − u0|
= (1 +K)
∫
|un|≥τ
|un|p−1|un − u0|
= (1 +K)
∫
|un|≥τ
|un|p−1|un|2∗−2∗|un − u0|
= (1 +K)
∫
|un|≥τ
|un|2∗−1|un|p−2∗|un − u0|
≤ (1 +K)τ p−2∗
∫
|un|≥τ
|un|2∗−1|un − u0|
≤ (1 +K)τ p−2∗|un|2∗−12∗ |un − u0|2∗ .
Portanto, para τ suficientemente grande, sendo p < 2∗, obtemos∣∣∣∣∫|un|≥τ f(un)(un − u0)
∣∣∣∣ ≤ ε3 , ∀ n ∈ N. (5.17)
Por outro lado, de (A5.2) dado ε > 0, existe R > 0 tal que para |x| ≥ R e
u ∈ E tem-se
sup
|u(x)|≤τ
|f(u)|
|u| ≤
ε
3
.
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Enta˜o, para |x| ≥ R e n suficientemente grande, temos que∣∣∣∣∫|un(x)|≤τ f(un)(un − u0)
∣∣∣∣ ≤ ∫|un(x)|≤τ |f(un)| |un − u0|
=
∫
|un(x)|≤τ
|un| |un − u0| |f(un)||un|
≤
∫
|un(x)|≤τ
|un| |un − u0| sup
|un|≤τ
|f(un)|
|un|
≤ |un|2 |un − u0|2 sup
|un|≤τ
|f(un)|
|un|
≤ ε
3
,
ou seja, ∣∣∣∣∫|un(x)|≤τ f(un)(un − u0)
∣∣∣∣ ≤ ε3 , para |x| ≥ R. (5.18)
Ale´m disso, un → 0 em Ls(BR(0)), para s ∈ [2, 2∗), quando n→ +∞. Enta˜o
para |x| ≤ R e n suficientemente grande, usando (5.3) obtemos∣∣∣∣∫|un(x)|≤τ f(un)(un − u0)
∣∣∣∣ ≤ ε3 , para |x| ≤ R. (5.19)
Portanto, de (5.17), (5.18) e (5.19) conclu´ımos que, para n suficientemente
grande, ∣∣∣∣∫
RN
f(un)(un − u0)
∣∣∣∣ ≤ ε.
5.3 Conjuntos invariantes por fluxo descre-
cente
No que segue vamos considerar os cones convexos
E+ = {u ∈ E : u ≥ 0} e E− = {u ∈ E : u ≤ 0}.
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Ademais, para u ∈ E denotamos u+ = max{u, 0} e u− = min{u, 0}. Observe
que se u ∈ E, enta˜o u± ∈ E±. Agora fixemos ε > 0 arbitra´rio e definamos
os conjuntos
D+ε = {u ∈ E | dist(u,E+) < ε} e D−ε = {u ∈ E | dist(u,E−) < ε}
bem como Dε = D+ε ∪D−ε . Note que, Dε e´ sime´trico, isto e´, se u ∈ Dε tem-se
que −u ∈ Dε, fechado e E\Dε conte´m somente func¸o˜es nodais. Ale´m disso,
D+ε e D
−
ε sa˜o subconjuntos abertos e convexos de E.
Lema 5.6 Existe ε0 > 0 tal que para 0 < ε ≤ ε0 vale:
(i) A(∂D+ε ) ⊂ D+ε e toda soluc¸a˜o na˜o trivial u ∈ D+ε de (5.1) e´ positiva;
(ii) A(∂D−ε ) ⊂ D−ε e toda soluc¸a˜o na˜o trivial u ∈ D−ε de (5.1) e´ negativa.
Demonstrac¸a˜o.
item (i)
Seja d :=
1
2
(
inf
x∈RN
a(x)
)
> 0, enta˜o por (5.3) existe K = K(d) > 0 tal
que
|f(t)| ≤ d|t|+K|t|p−1 , ∀ t ∈ R. (5.20)
Ale´m disso,
2d|u− w|22 =
∫
RN
2d|u− w|2
≤
∫
RN
|∇(u− w)|2 +
∫
RN
2d|u− w|2
≤
∫
RN
|∇(u− w)|2 +
∫
RN
a(x)|u− w|2
= ||u− w||2,
ou seja,
|u− w|2 ≤ 1√
2d
||u− w||. (5.21)
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Com isso,
|u−|2 = |u− u+|2 = min
w∈E+
|u− w|2
≤ 1√
2d
(
min
w∈E+
||u− w||
)
=
(
1√
2d
)
dist(u,E+).
De maneira ana´loga, usando a imersa˜o cont´ınua E ↪→ Ls(RN)(s ∈ [2, 2∗]),
temos que
|u±|s ≤ Cs dist(u,E∓) (5.22)
Observe que para v ∈ E
dist(v, E+) = dist(v+ + v−, E+)
≤ dist(v+, E+) + dist(v−, E+)
= dist(v−, E+)
≤ inf
w∈E+
{||v− − w||}
≤ ||v− − 0|| = ||v−||.
Para u ∈ E seja v = A(u) ∈ E, enta˜o por (5.9), (5.20), (5.22), (5.21) ,
imersa˜o cont´ınua e desigualdade de Ho¨lder, tem-se
dist(v, E+)||v−|| ≤ ||v−||2
=
〈
v, v−
〉
E
=
∫
RN
f(u)v−
=
∫
RN
f(u)+v− + f(u)−v−
≤
∫
RN
f(u)−v−
=
∫
RN
f(u+)−v− + f(u−)−v−
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=
∫
RN
f(u−)v−
≤
∫
RN
(d|u−|+K(d)|u−|p−1)|v−|
≤ d|u−|2|v−|2 +K(d)|u−|p−1p |v−|p
≤
(
1
2
dist(u,E+) + K˜ [dist(u,E+)]p−1
)
||v−||
onde K˜ > 0 e´ uma constante. Logo
dist(A(u), E+) ≤ 1
2
dist(u,E+) + K˜ [dist(u,E+)]p−1 , u ∈ E. (5.23)
Afirmac¸a˜o: Existe ε0 > 0 tal que
dist(A(u), E+) ≤ 3
4
dist(u,E+) , ∀ u ∈ D+ε e 0 < ε ≤ ε0. (5.24)
De fato, basta considerar ε0 =
(
1
4K˜
) 1
p−2
. Pois dado u ∈ D+ε , 0 < ε ≤ ε0,
temos que
dist(u,E+) < ε ≤
(
1
4K˜
) 1
p−2
⇒ [dist(u,E+)]p−2 < 1
4K˜
⇒ 0 < 1
4K˜
− dist(u,E+)p−2
⇒ 0 ≤
[
1
4K˜
− dist(u,E+)p−2
]
K˜ dist(u,E+)
⇒ 0 ≤ 1
4
dist(u,E+)− K˜ dist(u,E+)p−1
⇒ 1
2
dist(u,E+) + K˜ [dist(u,E+)]p−1 ≤ 3
4
dist(u,E+).
Da´ı, usando (5.23), conclu´ımos a prova da afirmac¸a˜o.
Agora seja u ∈ D+ε , enta˜o existe {un}n∈N ⊂ D+ε tal que un → u em E,
quando n→ +∞.
Segue da afirmac¸a˜o que
dist(A(un), E
+) ≤ 3
4
dist(un, E
+) <
3ε
4
, ∀ n ∈ N. (5.25)
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Portanto, de (5.25), pela continuidade da func¸a˜o distaˆncia e do operador
A : E → E, segue que
dist(A(u), E+) = lim
n
[dist(A(un), E
+)]
<
3ε
4
< ε,
ou seja, A(D+ε ) ⊂ D+ε .
Por fim, sabendo que ∂D+ε ⊂ D+ε , conclu´ımos que A(∂D+ε ) ⊂ D+ε para
0 < ε ≤ ε0.
Ale´m disso, se u ∈ D+ε (0 < ε ≤ ε0) e´ tal que A(u) = u, enta˜o u ∈ E+.
De fato, caso u /∈ E+ existe δ > 0 tal que dist(u,E+) ≥ δ. Agora escolhendo
ε ≤ δ temos, por A(u) = u e de (5.24), que
ε ≤ δ ≤ dist(u,E+) = dist(A(u), E+) ≤ 3
4
dist(u,E+) < ε
o que e´ um absurdo.
Suponhamos que u˜ ∈ D+ε e´ soluc¸a˜o, na˜o trivial, do problema (5.1) assim
−∆u˜+ au˜ = f(u˜) em RN ,
ou seja,
u˜ = (−∆ + a)−1 · f(u˜) = A(u˜).
Pelo exposto anteriormente segue que u˜ ∈ E+, isto e´, u˜ ≥ 0 em RN . Agora
suponhamos, por absurdo, que exista x0 ∈ RN tal que
u˜(x0) = 0 = inf
x∈RN
u˜(x). (5.26)
Por outro lado, de (A4), f(u˜) ≥ 0 logo
(∆− a)(u˜) = −f(u˜) ≤ 0.
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Pelo Princ´ıpio do Ma´ximo (ver Apeˆndice F Teorema F.2) segue que u˜ e´ cons-
tante em RN . Portanto, de (5.26) tem-se que u˜ ≡ 0 o que e´ uma contradic¸a˜o,
pois estamos supondo u˜ 6= 0.
item (ii)
Ana´logo ao item (i).
Consideremos, como feito no Cap´ıtulo 4, W um campo pseudo-gradiente
de vetores para J , u0 ∈ E0 e o (P.V.I)

d
dt
u(t) = −W (u(t)) , t ≥ 0
u(0) = u0.
onde E0 = E\K com K = {u ∈ E | J ′(u) = 0}.
Seja t 7→ u(t, u0) a curva de fluxo decrescente associada ao campo pseudo-
gradiente W para o funcional J . Agora para D ⊂ E um (c.i.f.d) definamos
CE(D) = {u0 ∈ E | u(t′, u0) ∈ D para algum t′ ∈ [0, T (u0))}.
Ale´m disso, ponhamos
A0 = {v ∈ E | u(tn, v)→ 0 para tn → T (v)}.
Decorre diretamente da definic¸a˜o que A0 ∩ K = {0}, pois se v ∈ K, enta˜o
u(t, v) = v para todo t ≥ 0. Ademais o conjunto A0 e´ aberto.
Lema 5.7 Existe M > 0 tal que ||u(t, v)|| ≤ M para todo t ∈ [0, T (v)) e
todo v ∈ A0. E consequentemente u(t, v) esta´ definida para todo t ∈ [0,+∞).
Demonstrac¸a˜o.
Seja v ∈ A0, enta˜o u(tk, v) → 0 quando tk → T (v). Por tk → T (v),
quando k → +∞, tem-se que dado t′ ∈ [0, T (v)) existe k1 ∈ N tal que tk ≥ t′
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para k ≥ k1. Assim,
J(v) ≥ J(u(t′, v)) ≥ J(u(tk, v))
=
1
2
||u(tk, v)||2 −
∫
RN
F (u(tk, v))
≥ 1
2
||u(tk, v)||2 − ε|u(tk, v)|22 − C(ε)|u(tk, v)|pp
≥ 1
2
||u(tk, v)||2 − εC1||u(tk, v)||2 − C(ε)C2||u(tk, v)||p
= ||u(tk, v)||2
(
1
2
− εC1
)
− C˜||u(tk, v)||p
= ||u(tk, v)||2
[(
1
2
− εC1
)
− C˜||u(tk, v)||p−2
]
Por outro lado, dado η > 0 existe k0 ∈ N tal que k ≥ k0 implica que
||u(tk, v)|| < η.
Portanto, para η =
[(
1
2
− εC1
)
1
C˜
] 1
p−2
, ε <
1
2C1
e k ≥ max{k0, k1}, temos
que
J(v) ≥ J(u(t′, v)) ≥ 0 , ∀ v ∈ A0 , ∀ t′ ∈ [0, T (v)). (5.27)
Segue, pelo Lema A.2 (ver Apeˆndice A), que se {un}n∈N ⊂ E e´ tal que
||un|| → +∞, enta˜o J(un)→ −∞.
Suponhamos que exista {sk}k∈N ⊂ [0, T (v)) tal que ||u(sk, v)|| → +∞
quando k → +∞, enta˜o J(u(sk, v))→ −∞ o que, por (5.27), e´ um absurdo.
Logo existe M1 > 0 tal que, ||u(t, v)|| ≤ M1 para todo t ∈ [0, T (v)). E pela
Teoria de E.D.O em espac¸o de Banach temos que T (v) = +∞.
Suponha que exista {vj}j∈N ⊂ A0 tal que ||u(t, vj)|| → +∞ quando
j → +∞ e t ∈ [0, T (vj)).
Assim para t ∈ [0, T (vj) segue que J(u(t, vj))→ −∞ quando j → +∞ o
que e´ um absurdo, ou seja, existe M2 > 0 tal que ||u(t, v)|| < M2 para todo
v ∈ A0 e t ∈ [0, T (v)).
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Seja M = max{M1,M2} > 0, enta˜o ||u(t, v)|| ≤M para todo t ∈ [0, T (v))
e todo v ∈ A0.
Corola´rio 5.8 Se v ∈ A0, enta˜o ||u(s, v)|| ≤M para todo s ∈ [0, T (v)).
A partir de agora usaremos ε0 > 0 encontrado no Lema 5.6.
Proposic¸a˜o 5.9 Seja 0 < ε ≤ ε0. Enta˜o existe um campo pseudo-gradiente
para J tal que D+ε e D
−
ε sa˜o (c.i.f.d). Ale´m disso,
∂D+ε ⊂ CE(D+ε ) e ∂D−ε ⊂ CE(D−ε ) (5.28)
Demonstrac¸a˜o.
Pelo Lema 5.6 existe ε0 > 0 tal que A(∂D
+
ε ) ⊂ D+ε e A(∂D−ε ) ⊂ D−ε
para 0 < ε ≤ ε0. Sendo J ∈ C1(E,R) e para cada u ∈ E tem-se que
J ′(u) = u − A(u), enta˜o pelo Lema 4.22 (ver Cap´ıtulo 4) existe um campo
pseudo-gradiente de vetores W para J , o qual torna os conjuntos D+ε e D
−
ε
invariantes por fluxo decrescente. Ale´m disso, tem-se ∂D+ε ⊂ CE(D+ε ) e
∂D−ε ⊂ CE(D−ε ).
Lema 5.10 Seja 0 < ε ≤ ε0. Enta˜o D+ε ∩D−ε ⊂ A0. Em particular J(u) ≥ 0
para todo u ∈ D+ε ∩D−ε .
Demonstrac¸a˜o.
Primeiramente mostraremos que
inf
u∈D+ε ∩D−ε
J(u) > −∞. (5.29)
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Para u ∈ D+ε ∩D−ε , de (A4), (5.3) e (5.22), temos
J(u) =
1
2
||u||2 −
∫
RN
F (u)
≥ −
∫
RN
F (u)
≥ −1
θ
∫
RN
f(u)u
≥ −1
θ
∫
RN
(ε|u|+K|u|p−1)|u|
= −1
θ
(
ε|u|22 +K|u|pp
)
≥ −1
θ
[
2ε(|u+|22 + |u−|22) + 2p−1K(|u+|pp + |u−|pp)
]
≥ −1
θ
[
2ε([ε0C2]
2 + [ε0C2]
2) + 2p−1K([ε0Cp]p + [ε0Cp]p)
]
= −1
θ
(22ε[ε0C2]
2 + 2pK[ε0Cp]
p)
onde ε0 > 0 e´ obtido no Lema 5.6. E com isso fica provado (5.29).
Vamos mostrar agora que D+ε ∩ D−ε ⊂ A0. Seja v ∈ D+ε ∩ D−ε , enta˜o se
v ≡ 0 nada a fazer.
Seja v ∈ (D+ε ∩D−ε )\{0}. De (5.28) e por definic¸a˜o D±ε ⊂ CE(D±ε ), tem-se
que D±ε ⊂ CE(D±ε ), ou seja, D+ε ∩D−ε ⊂ CE(D+ε )∩CE(D−ε ) = CE(D+ε ∩D−ε )
e com isso existe t′ ∈ [0, T (v)) para o qual u(t′, v) ∈ D+ε ∩D−ε .
Logo, de (5.29) e por t 7→ J(u(t, v)) ser decrescente, obtemos
−∞ < inf
u∈D+ε ∩D−ε
J(u) ≤ J(u(t′, v)) ≤ J(v) , ∀ v ∈ D+ε ∩D−ε .
Da´ı,
−∞ < inf
v∈D+ε ∩D−ε
J(v). (5.30)
Ale´m disso segue, da Proposic¸a˜o 4.15 (Cap´ıtulo 4) e do Lema 5.6, que
(D+ε ∩D−ε ) ∩K = {0}.
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Neste momento estamos nas condic¸o˜es do Teorema 4.11 (ver Cap´ıtulo 4) com
isso, como feito em sua demonstrac¸a˜o, podemos garantir a existeˆncia de uma
sequeˆncia {tn}n∈N ⊂ [0, T (v)) tal que
lim
tn→T (v)
u(tn, v) = u
∗ ∈ (D+ε ∩D−ε ) ∩K.
Portanto,
lim
tn→T (v)
u(tn, v) = 0.
Mostrando que v ∈ A0.
Agora mostraremos que J(u) ≥ 0 para todo u ∈ D+ε ∩D−ε . De fato, dado
v ∈ D+ε ∩D−ε tem-se que
J(u(t, v)) ≤ J(v) , ∀ t ∈ [0, T (v)).
Seja {tn}n∈N ⊂ [0, T (v)) uma sequeˆncia crescente tal que tn → T (v). Da´ı,
{J(u(tn, v))}n∈N ⊂ R e´ uma sequeˆncia mono´tona decrescente e de (5.30) e´
limitada inferiormente, enta˜o converge para o ı´nfimo, isto e´,
lim
tn→T (v)
J(u(tn, v)) = inf
n∈N
J(u(tn, v)).
Por outro lado, D+ε ∩D−ε ⊂ A0 assim u(tn, v)→ 0 quando tn → T (v). Usando
a continuidade do funcional J e a unicidade do limite temos que
J(v) ≥ J(u(tn, v)) ≥ inf
n∈N
J(u(tn, v)) = 0.
Portanto, J(v) ≥ 0 para todo v ∈ D+ε ∩D−ε , isto e´,
inf
u∈D+ε ∩D−ε
J(u) ≥ 0.
Lema 5.11 Existe R > 0 tal que J(u) ≤ −1 para todo u ∈ C\BR(0), onde
C = {tu : t ≥ 0, u ∈ E}.
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Demonstrac¸a˜o.
Usando o Lema A.2 (ver Apeˆndice A), para v ∈ C, tem-se
J(v) = J(tu) =
t2
2
||u||2 −
∫
RN
F (tu)
≤ t
2
2
||u||2 − tθ|u|θθ + t2|u|22
≤ t
2
2
||u||2 − tθ|u|θθ + t2c˜||u||2,
ou seja, para t → +∞, sendo θ > 2, segue que J(v) → −∞. Logo existe
R > 0 tal que
J(u) ≤ −1 para todo u ∈ C\BR(0).
Demonstrac¸a˜o. Teorema 5.1
Consideremos o conjunto nodal
M = {u ∈ E : u± 6= 0 e J ′(u±) · u± = 0}.
e
β = inf
u∈M
J(u).
De maneira similar, como feito anteriormente, mostra-se queM conte´m todas
as soluc¸o˜es nodais do problema (5.1). Seja {vn}n∈N uma sequeˆncia minimi-
zante em M, isto e´,
lim
n
J(vn) = β.
Para cada n ∈ N, definamos o conjunto
Cn = {tv+n + sv−n : t ≥ 0, s ≥ 0}.
Usando a hipo´tese (A6), por um argumento padra˜o, segue que
J(v±n ) = max
t≥0
J(tv±).
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Com isso
sup
n∈N
J(Cn) = sup
n∈N
J(tv+n + sv
−
n ) , para t ≥ 0, s ≥ 0
= max
t≥0
J(tv+n ) + max
s≥0
J(sv−n )
= J(v+n ) + J(v
−
n ) = J(vn).
Observe que, pelo Lema 5.11, existe Rn > 0 tal que
J(u) ≤ −1 , ∀ u ∈ Cn\BRn(0). (5.31)
Agora, para cada t ∈ [0, 1], definamos o caminho
hn(t) = t
2Rn
||v+n ||
v+n + (1− t)
2Rn
||v−n ||
v−n .
Afirmamos que hn(t) ∈ Cn\BRn(0) para todo t ∈ [0, 1].
De fato, seja t ∈ [0, 1], temos que
||hn(t)||2 =
∥∥∥∥t 2Rn||v+n ||v+n
∥∥∥∥2 +〈t 2Rn||v+n ||v+n , (1− t) 2Rn||v−n ||v−n
〉
E
+
∥∥∥∥(1− t) 2Rn||v−n ||v−n
∥∥∥∥2
=
∥∥∥∥t 2Rn||v+n ||v+n
∥∥∥∥2 + ∥∥∥∥(1− t) 2Rn||v−n ||v−n
∥∥∥∥2
= 4t2R2n + 4(1− t)2R2n
= 4R2n(2t
2 − 2t+ 1)
≥ 4R2n
(
1
2
)
= 2R2n.
Da´ı,
||hn(t)|| ≥ Rn
√
2 ≥ Rn , ∀ t ∈ [0, 1].
Consequentemente
J(hn(t)) ≤ −1 para todo t ∈ [0, 1]. (5.32)
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Portanto, t 7→ hn(t) e´ um caminho conectando
hn(0) ∈ D−ε \D+ε e hn(1) ∈ D+ε \D−ε em Cn\BRn(0).
Ale´m disso, pelo Lema 5.10 e (5.32), temos
sup
t∈[0,1]
J(hn(t)) ≤ −1 < 0 ≤ inf
u∈D+ε ∩D−ε
J(u).
Neste momento estamos nas hipo´teses do Teorema 4.23 (Cap´ıtulo 4) com
isso podemos garantir a existeˆncia de pontos cr´ıticos para o funcional J nos
seguintes conjuntos:
(i) u+ ∈ D+ε \D−ε ;
(ii) u− ∈ D−ε \D+ε ;
(iii) u ∈ E\(D+ε ∪D−ε ).
Usando o Lema 5.6 conclu´ımos que u+ > 0 > u−.
Ate´ agora mostramos a existeˆncia de treˆs soluc¸o˜es para o problema (5.1)
sendo uma positiva uma negativa e uma nodal. Para concluir a demonstrac¸a˜o
do Teorema 5.1 vamos mostrar a existeˆncia de uma soluc¸a˜o nodal de energia
mı´nima que possui exatamente dois domı´nios nodais.
Para isto defina a aplicac¸a˜o cont´ınua
Hn : [0, 1]× [0, 1] −→ E
(t, s) 7−→ Hn(t, s) = shn(t).
Sendo A0, CE(D+ε ) e CE(D−ε ) subconjuntos abertos de E, enta˜o
On = H−1n (A0) , O+n = H−1n (CE(D+ε )) e O−n = H−1n (CE(D−ε ))
sa˜o subconjuntos abertos de Q = [0, 1]× [0, 1]. Ale´m disso,
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(i) {(t, 0) | 0 ≤ t ≤ 1} ⊂ On;
(ii) {(t, 1) | 0 ≤ t ≤ 1} ∩ On = ∅.
Prova de (i)
Segue da definic¸a˜o do conjunto On.
Prova de (ii).
Suponha que exista (t0, 1) ∈ On, 0 ≤ t0 ≤ 1, enta˜o
u(tk, hn(t0))→ 0 quando tk → T (hn(t0))
para alguma {tk}k∈N ⊂ [0, T (hn(t0))]. Ja´ que
On = H−1n (A0) = {(t, s) ∈ Q | Hn(t, s) ∈ A0}.
Portanto, pela continuidade do funcional J , por (5.31) e pela aplicac¸a˜o t 7→
J(u(t, hn(t0))) ser decrescente, temos
0 = lim
tk→T (hn(t0))
J(u(tk, hn(t0))) ≤ J(hn(t0)) ≤ −1
o que e´ um absurdo.
Chegamos nas mesmas hipo´teses do Lema 4.20 (Cap´ıtulo 4) e com isso
podemos garantir a existeˆncia de uma componente conexa Γn de ∂QOn tal
que
{(0, s); 0 ≤ s ≤ 1} ∩ Γn 6= ∅
{(1, s); 0 ≤ s ≤ 1} ∩ Γn 6= ∅.
Temos ainda que
Hn(0, s) = shn(0) ∈ D−ε e Hn(1, s) = shn(1) ∈ D+ε ,
ou seja,
{(0, s) : 0 ≤ s ≤ 1} ⊂ O−n e {(1, s) : 0 ≤ s ≤ 1} ⊂ O+n .
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Observe que pelo Lema 5.10 temos que CE(D
+
ε ) ∩ CE(D−ε ) ⊂ A0.
Afirmac¸a˜o 1: Se (t, s) ∈ Γn ⊂ ∂QOn, enta˜o Hn(t, s) ∈ ∂A0.
Basta mostrar que existem sequeˆncias {Aj}j∈N ⊂ A0 e {Bj}j∈N ⊂ E\A0
tais que
Aj → Hn(t, s) e Bj → Hn(t, s) quando j → +∞.
Seja (t, s) ∈ Γn ⊂ ∂QOn, enta˜o existe {(xj, yj)}j∈N ⊂ On = H−1n (A0) =
{(t, s) ∈ Q | Hn(t, s) ∈ A0} tal que (xj, yj) → (t, s) quando j → +∞
e consequentemente Hn((xj, yj)) ∈ A0 para todo j ∈ N. Da´ı, sendo Hn
cont´ınua, temos
Hn((xj, yj))→ Hn((t, s)).
Agora se (t, s) ∈ ∂QOn temos que existe {(aj, bj)}j∈N ⊂ Q\On tal que
(aj, bj) → (t, s) quando j → +∞ e consequentemente Hn((aj, bj)) ∈ E\A0
para todo j ∈ N. Da´ı, sendo Hn cont´ınua, temos
Hn((aj, bj))→ Hn((t, s)).
Conclu´ımos que Hn(t, s) ∈ ∂A0.
Pela Afirmac¸a˜o 1 e por CE(D
+
ε ) ∩ CE(D−ε ) ⊂ A0 segue que
Γn ∩ O+n ∩ O−n = ∅.
Com isso podemos considerar (tn, sn) ∈ Γn\(O+n ∪ O−n ) e definir
w∗n := Hn(tn, sn) ∈ ∂A0\[CE(D+ε ) ∪ CE(D−ε )].
Recorde que
ω(w∗n) = {v ∈ E : u(tk, w∗n)→ v para alguma tk → T (w∗n)}.
Agora, para cada n ∈ N, vamos mostrar que dado
un ∈ ω(w∗n) ⊂ ∂A0\[CE(D+ε ) ∪ CE(D−ε )]
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tem-se que un e´ soluc¸a˜o nodal do problema (5.1).
Pelo fato de que w∗n ∈ ∂A0 ⊂ A0 e usando o Corola´rio 5.8 temos que
T (w∗n) = +∞.
Afirmac¸a˜o 2: Se T (w∗n) = +∞, enta˜o existe uma sequeˆncia crescente
{sk}k∈N ⊂ [0,+∞) tal que
||J ′(u(sk, w∗n))|| → 0 quando k → +∞.
Primeiramente mostremos a existeˆncia de uma sequeˆncia crescente {sk}k∈N ⊂
[0,+∞) tal que sk → +∞ e[
d
dt
J(u(t, w∗n))
]
t=sk
−→ 0 , quando k → +∞. (5.33)
De fato, basta considerar tk = k e o intervalo [k, k + 1], enta˜o usando o
Teorema do Valor Me´dio (ver Apeˆndice F Teorema F.7) na aplicac¸a˜o t 7→
J(u(t, w∗n)) vai existir sk ∈ [k, k + 1] tal que[
d
dt
J(u(t, w∗n))
]
t=sk
= J(u(tk+1, w
∗
n))− J(u(tk, w∗n))
Sendo {J(u(tk, w∗n))}k∈N decrescente e limitada inferiormente, enta˜o {J(u(tk, w∗n))}n∈N
converge, ou seja, J(u(tk+1, w
∗
n))− J(u(tk, w∗n))→ 0 quando k → +∞.
Com isso,
0 ≤ ||J ′(u(sk, w∗n))||2 ≤ 2 〈J ′(u(sk, w∗n)),W (u(sk, w∗n))〉
= 2
〈
J ′(u(sk, w∗n)),
[
− d
dt
u(t, w∗n))
]
t=sk
〉
= −2
[
d
dt
J(u(t, w∗n))
]
t=sk
.
Logo, de (5.33), temos
||J ′(u(sk, w∗n))|| → 0 quando k → +∞.
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Afirmac¸a˜o 3: Se un ∈ ω(w∗n) para cada n ∈ N, enta˜o un e´ uma soluc¸a˜o
nodal.
De fato, note que (D+ε ∪D−ε ) ⊂ [CE(D+ε )∪CE(D−ε )]. Enta˜o se un ∈ ω(w∗n)
temos que u±n 6= 0. Agora vamos mostrar que J ′(u±n ) ·v = 0 para todo v ∈ E.
Por un ∈ ω(w∗n) temos que u(tk, w∗n)→ un para alguma tk → +∞.
Agora consideremos a sequeˆncia {u(sk, w∗n)}k∈N obtida na afirmac¸a˜o 2 e
usando a unicidade de soluc¸a˜o do (P.V.I) temos que u(sk, w
∗
n) → un em E
quando k → +∞.
Logo, se v ∈ E com ||v|| ≤ 1, temos
0 ≤ ||J ′(un) · v|| ≤ ||J ′(un)|| ||v||
= lim
k→+∞
||J ′(u(sk, w∗n))|| ||v||
≤ lim
k→+∞
||J ′(u(sk, w∗n))|| → 0.
Portanto, J ′(un) = 0 para cada n ∈ N.
Ale´m disso,
β ≤ J(un) = lim
k→+∞
J(u(tk, w
∗
n))
≤ J(w∗n)
≤ sup
0≤t≤1,s≥0
J
(
s
(
t
2Rnv
+
n
||v+n ||
+ (1− t)2Rnv
−
n
||v−n ||
))
≤ sup J(Cn)
= J(v+n ) + J(v
−
n )
= J(vn) = β + on(1).
Resumindo
• J(un) = β + on(1);
• J ′(un) = 0 , ∀ n ∈ N.
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Pela condic¸a˜o PS temos que, a menos de subsequeˆncia, existe u ∈ E tal
que un → u em E. Consequentemente, pela continuidade do funcional J ,
J(u) = β. Usando o Teorema 1.12 (ver cap´ıtulo 1) conclu´ımos que u e´
soluc¸a˜o do problema (5.1).
Afiirmac¸a˜o 4 u tem exatamente dois domı´nios nodais.
Suponhamos, sem perda de generalidade, que existam Ω1, Ω2 e Ω3 domı´nios
nodais para u tais que uχΩ1 > 0 e uχΩ2 < 0. Seja Ω
∗ o domı´nio nodal de u.
Temos que∫
RN
a(x)(uχΩ∗)
2 =
∫
Ω∗
a(x)(u)2 +
∫
RN\Ω∗
a(x)(uχΩ∗)
2 ≤
∫
RN
a(x)(u)2 <∞,
ou seja, uχΩ∗ ∈ E. Na˜o e´ dif´ıcil verificar que uχΩ1∪Ω2 ∈M e
〈J ′(uχΩ∗), uχΩ∗〉 = 〈J ′(u), uχΩ∗〉 = 0. (5.34)
Da´ı, por (5.34) e pela condic¸a˜o de Ambrosetti-Rabinowitz, temos
J(uχΩ∗) =
1
2
||uχΩ∗||2 −
∫
RN
F (uχΩ∗)
≥ 1
2
||uχΩ∗||2 − 1
θ
∫
RN
f(uχΩ∗)uχΩ∗
=
(
1
2
− 1
θ
)
||uχΩ∗||2 > 0.
Portanto,
β ≤ J(uχΩ1∪Ω2) < J(uχΩ1∪Ω2) + J(uχΩ3) ≤ J(u) = β
o que e´ um absurdo.
Observac¸a˜o 5.12 O leitor pode perceber que a te´cnica desenvolvida no Cap´ıtulo
1 pode ser utilizada para a obtenc¸a˜o de soluc¸a˜o nodal para problemas em RN
onde ha´ compacidade, ver Proposic¸a˜o 3.1 em Bartsch, Weth e Willem [5].
Por outro lado utilizando um truncamento adequado sobre a na˜o linearidade
f de um determinado problema em RN , por exemplo
f(t) = 0 ∀ t ≤ 0,
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podemos obter soluc¸a˜o positiva e com um truncamento ana´logo mostra-se
tambe´m a existeˆncia de uma soluc¸a˜o negativa, ambos os casos via Me´todo de
Nehari.
Para o estudo da Equac¸a˜o de Schro¨dinger superlinear utilizamos uma
ferramenta sofisticada que e´ conjuntos invariantes por fluxo decrescente. Po-
der´ıamos utilizar a te´cnica estudada no Cap´ıtulo 1 para resolver este pro-
blema, pore´m ha´ uma ordem cronolo´gica envolvida. O estudo feito no Cap´ıtulo
1 (ver [5]) vem logo apo´s o estudo do problema de Schro¨dinger superlinear
(ver [6]).
Apeˆndice A
Regularidade do Funcional
A.1 Funcional estudado no Cap´ıtulo 1
Agora mostraremos que o funcional I esta´ bem definido e e´ de classe
C1(H10 (Ω),R) com
I ′(u) · v =
∫
Ω
∇u∇v −
∫
Ω
f(u)v , ∀ u, v ∈ H10 (Ω).
Lema A.1
Sob as hipo´teses (f1) e (f4) tem-se que a aplicac¸a˜o t 7−→ f(t) e´ crescente.
Demonstrac¸a˜o.
Pela condic¸a˜o (f1) temos que
lim
t→0
f(t)
|t| = 0. (A.1)
Pela continuidade de f
f(0) = lim
t→0
f(t) = lim
t→0
|t| f(t)|t| = 0.
Agora note que, por (f4) e (A.1) temos
f(t2)
|t2| <
f(t1)
|t1| < 0 (A.2)
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para t2 < t1 < 0. Observe que se
f(t2)
|t2| < 0 enta˜o f(t2) < 0 pois |t2| > 0.
Multiplicando (A.2) por |t1| temos
|t1|f(t2)|t2| < |t1|
f(t1)
|t1| < 0,
assim
f(t2) <
|t1|
|t2|f(t2) < f(t1)
sempre que t2 < t1 < 0. De maneira ana´loga mostra-se que f(t2) < f(t1)
para 0 < t2 < t1.
Lema A.2 Se vale (f3), enta˜o existem c1, c2 > 0 tais que
F (t) ≥ c1|t|θ − c2|t|2 , ∀ t ∈ R.
Demonstrac¸a˜o.
Se t = 0 nada a fazer ja´ que F (t) ≥ 0 para todo t ∈ R. Fixemos, arbitraria-
mente, k0 > 0 e consideremos |t| ≥ k0.
Pela condic¸a˜o (f3) temos que
θ
t
≤ f(t)
F (t)
, t ≥ k0. (A.3)
θ
t
≥ f(t)
F (t)
, t ≤ −k0. (A.4)
Integrado (A.3) de k0 ate´ t, e usando a monotonicidade do logaritmo, obtemos
F (t) ≥ |t|
θ
|k0|θ F (k0) , t ≥ k0.
De maneira ana´loga, integrando (A.4) de t ate´ −k0, temos
F (t) ≥ |t|
θ
| − k0|θ F (−k0) , t ≤ −k0.
Seja m = min{F (k0), F (−k0)} > 0, enta˜o
F (t) ≥ m|k0|θ |t|
θ , |t| ≥ k0.
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Defina c1 =
m
|k0|θ > 0 e c2 = c1 (k0)
θ−2 > 0.
Portanto para |t| ≥ k0 tem-se
F (t) ≥ c1|t|θ − c2|t|2.
Para |t| ≤ k0
c1|t|θ = c1|t|θ−2 |t|2
=
c2
(k0)θ−2
|t|θ−2 |t|2
=
( |t|
k0
)θ−2
c2|t|2
≤ c2|t|2
donde segue que
c1|t|θ − c2|t|2 ≤ 0 ≤ F (t).
Conclu´ımos que
F (t) ≥ c1|t|θ − c2|t|2 , ∀ t ∈ R.
Observac¸a˜o A.3 Para cada u ∈ H10 (Ω)\{0} defina a aplicac¸a˜o
h : [0,+∞) −→ R
t 7−→ h(t) = I(tu).
Segue do Lema A.2 que
I(tu) =
t2
2
||u||2 −
∫
Ω
F (tu)
≤ t
2
2
||u||2 − c1tθ
∫
Ω
|u|θ + c2 t2
∫
Ω
|u|2
≤ tθ
[
t2−θ||u||2
(
c˜+
1
2
)
− c1|u|θLθ(Ω)
]
.
Portanto, sendo θ > 2 e |u|θ
Lθ(Ω)
> 0, temos
I(tu) −→ −∞ sempre que t −→ +∞.
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Lema A.4
Supondo que sejam va´lidas as condic¸o˜es (f1), (f2) e (f4), enta˜o para ε > 0
existe C = C(ε) > 0 tal que
|f(t)| ≤ ε|t|+ C|t|p−1 , ∀ t ∈ R.
Demonstrac¸a˜o.
Dado ε > 0 qualquer, por (f1), existe δ = δ(ε) > 0 tal que
|f(t)| ≤ ε|t| , |t| ≤ δ. (A.5)
Por outro lado, (f2) nos garante que
|f(t)| ≤ |t|p−1 a1 , |t| ≥ R (A.6)
para algum R > 0 fixado. Para |t| ≤ R, pelo Lema A.1, temos que
f(−R) ≤ f(t) ≤ f(R),
enta˜o, |f(t)| ≤ |f(±R)|. Agora consideremos
|f(t)| ≤ max{|f(R)|, |f(−R)|}.
Assim fazendo t = |R| = ±R em (A.6) temos que
max{|f(R)|, |f(−R)|} ≤ a1(R)p−1.
Temos enta˜o,
|f(t)| ≤ a1(R)p−1 para |t| ≤ R. (A.7)
Segue, de (A.5), (A.6) e (A.7), que
|f(t)| ≤ ε|t|+ a1(R)p−1 + a1|t|q−1 , t ∈ R.
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Defina C =
(
a1 +
a1(R)
p−1
(δ)p−1
)
> 0. Portanto,
|f(t)| ≤ ε|t|+ a1(R)
p−1
(δ)p−1
|t|p−1 + a1|t|p−1
= ε|t|+
(
a1 +
a1(R)
p−1
(δ)p−1
)
|t|p−1
= ε|t|+ C|t|p−1 , ∀ t ∈ R.
Observac¸a˜o A.5
Uma consequeˆncia da Proposic¸a˜o A.4 e´ que
|F (t)| ≤
∫
Ω
ε|t|+ C|t|p−1
≤ ε
2
|t|2 + C
p
|t|p , ∀ t ∈ R.
e com isso temos que o funcional associado ao problema (1.1)
I : H10 (Ω) −→ R
u 7−→ I(u) = 1
2
∫
Ω
|∇u|2 −
∫
Ω
F (u)
esta´ bem definido.
Proposic¸a˜o A.6 A aplicac¸a˜o
I1 : H
1
0 (Ω) −→ R
u 7−→ I1(u) = 1
2
∫
Ω
|∇u|2
e´ de classe C1(H10 (Ω),R) com
I ′1(u) · v =
∫
Ω
∇u∇v , ∀ u, v ∈ H10 (Ω).
121
Demonstrac¸a˜o.
Existeˆncia da Derivada de Gaˆteaux
Sabendo que
||u||2 = 〈u, u〉 =
∫
Ω
∇u∇u =
∫
Ω
|∇u|2
enta˜o,
DGI1(u) · v = lim
t→0
I1(u+ tv)− I1(u)
t
=
1
2
(
lim
t→0
〈u+ tv, u+ tv〉 − 〈u, u〉
t
)
=
1
2
lim
t→0
〈u, u〉+ 2 〈u, tv〉+ 〈tv, tv〉 − 〈u, u〉
t
= lim
t→0
(
2t 〈u, v〉
2t
+
t2 〈v, v〉
2t
)
= lim
t→0
(
〈u, v〉+ t 〈v, v〉
2
)
= 〈u, v〉 =
∫
Ω
∇u∇v.
Continuidade da Derivada de Gaˆteaux
Seja {un}n∈N ⊂ H10 (Ω) e u ∈ H10 (Ω) tal que ||un − u|| −→ 0.
Para v ∈ H10 (Ω)\{0}, usando a Desigualdade de Schwarz, tem-se que
|DGI1(un) · v −DGI1(u) · u| = | 〈un, v〉 − 〈u, v〉 |
= | 〈un − u, v〉 |
≤ ||un − u|| ||v||.
Portanto,
||DGI1(un)−DGI1(u)||H−1(Ω) = sup
||v||6=0
|DGI1(un) · v −DGI1(u) · u|
||v|| ≤ ||un−u||
mostrando que
||DGI1(un)−DGI1(u)||H−1(Ω) −→ 0
quando un −→ u em H10 (Ω) e consequentemente a continuidade da deri-
vada de Gaˆteaux do funcional I1. Pelo Teorema F.1 conclu´ımos que I1 ∈
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C1(H10 (Ω),R) com
I ′1(u) · v =
∫
Ω
∇u∇v , ∀ u, v ∈ H10 (Ω).
Proposic¸a˜o A.7 A aplicac¸a˜o
I2 : H
1
0 (Ω) −→ R
u 7−→ I2(u) =
∫
Ω
F (u)
e´ de classe C1(H10 (Ω),R) com
I ′2(u) · v =
∫
Ω
f(u)v , ∀ u, v ∈ H10 (Ω).
Demonstrac¸a˜o. De maneira ana´loga, ao roteiro seguido na proposic¸a˜o an-
terior, vamos mostrar que existe a derivada de Gaˆteaux e depois verificar que
essa derivada e´ cont´ınua e na sequeˆncia aplicar o Teorema F.1.
Fixados u, v ∈ H10 (Ω) arbitra´rios e considerando 0 < |t| < 1 defina, para
cada x ∈ Ω, a func¸a˜o
ρ : [0, 1] −→ R
s 7−→ ρ(s) = F (u(x) + s t v(x))
claramente ρ e´ cont´ınua em [0, 1] e diferencia´vel em (0, 1) pelo Teorema do
Valor Me´dio existe θ ∈ (0, 1) tal que
ρ(1)− ρ(0) = ρ′(θ) (1− 0)
⇔ F (u+ tv)− F (u) = f(u+ θ t v) tv
⇔ F (u+ tv)− F (u)
t
= f(u+ θ t v) v. (A.8)
Integrando sobre Ω e passando ao limite em (A.8), quando t→ 0, temos que
lim
t→0
∫
Ω
F (u+ tv)− F (u)
t
= lim
t→0
∫
Ω
f(u+ θ t v) v. (A.9)
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Afirmac¸a˜o 1:
lim
t→0
∫
Ω
f(u+ θ t v) v =
∫
Ω
f(u) v.
Vamos utilizar o Teorema da Convergeˆncia Dominada de Lebesgue para mos-
tra a afirmac¸a˜o acima.
Seja {tn}n∈N ⊂ (0, 1) tal que tn −→ 0 quando n → +∞ e defina a seguinte
sequeˆncia
gn(x) = f(u(x) + θ tn v(x)) v(x).
Segue da continuidade da f : R −→ R que
gn(x) −→ f(u(x)) v(x) q.t.p em Ω sempre que n→ +∞.
Vamos mostrar agora que a sequeˆncia gn(x) e´ dominada por um elemento
de L1(Ω).
Segue, pelo Lema A.4, que
|gn(x)| ≤ [ε|u(x) + θ tn v(x)|+ C|u(x) + θ tn v(x)|p−1]|v(x)|
≤ ε|u(x)| |v(x)|+ C 2p−1(|u(x)|p−1 |v(x)|+ |v(x)|p).
Segue da Desigualdade de Ho¨lder que ε|u| |v| ∈ L1(Ω). Da Imersa˜o
cont´ınua de H10 (Ω) em L
p(Ω) tem-se que |v|p ∈ L1(Ω) e sendo |u|p−1 ∈
L
p
p−1 (Ω) e |v| ∈ Lp(Ω), utilizando a Desigualdade de Ho¨lder, obtemos |u|p−1 |v| ∈
L1(Ω).
Mostrando que
ε|u| |v|+ C 2p−1(|u|p−1 |v|+ |v|p) ∈ L1(Ω).
Pelo Teorema da Convergeˆncia dominada de Lebesgue segue a afirmac¸a˜o.
Ate´ o momento mostramos a existeˆncia da derivada de Gaˆteaux
DGI2(u) · v = lim
t→0
∫
Ω
F (u+ tv)− F (u)
t
=
∫
Ω
f(u) v.
124
Afirmac¸a˜o 2: A derivada de Gaˆteaux de I2 e´ cont´ınua.
De fato, seja {un}n∈N ⊂ H10 (Ω) e u ∈ H10 (Ω) tal que ||un − u|| −→ 0. Por
imersa˜o cont´ınua un −→ u em Lp(Ω) e com isso segue, do Teorema D.3, que
existe uma func¸a˜o h ∈ Lp(Ω) tal que, a menos de subsequeˆncia,
(a) un(x) −→ u(x) q.t.p de Ω;
(b) |un(x)| ≤ h(x) , ∀n ∈ N.
A partir do item (a) e da continuidade da func¸a˜o f conclu´ımos que
|f(un)− f(u)|
p
p−1 −→ 0 q.t.p em Ω.
Usando o item (b) e o fato de que (a + b)p ≤ 2p · (ap + bp) se 1 ≤ p < ∞ e
a, b ≥ 0 tem-se
|f(un)− f(u)|
p
p−1 ≤ 2 pp−1 (|f(un)|
p
p−1 + |f(u)| pp−1 )
≤ 2 pp−1
[
(ε|un|+ C|un|p−1)
p
p−1 + (ε|u|+ C|u|p−1) pp−1
]
≤ 2 pp−1
[
(2ε)
p
p−1 |un|
p
p−1 + (C)
p
p−1 |un|p + (2ε)
p
p−1 |u| pp−1 + (C) pp−1 |u|p
]
= C1(|un|
p
p−1 + |u| pp−1 ) + C2(|un|p + |u|p)
≤ C1(|h|
p
p−1 + |u| pp−1 ) + C2(|h|p + |u|p).
Claramente, por Imersa˜o Cont´ınua, C2(|h|p + |u|p) ∈ L1(Ω). Lembres-se que
p ∈ (2, 2∗) e note que
|h| pp−1 = |h| |h| 1p−1
onde |h| ∈ Lp(Ω) e |h| 1p−1 ∈ L pp−1 (Ω) sendo p e p
p− 1 expoentes conjugados,
pela Desigualdade de Ho¨lder, segue
|h| |h| 1p−1 ∈ L1(Ω).
De maneira ana´loga mostra-se que |u| pp−1 ∈ L1(Ω). Com isso
C1(|h|
p
p−1 + |u| pp−1 ) ∈ L1(Ω).
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Ate´ o momento mostramos que |f(un)−f(u)|
p
p−1 → 0 q.t.p em Ω e e´ dominada
por uma func¸a˜o de L1(Ω). Pelo Teorema da Convergeˆncia Dominada de
Lebesgue ∫
Ω
|f(un)− f(u)|
p
p−1 −→ 0 , quando n→ +∞. (A.10)
Por fim para v ∈ H10 (Ω)\{0}, usando a Desigualdade de Ho¨lder e imersa˜o,
temos que
|DGI2(un) · v −DGI2(u) · v| ≤
∫
Ω
|f(un)− f(u)| |v|.
≤
(∫
Ω
|f(un)− f(u)|
p
p−1
) p−1
p
(∫
Ω
|v|p
) 1
p
≤
(∫
Ω
|f(un)− f(u)|
p
p−1
) p−1
p
c||v||.
Com isso
sup
||v||6=0
|DGI2(un) · v −DGI2(u) · v|
||v|| ≤ c
(∫
Ω
|f(un)− f(u)|
p
p−1
) p−1
p
.
Portanto de (A.10) conclu´ımos que
||DGI2(un)−DGI2(u)||H−1(Ω) −→ 0
sempre que un −→ u em H10 (Ω). Mostrando que I2 ∈ C1(H10 (Ω),R) e
I ′2(u) · v =
∫
Ω
f(u)v , ∀ u, v ∈ H10 (Ω).
Segue da Proposic¸a˜o A.6 e Proposic¸a˜o A.7 que o funcional I e´ de classe
C1(H10 (Ω),R) com
I ′(u) · v =
∫
Ω
∇u∇v −
∫
Ω
f(u)v , ∀ u, v ∈ H10 (Ω).
126
A.2 Funcional estudado no cap´ıtulo 3
Proposic¸a˜o A.8 O funcional energia I e´ de classe C1(H10 (Ω)) com
I ′(u) · v =
∫
Ω
∇u∇v −
∫
Ω
f(u)v , ∀ u, v ∈ H10 (Ω).
Demonstrac¸a˜o.
Para demonstrar esse resultado usaremos fortemente o Teorema F.1(ver
Apeˆndice F).
De maneira ana´loga ao estudo feito na Proposic¸a˜o A.6 (ver Apeˆndice A)
mostra-se que o funcional
I1 : H
1
0 (Ω) −→ R
u 7−→ I1(u) = 1
2
∫
Ω
|∇u|2 = 1
2
||u||2
e´ de classe C1(H10 (Ω),R) com
I ′1(u) · v =
∫
Ω
∇u∇v ,∀ v ∈ H10 (Ω).
Agora considere o funcional
I2 : H
1
0 (Ω) −→ R
u 7−→ I2(u) =
∫
Ω
F (u).
Pelas considerac¸o˜es no inicio desta sec¸a˜o temos que o funcional I2 esta´
bem definido.
Existeˆncia da derivada de Gaˆteaux
Fixados u, v ∈ H10 (Ω) arbitra´rios e considerando 0 < |t| < 1 defina, para
cada x ∈ Ω, a func¸a˜o
ρ : [0, 1] −→ R
s 7−→ ρ(s) = F (u(x) + s t v(x))
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claramente ρ e´ cont´ınua em [0, 1] e diferencia´vel em (0, 1) pelo Teorema do
Valor Me´dio existe θ ∈ (0, 1) tal que
ρ(1)− ρ(0) = ρ′(θ) (1− 0)
⇔ F (u+ tv)− F (u) = f(u+ θ t v) tv
⇔ F (u+ tv)− F (u)
t
= f(u+ θ t v) v. (A.11)
Integrando sobre Ω e passando ao limite em (A.11), quando t → 0, temos
que
DGI2(u) · v = lim
t→0
∫
Ω
F (u+ tv)− F (u)
t
= lim
t→0
∫
Ω
f(u+ θ t v) v. (A.12)
Afirmac¸a˜o 1:
lim
t→0
∫
Ω
f(u+ θ t v) v =
∫
Ω
f(u) v.
Vamos utilizar o Teorema da Convergeˆncia Dominada de Lebesgue para
mostra a afirmac¸a˜o acima.
Seja {tn}n∈N ⊂ (0, 1) tal que tn → 0 quando n→ +∞ e defina a seguinte
sequeˆncia
gn(x) = f(u(x) + θ tn v(x)) v(x).
Segue da continuidade da f : R −→ R que
gn(x) −→ f(u(x)) v(x) q.t.p em Ω sempre que n→ +∞.
Vamos mostrar agora que a sequeˆncia gn(x) e´ dominada por um elemento de
L1(Ω).
Segue da desigualdade de Trudinger-Moser e desigualdade de Young
|gn| = |f(u+ θ tn v) v| ≤ ceα|u+tnθv|2|v|
≤ ceα(|u|+|v|)2|v|
≤ c
2
(e2α(|u|+|v|)
2
+ |v|2) ∈ L1(Ω).
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Pelo Teorema da Convergeˆncia Dominada de Lebesgue conclu´ımos a prova
da Afirmac¸a˜o 1 e consequentemente a existeˆncia da derivada de Gaˆteaux.
Continuidade da derivada de Gaˆteaux
Seja {un}n∈N ⊂ H10 (Ω) e u ∈ H10 (Ω) tal que ||un − u|| → 0. Pela imersa˜o
cont´ınua e do do Teorema D.3, a menos de subsequeˆncia, existe v ∈ L1(Ω)
tal que
|un(x)| ≤ v(x) q.t.p em Ω e un(x)→ u(x) q.t.p em Ω.
Da´ı, pela desigualdade de Trudinger-Moser
|f(un)− f(u)|2 ≤ c(eαv2 + eαu2) ≤ 2c(e2αv2 + e2αu2) ∈ L1(Ω).
Por outro lado, da continuidade de f , temos que
|f(un)− f(u)|2 → 0 , quando n→ +∞.
Assim, pelo Teorema da Convergeˆncia Dominada de Lebesgue
|f(un)− f(u)|22 =
∫
Ω
|f(un)− f(u)|2 → 0 , quando n→ +∞.
Agora dado v ∈ H10 (Ω)\{0}, pela desigualdade de Schwarz e imersa˜o
cont´ınua, temos
|I ′2(un) · v − I ′2(u) · v| ≤ |f(un)− f(u)|2 |v|2
≤ |f(un)− f(u)|2 k ||v||.
Portanto,
||I ′2(un)− I ′2(u)|| ≤ k|f(un)− f(u)|2 → 0 , quando n→ +∞.
Apeˆndice B
Propriedades do espac¸o E
Primeiramente mostraremos que E e´ um subespac¸o de H1(RN). De fato,
(i) Claramente a func¸a˜o nula pertence a E.
(ii) Seja u, v ∈ E, enta˜o
(a)
1
2u, (a)
1
2v ∈ L2(RN).
Da´ı, pela desigualdade de Ho¨lder, temos
auv = [(a)
1
2u][(a)
1
2v] ∈ L1(RN).
Portanto,∫
RN
a(u+ v)2 =
∫
RN
au2 +
∫
RN
2auv +
∫
RN
av2 <∞.
Logo, (u+ v) ∈ E.
(iii) Seja α ∈ R e u ∈ E, enta˜o∫
RN
a(αu)2 = α2
∫
RN
au2 <∞, (B.1)
ou seja, αu ∈ E.
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Com isso conclu´ımos que E e´ um subespac¸o de H1(RN).
Agora para u, v ∈ E note que a aplicac¸a˜o
〈·, ·〉E : E × E −→ R
(u, v) 7−→ 〈u, v〉E =
∫
RN
∇u∇v + auv
define um produto interno em E. De fato, sejam u, v ∈ E e α ∈ R. As
seguintes propriedades sa˜o satisfeitas
• Positividade:
〈u, u〉E =
∫
RN
|∇u|2 + au2 ≥ 0 , ∀ u ∈ E.
Ale´m disso,
〈u, u〉E = 0 ⇔
∫
RN
|∇u|2 + au2 = 0
⇔
∫
RN
|∇u|2 = 0 e
∫
RN
au2 = 0
⇔ u = 0
• Simetria
〈u, v〉E =
∫
RN
∇u∇v + auv =
∫
RN
∇v∇u+ avu = 〈v, u〉E
• Bilinearidade
Segue da linearidade do gradiente e da integral que
〈u, αv + w〉E = α 〈u, v〉E + 〈u,w〉E
e consequentemente
〈αu+ v, w〉E = α 〈u,w〉E + 〈v, w〉E .
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Logo, 〈·, ·〉E define um produto interno em E.
Proposic¸a˜o B.1 E e´ um espac¸o de Hilbert.
Demonstrac¸a˜o.
Pelo feito anteriormente e´ suficiente mostrarmos que E e´ Banach.
Por (A1) podemos fixar a0 := inf
x∈RN
a(x) > 0 tal que
||u||2E =
∫
RN
(|∇u|2 + a(x)|u|2)
≥
∫
RN
(|∇u|2 + a0|u|2)
≥ min{1, a0} ||u||2H1(RN ),
ou seja,
||u||2E ≥ min{1, a0} ||u||2H1(RN ). (B.2)
Logo E ↪→ H1(RN) continuamente e consequentemente, por H1(RN) ↪→
Ls(RN) ser cont´ınua, temos que a imersa˜o E ↪→ Ls(RN) e´ cont´ınua para
s ∈ [2, 2∗].
Agora considere uma sequeˆncia de cauchy {un}n∈N ⊂ E, ou seja,
||un − um||E → 0 quando m,n→ +∞.
Enta˜o, por (B.2),
||un − um||H1(RN ) → 0 quando m,n→ +∞.
Sendo H1(RN) completo tem-se un → u em H1(RN).
Mostremos que u ∈ E. De fato, note que
||un − u||2H1(RN ) =
∫
RN
|∇(un − u)|2 +
∫
RN
|un − u|2 → 0 quando n→ +∞.
Assim quando n→ +∞∫
RN
|∇(un − u)|2 → 0 e
∫
RN
|un − u|2 → 0.
Como un → u em H1(RN), enta˜o, a menos de subsequeˆncia, obtemos
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• un(x)→ u(x) q.t.p em RN ;
• un → u em L2(RN).
Da´ı, sendo {un}n∈N de cauchy
|[a(x)] 12 (un − um)|22 =
∫
RN
|[a(x)] 12 (un − um)|2
≤
∫
RN
|∇(un − um)|2 +
∫
RN
|[a(x)] 12 (un − um)|2
= ||un − um||E → 0 quando n,m→ +∞.
Sendo {[a(x)] 12un}n∈N de Cauchy, enta˜o podemos extrair uma subsequeˆncia
tal que
|[a(x)] 12unk+1 − [a(x)]
1
2unk |22 <
1
r
. (B.3)
Definindo
gj(x) =
j∑
r=1
|[a(x)] 12unr+1(x)− [a(x)]
1
2unr(x)|
e note que {gj(x)}j∈N e´ uma sequeˆncia crescente que converge pontualmente
para
g(x) = lim
j
gj(x) =
∞∑
r=1
|[a(x)] 12unr+1(x)− [a(x)]
1
2unr(x)|.
Pela desigualdade de Minkowski e (B.3)
|gj|2 ≤
j∑
r=1
|[a(x)] 12unr+1(x)− [a(x)]
1
2unr(x)|2 ≤
j∑
r=1
1
r
≤ 1.
Pelo Teorema da convergeˆncia mono´tona, obtemos que∫
RN
|gj(x)|2 →
∫
RN
|g(x)|2 quando j → +∞
e por |gj|2 ≤ 1 temos que g ∈ L2(RN).
Agora observe que,
|[a(x)] 12unr+j(x)− [a(x)]
1
2un(x)| ≤ gr+j−1(x)− gr−1(x).
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Fazendo j → +∞,
|[a(x)] 12un(x)− [a(x)] 12un(x)| ≤ g(x)− gr−1(x) ≤ g(x). (B.4)
Por outro lado,
|[a(x)] 12u(x)− [a(x)] 12un(x)| ≥ |[a(x)] 12u(x)| − |[a(x)] 12un(x)| (B.5)
De (B.4) e (B.5)
|[a(x)] 12u(x)| − |[a(x)] 12un(x)| ≤ g(x),
ou seja,
|[a(x)] 12u(x)| ≤ |[a(x)] 12un(x)|+ g(x).
Da´ı,
(|[a(x)] 12u(x)|)2 ≤ |[a(x)] 12un(x)|2 + 2[a(x)] 12un(x)g(x) + |g(x)|2.
Pelo fato de que 2ab ≤ a2 + b2 para quaisquer a, b ∈ R, temos
a(x)|u(x)|2 = (|[a(x)] 12u(x)|)2 ≤ 2[|g(x)|2 + ([a(x)] 12un(x))2].
Integrando ambos os membros da u´ltima estimativa tem-se que∫
RN
a(x)|u(x)|2 ≤ 2
∫
RN
[|g(x)|2 + ([a(x)] 12un(x))2] <∞.
Mostrando que u ∈ E, ou seja, E e´ fechado e por H1(RN) ser Banach tem-se
que E e´ Banach.
Apeˆndice C
Teoria do Grau em R
Aqui enunciaremos alguns resultados espec´ıficos. Para um estudo mais
detalhado ver [18] Cap´ıtulo 2.
Definic¸a˜o C.1 (Grau Topolo´gico em R)
Seja f : [a, b] −→ R uma func¸a˜o cont´ınua tal que f(a) 6= y e f(b) 6= y.
Definimos o grau topolo´gico de Brouwer da func¸a˜o f no ponto y, e denotamos
por d(f, [a, b], y), como sendo
d(f, [a, b], y) =

0, (y − f(a)) · (y − f(b)) > 0
sgn(y − f(a)), (y − f(a)) · (y − f(b)) < 0.
Proposic¸a˜o C.2 (Fo´rmula do Produto)
Sejam f1 : [a, b] −→ R e f2 : [c, d] −→ R func¸o˜es cont´ınuas tal que f1(a) 6= y1,
f1(b) 6= y1, f2(c) 6= y2 e f2(d) 6= y2. Enta˜o
d((f1, f2), [a, b]× [c, d], (y1, y2)) = d(f1, [a, b], y1) · d(f2, [c, d], y2).
Proposic¸a˜o C.3 (Dependeˆncia da Fronteira)
Suponha que ϕ = ψ em ∂Ω em que ϕ, ψ ∈ C(Ω,Ω). Enta˜o ∀b /∈ ϕ(∂Ω) =
ψ(∂Ω) tem-se que
d(ϕ,Ω, b) = d(ψ,Ω, b).
Proposic¸a˜o C.4 (Existeˆncia de Soluc¸a˜o)
Seja ϕ ∈ C(Ω,Ω). Se d(ϕ,Ω, b) 6= 0, enta˜o existe x0 ∈ Ω tal que
ϕ(x0) = b.
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Apeˆndice D
Espac¸os Lp(Ω)
Teorema D.1 (Convergeˆncia Dominada de Lebesgue)
Sejam Ω um conjunto mensura´vel de RN e {un}n∈N uma sequeˆncia de func¸o˜es
mensura´veis tal que
(i) un(x) −→ u(x) q.t.p em Ω;
(ii) Existe h ∈ L1(Ω) tal que |un(x)| ≤ h(x) para todo n ∈ N.
Enta˜o,
lim
n→+∞
∫
Ω
un(x) dx =
∫
Ω
u(x) dx.
Demonstrac¸a˜o. Ver [3].
Teorema D.2 (Teorema da convergeˆncia dominada generalizada
de Lebesgue)
Sejam {fn}n∈N uma sequeˆncia de func¸o˜es mensura´veis e {gn}n∈N ⊂ L1(Ω)
satisfazendo
(i) fn(x)→ f(x) q.t.p em Ω;
(ii) gn(x)→ g(x) q.t.p em Ω, com g ∈ L1(Ω);
(iii) |fn(x)| ≤ gn(x) q.t.p em Ω, ∀ n ∈ N;
(iv) |gn − g|1 → 0, quando n→ +∞.
Enta˜o, f ∈ L1(Ω) e |fn − f |1 → 0, quando n→ +∞.
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Demonstrac¸a˜o. Ver [26].
Teorema D.3 (Vainberg)
Sejam (un) uma sequeˆncia em L
p(Ω) e u ∈ Lp(Ω) tal que ||un−u||p −→ 0 para
n −→ +∞. Enta˜o, a menos de subsequeˆncia, existe uma func¸a˜o h ∈ Lp(Ω)
tal que
(a) un(x) −→ u(x) q.t.p de Ω;
(b) |un(x)| ≤ h(x) , ∀k ∈ N q.t.p de Ω.
Demonstrac¸a˜o.
Ver [3].
Lema D.4 Sejam 1 < p <∞, {fn}n∈N uma sequeˆncia limitada em Lp(Ω) e
fn(x) −→ f(x) q.t.p em Ω, enta˜o fn ⇀ f em Lp(Ω).
Demonstrac¸a˜o. Ver [18].
Lema D.5 Sejam p > 1, {fn}n∈N ⊂ Lp(Ω) e {gn}n∈N ⊂ Lp′(Ω) com 1
p
+
1
p′
=
1. Suponha que
fn −→ f em Lp(Ω) e
gn ⇀ g em L
p′(Ω)
para algum f ∈ Lp(Ω) e g ∈ Lp′(Ω). Enta˜o∫
Ω
fngn −→
∫
Ω
fg.
Demonstrac¸a˜o. Ver [18].
Proposic¸a˜o D.6 (Desigualdade de Interpolac¸a˜o)
Se u ∈ Lp(Ω) ∩ Lq(Ω) com 1 ≤ p ≤ q ≤ ∞, enta˜o u ∈ Lr(Ω) para todo
p ≤ r ≤ q. Ale´m disso,
|u|r ≤ |u|θp |u|1−θq
onde 0 ≤ θ ≤ 1 verifica 1
r
=
θ
p
+
1− θ
q
.
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Demonstrac¸a˜o. Ver [23].
Lema D.7 Para cada s > 2, seja {un}n∈N ⊂ Ls(Ω) uma sequeˆncia de
func¸o˜es limitada. Se existir s0 > 2 tal que
|un|s0 → 0 quando n→ +∞.
Enta˜o,
|un|s → 0 quando n→ +∞
para todo s > 2.
Demonstrac¸a˜o.
Primeiramente consideremos o caso em que s > s0 > 2. Fixando t˜ > s,
pela desigualdade de interpolac¸a˜o com α ∈ (0, 1), temos que
|un|s ≤ |un|αs0|un|1−αt˜ .
Por outro lado, da hipo´tese, existe Kt˜ > 0 tal que
|un|αt˜ ≤ Kt˜ , ∀ n ∈ N,
isto e´,
|un|s ≤ |un|αs0(Kt˜)1−α → 0 quando n→ +∞.
Agora consideremos o caso em que s0 > s > 2. Fixando 2 < t < s, e usando
novamente a desigualdade de interpolac¸a˜o com α ∈ (0, 1), segue que
|un|s ≤ |un|αt |un|1−αs0 .
Ale´m disso, por hipo´tese, existe Kt > 0 tal que
|un|t ≤ Kt , ∀ n ∈ N
e com isso conclu´ımos que
|un|s ≤ (Kt)α|un|1−αs0 → 0 quando n→ +∞.
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Lema D.8 (P.L. Lions, 1984)
Seja r > 0 e 2 ≤ q < 2∗. Se {un}n∈N e´ limitada em H1(RN) e
sup
y∈RN
∫
Br(y)
|un|q → 0 , quando n→ +∞,
enta˜o un → 0 em Lp(RN) para 2 < p < 2∗.
Demonstrac¸a˜o. Ver [34]
Teorema D.9 Sejam R > 0, BR = BR(0) e g ∈ L1(RN). Enta˜o,
lim
R→+∞
∫
BR
g(x)dx =
∫
RN
g(x)dx.
Demonstrac¸a˜o.
Considerando a aplicac¸a˜o χBR : RN → R definida por
χBR =
 1, se x ∈ BR0, se x ∈ RN\BR.
Enta˜o, gχBR e´ integra´vel para todo R > 0 e∫
BR
g(x)dx =
∫
RN
gχBR(x)dx (D.1)
Dado x ∈ RN , escolha R0 > 0 de modo que |x| ≤ R0. Desta forma para
R ≥ R0 temos que x ∈ BR e consequentemente g(x)χBR(x) = g(x) o que
implica
g(x)χBR(x)→ g(x) q.t.p em RN quando R→ +∞.
Ale´m disso,
|g(x)χBR(x)| ≤ |g(x)| q.t.p em RN e
∫
RN
g(x)dx <∞.
Pelo Teorema da Convergeˆncia Dominada de Lebesgue,
lim
R→+∞
∫
RN
g(x)χBR(x)dx =
∫
RN
g(x)dx. (D.2)
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De (D.1) e (D.2) segue que
lim
R→+∞
∫
g(x)dx =
∫
RN
g(x)dx.
Lema D.10 (Bre´zis-Lieb, 1983)
Sejam Ω ⊂ RN aberto e {un}n∈N ⊂ Lp(Ω), 1 ≤ p <∞. Se
• {un}n∈N e´ limitada em Lp(Ω);
• un(x)→ u(x) q.t.p em Ω,
enta˜o u ∈ Lp(Ω) e
|un|pp − |un − u|pp = |u|pp + on(1).
Demonstrac¸a˜o. Ver [34].
Apeˆndice E
Espac¸o de Sobolev
Sejam Ω ⊂ RN um conjunto aberto e p ∈ R tal que 1 ≤ p <∞.
Definic¸a˜o E.1 O espac¸o de Sobolev W 1,p(Ω) e´ definido por
W 1,p(Ω) =
 u ∈ L
p(Ω) ∃ g1, g2, ..., gN ∈ Lp(Ω) tal que∫
Ω
u
∂ϕ
∂xi
= −
∫
Ω
giϕ ∀ ϕ ∈ C∞(Ω), ∀ i = 1, 2, ..., N
 .
Denotamos o conjunto
H1(Ω) = W 1,2(Ω)
e mostra-se que a aplicac¸a˜o
N : H1(Ω) −→ R
v 7→ N(v) =
(∫
Ω
|∇v|2 + (v)2
) 1
2
define uma norma em H1(Ω) que por sua vez e´ um espac¸o de Hilbert com
produto interno dado por
〈u, v〉H1(Ω) =
(∫
Ω
∇u∇v + uv
) 1
2
.
Ale´m disso definimos o espac¸o H10 (Ω) = C
∞
0 (Ω)
|| · ||H1(Ω) .
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Teoremas de Imerso˜es
Imerso˜es cont´ınuas
Teorema E.2 Seja Ω um domı´nio regular, m ∈ N e 1 ≤ p < ∞. Enta˜o,
para qualquer j ∈ N ∪ {0}, as imerso˜es abaixo sa˜o cont´ınuas.
(i) Se m <
N
p
:
W j+m,p(Ω) ↪→ W j,q(Ω) , q ∈
[
p,
Np
N −mp
]
;
(ii) Se m =
N
p
:
W j+m,p(Ω) ↪→ W j,q(Ω) , para q ∈ [p,+∞) se 1
p
− m
N
= 0;
(iii) Se m >
N
p
:
W j+m,p(Ω) ↪→ CjB(Ω);
(iv) Se m− 1 < N
p
< m:
W j+m,p(Ω) ↪→ Cj,α(Ω) , α ∈
(
0,m− N
p
)
.
onde CjB(Ω) e´ o subespac¸o de C
j(Ω) formado pelas func¸o˜es que juntamente
com suas derivadas ate´ a ordem j sa˜o limitadas em Ω.
Demonstrac¸a˜o. [3]
Portanto, se N ≥ 3, e´ cont´ınua a seguinte imersa˜o
H1(Ω) ↪→ Ls(Ω) , ∀ s ∈ [2, 2∗] , onde 2∗ = 2N
N − 2 .
Consequentemente
H10 (Ω)
Cont.
↪→ Ls(Ω) , ∀ s ∈ [2, 2∗].
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Imerso˜es de Rellich–Kondrachov
Teorema E.3 Sejam Ω um domı´nio regular e limitado, j ∈ N∪{0}, m ∈ N
e 1 ≤ p <∞. Enta˜o as seguintes imerso˜es sa˜o compactas
(i) Se m <
N
p
:
W j+m,p(Ω) ↪→ W 1,q(Ω) , q ∈ [1, 2∗] ;
(ii) Se m =
N
p
:
W j+m,p(Ω) ↪→ W j,q(Ω) , para q ∈ [1,+∞) se 1
p
− m
N
= 0;
(iii) Se m >
N
p
:
W j+m,p(Ω) ↪→ CjB(Ω);
(iv) Se m− 1 < N
p
< m;
W j+m,p(Ω) ↪→ Cj,α(Ω) , α ∈
(
0,m− N
p
)
.
Demonstrac¸a˜o. ([3])
Portanto se N ≥ 3 e Ω e´ limitado, enta˜o a seguinte imersa˜o e´ compacta
H1(Ω) ↪→ Ls(Ω) , ∀ s ∈ [1, 2∗] .
Se N = 1 ou N = 2, enta˜o
H1(Ω)
Comp.
↪→ Ls(Ω) , ∀ s ∈ [1,+∞).
Consequentemente
H10 (Ω)
Comp.
↪→ Ls(Ω) , ∀ s ∈ [1, 2∗] .
Se N = 1 ou N = 2, enta˜o
H10 (Ω)
Comp.
↪→ Ls(Ω) , ∀ s ∈ [1,+∞).
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Proposic¸a˜o E.4 Se u ∈ W 1,2(Ω), enta˜o u+, u−, |u| ∈ W 1,2(Ω). Ale´m disso,
∇u+ =
{
∇u , se u > 0
0 , se u ≤ 0
∇u− =
{
0 , se u ≥ 0
∇u , se u < 0
∇|u| =

∇u , se u > 0
0 , se u = 0
−∇u , se u < 0
Apeˆndice F
Outros Resultados
Teorema F.1 Sejam X um espac¸o de Banach, E um aberto de X e J :
E −→ R um funcional. Se J possui Derivada de Gaˆteaux para todo u ∈ E e
se, ale´m disso, DGJ : E −→ R e´ cont´ınuo em E, enta˜o J ∈ C1(E,R).
Demonstrac¸a˜o. Dado u ∈ E, sendo E um aberto, u + tv ∈ E para algum
v ∈ E e para todo t ∈ (0, 1). Consideremos a aplicac¸a˜o
f : [0, 1] −→ R
t 7−→ f(t) = J(u+ tv)
Por hipo´tese J tem derivada de Gaˆteaux em todo ponto de E, enta˜o f e´
deriva´vel em (0, 1) e f ′(t) = DGJ(u + tv)v. Segue do Teorema do Valor
Me´dio que existe t0 ∈ (0, 1) tal que f(1)− f(0) = f ′(t0), ou seja,
J(u+ v)− J(u) = DJ(u+ t0v)v (F.1)
Sendo DJG cont´ınuo temos que
∀ε > 0 , ∃δ > 0 tal que ||v||X < δ =⇒ ||DGJ(u+ t0v)−DGJ(u)||X′ < ε
(F.2)
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De (F.1), (F.2) e ||v||X < δ temos
|J(u+ v)− J(u)−DGJ(u)v| = |DGJ(u+ t0v)v −DGJ(u)v|
≤ ||DGJ(u+ t0v)−DGJ(u)||X′ ||v||X
< ε||v||X
donde segue que,
DGJ(u)v = lim||v||−→0
J(u+ v)− J(u)
||v||X
e com isso mostrando que a derivada de Fre´chet existe e J ′(u) = DGJ(u).
Sendo DGJ : E −→ R cont´ınuo tem-se J ′ : E −→ R e´ cont´ınuo.
Teorema F.2 (Princ´ıpio do Ma´ximo)
Sejam Ω ⊂ RN um domı´nio e u ∈ C2(Ω) tal que
∆u+ au ≥ 0 (≤ 0)
com a(x) ≤ 0 em Ω. Se u atinge um ma´ximo positivo (mı´nimo negativo) M
em Ω, enta˜o u ≡M .
Demonstrac¸a˜o. Ver [25].
Teorema F.3 (Teorema de Miranda, 1940)
Sejam Ω = {x ∈ RN : |xi| ≤ R , i = 1, 2, ..., N} e f : Ω −→ RN uma
func¸a˜o cont´ınua satisfazendo
(i) fi(x1, x2, ..., xi−1, R, xi+1, ..., xN) ≤ 0 , ∀ i ∈ {1, 2, ..., N};
(ii) fi(x1, x2, ..., xi−1,−R, xi+1, ..., xN) ≥ 0 , ∀ i ∈ {1, 2, ..., N}.
Enta˜o, existe x ∈ Ω tal que f(x) = 0.
Demonstrac¸a˜o. ver [29].
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Teorema F.4 Seja X um espac¸o de Banach real e suponha que I ∈ C1(X,R)
e´ um funcional satisfazendo a condic¸a˜o (PS)c. Se c ∈ R, ε > 0 e V e´ uma
vizinhanc¸a de Kc = {u ∈ X : I ′(u) = 0 e I(u) = c}, enta˜o existem ε ∈ (0, ε)
e η ∈ C([0, 1]×X,X) tais que, para quaisquer t ∈ [0, 1], vale
(i) η(0, u) = u;
(ii) η(t, u) = u, se u /∈ I−1([c− ε, c+ ε]);
(iii) I(η(t, u)) ≤ I(u);
(iv) η(1, Ic+ε\V ) ⊂ Ic−ε;
(v) η(t, ·) : X → X e´ um homeomorfismo;
(vi) Se I e´ par enta˜o η(t,−u) = −η(t, u).
Demonstrac¸a˜o. Ver [27].
Proposic¸a˜o F.5 Sejam K um compacto e A,B ⊂ K subconjuntos fechados.
Se nenhuma componente conexa de K intersecta, simultaneamente, os sub-
conjuntos A e B, enta˜o existem conjuntos compactos e disjuntos contendo A
e B, digamos KA e KB, tais que K = KA ∪KB.
Demonstrac¸a˜o. ver [33] pag. 12, resultado (9.3).
Teorema F.6 Sejam C, X subconjuntos de um espac¸o me´trico M . Se C e´
conexo e tem pontos em comum com X e com M\X, enta˜o algum ponto de
C pertence a fronteira de X.
Demonstrac¸a˜o. ver [19].
Teorema F.7 (Teorema do Valor Me´dio)
Seja f : [a, b] → R uma func¸a˜o. Se f e´ cont´ınua no intervalo [a, b] e
deriva´vel em (a, b), enta˜o existe c ∈ (a, b) tal que
f(a)− f(b) = f ′(c) · (b− a)
Demonstrac¸a˜o. ver [20].
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