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Abstract
The role of meso- and submesoscale processes for the near-coastal circula-
tion, physical and biogeochemical tracer distributions and oxygen minimum
zone ventilation in the Peruvian upwelling regime is investigated in this the-
sis. A multi-platform four-dimensional observational experiment was carried
out off Peru in early 2013 and is the basis for this thesis. Furthermore a
high-resolution submesoscale permitting physical circulation model is used to
study submesoscale frontal dynamics in more detail. The formation of a sub-
surface anticyclonic eddy and its impact on the near-coastal salinity, oxygen
and nutrient distributions was captured by the observations. The eddy de-
veloped in the Peru-Chile Undercurrent downstream of a topographic bend,
suggesting flow separation as the eddy formation mechanism. The eddy
resulted in enhanced cross-shore exchange of physical and biogeochemical
tracers due to along-isopycnal stirring and offshore transport of core waters.
The core waters originated from the bottom boundary layer and were char-
acterized by low potential vorticity and an enhanced nitrogen-deficit. The
subduction of highly oxygenated surface water in a submesoscale cold fila-
ment is observed by glider-based measurements. The subduction ventilates
the upper oxycline but does not reach into oxygen minimum zone core wa-
ters during the summer observations. Lagrangian floats are used to study
the pathways of newly upwelled water in a regional submesoscale permit-
ting model. The model analysis suggests a gradual warming of the newly
upwelled waters due to surface heat fluxes. The associated density decrease
prevents the floats to enter the density range of the oxygen minimum zone in
summer. However, in winter a density increase is found due to surface cool-
ing and thus it might be possible that submesoscale processes ventilate the
oxygen minimum zone. In the model about 50 % of the newly upwelled floats
leave the mixed layer within 5 days both in summer and winter emphazising
a hitherto unrecognized importance of subduction for the ventilation of the
Peruvian oxycline.
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Zusammenfassung
Ziel dieser Doktorarbeit ist es zu einem tieferen Versta¨ndnis fu¨r die Rolle
von meso- und submesoskaligen Prozessen fu¨r die Zirkulation, die physikalis-
chen und biogeochemischen Tracerverteilungen sowie die Sauerstoffventila-
tion in der ku¨stennahen Sauerstoffminimumzone vor Peru beizutragen. Hi-
erfu¨r wurde eine auf verschiedenen Plattformen basierende vier-dimensionale
Messkampagne im Fru¨hjahr 2013 vor Peru durchgefu¨hrt. Zusa¨tzlich wurde
ein hochauflo¨sendes physikalisches Ozeanzirkulationsmodel, welches Bereiche
des submesoskaligen Regimes explizit auflo¨st, genutzt um submesoskalige
Frontenprozesse im Detail zu untersuchen. Die Formation eines antizyk-
lonalen Wirbels mit Kern unterhalb der Thermokline und dessen Einfluss auf
die ku¨stennahe Salz-, Sauerstoff- und Na¨hrstoffverteilung konnte wa¨hrend
der Messkampange beobachtet werden. Da sich der Wirbel direkt hinter
einer abrupten topographischen Biegung bildet, wird Stro¨mungsablo¨sung
als Wirbelformationsmechanismus vermutet. Auf Grund von mesoskaliger
Vermischung entlang von Isopykanen und dem Transport von Wasser im
Wirbelkern verursacht der Wirbel einen erho¨hten Austausch von physikalis-
chen und biogeochemischen Tracern zwischen dem offenen Ozean und der
Ku¨stenregion. Die Kernwassermassen entstammen der bodennahen turbu-
lenten Grenzschicht und zeichnen sich durch niedrige potentielle Wirbel-
haftigkeit sowie erho¨hten Stickstoffmangel aus. Die Subduktion von mit
Sauerstoff angereichertem Oberfla¨chenwasser innerhalb eines submesoskali-
gen Kaltwasserfilaments wurde von Gleitermessungen aufgezeichnet. Die
Subduktion ventiliert die obere Oxykline, reicht allerdings im Sommer nicht
bis in den Kern der Sauerstoffminimumzone. Mit Hilfe von numerischen
Lagrangschen Partikeln wird der Pfad von frisch aufgetriebenem Wasser in
einem regionalen Ozeanmodel, welches submesoskalige Prozesse teilweise ex-
plizit auflo¨st, untersucht. Die Modeluntersuchungen lassen vermuten, dass
eine kontinuierliche Erwa¨rmung des aufgetriebenen Wasser erfolgt. Die damit
verbundene Reduzierung der Dichte hindert die Partikel im Sommer in den
Dichtebereich der Sauerstoffminimumzone zu gelangen. Im Winter hingegen
wird teilweise eine Erho¨hung der Dichte durch atmospha¨rische Abku¨hlung
beobachtet, welche eine Ventilation der Sauerstoffminimumzone durch sub-
mesoskalige Prozesse ermo¨glichen ko¨nnte. Im Model verlassen ungefa¨hr 50 %
der frisch aufgetriebenen Floats die Deckschicht innerhalb von 5 Tagen. Dies
deutet auf eine bis dahin unerkannte Wichtigkeit von Subduktionsprozessen
fu¨r die Ventilation der peruanischen Oxykline hin.
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1 Introduction
The ocean, as an important component of the Earth’s climate system, stores
and transports heat, freshwater and climate relevant gases such as CO2
(Siedler et al., 2001). In both the atmosphere and the ocean, turbulent
motion drives a large portion of these transports and thus is crucial for the
overall climate system (Wunsch, 2002; Zhang et al., 2014). In the ocean
turbulent processes exist on various length scales (Olbers et al., 2012). They
range from mesoscale eddies with diameters of hundreds of kilometres down
to internal waves with wavelength of centimeters which break and stimulate
diapycnal mixing on millimeter scales.
In the ocean, turbulent motion has traditionally been categorized into
three dynamical regimes: the two-dimensional geostrophic mesoscale, the in-
ternal wave field and the three-dimensional microscale (Ferrari and Wunsch,
2009). In recent years, this traditional dynamical view of three exclusive
types of motions was expanded by including a fourth regime of motion: sub-
mesoscale frontal processes. The latter play an important role in the near
surface ocean dynamics, where the geostrophic balance, which holds if the
horizontal pressure gradient force is balanced by the Coriolis force, breaks
down and ageostrophic effects become important (Thomas et al., 2008; Fer-
rari , 2011; Levy et al., 2012). Submesoscale frontal processes are most pro-
nounced in the weakly stratified mixed layer but also affect the dynamics
within the thermocline (Badin et al., 2011; Ramachandran et al., 2014).
These processes can drive large vertical velocities and thus are crucial for
understanding tracer fluxes between the atmosphere and the ocean interior
(Capet et al., 2008a). Furthermore submesoscale instabilities seem to provide
key mechanisms to connect the three traditional regimes by extracting energy
from the balanced geostrophic motion and supplying it to three-dimensional
turbulence, where it finally dissipates (Taylor and Ferrari , 2009; Molemaker
et al., 2010; Brueggemann and Eden, 2014).
The first idealized basin scale two-layer ocean model with mesoscale ed-
dies was developed by Holland and Lin (1975a,b). Since more than 20 years
mesoscale eddies are found in more realistic basin scale three-dimensional
ocean models (e.g. Treguier et al., 2005) and nowadays there are even high-
resolution global climate models which allow the explicit simulation of meso-
scale eddies in the ocean (Delworth et al., 2012). However, submesoscale
processes are far from being resolved in large-scale long-term simulations
(Fox-Kemper et al., 2011). As submesoscale frontal processes are known to
be important for air-sea gas exchange, and thus for the fluxes of climate
relevant gases, such as CO2 (D’Asaro et al., 2011; Ferrari , 2011), parameter-
izations of the effects of subgridscale processes are needed (Fox-Kemper and
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Ferrari , 2008; Brueggemann and Eden, 2014). Still there are large uncertain-
ties concerning the understanding and the ability to parameterize the effects
of submesoscale variability (Mahadevan et al., 2010; Brueggemann and Eden,
2014). Consequently, the uncertainties influence the predictability of quanti-
ties that are highly affected by the submesoscales, as e.g. mixed layer depth
or the air-sea gas exchange of heat and trace gases (Oschlies , 2002; D’Asaro
et al., 2011; Ferrari , 2011). In order to constrain new parametrizations and
improve or evaluate the existing ones, a deeper process understanding is
needed. However, the recent increase in computational power and the large
cost reduction of computing time made it possible to increase the resolution
of regional ocean general circulation models down to some hundred meters.
Consequently, more and more high resolution regional and idealized model
studies exist that have sufficient resolution to permit submesoscale frontal
processes (Thomas et al., 2008; Gula et al., 2014; Molemaker et al., 2015).
The simulations are restricted to certain regions and are only integrated over
short time periods of several years. Still they can be used to improve our
recent understanding of submesoscale dynamics. However, due to their short
integration time the simulations do not capture long term climate signals
and thus cannot be used for climate predictions.
Submesoscale processes are characterized by short time scales of O(day)
and length scales of O(100 m - 10 km) and thus are hard to capture synop-
tically by traditional shipboard measurement programs. Hydrographic mea-
surements are able to achieve a vertical resolution of several centimeters but
seldom are made closer than ten km apart in the horizontal during large scale
surveys. However, if strong lateral density gradients exist and stratification
is low, the occurrence of submesoscale processes can be expected. First mea-
surements of fronts in the surface mixed layer reach back to the early cam-
paigns of Uda (1938),Cromwell and Reid (1956) and Knauss (1957). Despite
these early observations the scientific interest in surface fronts is a relatively
new phenomenon (Munk et al., 2000; Thomas et al., 2008). This might be re-
lated to the fact that the observations of submesoscale near-surface processes
increased significantly in recent years due to the developement of towed sys-
tems, which enable to measure hydrographic properties with high horizontal
resolution (e.g. Pollard and Regier , 1992; Rudnick and Luyten, 1996; Lee
et al., 2006; Hosegood et al., 2006; Thomas et al., 2013). Nevertheless, it
remains extremely challenging to explore the temporal variability of these
small scale processes by direct measurements.
However, new measurement platforms such as gliders are able to capture
these processes. Although gliders are relatively slow compared to towed ship-
board measurements, they are highly suited to study submesoscale dynamics
as they can be used in fleets to achieve three-dimensional fields of variables.
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Figure 1: Oxygen concentration (a) in µmol/kg in the eastern tropical Pacific
at σθ = 26.8 kg/m
3 as obtained from the MIMOC climatology (Schmidtko
et al., 2013). The red square indicates the region shown in (b) and (c), which
represent the study area of this thesis. Sea surface temperature in ◦C (b) and
surface chlorophyll concentrations (c) in logarithmic form (of unit mg/m3)
from MODIS Aqua satellite measurements on January 25 2013 off Peru.
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One important challenge due to the short time scale of these processes
is to separate temporal and spatial variability, which is difficult with one
single moving sensor platform such as a ship alone. However, with a swarm
of gliders covering a small area it might become possible to separate spatial
from temporal changes.
The Peruvian upwelling regime, as one of the four major eastern bound-
ary upwelling systems, shows pronounced meso- and submesoscale variability
(Fig. 1b,c; Capet et al. 2008b; McWilliams et al. 2009). Mesoscale eddies
and submesoscale filemants have large effects on the horizontal and vertical
transport of momentum, heat and tracers (Klein and Lapeyre, 2009). In
upwelling systems, this variability is thought to induce a net reduction of bi-
ological productivity by exporting nutrients from the productive near-coastal
region into the open ocean (Rossi et al., 2008, 2009; Lathuilie`re et al., 2010;
Gruber et al., 2011; Nagai et al., 2015).
The highly productive Peruvian upwelling regime encompasses the most
intense and shallowest oxygen minimum zone (OMZ) in the ocean (Fig. 1a;
Karstensen et al. 2008; Fuenzalida et al. 2009; Paulmier and Ruiz-Pino 2009).
OMZs are characterized by a sluggish mean circulation and thus mesoscale
eddies are important for ventilating OMZs by means of along-isopycnal stir-
ring (Wyrtki , 1962; Luyten et al., 1983a; Stramma et al., 2010; Hahn et al.,
2014; Brandt et al., 2015). However, so far little is known about the role of
mesoscale eddies for the circulation and ventilation of the near-coastal OMZ
off Peru. Submesoscale frontal processes can drive large vertical velocities
and enhance vertical tracer fluxes in the upper ocean (Capet et al., 2008a).
Due to the vicinity of the well-oxygenated mixed layer and the OMZ waters
below, vertical advective motion driven by submesoscale frontal dynamics
might be a key process for the vertical supply of oxygen into the OMZ off
Peru. However, submesoscale processes and in particular their potential role
for the oxygen ventilation have not been addresses so far.
The focus of this thesis lies on turbulent motion found in the upper ocean
in the Peruvian upwelling regimes. In particular the role of meso- and sub-
mesoscale processes for the near-coastal circulation, tracer distribution and
ventilation of the OMZ is investigated. The following three main scientific
questions will be addressed:
1. How is the near-coastal circulation influenced by meso- and subme-
soscale motion?
2. How do meso- and submesoscale processes impact on the near-coastal
tracer distribution?
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3. What is the role of meso- and submesoscale processes for the near-
coastal oxygen ventilation?
To answer these questions a multi-platform four-dimensional observational
experiment was carried out off Peru in early 2013 which is the basis for
this thesis. Furthermore a high-resolution submesoscale permitting physical
model is used to study submesoscale frontal dynamics in more detail.
This thesis is structured as follows: First the theoretical background is
given in section 2. This includes the definition of key terms used in this
thesis (section 2.1). Then follows the introduction of four different oceanic
regimes and the underlying physics, including mesoscale dynamics (section
2.2), submesoscale frontal processes (section 2.3 and 2.4) as well as the inter-
nal wave and the three-dimensional turbulent regime (section 2.5). The role
of submesoscale frontal processes for the energy cycle are described in section
2.6. In section 2.7 the mathematical framework for turbulent tracer fluxes is
introduced. The role of meso- and submesoscale flows for the biogeochem-
istry is described in section 2.8. The observational dataset and the model
simulation used in this thesis are briefly introduced in section 3. The seasonal
cycle of the Peruvian upwelling regime is described in section 4. Section 5
consists of a manuscript which is under review for Journal of Geophysical
Research - Oceans. The manuscript focuses on the formation of a subsurface
anticyclonic mesoscale eddy in the Peru-Chile Undercurrent and its impact
on the near-coastal salinity, oxygen and nutrient distributions. In section 6
the question whether submesoscale processes ventilate the oxygen minimum
zone off Peru is investigated based on high-resolution glider observations and
regional model simulation output in a manuscript submitted to Geophysical
Research Letters. A summary and a synthesis are given in section 7. The
thesis ends with a conclusion and an outlook on future work.
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2 Theoretical background
2.1 Definition of key terms
In the ocean, turbulent motion over a wide range of scales is found (Olbers
et al., 2012). As these scales often interact it is, in general, not possible
to clearly separate the associated motions. Therefore, it is often helpful to
define different dynamical regimes in which certain of these processes domi-
nate. However, it is necessary to keep in mind that these dynamical regimes
usually interact and the separation should rather be seen as a guide than
an absolute physical constraint. In the following sections, four dynamical
regimes are introduced: meso- and submesoscale variability, internal waves
and the isotropic microscale regime.
2.1.1 Richardson and Rossby number
A common way, to distinguish between different dynamical regimes is to
define non-dimensional numbers that express ratios between two different
processes or quantities. The magnitude of such a non-dimensional number
thus tells which of the quantities or processes dominates over the other. The
Richardson number (Ri) gives the ratio of vertical stability to vertical shear
and is usually defined by Ri = N2/S2, where N2 = −g/ρ0 · ∂ρ/∂z is the
Brunt-Va¨isa¨la¨ frequency, with g being the acceleration due to gravity, ρ the
locally defined neutral density, ρ0 a reference density and S = ((du/dz)
2 +
(dv/dz)2)1/2 is the vertical shear, with u and v being the zonal and meridional
velocity component, respectively. The Rossby number (Ro) gives the ratio
between the inertial and Coriolis forces and is defined by Ro = U/(fL),
where U and L are typical velocity and length scales, respectively and f is
the local Coriolis parameter. The Rossby number can also be approximated
by Ro = ξ/f with ξ the vertical component of the relative vorticity ξ =
∂v/∂x− ∂u/∂y, since ξ ∼ O(U/L).
2.1.2 Rossby and mixed layer radius
The first baroclinic Rossby radius of deformation is defined as Rd = c/f ,
where c is the baroclinic gravity-wave phase speed (e.g. Gill , 1982; Chelton
et al., 1998). In case of uniform stratification the first baroclinic Rossby
radius of deformation can be approximated by Rd = NH/f , where N is
the Brunt-Va¨isa¨la¨ frequency and H the water depth. The Rossby radius
defines the length scale above which baroclinic motion is more influenced
by rotational than gravitational effects. In such a baroclinically unstable
flow the fastest growing waves have a lateral size close to the first baroclinic
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Rossby radius of deformation (Eady , 1949). In recent years the so-called
mixed layer radius RML was introduced as a length scale for submesocale
processes (Thomas et al., 2008). The mixed layer radius is defined as RML =
Nh/f , where N is the average stratification in the mixed layer and h the
mixed layer depth. It defines the typical length scale of geostrophic motion
restricted to the mixed layer (Thomas et al., 2008).
2.1.3 Oceanic fronts
An ocean front is here loosely defined as a location with a strong horizon-
tal buoyancy gradient without any particular threshold being set (Hoskins ,
1982). In the ocean, fronts of various sizes and depth scales exist but it
makes sense to distinguish between two types of fronts. Shallow fronts are
mainly found in the surface mixed layer whereas deep fronts penetrate into
the interior ocean. In general, mixed layer fronts and the shallow parts of
deep fronts exhibit much stronger lateral buoyancy gradients than the fronts
in the ocean interior. This is because the free surface and the strong strat-
ification in the thermocline suppress vertical motion and thus favour fron-
togenesis, the strengthening of a horizontal density gradient by a confluent
flow (Hoskins , 1982). Frontogenesis in the deeper ocean is balanced by over-
turning eddy fluxes which counteract the frontogenesis (Levy et al., 2012).
Thus submesoscale frontal processes are mainly found in the mixed layer. In
section 2.4 the term frontogenesis and its role for cold filament intensification
is described in more detail.
2.1.4 Geostrophic balance
An important concept of ocean dynamics is the so called geostrophic balance.
For a flow with small Rossby numbers (Ro << 1) the horizontal component
of the momentum equation reduces to a balance between the pressure gradi-
ent force and the Coriolis force. The resulting geostrophic flow can be directly
diagnosed from the oceanic pressure field as it flows along lines of constant
pressure. The difference between an observed flow and a geostrophic flow
is called ageostrophic flow. Ageostrophic flow occurs for example at oceanic
fronts, where the geostrophic balance is being disturbed by larger scale con-
fluent flow. A secondary ageostrophic circulation develops to restore the
geostrophic balance (section 2.4). In this thesis geostrophic or ageostrophic
flows are often called ’balanced’ or ’unbalanced’ flows, respectively.
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2.1.5 Potential vorticity and symmetric instability
Ertels potential vorticity (PV) is conserved in the absence of tracer and/or
momentum mixing and is thus a fundamental property in fluid dynamics as
well as an ideal tracer with which to identify and track water masses. PV
can be defined as follows:
q = ωa · ∇b where ωa = fk +∇ × u is the absolute vorticity, where k
is the vertical unit vector and u the velocity vector. The buoyancy is given
by b = −gρ/ρ0, where g is the graviational acceleration, ρ the density and
ρ0 a reference density. Thomas et al. (2013) give a detailed overview of the
different instability types and conditions related to potential vorticity. A
short summary is given here following Thomas et al. (2013).
The PV can be decomposed into a vertical component qvert and a baro-
clinic component qbc:
q = qvert + qbc
with
qvert = ξabsN
2 and qbc = (
∂u
∂z
− ∂w
∂x
)
∂b
∂y
+ (
∂w
∂y
− ∂v
∂z
)
∂b
∂x
where the vertical component of the absolute vorticity is defined as ξabs =
f − ∂u/∂y + ∂v/∂x. Now, assuming geostrophic and hydrostatic balance
(w = 0) the last term of the equation above can be reduced to:
qgbc = −f
∣∣∣∣∂ug∂z
∣∣∣∣2 = − 1f |∇hb|2
When the PV of a geostrophically balanced flow takes the opposite sign of the
Coriolis parameter (qf < 0) the flow is unstable to various instability types
(Hoskins , 1974). If the vertical stratification (N2 = ∂b/∂z < 0) is responsible
for the negative qf , ordinary upright convection, also called gravitational
instability, occurs. However, even a statically stable flow (N2 > 0) can
have negative PV. The vertical component of the absolute vorticity ξabs can
become negative leading to negative PV. This instability is termed inertial
instability and might occur more preferentially close to the equator where f
becomes zero and thus becomes neglectable for the absolute vorticity. If the
baroclinicity of the flow is larger than the vertical vorticity (|fqgbc| > fqvert),
with fqvert > 0, and thus is responsible for lowering the PV, the instability
is called symmetric instability. In section 2.6 the processes occuring along a
symmetrically unstable mixed layer front and their role for the kinetic energy
cascade are discussed in detail.
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2.2 Mesoscale dynamics
At the mesoscale, which here is referred to as horizontal scales larger than
the first baroclinic Rossby radius of deformation of O(10–100 km), the hori-
zontal flow is close to geostrophic balance. The geostrophic scaling is valid at
small Rossby numbers (Ro << 1) and large Richardson numbers (Ri >> 1)
(Thomas et al., 2008). Most of the ocean’s kinetic energy at subinertial
frequencies is contained in the geostrophic mesoscale eddy field (Ferrari and
Wunsch, 2009). Figure 2 shows the surface eddy kinetic energy inferred from
satellite sea level anomaly measurements. Enhanced eddy kinetic energy is
found within the Southern Ocean along the Antarctic Circumpolar Current,
in the western boundary current regions of the subtropical gyres and a weaker
maximum shows up in eastern boundary upwelling systems e.g off California
and Peru (Fig. 2). It is important to note that also subsurface eddies can be
found in the ocean (e.g. McWilliams , 1985; D’Asaro, 1988; Molemaker et al.,
2015). The sea level anomaly signal for such subsurface eddies is often very
weak or not present. This makes it difficult to detect these eddies by satellite
measurements. However, in the Peruvian upwelling regions these subsurface
eddies make an important portion of the mesoscale eddy field (Colas et al.,
2012) and can often only be seen by direct in-situ measurements as shown
in section 5.
Figure 2: Global horizontal distribution of mean eddy kinetic energy in loga-
rithmic form (of unit J/m2) based on altimeter data available by the AVISO
Altimetry Operations Center. Figure is taken from (Xu et al., 2014)
Mesoscale eddies are generated via barotropic and/or baroclinic instabil-
ity, where the former is a horizontal and the latter a vertical shear instability
(Olbers et al., 2012). In the ocean interior baroclinic instability seems to be
the dominant eddy kinetic energy source (e.g. von Storch et al., 2012). The
Eady growth rate, given by ωEady = 0.3f/
√
Ri, is a good proxy for measuring
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baroclinic instability (Eady , 1949; Olbers et al., 2012). Regions of enhanced
Eady growth rates based on hydrographic data are indeed well correlated
with high eddy kinetic energy (Chelton et al., 2007; Vollmer and Eden, 2013;
Thomsen et al., 2014).
In boundary current regions, strong lateral shear exists and barotropic
instabilities and interactions with topography are also important for gener-
ating mesoscale eddies (Gula et al., 2015). It is important to note that even
if unforced mesoscale instabilities such as baroclinic and barotropic instabil-
ity are mainly used to describe the generation of mesoscale eddies, several
recent studies point out the importance of submesoscale instabilities and up-
scale energy transfer for the generation of mesoscale features (Molemaker
et al., 2015). This will be discussed in more detail later as it is of relevance
for the eddy formation described in section 5. Mesoscale eddies further play
an important role for the along-isopycnal tracer transport due to mesoscale
stirring (section 2.7) and modulate biogeochemical processes (section 2.8).
2.3 Submesoscale frontal processes
Submesoscale frontal processes operate on lateral scales smaller than mesoscale
eddies but are still influenced by rotation and stratification as they are char-
acterized by Ro and Ri of O(1) (Thomas et al., 2008; Levy et al., 2012).
Figure 3a,b taken from (Thomas et al., 2008) shows the local Ro and Ri
within a simulated flow field. Note the increase and decrease of the Ro
and Ri, respectively in specific areas (e.g. at x = 14 - 22 km and y = 35
km). In submesoscale flows the relative vorticity ξ becomes comparable to
the planetary vorticity f since Ro = U/(fL) = ξ/f = O(1). Different to
mesoscale flows, submesoscale flows are only partly geostrophically balanced
as advection of momentum plays a significant role.
The horizontal velocity or density gradients associated with submesoscale
flows are found at a typical length scale L, which we want to derive here
following (Thomas et al., 2008). This length scale is given by L = U/f
as ξ ∼ U/L and Ro = U/(fL) = O(1). Assuming thermal wind balance
U ∼ byh/f ; the horizontal velocity scale U can be related to the lateral
buoyancy gradient by and the mixed layer depth h, the vertical scale at
which the velocity and lateral buoyancy gradients are dominant. It follows
that L = byh/f
2. Using now the relationship between the lateral and vertical
buoyancy gradients at an adjusted front N2 = b2y/f
2 (Tandon and Garrett ,
1994) the typical length scale can also be expressed in terms of stratification
L = Nh/f , where N is the depth averaged Brunt-Va¨isa¨la frequency and
h a depth scale, which is often the mixed layer depth. Note the similarity
to the first baroclinic Rossby radius of deformation describing mesoscale
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motion, where h represents the full water depth. This results in a length
scale L = 2.15 km using typical values for the mixed layer depth of h = 15
m, N = 5× 10−3s−1 and the Coriolis parameter f = 3.5× 10−5 found during
the summer season in the Peruvian upwelling regime (Koehn, 2014).
The inverse of the growth rate ωgrowth of baroclinic mixed layer insta-
bilities given by 1/ωgrowth =
√
Ri/f is often used as a typical time scale of
submesoscale variability. This results in a typical time scale of O(1/f) since
Ri = O(1) (Thomas et al., 2008). Both, the time and the length scale of
submesoscale motion are influenced by the Coriolis parameter. This implies
that submesoscale processes have longer timescales and larger lateral scales
closer to the equator. Thus, a definition of submesoscale processes based on
fixed length scales can be misleading because submesoscale flows are defined
by their dynamics and the associated time and length scale vary with latitude
and mixed layer properties.
Thomas et al. (2008) describe three different mechanisms that are respon-
sible to generate submesoscale motions:
1) Unforced instabilities are one mechanism to generate submesoscale
variability. If strong winds pass an oceanic frontal region, the enhanced
wind-stress results in enhanced vertical mixing within the upper ocean and
a deepening of the mixed layer. During the wind event the stratification in
the upper ocean is reduced, but lateral density gradients can still be present.
Weak stratification, strong lateral density fronts and thus strong vertical
shear are favorable conditions for submesoscale baroclinic instabilities as the
Ri becomes small. Various studies have treated the unforced baroclinic insta-
bility problem at low Ri (Stone, 1966, 1970, 1972; Haine and Marshall , 1998;
Boccaletti et al., 2007). More recent studies also highlight the importance of
barotropic instabilities at submesoscale fronts which are driven by strongly
laterally sheared flow (e.g. Gula et al., 2014).
2) Forced instabilities can grow under persistent atmospheric surface forc-
ing. When wind blows in the direction of a frontal jet (i.e down-front), the as-
sociated ageostrophic Ekman transport within the mixed layer results in the
advection of denser water over lighter water, which leads to convective driven
mixing. The associated redistribution of buoyancy can drive a geostrophy-
restoring ageostrophic secondary circulation which further strengthens the
front (Thomas and Lee, 2005a). Strong near surface loss of buoyancy as a
result of air-sea heat flux also favors submesoscale variability as it decreases
the Ri (Haine and Marshall , 1998). The role of forced instabilities along sub-
mesoscale mixed layer fronts for the dissipation of kinetic energy is further
discussed in section 2.6.
3) Frontogenesis, the intensification of a density front (Hoskins (1982),
see more details in next subsection 2.4), is another mechanism to gener-
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Figure 1. A region in the model domain where spontaneous frontogenesis has set up large shear and
relative vorticity, strain rates and a strong ageostrophic secondary circulation. (a) Surface density (kg
m−3), (b) vertical velocity at 15 m depth (mm s−1), (c) surface u, v velocities, (d) vertical section through
the front at x = 16 km showing vertical velocity (red indicates upward, blue downward) and isopycnals
(black), (e) Ro = ζ/f , (f) S/f , (g) gradient Ri, and (h) (A − |S|)/f with the zero contour shown as a
dark black line. Light black contours indicate surface density.
motion, such as flows affected by buoyancy fluxes or fric-
tion at boundaries. We will use the results from a numerical
model to individually demonstrate the above submesoscale
mechanisms. Even though the submesoscale conditions are
localized in space and time, the mesoscale flow field is cru-
cial in generating them. In the ocean, it is likely that more
than one submesoscale mechanism, and mesoscale dynamics,
act in tandem to produce a complex submesoscale structure
within the fabric of the mesoscale flow field.
2.2. Frontogenesis
Consider the flow field generated by a geostrophically bal-
anced front in the upper mixed layer of the ocean, overlying
a pycnocline. As the front becomes unstable and meanders,
the nonlinear interaction of the the lateral velocity shear and
buoyancy gradient, locally intensify the across-front buoy-
ancy gradient. Strong frontogenetic action pinches outcrop-
ping isopycnals together, generating narrow regions in which
the lateral shear and relative vorticity become very large,
and the Ro and Ri become O(1). At these sites, the lat-
eral strain rate S ≡ ((ux − vy)2 + (vx + uy)2)1/2 is also
large, and strong ageostrophic overturning circulation gen-
erates intense vertical velocities. In Fig. 1, we plot the
density, horizontal and vertical velocities, strain rate, Ro,
and Ri from a frontal region in a model simulation. The
model was initialized with an across-front density variation
of 0.27kg-m−3 across 20 km, (i.e., |by| ≈ 10−7s−2) over a
deep mixed layer extending to 250m and allowed to evolve
in an east-west periodic channel with solid southern and
northern boundaries. Submesoscale frontogenesis is more
easily seen when the mixed layer is deep, as the horizontal
scale, which is dependent on H, is larger and more read-
ily resolved in the numerical model. Here, the mixed layer
is taken to be 250m deep in order to exaggerate frontoge-
nesis. As the baroclinically unstable front meanders, the
lateral buoyancy gradient is spontaneously, locally intensi-
fied in certain regions, as in Fig. 1, generating submesoscale
conditions at sites approximately 5 km in width. This mech-
anism is ubiquitous to the upper ocean due to the presence
of lateral buoyancy gradients and generates submesoscales
when intensification can proceed without excessive frictional
damping, or in a model with sufficient numerical resolution
and minimal viscosity.
2.3. Unforced instabilities
The instabilities in the mixed layer regime where Ro =
O(1) and and Ri = Ro−1/2 = O(1) are different from
the geostrophic baroclinic mode in several respects. The
ageostrophic baroclinic instability problem of a sheared ro-
tating stratified flow in thermal wind balance with a con-
stant horizontal buoyancy gradient was investigated using
hydrostatic [Stone, 1966, 1970] and non-hydrostatic equa-
tions [Stone, 1971] for finite values of Ro. Molemaker et al.
Figure 3: Numerical simulation of a front undergoing frontogenesis. Two
specific areas are of interest here (x1 = 14 − 22 km, y1 = 35 km and
x2 = 8 km, y2 = 17.5 − 25 km), where cold filamentary intensification oc-
curs. (a) Surface density, (b) vertical velocity, (c) surface u,v velocities, (d)
vertical section of vertical velocity, (e) Rossby number, (f) Lateral strain
rate Sstrain = ((
∂u
∂x
− ∂v
∂y
)2 + ( ∂v
∂x
+ ∂u
∂y
)2)1/2 divided by Coriolis parameter f,
(g) gradient Ri and (h) stability criteria for unbalanced instability mode:
(A− | Sstrain |)/f . The criteria is met if the difference between the absolute
v rticity (A = f+ ∂v
∂x
− ∂u
∂y
) and the agnitude of the strain rate a ges sign
within the domain. For more details see (Molemaker et al., 2005; Thomas
et al., 2008). Figure is taken from (Thomas et al., 2008)
ate submesoscale variability. When a geostrophically balanced mixed layer
front becomes unstable and starts to meander, regions with horizontal con-
vergence and divergence are formed leading to a large lateral strain rate
Sstrain = ((∂u/∂ − ∂v/∂y)2 + (∂v/∂x+ ∂u/∂y)2)1/2 and Ri and Ro of O(1).
An ageostrophic secondary circulation develops which is associated with en-
hanced vertical velocities (Fig. 3b,d).
In he real oc n these different types of generation processes exist often
simultaneously making it difficult to distinguish between them. In summary,
subm soscale processes can be expected to play an important role if strong
lateral density gradients resulting in strong vertical shear are accompanied
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by weak stratification and strong atmospheric buoyancy loss.
2.4 Frontogenesis and cold filamentary intensification
Submesoscale variability covers a relatively broad range of scales including
symmetric instabilities at some hundred meter scales to features such as
filaments which have a typical length scale of several tens of kilometers but
are only a few kilometres broad. Filaments play a key role in upwelling
regimes as they transport productive coastal water offshore and downwards
(Rossi et al., 2008, 2009; Nagai et al., 2015). Off the coast of Peru, cold
filaments are uniquitous features seen in sea surface temperature fields and
thus their dynamics will be described shortly.
example, a time-varying vorticity field with compact sup-
port and finite circulation has a far-field velocity that is
dominated by strain and can be locally Taylor-expanded
around the frontal location, (x, y, z) = 0, as a dynamically
inconsequential uniform velocity plus the deformation flow
ud plus higher-order spatial-polyno ial components.
[7] Now consider the evolution of a localized flow pertur-
bation u = (u, v, w), and its associated normalized pressure
fluctuation 8 = p/r0 nd buoyancy field b = g(1  r/r0) in
the presence of ud . r is the density field, and r0 is its mean
value. To focus attention on the sharpening x gradients, we
assume for simplicity that the local flow perturbat on is
initially invariant in y; if so it will remain so for all time if
we neglect possible three-dimensional instabilities. We
transform the two-dimensional Boussinesq equations from
(x, z, t) to (X, Z = zeb, t), anticipating that frontogenesis and
filamentary intensification will often sharpen gradients in z
as well as x: D[u]  fv + eb@X8 = au; D[v] + fu = av;
D[w]  b + eb@Z8 = 0; & D[b] = 0; @Xu + @Zw = 0. D =
@t + u@X + (w + aZ)@Z is the material derivative in (X, Z, t)
where the advection by ud is implicit [McWilliams et al.,
2009]. We decompose b into its horizontal average hbi (Z, t)
and deviation b0(X, t), with hbi (z, 0) = N2z.
[8] We choose initial conditions with a surface-intensified
b0(x, z, 0); a v(x, z, 0) in hydrostatic, geostrophic balance
( f@Zv = @X b
0); and no ageostrophic secondary circulation
(u = w = 0). With a(0) = 0, this is a stationary state. We
specify a(t) as an increasing function that asymptotes to
a0 > 0 and induces frontogenesis and filamentary intensi-
fication. (Its ramp-up over an interval of about 0.2a0
1
diminishes inertia-gravity wave excitation that would result
from abrupt deformation.) Boundary conditions are w = 0 at
the upper surface Z = 0 and vanishing perturbation
velocity as Z!1 and X! ±1. The problems of interest
are frontogenesis with initial b0fro(x, z) = v0 f‘0h0
1 exp[z/h0]
erf [x/‘0] and filamentary intensification with b
0
fil(x, z) =
b0fro(x + d, z) b0fro(x  d, z) where d = ±1.25‘0 is chosen
so that the filament has a single extremum in b0 and approx-
imately the same initial v and shear magnitudes as in the
frontal initial condition (Figure 2). The sign of d determines
the sign of the filamentary buoyancy perturbation; e.g.,
d > 0 is a positive (light, hot) anomaly. We choose parameter
values relevant to submesoscale structures in subtropical
oceans: v0 = 0.1 ms
1, h0 = 33 m, ‘0 = 5 km, f = 10
4 s1,
N = 1.1 102 s1, and a0 = 106. The associated buoyancy
scale is b0 = v0 f‘0/h0 = 1.5  103 m s2 and temperature
scale is T0 = b0/Ag = 0.8 C (forA=@Tln[r]	 2 104 C1).
[9] A common but severe dynamical approximation is
quasigeostrophy (QG), where f@Zv = @X b
0 exactly and
ageostrophic advection is neglected in D. A further approx-
i ation is surface QG (SQG), where additionally the inte-
rior QG potential vorticity is persistently zero (q = @Xv +
f@Zb
0/N2 = 0). The SQG solution to our posed problem is
very simple for bot frontogenesis and filamentary intensi-
fication. The surface buoyancy perturbation is invariant in
the transformed coordinates, b0(X, 0, t) = b0(x, 0, 0), hence
its x scale shrinks in time as eb, and its gradient j@x b0j
increases as eb. The interior v(X, Z, t) and b0(X, Z, t) are also
Figure 1. RADARSAT SAR image of the Santa Barbara
Channel at 1400 UT on January 8, 2003. The area is 100 k
by 110 km. The image was provided by B. Holt, Jet
Propulsion Laboratory, and processed at the Alaska Satellite
Facility. (Copyright by the Canadian Space Agency (2003)).
Figure 2. (left) Sketches of surface frontogenesis and (right) cold filamentary intensification (d < 0).
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Figure 4: Sketches of surface frontogenesis (left) and cold filamentary in-
tensification (right). On the right, a two-dimensional dense surface filament
is undergoing frontogenesis in an external horizontal deformation flow (dot-
ted–dash arrows) with uniform horizontal strain rate. Buoyancy contours
(heavy solid lines) bulge up in the center, as labeled by ”light” and ”heavy”.
The approximately geostrophic longitudinal flow y (thin arrows) consists of
a double jet. The ageostrophic secondary circulation (u, w) in the transverse
plane (thick arrows) has central downwelling and peripheral upwelling, sur-
face horizontal convergence, and subsurface horizontal divergence. Vortex
stretching generates cyclonic vertical vorticity in the center and weaker an-
ticyclonic vorticity on the edges. Figure is taken from (McWilliams et al.,
2009, 2015) with modified text.
Filaments can be described as an elongated double frontal system which
can be separated into warm and cold filaments. To better understand the
dynamics involved in the development of cold filaments, it is helpful to re-
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capitulate the mechanisms that are responsible for the strengthening of a
density front by a confluent large scale flows, called frontogenesis.
Frontogenesis has been studied in the atmospheric context for decades
(Hoskins , 1982) but also occurs in the upper ocean (Lapeyre et al., 2006;
Capet et al., 2008c). A sketch of this surface frontogenesis is shown in Figure
4a. Frontogenesis is caused by an external horizontal flow that deforms the
flow field and yields strong horizontal density gradients. This deformation
is responsible that the flow along the front has to accelerate. This accelera-
tion drives an ageostrophic secondary circulation develops that restores the
geostrophic balance of the front. Downwelling on the dense and upwelling
on the light side of the front are typical characteristics of this secondary
circulation (Fig. 4a). In the case of cold filamentary intensification (Fig.
4b), two fronts are aligned next to each other such that the center of this
double front system is cold. Associated with these two fronts are two jets
along each of the front resulting in large horizontal shear. Each of the two
fronts contributes to the downwelling in the center of the front. This central
downwelling is accompanied with a broader peripheral upwelling due to sur-
face horizontal convergence and subsurface horizontal divergence. One open
question is: Which factors ultimately limit the growth of frontogenesis when
the straining deformation persists? This can be achieved by balanced insta-
bilities as suggested by (McWilliams and Molemaker , 2011). Another more
recent suggestion is that turbulence in the mixed layer and the associated
momentum fluxes have to be taken into account when studying the arresting
of frontogensis (Gula et al., 2014; McWilliams et al., 2015).
2.5 Internal waves and three-dimensional microscale
turbulence
Surface waves found at the interface between the atmosphere and the ocean
are a well known phenomenon for everyone looking at the ocean. However,
also below the sea surface so-called internal waves are present, which lead to
up- and downward motions in the water column. Internal waves propagate
through the ocean interior and transport energy in the horizontal and vertical
plane (Mueller and Briscoe, 2000).
Internal waves can be classified by their restoring forces, namely gravity
or the Coriolis force. Gravity waves have a frequency close to the buoyancy
frequency N and can only exist if a vertical density gradient is present.
If the Coriolis force is the main restoring force, internal waves are called
near-inertial waves with a frequency near f . However, more common are so-
called internal inertial-gravity waves, which are influenced both by gravity
and the Coriolis force. The period of free internal gravity waves is limited
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by the buoyancy period 2pi/N , which has a typical range of 15 min in the
upper ocean to several hours at greater depth, and by the inertial period
2pi/f ≥ 12 h (Olbers et al., 2012).
Internal waves can have various wavelengths ranging from several thou-
sand kilometers down to centimeters. Fluctuating wind stress, tides and
flow-topography interactions can generate internal waves (Wunsch and Fer-
rari , 2004). These propagate through the ocean where they interact with
each other e.g. by resonant interaction (Mueller and Briscoe, 2000). Finally,
small-scale internal waves can break, which results in turbulence and diapyc-
nal mixing (Munk , 1966). Given that the internal waves provide an important
energy source for the internal diapycnal mixing, they play an important role
in the energy budget of the ocean circulation (Wunsch and Ferrari , 2004).
An important internal wave breaking mechanism is the so-called Kelvin-
Helmholtz instability. It refers to the growth of small perturbations generated
by the vertical shear of the horizontal velocity, which are not damped by the
stratification. Mathematically the condition for Kelvin-Helmholtz instability
to occur in a vertically sheared flow would be that Richardson numbers is
below 1/4. This instability causes small-scale density overturns during the
wave breaking which results in three-dimensional turbulence and diapycnal
mixing (e.g. Smyth et al., 2001). This diapycnal mixing is important for
tracer fluxes across isopycnals. Diapycnal mixing is crucial for the global
ocean circulation as it results in a downward heat transport and allows the
cold and dense water found in the deep ocean to upwell (Wunsch and Ferrari ,
2004).
2.6 Submesoscale routes to dissipation
The ocean gains kinetic energy at large scales due to atmospheric and tidal
forcing (Wunsch and Ferrari , 2004). Finally, this kinetic energy dissipates at
molecular scales and is transferred into heat and potential energy (Wunsch
and Ferrari , 2004). The processes that accomplish the transfer of energy
are not well understood. One major question in understanding global ocean
dynamics is: How is the kinetic energy gained by the large scale forcing
transported towards the smaller scales where it can be dissipated?
The exchange of kinetic energy between different length scales is called
an energy cascade. Mesoscale motion transfers energy to larger scales, a pro-
cess known as an ’inverse cascade’ (Charney , 1971). Geostrophic turbulence
therefore does not deliver an efficient pathway towards smaller scales (Mole-
maker et al., 2010). However, breaking internal waves can transfer energy to
small spatial scales into a regime of three-dimensional turbulence (Garrett
and Munk , 1979). This regime of microscale turbulence is known to transfer
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energy to even smaller scales called a ’forward cascade’ (Kolmogorov , 1941),
where it is finally dissipated by molecular processes. Due to the inverse en-
ergy cascade the mesoscale field plays an opposing role in energy transfer
compared the internal waves and three-dimensional turbulent regime. How-
ever, contrary to mesoscale motion, submesoscale frontal processes seem to
be able to break the geostrophic balance resulting in a ’forward cascade’.
Recent studies show that submesoscale motion might deliver a pathway to
extract energy from the geostrophic balanced state into the microscale tur-
bulent regime (Molemaker et al., 2010; Brueggemann and Eden, 2015).
Molemaker et al. (2010) carried out two high-resolution numerical simula-
tion to investigate the energy transfer between different scales. At first they
studied an idealized Boussinesq flow, a flow system which allows ageostrophic
motion, and found that a ’forward energy cascade’ directed towards small
scale dissipation was established due to submesoscale frontal instabilities. As
a second step the authors carried out a simulation with the same configura-
tion but with a quasi-geostrophic model, which does not allow the advection
by ageostrophic motion. This flow system was not able to establish a ’for-
ward energy cascade’, which points to the importance of the unbalanced flow
at frontal regions for this route to dissipation.
Submesoscale frontal instabilities occur along submesoscale fronts and
are described in the following. Figure 5 illustrates the ongoing processes
at a wind-forced symmetrically unstable front. At strong lateral density
fronts, symmetric instability can occur due to the strong vertical shear of
the geostrophic flow. When submesoscale fronts experience strong atmo-
spheric wind forcing along the geostrophic frontal jet, the ageostrophic Ek-
man flow destabilizes the water by bringing denser water over lighter water.
The stratification and the Ertel PV are reduced and the frontal structures
are strengthened (Thomas and Lee, 2005a). Strong atmospheric cooling can
also reduce the PV within the mixed layer. Symmetric instability takes its
energy from the kinetic and potential energy of the front itself (Thomas and
Taylor , 2010). Symmetric instability results in strong along-isopycnal shear
which can drive secondary Kelvin-Helmholtz instabilities, which can lead to
strong dissipation rates (Taylor and Ferrari , 2009). Symmetric instability
can thus be seen as a mediator of dissipation. Thomas and Taylor (2010)
carried out high-resolution numerical model simulations and demonstrated
that winds blowing in the same direction as the frontal jet force symmetric
instability.
These results are of particular importance as they present a new path-
way to small scale dissipation via a forward energy cascade associated with
submesoscale instabilities. These findings might help to solve the question
of how the kinetic energy of the ocean gained by large scale forcing is trans-
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Potential vorticity and frontal instability.
We hypothesize that a flux of energy from the
front itself accounts for the enhanced turbulence
levels at SF2. The boundary layer at SF2 is stably
stratified (Fig. 3B) yet highly sheared in the ver-
tical direction due to the presence of a strong jet
along the front (Fig. 2, B and C). This latter con-
dition makes the flow potentially susceptible to
symmetric instability (SI) (4), which extracts ki-
netic energy from the geostrophic frontal jet. The
Ertel potential vorticity (PV) (24) is the key quan-
tity for diagnosing this instability; a flow is un-
stable to SI when the PV is negative (25). PV can
become negative due to the combination of a suf-
ficiently strong vertical shear and lateral density
gradient and a sufficiently weak vertical density
gradient. These conditions can occur within the
boundary layer of a strong front, with the front
providing the shear and lateral gradient and the
boundary layer having a reduced stratification.
Simulations (4, 5) indicate that under these con-
ditions SI will grow, become unstable to second-
ary, smaller-scale instabilities (26), and feed a
turbulent cascade to dissipation, resulting in a
fully turbulent boundary layer drawing its energy
from the front.
We used velocity and density data taken by
the ship to evaluate the PVon each of the nearly
100 crossings of the front (fig. S5) (10, 24). We
found negative PV near the surface (Fig. 1E) for
0.2 days at SF2 and nowhere else (Fig. 1F). The
front at SF2 is therefore unstable to SI, suggest-
ing that the turbulence at SF2 is drawing energy
from the frontal shear.
The simulations indicate that SI at a front
occurs when the wind blows perpendicular to the
frontal gradient (27, 28), which is typically in the
direction of the frontal velocity (Fig. 4). Such a
“down-front”wind drives a net transport of water
perpendicular to the frontal jet to carry heavy
water across the front, from the cold side to the
warm side. This Ekman transport advects heavy
water over light water, reducing the stratification,
and thus reducing the PVand promoting SI. The
Ekman buoyancy flux (EBF) (27), computed from
the product of the down-front wind stress (Fig.
2C) and the cross-frontal density gradient (Fig. 3A),
is a measure of this effect. Simulations (4) suggest
that turbulence in a fully developed boundary layer
of depthH and driven by down-frontwinds extracts
kinetic energy from the frontal jet at a depth-
integrated rate given by H(EBF)/2 and dissipates
it within the boundary layer. This quantity (29)
peaks at SF2 (Fig. 3D, red) with a value compara-
ble to the measured dissipation rate, thus provid-
ing quantitative evidence supporting the hypothesis
that the boundary layer at SF2 was driven pri-
marily by SI induced by a down-front wind.
The structure of the boundary layer also sup-
ports this hypothesis. SI acts to reduce the anom-
alously negative PV by inducing a circulation
that increases the stratification, thereby counter-
acting the effect of the EBF (Fig. 4). Simulated
boundary layers within symmetrically unstable
fronts are simultaneously stratified and turbulent
(5), in contrast to those outside of fronts, which
are generally well mixed. Indeed, the observed
density profiles within the front (Fig. 3B) lack
mixed layers and are instead stratified at all depths.
The Lagrangian float trajectories repeatedly cross
this stratification, indicating that the boundary
layer at SF2 is both turbulent and stratified (30).
Although SF1 exhibits elevated EBF and dis-
sipation, the thin (H ≈ 10 m) boundary layer
precludes estimating PV and the towed surveys
barely cross the front, making EBF errors large.
An accurate evaluation of the hypothesis is not
possible at SF1.
Near-inertial frequency waves. Sections of
velocity and shear (Fig. 2, B and D) show that the
above frontal processes are associatedwith deeper
structures suggestive of internal waves. In partic-
ular, the depth-time section of shear (Fig. 2D)
shows alternating diagonal stripes of positive and
negative shear with upward phase propagation
and a period close to the local inertial period (i.e.,
half a pendulum day: 0.84 days at this latitude).
The north-south component of shear (not shown
in Fig. 2) is in quadrature with the east-west
component such that the velocity vector rotates
clockwise with approximately constant magni-
tude as a function of both increasing depth and
increasing time. This pattern is widely found in
the ocean and interpreted as the signature of down-
ward propagating near-inertial frequency internal
waves (31). Given the observed stratification and
estimating the vertical wavelength and period of
the waves to be 200 m and 0.78 days, respec-
tively (based on a least-squares fit on the shear
field of the upper 150 m and first 2 days), theory
predicts that the waves’ downward energy flux is
~6mW/m2, which is similar to an estimate for the
energy input to near-inertial waves from the winds
of 9 mW/m2 (32), but only about 6% of the ex-
cess turbulent dissipation at the SF2. These cal-
culations suggest that the waves are probably
driven by the winds and minimally contribute to
the energetics of the turbulence within the bound-
ary layer at the front.
Surprisingly, however, the strong near-surface
shear of the sharpest front appears to be part of
the deeper near-inertial pattern. The boundary-
layer depth (Fig. 3E) also appears to have vari-
ability on roughly the same time scale; that is, the
increased depth at days 138.7 and 139.6. Thus, it
is possible that these inertial motions could play a
role in the rapid confluence and difluence that
generate and dissipate the SF, as well as in pro-
ducing its negative PV. We further speculate that
the SI at the front could feed energy into the in-
ertial waves and thus radiate energy into the ocean
interior. Because the lateral scale of the near-
inertial motions is probably much larger than that
of the SF, their overall role in the SF energetics
could be substantially larger than that implied by
the small local flux density.
Implications. Traditionally, the upper-ocean
boundary layer is thought to be driven by the
atmosphere through fluxes of heat, moisture, and
momentum (33, 34). The observations presented
here break from this paradigm by suggesting that
lateral density gradients and their geostrophic cur-
rents can also play a role in boundary-layer dy-
namics by supplying energy to turbulence at the
expense of the circulation and permitting strat-
ification and turbulence to coexist. Therefore, the
greatly enhanced boundary-layer turbulence and
dissipation described here in a very sharpKuroshio
front is likely an extreme example of a process
that occurs much more widely in the ocean, po-
tentially playing an important role in its dynamics
Fig. 4. Structure of the
symmetrically unstable front.
A wind blowing down the
frontal boundary between
warm and cold water induces
an Ekman transport perpen-
dicular to the wind and to
the front. This carries heavy
water from the cold side of
the front over light water
from the warm side, which,
in the presence of the fron-
tal jet and lateral density
gradient, acts to reduce the
stratification near the surface
andmakes the front unstable
to symmetric instability. The
instability draws energy from
the frontal jet, leading to en-
hanced turbulence, and in-
duces a circulation acting to
bring warm water to the sur-
face and cold water to depth,
thus counteracting the effect
of the Ekman transport and
keeping the near-surface stably stratified, with warm water over cold water.
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Figure 5: Structure of a symmetrically unstable front on the northern hemi-
sphere. A wind blowing down the frontal boundary between warm and cold
water induces an Ekman transport perpendicular to the wind and to the
front. This carries heavy water from the cold side of the front over light wa-
ter from the warm side, which, in the presence of the frontal jet and lateral
density gradient, acts to reduce the stratification near the surface and makes
the front unstable to symmetric instability. The instability draws energy
from the frontal jet, leading to enhanced turbulence, and induces a circula-
tion acting to bring warm water to the surface and cold water to depth, thus
counteracting the effect of the Ekman transport and keeping the near-surface
stably stratified, with warm water over cold water. Figure and text taken
from D’Asaro et al. (2011)
ferred to smaller scales in the interior. Recent observational studies are in
good agreement with the numerical and theoretical studies mentioned above
and show that turbulent mixing processes are increased at frontal regions
(D’Asaro et al., 2011).
Little is known about the relative importance of different processes at sub-
mesoscale fronts leading to enhanced dissipation. Due to the intermittency
of the processes it is difficult to make a global estimate of the overall dissi-
pation of energy due to submesoscale frontal instability processes. Bruegge-
mann and Eden (2015) used idealized numerical simulations to investigate
kinetic energy pathways in different dynamical regimes. They established a
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relationship between the Ri and the strength of the flux of kinetic energy
towards smaller scales. In a global high-resolution model simulation they
made a global estimate of the ageostrophic downscale energy flux using this
Ri dependence. The authors estimated that 0.31 +/- 0.23 TW is transferred
to smaller scales due to submesoscale instabilities, which is 31% +/- 23% of
the wind power input into geostrophic flows in the ocean (Wunsch, 1998).
2.7 Turbulent tracer fluxes in the upper ocean
The aim of this study is to understand the role of meso- and submesoscale
processes for the near-coastal oxygen ventilation off Peru. As these processes
cause turbulent oxygen fluxes we will introduce different turbulent tracer
fluxes in the upper ocean in the following.
Fluxes in the ocean can be caused by mean or time varying motion and
are often divided into along-isopycnal and diapycnal fluxes. As isopycnal
surfaces act to a first order in the horizontal domain, isopycnal fluxes are
often assumed to be horizontal and diapycnal fluxes to be vertical tracer
fluxes. However, isopycnal fluxes may also have a strong vertical component
if the isopycnals are very steep e.g at frontal regions in the mixed layer.
In order to investigate tracer fluxes in the upper ocean it might be helpful
to distinguish between different dynamic origins of the fluxes in a mathe-
matical framework. Levy et al. (2012) give a comprehensive overview about
the importance of different turbulent terms for tracer evolutions using the
Reynolds-averaged equations of motion. These equations are averaged at
fixed height over a time and space scale longer and larger than the fluctu-
ations related to mesoscale motion e.g. the first baroclinic Rossby radius.
Overbars represent averages and primes indicate meso- and submesoscale
eddy fluctuations:
∂C
∂t︸︷︷︸
1
+ u · ∇C︸ ︷︷ ︸
2
= −∇H · u′C ′︸ ︷︷ ︸
3
− ∂w
′C ′
∂z︸ ︷︷ ︸
4
+
∂
∂z
(Kz
∂C
∂z
)︸ ︷︷ ︸
5
+ QC︸︷︷︸
6
(1)
The temporal local change of the tracer concentration C (1) and the mean
advection term related to the mean tracer concentration field (2) is balanced
by the following terms:
The horizontal advective Reynolds flux (3) is thought to be dominated
by mesoscale motion (Ledwell et al., 1998). One important mechanism for
horizontal transport of momentum, mass and passive tracers by eddies is
stirring (Ferrari and Polzin, 2005). However, Badin et al. (2011) point out
that in the pycnocline submesoscale mixed layer instabilities are also very
efficient for the lateral mixing of passive tracers. This is due to the fact that
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mixed layer instabilities do not only effect the mixed layer but also interact
with the pycnocline due to meso- and submesoscale coupling (Ramachandran
et al., 2014). Note that, mesoscale motion leads to a cascade of tracer vari-
ance towards smaller scales and thus can form small scale tracer filaments
(Ferrari and Polzin, 2005). However, these small-scale tracer filaments are
distinct from submesoscale filaments as they are not related to strong density
gradients and the associated velocity anomalies, which are found at subme-
soscale fronts. This fact is important to keep in mind when interpreting
small scale tracer distributions since these might be a result of mesoscale
stirring of lateral tracer gradients instead of being caused by submesoscale
frontal processes. The vertical Reynolds flux term (4) is influenced by meso-
as well as submesoscale motion. Within the ocean interior, the mesoscale
motion dominates the vertical Reynolds flux. However, close to the ocean
surface at submesoscale density fronts, where isopycnals are strongly tilted
and outcrop, submesoscale dynamics seem to dominate the fourth term in
the equation (Klein and Lapeyre, 2009).
The fifth term describes irreversible mixing of different water masses
across density layers which is parameterized here as a vertical diffusitivy
term, where Kz represent the vertical diffusion coefficient. In the turbulent
boundary layers, such as the mixed layer, microscale turbulence is dominant
and keeps tracer concentrations homogeneous. The last term (6) describes
sinks and sources of the tracers. Typical sinks could be the uptake of nutri-
ents by growing phytoplankton or the consumption of oxygen by bactertia
due to the remineralisation of organic matter.
It is important to note, that averaging at fixed height as done by Levy
et al. (2012) implies that isopycnal mixing cannot be separated clearly from
diapycnal mixing (Eden et al., 2007). Thus the vertical Reynoldsterm (4)
may also include small amounts of irreversible diapycnal mixing.
2.8 Physical-biogeochemical coupling in meso- and sub-
mesoscale flows
The vertical gradients of different oceanic tracers are particularly pronounced
near the ocean surface. A vertical tracer profile is generally the result of the
balance between local removal and production, advection by the mean flow,
horizontal and vertical along-isopycnal eddy fluxes as well as diapycnal fluxes
(section 2.7). Most tracers have their largest gradients directly below the
mixed layer, where vertical velocities associated with meso- and submesoscale
turbulence are also largest (Capet et al., 2008a). Thus understanding the
physical - biogeochemical coupling between meso- and submesoscale flows
and biogeochemical cycles is crucial (Klein and Lapeyre, 2009).
19
ANRV396-MA01-15 ARI 5 November 2008 10:1
INTRODUCTION
The oceanic circulation is characterized not only by large-scale currents such as the Gulf Stream
or the Kuroshio, but also by energetic mesoscale structures, the oceanic cyclonic and anticyclonic
eddies that are the ocean counterparts of the weather systems. Such eddies are ubiquitous features
that can be seen in the altimeter signal (LeTraon & Morrow 2001, Isern-Fontanet et al. 2006b,
Chelton et al. 2007) or in infrared and color satellite images ( Johannessen et al. 1996). These
eddies have a diameter of 50–200 km and their core is located as deep as 2000 m. These eddies
involve dynamical anomalies [such as sea surface height (SSH) and density anomalies] with large
amplitudes. Infrared and color images have also highlighted the presence of a rich organization
of smaller-scale (or submesoscale) structures between the eddies (Figure 1). These submesoscale
structures are ﬁlaments elongated over hundreds of kilometers with a 10-km width (Ledwell et al.
1993) and are characterized with very much weaker dynamical anomalies.
The motivation to focus on the vertical exchanges of tracers associated with mesoscale and
submesoscale structures is that the concentrations of many oceanic tracers, such as temperature,
salinity, nutrients, dissolved oxygen, and dissolved organic and inorganic carbon, change rapidly
with depth just below the mixed layer. These substances are indeed typically forced or modiﬁed
either in the upper ocean or at the air-sea interface by processes such as biological production
and air-sea exchanges, but their vertical exchanges with the deep interior occur at much lower
rates. Over long timescales, the mean vertical concentration proﬁles of these substances are set by
the balance between their rate of production or removal in the upper ocean, the rate of vertical
exchanges between the upper ocean and the interior, and their replenishment in the interior by
large-scale advection and biogeochemical reactions.
The vertical exchanges of waters between the upper ocean and the interior usually occur both
within and below the mixed layer. However, except during the wintertime convection when the
mixed layer deepens signiﬁcantly, the vertical velocity within the mixed layer that is principally
wind-driven does not affect the exchanges between the surface layers and the ocean interior very
much (Haine & Marshall 1998, Giordani & Caniaux 2005). These exchanges are therefore driven
mostly by the vertical velocity below the mixed layer, where the tracer vertical gradients are very
much larger than in the mixed layer, and this vertical velocity is captured entirely by the mesoscale
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Figure 1
Sea surface temperature (left) and ocean color images (right) from satellite data (courtesy of Jordi Isern-Fontanet).
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Figure 6: Sea surface temperature (left) and ocean color im ges (right) from
satellite data. Figure and text taken from Klein and Lapeyre (2009)
Figure 6 shows images of sea surface temperature (left) and chlorophyll
concentration (right) with both meso- and submesoscale features (Klein and
Lapeyre, 2009). Jenkins (1988) calculated nitrate fluxes from the thermo-
cline into the euphotic zone near Bermuda and highlighted the importance
of mesoscale vertical biogeochemical tracer fluxes. Nutrient budget calcula-
tions indicate the importance of vertical fluxes caused by mesoscale eddies
on the global scale (McGillicuddy et al., 2007). However, there exists still
a large discrepancy between the annual nutrient consumption for primary
production and the supply rate caused by the vertical flux due to wintertime
convection and mesoscale fluxes. Thus a large number of studies address this
question and there is an ongoing debate about which physical mechanisms
can possibly close the nutrient budget (Garcon et al., 2001; McGillicuddy
et al., 2003; Levy , 2008).
Various model studies have focussed on the impact of mesoscale eddies
on biogeochemical cycles. There are two conceptual views on the vertical
exchange of biogeochemical tracers. The traditional view focuses on the ver-
tical flux within the eddy interior, where often the strongest signal in sea
surface height is present. Most of the existing studies focus on the so-called
eddy pumping paradigm related to the dynamics within a mesoscale eddy
(Martin and Richards , 2001). It states that phytoplankton growth is stimu-
lated within a cyclonic eddy due to a shoaling of isopycnals and the associated
upwelling of nutrients, whereas in anticyclonic eddies the isopycnals are deep-
ened and no ecosystem response exists. Several observational based studies
confirm the eddy pumping paradigm by showing higher productivity within
cyclonic eddies (e.g. Falkowski et al., 1991). Modeling studies with global re-
alistic coupled physical-biogeochemical models resolving the mesoscale eddy
field also highlight the importance of the vertical nutrient fluxes associated
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with mesoscale eddies and confirm the eddy pumping mechanisms (Oschlies
and Garcon, 1998; Oschlies , 2002; McGillicuddy et al., 2003).
However, recently the focus has shifted to areas at the edges of eddies,
between or outside the center of mesoscale eddies. There, vertical flow associ-
ated with ageostrophic motion becomes important. This more recent view is
motivated by the fact that until now no convergence of model solutions for the
biogeochemistry by increasing spatial resolution has been achieved pointing
to the importance of sub-grid scale processes (Mahadevan and Archer , 2000;
McGillicuddy et al., 2003). Furthermore, several physical studies within the
last decade found a strong increase in vertical velocities associated with an
increasing grid resolution (Capet et al., 2008c; Levy et al., 2012).
Omand et al. (2015) used glider observations and regional high-resolution
biogeochemical model simulations in the North Atlantic to show that up to
50% of the total spring bloom particulate organic carbon export is attributed
to submesoscale eddy-driven subduction of non-sinking particles from surface
water. A very recent study Brannigan (2015) used submesoscale permitting
model simulations of mesoscale eddies to demonstrate that submesoscale
instabilities are responsible for the vertical tracer fluxes within mesoscale
eddies. Submesoscale vertical tracer fluxes might be the missing physical
mechanism to close the nutrient budget but are not resolved in global bio-
geochemical models yet. Glover et al. (2008) found that about 50% of the
total resolved variance of ocean color signal is associated with submesoscale
length scales. This also highlights the importance of studying the small scale
vertical supply pathways and thereby, learning more about the relative im-
portance of these processes. Especially, experimental studies dealing with
this interdisciplinary question are rare.
Whether submesoscale vertical velocities are able to bring nutrients to the
euphotic layer depends on their occurrence in regions of strong nutrient gra-
dients. Often the largest vertical velocities are found at the base of the mixed
layer, which is often shallower than the nutricline. However, Levy et al. (2012)
suggests a deeper penetration depth associated with submesoscale processes
which might reach the nutricline. One important controlling factor is also
the time scale of the associated processes. Submesoscale processes act on
time scales O(hours - days) which is of the same order as the time scale of
nutrient uptake by phytoplankton. Mesoscale motions are slower O(weeks-
months) thus the nutrients stay longer in the euphotic layer, giving the or-
ganisms more time to take them up. Submesoscale motion is much faster
giving the organisms less time to react. However, Levy et al. (2012) state
that we are far away from understanding the role of the different time scales
of meso- and submesoscale motions and their coupling to biogeochemistry.
More research on this topic is clearly required.
21
3 Observational and model data
3.1 Multi-platform observational study in the Peru-
vian upwelling regime
The observational part of this thesis is based on a multi-platform observa-
tional campaign including research vessel, glider and mooring-based mea-
surements carried out in the Peruvian upwelling regime between 12◦ and
14◦S in January and February 2013. The deployment of seven Slocum glid-
ers provides the backbone of the experiment and resulted in > 15000 profiles
of temperature, salinity, oxygen and chlorophyll fluorescence. The extensive
dataset allows a detailed high-resolution four-dimensional description of the
circulation and tracer distribution found in the study area during the two
months period. A detailed description of the experiment including data pro-
cessing and calibration can be found in section 5.2, being part of a manuscript
submitted to the Journal of Geophysical Research - Oceans.
3.2 Regional model simulation of the Peruvian up-
welling regime
In addition to the observational dataset, a quasi-equilibrium simulation based
on a regional ocean model (ROMS, (Shchepetkin and McWilliams , 2005,
2009)) of the Peruvian upwelling region is analyzed to put the instantaneous
short term observations in a broader spatial and temporal context. In par-
ticular the model output is used to investigate the subduction pathways of
newly upwelled water in submesoscale cold filaments. The model domain
spans from 16◦S to 4.5◦S along the coast to about 880 km offshore at a hor-
izontal resolution of 2.2 km and 42 terrain-following vertical levels (sigma
coordinates). A detailed description of the model setup, model validation
and the Lagrangian experiment can be found in section 6.2.2, being part of
a manuscript submitted to the Geophysical Research Letters.
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4 Seasonal cycle of the Peruvian upwelling
regime
The seasonal cycle of the Peruvian upwelling regime is described in the fol-
lowing section to introduce the study area to the reader. This is done based
on satellite observations, in-situ glider-measurements and a regional model
simulation. The description includes the seasonality of the wind forcing, sur-
face heat fluxes, SST and the near-coastal vertical temperature distributions.
In particular, the time-variable mixed layer depth and lateral temperature
gradient are investigated, as both parameters are important for the strength
of submesoscale variability.
4.1 Wind forcing, surface heat fluxes and sea surface
temperature distribution
The Peruvian upwelling regime is characterized by upwelling favourable wind
conditions during the whole year (Fig. 7a-d). The southeasterly trades are
mainly directed parallel to the Peruvian coastline resulting in an offshore Ek-
man transport and consequently upwelling of colder subsurface waters (Strub
et al., 1998). The signature of upwelling can be seen in a cold SST band along
the coast (Fig. 7e-l). However, the strength of the wind forcing exhibits a
strong seasonal cycle with minimum (maximum) windstress of 0.07 N/m2
(0.15 N/m2) in austral summer (winter) around 15◦S and 80◦W (Fig. 7a-d).
The strength of the wind forcing also exhibits regional differences. During
the whole year, strongest winds are found offshore of Cape of Pisco near
15◦S. Around Pisco the lowest sea surface temperatures along the Peruvian
coast are observed, suggesting an upwelling cell in this area (Fig. 7e-h).
The large scale SST distribution shows a pronounced seasonal cycle in
both observations (Fig. 7e-h) and the model simulation (Fig. 7i-l). In
summer (January - March), temperatures as high as 26◦C and as low as 18◦C
are observed offshore and along the coast by the satellite measurements (Fig.
7e), respectively. In general much lower temperatures are observed in winter
(July - September) where maximum temperatures of only 18◦C are found
offshore and drop down to 15◦C near the coast at 14◦S. The amplitude and
structure of the seasonal cycle simulated by the model are similar to that of
the satellite observations. Some important differences to the observations are
present. They will be described in the following (Fig. 7 i-l). During January
to March the model SST is too low with a bias of about 1◦C offshore and
up to 3◦C inshore. Between April to June, the model shows a slightly better
performance and mainly regional differences of upwelling cells are visible
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Figure 7: Seasonal windstress in N/m2 (upper column), sea surface temper-
ature from MODIS in ◦C (middle column) and modeled (ROMS) sea surface
temperature in ◦C (lower coloumn).
between the observations and the simulation. The upwelling cell near Pisco
at 15◦S is not well captured by the model leading to increased temperatures
within this area. On the other hand, the model shows enhanced upwelling
cells in the northern area of the domain, which are not found in the satellite
product. During July to September, the model performs quite well and only
in the southern domain is a slightly positive temperature bias (∼ 1◦C) found.
24
In the following season from October to December, SST in this area is again
slightly too low in the model. In summary, the model captures the seasonal
cycle of the large scale SST distribution off Peru reasonably well although
some differences exist.
The seasonal cycle of the large scale SST distribution is influenced by
various processes such as seasonally varying surface fluxes, advection and
upwelling strength. It is beyond the scope of this thesis to investigate the
overall driving mechanisms of the seasonal cycle of the SST distribution off
Peru. Instead we will focus on the comparison of the surface heat fluxes
of the summer and winter seasons which is important for the analysis of
subduction off Peru in section 6. In summer, positive surface heat fluxes
between 80 W/m2 offshore and 160 W/m2 inshore are found off Peru (Fig.
8a). This results in a strong warming and buoyancy gain of newly upwelled
water (section 6). In the winter time the surface fluxes are negative (down to
-40 W/m2 offshore) enabling newly upwelled water to penetrate into layers
denser then their subsurface origin (Fig. 8b). The surface heat fluxes are
also important for the depth of the mixed layer which will be investigated in
the following section.
80
100
120
140
160
January, surface heat flux in ROMS
80°W  79°  78°  77°  76°  75°15°
14°
13°
12°
11°S
−4
0
−2
0
20
0
July, surface heat flux in ROMS
 81°  80°  79°  78°  77°  76° 75°
−150
−100
−50
0
50
100
150
W/m2
(a) (b)
Figure 8: Surface heat fluxes in ROMS simulation in January (left) and July
(right) in W/m2.
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Figure 9: Average vertical temperature distribution along 14◦S off Peru
ROMS model simulation (left) and from glider observations (right) in Jan-
uary / February (top), April (middle) and October / Novemeber (below).
The mixed layer depth, defined here as the depth were the surface tempera-
ture minus 0.2◦C is found, is shown as a white line.
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4.2 Cross-shore temperature distribution
The vertical temperature distribution across the upwelling front off Peru ex-
hibits pronounced changes during the year which will be investigated in this
section. Figure 9 shows cross-shore transects near 14◦S from glider mea-
surements and model simulations. The glider transects are based on three
different observational campaigns consisting of one German study carried
out in austral summer 2013 (section 3) and two French studies carried out in
austral autumn 2010 (Pietri et al., 2014) and in austral spring 2008 (Pietri
et al., 2013). More details on the deployments can be found in the asso-
ciated publications (Pietri et al., 2013, 2014). The model output has been
temporally averaged over 5 years of model output during the period of the
year when the glider observations were made. A seasonal cycle in the across-
shore temperature distributions is clearly visible in both the observations
and the model.
In summer, maximum temperatures of up to 22◦C are encountered in
the observations and the mixed layer is very shallow (< 10 m). The model
simulations are about 1◦C colder but they are in agreement with the overall
structure of the upwelling front in terms of the lateral density gradient and
the isopycnal slope. Even the reversal of the isopycnal slope at around 100
m depth is well captured by the model. In April, temperatures of around
20◦C and 16◦C are found in the observations offshore and near the coast,
respectively. The positive temperature bias offshore causes a positive bias
in the lateral temperature gradient in the model. The differences between
the model and observations may be explained by the fact that the model
does not capture the locally intensified upwelling cell at 15◦S near Pisco as
discussed in section 4.1. In October, near-surface temperatures of about
17◦C (14◦C) are found offshore (inshore) in both the observations and the
model simulations. However, in the model simulations the upwelling front is
much narrower associated with much stronger lateral temperature gradients,
whereas in the observations a much broader upwelling front is found.
It is important to note that the single year glider observations do not rep-
resent a mean climatological perspective. The measurments also include large
intra-seasonal and inter-annual variability. For example a coastal trapped
wave, which results in strong upwelling and lower near surface temperatures
off Peru, was observed in April (Fig. 10c), as described in detail in Pietri
et al. (2014). However, the glider data is used here for comparison, because
their high horizontal resolution allows a detailed view on the upwelling front
structure at small scales, which is not possible with coarse resolution clima-
tologies.
An important feature of the Peruvian upwelling regime is that the sea-
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Figure 10: Daily snapshots of observed (MODIS Aqua/Terra satellite, left
column) and modeled (ROMS, 2nd column) sea surface temperature and ob-
served (3rd column) and modeled (4th column) magnitude of the sea surface
temperature gradient (|∇SST | = ((∂SST/∂x)2 + (∂SST/∂y)2)1/2).
sonal chlorophyll maximum is observe in austral summer (Echevin et al.,
2008). Thus it does not coincide with strongest upwelling in winter, when
the wind forcing is highest. The seasonality of the mixed layer depth, which
is shallowest in austral summer and deepest in winter, and the associated di-
lution effect can explain this apparently paradoxical seasonal cycle (Echevin
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et al., 2008). Close to the coast, mixed layer depths between 10 - 20 m are
found during January / February (Fig. 9a,b). In October / November, the
mixed layer can be up to 60 m deep (Fig. 9f).
4.3 Submesoscale variability
The lateral temperature gradients off Peru exibit a clear seasonal cycle (Vazquez-
Cuervo et al., 2013). Maximum values are reached in April just after the
summer season when the winds start to increase. Both the seasonal cycle
of the mixed layer depth (Penven et al., 2005) and the lateral temperature
gradient are of major importance for the seasonal cycle of submesoscale vari-
ability, because a stronger lateral buoyancy gradient and a deeper mixed
layer results in enhanced submesoscale variability (Fox-Kemper and Ferrari ,
2008). Consequently, we expect to find enhanced submesoscale variability
during April and May.
Figure 10 shows daily snapshots of SST and SST gradients off Peru for
four different seasons. In each season filaments and strong SST fronts are
present, which indicates that submesoscale processes are an important part
of the SST variability found off Peru. The sharpest SST gradients are found
within a 200 km band along the coast associated with cold filaments. Using
these daily snapshots, it is difficult to describe a seasonal cycle quantitatively.
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Figure 11: Seasonal cycle of magnitude of SST gradient (|∇SST | =
((∂SST/∂x)2 + (∂SST/∂y)2)1/2) in ROMS model (black) and Multi-scale
Ultra-high Resolution (MUR) satellite observations (red) averaged along a
line at 13.5◦S between 80◦ - 76◦W. Note the different scales of the y-axis.
Vazquez-Cuervo et al. (2013) analyzed various SST products and found
a pronounced seasonal cycle of the SST gradients, which can be associated
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with submesoscale fronts and is therefore used as a proxy for submesoscale
variability here. Following Vazquez-Cuervo et al. (2013), the lateral SST
gradients are calculated from satellite observations and are compared to the
high-resolution model output. The Multi-scale Ultra-high Resolution (MUR)
SST product (http://mur.jpl.nasa.gov) is used for the calculation, as it rep-
resents the only product which has data at all locations during all days. A
clear seasonal cycle of the SST gradient is present in both the MUR satellite
observations and the ROMS simulations (Fig. 11). The satellite based esti-
mates peak in May with maximum values of 2.8◦C/100 km and the ROMS
model SST gradient also peaks in May but with values of up to 6◦C/100 km.
Minimum values are found in August (MUR 1.5◦/100 km) and September
(ROMS 3.4◦C/100 km). The timing of the seasonal cycle is well captured
by the model but the absolute values of the SST gradients are about 2 times
higher compared to the MUR data set. Given that the MUR product com-
monly uses low resolution satellite measurements (microwave) when clouds
are present and thus no high-resolution infrared measurements are available
it probably underestimates the real SST gradients on average.
Snapshots of daily MODIS SST data (infrared) show similar magnitudes
of SST gradients compared to the model data (Fig. 10). Hence it is assumed
that the large difference between the gradients based on the MUR product
and the model is mainly caused by too low gradients in the MUR product.
Similar results were found by Colas et al. (2012), where probability density
functions of SST gradients based on satellite observations were compared
with ROMS model output.
4.4 Summary
Both observations and model show a pronounced seasonal cycle of the lat-
eral and vertical temperature distribution off Peru. We showed that some
differences exists between the modeled and observed temperature distribu-
tion. However, the model captures the seasonally changing SST distribution
relatively well and especially the timing of the seasonal cycle in the lateral
temperature gradient (Fig. 11). Furthermore, the seasonally changing mixed
layer depth, which is another important parameter for the strength of sub-
mesoscale variability, is well captured by the model (Fig. 9).
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5 The formation of a subsurface anticyclonic
eddy in the Peru-Chile Undercurrent and
its impact on the near-coastal salinity, oxy-
gen and nutrient distributions
So¨ren Thomsen, Torsten Kanzow, Gerd Krahmann, Richard J. Greatbatch,
Marcus Dengler, Gaute Lavik 1
Abstract
The formation of a subsurface anticyclonic eddy in the Peru-Chile
Undercurrent (PCUC) in January and February 2013 is investigated
using a multi-platform four-dimensional observational approach. Re-
search vessel, multiple glider and mooring-based measurements were
conducted in the Peruvian upwelling regime near 12◦30’S. The dataset
consists of > 10000 glider profiles and repeated vessel-based hydrogra-
phy and velocity transects. It allows a detailed description of the eddy
formation and its impact on the near-coastal salinity, oxygen and nu-
trient distributions. In early January, a strong PCUC with maximum
poleward velocities of ∼ 0.25 m/s at 100 to 200 m depth was observed.
Starting on January 20 a subsurface anticyclonic eddy developed in the
PCUC downstream of a topographic bend, suggesting flow separation
as the eddy formation mechanism. The eddy core waters exhibited
oxygen concentrations < 1µmol/kg, an elevated nitrogen-deficit of ∼
17µmol/l and potential vorticity close to zero, which seemed to orig-
inate from the bottom boundary layer of the continental slope. The
eddy-induced across-shelf velocities resulted in an elevated exchange
of water masses between the upper continental slope and the open
ocean. Small scale salinity and oxygen structures were formed by
along-isopycnal stirring and indications of eddy-driven oxygen venti-
lation of the upper oxygen minimum zone were observed. It is con-
cluded that mesoscale stirring of solutes and the offshore transport of
eddy core properties could provide an important coastal open-ocean
exchange mechanism with potentially large implications for nutrient
budgets and biogeochemical cycling in the oxygen minimum zone off
Peru.
5.1 Introduction
The Peruvian upwelling system is characterized by permanent Ekman-driven
coastal upwelling forced by sustained trade winds largely parallel to the Pe-
1This section has been submitted as a manuscript to Journal of Geophysical Research
- Oceans and is currently under review.
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ruvian coastline (Strub et al., 1998). The upwelling brings cold and nutrient
rich water to the surface resulting in a band of low sea surface temperatures
and high primary production along the coast (Pennington et al., 2006). It
is one of the most productive areas of the world ocean and consequently
of great economic and scientific interest. Despite covering only 0.1% of the
world ocean surface about 10 % of the world fish catch occurs in the Peruvian
upwelling system (Chavez et al., 2008). Being one of the four major eastern
boundary upwelling systems, the Peruvian upwelling regime comprises one
of the largest oxygen mininum zones (OMZs) (Karstensen et al., 2008; Fuen-
zalida et al., 2009; Paulmier and Ruiz-Pino, 2009). A combination of poor
ventilation of thermocline water masses and enhanced microbial subsurface
respiration induced by high primary production and the associated export of
organic matter results in an OMZ characterized by dissolved oxygen concen-
tration of less than 1 µmol/kg (Revsbech et al., 2009; Kalvelage et al., 2013).
The oxycline depth off Peru is often very shallow and varies between 10 m
and 80 m (Hamersley et al., 2007; Gutie´rrez et al., 2008). Due to the low
oxygen concentrations, the Peruvian upwelling system is considered to be an
important region for oceanic nitrogen-loss (Cline and Richards , 1972; Codis-
poti and Packard , 1980; Hamersley et al., 2007; Gruber , 2008; Lam et al.,
2009).
The near-coastal current system off Peru is mostly wind-driven (Gunther ,
1936; Strub et al., 1998). Two currents, the Peru Coastal Current and the
Peru-Chile Undercurrent (PCUC), are of relevance for this study. The Peru
Coastal Current flows equatorward in the Ekman layer at the surface (Penven
et al., 2005). Below this surface current, the subsurface PCUC flows poleward
with a mean core speed of 0.10 - 0.15 m/s at 100 to 150 m depth between 12◦S
and 15◦S (Wyrtki , 1963, 1967; Brink et al., 1983; Huyer et al., 1991; Strub
et al., 1998; Penven et al., 2005; Kessler , 2006; Colas et al., 2012; Chaigneau
et al., 2013).
The Peruvian upwelling system encompasses pronounced mesoscale vari-
ability (Penven et al., 2005), which is the focus of this study. Based on 15
years of altimeter data, Chaigneau et al. (2008) show that coherent mesoscale
eddies off Peru are generated near the coast and subsequently propagate west-
ward. Chaigneau et al. (2013) use Argo float-based CTD data to show that
anticyclones (cyclones) tend to have their cores located below (within) the
thermocline. They suggest that anticyclones might be formed by instabil-
ities of the PCUC and cyclones by instabilities of the equatorward surface
currents. Based on regional eddy-resolving model simulations, Colas et al.
(2012) find a skewness of vorticity towards anticyclonic rotation between 100
and 150 m depth off Peru. The authors relate this vorticity dominance to
subsurface anticyclonic coherent vortices and suggest that they arise from in-
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stability of the PCUC. These eddies, traditionally referred to as submesoscale
coherent vortices, may exhibit a wide range of sizes. Yet, they are in general
smaller than the first baroclinic Rossby radius of deformation (McWilliams ,
1985). Different nomenclatures for subsurface anticyclonic eddies with con-
vex lense shaped density field found off Peru and Chile have been used in the
recent literature e.g. Equatorial Pacific 13◦ water eddies (Johnson and Mc-
Taggart , 2010), subsurface anticyclonic coherent vortices (Colas et al., 2012),
intra-thermocline eddies (Hormazabal et al., 2013; Combes et al., 2015) and
mode-water eddies (Stramma et al., 2013). Here, we use the term subsurface
anticyclonic eddy because two important eddy characteristics are automati-
cally defined with this term.
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Figure 12: Mean sea surface temperature off Peru during January and Febru-
ary 2013 from remote sensing (Modis Aqua/Terra) is color shaded (a, large
panel). The small inlet shows oxygen concentration in µmol/kg in the eastern
tropical Pacific at σθ = 26.8 kg/m
3 as obtained from the MIMOC climatol-
ogy (Schmidtko et al., 2013) (a, small inlet). The right panel (b) shows the
water depth (grey contours, 200 m interval), glider tracks (colored lines),
conductivity temperature and depth (CTD) stations (black circles) and the
two mooring positions (blue squares).
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Submesoscale coherent vortices are observed at various places in the world
ocean (McDowell and Rossby , 1978; D’Asaro, 1988; Karstensen et al., 2015;
Bosse et al., 2015) and are often shed by boundary currents near sharp topo-
graphic bends (Bower et al., 1995, 1997; Bosse et al., 2015; Molemaker et al.,
2015). Their generation mechanism is puzzling and studies investigating this
phenomena have a long history (McWilliams , 1985; D’Asaro, 1988; Prater ,
1992). Based on submesoscale-resolving model simulations Molemaker et al.
(2015) shows the complexity of the eddy generation mechanism. It includes
flow-separation, upscale transport of kinetic energy, submesoscale instabili-
ties and small scale dissipation. The study further highlights the important
role of the dissipative bottom boundary layer for the generation of anticy-
clonic vorticity and of low potential vorticity water, that is found in the core
of these eddies. These aspects have also been suggested in the conceptual
model of D’Asaro (1988).
Mesoscale eddies have large effects on the horizontal and vertical trans-
port of momentum, heat and tracers (Klein and Lapeyre, 2009). They
strongly influence the near-surface chlorophyll distribution and biological
productivity through various mechanisms and can enhance biological produc-
tion in low-nutrient regions (Jenkins , 1988; Falkowski et al., 1991; McGillicuddy
et al., 1998; Oschlies and Garcon, 1998; McGillicuddy et al., 2007; Gaube
et al., 2014). In eastern boundary upwelling regions, eddies are thought to
induce a net reduction of biological productivity by exporting nutrients from
the productive near-coastal region into the open ocean (Rossi et al., 2008,
2009; Lathuilie`re et al., 2010; Gruber et al., 2011).
OMZs are characterized by a sluggish mean circulation and thus mesoscale
eddies are important for ventilating OMZs by means of along-isopycnal stir-
ring (Wyrtki , 1962; Luyten et al., 1983b,a; Stramma et al., 2010; Hahn et al.,
2014; Brandt et al., 2015). Holte et al. (2013) describe the vertical struc-
ture of cyclones and anticyclones in the southeast Pacific based on in-situ
measurements. They find that both types of eddies may trap coastal waters
and transport them towards the open ocean. Subsurface anticyclonic eddies
originating from the continental margin found in the open ocean OMZ off
Peru and Chile can exhibit distinct physical and biogeochemical water mass
anomalies such as low oxygen concentrations and elevated nitrogen-deficits
(Stramma et al., 2013, 2014). Kalvelage et al. (2013) carried out nitrogen
budget calculations based on nutrient measurements, experimentally deter-
mined nitrogen transformation rates and modeled export production for the
eastern tropical South Pacific. They state that a large export of nitrogen-
deficient shelf waters into the open ocean OMZ is required to close their nitro-
gen budget. Near-coastal observations showing the eddy formation together
with its initial physical and biogeochemical properties and subsequently the
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Table 1: Glider acronyms, measurement periods, number of profiles and
maximum diving depth. Please note that for glider B, F and G only profiles
and maximum diving depths during their presence north of 13◦15’ S have
been considered.
glider measurement period profiles max. depth [m]
A Jan. 7 - 25, Jan. 27 - Feb. 28 2593 450
B Jan. 18 - Feb. 16 2599 200
C Jan. 7 - Mar. 1 3099 200
D Jan. 24 - Feb. 18 1042 735
E Jan. 15 - 25 480 450
F Jan. 17 - 30 761 305
G Jan. 16 - 20 179 305
impact of these eddies on the near-coastal OMZ have, however, until now
not been available.
This study is based on multi-platform observations including research ves-
sel, glider and mooring-based measurements carried out off Peru near 12◦30’S
in January and February 2013. The extensive dataset allows a detailed high-
resolution four-dimensional description of the formation of a subsurface anti-
cyclonic eddy occurring in the study area and its impact on the distribution
of properties in the water column along the continental margin. The paper
is structured as follows. In the next section the different datasets used in
this study and the data processing are explained. The oceanographic setting
is described in section 5.3.1. Subsequently, the eddy formation chronology is
shown in section 5.3.2 and the formation mechanism is discussed in section
5.3.3. In section 5.3.4 the changes in the salinity and oxygen distributions
are directly related to the changing horizontal flow field, including the role
of the eddy for the ventilation of the near-coastal OMZ off Peru. In section
5.3.5 we investigate the impact of the horizontal circulation on the nutrient
distribution. In section 5.4 we discuss our results and relate them to other re-
cent studies. This is followed by a short summary and conclusions in section
5.5.
5.2 Data and methods
In January and February 2013, a multi-platform four-dimensional observa-
tional experiment was conducted in the Peruvian upwelling system between
12◦S and 14◦S to investigate the near-coastal meso- and submesoscale vari-
ability. In this study we focus on measurements conducted in an area of ∼
100 km by ∼ 100 km centered near 12◦30’S (Figure 12). The experiment
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was carried out in the framework of the interdisciplinary ”SFB 754 Climate-
Biogeochemistry Interactions in the Tropical Ocean” project and included
research vessel, multiple glider and mooring-based measurements.
A multiple glider survey with seven Slocum gliders (Teledyne Webb Re-
search) is the central component of the multi-platform approach (Rudnick
et al., 2004; Testor et al., 2010). The first glider was deployed January 7,
2013 during the R/V Meteor cruise 92 (M92, January 5 - February 3) and
the last glider was recovered March 1, 2013 during the R/V Meteor cruise
93 (M93, February 7 - March 9). See Table 1 for more details.
A conductivity, temperature and depth (CTD) cell is mounted on each
glider operating at a sampling rate of 1 Hz. Most gliders are equipped with
an unpumped CTD (glider G used a pumped CTD). Therefore it is important
to correct for the thermal mass of the conductivity cell in order to obtain
reliable salinities (Johnson et al., 2007). In this study two methods are
combined to provide the correction, which depends on the flushing rate of
the conductivity cell, which in turn depends on the glider’s speed through
the water. The thermal mass correction by Garau et al. (2011) is applied,
however using a modeled velocity, instead of the glider velocity, calculated
from the temporal derivative of pressure. This modeled velocity is estimated
using the flight model of Merckelbach et al. (2010). This approach eliminates
the influence vertical motion of the glider stemming from internal waves.
These vertical motions are observed by the glider’s pressure sensor but are
not associated with forward movements of the glider. Thus they do not lead
to changes of the flushing rate used for the thermal mass correction. Internal
wave motion is large in the coastal zone of the study area. Parameters such as
conservative temperature, absolute salinity and density are calculated using
the Thermodynamic Equation Of Seawater - 2010 Matlab Toolbox Version
3.04 (McDougall and Barker , 2011).
Aanderaa optodes are mounted on the tail of the gliders to measure con-
centrations of dissolved oxygen. Following Hahn et al. (2014) a two point
lab calibration (0 % and 100 % saturation) of the optodes was carried out
on the ship after the deployment. Optodes on gliders exhibit response times
between 5 - 175 s (Bittig et al., 2014), which result in a hystereses between
up- and downcasts. These response times were estimated by minimizing the
difference of oxygen in up- and downcasts. Finally, shipboard CTD profiles
close to the glider measurements were used to determine and remove offsets
in the final temperature, salinity and oxygen measurements. The corrected
sensor data was gridded on a one decibar vertical grid. The gliders have
maximum diving depths between 200 m and 735 m (Table 1). About one
dive (two profiles) was carried out per hour by each glider with lateral res-
olutions of about 200 m to 1 km depending on the maximum diving depth
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of the individual glider. This resulted in about 10750 glider CTD profiles
within the study area during the two month deployment (Table 1).
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Figure 13: The poleward flow within the Peru-Chile Undercurrent across
12◦30’S as observed by the vessel mounted ADCP and glider C between
January 10 and 15. The alongshore velocity observed by vmADCP measure-
ments (upper panel) and geostrophic velocity calculated from glider based
hydrography measurements and referenced by the depth averaged velocities
computed from the vehicle displacement between two dives (lower panel).
Positive/negative velocities correspond to equatorward/poleward (into/out
of the page) flow. The black contours have a spacing of 0.05 m/s. Isopycnals
are denoted by grey lines.
Gliders can also be used to infer horizontal circulation (Pietri et al., 2013,
2014). The difference between the dead-reckoned and the actual surfacing
position of the gliders is used to infer the horizontal depth-averaged velocity
between two surfacings, which then is used to reference the relative cross-
track geostrophic velocities calculated from the glider-based hydrographic
CTD measurements. To reduce the influence of ageostrophic short term sig-
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nals (e.g. tides and internal waves) the density field and the depth-averaged
velocities have been smoothed prior to calculating the geostrophic shear by
a simple rectangular window of 25 km similar to Pietri et al. (2013, 2014).
The horizontal circulation was measured by two vessel mounted acoustic
doppler current profilers (vmADCPs) during both cruises M92 and M93. The
38 kHz and 75 kHz ocean surveyor ADCPs (Teledyne RD Instruments) cover
depth ranges between 17 m to 800 m and 11 m to 245 m, respectively. The
standard bin size of the ADCPs was set to 16 m for the 38 kHz ADCP and
to 8 m for the 75 kHz, and the ping rates for both instruments were 2-3 s.
On the shelf, referred here to water depths shallower than 200 m, the 75 kHz
ADCP was occasionally set to 4 m bins to achieve a higher vertical resolution.
A comparison of the vmADCP velocity measurements and the glider-based
estimates of the geostrophic flow within the PCUC between January 10 and
15 is shown in Fig. 13. In both estimates the PCUC core has a speed of
∼ 0.25 m/s with the core being located between 100 − 150 m depth about
70 km away from the coast. Differences between the two estimates are most
pronounced close to the surface. The roots-mean-square difference does not
exceed 0.05 m/s below 50 m but increases to 0.1 m/s at 25 m depth. This
is likely due to ageostrophic processes, which are more important close to
the surface. Furthermore, both platforms did not observe the highly variable
flow field at exactly the same time.
A lowered SeaBird SBE 9-plus CTD system equipped with two sets of
pumped sensors measuring conductivity, temperature and oxygen at 24Hz
was used during M92/M93. The CTD was mounted on a General Oceanics
rosette with 24 bottles (10l) which where used to take discrete water samples
for sensor calibration and biogeochemical parameters. Salinity samples were
measured on board with a Guildline Autosal 8 model 8400B salinometer to
calibrate the sensor based salinity measurements. The calibrated absolute
salinity measurements have an accuracy of 0.002 g/kg. The CTD oxygen
sensor was calibrated by a combined approach using Winkler titration of
discrete water samples obtained from the rosette (Winkler , 1888; Grasshoff
et al., 1983) and STOX (Switchable Trace amount OXygen) sensor measure-
ments at low oxygen concentrations (Revsbech et al., 2009; Kalvelage et al.,
2013). Note that the classical Winkler titration method is not reliable at
oxygen concentrations found in the Peruvian OMZ core and results in too
high oxygen estimates. To minimize this bias we only used Winkler sam-
ples showing oxygen concentrations > 20 µmol/kg. The STOX sensor shows
oxygen concentrations of about 0.01 - 0.05 µmol/kg in the OMZ core, which
are use to calibrate the CTD oxygen sensor at these depths and resulted in
an overall accuracy of the CTD oxygen data of about 1 µmol/kg. Nutrient
concentrations were determined onboard the ship by autoanalyzer (Quaatro
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from Seal Analytical) using standard photometric methods (Grasshoff et al.,
1983).
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Figure 14: Mean conservative temperature in ◦C (a), absolute salinity in g/kg
(b) and dissolved oxygen (nonlinear color scale) in µmol/kg (c) distributions
near 12◦30’S between January 10 and February 27 measured by glider C (Fig.
12b). Twelve transects have been horizontally smoothed on a 1 km grid by a
rectangular 5 km running mean window and subsequently temporally aver-
aged. Isopycnals are contoured in white. All CTD measurements are shown
with grey dots in the T/S diagram (d). The following water masses: Sub-
tropical Surface Water (STSW), Eastern South Pacific Intermediate Water
(ESPIW) and Equatorial Subsurface Water (ESSW) are marked in (b) and
(d). Three representative glider profiles (offshore (black), (blue) and upper
shelf (red)) are overlaid and can be found in the transect in Figure 21h.
For this study, data from two moorings, subsequently referred to as M1
and M2 are analyzed (see blue squares in Fig. 12b). They were deployed
during M92 in January 2013 on the continental slope off Peru at 700 m
and 1700 m water depth, 12◦30.8’ S; 77◦34.8’ W and 12◦40.0’ S; 77◦48.9’
W, respectively. Both moorings were recovered during M93 at the end of
February 2013. M1 was equipped with an upward looking ADCP (RDI, 300
kHz) at 123 m depth which measured the horizontal velocity every minute in
4 m bins over the depth range of 17 m to 117 m. M2 was equipped with an
upward looking ADCP (long ranger RDI, 75 kHz) at 328 m depth measuring
the horizontal velocity every 3 minutes in 4 m bins between 55 m and 300
m.
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5.3 Results
5.3.1 Oceanographic setting
Being typical for the summer season, moderate southeasterly winds where
observed during the two cruises within the study area. Close to the coast (<
50 km) generally weak winds of 5 m/s in the mean (often below 1 m/s) were
measured. Further offshore the winds increased to 9 m/s at 150 km distance
from the coast (not shown). At the beginning of our measurement campaign,
from January 10 - 15 2013, a strong PCUC with maximum poleward along-
shore velocities of ∼ 0.25 m/s between 100 and 200 m depth was observed
extending from the textbfupper continental slope at 400 m water depth to
about 80 km offshore (Fig. 13). A near-surface current is seen to be most
pronounced around 90 - 100 km offshore with equatorward velocities of up
to 0.1 m/s, possibly associated with the Peru Coastal Current (Fig. 13). On
the shelf, at water depths shallower than 150 m, the flow is southwestward
with velocities lower than 0.1 m/s.
During January and February, different water masses are encountered
along the main transect near 12◦30’S off Peru (glider C, Figs. 12b and
14). Near surface temperatures reach maximum values of 21.5◦C at 100 km
offshore and decrease to about 17◦C towards the coast. As is typical for the
summer season in this region the thermocline is very shallow and no surface
mixed layer is discernible (Fig. 14a). About 80 km offshore, a subsurface
salinity maximum of about 35.3 g/kg is found within the thermocline at 20 m
depth (Fig. 14b). The salinity maximum can be associated with Subtropical
Surface Water (STSW, Fig. 14b,d). This is a highly oxygenated water mass
found both in the mixed layer and the upper thermocline off Peru originating
from the eastern flank of the subtropical gyre (Wyrtki , 1967; Karstensen and
Quadfasel , 2002; Fiedler and Talley , 2006; Silva et al., 2009). Below the
thermocline, the relatively salty and low-oxygen Equatorial Subsurface Water
resides (ESSW, Fig. 14b,d), which is transported southward in the PCUC
(Gunther , 1936; Fonseca, 1989; Silva et al., 2009; Montes et al., 2010). In
the same density range as the ESSW but offshore, the Eastern South Pacific
Intermediate Water (ESPIW, Fig. 14d) is present. The ESPIW originates
off southern Chile and is characterized by a distinct salinity minimum in the
T/S diagram at densities of about σθ = 26kg/m
3 (Schneider et al., 2003). It
has also been referred to as Shallow Salinity Minimum Water (Karstensen,
2004). For simplicity we shall refer to STSW and ESPIW in most cases just as
high and low salinity water masses, respectively. The oxygen concentrations
are highest close to the surface with mean values of up to 240 µmol/kg (Fig.
14c). They decrease rapidly with depth and are < 1 µmol/kg below ∼ 30 m
on the shelf and at ∼ 80 m further offshore, respectively.
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Figure 15: The left column shows the depth-averaged horizontal circulation
for eight selected periods based on vmADCP (blue), moored ADCP (red)
and glider drift-inferred velocities (black). The 200 m, 400 m and 2000 m
isobath is contoured in black. The middle and right column show the tem-
poral evolution of the along- (positive/negative = equatorward/poleward =
into/out of the page) and cross-shore (positive/negative = onshore/offshore
= to the left/right) velocity components (vmADCP) respectively along the
grey transects (left column). Isopycnals (25.6, 26.2 and 26.4) are contoured
in grey. The green dots in the left column indicate the position of the nutrient
measurements shown in Figure 25. 41
5.3.2 Eddy formation
The near coastal horizontal circulation off Peru near 12◦30’S exhibited pro-
nounced changes in January and February 2013 due to the formation of a
subsurface anticyclonic eddy. The chronology of the eddy formation is subse-
quently described. While a persistent PCUC was observed until January 19,
the current core moved offshore during the following week (Fig. 15). Con-
currently, an equatorward flow appeared along the upper continental slope
between 250 - 350 m depth (Fig. 15e,h,k). Small scale velocity fluctua-
tions and a first eddy-like structure were observed between January 22 - 27
(Fig. 15g). It developed into a coherent eddy centered at around 77◦30’
W, 12◦45’S between January 28 and February 3 (Fig. 15j). A week later,
between February 7 and 11, the eddy centre was located directly at the M2
mooring (Fig. 15m), where velocities close to zero were measured during this
period. A complete vmADCP-based velocity transect through the eddy was
obtained on February 9 (Fig. 15n). Maximum velocities of 0.25 m/s were
found between 100 and 200 m depth. The eddy diameter, here defined as
the distance between the two velocity maxima, was about 90 km (Fig. 15n).
Strong across-shore velocities were found during and after the eddy formation
at and offshore of the continental slope (Fig. 15g,j,m). At the southern eddy
periphery, onshore velocities advected offshore water towards the continental
slope with velocities near 0.25 m/s (Fig. 15r,u). North of the eddy, coastal
waters were advected offshore (Fig. 15m). These eddy-induced cross-shore
velocities might be crucial, as they potentially provide an important coastal
open-ocean exchange mechanism.
On the upper continental slope, poleward velocities of about 0.1 m/s were
again observed in mid-February and subsequently increased to values of more
than 0.2 m/s by early March (Fig. 15t). This is close to the initial state of
the PCUC encountered in early January (Fig. 15b).
In mid-February the eastern eddy edge was still clearly visible at around
78◦W (Fig. 15p). The centre had moved to about 12◦45’ S and 78◦10’W,
covering a distance of 40 km in 6 days. This translates into a westward drift
of about 0.08 m/s. In early March (i.e. at the end of the study period)
velocity measurements close to the eddy core where carried out again (Fig.
15s).
Sea surface height anomaly data from satellite observations (AVISO) pro-
vided no reliable means to track the eddy path during and after the field
campaign. In fact, during the formation of the eddy close to the continen-
tal slope, the geostrophic surface velocity field strongly disagreed with our
in-situ velocity measurements. This might be explained firstly by known
problems of altimetry products close to the coast (Vignudelli et al., 2011)
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and and secondly the fact that the rapid changes of the flow field during
the formation process could not be captured by the sparse altimetry mea-
surements. However, a clear isolated sea level anomaly signal was also not
detectable offshore by the end of the study period. Such a signal is required
to track the eddy path by established tracking algorithms (Okubo, 1970;
Weiss , 1991). The subsurface eddy is probably not seen by altimetry be-
cause of its small size and its weak or sometimes absent surface velocities.
The uppermost vmADCP measurement deviate by up to 0.25 m/s from the
subsurface velocity (e.g. Fig. 15n). Furthermore, the eddy with a radius of
45 km is of relative small size when considering the mapping scale of 250 km
used by AVISO in the tropics (Ducet et al., 2000). Thus, it is an important
finding that energetic subsurface eddies exist off Peru, which are not visible
in altimetry products. Nevertheless, we expect that the eddy propagated
further westward after our study period as we were able to observe its strong
potential vorticity (PV, see below) anomaly in the eddy core right until the
end of our observations (Fig. 16t). This indicates that the eddy was still
intact at the point.
5.3.3 Potential vorticity and eddy generation mechanism
Subsurface anticyclones similar to the one observed here are often charac-
terized by very low PV and this is thought to play an important role during
eddy formation (McWilliams , 1985; D’Asaro, 1988; Molemaker et al., 2015).
Ertel’s PV is defined as PV = ωa · ∇b, where ωa = (fk + ∇ × u) is the
absolute vorticity with f being the Coriolis parameter, k the vertical unit
vector and u the velocity vector (Gill , 1982). The buoyancy is given by
b = −gρ/ρ0, where g is the gravitational acceleration, ρ the potential density
and ρ0 a reference density. PV is conserved in the absence of tracer and/or
momentum mixing and is thus an ideal to identify and track water masses.
We approximate PV by the part associated with the stratification (N2 =
∂b/∂z) and the vertical component of the absolute vorticity (ζabs = f + ζz),
where ζz = ∂v/∂x−∂u/∂y is the vertical component of the relative vorticity.
In cases of weak lateral buoyancy gradients as observed here and below the
mixed layer, this is usually a good approximation. Only one component
of the vertical relative vorticity (∂v/∂x) is calculated, as we are only able
to compute the spatial derivative of the alongshore velocity from the data.
Thus, here we compute PV ≈ N2(f + ∂v/∂x), where v is the alongshore
velocity and x points towards the coast. Given that observed PV structure
is largely dominated by distribution of N2 (Fig. 16, third and fourth column)
the omittance of one term in the relative vorticity has a minor effect. Note
that f is negative in the southern hemisphere and therefore negative PV
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Figure 16: The first column shows the alongshore velocity (vmADPC) in
m/s where positive/negative values correspond to equatorward/poleward
(into/out of the page) flow. The second column show the two-dimensional
relative vertical vorticity (ζz = ∂v/∂x, where v is the alongshore velocity
and x points towards the coast). The third column shows the stratification
(N2 = −(g/ρ0) · (∂ρ/∂z) − (g/cs)2, with g being the gravitational accelera-
tion, ρ the potential density, ρ0 a reference density and cs the sound speed).
The last column shows the PV times f, with PV = N2(f + ∂v/∂x). Isopyc-
nals (25.6, 26.2 and 26.45) are contoured in grey. All transects go along the
main transects as marked with grey in the left column of Fig. 15. Only the
last transect is slightly further north of the main transect to be closer to the
eddy core (dashed grey line in Fig. 15s.)
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values reflect stable conditions in respect to symmetric instability (Hoskins ,
1974; Thomas et al., 2013). Thus we multiply the PV with the local Coriolis
parameter f to obtain positive PV values, which allows an easier comparison
with northern hemisphere estimates. For simplicity we shall refer to fPV as
PV in the following.
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Figure 17: The bottom slope s = ((∂H/∂x)2 + (∂H/∂y)2)1/2 (color coded)
and water depth (grey contours, 200 m interval) are shown. The radius of the
topographic curvature and the 400 m isobath are shown in black. The three
black crosses indicate the position of the eddy centre during three different
time periods (Jan. 22 - 27, Jan. 28 - Feb. 3 and Feb. 7 - 11).
45
At the beginning of our observations positive (negative) relative vorticity
(Fig. 16b) is found onshore (offshore) of the PCUC core and the stratifica-
tion is weakest near the bottom at the continental slope (Fig. 16c). The
combination of positive relative vorticity and weak stratification results in a
band of PV close to zero in the bottom boundary layer at 100 to 250 m depth
(Fig. 16d). The negative vorticity band further offshore acts in the opposite
direction and increases PV. When the eddy starts to form end of January,
both the band of positive relative vorticity and the low stratification move
further offshore (Fig. 16f,g). Consequently, the low PV patch increases in
size during the ongoing eddy formation. At this point it is no longer re-
stricted to the area close to the topography (Fig. 16l). When the eddy has
finally separated from the topography, minimum PV values are found in its
core in a depth range between 100 to 300 m (Fig. 16p). These PV values
agree well with the observed values close to the bottom on the continental
slope prior to the eddy formation. The relative vorticity increases towards
the eddy core and maximum values around 1.2 · 10−5 1/s (0.38f) are found
between 100 and 150 m depth. Note that we only compute the component of
the relative vorticity associated with ∂v/∂x and thus the full relative vortic-
ity in the eddy core should be up to factor of 2 larger (around 0.75f) assuming
solid body rotation. This is in good agreement with relative vorticity values
found in the high-resolution model simulation of Molemaker et al. (2015).
About three to four weeks after the first transect through the fully devel-
oped eddy (Fig. 16m) another transect was obtained towards the end of the
observations (Figs. 15s and 16q). It shows that the low PV within the eddy
core has moved offshore as a result of the eddy’s westward propagation.
Given that the absolute vertical vorticity is dominated by f, pure adia-
batic vortex stretching (e.g. due to unforced flow instabilities) will result
in increased cyclonic vorticity. It thus cannot explain the low stratification
in the core of the observed eddy, because the relative vorticity there is an-
ticyclonic. Thus the low stratification must have been caused by diapycnal
mixing prior to the eddy formation near the surface (McWilliams , 1985) or
near boundaries (D’Asaro, 1988). The latter case is of importance here, as
the eddy core waters originate from the equatorial region and moved within
the PCUC along the continental slope before they end up in the eddy. As
our observations were made in the summer season when atmospheric cooling
events do not occur, it cannot explain the reduction of the PV locally. As sub-
surface eddies tend to be anticyclones the classical baroclinic and barotropic
instability mechanisms alone cannot explain their formation, because such
eddies have no preferred symmetry (McWilliams , 1985; Molemaker et al.,
2015). In agreement, off Peru a skewness towards anticyclonic vorticity is
found at depth (Colas et al., 2012). A plausible explanation for this might
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be the geometry of the PCUC flowing poleward along the continental slope,
which results in anticyclonic vorticity between the PCUC core and topogra-
phy.
D’Asaro (1988) and Molemaker et al. (2015) point out the importance of
sharp topographic variations for the separation of the low PV boundary water
from the topography. This will be investigated in the following. Indeed, we
observed the first appearance of an eddy-like structure just downstream of
an abrupt change in the curvature of the isopleths (Fig. 15g, Fig. 17). Thus
we hypothesize that flow separation is responsible for the eddy formation.
This is supported by our observations as will be shown in the following.
Firstly, the PCUC core flows along the 400 m isobath (Fig. 15b) which
exhibits two sharp bends in the study area (Fig. 17). The second bend
is of relevance here as it can force the PCUC to separate. In this region,
the offshore displacement of the PCUC is seen in the velocity measurements
prior to the eddy formation (Fig. 15d-i). Secondly, the initial disturbances
developing into an eddy-like structure (Fig. 15d) are found about 15 km
downstream from the topographic bend shown in Figure 17. Black crosses in
Figure 17 show the position of the eddy centre directly after its formation.
The eddy is clearly formed downstream of the second topographic bend and
then propagates westward.
Marshall and Tansley (2001) propose that the separation of a barotropic
boundary current at a vertical sidewall takes place when r < L = (U/β)1/2.
Here r represents the radius of curvature of the coastline, which is 7.5 km at
the location shown in Figure 17. U is the boundary current speed, here 0.25
m/s and β is the planetary vorticity gradient in the downstream direction
(1.8 · 10−11 1/s). This yields a length scale L of about 120 km. As r << L
this suggests that flow separation would occur for a case with a vertical
sidewall. However, given that the PCUC flows along the topographic slope
we propose to use βeff = fs/H, instead of the usual β, where f is the Coriolis
parameter, s = ((∂H/∂x)2 + (∂H/∂y)2)1/2 is the bottom slope and H the
depth scale of the boundary current, in order to account for the topographic
beta effect. Following the early work of Pedlosky (1979) on the inertial
boundary layer problem, Kinsella et al. (1987) used the same formula to
investigate the interaction of the Labrador current with the topography of
a canyon. With H set to 400 m the topographic beta is around 2.5 · 10−9
1/s near this bend and decreases further downstream. This implies that βeff
is about two orders of magnitudes larger than β and thus probably more
important for the dynamics of the PCUC. Using βeff near the bend instead
of β yields L = 10 km, which is still larger than the radius of the bend
and suggests flow separation. However, given that the separation criteria
of Marshall and Tansley (2001) does not account for topographic effects,
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further research is required to validate our proposed modification.
Given that the swirl velocity and both the relative vorticity and PV
anomalies did not lose their strengths, even towards the end of our study
period, we suspect that the eddy continued to propagates further westward
into the open ocean. The pronounced PV anomaly first would have had to
dissipate before the eddy may decay. However, as we are not able to track
the eddy via altimetry, we can only speculate about its further propagation
and life cycle.
5.3.4 Impact of the horizontal circulation on the distributions of
salinity and oxygen
Pronounced variability in salinity and oxygen is observed in the upper ocean
along the continental margin off Peru during January and February 2013.
The extensive hydrographic dataset allows a detailed description of the evo-
lution of salinity and oxygen characteristics prior, during and after the eddy
formation. Three processes are of major importance for the distributions
of salinity and oxygen in the study area during the observational period:
advection along isopycnals in a vertically sheared flow, mesoscale stirring
and eddy-driven ventilation. Each process will be discussed in a separate
subsection. A summary schematic is given in Figure 18 to guide the reader
through the complex data and should be seen as a hypothesis at this point,
which is supported by our observations in the later sections. The schematic
is based on both the observed distributions of salinity and oxygen on selected
isopycnals (Fig. 19) and the three-dimensional fields (Fig. 20). The analysis
focusses mainly on two water bodies characterized by distinct salinity and
oxygen concentrations (Figs. 19 and 20). As our first measurements were
made in early January, we cannot say much about the history of these water
mass patches prior to this period, besides their broad formation area (see
section 5.3.1). In the following subsection (5.3.4.1), we describe the forma-
tion of isolated oxygen patches in the OMZ. We suggest that they are formed
prior to the eddy formation by advection along isopycnals in the upper part
of the PCUC that exhibits a pronounced vertical shear of the horizontal flow
(Fig. 18a-d). During the eddy formation, the two water bodies are thought
to be found south of the study area (Fig. 18e,f). After the eddy formation
the near-coastal flow reverses toward northward flow and the water bodies
are advected into the study area again (Fig. 18g,h). In subsection 5.3.4.2
we investigate the role of mesoscale stirring for the generation of small scale
salinity and oxygen structures by describing the formation of such salinity
structures at the eddy edge in detail (Fig. 18g,h). Finally, in subsection
5.3.4.3 we investigate the role of the eddy for the ventilation of the near-
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Figure 18: Schematic showing the formation history of the subsurface anticy-
clonic eddy as horizontal maps (left column) and as three dimensional views
(right column). We highlight the impact of the circulation on the salinity
and oxygen distributions, including the formation of isolated oxygen patches
by advection along isopycnals in a vertically sheared flow (a-d), the forma-
tion of low salinity structures at the eddy periphery and the ventilation of
the near-coastal oxygen minimum zone both by lateral stirring (g,h). The
horizontal circulation is represented with black arrows. Two grey lines in the
left column represent topography contours. The high and low salinity water
bodies are shown in red and light blue, respectively. The oxycline is repre-
sented by the white line and the density stratification is shown by different
shades of blue (from dark blue / dense to light blue / light).
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Figure 19: Absolute salinity [g/kg] in the σ0 range of 25.61 - 25.63 kg/m
3
(1st column) and 26.19 - 26.2 kg/m3 (3rd column) and corresponding oxygen
concentrations [µmol/kg], respectively (2nd and last column) at four different
time spans (prior to the eddy formation (upper two rows), just after the eddy
formation (3rd row) and about a week after the eddy formation (4th row).
All glider and CTD salinity and oxygen data has been gridded prior plotting
using a simple gaussian mapping algorithm with a small influence radius of
1 km (1.5 km cut off radius).
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Figure 20: Snapshots of three-dimensional absolute salinity [g/kg] (left pan-
els) and oxygen concentrations [µmol/kg] (right panels) fields around 12◦45’S
and 77¡ 24’W between 10 m and 90 m at four chosen time spans (prior to
the eddy formation: a-d, just after the eddy formation: e,f and about a week
after the eddy formation: g,h). The main transect (Figure 21, glider C) is
marked by grey boxes. The dashed black boxes mark the transects shown in
Figure 22, and the three-dimensional salinity field at the eddy edge (Figure
23). The points A and B (vertical grey lines) are discussed in section 5.3.4.1.
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coastal OMZ, which is indicated by a deepening of the oxycline in Fig. 18h.
5.3.4.1 Formation of isolated oxygen patches by advection along
isopycnals in a vertically sheared flow prior to the eddy formation
When tracers are advected along isopycnals in a vertically sheared flow, they
will separate horizontally due to the different speeds at different depths.
Given that along-isopycnal salinity and oxygen gradients are observed in
regions of vertically sheared flow, it can be expected that this separation
process might contribute to the observed distributions of salinity and oxygen.
The temporal evolution of the along-shore geostrophic velocity and the
vertical distributions of salinity and oxygen along the main transect near
12◦30’S (glider C) between January 10 and February 27 is shown in Figure
21. During the first three transects prior to the eddy formation, a well-
defined PCUC is observed and low-salinity water is present below 50 m and
70 - 100 km offshore (Fig. 21b,e,h). In the thermocline above this low-
salinity water, a well-oxygenated water mass with much higher salinities is
observed (Fig. 21e,f, Fig. 22a,c). Until around January 22, the horizontal
circulation is dominated by the along-shelf flow and both water bodies are
transported poleward by the PCUC with a speed of 0.15 - 0.25 m/s (Fig.
15). The low-salinity water is advected southward at higher speeds than the
high salinity water, as it is closer to the PCUC core. This can be seen in the
along-coast transect of glider G, which sampled the same water bodies during
their poleward advection along the coast (Figs. 19a-h, 20c,d and 22b,d).
In contrast to the salinity distribution, the oxygen distribution is more
straightforward to interpret. High oxygen levels of up to 250 µmol/kg are
restricted to the uppermost layers, while oxygen concentrations below 80 m
rarely exceed 1 µmol/kg. However, at depth shallower than 80 m (or at densi-
ties smaller than 26.0 kg/m3) along-isopycnal gradients of oxygen are present
in this region (Fig. 14). In the following we focus on the well-oxygenated
water body found near the surface between 80 and 100 km offshore on the
main transect between January 14 and 18 (Figs. 21f,i and 22c). This water
body is of particular interest since it shows strong along-isopycnal oxygen
gradients, which are required for eddy-driven along-isopycnal oxygen fluxes
(Fig. 22c,d). Note that the vertical oxygen gradient is not perfectly collo-
cated with the vertical salinity gradient. Hence, the upper part of low salinity
water still shows comparably high oxygen concentrations, which fall below
2 µmol/kg at densities larger than σθ ≈ 26 kg/m3. During the southward
advection of these waters isolated oxygen patches are formed in the depth
range between 40 to 60 m south of the main transect (Figs. 20d and 22d).
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Figure 21: Alongshore geostrophic velocity (positive/negative = equator-
ward/poleward = into/out of the page) in m/s (left column), vertical distri-
butions of salinity in g/kg (middle column) and oxygen in µmol/kg (right
column) along 12◦30’S as measured by glider C between January 10 and
February 23 2013. The geostrophic velocity is color coded (0.05 m/s inter-
val) and isopycnals (25.6 and 26.2 kg/m3) are contoured in grey.
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Figure 22: Absolute salinity [g/kg] (upper row) and oxygen concentration
[µmol/kg] (lower row) transects observed by glider C between January 13
- 16 (left column) and glider G between January 17 - 22 (right column)
within the Peru-Chile Undercurrent prior to the eddy formation. Isopycnals
are shown by white lines. Please note the different orientations of the two
transects in space (upper = across-shelf, lower = along-shelf), as shown with
dashed black rectangulars in Figure 20a-d.
It follows that advection along isopycnals in a vertically sheared flow
might explain the separation of the high and low salinity waters and the
formation of the isolated oxygen patches described above. This hypothe-
sis is tested using a simple calculation of linear tracer advection along the
slope relying on the observed value for the flow speed and the distributions
of salinity and oxygen at two depth levels, namely 30 m and 70 m. This
simple setup is inspired by the typical PCUC flow structure showing mainly
southward currents in the domain up until January 22. Based on our mea-
surements we assume that salinity and oxygen are advected southward along
the coast with speeds of 0.15 m/s and 0.25 m/s at a depths of 30 m and 70
m, respectively (Fig. 21). This translates into a horizontal displacement of
30 km at 30 m depth and 50 km at 70 m depth between point A (Fig. 19a-h,
20a-d, 12◦42’S and 77◦39’W, January 16 06:00) and point B (Fig. 19a-h, Fig.
20a-d, 12◦48’S and 77◦28’W, January 18 12:00)) over a period of 54 h. This
duration corresponds to the time difference between the measurements taken
at the two points shown in Figure 20. The distance between the points is
∼23 km. Consequently, the saline water mass still is present at point B at
around 30 m depth on January 18 12:00 (Fig. 19e, 20c), while larger velocity
54
at 70 m has allowed the advection of the deeper low salinity water further
downstream (Fig. 19g, 20c). Our calculation thus supports the assumption
of advection along isopycnals in a vertically sheared flow as an explanation
for the observed separation of the high and low salinity water and formation
of isolated oxygen patches.
5.3.4.2 Formation of small scale salinity and oxygen structures
by mesoscale stirring after the eddy formation Mesoscale stirring
of along-isopycnal tracers gradients (e.g. of salinity and oxygen) has to be
shown to result in the formation of small scale tracer structures (Smith and
Ferrari , 2009). Our observations show small scale salinity and oxygen struc-
tures in the upper ∼150 m and ∼80 m of the water column, respectively
(Fig. 21, middle and right column). As along-isopycnal salinity and oxygen
gradients exist in these depth ranges (Fig. 14b,c), we propose mesoscale stir-
ring of along-isopycnal salinity and oxygen gradients as the primarily process
generating the structures. In the following we describe the formation of small
scale salinity structures at the eddy periphery as an example of mesoscale
stirring (Figs. 21w,z and 23).
No distinct salinity and oxygen patches are found along the main transect
covered by glider C cutting through the newly formed eddy (Fig. 21t,u).
Rather, the eddy core exhibits homogeneous temperature (12 - 14◦C), salinity
(35 to 35.15 g/kg) and oxygen (< 1 µmol/kg) fields. This is confirmed by the
three-dimensional salinity and oxygen fields shown in Figure 20e,f. During
the subsequent offshore propagation of the eddy, small-scale salinity features
appear at its onshore edge between 50 - 150 m depth at a distance of 60 km
from the coast (Fig. 21w). In a two-dimensional (distance to coast vs. depth)
view the tilted orientation of the tracer structures at their early stage might
suggest that vertical advection could be responsible for their formation (Fig.
21w,z). However, our three-dimensional observations (Figs. 20g and 23)
imply that vertical advection is unlikely as a mechanism for the occurrence of
the salinity structures. First of all, the structures cross isopycnals (Fig. 21w).
This should not be the case as advection moves water parcels predominantly
along isopycnals. Secondly, the water properties (potential density, salinity
and temperature) in the structures do neither match those at the surface nor
those at greater depths. Thirdly isopycnals outcropping at the surface did
not show density values as high as those in the structures throughout the
entire measurement period.
Instead our observations suggest that lateral stirring by the rotational cur-
rents around the eddy periphery is a plausible mechanism for the formation
of these structures. Figure 23 shows the formation of the salinity structures
at the eddy edge (see black dashed box in Fig. 20g) in more detail. At the
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Figure 23: Snapshots of the near-surface (20 - 80 m) absolute salinity [g/kg]
at the inshore eddy edge during four different time periods (of 2.5 days length)
between January 30, 18:00 and February 9, 18:00. The depth averaged ve-
locity is shown by the black arrows. The location of this box is shown in
Figure 20g.
early stage of the newly formed eddy, no salinity structures are found at the
eddy edge (Fig. 23a). However, 60 hours later, a low-salinity structure shows
up at the two southern transects (Fig. 23b). Several days later, this feature
is found along all transects (Fig. 23c,d). The three dimensional observational
approach thus clearly indicates that the small scale salinity structures at the
eddy edge are formed by lateral advective flow around the eddy periphery.
The potential density range and the temperature and salinity characteristics
of the waters fit well to those of the low salinity water seen in the first three
transects of glider C described above (Fig. 21b,e,h). This further supports
that lateral processes are at work.
The fact that low oxygen values and thus also no pronounced oxygen gra-
dients are detectable below 80 m can explain why no small scale oxygen struc-
tures are found below 80 m. However, at shallower depths along-isopycnal
oxygen gradients are indeed present (Fig. 14c). Consequently, eddy-driven
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Figure 24: Hovmoeller diagram of the depth averaged (0 - 200 m) horizontal
velocity in m/s (a), absolute salinity in g/kg at σ0 range of 25.61 - 25.63
kg/m3 (b) and 26.19 - 26.2 kg/m3 (c) and oxygen concentration in µmol/kg
respectively (d), (e) along 12◦30’S measured by glider C (doted lines) and the
ship based CTD (single dots), which were taken close to the glider transect.
oxygen ventilation of the shallow near-coastal OMZ can be expected.
5.3.4.3 Eddy-driven ventilation of the near-coastal oxygen min-
imum zone In order to visualize the effects of the mesoscale stirring on
the distributions of salinity and oxygen in more detail, we now analyze the
temporal evolution of salinity and oxygen on two different isopycnals along
the main transect (glider C) near 12◦30’S (24b-e). Both density surfaces
are also shown in Figure 22 as white contours. The lighter density interface
(25.6 kg/m3) resides in relatively saline and oxygen-enriched water, while
the denser density interface (26.2 kg/m3) represents the oxygen depleted and
relatively fresh waters within the OMZ. A close relationship between salinity
and oxygen can be seen on the 25.6 kg/m3 isopycnal, where high salinities go
along with elevated oxygen concentrations. However, very close to the coast
high oxygen concentrations are found which do not coincide with high salini-
ties. This is due to the outcropping of the isopycnal into the well-oxygenated
mixed layer close to the coast.
The temporal change of the depth averaged (0 - 200 m) horizontal velocity
along the glider track, that goes along with the eddy formation, can be seen
in Figure 24a. By mid-February the velocities reveal an onshore component,
which results in the onshore advection of high salinity, well-oxygenated waters
on the 25.6 kg/m3 isopycnal. On this density surface, relatively low oxygen
concentrations between 10 to 20 µmol/kg were observed in the center of
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the transect during January, while it showed values well-oxygenated (> 100
µmol/kg) after the eddy had formed (Fig. 24b,c). This can also be seen in
the transects of the other gliders, which all show elevated oxygen values after
the eddy had moved offshore (Fig. 19n).
At greater depths, on the 26.2 kg/m3 isopycnal, changes in salinity are
also observed during the measurement period. After the eddy is formed,
a fresher water mass shows up (see discussion section 5.3.4.2). However,
more importantly no significant correlation between oxygen and salinity on
the 26.2 kg/m3 isopycnal can be established, as the oxygen concentrations
(< 1 µmol/kg) are below the detection limit. Consequently, no pronounced
oxygen structures are advected on this density surface.
In summary, the eddy clearly supplied oxygen-enriched waters to the near-
coastal OMZ on the 25.6 kg/m3 isopycnal, which points to the importance
of mesoscale stirring for the ventilation of the near-coastal OMZ off Peru.
5.3.5 Impact of the horizontal circulation on the distributions of
nitrate, nitrite and nitrogen-deficit
The changing circulation during the eddy formation also impacts the nitrate
(NO−3 ), nitrite (NO
−
3 ) and nitrogen-deficit (N*) distributions (Fig. 25). N*
is often used as an indicator for nitrogen sink/source processes in the water
column (Gruber and Sarmiento, 1997). However, it is important to note that
enhanced N* values are not an indicator of active nitrogen-loss processes but
represent the accumulated nitrogen-loss of the past. Here we define N* =
(NO−3 + NO
−
2 ) − 16PO3−4 , with (PO3−4 ) being phosphate, following Altabet
et al. (2012) and Stramma et al. (2013) in order to allow a direct comparison
to their findings. We focus on the exchange of NO−3 , NO
−
2 and N* between
the continental slope and the open ocean, but not on the upper shelf (< 150
m), where the eddy has less influence on the water mass distribution (section
5.3.2, 5.3.4).
Prior to the eddy formation NO−3 (NO
−
2 ) concentrations were mainly
above 21 µmol/l (below 4 µmol/l) offshore of the continental slope (Fig.
25d,g). In contrast, NO−3 (NO
−
2 ) concentrations below 18 µmol/l (above 7
µmol/l) are observed at the continental slope, especially near the bottom, co-
inciding with N* values below -17 µmol/l (Fig. 25j). Given that all three pa-
rameters show along-isopycnal gradients, eddy-driven cross-shore fluxes can
be expected. Note that the NO−3 and N* concentrations decrease towards
the coast along-isopycnals, while NO−2 concentrations increase. Thus onshore
fluxes of NO−3 and N* (which corresponds to offshore fluxes of nitrogen-deficit
waters) and offshore fluxes of NO−2 are expected.
The eddy formation is associated with across-shore velocities. They cause
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Figure 25: Oxygen in µmol/kg (1st row), nitrate (NO−3 ) in µmol/l (2nd row),
nitrite (NO−2 ) in µmol/l (3rd row), nitrogen-deficit (N
∗ = (NO−3 +NO
−
2 )−
16PO3−4 ) in µmol/l (4th row) at three different time periods: prior to the
eddy formation (left column, January 11 - 17), during the eddy formation
(middle column, January 21 - 27) and when the eddy is fully developed
(February 9 - 11). The positions of the nutrient measurements are marked
with green dots in Figure 15a,g,m. The white dots indicate position of the
nutrient measurements. The grey line shows the fPV = 1.1 · 10−14 1/s4
contour.
an exchange of waters across the continental slope, leading to a change in
the nutrient distribution (Fig. 25, middle column). As a result NO−3 (NO
−
2 )
concentrations as low as 15 µmol/l (between 4 - 8 µmol/l) are found offshore
between 50 to 300 m depth (Fig. 25e,h). Note that the low PV distribution
(indicated by the grey contour in Fig. 25) supports our interpretation that
these waters originate from bottom boundary layer along the continental
slope (see section 5.3.3).
After the eddy has formed a transect through the eddy was obtained
(Fig. 25, right column). We observe NO−3 concentrations between 15 and 21
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µmol/l (Fig. 25f), NO−2 concentrations of up to 8 µmol/l (Fig. 25i) and a
nitrogen-deficit near 17 µmol/l close to the core of the newly formed eddy
(Fig. 25l).
In summary, similar to the low PV originating from the bottom boundary
at the continental slope, the eddy also advects nitrogen-deficient waters from
the region into the open ocean.
5.4 Discussion
To date, only indirect observational evidence for the importance of the
PCUC for the generation of subsurface anticyclonic eddies off Peru has
been obtained, based both on water mass analyses (Johnson and McTag-
gart , 2010) and the fact that most anticyclones are first detected close to the
shelf (Chaigneau et al., 2011). The aim of this study is to provide direct ob-
servational evidence that subsurface anticyclones off Peru are indeed formed
by instability of the PCUC. The study is based on a multi-platform four-
dimensional observational approach. The extensive dataset described here
allows a detailed description of the eddy formation process and its impact
on the near-coastal salinity, oxygen and nutrient distributions.
The observations suggest that flow separation due to a sharp bend of
the continental slope plays an important role for the eddy generation. This
implies that the strength of the PCUC is an important parameter, which
determines whether a subsurface anticyclone may be generated at this loca-
tion by flow separation or not. Indeed we observed a relatively strong PCUC
(∼0.25 m/s observed core speed, long term mean ∼0.15 m/s (Chaigneau
et al., 2013)) prior to the eddy formation. Remotely forced coastal trapped
waves strongly influence the PCUC (Chaigneau et al., 2013; Pietri et al.,
2014) and thus might play an important role in modulating the strength of
the subsurface anticyclonic eddy formation process.
A numerical modeling study by Colas et al. (2012) indicates that sub-
surface anticyclonic eddies contribute to the eddy variability off Peru. The
authors found anticyclonic vorticity to dominate off Peru with a maximum
between 100 to 150 m depth. They relate this finding to subsurface anticy-
clonic coherent vortices formed by instability of the PCUC. This supports
the view that these coherent eddies are important in this region. Clearly,
our study is limited to a single eddy formation event. The representative-
ness of this event for the generation of subsurface anticyclonic eddies in the
Peruvian upwelling system thus remains an open question. However, in a
recent study Hormazabal et al. (2013) investigate the properties and origin
of subsurface anticyclonic eddies off central Chile using hydrographic obser-
vations, satellite altimetry and a regional eddy resolving ocean model. In
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their study observations of two subsurface anticyclonic eddies are presented.
Both eddies were first detected close to a sharp coastline variation near 37◦S,
thus we suggest that flow separation might be responsible for their forma-
tion. In general, high mesoscale variability is found off Peru (Penven et al.,
2005). We expect that beside flow separation also other instability and forc-
ing mechanisms contribute to the overall eddy field as pointed out by Liang
et al. (2012) for the northeastern tropical Pacific.
The result that flow separation might be responsible for the formation of
subsurface coherent anticyclones in boundary currents is in line with a study
by D’Asaro (1988) and a recent very high-resolution modeling experiment
of the California Undercurrent by Molemaker et al. (2015). Both studies
investigate the generation mechanism of submesoscale coherent vortices and
the boundary currents separate behind sharp topographic bends. Molemaker
et al. (2015) point out the complexity of the full eddy generation mechanism,
which involves not only boundary-current separation but also submesoscale
instabilities and upscale flow self-organization. Several aspects of their re-
sults agree with the observations presented here: We find unorganized small
scale velocity structures prior to the eddy formation; a much more organized
coherent structure at a later stage; and a growth of the first coherent eddy
structure to a much larger eddy within a few days (Fig. 15j,m). An inter-
esting finding by Molemaker et al. (2015) is the importance of the frictional
boundary layer for the generation of anticyclonic vorticity and low PV found
in the eddy core. This was already suggested by D’Asaro (1988). It im-
plies that a large amount of the core water might originate from the bottom
boundary layer at the continental slope. In agreement, we observe very low
PV in water residing on the topography of the continental slope prior to the
eddy formation. Evidence is presented showing that this water ends up in
the eddy core during its formation. Thus our observations support the find-
ings of D’Asaro (1988) and Molemaker et al. (2015) regarding the bottom
boundary layer being an important source region of the eddy core water.
The nutrient measurements taken during the formation of the anticyclonic
subsurface eddy should give new insights into the role of these eddies for
the nitrogen cycling and loss off Peru. In general, the water masses on the
continental margin off Peru and Chile are increasingly depleted in biologically
available nitrogen during their poleward transport within the PCUC due
to nitrogen-cycling processes (Zamora et al., 2012; Kalvelage et al., 2013;
Loescher et al., 2014), and near-coastal nutrients measurements off Peru often
show reduced NO3− and N* concentrations in the bottom boundary layer
(Codispoti and Christensen, 1985; Hamersley et al., 2007; Lam et al., 2009;
Franz et al., 2012; Loescher et al., 2014). This is also the case for the nutrient
values present in this study (Fig. 25), where enhanced nitrogen-deficits are
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observed close to the topography of the continental slope.
In a relatively young eddy close to the shelf near 16◦S Stramma et al.
(2013) observe a nitrogen-deficit anomalies of 35 µmol/l at 50 m and 20
µmol/l in 150 m depth, as well as NO−3 and NO
−
2 core concentrations of <5
µmol/l and ∼10 µmol/l, respectively. They suggest that the high N* and low
NO−3 is due to enhanced nitrogen-loss activity in the eddy. Our observations
could be interpreted such that a substantial part of the nitrogen-deficits
documented further offshore both close to a mesoscale eddy (Altabet et al.,
2012) and inside anticyclonic subsurface eddies (Stramma et al., 2013) might
result from nitrogen-loss processes on the upper continental slope and shelf
region (Kalvelage et al., 2013), and are subsequently transported towards the
open ocean by the eddy.
Whereas measured nitrogen-loss rates reported in shelf waters are high
(0.05 - 0.5 µmol/l/day) (Hamersley et al., 2007; Kalvelage et al., 2013) and in
combination with benthic nitrogen-loss (Bohlen et al., 2011) can significantly
change N* within days to weeks, the nitrogen-loss reported from open ocean
is usually well below 0.01 µmol/l/day (Ward et al., 2009; Canfield et al.,
2010; Kalvelage et al., 2013)).
In order to distinguish between anomalies that originate at the coast or
are induced in the eddy itself, observations of the initial core water mass
properties are crucial, but have been missing so far in previous studies. Thus
in future studies one should strive to observe the full eddy life cycle including
the formation and offshore propagation. In particular the source waters of the
eddy core, which are known to change within the PCUC along the coastline
(Zamora et al., 2012), should be captured. In a recent study by Bourbonnais
et al. (2015), the authors sampled one eddy during two occasions one month
apart from each other. They find a reduction of NO3− of about 4 µmol/l
in the density range between 26.2 and 26.3 kg/m3 between the two surveys.
However, it remains unexplained how much of the already enhanced nitrogen-
deficit of 35 µmol/l during the first survey results from coastal and/or eddy-
induced nitrogen-loss processes.
In this study we describe in detail that eddy driven along-isopycnal stir-
ring due to both rotational currents around the eddy periphery and water
mass trapping inside the eddy results in an exchange of water masses between
the continental slope and the open ocean. The export of nitrogen-deficient
water from the continental margin to the open ocean provides a mechanism
which might help to explain the observed discrepancies between nitrogen-
loss activity and accumulated nitrogen deficit (Kalvelage et al., 2013). Thus
mesoscale eddies might be crucial in resupplying NO−3 to the productive con-
tinental margin at depth where nitrogen-loss processes and organic matter
export are thought to be highest (Kalvelage et al., 2013).
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Our observations show that the horizontal circulation has a large effect
on the near-coastal salinity and oxygen distributions and results in the for-
mation of various small scale salinity and oxygen structures. Pietri et al.
(2013) discuss the formation of small-scale salinity structures in the Peru-
vian upwelling regime at around 14◦S similar to the ones we describe in this
study. Our observations confirm their interpretation that lateral stirring of
along-isopycnal salinity gradients by mesoscale eddies is mainly responsible
for the formation of the fine scale structures. Their additional hypothesis
that vertical advective motion driven by submesoscale frontal subduction
processes might be responsible for the formation of the salinity structures,
can not be confirmed by our study. This hypothesis, however is discussed
in recent literature (Mechoso et al., 2014; Messie´ and Chavez , 2014). Here,
we want to note that the interpretation of two-dimensional small scale tracer
structures by a single glider has to be done with utmost caution, as hori-
zontal processes such as mesoscale stirring can form a wide range of tracer
structures. However, our three-dimensional approach might help to interpret
small scale salinity and oxygen structures found in future high-resolution
two-dimensional observations.
Quantitative eddy-driven oxygen fluxes cannot be estimated from our
observations due to the short time period, which only covers one single eddy
event. However, the signature of the eddy-driven oxygen ventilation of the
near-coastal OMZ is clearly visible in our dataset. Stramma et al. (2010)
and Brandt et al. (2015) came up with rough oxygen budget estimates based
on climatological oxygen distributions and an assumed assumed value for
the an eddy diffusivity. They suggest that 45 % of total oxygen supply in
the eastern tropical South Pacific OMZ is provided by eddy-driven lateral
mixing.
5.5 Summary and conclusions
The formation of a subsurface anticyclonic eddy in the Peru-Chile Undercur-
rent in January and February 2013 is investigated based on four-dimensional
multiple-platform observations. The main results are listed below:
1. A strong Peru-Chile Undercurrent with maximum poleward velocities
of about 0.25 m/s was observed in early January 2013 off Peru. Isolated
oxygen patches are found within the oxygen minimum zones. The
differential advection along isopycnals in the vertically sheared upper
part of the Peru-Chile Undercurrent is suggested to be their formation
mechanism.
2. After January 20, a subsurface anticyclonic eddy was shed by the Peru-
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Chile Undercurrent. The eddy core was characterized by potential vor-
ticity close to zero, which seems to have originated from the bottom
boundary layer on the continental slope. The eddy formed just down-
stream of a sharp topographic bend of the 400 m isobath. This suggests
flow separation as likely eddy formation mechanism.
3. The eddy-induced circulation strongly modifies the near-coastal salin-
ity and oxygen distributions. Horizontal rotational currents around
the eddy periphery (mesoscale stirring) result in the formation of small
scale salinity structures at the eddy edge. Across-shelf velocities ad-
vect the saline and well-oxygenated Subtropical Surface Water within
the thermocline towards the coast. This points to the importance of
mesoscale eddies for the ventilation of the upper near-coastal oxygen
minimum zone off Peru.
4. The eddy core shows temperature and salinity values characteristic of
Equatorial Subsurface Water and oxygen concentrations < 1 µmol/kg.
Additionally, an elevated nitrogen-deficit of about 17 µmol/l and en-
hanced NO−2 concentrations near 7 µmol/l are found within the eddy
just after its formation. They are thought to result from near-shelf
nitrogen-loss processes prior the eddy formation.
Our study highlights the impact of the subsurface anticyclonic eddy shed
by the Peru-Chile Undercurrent on the tracer distributions in the Peruvian
oxygen minimum zone both on a local scale and on larger scales. On the
one hand, the eddy stirs local tracer (salinity, oxygen and nutrient) gradi-
ents. On the other hand it traps water mass properties (e.g vanishing oxy-
gen, enhanced NO2− concentrations and nitrogen-deficits) from the upper
continental slope and transports them offshore into the open ocean oxygen
minimum zone during its westward propagation. As anticyclonic subsurface
eddies may exist for several months and travel large distances (Stramma
et al., 2014), they can carry water mass properties to very remote places. A
large number of studies highlight the general importance of eddies for mod-
ulating both biogeochemical productivity and biogeochemical cycles (Jenk-
ins , 1988; Falkowski et al., 1991; Oschlies and Garcon, 1998; McGillicuddy
et al., 1998, 2007; Lathuilie`re et al., 2010; Gruber et al., 2011; Gaube et al.,
2014). However, most global biogeochemical model studies investigating oxy-
gen minimum zones use models which do not resolve mesoscale eddies. Thus
their effects have to be parametrized. This might cause uncertainties in
forecasting long term oxygen trends (Stramma et al., 2008, 2010) or in the
response of oxygen minimum zones to a changing climate (Stramma et al.,
2012). More recent high-resolution model studies exist which have suffi-
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ciently high resolution to allow eddies to evolve (Dietze and Loeptien, 2013;
Montes et al., 2014; Duteil et al., 2014). However, these studies focus mostly
on the improvements in representing the equatorial current band as a re-
sult of enhanced resolution as these currents seem to have a large impact
in reducing the bias between simulated and observed nutrient and oxygen
distributions. We suggest using these high-resolution simulations to focus
on the large-scale effect of mesoscale eddies on oxygen minimum zone dy-
namics. This is difficult to assess quantitatively even with high-resolution
observations. Our high-resolution four-dimensional observational study can
help to validate and improve these simulations, since we provide observations
of the variability seen in physical and biogeochemical parameters. This study
highlights the need for high spatiotemporal resolution observations in eastern
boundary upwelling regimes in order to understand the mechanisms driving
the observed fast changes in physical and biogeochemical parameters.
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6 Do submesoscale processes ventilate the oxy-
gen minimum zone off Peru?
So¨ren Thomsen, Torsten Kanzow, Francois Colas, Vincent Echevin, Gerd
Krahmann, Anja Engel2
Abstract
The Peruvian upwelling system shows pronounced submesoscale
variability and encompasses the most intense and shallowest oxygen
minimum zone (OMZ) in the ocean. We make use of high-resolution
glider-based observations carried out off Peru during austral summer
2013 to investigate whether submesoscale frontal processes do venti-
late the near-surface Peruvian OMZ. We present observational evi-
dence for the subduction of highly oxygenated surface water in a sub-
mesoscale cold filament. The observed subduction event ventilates the
upper oxycline but does not reach into OMZ core waters. Lagrangian
diagnostics are used to study the pathways of newly upwelled water in
a regional submesoscale permitting model. In the model about 50 %
of the newly upwelled floats leave the mixed layer within 5 days em-
phazising a hitherto unrecognized importance of subduction for the
ventilation of the Peruvian oxycline.
6.1 Introduction
The Peruvian upwelling region, being one of the four major eastern bound-
ary upwelling systems in the global ocean, is characterized by pronounced
meso- and submesoscale variability such as eddies and filaments (Capet et al.,
2008b; McWilliams et al., 2009). This variability plays a key role for the off-
shore and downward export of physical and biogeochemical properties from
the productive surface coastal region (Rossi et al., 2008, 2009; Lathuilie`re
et al., 2010; Gruber et al., 2011; Nagai et al., 2015). Submesoscale frontal
processes, defined here as operating on horizontal scales of less than the de-
formation radius, drive large vertical velocities and enhance vertical tracer
fluxes in the upper ocean (Mahadevan and Tandon, 2006; Capet et al., 2008a;
Thomas et al., 2008). The highly productive Peruvian upwelling region en-
compasses the most intense and shallowest oxygen minimum zone (OMZ)
in the ocean (Karstensen et al., 2008) with oxygen concentrations below 1
µmol/l in its core (Revsbech et al., 2009; Kalvelage et al., 2013). The oxy-
cline (i.e. the transition from the oxygenated surface waters to the OMZ) is
2This section has been submitted as a manuscript to Geophysical Research Letters.
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often very shallow O(30 m) near the coast and strong vertical oxygen gra-
dients are found close to the surface (Hamersley et al., 2007). Due to the
vicinity of the well-oxygenated mixed layer and the OMZ waters below, ver-
tical advective motion driven by submesoscale frontal dynamics might be a
key process for the vertical supply of oxygen into the OMZ. While a large
number of observational and model studies have addressed the role of up-
welling filaments for the offshore transport of physical and biogeochemical
properties in the Californian (Flament et al., 1985; Strub et al., 1991; Kadko
et al., 1991; Barth et al., 2002; Nagai et al., 2015)), Iberian/Canarian (Bar-
ton et al., 2004; Cravo et al., 2010), and Benguela upwelling systems (Lutje-
harms et al., 1991), the Peru region has received less attention. Pietri et al.
(2013) use high-resolution (2 km) glider observations to investigate the for-
mation of submesoscale hydrographic structures due to mesoscale stirring.
The authors hypothesize that subduction might also be important for the
formation of finescale structures. Yet no observational evidence for the sub-
duction of highly oxygenated surface waters off Peru driven by submesoscale
processes has been presented. Here we investigate whether submesoscale
frontal processes ventilate the Peruvian OMZ. To this end we make use of
high-resolution glider-based observations carried out off Peru near 14◦S in
austral summer 2013 during active upwelling. Additionally, the output of a
submesoscale-permitting regional ocean circulation model is analyzed to put
the instantaneous short term observations in a broader spatial and temporal
context.
6.2 Observational and model data
6.2.1 Glider and satellite observations
The observational part of this study is based on glider high-resolution mea-
surements collected during a multi-platform observational campaign in Jan-
uary and February 2013 off Peru between 12◦ and 14◦S in the framework of
the interdisciplinary collaborative research center SFB 754 ”Climate - Bio-
geochemistry Interactions in the Tropical Ocean” funded by the Deutsche
Forschungsgemeinschaft. Temperature, salinity, oxygen and fluorescence (chloro-
phyll) measurements of the upper 70 m at a horizontal and vertical resolution
of about 1 km and 1 m respectively are shown along a 100 km transects per-
pendicular to the coast near 13◦30’S (Fig. 26a). The transects capture the
signature of an evolving submesoscale cold filament during an upwelling event
between January 21 and February 11 2013 (Figs. 26, 27).
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Figure 26: Snapshots of observed (left) and modeled (right) sea surface tem-
perature (SST) and three-dimensional near-surface temperature fields asso-
ciated with a submesoscale cold filament off Peru. The glider transect is
marked by a black line in (a) and (c) and the SST box in grey. Note the
different colorbars in (a,c) and (b,d).
The thermal mass of the pumped conductivity cell of the glider was cor-
rected following Garau et al. (2011), to improve salinities [Johnson et al.,
2007]. A two point lab calibration (0 % and 100 % saturation) of the op-
todes, which measured dissolved oxygen concentrations, was done on board
after the deployment (Hahn et al., 2014). Optodes on gliders exhibit response
times between 5 - 175 s (Bittig et al., 2014), which result in a hystereses be-
tween up- and downcasts. The response time of the optode was estimated at
23 s by minimizing the difference between oxygen in up- and downcasts. Con-
stant offsets in salinity and dissolved oxygen concentrations were determined
by a comparison with nearby ship-based measurements.
Daily sea surface temperature MODIS Aqua / Terra (http://oceandata.sci.
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gsfc.nasa.gov) between January and February 2013 were used to put the
glider measurements into a regional context.
6.2.2 Regional ocean model
A regional ocean model quasi-equilibrium simulation (ROMS, (Shchepetkin
and McWilliams , 2005, 2009)) simulation of the Peruvian upwelling region
is used to investigate the subduction pathways of newly upwelled water in
submesoscale cold filaments. The model domain spans from 16◦S to 4.5◦S
along the coast to about 880 km offshore at a horizontal resolution of 2.2 km
and 42 terrain-following vertical levels (sigma coordinates). It is nested oﬄine
in a Peru-Chile model with 7.5 km horizontal resolution as in McWilliams
et al. (2009) and uses boundary conditions from the climatological simulation
analysed by Colas et al. (2012). The model is forced with the Scatterometer
Climatology of Ocean Winds (SCOW) (Risien and Chelton, 2008) and the
Comprehensive Ocean Atmosphere Data Set (COADS) surface fluxes.
The model shows a realistic near-coastal circulation with a mean pole-
ward Peru-Chile Undercurrent of 0.15 m/s centered at 150 m depth at 15◦S
(not shown), which compares well with observational estimates (Chaigneau
et al., 2013). The model shows pronounced submesoscale variability such as
temperature fronts and cold filaments in the sea surface temperature distri-
bution comparable with the observations (Figs. 26, 27 and 28). However,
please note that the model shows slightly colder temperatures (∼ 1 ◦C) com-
pared to the observations. In section 6.3.2 the model is further validated by
comparing an evolving filament with observations.
To study the circulation of newly upwelled water, virtual floats are seeded
in the upper water column of the model and advected oﬄine by the modeled
flow using the ROMS oﬄine tool (Carr et al., 2008; Capet et al., 2004). The
pathways of Lagrangian floats are computed oﬄine using 4-hour-average ve-
locity fields. We let the floats advect for one day and then only considered
floats that entered the mixed layer from below during this day in order to
represent newly upwelled water. This procedure explains the spatially inho-
mogenous distribution of the initial float positions, which are more abundant
in areas of strong upwelling (Fig. 28a-c). Then floats were advected forward
in time for 20 days. This procedure was repeated ten times (corresponding
to ten consecutive starting days) in mid January. Only the last four years of
the five-year-long simulation are analyzed to avoid the model spin up period.
All together 8000 float trajectories were used for the statistics.
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6.3 Results
6.3.1 Observed subduction of surface water in a submesoscale cold
filament
The formation and decay of a submesoscale cold filament was captured by
satellite and glider based observations off Peru near 14◦S (Figs. 26a and 27).
The temporal evolution of the sea surface temperature is shown in Figure 2
(upper column). Two distinct water mass features are present in the upper
40 m of the water column in the glider observations. Low salinity (35.05 -
35.24 g/kg) features are found at temperatures between 16.75 - 20◦C and high
oxygen (> 245 µmol/kg) features are present at slightly higher temperatures
(17.5 - 22◦C) indicated in black and white contours respectively (Fig. 27 rows
3 and 4). In the following we use these distinct water mass characteristics to
learn about the pathways of these features during the formation and decay
of the filament.
Both low salinity and high oxygen concentrations are found close to
the surface above 10 m depth during the formation of the filament (Fig.
27i,m). High oxygen concentration in surface waters close to the coast result
from equilibration with atmosphere and biological production. About 240
µmol/kg oxygen in newly upwelled waters may be explicable by saturation
with atmospheric oxygen in coldest waters of about 18◦C. However, our ob-
servations show oxygen supersaturation (> 100%) pointing to high oxygen
production by phytoplankton blooming in the newly upwelled, nutrient-rich
waters as indicated by high chlorophyll fluorescence of 20 µg/l (Fig. 27q).
Four days later the filament is fully developed (Fig. 27b) and salinity and
oxygen features with similar characteristics are found 90 - 120 km offshore
at 10 to 20 m depth (Fig. 27j,n). Finally, after the decay of the filament
and the relaxation of the upwelling front the salinity and oxygen features are
found within the thermocline 75 - 100 km offshore at around 25 m depth
(Fig. 27l,p). Net oxygen production at this depth is likely insignificant as
chlorophyll a concentrations are reduced (2 - 4 µg/l, Fig. 27t) compared
to 20 µg/l found during active upwelling (Fig. 27q). These observations
suggest that the water masses were subducted within the submesoscale cold
filament. As the subduction process is three-dimensional, our observations
do not necessarily capture the same water masses at each transect but likely
waters with similar characteristics that were formed along the coast.
An important finding is that the subduction of the highly oxygenated
water mass does not reach into the OMZ core itself, defined here as the
zone with oxygen concentrations below 1 µmol/l. In this case the observed
subduction only reaches into the oxycline (Fig. 27p).
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Figure 27: The sea surface temperature associated with the formation and
decay of a submesoscale cold filament off Peru in January / February 2013
is shown in the upper panel. Repeated glider transect of the near-surface
temperature, salinity, oxygen and chlorophyll (top to bottom) distribution
are shown in the panels below. Newly upwelled water of low temperature
(16.75 - 20◦C) / and low salinity (35.05 - 35.24 g/kg) and medium temper-
ature (17.5 - 22◦C) / high oxygen (> 245 µmol/l) are marked by black and
white contours, respectively. Isopycnals (24.2, 25, 25.5 and 26 kg/m3) are
shown as grey contours.
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6.3.2 Modeled subduction of newly upwelled water
To put our instantaneous short term observations in a broader spatial and
temporal context, we now make use of a regional model simulations. The
evolution of a simulated filament (Fig. 28), whose horizontal and vertical
structure and hydrography compare reasonably well to the observed one (Fig.
27), is described in the following. The chosen filament evolves in mid January
to be compareable with our observations. Salinity intrusions of horizontal
and vertical scales of about 10 km and 20 m respectively are found in the
model (Fig. 28j-l), which compare well to the observed structures (Fig. 27i-
l). The modeled salinity intrusions shown here reach down to about 60 m but
only to about 40 m in the observations. This might be related to the slightly
too broad thermocline in the model but could also be due to the fact that we
only compare two snapshots. The simulated vertical velocities are downward
within the cold filaments (Fig. 28d-f) as can be expected from filament
frontogenesis (Gula et al., 2014; McWilliams et al., 2015). They have locally
a magnitude of up to 45 m/day. This supports our interpretation that the
observed and modeled tracer structures result from downward motion within
the filaments.
The model is able to simulate subduction taking place in filaments with
horizontal and vertical scales and hydrography compareable to our high-
resolution observations. Thus we will use the model in the following to put
the observational results on subduction into broader spatial and temporal
context. In particular we want to investigate whether the subduction close
to the coast is a regular phenomenon and how it compares to the magnitude
of upwelling. Furthermore we want to test whether the observed subduction
depth is typical for the summer season.
The initial float positions for a typical Lagrangian experiment are shown
in Figure 28a together with the simulated surface temperature field. After
the upwelling event the floats follow two different pathways, which are shown
with example trajectories of float A and B in Figure 28. Float A remains
within the mixed layer and crosses several isopycnals thus reaching lower
densities during its offshore movement (Fig. 28). In contrast, float B is
subducted mainly along isopycnals and reaches 55 m depth after 10 days of
drift (Fig. 28i,l).
A large portion of the floats which move offshore are advected by the
cold filaments, as suggested by Figures 28b-c. We now present in Figure 29
a synthetic view of the subducted water mass pathways taking into account
all the cold filaments that were present in mid January to mid February in
four consecutive model years. The maximum subduction depth of about 65
m (Fig. 29e) is reached within a few days (Fig. 29a). The change of density
72
day: 1
79°W  77°  75
  16°
  15°
  14°
  13°
12°
  11°S
77°W  76°
16°S
15.5°
15°
14.5°
day: 6 day: 10
18
20
22
24
79°W  77°  75° 79°W  77°  75°
77°W  76° 77°W  76°
SST
A A
AB
B
B
°C
  60
  40
  20
77°W  76.5° 76°
  60
  40
  20
14
16
18
20
22
34.9
35
35.1
35.2
35.3
77°W  76.5° 76° 77°W  76.5° 76°
[m]
Temperature
Salinity
[m]
A
A
A
A
B
B
B
B
A
A
ba c
ed f
hg i
kj l
°C
psu
Figure 28: The upper row shows the modeled temperature at 2 m depth along
the Peruvian coast at three different times together with the float position;
the floats were released at day 0. The second row zooms in into one filament.
The white contours indicate downward velocities of w = 6.5 m/day at 15 m
depth. The third (fourth) row show the temperature (salinity) distribution
of the upper 70 m of the water column during the formation and decay of
the filament. The white contours indicate water masses with temperatures
between 17.6 - 20 ◦C and salinities below 35.17 psu. The position of two ex-
ample floats A (stays in mixed layer) and B (is subducted) are shown by thick
black dots. The black tails indicate their pathway since the previously shown
position. Note that the filament shown here evolves as the one observed by
the glider survey (27) in mid January.
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of the floats is strongly associated with their pathway. Floats that stay in the
mixed layer while moving offshore tend to cross isopycnals as they get warmer
and therefore less dense (Fig. 29c). In summer more than 99.5 % of the floats
get less dense during the time they stay in the mixed layer (Figs. 29c,e,g)
due to strong surface heating occurring off Peru in summer. In contrast the
floats that are subducted tend to keep their density (Fig. 29c). The less time
they spend in the warming mixed layer while moving offshore, the deeper
they are subducted (Fig. 29e). This points to the importance of the water
mass transformation for the pathway of newly upwelled floats. In particular
the amount of buoyancy gain (e.g. due to atmospheric warming and lateral
mixing with warmer offshore waters) is crucial for the final subduction depth
(Fig. 29e).
The simulation-based results may help to interpret the glider-based mea-
surements. The latter demonstrate the absence of highly oxygenated waters
below 30 m depth (Fig 27o,p). This can be explained by the fact that it
takes several days until the newly upwelled oxygen-depleted water becomes
oxygen enriched by both air-sea gas exchange and oxygen production by a
phytoplankton bloom (Fig. 27q). At first the newly upwelled, nutrient-rich
water experiences a plankton bloom resulting in oxygen production (Fig.
27m). During this time the waters are found close to the surface where
they are advected offshore and gradually warm. These results imply that
the subduction of newly upwelled water in the summer season, when surface
warming is present, cannot reach into the density range of the OMZ. How-
ever, the oxycline is indeed ventilated by this rapid subduction process as
the newly upwelled water carries a large amount of oxygen once it has either
equilibrated to the atmosphere or received oxygen by photosynthesis (Fig.
27p).
In order to see how much of the newly upwelled water is subducted within
a few days, we separated the simulated floats into the ones which stay in the
mixed layer (e.g. float A) and those which are subducted (e.g. float B) (Fig.
28). The temporal evolution of the mixed layer float inventory is shown in
Fig. 29h. The short term oscillations of the inventory result from a diurnal
cycle of the mixed layer depth driven by diurnal surface forcing. We varied
the starting day of the float release and carried out the same diagnostic
in four different years of the model quasi-equilibrium solution to test for
robustness. We found that a relatively stable fraction of 50 % of the floats is
subducted within about 5 days. This implies that 50 % of the newly upwelled
water leaves the mixed layer already within about 5 days and ventilates the
oxycline.
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6.4 Discussion and conclusion
We have presented observational evidence for the subduction of newly up-
welled, well oxygenated surface water within a submesoscale cold filament
near 14◦S off Peru. A submesoscale permitting numerical model simulation
is used to analyse the evolution of newly upwelled water using Lagrangian
diagnostics. The simulation of the floats supports our interpretation that
the subduction of previously upwelled water can occur within filaments off
Peru. Furthermore we find that the final subduction depth depends crucially
on the buoyancy change the newly upwelled water experiences in the mixed
layer. The floats which are able to escape from the warming mixed layer
are subducted to up to 65 m depth in summer. The fact that 50 % of the
floats seeded in the newly upwelled water are subducted below the mixed
layer five days after being upwelled highlights the importance of this process
in ventilating the oxycline off Peru. However, the subduction does not reach
into the OMZ itself because the newly upwelled waters gain buoyancy due
to surface heating during summer. Therefore they cannot be subducted into
the density range of OMZ waters but instead ventilate the upper oxycline.
In the upwelling system off Peru, the thermocline is characterized by a
strong decrease in oxygen concentration, primarily due to high heterotrophic
microbial activity sustained by the downward flux of organic matter. Kalve-
lage et al. (2015) observed enhanced oxygen consumption rates near the up-
per boundary of the OMZ. The authors suggest that a 1-dimensional diffusion
model might not be able to balance the measured oxygen consumption rates,
pointing to the possible importance of advective oxygen supply. The authors
further state that even submicromolar oxygen concentrations can be sufficient
to maintain aerobic microbial activities and organic matter remineralization
rates in the upper OMZ (Kalvelage et al., 2015). On the other hand small
amounts of oxygen inhibit nitrogen loss processes such as denitrification and
anaerobic ammonium oxidation (De Brabandere et al., 2014). Thus, subduc-
tion of oxygen-rich surface waters into the oxycline and possibly associated
enhanced diapycnal fluxes of oxygen deeper to the OMZ core may be impor-
tant to meet the high oxygen demand of aerobic remineralisation processes
and to reduce nitrogen losses in the OMZ off Peru.
Given that our model does not fully resolve the submesoscale regime we
expect that the vertical exchange intensity is probably underestimated at
this resolution (Capet et al., 2008a). Also the effect of high-frequency winds
and atmosphere-ocean coupling is not included in the simulations as we use
monthly wind forcing. Thus small scale effects are not included e.g. if local
winds are aligned with submesoscale fronts Ekman buoyancy fluxes might
lead to a deeper subduction depth (Thomas and Lee, 2005b). However,
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Figure 29: Temporal evolution of 50 example float trajectories in depth space
(color coding: density) during summer (a) and winter (b) and density space
(color coding: depth) during summer (c) and winter (d). The relationship
between the final subduction depth after 20 days and the density difference
(ρday=20 - ρday=1) is shown for 500 example floats in e (black (blue) in mixed
layer in summer (winter), red (green) below mixed layer in summer (win-
ter). Probability density function of all floats (depth (f) and density (g)) in
summer (black) and winter (red) at day 0 and 20. The temporal evolution
of the fraction of floats residing within the mixed layer are shown in (g) for
summer (black) and winter (red).
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given that the winds are relatively steady off Peru, we assume that these
effects on the behaviour of the floats are minor.
Several recent studies point out the importance of submesoscale eddy-
driven export of surface waters into the ocean interior. Gula et al. (2014)
carried out a regional high-resolution model study in the Gulf Stream region
and highlight the role of submesoscale cold filament dynamics for the sub-
duction of surface waters into the pycnocline. In the subpolar North Atlantic
Omand et al. (2015) carried out multi-platform observations and a regional
high-resolution biogeochemical model study to investigate the export of par-
ticulate organic carbon due submesoscale eddy-driven subduction. In both
studies much larger subduction depths (∼ 250 - 300 m) than those reported
here were reached. In Gula et al. (2014) this might be related to the den-
sity front of the Gulf Stream which reaches much deeper than that off Peru
and thus allows much deeper along-isopycnal pathways. The vertical scale
of a front is crucial for vertical penetration of submesoscale eddy fluxes (Ra-
machandran et al., 2014). Secondly, the water is cooled at the surface in the
Gulf stream region, resulting in a density increase and thus greater subduc-
tion depths (Gula et al., 2014). This contrasts with the summer situation in
our case. However subduction depths might increase during winter.
To further investigate the seasonal variability of subduction, we carried
out a float experiment in the winter season from mid June to mid July, when
surface cooling is found off Peru. Indeed we find much deeper subduction
depths of up to 120 m off Peru in the model (Fig. 29b,f). This can be
partly explained by the deeper mixed layer in winter, which goes down to 65
m (Fig. 29e,f) and also by the cooling experienced by the newly upwelled
waters (Fig. 29g). While in summer less than 0.5 % of the floats become
denser after being upwelled, in winter around 15 % experience a buoyancy
loss and most floats mainly keep their initial density (Fig. 29g). The absense
of strong warming after the upwelling event in winter thus allows ventilation
along-isopycnals to deeper depth compared to summer. We therefore sug-
gest that submesoscale processes may ventilate the upper part of the OMZ
during winter. However as high-resolution glider measurements in winter are
missing further observations are necessary to test this hypothesis. In par-
ticular because a seasonal cycle of the oxygen distribution exists off Peru,
which includes variations in the depth and verticle structure of the oxycline
(Czeschel et al., 2015).
Filaments and fronts are common features within eastern boundary up-
welling systems, all of which encompass large OMZs. However, most state
of-the-art large and regional scale physical-biogeochemical ocean models do
not resolve submesoscale fronts and filaments and the associated downward
transport of oxygen and other tracers. Even if the subduction event observed
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off Peru only reaches into the oxygenated part of the thermocline, the as-
sociated ventilation mechanism likely influences the shape and depth of the
upper boundary of OMZs, which would probably be shallower without this
process.
7 Summary and Synthesis
In this section we summarize and synthesize the main findings of sections 4,
5 and 6 and address each of the three questions raised in the introduction of
the thesis.
7.1 How is the near-coastal circulation influenced by
meso- and submesoscale motion?
The formation of a subsurface anticyclonic mesoscale eddy in the Peru-Chile
Undercurrent is investigated in section 5. The lens-like shape of this subsur-
face eddy is schematically illustrated in Figure 30. As the eddy is formed
just downstream of a sharp topographic bend, flow separation is suggested as
the eddy formation mechanism. The fact that the eddy core consists of low
PV water originating from the bottom boundary layer, supports this finding.
In contrast pure vortex stretching associated with unforced flow instabili-
ties would result in cyclonic rather than the observed anti-cyclonic vorticity.
This implies that the low PV water must have been formed prior to the eddy
formation by diapycnal mixing in the dissipative boundary layer.
The mesoscale eddy influences the cross-shore exchange in two distinct
ways. During the formation of the eddy strong cross-shore velocities are
observed, which result in an elevated exchange of water masses between the
open ocean and the upper continental slope. Furthermore, the eddy captures
low PV water from the bottom boundary layer in its core, which is then
transported offshore due to the eddy translation. Although the eddy cannot
be tracked via satellite altimetry after our observational campaign, it is very
likely that these core properties are transported further offshore as reported
for other subsurface eddies in the region (Stramma et al., 2013, 2014). As
the eddy has a maximum velocity anomaly at around 100 to 150 m depth its
strongest impact is in this depth range. However, the eddy also influences
the circulation above 100 m depth in the depth range of the upper oxycline
of the Peruvian OMZ.
The role of submesoscale processes for the ventilation of the near-coastal
OMZ is investigated in section 6. Compared to mesoscale motion associated
with the subsurface eddy formation the influence of the submesoscale dy-
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Figure 30: Schematic showing a subsurface anticyclonic mesoscale eddy and
a submesoscale cold filament off Peru. The black lines indicate isopycnals.
The white lines indicate the boundary of the oxygen minimum zone, which is
defined here as oxygen concentrations below 1 µmol/kg. The arrows indicate
the direction of the flow field.
namics is restricted to the mixed layer and upper thermocline. Within the
newly upwelled water strong biogeochemical processes such as phytoplank-
tion growth and biological oxygen production occur. Thus, the biogeochem-
ical water mass properties are changed rapidly after being upwelled. Also
physical water mass properties, such as the density, are changed during the
upwelling event due to surface heat fluxes. This will be discussed further
below.
We find that submesoscale cold filaments are important for transporting
this newly upwelled surface water offshore within a few days. During the
offshore movement these waters get subducted in the filaments. This is also
79
shown in the schematic in Figure 30. Using Lagrangian floats in a numerical
model simulation we quantify the importance of this subduction process and
compare it with the magnitude of upwelling. In the model, around 50 % of
the newly upwelled numerical floats are subducted again within about 5 days.
This model result points to the importance of submesoscale subduction for
the ventilation of the upper oxycline. The mixed layer depth is shallowest
in austral summer (∼15 m) and deepest in winter (∼60 m), which is im-
portant for the subduction in submesoscale cold filaments. In the model, a
maximum subduction depth of around 60 m is found in summer but the sub-
duction reaches down to 120 m in winter. Beside the mixed layer depth, the
surface heat fluxes are also crucial for the maximum subduction depth. In
summer the newly upwelled water becomes lighter due to surface warming in
the model. Consequently, the density of the newly upwelled water decreases
during the offshore transport, and thus it cannot be subducted along isopyc-
nals into the density range of the OMZ. In winter the density of the upwelled
water remains constant or even increases due to negative surface heat fluxes,
and thus much deeper subduction is found in the model.
It can be summarized that both meso- and submesoscale processes are
important for the exchange between the open ocean and coastal waters.
Whereas mesoscale dynamics are more important for the circulation at depth
below the thermocline, submesoscale motion is more pronounced near the
surface in the mixed layer and upper thermocline.
7.2 How do meso- and submesoscale processes impact
on the near-coastal tracer distribution?
It is important to know the background tracer distribution to understand
the possible influence of meso- and submesoscale motion on the tracer fluxes,
which depend on the tracer gradients. Various tracers such as salinity, oxygen
and nutrients show complex distributions within the near-coastal region off
Peru (Pietri et al. (2013), sections 5 and 6). The distributions are strongly
influenced by the turbulent motion driven by meso- and submesoscale pro-
cesses as described in sections 5 and 6.
Mesoscale eddies influence tracer distributions by along-isopycnal stirring.
During the induced lateral advection small scale structures of the tracers are
formed. In section 5.3.4.2 we describe the formation of small scale salinity
structures at the edge of a mesoscale eddy, nicely demonstrating the effect
of mesoscale stirring. The rotational currents advect the salinity structures
around the eddy periphery, resulting in finescale structures. With our three-
dimensional dataset we have been able to describe the mesoscale stirring in
detail, which allows us to show that lateral processes are at work rather than
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vertical advective motion, as was hypothesized by a previous study on the
hydrographic finestructure in the same region off Peru (Pietri et al., 2013).
Another important impact of the eddy formation described in section
5.3.3 is that the low PV boundary layer water, which feeds the eddy core, is
transported offshore. This low PV water is also characterized by enhanced
NO2− and large nitrogen-deficits. In section 5.4 it is suggested that the
eddy-driven cross-shore transport might be crucial for the nitrogen-budget
in the Peruvian OMZ. The nitrogen reduced waters are replenished with
nitrogen enriched water from offshore towards the continental slope due to
the onshore velocities associated with the eddy. This exchange mechanism
between the open ocean and the continental slope might be important to
balance the enhanced nitrogen-loss rates close to the coast (Kalvelage et al.,
2013).
In section 6 we investigated the role of submesoscale motion for the near-
coastal salinity and oxygen distribution. We find that small scale salinity and
oxygen structures are transported offshore and subducted along-isopycnals
in submesoscale cold filaments. Compared to mesoscale stirring, which in
our observations occurs primarily at larger depth below the thermocline, the
submesoscale tracer transport takes places in the mixed layer and the upper
thermocline.
The tracer distributions likely change during the year. So far, no winter
time observations are available, although they are necessary to understand
the seasonal cycle off Peru.
7.3 What is the role of meso- and submesoscale pro-
cesses for the ventilation of the near-coastal OMZ
off Peru?
In section 5 the formation of a subsurface anticyclonic eddy in the PCUC
and its impact on the oxygen distribution is described. This also includes the
role of the eddy in ventilating the near-coastal OMZ off Peru. In section 6
the role of submesoscale frontal processes for the vertical oxygen ventilation
is investigated.
The main results of both sections related to oxygen ventilation are sum-
marized in Figure 31. Nutrient-rich water with very low oxygen concentra-
tion is upwelled near the coast and enters the mixed layer. Rapid air-sea gas
exchange and biological production result in a fast increase of the oxygen
concentration. Thus, an oxygen source is present in the upper water column
near the coast, which is crucial for the oxygen ventilation as it results in
a strong along-isopycnal oxygen gradient with enhanced oxygen concentra-
81
Oxygen 
minimum 
zone
Low O2
Upwelling
Warm
Cold
Oshore Transport  
Biological O2 ProductionHigh O2
Subduction
Along-isopycnal 
eddy-driven O2 uxes
diapycnal
O2 uxes
O2+ heat
Figure 31: Schematic showing along-isopycnal eddy-driven oxygen fluxes
(dashed arrows) due to meso- and submesoscale processes and diapycnal
oxygen fluxes (thin curved arrows) during summer off Peru. The surface
warming due to atmospheric heat fluxes and the oxygen fluxes due to air-sea
gas exchange are shown with small back arrows. The oxygen concentrations
above the oxygen minimum zone are marked with two different blue shad-
ings where light blue represents medium and dark blue enhanced oxygen
concentrations. The oxygen minimum zone is marked by a grey shading.
The surrounding thick white line represents oxygen concentrations of below
1 µmol/l.
tions close to the coast. During its offshore movement the water is gradually
warmed in summer due to surface heating. This newly upwelled water moves
offshore primarily in cold water filaments and a large fraction is subducted
at submesoscale density fronts within a few days. This results in an along-
isopycnal ventilation of the upper oxycline. So in principle the water can
move along two different pathways namely by either staying in the mixed
layer or by being subducted into the thermocline.
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One important finding is that the strong warming in the mixed layer
during summer leads to a density decrease of the newly upwelled water. Thus
it is not possible for the water to re-enter the density range of the OMZ in
summer. It can be concluded that submesoscale processes indeed play a role
for the ventilation of the upper oxycline. However, the subduction does not
reach into the OMZ itself during the summer season in which our observations
were carried out. However, in winter the situation is different as no surface
warming is present and even surface cooling can be found in some areas off
Peru. Thus there is very little change in density of the newly upwelled water
during the offshore transport and partly also an increase in density. Therefore
the newly upwelled water might be able to enter the density range of the OMZ
during the subduction process. It is thus hypothesised that in winter, direct
ventilation of the upper OMZ via submesoscale frontal processes might be
possible, but so far observational evidence is missing. For more details on
proposed future research see also section 9.
At greater depth there is also an along-isopycnal oxygen gradient, however
with decreasing oxygen concentrations towards the coast (Fig. 31). Thus
time-varying motion such as the formation of a mesoscale eddy (as described
in detail in section 5) results in the down-gradient oxygen ventilation of
the near-coastal OMZ by offshore waters originating from the edge of the
subtropical gyre. Thus the deep OMZ is ventilated laterally by remote water
masses. This is illustrated in the schematic of Figure 31 by the dashed arrow
which represents eddy-driven oxygen fluxes, pointing towards the coast at
depth.
In addition to isopycnal pathways, diapycnal oxygen transport also oc-
curs. This is indicated with the small arrows across isopycnals in the schematic
(Fig. 31). The diapycnal oxygen fluxes are not a focus of this thesis. Given
that the subduction of the oxygenated water does not reach into the OMZ
itself during summer diapycnal transport seem to be crucial for the vertical
oxygen fluxes into the OMZ off Peru. Thus the combination of both trans-
port processes can be seen as an effective oxygen pathway consisting of two
steps, namely subduction and diapycnal mixing. Therefore it seems possible
that enhanced oxygen fluxes due to along-isopycnal subduction also result in
enhanced diapycnal oxygen fluxes into the OMZ at greater depth.
It can be summarized that basically two different isopycnal pathways ex-
ist. The upper oxycline is ventilated from newly upwelled waters coming
from the coast. This ventilation pathway is strongly influenced by subme-
soscale frontal dynamics, which are predominantly active in the mixed layer
and upper thermocline. However, at depth within the OMZ the ventilation
along-isopycnals is probably mainly influenced by mesoscale motion. Here,
the oxygenated water masses come from further offshore.
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8 Conclusion
Multi-platform observations including research vessel, mooring and high-
resolution glider-based measurements have been used to investigate the role
of meso- and submesoscale processes for the near-coastal circulation and ven-
tilation of the OMZ off Peru. Additionally, the output of a regional model
simulation was analyzed to upscale the observational results by studying the
pathways of newly upwelled water off Peru.
One important goal of recent research is to understand how the OMZ
ventilation off Peru is functioning in present day (Brandt et al., 2015). This
knowledge is the basis to understand recent changes in OMZs (Stramma
et al., 2008) and to make a prediction of future changes. In this study we
focus on the ventilation pathways due to meso- and submesoscale turbulent
processes. We find that small-scale processes play an important role for ven-
tilating the OMZ off Peru, providing both horizontal and vertical oxygen
transport pathways. Only very recently first physical-biogeochemical models
with sufficient resolution to resolve parts of the mesoscale eddy-driven venti-
lation have been become available (Dietze and Loeptien, 2013; Duteil et al.,
2014; Montes et al., 2014). However, all of these efforts are based on regional
models. The solutions of regional model simulations depend largely on the
boundary conditions. These models thus cannot be used to make long-term
simulations or climate predictions as long as the boundary conditions are
provided by present day climatologies.
Until now, no oxygen budget based on direct oxygen flux measurements
has been established for the Peruvian OMZ (Brandt et al., 2015). However, a
zeroth order estimate of Stramma et al. (2010) and Brandt et al. (2015) based
on climatological oxygen distributions and an assumed value for the eddy
diffusivity suggests that 45 % of total oxygen supply in the eastern tropical
South Pacifc OMZ is provided by eddy-driven lateral mixing. However, these
studies do not focus on the near-coastal OMZ off Peru where submesoscale
eddy-driven and diapycnal fluxes may have a much larger importance for the
oxygen supply compared to further offshore.
However, the findings of this thesis can be related to recent studies on the
deep OMZ in the eastern tropical North Atlantic, where an oxygen budget
based on shipboard, long-term moored and microstructure measurements has
been established (Fischer et al., 2013; Hahn et al., 2014; Brandt et al., 2015).
The studies show that the oxygen consumption integrated from 350 to 570
m in the deep OMZ of the eastern tropical North Atlantic is balanced by
the oxygen supply due to meridional eddy fluxes to about 60% (Hahn et al.,
2014) and vertical diapycnal mixing to about 20% (Fischer et al., 2013).
The residual supply is mainly attributed to advection by zonal jets (Brandt
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et al., 2015). The upper boundary of the deep OMZ in the eastern tropical
North Atlantic is too deep, compared to the Peruvian OMZ, to be directly
influenced by submesoscale dynamics. The density surfaces of the deep OMZ
do not outcrop. Thus, no direct local along-isopycnal supply pathways from
the surface to the OMZ exist. Consequently our findings on submesoscale
dynamics do not impact on the recent oxygen budget estimated for the deep
OMZ in the eastern tropical North Atlantic.
Brandt et al. (2015) also investigate the near-coastal shallow OMZ off
Mauritania and estimated diapycnal oxygen fluxes of 73 mmol m−2 d−1 from
the mixed layer into the stratified ocean. However the role of meso- and
submesoscale processes for the ventilation has not been investigated so far.
Off Mauritania submesoscale processes are observed (Meunier et al., 2012)
and subduction of oxygenated water is certainly important as well as the
lateral oxygen supply due to mesoscale eddies.
As this study is mainly qualitative and has the aim of increasing process
understanding, it should be seen as a first step towards understanding the
role of meso- and submesoscale motion for the OMZ ventilation off Peru.
So far no, quantitative flux estimates associated with the different processes
based on observations have been estimated as have been done for the eastern
tropical North Atlantic (Brandt et al., 2015). In the following section a short
outlook is given and ideas about possible ways to quantify the oxygen fluxes
both in observations and model simulations are proposed.
9 Future work
As shown in this study the combination of high-resolution physical and bio-
geochemical observations and model simulations is a powerful tool to increase
the process understanding on the role of meso- and submesoscale processes
in the Peruvian upwelling system. However, from the single event, short
term observations presented here, no quantitative meso- and submesoscale
eddy-driven oxygen fluxes can be estimated. In this section an outlook of
possible strategies to get a more quantitative estimate of the present-day
oxygen budget using both observations or models is given. Furthermore a
strategy is proposed to use the gained knowledge on the present-day oxygen
budget to predict possible future changes in the oxygen minimum zones. The
different steps of this strategy are also shown in a schematic in Figure 32.
Building on this thesis, the next step is to understand the role of meso-
and submesoscale processes for the near-coastal oxygen ventilation in a more
quantitative way. Quantitative estimates of eddy-driven oxygen fluxes both
based on observations and models are needed to validate and improve the
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model simulations. The strong seasonal cycle in the strength of upwelling
and in hydrographic properties off Peru has to be taken into account in the
oxygen budget. Therefore high-resolution physical-biogeochemical measure-
ments, which capture all seasons, are suggested. This is necessary because the
oxygen distribution for example exhibits a seasonal cycle off Peru (Czeschel
et al., 2015) which could imply that oxygen supply pathway due to different
processes change their magnitude during the year. If measurements of phys-
ical and biogeochemical parameters are available the observed seasonal cycle
could be used to further validate the model simulations.
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Figure 32: Schematic showing a possible strategy for future research towards
the long term goal of predicting changes of the oxygen budget in oxygen
minimum zones in the future.
Omand et al. (2015) used glider observations and regional high-resolution
biogeochemical model simulations in the North Atlantic to show that up to
50% of the particulate organic carbon export during total spring bloom can
be attributed to submesoscale eddy-driven subduction of non-sinking parti-
cles from surface water. They used a parametrization of Fox-Kemper and
Ferrari (2008) to extrapolate to the global scale, using satellite-derived par-
ticulate organic carbon concentrations and climatology-based hydrography
information. A similar approach using mean density and oxygen gradients
from high-resolution observations could be applied to quantify submesoscale
eddy-driven oxygen fluxes off Peru. Brueggemann and Eden (2015) use linear
stability analysis to parameterise eddy-driven fluxes of solutes. The results
based on linear stability analyis approach could be compared to the estimates
based on the method proposed by Omand et al. (2015).
Another more direct observational approach would be to use combined
moored velocity and oxygen measurements to estimate the eddy-driven oxy-
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gen flux with help of the cross-correlation of both parameters as done by
Hahn et al. (2014). However, the uncertainty of this approach is relatively
large and long time series would be needed. Furthermore this approach does
not distinguish between the divergent and rotational eddy fluxes, and the
latter do not contribute to the net oxygen supply (Eden et al., 2007; Hahn
et al., 2014). Obtaining long-term mooring time series is challenging in the
upwelling regime off Peru due to technical issues such as biofouling and the
risk of losing equipment due to fishery activities. This approach would exclu-
sively allow the calculation of horizontal eddy fluxes as it is not possible to
measure the vertical velocity in the required accuracy of O(mm/s). Even if
the direct velocity measurements were accurate enough, the vertical velocity
signal would be contaminated by vertical velocities due to internal waves.
Another way to quantify the meso- and submesoscale eddy-driven oxygen
fluxes would be to make use of high-resolution biogeochemical model simula-
tions. The model used in sections 4 and 6 is a purely physical model, which
does not include oxygen dynamics. However, if a biogeochemical model was
coupled to the physical model at the same submesoscale permitting resolu-
tion, meso- and submesoscale eddy-driven oxygen fluxes could be quantified.
Nagai et al. (2015) carried out a high-resolution biogeochemical model study
to quantify the offshore and downward fluxes of different biogeochemical trac-
ers in the California upwelling regime. Their study highlights the dominant
role of eddies and filaments in driving the overall offshore flux of any matter.
A similar regional model study could be carried out off Peru as soon as high-
resolution biogeochemical model simulations are available. This should be
the case in the next few years due to increased computational power. These
simulations might help to parametrize the small-scale fluxes to better imple-
ment them in coarse resolution global biogeochemical models. This might
help to make more reliable predictions of the future development of oxygen
minimum zones.
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