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COUPLING METHODS AND EXPONENTIAL ERGODICITY FOR
TWO-FACTOR AFFINE PROCESSES
JIANHAI BAO AND JIAN WANG
Abstract. In this paper, by invoking the coupling approach, we establish ex-
ponential ergodicity under the L1-Wasserstein distance for two-factor affine pro-
cesses. The method employed herein is universal in a certain sense so that it is
applicable to general two-factor affine processes, which allow that the first com-
ponent solves a general CIR process, and that there are interactions in the second
component, as well as that the Brownian noises are correlated; and even to some
models beyond two-factor processes.
Keywords: two-factor affine process, exponential ergodicity, coupling by reflec-
tion, synchronous coupling
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1. Introduction
An affine process on the state space D := Rm+ × Rn, where m,n ∈ N0 :=
{0, 1, 2, · · · } with m + n ≥ 1, is a time-homogeneous Markov process which sat-
isfies that the logarithm of characteristic function for the transition distribution of
such a process is affine with respect to the initial state x ∈ D; see the pioneer
work [10] upon the general theory and [9] on succinct mathematical foundations
and complete characterizations of regular affine processes. Nowadays, the theory of
affine processes has been developed in various directions; see e.g. [6, 11, 19, 20, 21].
Meanwhile, affine processes have been applied considerably in mathematical finance
due to their computational tractability and flexibility in capturing many empirical
features of financial series; see the book [1] and references within.
The set of affine processes contains a large class of important Markov processes
such as continuous-state branching processes with immigration with the state space
D = Rm+ , and Ornstein-Uhlenbeck type processes with the state space D = R
n.
The long time behaviors (for example, existence and uniqueness of the stationary
probability measure, ergodicity, exponential ergodicity, and so on) of those two
processes have been studied extensively in the literature; see e.g. [23, 26, 29, 30].
In order to study long time behaviors for general affine processes on the canonical
state space D = Rm+ × Rn, it is natural to start from the following simplest (but
interesting and important) two-factor affine process on R+×R (that is, m = n = 1):
(1.1)
{
dYt = (a− bYt) dt+ Y 1/βt− dLt, t ≥ 0, Y0 ≥ 0,
dXt = (κ− λXt) dt+ Y 1/αt− dZt, t ≥ 0, X0 ∈ R,
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where a ≥ 0, b, κ, λ ∈ R, β, α ∈ (1, 2], (Lt)t≥0 is a spectrally positive β-stable process
with the Lévy measure νβ(dz) := Cβz
−(1+β)
1{z>0}dz with Cβ = (βΓ(−β))−1 (where
Γ denotes the Gamma function) in case of β ∈ (1, 2), a standard Brownian motion
(which will be denoted by (Bt)t≥0 later) in case of β = 2, and similarly (Zt)t≥0 is
a spectrally positive α-stable process in case of α ∈ (1, 2), a standard Brownian
motion in case of α = 2. We further assume that (Lt)t≥0 and (Zt)t≥0 are mutually
independent.
There are a few of results on this direction, where (Zt)t≥0 in (1.1) is a standard
Brownian motion (i.e., α = 2). The existence of a unique stationary distribution
was addressed in [3], and furthermore the exponential ergodicity for the case that
(Lt)t≥0 is a standard Brownian motion (i.e., α = 2) was also investigated therein.
Subsequently, the corresponding results derived in [3] were extended to a much more
general setup in [4] (see (1.1) therein for more details). Later, [16] complemented the
result on the exponential ergodicity in [3] by allowing (Lt)t≥0 to be any spectrally
positive β-stable process with β ∈ (1, 2). As mentioned in [3], once the existence of a
unique stationary distribution and the exponential ergodicity of the two-factor affine
process solved by the SDE (1.1) are available, the asymptotic analysis of estimators
for parameter estimations (e.g. least squares estimation and maximum-likelihood
estimation) via certain (discrete-time or continuous-time) observations [2, 5] can be
implemented.
However, ergodic properties of the SDE (1.1) for the case that (Zt)t≥0 is a spec-
trally positive α-stable process with α ∈ (1, 2) are still open. We will fill the gap in
this paper. To taste our contribution, we herein state the result for the following
SDE on R+ × R:
(1.2)
{
dYt = (a− bYt) dt+ Y 1/2t dBt, t ≥ 0, Y0 = y ≥ 0,
dXt = (κ− λXt) dt+ Y 1/αt− dZt, t ≥ 0, X0 = x ∈ R,
where a ≥ 0, b, κ, λ ∈ R, (Bt)t≥0 is a standard Brownian motion, and (Zt)t≥0
is an independent spectrally positive α-stable process with α ∈ (1, 2]. In terms
of [3, Theorem 2.1], the SDE (1.2) has a unique strong solution (Yt, Xt)t≥0. Let
P (t, (y, x), ·) be the transition probability kernel of the process (Yt, Xt)t≥0 with the
initial value (y, x).
For a strictly increasing function ψ on R2+ and two probability measures µ1 and
µ2 on R+ × R, define
Wψ(µ1, µ2) = inf
Π∈C (µ1,µ2)
∫
R2+×R
2
ψ(|y − y˜|, |x− x˜|) Π(dy, dy˜, dx, dx˜),
where C (µ1, µ2) is the collection of all probability measures on R
2
+ × R2 with
marginals µ1 and µ2. When ψ is concave, the above definition yields a Wasser-
stein distance Wψ in the space of probability measures µ on R+ × R such that∫
R+×R
ψ(y, |x|)µ(dy, dx) <∞. If ψ(s, t) = (s2+ t2)1/2 for all s, t > 0, then Wψ is the
standard L1-Wasserstein distance, which will be denoted simply by W1. Another
well known example for Wψ is given by ψ(s, t) = 1R2+\{(0,0)}(s, t), which leads to the
total variation distance
Wψ(µ1, µ2) =
1
2
‖µ1 − µ2‖Var := 1
2
[(µ1 − µ2)+(R+ × R) + (µ1 − µ2)−(R+ × R)]
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where (µ1 − µ2)+ and (µ1 − µ2)− stand respectively for the positive part and the
negative part for the Jordan-Hahn decomposition of the signed measure µ1 − µ2.
Theorem 1.1. Let (Yt, Xt)t≥0 be the unique strong solution to (1.2). If b > 0 and
λ > 0, then the process (Yt, Xt)t≥0 is exponentially ergodic with respect to the L
1-
Wasserstein distance W1, i.e., there is a constant η0 > 0 such that for all y ≥ 0,
x ∈ R and t > 0,
(1.3) W1(P (t, (y, x), ·), µ) ≤ C0(y, x)e−η0t,
where C0(y, x) > 0 is independent of t.
We emphasize that, to investigate ergodicity of the two-factor affine processes, the
Foster-Lyapunov criteria [28] developed by Meyn-Tweedie was adopted in [3, 4, 16],
where the key ingredient is to examine the irreducibility of skeleton chains. Whereas,
in general, it is a cumbersome task to check the irreducible property. Instead of the
approach above, in this work we shall take advantage of the probabilistic coupling
argument. Compared with [3, 4, 16], the coupling method enjoys several advantages.
For instance, it avoids verification of irreducible property of skeleton chains; on the
other hand, it is universal in a certain sense that all the frameworks in [3, 4, 16] can
be handled.
The coupling technique has been applied to study the exponential ergodicity under
both the L1-Wasserstein distance and the total variation norm in [24, 25] for SDEs
driven by Lévy noises, and in [22] for general continuous-state nonlinear branching
processes, which in particular include continuous-state branching processes (that is,
typical class of affine processes on R+). In contrast to these quoted papers, there are
essential differences to realize the coupling approach for two-factor processes we are
concerned with in the present paper. Roughly speaking, we do not consider directly
the coupling of two-factor processes. Whereas we first couple the first component.
For the two-factor process solved by (1.2), the marginals of the coupling process for
the first component will stay together once they meet at the first time. Also due to
the structure of (1.2), we then deal with the coupling concerning the second com-
ponent as well. From the point of view above, the constructions of proper coupling
processes and appropriate Lyapunov functions as well as their refined estimates,
which are crucial to adopt the coupling approach, require much more effort than
that in [22, 24, 25]. See Remarks 3.3 and 3.4 for more details.
Recently there are a few of developments on the topics related with ergodicty of
affine processes. For example, see [17] for the existence of limit distributions for
affine processes, [14] for exponential ergodicity in Wasserstein distances for affine
processes, and [13, 27] and the references therein for exponential/geometric ergodi-
city of affine processes on cones, and so on. In particular, the exponential ergodicity
of affine processes in terms of suitably chosen Wasserstein distances has been estab-
lished in [14, Theorem 1.5] under the first moment condition on the state-dependent
and log-moment conditions on the state-independent jump measures, respectively.
Similar ideas have been used in [12] to study the exponential ergodicity for SDEs
of nonnegative processes with jumps. Here are two main differences between the
approach of [14, Theorem 1.5] and the counterpart in our paper.
(i) Applying [14, Theorem 1.5(a)] to the setting of Theorem 1.1, one may get the
exponential ergodicity of the two-factor process defined by (1.2) in terms of
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the L1-Wasserstein distanceW1. The intermediate key step to yield [14, The-
orem 1.5(a)] is [14, Proposition 7.3], which claims that there exist constants
K and δ > 0 such that for all y, y˜ ∈ R+, x, x˜ ∈ R and t > 0,
Wψ∗(P (t, (y, x), ·), P (t, (y˜, x˜), ·)) ≤ Ke−δtψ∗(|y − y˜|, |x− x˜|),
where
ψ∗(u, v) := (u+ u1/2) + v, u, v ≥ 0;
see [14, (7.2)]. In the present paper, we indeed can verify that for any
θ ∈ (0, 1), there are positive constants η := η(θ) and C := C(θ) such that
for all y, y˜ ∈ R+, x, x˜ ∈ R and t > 0,
Wψθ(P (t, (y, x), ·), P (t, (y˜, x˜), ·)) ≤ Ce−ηtψθ|y − y˜|, |x− x˜|),
where
ψθ(u, v) := (u+ u
θ) + v, u, v ≥ 0;
see (3.16) below.
(ii) The proof of [14] is based on the characterization of affine processes, see e.g.
the proof of the crucial statement [14, Proposition 6.1]. However, our ap-
proach does not rely heavily on the structure of two-factor processes. Indeed,
our argument still works for some models beyond two-factor processes; see
Subsection 4.3.
The remainder of this paper is arranged as follows. In Section 2, we overview
the existing result on existence and uniqueness of non-negative solutions to (1.2),
reveal that the first order moment of solutions to (1.2) is finite, and construct the
coupling operator by applying the coupling by reflection for a small distance and the
synchronous coupling for a big distance to the first component and the synchronous
coupling to the second component in (1.2). The Section 3 is devoted to the proof of
Theorem 1.1 via the coupling approach and by constructing appropriate Lyapunov
functions. In Section 4, we aim to apply the ideas adopted in Sections 2 and 3
to general two-factor affine models, (which allow that the first component solves a
general CIR process, that there are interactions in the second component, and even
that the Brownian noises are correlated), as well as some models beyond two-factor
models.
2. Coupling for two-factor processes
2.1. Preliminary: existence and uniqueness of strong solutions. In this part,
we recall some known results on existence and uniqueness of strong solutions to the
SDE (1.2), and we also investigate moment estimates for the corresponding solution.
The existence and uniqueness of non-explosive strong solutions to the SDE (1.2)
follows essentially from [3, Theorem 2.1]. Roughly speaking, the pathwise uniqueness
of non-negative strong solution (Yt)t≥0 of the first equation in (1.2) is due to the
well-known Yamada-Watanabe approximation approach. Once the first component
(Yt)t≥0 is available, the second component (Xt)t≥0 solved by the second equation in
(1.2) is indeed a one-dimensional Ornstein-Uhlenbeck type process.
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According to the Itô formula, the infinitesimal generator of the process (Yt, Xt)t≥0
associated with the SDE (1.2) is given by
(Lf)(y, x) =(a− by)∂1f(y, x) + y
2
∂11f(y, x) + (κ− λx)∂2f(y, x)
+ y
∫
R
(f(y, x+ z)− f(y, x)− ∂2f(y, x)z) να(dz)
(2.1)
for any f ∈ C2b (R+ × R). Here and below, ∂if stands for the first order derivative
w.r.t. the i-th component, and ∂ijf means the second order derivative w.r.t. the i-th
component followed by the j-th component.
Now, we take W (y, x) = 1 + y + h(x), where 0 ≤ h ∈ C2(R) such that h(x) = |x|
for all |x| ≥ 2 and ‖h′‖∞ + ‖h′′‖∞ <∞. Then, according to (2.1), it follows that
(LW )(y, x) =a− by + (κ− λx)h′(x) + y
∫
R
(h(x+ z)− h(x)− h′(x)z) να(dz)
≤a+ |b|y + ‖h′‖∞(|κ|+ |λ| · |x|)
+
1
2
y‖h′′‖∞
∫
{|z|≤1}
z2 να(dz) + 2y‖h′‖∞
∫
{|z|≥1}
|z| να(dz)
≤C0(1 + y + h(x)) = C0W (y, x),
where C0 > 0 is independent of y and x. Hence, for any (y, x) ∈ R+ × R and t > 0,
E
(y,x)W (Yt, Xt) ≤W (y, x) + C0
∫ t
0
E
(y,x)W (Ys, Xs) ds.
This, along with Gronwall’s inequality, yields that for any (y, x) ∈ R+×R and t > 0,
E
(y,x)W (Yt, Xt) ≤W (y, x)eC0t.
In particular, the first order moment of (Yt, Xt)t≥0 is finite, i.e., for any (y, x) ∈
R+ × R and t > 0,
(2.2) E(y,x)(Yt + |Xt|) <∞.
2.2. Markovian coupling for two-factor affine processes. Now, we consider
the following SDE on R+ × R:
(2.3)dY˜t =
{
(a− bY˜t) dt + (−1{0<|Yt−Y˜t|<1} + 1{Yt−Y˜t|≥1})Y˜
1/2
t dBt, t < TY ,
(a− bY˜t) dt + Y˜ 1/2t dBt, t ≥ TY ,
dX˜t = (κ− λX˜t) dt + Y˜ 1/αt− dLt,
with the initial value (Y˜0, X˜0) = (y˜, x˜) ∈ R+ × R, where
TY := inf{t ≥ 0 : Yt = Y˜t}.
Define
B∗t =
B0 +
∫ t
0
(
− 1{0<|Ys−Y˜s|<1} + 1{Ys−Y˜s|≥1}
)
dBs, 0 ≤ t ≤ TY ,
B∗TY +Bt − BTY , t ≥ TY .
Then,
dY˜t = (a− bY˜t) dt+ Y˜ 1/2t dB∗t .
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Since (B∗t )t≥0 is still a standard Brownian motion and the SDE (1.2) has a unique
strong solution, the SDE (2.3) also admits a unique strong solution (Y˜t, X˜t)t≥0 so
that Yt = Y˜t for all t ≥ TY ; moreover, the process (Y˜t, X˜t)t≥0 enjoys the same
law (i.e. the same transition probabilities) as that of (Yt, Xt)t≥0. In particular,
((Yt, Xt), (Y˜t, X˜t))t≥0 is a non-explosive coupling of the process (Yt, Xt)t≥0. Roughly
speaking, before two marginal processes meet we will apply the coupling by reflection
for the first component (Yt)t≥0 when the distance of them is less than 1 and the
synchronous coupling when the distance of them is large or equal to 1, and once two
marginal processes meet we will adopt the synchronous coupling; while we always
take the synchronous coupling for the second component (Xt)t≥0. We remark that,
due to the continuity of t 7→ Yt and t 7→ Y˜t almost surely and Yt = Y˜t for all t ≥ TY ,
the coupling of the first component process preserves the order property; that is,
Yt ≥ Y˜t for any t ≥ 0 when Y0 ≥ Y˜0.
Furthermore, it is not hard to see that the generator (later we call it the coupling
operator of the generator L given by (2.1)) of the coupling process ((Yt, Xt), (Y˜t, X˜t))t≥0
is given by
(L∗f)(y, y˜, x, x˜)
= (a− by)∂1f(y, y˜, x, x˜) + y
2
∂11f(y, y˜, x, x˜)
+ (a− by˜)∂2f(y, y˜, x, x˜) + y˜
2
∂22f(y, y˜, x, x˜)
−
√
yy˜∂12f(y, y˜, x, x˜)1{0<y−y˜<1} +
√
yy˜∂12f(y, y˜, x, x˜)1{y−y˜≥1}∪{y=y˜}
+ (κ− λx)∂3f(y, y˜, x, x˜) + (κ− λx˜)∂4f(y, y˜, x, x˜)
+ y˜
∫ ∞
0
(f(y, y˜, x+ z, x˜+ z)− f(y, y˜, x, x˜)
− ∂3f(y, y˜, x, x˜)z − ∂4f(y, y˜, x, x˜)z) να(dz)
+ (y − y˜)
∫ ∞
0
(f(y, y˜, x+ z, x˜)− f(y, y˜, x, x˜)− ∂3f(y, y˜, x, x˜)z) να(dz)
(2.4)
for any f ∈ C2(R2+ × R2) and (y, y˜, x, x˜) ∈ R2+ × R2 with y ≥ y˜. Similarly, we can
write the expression of (L∗f)(y, y˜, x, x˜) for f ∈ C2(R2+×R2) and (y, y˜, x, x˜) ∈ R2+×R2
with y ≤ y˜.
3. Exponential convergence in the Wasserstein distance
This section is devoted to the proof of Theorem 1.1. Throughout this section, we
shall fix α ∈ (1, 2), which is the stability index for the spectrally positive α-stable
process (Zt)t≥0 in the second equation of (1.2). Below, let να(dz) be the associated
Lévy measure of (Zt)t≥0.
We begin with the following simple lemma.
Lemma 3.1. Let g ∈ C2b (R+) such that 0 ≤ g ≤ 1. Then, for the function
(3.1) F (s, t) := (1− g (t/s)) s+ g (t/s) t, s, t > 0,
it holds that
(3.2) |∂iF (s, t)| ≤ c0, |∂iiF (s, t)| ≤ c0s−1, 1 ≤ t/s ≤ 2, i = 1, 2,
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where c0 > 0 is independent of s, t, and ∂iF (resp. ∂iiF ) stands for the first (resp.
second ) order derivative w.r.t. the i-th component of the function F.
Proof. A straightforward calculation shows that for any s, t > 0,
∂1F (s, t) = g
′(t/s)ts−1 + (1− g(t/s))− g′(t/s)t2s−2,
∂11F (s, t) = −g′′(t/s)t2s−3 + 2g′(t/s)t2s−3 + g′′(t/s)t3s−4,
∂2F (s, t) = −g′(t/s) + g′(t/s)ts−1 + g(t/s),
∂22F (s, t) = −g′′(t/s)s−1 + g′′(t/s)ts−2 + 2g′(t/s)s−1.
Then, (3.2) follows by g ∈ C2b (R+). 
Next, we will take g ∈ C2b (R+) with g′ ≥ 0 such that
(3.3) g(r) =

0, 0 ≤ r < 1,
(r − 1)2+δ, 1 < r < 3/2,
1, r ≥ 2
for some constant δ > 0. With this choice, F (s, t) = s if t ≤ s; F (s, t) = t if t ≥ 2s.
Now, for any c > 0 and θ ∈ (0, 1) we define the function
(3.4) Vc,θ(s, t) = c(s+ s
θ) + F (s, t), s, t ≥ 0.
It is clear from g ∈ [0, 1] that for any c > 0,
(3.5) Vc,θ(s, t) ≍ (s ∨ sθ) + t, s, t ≥ 0.
Herein, we use the shorthand notation f ≍ g for two non-negative functions f and
g, which means that there exists a constant c ≥ 1 such that c−1f ≤ g ≤ c f on the
domain.
Below, concerning V ∗c,θ(y, y˜, x, x˜) := Vc,θ(y−y˜, |x−x˜|) for any (y, y˜, x, x˜) ∈ R2+×R2
with y ≥ y˜, we will simply write (L∗Vc,θ)(y − y˜, |x − x˜|) := (L∗V ∗c,θ)(y, y˜, x, x˜). We
now have the following statement, which is crucial for the proof of Theorem 1.1.
Proposition 3.2. For any θ ∈ (0, 1), there exist constants c, ζ > 0 such that for
any y > y˜ ≥ 0 and x, x˜ ∈ R,
(3.6) (L∗Vc,θ)(y − y˜, |x− x˜|) ≤ −ζVc,θ(y − y˜, |x− x˜|).
Proof. (1) Let G ∈ C2(R2+). According to the definition of the coupling operator
L∗, we find that for any y ≥ y˜ ≥ 0 and x, x˜ ∈ R,
(L∗G)(y − y˜, |x− x˜|)
= −b∂1G(y − y˜, |x− x˜|)(y − y˜)
+
1
2
(
√
y +
√
y˜)2∂11G(y − y˜, |x− x˜|)1{0<y−y˜<1}
+
1
2
(
√
y −
√
y˜)2∂11G(y − y˜, |x− x˜|)1{y−y˜≥1}
− λ∂2G(y − y˜, |x− x˜|)|x− x˜|
+ (y − y˜)
∫ ∞
0
(
G(y − y˜, |x+ z − x˜|)−G(y − y˜, |x− x˜|)
− ∂2G(y − y˜, |x− x˜|)(x− x˜)z|x− x˜|
)
να(dz),
(3.7)
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where we set (x−x˜)z
|x−x˜|
= |z| if x = x˜, and ∂iG (resp. ∂iiG) stands for the first (resp.
second ) order derivative w.r.t. the i-th component of the function G.
Below, let y > y˜ ≥ 0 and x, x˜ ∈ R be arbitrary. For any c > 0 and θ ∈ (0, 1), let
Uc,θ(s, t) = c (s+ s
θ), s, t ≥ 0.
Then, we get from (3.7) and θ ∈ (0, 1) that
(L∗Uc,θ)(y − y˜, |x− x˜|) = −c b(1 + θ(y − y˜)θ−1)(y − y˜)
− 1
2
c θ(1− θ)(√y +
√
y˜)2(y − y˜)θ−21{0<y−y˜<1}
− 1
2
c θ(1− θ)(√y −
√
y˜)2(y − y˜)θ−21{y−y˜≥1}
≤ −c b(y − y˜)− c b θ(y − y˜)θ
− 1
2
c θ(1− θ)(√y +
√
y˜)2(y − y˜)θ−21{0<y−y˜<1}.
Thanks to (3.4), this yields (3.6) provided that there is a constant C > 0 such that
(L∗F )(y − y˜, |x− x˜|) ≤ −λ|x− x˜|+ 2(λ+ C)(y − y˜)
+ C(
√
y +
√
y˜)2(y − y˜)−11{0<y−y˜<1}
(3.8)
and by taking
c =
4(λ+ C)
b
+
4C
θ(1− θ) .
Whereas, (3.8) is available as long as there exists a constant C > 0 such that
(L∗F )(y − y˜, |x− x˜|) ≤ −λ|x− x˜|1{|x−x˜|≥2(y−y˜)} + C(y − y˜) + C
2
(y − y˜)2−α
+
C
2
(
√
y +
√
y˜)2(y − y˜)−11{0<y−y˜<1}
+
C
2
(
√
y −
√
y˜)2(y − y˜)−11{y−y˜≥1}.
(3.9)
Indeed, (3.8) holds true since (3.9) implies
(L∗F )(y − y˜, |x− x˜|) ≤ −λ|x− x˜|+ 2(λ+ C)(y − y˜)
+ C(
√
y +
√
y˜)2(y − y˜)−11{0<y−y˜<1},
where we used the facts that
(3.10) (y − y˜)2−α ≤ (y − y˜){y−y˜≥1} + (√y +
√
y˜)2(y − y˜)−11{0<y−y˜<1}
and, for y − y˜ ≥ 1,
(
√
y −
√
y˜)2(y − y˜)−1 = (√y −
√
y˜)/(
√
y +
√
y˜) ≤ 1 ≤ y − y˜.
So, to achieve the desired assertion (3.6), it is sufficient to show (3.9) for the following
three cases:
(i) |x− x˜| ≥ 2(y − y˜);
(ii) |x− x˜| ≤ y − y˜;
(iii) y − y˜ ≤ |x− x˜| ≤ 2(y − y˜).
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Proof of (3.9) for the case (i). In this case, F (y − y˜, |x− x˜|) = |x− x˜| so that,
by (3.7), one has
(L∗F )(y − y˜, |x− x˜|) = −λ|x− x˜|+ (y − y˜)(I1 + I2 + I3),
where
I1 :=
∫
{|x+z−x˜|<y−y˜}
(
y − y˜ − |x− x˜| − (x− x˜)z|x− x˜|
)
να(dz),
I2 :=
∫
{|x+z−x˜|>2(y−y˜)}
(
|x+ z − x˜| − |x− x˜| − (x− x˜)z|x− x˜|
)
να(dz),
I3 :=
∫
{y−y˜≤|x+z−x˜|≤2(y−y˜)}
[(
1− g
( |x+ z − x˜|
y − y˜
))
(y − y˜)
+ g
( |x+ z − x˜|
y − y˜
)
|x+ z − x˜| − |x− x˜| − (x− x˜)z|x− x˜|
]
να(dz).
(3.11)
Note that, if |x+ z − x˜| < y − y˜ and |x− x˜| ≥ 2(y − y˜), then
|z| ≥ |x− x˜| − |x+ z − x˜| > |x− x˜| − (y − y˜) > y − y˜.
Whence, there exists a constant c1 > 0 such that
(3.12) I1 ≤
∫
{z>y−y˜}
(
y − y˜ + z) να(dz) ≤ c1(y − y˜)1−α.
A simple calculation shows that
I2 =
∫
{|x+z−x˜|>2(y−y˜)}
((x+ z − x˜)− (x− x˜)− z) 1{x≥x˜} να(dz)
+
∫
{|x+z−x˜|>2(y−y˜)}
(−(x+ z − x˜) + (x− x˜) + z)1{x<x˜,x−x˜+z≤0} να(dz)
+ 2
∫
{z>x˜−x+2(y−y˜)}
(x− x˜+ z)1{x<x˜,x−x˜+z>0} να(dz)
≤ 2
∫
{z≥4(y−y˜)}
z1{x<x˜,x−x˜+z>0} να(dz) ≤ c2(y − y˜)1−α
(3.13)
for some constant c2 > 0, where in the inequality we used x < x˜ and x˜−x ≥ 2(y−y˜).
Observe that
I3 =
∫
{y−y˜≤|x+z−x˜|≤2(y−y˜)}
(
1−g
( |x+ z − x˜|
y − y˜
))
(y− y˜− |x+ z − x˜|) να(dz)
+
∫
{y−y˜≤|x+z−x˜|≤2(y−y˜)}
(
|x+ z − x˜| − |x− x˜| − (x− x˜)z|x− x˜|
)
να(dz)
≤ 2
∫
{y−y˜≤x+z−x˜≤2(y−y˜)}
(x− x˜+ z)1{x<x˜,x+z−x˜>0} να(dz)
≤ 2
∫
{z≥3(y−y˜)}
z να(dz) = c3(y − y˜)1−α
(3.14)
for some constant c3 > 0, where in the first inequality we used g ∈ [0, 1] and
y−y˜ ≤ |x+z−x˜|, and the second inequality follows from x < x˜ and x˜−x ≥ 2(y−y˜).
So, combining (3.12) with (3.13), (3.14) and (3.10) yields (3.9) for the case (i).
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Proof of (3.9) for the case (ii). In this case, F (y − y˜, |x − x˜|) = y − y˜. Then,
according to (3.7), we have
(L∗F )(y − y˜, |x− x˜|)
= −b(y − y˜)
+ (y − y˜)
{∫
{|x−x˜+z|>2(y−y˜)}
(|x− x˜+ z| − (y − y˜)) να(dz)
+
∫
{y−y˜<|x−x˜+z|<2(y−y˜)}
g
( |x− x˜+ z|
y − y˜
)
(|x− x˜+ z| − (y − y˜)) να(dz)
}
=: −b(y − y˜) + (y − y˜)(J1 + J2).
It is easy to get that
J1 ≤
∫
{|x+z−x˜|>2(y−y˜)}
(|x− x˜|+ z)να(dz) ≤ 2
∫
{z>y−y˜}
zνα(dz) = c1(y − y˜)1−α
for some c1 > 0, where in the second inequality we used y − y˜ > |x− x˜| and
z > |x− x˜+ z| − |x− x˜| > 2(y − y˜)− |x− x˜| ≥ y − y˜.
According to the definition of the function g(·) given by (3.3), without loss of
generality, we can assume that there is a constant c∗ > 0 such that g(r) ≤ c∗(r−1)2+δ
for r ≥ 1. Then, it holds
J2 ≤ c∗
(y − y˜)2+δ
∫
{y−y˜<|x−x˜+z|<2(y−y˜)}
(|x− x˜+ z| − (y − y˜))3+δ να(dz)
≤ c∗
(y − y˜)2+δ
∫
{y−y˜<|x−x˜+z|<2(y−y˜)}
(|x− x˜|+ z − (y − y˜))3+δ να(dz)
≤ c∗
(y − y˜)2+δ
∫
{z<3(y−y˜)}
z3+δ να(dz) = c2(y − y˜)1−α
for some constant c2 > 0, where the last inequality follows from the facts that
|x− x˜| < y − y˜ and z < |x− x˜+ z|+ |x− x˜| ≤ 3(y − y˜). Henceforth, combining the
estimates above and taking (3.10) into account give (3.9) for the case (ii).
Proof of (3.9) for the case (iii). With regard to this case, we derive from (3.2)
and (3.7) that there exists a constant c1 > 0 so that
(L∗F )(y − y˜, |x− x˜|) ≤ c1(y − y˜) + (y − y˜)(Λ1 + Λ2)
+
c0
2
(
√
y +
√
y˜)2(y − y˜)−11{0<y−y˜<1}
+
c0
2
(
√
y −
√
y˜)2(y − y˜)−11{y−y˜≥1},
(3.15)
where
Λ1 :=
∫
{z≤(y−y˜)/2}
(
F (y − y˜, |x+ z − x˜|)− F (y − y˜, |x− x˜|)
− ∂2F (y − y˜, |x− x˜|)(x− x˜)z|x− x˜|
)
να(dz)
and
Λ2 :=
∫
{z≥(y−y˜)/2}
(
F (y − y˜, |x+ z − x˜|)− F (y − y˜, |x− x˜|)
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− ∂2F (y − y˜, |x− x˜|)(x− x˜)z|x− x˜|
)
να(dz).
Note that x+z−x˜ < 0 in case of x < x˜, z ≤ (y−y˜)/2 and y−y˜ ≤ |x−x˜| ≤ 2(y−y˜).
Then, we have
Λ1 =
∫
z≤(y−y˜)/2
(
F (y − y˜, x− x˜+ z)− F (y − y˜, x− x˜)− ∂2F (y − y˜, x− x˜)z
)
× 1{x≥x˜} να(dz)
+
∫
{z≤(y−y˜)/2,x+z−x˜<0}
(F (y − y˜, x˜− x− z)− F (y − y˜, x˜− x)
+ ∂2F (y − y˜, x˜− x)z
)
1{x<x˜} να(dz).
Applying the mean value theorem and taking (3.2) into account, we find that there
is a constant c2 > 0 so that
Λ1 =
1
2
∫
{z≤(y−y˜)/2}
∂22F (y − y˜, ξ1)z21{x≥x˜}να(dz)
+
1
2
∫
{z≤(y−y˜)/2,x+z−x˜<0}
∂22F (y − y˜, ξ2)z21{x<x˜}να(dz)
≤ c2(y − y˜)1−α,
where ξ1 ∈ [y − y˜, 5(y − y˜)/2] and ξ2 ∈ [(y − y˜)/2, 2(y − y˜)]. On the other hand, it
follows from (3.2) that there exist constants c3, c4, c5 > 0 such that
Λ2 ≤ c3
∫
{z≥(y−y˜)/2}
(y − y˜ + |x− x˜+ z|+ z) να(dz)
≤ c4
∫
{z≥(y−y˜)/2}
(y − y˜ + z) να(dz) ≤ c5(y − y˜)1−α,
where in the second inequality we used the fact that y − y˜ ≤ |x − x˜| ≤ 2(y − y˜).
Therefore, (3.9) for the case (iii) follows by substituting the two estimates above
into (3.15) and taking advantage of (3.10). 
Remark 3.3. The main task of the proof above is to control an upper bound for
(L∗F )(y − y˜, |x − x˜|) for all y > y˜ ≥ 0 and x, x˜ ∈ R. In cases (i) and (ii), we can
get that
(L∗F )(y − y˜, |x− x˜|) ≤ −λ|x− x˜|1{|x−x˜|≥2(y−y˜)} + C0(y − y˜)2−α.
To get (3.6) for those two cases, one can take
Vc,c∗(s, t) = c
(
s+
∫ s
0
e−c∗u
1−α
du
)
+ F (s, t), s, t ≥ 0
instead of Vc,θ(s, t) defined by (3.4) (with possibly choices of c, c∗ > 0), and apply the
coupling by reflection for the first component (Yt)t≥0 before two marginal processes
meet (that is,
−
√
yy˜∂12f(y, y˜, x, x˜)1{0<y−y˜<1} +
√
yy˜∂12f(y, y˜, x, x˜)1{y−y˜≥1}∪{y=y˜}
is replaced by
−
√
yy˜∂12f(y, y˜, x, x˜)1{y 6=y˜} +
√
yy˜∂12f(y, y˜, x, x˜)1{y=y˜}
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in the coupling operator (L∗f)(y, y˜, x, x˜) given by (2.4)). Note that, the nice prop-
erty of the function Vc,c∗(s, t) above is that
Vc,c∗(s, t) ≍ s+ t,
which is comparable to the “cost function” in the standard L1-Wasserstein distance.
However, for the case (iii), to eliminate the last two positive terms in the right
hand side of (3.15), we need not only to apply the test function Vc,θ(s, t) defined by
(3.4), but also to modify the coupling of the Brownian motion (Bt)t≥0 in the first
component (Yt)t≥0.
Now, we are in a position to present the
Proof of Theorem 1.1. Note that, for all θ ∈ (0, 1), (y, y˜) 7→ |y − y˜| + |y − y˜|θ is a
metric on R+, and so (µ1, µ2) 7→Wψθ(µ1, µ2) is a metric on the space of probability
measures on R+ × R, where
ψθ(u, v) := u+ u
θ + v, u, v ≥ 0.
Note that W1(µ1, µ2) ≤ Wψθ(µ1, µ2) for any θ ∈ (0, 1). To prove Theorem 1.1, we
actually verify the exponential ergodicity of the process (Yt, Xt)t≥0 in terms of Wψθ .
Furthermore, as mentioned in Subsection 2.2, the coupling of the first component
process preserves the order property, i.e., Yt ≥ Y˜t for all t ≥ 0 if Y0 = y > Y˜0 = y˜. By
carrying out more or less standard arguments (see e.g. the proof of [25, Corollary
1.8]), to achieve the desired assertion (1.3) on the exponential ergodicity of the
process (Yt, Xt)t≥0 in terms of Wψθ , it is sufficient to show that for all y ≥ y˜ ≥ 0,
x, x˜ ∈ R and t > 0,
(3.16) Wψθ(P (t, (y, x), ·), P (t, (y˜, x˜), ·)) ≤ Ce−ηtψθ(y − y˜, |x− x˜|)
holds with some constants C, η > 0 (which are independent of y, y˜, x, x˜ and t). This
obviously holds true provided that
(3.17) E(y,x)ψθ(Yt, |Xt|) <∞
and that
E
((y,x),(y˜,x˜))ψθ(Yt − Y˜t, |Xt − X˜t|) ≤ Ce−ηtψθ(y − y˜, |x− x˜|).(3.18)
Since ψθ(u, v) = u+u
θ+v ≤ 2(1+u+v), (3.17) is true due to (2.2). Let Vc,θ(s, t)
be the function and ζ the positive constant in Proposition 3.2. By using (3.5), (3.18)
is valid once we claim that
(3.19) E((y,x),(y˜,x˜))Vc,θ(Yt − Y˜t, |Xt − X˜t|) ≤ e−(λ∧ζ)tVc,θ(y − y˜, |x− x˜|)
for all y ≥ y˜ ≥ 0, x, x˜ ∈ R and t > 0, where λ > 0 is the constant in the SDE (1.2).
So, in what follows, it remains to show that the assertion (3.19) holds.
Define
TY = inf{t > 0 : Yt = Y˜t}, TY,n = inf{t > 0 : Yt − Y˜t ≤ 1/n}, n ≥ 1.
Let y ≥ y˜ ≥ 0. Note that for all r ≥ 0,
(3.20) Vc,θ(0, r) = r = r∂2Vc,θ(0, r).
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If y = y˜ ≥ 0, then TY = 0 so that for any t ≥ s ≥ 0,
e(λ∧ζ)tVc,θ(Yt − Y˜t, |Xt − X˜t|)
= e(λ∧ζ)tVc,θ(0, |Xt − X˜t|)
= e(λ∧ζ)sVc,θ(0, |Xs − X˜s|)
+
∫ t
s
e(λ∧ζ)r{(λ ∧ ζ)Vc,θ(0, |Xr−X˜r|)−λ|Xr−X˜r|∂2Vc,θ(0, |Xr−X˜r|)} dr
≤ e(λ∧ζ)sVc,θ(0, |Xs − X˜s|)),
(3.21)
where the second identity holds true from the structure of the second equation in
(1.2), i.e., for any fixed s ≥ 0 with Ys = Y˜s, we have Yr = Y˜r for all r ≥ s and so
(3.22) d(Xr − X˜r) = −λ(Xr − X˜r) dr, r ≥ s,
and the inequality is owing to (3.20). With (3.21) for s = 0 at hand, it is easy to
see that (3.19) holds for y = y˜ ≥ 0.
In the following, we only need to verify (3.19) for y > y˜ ≥ 0. Choose n0 ≥ 1
sufficiently large such that y − y˜ > 1/n0. Noting again that Yt ≥ Y˜t for all t ≥ 0 (in
particular, for all 0 ≤ t ≤ TY,n and n ≥ 1) whenever Y0 = y > Y˜0 = y˜. Then, for
any t > 0 and n ≥ n0, by Itô’s formula, it follows that
E
((y,x),(y˜,x˜))(eζ(t∧TY,n)Vc,θ(Yt∧TY,n − Y˜t∧TY,n , |Xt∧TY,n − X˜t∧TY,n |))
= Vc,θ(y − y˜, |x− x˜|)
+ E((y,x),(y˜,x˜))
∫ t∧TY,n
0
eζs
(
ζVc,θ(Ys − Y˜s, |Xs − X˜s|)− L∗Vc,θ(Ys − Y˜s, |Xs − X˜s|)
)
ds
≤ Vc,θ(y − y˜, |x− x˜|),
where we utilized (3.6) in the last inequality. Approaching n → ∞ yields that all
y > y˜ ≥ 0, x, x˜ ∈ R and t > 0,
E
((y,x),(y˜,x˜))(eζ(t∧TY )Vc,θ(Yt∧TY − Y˜t∧TY , |Xt∧TY − X˜t∧TY |)) ≤ Vc,θ(y − y˜, |x− x˜|).
Consequently, (3.19) is available for y > y˜ ≥ 0 by taking advantage of
e(λ∧ζ)tVc,θ(Yt − Y˜t, |Xt − X˜t|) = e(λ∧ζ)tVc,θ(Yt − Y˜t, |Xt − X˜t|)1{TY >t}
+ e(λ∧ζ)tVc,θ(Yt − Y˜t, |Xt − X˜t|)1{TY ≤t}
= e(λ∧ζ)(t∧TY )Vc,θ(Yt∧TY − Y˜t∧TY , |Xt∧TY − X˜t∧TY |)1{TY >t}
+ e(λ∧ζ)tVc,θ(0, |Xt − X˜t|)1{TY ≤t}
≤ e(λ∧ζ)(t∧TY )Vc,θ(Yt∧TY − Y˜t∧TY , |Xt∧TY − X˜t∧TY |)1{TY >t}
+ e(λ∧ζ)TY Vc,θ(0, |XTY − X˜TY |)1{TY ≤t}
≤ e(λ∧ζ)(t∧TY )Vc,θ(Yt∧TY − Y˜t∧TY , |Xt∧TY − X˜t∧TY |)1{TY >t}
+ e(λ∧ζ)(t∧TY )Vc,θ(Yt∧TY − Y˜t∧TY , |Xt∧TY − X˜t∧TY |)1{TY ≤t}
= e(λ∧ζ)(t∧TY )Vc,θ(Yt∧TY − Y˜t∧TY , |Xt∧TY − X˜t∧TY |),
where in the first inequality above we used (3.21) with s = TY . 
Remark 3.4. Here we make some comments on the proof of Theorem 1.1.
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(i) Recall that TY = inf{t > 0 : Yt = Y˜t}. Define
TX = inf{t ≥ 0 : Xt = X˜t}, T = inf{t > 0 : Yt = Y˜t, Xt = X˜t}.
It is clear that T ≥ TY ∨TX and Yt = Y˜t for t ≥ TY . However, by the structure
of two-factor process defined by (1.2), it can take place that T > TY ∨ TX ,
since Xt = X˜t is not true for all t ≥ TX unless t ≥ TY . The idea for the
proof of Theorem 1.1 is to make full use of the coupling time TY for the
first component, rather than T . To consider the coupling process until the
coupling time TY , we need the crucial estimate (3.6). Since before time TY ,
it may occur that Xt = X˜t for some t ≤ TY . Hence, if we will apply the Itô
formula for the test function Vc,θ(y − y˜, |x− x˜|) as given in Proposition 3.2,
then this function is required to be differentiable on {(x, x) : x ∈ R} for any
fixed y, y˜. Furthermore, from TY to T the coupling of the first component
always stays together, so we only need to couple the second component. For
this, we make use of (3.22), which is due to the special characterization of
the two-factor process.
(ii) As mentioned above, Proposition 3.2 is crucial for the proof of Theorem 1.1.
Instead of (3.7), one natural way to obtain the exponential ergodicity in the
L1-Wasserstein distance is to prove that there exists a constant c0 > 0 such
that for all y > y˜ ≥ 0 and x, x˜ ∈ R,
(3.23) (L∗G)(y − y˜, |x− x˜|) ≤ −c0G(y − y˜, |x− x˜|),
where
(3.24) G(s, t) ≍ s+ t, s, t ≥ 0;
see [22, 24, 25] for example. Since in the setting of Theorem 1.1 the drift
term satisfies the so-called monotone condition due to b > 0 and λ > 0, one
may just take
G(s, t) = G0(s, t) := s + t, s, t ≥ 0.
By some calculations, we find that there is a constant c1 > 1 so that for all
y > y˜ ≥ 0 and x˜ ≥ x,
−b(y − y˜)− λ(x˜− x)+c−11 (y − y˜)(x˜− x)1−α
≤ (L∗G0)(y − y˜, x˜− x)
≤ −b(y − y˜)− λ(x˜− x) + c1(y − y˜)(x˜− x)1−α.
That is, with this choice, (3.23) can not be true. Hence, some modification
of G0(s, t) is required. The function F (s, t) defined by (3.1) and satisfying
(3.24) is one possible candidate. Whereas, the function F (s, t) above is not
enough, we need further to refine it into Vc,θ(s, t). In particular, the factor
sθ is added to balance some bad estimates from (L∗F )(y − y˜, |x − x˜|). See
Remark 3.3 above for some details.
4. Exponential ergodicity for other two-factor affine processes
and beyond
4.1. The case (1.2) with two spectrally positive stable noises. In this sub-
section, we are still interested in the two-factor model (1.2) but with the Brownian
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motion (Bt)t≥0 in the first equation replaced by a spectrally positive β-stable process
(Lt)t≥0 for some β ∈ (1, 2). More precisely, we shall work on the SDE on R+ × R:
(4.1)
{
dYt = (a− bYt) dt + Y 1/βt− dLt, t ≥ 0, Y0 ≥ 0,
dXt = (κ− λXt)dt+ Y 1/αt− dZt, t ≥ 0, X0 ∈ R,
where a ≥ 0, b, κ, λ ∈ R, (Lt)t≥0 (resp. (Zt)t≥0) is a spectrally positive β-stable
(resp. α-stable) process with the Lévy measure νβ(dz) (resp. να(dz)). We further
assume that (Lt)t≥0 and (Zt)t≥0 are mutually independent. Again, by means of [3,
Theorem 2.1], (4.1) has a unique strong solution (Yt, Xt)t≥0. Then, we have the
following statement for the affine process associated with the SDE (4.1).
Theorem 4.1. Let (Yt, Xt)t≥0 be the unique strong solution to (4.1). If b > 0
and λ > 0, then the process (Yt, Xt)t≥0 is exponentially ergodic with respect to the
L1-Wasserstein distance W1.
For the SDE (4.1), we shall apply the synchronous coupling for both components
(Yt)t≥0 and (Xt)t≥0. For this, we consider the SDE on R+ × R:{
dY˜t = (a− bY˜t) dt+ Y˜ 1/βt− dLt, t ≥ 0, Y˜0 > 0,
dX˜t = (κ− λX˜t)dt+ Y˜ 1/αt− dZt, t ≥ 0, X0 ∈ R.
It is clear that ((Yt, Xt), (Y˜t, X˜t))t≥0 is a coupling of the process (Yt, Xt)t≥0. Accord-
ing to [22, Corollary 2.3], the coupling of the first component process also preserves
the order property; that is, Yt ≥ Y˜t for all t ≥ 0, in case of Y0 ≥ Y˜0.
Furthermore, the infinitesimal generator (i.e. the coupling operator) of the coup-
ling process ((Yt, Xt), (Y˜t, X˜t))t≥0 is given by
(L∗G)(y − y˜, |x− x˜|)
= −b∂1G(y − y˜, |x− x˜|)(y − y˜)− λ∂2G(y − y˜, |x− x˜|)|x− x˜|
+ (y − y˜)
∫ ∞
0
(
G(y − y˜ + z, |x− x˜|)−G(y − y˜, |x− x˜|)
− ∂1G(y − y˜, |x− x˜|)z
)
νβ(dz)
+ (y − y˜)
∫ ∞
0
(
G(y − y˜, |x+ z − x˜|)−G(y − y˜, |x− x˜|)
− ∂2G(y − y˜, |x− x˜|)(x− x˜)z|x− x˜|
)
να(dz)
(4.2)
for G ∈ C2(R2+) and (y, y˜, x, x˜) ∈ R2+ × R2 with 0 ≤ y˜ ≤ y. Similarly, we can write
the expression of (L∗G)(y − y˜, |x − x˜|) for G ∈ C2(R2+) and (y, y˜, x, x˜) ∈ R2+ × R2
with 0 ≤ y ≤ y˜.
For any c > 0 and θ ∈ (0, 1), define
Vc,θ(s, t) = c (s+ s
θ) + F (s, t),
where F was introduced in (3.1). It is obvious that for any c > 0,
Vc,θ(s, t) ≍ (s+ sθ) + t.
The proof of Theorem 4.1 is based on the following proposition.
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Proposition 4.2. For any θ ∈ (0, 2 − (α ∨ β)], there exist constants c, η > 0 such
that
(4.3) (L∗Vc,θ)(y − y˜, |x− x˜|) ≤ −ηVc,θ(y − y˜, |x− x˜|), y˜ ∈ [0, y), x, x˜ ∈ R.
Proof. Some non-trivial modifications of the proof for Proposition 4.2 are required
although the corresponding idea is similar to that of Proposition 3.2. In the fol-
lowing, we highlight some key differences. For c > 0 and θ ∈ (0, 2 − (α ∨ β)],
set
Uc,θ(s, t) := c (s+ s
θ), s, t ≥ 0.
Below, we set 0 ≤ y˜ < y and let x, x˜ ∈ R. According to (4.2), we deduce
(L∗Uc,θ)(y − y˜, |x− x˜|)
= −b c {y − y˜ + θ(y − y˜)θ}
+ c (y − y˜)
∫ ∞
0
(
(y − y˜ + z)θ − (y − y˜)θ − θ(y − y˜)θ−1z ) νβ(dz)
≤ −bc{y − y˜ + θ(y − y˜)θ},
(4.4)
where in the inequality we used the fact that for all 0 ≤ y˜ < y and z ≥ 0,
(y − y˜ + z)θ − (y − y˜)θ − θ(y − y˜)θ−1z ≤ 0, θ ∈ (0, 1)
thanks to the mean value theorem. Thus, (4.3) follows provided that there exists a
constant C1 > 0 such that
(L∗F )(y − y˜, |x− x˜|) ≤ −λ|x− x˜|+ C1
(
y − y˜ + (y − y˜)θ) ,(4.5)
by taking (4.4) into account and choosing c > 0 such that cbθ > C1. Nevertheless,
to derive (4.5), it suffices to show that there exists a constant C2 > 0 such that
(L∗Fθ)(y − y˜, |x− x˜|) ≤− λ|x− x˜|1{|x−x˜|≥2(y−y˜)}
+ C2
(
y − y˜ + (y − y˜)2−α + (y − y˜)2−β) .(4.6)
In fact, (4.6) yields (4.5) by noting that there exists a constant C3 > 0 such that
− λ|x− x˜|1{|x−x˜|≥2(y−y˜)} + C2
(
y − y˜ + (y − y˜)2−α + (y − y˜)2−β)
≤ −λ|x− x˜|+ 2λ(y − y˜) + C2
(
y − y˜ + (y − y˜)2−α + (y − y˜)2−β)
≤ −λ|x− x˜|+ C3
(
y − y˜ + (y − y˜)2−(α∨β))
≤ −λ|x− x˜|+ C3
(
y − y˜ + (y − y˜)1{y−y˜≥1} + (y − y˜)θ1{0<y−y˜≤1}
)
≤ −λ|x− x˜|+ 2C3(y − y˜ + (y − y˜)θ),
where in the second inequality we used, due to α, β > 1, (y− y˜)1−α ∧ (y− y˜)1−β ≤ 1
for y − y˜ ≥ 1 and 1 ≤ (y − y˜)−α ∨ (y − y˜)−β ≤ (y − y˜)−(α∨β) for 0 < y − y˜ ≤ 1, and
in the last two inequality we utilized θ ∈ (0, 2 − (α ∨ β)]. Therefore, to obtain the
desired assertion (4.3), we need only to verify (4.6).
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From (4.2), we have
(L∗F )(y − y˜, |x− x˜|)
= −b∂1F (y − y˜, |x− x˜|)(y − y˜)− λ∂2F (y − y˜, |x− x˜|)|x− x˜|
+ (y − y˜)
∫ ∞
0
(
F (y − y˜ + z, |x− x˜|)− F (y − y˜, |x− x˜|)
− ∂1F (y − y˜, |x− x˜|)z
)
νβ(dz)
+ (y − y˜)
∫ ∞
0
(
F (y − y˜, |x+ z − x˜|)− F (y − y˜, |x− x˜|)
− ∂2F (y − y˜, |x− x˜|)(x− x˜)z|x− x˜|
)
να(dz)
=: Υ1 +Υ2 + (y − y˜)Υ3 + (y − y˜)Υ4.
(4.7)
Thus, (4.6) is available once we prove that there is a constant C4 > 0 so that
Υ1 +Υ2 + (y − y˜)Υ4 ≤ −λ|x− x˜|1{|x−x˜|≥2(y−y˜)} + C4
(
y − y˜ + (y − y˜)2−α) ,(4.8)
and
(4.9) Υ3 ≤ C4(y − y˜)1−β.
In what follows, we aim to prove (4.8) and (4.9), respectively. Let (i)-(iii) be the
three cases listed in the proof of Proposition 3.2. By a close inspection of argument
for Proposition 3.2, there is a constant c1 > 0 such that
Υ2 + (y − y˜)Υ4 ≤ −λ|x− x˜|1{|x−x˜|≥2(y−y˜)} + c1
(
y − y˜ + (y − y˜)2−α) .(4.10)
From (3.2), it is easy to see that Υ1 ≤ bc0(y − y˜). As a result, (4.8) follows imme-
diately. Next, we turn to the proof of (4.9).
Proof of (4.9) for the case (i). For this case, it follows that
Υ3 =
∫
{|x−x˜|≤y−y˜+z}
(y − y˜ + z − |x− x˜|) νβ(dz)
+
∫
{y−y˜+z<|x−x˜|<2(y−y˜+z)}
(
1− g
( |x− x˜|
y − y˜ + z
))
(y − y˜ + z − |x− x˜|)) νβ(dz)
= : Υ31 +Υ32.
On one hand, since y − y˜ + z < |x− x˜| and g ∈ [0, 1], Υ32 ≤ 0. On the other hand,
we have
Υ31 ≤
∫
{z≥y−y˜}
(y − y˜ + z) νβ(dz) ≤ c2(y − y˜)1−β
for some constant c2 > 0, where we used |x − x˜| ≥ 2(y − y˜) in the first inequality.
Hence, we arrive at
Υ3 ≤ c2(y − y˜)1−β.
Whence, we infer that (4.9) holds true for the case (i).
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Proof of (4.9) for the case (ii). Indeed, with regard to this case, (4.9) is available
by using
Υ3 =
∫
{|x−x˜|<y−y˜+z}
((
1− g
( |x− x˜|
y − y˜ + z
))
(y − y˜ + z)− (y − y˜)− z
)
νβ(dz)
≤
∫
{|x−x˜|<y−y˜+z}
(y − y˜ + z − (y − y˜)− z)νβ(dz) = 0,
where the inequality is due to g ∈ [0, 1].
Proof of (4.9) for the case (iii). As for this case, Υ3 can be rewritten as
Υ3 =
∫
{z≤(y−y˜)/2}
(
F (y − y˜ + z, |x− x˜|)
− F (y − y˜, |x− x˜|)− ∂1F (y − y˜, |x− x˜|)z
)
νβ(dz)
+
∫
{z≥(y−y˜)/2}
(
F (y − y˜ + z, |x− x˜|)− Fθ(y − y˜, |x− x˜|)
− ∂1F (y − y˜, |x− x˜|)z
)
νβ(dz)
=: Υ31 +Υ32.
By Taylor’s expansion, there exists a constant ξ ∈ [y − y˜, 3(y − y˜)/2] such that
(4.11) Υ31 =
1
2
∂11F (ξ, |x− x˜|)
∫
{z≤(y−y˜)/2}
z2 νβ(dz) ≤ c3(y − y˜)1−β
for some constant c3 > 0, where the inequality above follows from (3.2). Further-
more, in terms of the definition of F and (3.2), there is a constant c4 > 0 such
that
Υ32 ≤ (1 + c0)
∫
{z≥(y−y˜)/2}
(y − y˜ + |x− x˜|+ 2z) νβ(dz)
≤ 3(1 + c0)
∫
{z≥(y−y˜)/2}
(y − y˜ + 2z) νβ(dz) ≤ c4(y − y˜)1−β,
(4.12)
where the second inequality is owing to y − y˜ ≤ |x − x˜| ≤ 2(y − y˜). Consequently,
for the case (iii), (4.9) follows by combining (4.11) with (4.12). 
Proof of Theorem 4.1. Similar to Theorem 1.1, we indeed can claim that there exist
a unique probability measure µ on R+ × R such that for any θ ∈ (0, 2 − (α ∨ β)],
there is η := η(θ) > 0 so that for all y ∈ R+, x ∈ R and t > 0
Wψθ(P (t, (y, x), ·), µ) ≤ C(y, x, θ)e−ηt,
where
ψθ(u, v) := u+ u
θ + v, u, v ≥ 0
and C(y, x, θ) > 0 is independent of t. Note that, as far as (4.1) is concerned,
one can check that (2.2) still holds. With (2.2) and Proposition 4.2 at hand, the
proof of the assertion above can be complete by implementing the same argument
of Theorem 1.1, and so we herein omit the corresponding details. 
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4.2. General two-factor affine processes. In this part, we emphasize that the
approaches applied to Theorems 1.1 and 4.1 still work for two other general two-
factor affine processes. In particular, we can show the exponential ergodicity for the
following two kinds of two-factor affine processes with respect to the L1-Wasserstein
distance W1:
Two-factor affine process (I):{
dYt = (a− bYt) dt+ Y 1/2t dB(1)t + Y 1/βt− dZ(β)t , t ≥ 0, Y0 ≥ 0,
dXt = (κ− λXt) dt+ Y 1/2t (ρ dB(1)t +
√
1− ρ2 dB(2)t ) + Y 1/αt− dZ(α)t , t ≥ 0, X0 ∈ R,
where a ≥ 0, κ ∈ R, b, λ > 0, ρ ∈ [−1, 1], β, α ∈ (1, 2), (B(1)t , B(2)t )t≥0 is a 2-
dimensional standard Brownian motion, (Z
(β)
t )t≥0 (resp. (Z
(α)
t )t≥0) is a specially pos-
itive β-stable (resp. α-stable) Lévy process. Moreover, the processes (B
(1)
t , B
(2)
t )t≥0,
(Z
(β)
t )t≥0 and (Z
(α)
t )t≥0 are mutually independent.
Two-factor affine process (II):{
dYt = (a− bYt) dt+ Y 1/2t dBt, t ≥ 0, Y0 ≥ 0,
dXt = (κ− λXt − γYt) dt+ Y 1/αt− dZt, t ≥ 0, X0 ∈ R,
where a ≥ 0, b, λ > 0, γ ∈ R, (Bt)t≥0 is a standard Brownian motion, and (Zt)t≥0 is
an independent spectrally positive α-stable process with α ∈ (1, 2].
We have proven the exponential ergodicity for the SDEs (1.2) and (4.1) (with
respect to the L1-Wasserstein distance W1). Combining both arguments together,
we can show that the following two-factor affine process
(4.13)
{
dYt = (a− bYt) dt+ Y 1/2t dBt + Y 1/βt− dZ(β)t , t ≥ 0, Y0 ≥ 0,
dXt = (κ− λXt) dt+ Y 1/αt− dZ(α)t , t ≥ 0, X0 ∈ R
is exponentially ergodic. The difference between the SDE (4.13) and type (I) above
is that in (I) there is an additional diffusion term driven by Brownian motions for the
second equation. Then, one can apply the synchronous coupling to this additional
term and follow the argument showing that (4.13) is exponentially ergodic to derive
the exponential ergodicity of the type (I).
The difference between the SDE (1.2) and type (II) above is due to the drift
term in the second equation for the process (Yt)t≥0 of the associated affine process.
Concerning the two-factor affine process (II), we can also show that (Yt, Xt) is ex-
ponentially ergodic with respect to the L1-Wasserstein distance W1 by following
the argument of Theorem 1.1 if the counterpart of Proposition 3.2 is still valid, see
Proposition 4.3 below for more details.
To proceed, we introduce some additional notation. Below, let F be defined as in
(3.1) but with g ∈ C2b (R+) such that g′ ≥ 0 and
g(r) =

0, 0 ≤ r < 1,
(r − 1)2+δ, 1 < r < 3/2,
1, r ≥ κ0 := 2(1 + |γ|/λ)
for some constant δ > 0. With F above at hand, the function Vc,θ is defined exactly
as in (3.4).
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Proposition 4.3. There exist constants c, η > 0 such that for any y > y˜ ≥ 0 and
x, x˜ ∈ R,
(L∗Vc,θ)(y − y˜, |x− x˜|) ≤ −ηVc,θ(y − y˜, |x− x˜|),
where L∗ is the coupling operator of the two-factor affine process (II) given in (2.4)
with κ− λx replaced by κ− λx− γy.
Proof. Below, we shall fix y > y˜ ≥ 0 and x, x˜ ∈ R. By following the argument of
Proposition of 3.2, to end the proof of Proposition 4.3, it is sufficient to show that
(L∗F )(y − y˜, |x− x˜|) ≤ −λ
2
|x− x˜|1{|x−x˜|≥κ0(y−y˜)}
+ C(y − y˜) + C(√y +
√
y˜)2(y − y˜)−11{0<y−y˜<1}
(4.14)
for some constant C > 0. In what follows, we are going to verify (4.14) in terms of
the three cases below:
(i) |x− x˜| > κ0(y − y˜);
(ii) |x− x˜| ≤ y − y˜;
(iii) y − y˜ < |x− x˜| ≤ κ0(y − y˜).
For the setting (i), we have F (y − y˜, |x − x˜|) = |x − x˜|. This, in addition to (3.7)
with −λ|x− x˜| − γ(x− x˜)(y − y˜)/|x− x˜| instead of −λ|x− x˜| therein, yields
(L∗F )(y − y˜, |x− x˜|)
= −λ|x− x˜| − γ(x− x˜)(y − y˜)|x− x˜| + (y − y˜)(I1 + I2 + I3)
≤ −λ|x− x˜|+ |γ|(y − y˜) + (y − y˜)(I1 + I2 + I3)
≤ −λ
2
|x− x˜|+ (y − y˜)(I1 + I2 + I3),
in which I1, I2, I3 were introduced in (3.11) with the factor 2 in the splitting intervals
replaced by the number κ0, and in the last display we used
|γ|(y − y˜) ≤ λ
2
|x− x˜|.
Thus, combining the estimates on I1, I2, I3, we infer that (4.14) holds true for the
case (i). Observe that, as for the case (ii), L∗F shares the same expression with the
counterpart for the setup (ii) in the proof of Proposition of 3.2. Subsequently, with
some mild modifications of the associated details (where, in particular, replace the
factor 2 in the splitting intervals by κ0), we conclude that (4.14) is still available for
the case (ii). Note that Lemma 3.1 is still valid with the number 2 in (3.2) replaced
by κ0 so that (3.15) remains true for the new expression F. As a result, (4.14) follows
by carrying out the same argument to derive (3.9) for the case (iii). 
We mention that, applying the similar idea, one can also prove the exponential
ergodicity with respect to the L1-Wasserstein distance W1 for type (II) if the first
equation is replaced by
dYt = (a− bYt) dt+ Y 1/βt− dZ(β)t , t ≥ 0, Y0 ≥ 0
or
dYt = (a− bYt) dt+ Y 1/2t dBt + Y 1/βt− dZ(β)t , t ≥ 0, Y0 ≥ 0,
where a ≥ 0, b > 0, (Bt)t≥0 is a standard Brownian motion, and (Zt)t≥0 is an
independent spectrally positive α-stable process with α ∈ (1, 2].
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4.3. Beyond two-factor affine processes. In this part, we will briefly mention
that our method also works for the following models beyond two-factor affine pro-
cesses. Let (Yt, Xt)t≥0 be a time-homogeneous Markov process on R+ × R such
that
(4.15)
{
dYt = b1(Yt) dt + Y
1/β
t− dLt, t ≥ 0, Y0 ≥ 0,
dXt = b2(Xt) dt + Y
1/α
t− dZt, t ≥ 0, X0 ∈ R,
where (Lt)t≥0 is a spectrally positive β-stable process with β ∈ (1, 2], (Zt)t≥0 is an
independent spectrally positive α-stable process with α ∈ (1, 2], and b1(x) (resp.
b2(x)) is continuous on R+ (resp. R) so that there are constants λi > 0 (i = 1, 2)
such that for i = 1, 2 and any x > y,
(4.16) bi(x)− bi(y) ≤ −λi(x− y).
Note that, according to [15, Theorem 5.6], there exists a unique strong solution to
the first component (Yt)t≥0 of the SDE (4.15). Once (Yt)t≥0 is fixed, the unique
strong solution to the second component (Xt)t≥0 is guaranteed by the monotone
condition (4.16) for the drift term b2(x). Therefore, the SDE (4.15) has the unique
strong solution (Yt, Xt)t≥0. Furthermore, according to [22, Corollary 2.3 and Remark
2.4], the coupling of the first component (Yt)t≥0 can be chosen to preserve the order
property. With these facts and (4.16) again at hand, we can use the ideas of proofs
for Theorems 1.1 and 4.1 to conclude that the process (Yt, Xt)t≥0 is exponentially
ergodic with respect to the L1-Wasserstein distance W1. Note that the contractive
property like (3.22) in the proof of Theorem 1.1 is a consequence of (4.16) for the drift
term b2(x). As we mentioned before, since all known approaches dealing with the
ergodicity of affine processes depend on their especially structural characterizations,
they seem to be invalid in establishing the exponential ergodicity of the SDE (4.15).
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