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Résumé 
Le développement des technologies utilisées dans les véhicules autonomes offre la 
possibilité de modifier fondamentalement le domaine de transport. Un transport plus 
efficace et sécuritaire qui réduira probablement les accidents, la consommation d'énergie 
et la pollution, ainsi que les coûts liés à la congestion. 
Au cours de la dernière décennie, le nombre de véhicules sur la route augmente 
régulièrement, de même que le temps passé par chaque voyageur. Ceci oblige de plus en 
plus les fabricants à accroître la sécurité et l'efficacité des véhicules. Dans ce contexte, le 
développement des systèmes d'assistance à la conduite automobile (Advanced Driver 
Assistance Systems (ADAS)) a progressé à un rythme rapide. 
Récemment, de nouveaux systèmes d'assistance à la conduite, tel que Mobileye, ont été 
développés. Afin d'améliorer la performance de ces systèmes, l'intelligence artificielle est 
souvent utilisée dans la perception, la prédiction et l'estimation de l'état de la scène 
routière. Cependant, les conditions météorologiques canadiennes particulières soulèvent 
le problème du niveau d' adaptation de ces technologies. En particulier, la présence de la 
neige sur la route peut affecter négativement les capacités de reconnaissance et les 
réponses de Mobileye. 
Dans ce contexte, ces travaux de recherche sont orientés vers la caractérisation de la 
capacité sensorielle du système de vision pour l'assistance avancée d'aide à la conduite 
Mobileye, afin de déterminer les limites de cette technologie et leurs sensibilités aux 
conditions environnementales particulières du pays. 
Comme toute autre technologie, la bonne utilisation et interprétation des signaux et 
d'information nécessitent d'être bien familiarisé avec la technologie. Ainsi, après une 
revue bibliographique étendue (Chapitre 1) sur les différents systèmes d ' assistance à la 
conduite (Chapitre II), la première partie de ce travail (Chapitre III) a été dédiée à la prise 
en main de la technologie Mobileye. Nous introduisons les différentes étapes effectuées 
pour maîtriser l'utilisation du système Mobileye. En outre, le travail effectué a permis de 
développer les outils nécessaires pour l' acquisition des données Mobileye au cours d 'une 
scène de conduite ainsi que d 'analyser ces différentes informations. 
L ' identification de la capacité sensorielle du système Mobileye a été abordée dans le 
chapitre suivant (Chapitre IV), où nous avons expérimenté ce système dans le contexte de 
navigation d'un autobus de transport en commun. De nombreuses scènes de navigation, 
en condition souvent non favorable pour la caméra Mobileye, ont été analysées afin 
d ' identifier ses limites. L 'analyse des résultats de tests démontre que la modalité de vision 
artificielle seule n ' est pas une solution complètement robuste en condition hivernale. 
Pour faciliter l'acceptabilité des différents systèmes d'assistance à la conduite, ces 
systèmes devraient s ' adapter aux différents styles de conducteurs et environnements. À ce 
niveau, la modélisation de la conduite humaine est nécessaire. Pour le faire, il faut tenir 
compte de la perception humaine, le traitement de l'information, la prise de décision et 
l'exécution d'une action physique, qui sont tous en relation avec les variables 
d ' environnement et les styles de conduite. Dans cette optique, le dernier chapitre de ce 
travail (Chapitre V) a été dédié à la modélisation de la relation entre le conducteur, le 
véhicule et l' environnement, en utilisant les réseaux de neurone récurrents. La 
généralisation de ces modèles permet de conclure que nous pouvons utiliser cette méthode 
pour créer des modèles plus complexes. 
Par conséquent, les travaux effectués suggèrent que les travaux futurs devraient inclure 
d'autres paramètres de l'environnement de navigation et du conducteur, tels que ses 
caractéristiques de vision et la manière dont ils perçoivent l'environnement et interprètent les 
informations lorsqu'ils conduisent un véhicule, pour développer des modèles plus robustes et 
plus adaptés . 
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Chapitre 1: Introduction et mise en contexte 
1. Mise en Contexte 
Au cours de la dernière décennie, la conduite autonome a quitté la science-fiction pour 
devenir une réalité. L'exécution humaine est de plus en plus limitée dans plusieurs taches 
durant la conduite. Grâce à l'intelligence artificielle (IA), des robots remplacent l'action 
humaine et réduisent les ressources. L'intelligence artificielle occupe une grande place 
dans le développement des véhicules autonomes, qui sont de plus en plus pilotés par des 
robots et des systèmes intelligent plutôt que par des êtres humains. 
Au cours des dernières décennies, le nombre de véhicules sur la route augmente 
régulièrement, de même que le temps passé par chaque voyageur. Ce qui oblige les 
fabricants à accroître la sécurité et l'efficacité des véhicules. Dans ce contexte, le 
développement des systèmes d'assistance à la conduite automobile (Advanced Driver 
Assistance Systems (ADAS)) a progressé à un rythme rapide. La sécurité et l'efficacité 
des véhicules deviennent plus critiques dans le cas d'une utilisation dans les véhicules 
autonomes. 
Actuellement, de nombreux groupes de recherche et entreprises travaillent dur pour 
développer des technologies mieux adaptées au fonctionnement sécuritaire et efficace des 
véhicules autonomes, alors que les gouvernements du monde entier se préparent à 
modifier leurs lois de la route pour cette éventualité. 
2. Description du problème 
Bien que le marché des voitures autonomes se développe après leur commercialisation par 
les constructeurs automobiles, il existe encore des obstacles à l'adoption de cette nouvelle 
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technologie. Par conséquent, le besoin de recherche sur les voitures autonomes pour 
réduire l'écart entre la situation du marché et la perspective des clients en ce qui concerne 
cette innovation est certainement énorme. 
Les véhicules autonomes utilisent une combinaison de capteurs et de logiciels pour la 
navigation et le contrôle [1, 2]. Les algorithmes de reconnaissance de voie et de peinture 
routières ont été étudiés dans nombreux travaux de recherche [3]. Cependant, les systèmes 
de positionnement utilisant ces algorithmes peuvent souvent échouer lorsqu'elles sont 
confrontées à des conditions météorologiques défavorables qui cachent la vue des traçages 
des voies, par exemple des bancs de neige. Ces conditions entrainent la perte du repère de 
localisation du véhicule. 
Le système d'assistance à la conduite (ADAS) rend le véhicule partiellement autonome. 
Récemment, de nouveaux systèmes d'assistance à la conduite, telle que Mobileye, sont 
utilisés pour transformer des véhicules semi-autonomes à des véhicules entièrement 
autonomes. Afin d'améliorer la performance de ces systèmes, l'intelligence artificielle est 
souvent utilisée dans la perception, la prédiction et l'estimation de l'état de la scène de la 
routière. 
Le système d'assistance à la conduite Mobileye prend en considération: 
Les Obstacles (dynamiques, statiques, vulnérables, non vulnérables), 
Les Attributs routiers et zone de conduite libre (marquage routier, nombre de 
voies, intersection ... ), 
Les conditions environnementales (conditions météorologiques, signalisation 
routière verticale ... ) 
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En particulier, la présence de la neige sur la route peut affecter négativement les capacités 
de reconnaissance et les réponses de Mobileye. Par conséquence, les conditions 
météorologiques (pluie, neige, verglas, etc.) perturbent le fonctionnement des systèmes de 
commande et d'assistance à la conduite autonome, vu que la localisation est très difficile 
dans de telles situations. 
Dans le contexte Canadien, les conditions météorologiques particulières soulèvent le 
problème du niveau d'adaptation de ces technologies, pour une meilleure performance et 
un meilleur fonctionnement sécuritaire des véhicules autonomes. Ceci justifie le besoin 
de formuler cette problématique de recherche, qui consiste à trouver des solutions afin 
d'adapter ces technologies à l'échelle locale et ces conditions hivernales. 
Le système d'assistance à la conduite Mobileye détecte les conditions d'arrêts (Obstacles 
statiques, Obstacles dynamiques, présence de piétons, présence de cyclistes et présence 
de signalisation de sécurité). Ce système donne des alertes pour avertir le conducteur de 
dangers imminents et des arrêts d'urgence. Or, les pertes d'énergie pendant les phases de 
démarrages/arrêts peuvent représentées plus de 50% de l'énergie totale perdue pendant le 
déplacement, lorsqu'un humain conduit un véhicule. Par conséquence, ce système offre 
l'opportunité d'anticipation du freinage. 
La prédiction des arrêts est un facteur principal dans la conduite écologique, puisqu'il 
permet d'éviter le freinage brusque. En outre, l'anticipation des ralentissements à l'avance 
offre plus de temps et d'occasions de réduire progressivement la vitesse. Par conséquence, 
le conducteur peut utiliser plus efficacement la bande de vitesse et commencer à décélérer 
en prévision d'un arrêt. 
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Bien que la prédiction de l'environnement affecte l'amélioration de la conduite 
écologique, il est important d'adapter les manœuvres écologiques aux styles de conduite. 
Ceci justifie le besoin de caractériser le comportement de conduite en spécifiant la tache 
de conduite démarrages/arrêt du véhicule. Dans ce contexte, une meilleure compréhension 
du style de conduite humain, permet de définir les meilleurs stratégies et outils nécessaires 
(avertissement, informations, etc.) pour favoriser l'adoption de l'écoconduite. 
Sciences cognitives 
ADAS 
État du conducteur ~ Informer Automatiser 
+ --Conscience de la situation 
Environnement 
Figure 1.1 : Stratégies d'amélioration et d'adoption de l'écoconduite. 
3. Questions de recherche 
Afin de rependre à la problématique de recherche, les questions de recherche suivantes 
ont été dressées : 
QI: Est-ce que la technologie Mobileye est adaptée aux conditions 
environnementale et météorologique du Québec et du Canada? 
Q2: Quelles sont les limites de cette technologie et ses sensibilités aux conditions 
environnementaux. 
Q3 : Comment modéliser le comportement du conducteur? 
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Q4: Comment intégrer un modèle d'efficacité énergétique? 
Q5: Comment adapter le niveau d'aide (avertissement) au style de conduite? 
La caractérisation de la capacité sensorielle du système de vision pour l' assistance avancée 
d'aide à la conduite Mobileye, reliée aux questions de recherche QI et Q2, sera abordée 
dans les chapitres 3 et 4. Tandis que les questions Q3, Q4 et Q5 seront partiellement traités 
dans le chapitre 5. La réponse à ces trois questions nécessite l' utilisation d 'un véhicule 
équipé de capteurs qui détectent ses différents paramètres cinématiques et ceux des 
véhicules environnants. Des données caractéristiques personnelles des conducteurs sont 
nécessaires pour fournir une assistance personnalisée. Dans ce chapitre, le travail sera 
limité à vérifier l'existence d'une relation entre les variables de l'environnement 
(circulation routière, neige), le style de conduite et la consommation d'énergie. 
Des réponses à ces questions exigent une revue de littérature, afin de déterminer l'état de 
l'art au sujet étudié ainsi que les différentes technologies utilisées dans ce domaine. 
4. Objectif de recherche 
Cette recherche remplira le rôle de passerelle entre l'innovation et les avancées 
technologiques dans le domaine des voitures autonomes et leurs adaptations pour un 
meilleur fonctionnement dans les conditions météorologiques particulières du Canada. 
Dans cette recherche, les objectifs du travail sont classés en deux niveaux; objectif 
principal et objectifs secondaires. 
L'objectifprincipal consiste à modéliser l'interaction entre un conducteur, le véhicule et 
J'environnement (circulation routière, neige) afin d'adapter un système d'aide à Ja 
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conduite au style de conduite. Dans ce mémoire la modélisation a été abordée en tenant 
compte des instruments disponibles. L'adoption n'est pas couverte. 
L'objectif principal de ce projet est d'approfondir les connaissances des systèmes 
d'assistance à la conduite avancée (Advanced Driving Assists (ADAs)), indépendamment 
et dans le contexte des conditions environnementales particulaires du pays 
(principalement: système à base de vision artificielle Mobileye). L'accomplissement de 
cet objectif permettra d'identifier les limites, les avantages et les inconvénients de cette 
technologie ainsi que d'établir une méthode de travail qui permet de répondre aux 
questions de recherches précédentes. De même, cette méthode permettra de proposer une 
approche permettant de modéliser la dynamique de conduite d'une personne en fonction 
de la scène de navigation et des paramètres cinématiques. 
La réalisation de l'objectif principal de ce travail est conditionnée par l'achèvement des 
objectifs secondaires. Ces sous-objectifs consistent à : 
Prendre en main la technologie Mobileye (installation, mise en marche, calibrage, 
acquisition des données, etc.). 
Développer des outils d'analyses des différents types d'informations générés par 
Mobileye (décodage des données, détection des données d'intérêts, identification 
de type d'obstacle et de ces paramètres géométriques, etc.). 
Identifier les capacités sensorielles et les limites de cette technologie dans les 
conditions hivernales. 
Vérifier la relation entre les variables de l'environnement, le style de conduite et 
la consommation d'énergie, et proposer un modèle pour le comportement du 
conducteur. 
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Chapitre II: Revue de la littérature 
1. Introduction 
Le développement des technologies utilisées dans les véhicules autonomes offre la 
possibilité de modifier fondamentalement le domaine de transport. Un transport plus 
efficace et sécuritaire qui réduira probablement les accidents, la consommation d'énergie 
et la pollution, ainsi que les coûts liés à la congestion. 
L'automatisation des véhicules de transport est définie sur quatre niveaux: 
• Niveau 0: le conducteur est en contrôle complet de toutes les fonctions de la 
voiture. 
• Niveau 1: une fonction est automatisée. 
• Niveau 2: plusieurs fonctions sont automatisées à la fois. (Par exemple, direction 
et accélération), mais le conducteur doit rester constamment attentif. 
• Niveau 3: les fonctions de conduite sont suffisamment automatisées pour que le 
conducteur peut en toute sécurité se livrer à d'autres activités. 
• Niveau 4: la voiture peut conduire elle-même sans conducteur. 
Bien que certaines tâches de conduite puissent déjà être effectuées automatiquement, le 
degré d'autonomie et les cas d'utilisation ont instauré une large gamme de définition de 
l'autonomie. Dans le contexte des véhicules terrestres, la Société des ingénieurs de 
l'automobile (SAE) Intemationals a fourni une norme (no. J3016) qui établit une 
classification pour les véhicules autonomes [4, 5] . 
La classification de la SAE est équivalente à d' autres normes telles que celles établies par 
les organismes nationaux de réglementation des transports, principalement dans les pays 
des grands manufacturiers de l'automobile telle que la norme BASt en Allemagne et la 
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NHTSA aux USA. La classification de ces deux dernières normes est donnée par le 
Tableau 2.1. 
Selon les classifications SAE, les systèmes d'assistance à la conduite avancée (Advanced 
Driving Assists (ADAs)) disponibles, telles que le régulateur de vitesse adaptatif et les 
aides au stationnement, positionnent ces véhicules au niveau 3, dans lequel l'intervention 
humaine est toujours nécessaire pendant la conduite dynamique. D'autre part, ces 
technologies ont été développées pour un trafic relativement faible et un environnement 
bien structuré tel qu'une autoroute. 
Depuis quelques années, la conduite autonome dans des environnements plus complexes 
(principalement en milieu urbain) est également disponible. Des technologies comme 
l'aide aux intersections, le guidage sur des chantiers de construction et la prévention des 
collisions avec les piétons, ont été utilisée afin d'augmenter le niveau d'autonomie des 
véhicules. 
Même si le degré d'autonomie ne cesse de se développer, l'état de l'art démontre que 
jusqu'à présent la conduite autonome nécessite encore beaucoup de développement afin 
de se conformer aux exigences et aux attentes des utilisateurs et d 'assurer une conduite 
sécuritaire et fiable quel que soient le milieu et les conditions. 
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Niveau Nom Définition 
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2. État actuel du marché de voitures autonomes 
2.1. Les principaux manufacturiers des voitures autonomes 
Tesla occupe une grande position dans le marché des voitures autonomes. Elle a 
commercialisé en octobre 2015 une voiture autonome de niveau 2. Le pilote automatique 
de cette voiture exploite les données fournies par des caméras externes, des capteurs et des 
algorithmes de calcul puissants, qui ont permis une conduite automatique sur des routes 
plus complexes [7]. 
Le géant allemand BMW ont poursuivi ses recherches, en collaboration avec Intel, afin de 
développer des technologique d' autonomie de niveau 3, pour la commercialisation de 
véhicules autonomes en 2018 [8]. 
Le représentant de la société ICT, Google, a participé activement à la production de 
voitures autonomes et a donné de nouvelles normes aux idées de développement de 
voitures autonomes. En 2014, Google a lancé Waymo, un nouveau prototype de voiture 
autonome sans pédale, qui utilise le système LIDAR pour créer une image 3D de son 
environnement et d'un niveau d'autonomie égale à 3 [9, 10]. 
La course au développement des voitures autonomes s'étend aux manufacturiers Coréens, 
principalement Hyundai automobile et Kia automobile. Pour Hyundai, des nouvelles 
fonctions de gestion autonome intégrées basées sur le système vocal, un service de 
recherche d'automatique de stationnement, et un service d'appel d'urgence, seront 
commercialisées à partir de 2020. Kia automobile a lancé la marque "Drive Wise" qui est 
un système d'assistance au conducteur au niveau 3 avec des fonctionnalités al1ant du 
contrôle actif au freinage d'urgence. Par conséquent, cette voiture autonome pourrait 
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s'auto-garer de façon autonome et se conduire elle-même sur la vOie rapide sans 
intervention du conducteur [11]. 
2.2. Les véhicules autonomes au marché canadien 
L'adoption des véhicules autonomes avec de nombreux progrès technologiques, est 
inévitable. Bien que le Canada ne soit pas un compétiteur de certains acteurs mondiaux tels 
que les États-Unis, l'Allemagne ou le Japon dans le domaine des véhicules autonomes, le 
développement de ces technologies influencera potentiellement le marché du travail. Même 
si ce dernier sera de plus en plus témoin de changements, de perturbations, de défis et 
d'opportunités, l'utilisation de cette technologie permettra également de faire évoluer les 
besoins actuels sur le marché du travail. Par conséquent, alors que certains emplois verront 
apparaître des besoins, d'autres seront inévitablement en déclin. Le rapport Autonomous 
vehicles and the future of work in Canada publié par Information And Communications 
Technology Council indique que l'adoption des véhicules autonomes dans le marché 
canadien ne provoquera aucune perte d'emplois à grande échelle, mais pourra modifier 
certaines exigences professionnelles [12]. En plus, cette technologie améliore 
l'accessibilité de la mobilité, ainsi que la création des nouveaux emplois de haute qualité et 
dans l'ensemble de l'économie. En même temps, les besoins croissants de ces nouvelles 
professions n'auront pas pour effet de faire disparaitre des emplois traditionnels de 
l'automobile tels que la mécanique, même si les besoins en compétences de ces derniers 
pourraient changer. Dans ce contexte, les professions liées aux logiciels utilisés dans le 
domaine des véhicules autonomes augmenteront le besoin d'une main d'œuvre qualifiée, 
en même temps que ces industries verront également une croissance positive en 
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conséquence. D'autre part, cette technologie aura un impact sur l'infrastructure des villes 
canadiennes et nécessitera une refonte afin de fonctionner à leur potentiel optimal. Cette 
étape est en grande concordance avec la croissance des villes intelligentes et sont 
intrinsèquement liés. 
3. Les défis de la voiture autonome et son effet sur hl mobilité 
Aux États-Unis, un sondage d'opinion, réalisé par l'institut de recherche de l'Université du 
Michigan, a démontré que près de la moitié des répondants n'étaient toujours pas 
enthousiastes à l'idée d'accepter une voiture autonome. Ces positions réticentes envers les 
véhicules autonomes, démontrent qu ' il y a encore des défis à relever. Vu qu'elle ne peut 
pas distinguer qui est responsable des accidents, l'un des défis les plus importants des 
véhicules autonomes est l'engagement moral des utilisateurs. Dans la perspective d'un 
client potentiel, posséder un objet qui peut vous tuer dans certaines situations, est l'une des 
raisons d'hésiter à l'acheter [12] . 
En dehors du contexte humain, le défi de la sécurité touche nécessairement la 
communication véhicule-véhicule dans le cas des véhicules autonomes. Cependant, même 
de minuscules disfonctionnements dans un véhicule à proximité pourraient avoir un effet 
grave sur les autres véhicules. Ceci, soulève de même des questionnements sur le niveau 
et les failles de sécurité qui pourraient causer des problèmes, depuis la collecte illégale de 
données jusqu'à la perturbation complète des systèmes de transport. De point de vue 
commercial, l'adoption de véhicules autonomes peut être limitée par leur coût initial élevé. 
Dans ce contexte, la contribution des gouvernements et des décideurs est importante, à 
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travers des subventions aux acheteurs afin d'accélérer l'adoption des véhicules autonomes 
ainsi que des incitations accordées aux constructeurs automobiles. 
3.1. Effet des véhicules autonomes sur la mobilité 
Bien qu'il existe certains inconvénients, la technologie des véhicules autonomes peut 
réduire considérablement les externalités négatives existantes de l'utilisation de voitures 
particulières et créer certains avantages supplémentaires en termes de mobilité. Ces 
externalités incluent les accidents, la congestion, le bruit, la pollution atmosphérique et les 
émissions de gaz à effet de serre (GES). 
Les accidents de la route ont un impact non seulement sur l'individu, mais aussi sur la 
grande société. Des coûts individuels provenant des dommages matériels, la perte de 
revenus, la perte de production, les frais médicaux et de réadaptation, la douleur, la 
souffrance et la perte de qualité de vie. En effet, les accidents de la route sont la principale 
cause de décès chez les jeunes adultes âgés de 15 à 29 ans et la deuxième cause de décès 
chez les enfants âgés de 5 à 14 ans [13]. En 2015, le nombre d'accidents de la route au 
Canada s'élevait à 1 858, soit une hausse de 0,3% par rapport à 2014 (Figure 2.1). Le 
nombre des accidents entrainants des blessures graves a atteint près de 5 à 6 fois le nombre 
de décès, pour atteindre 10 280. Le coût total des collisions de la circulation au Canada est 
estimé à 46,7 milliards de dollars par an. 
Les impacts environnementaux, tels que les émissions de GES et la pollution de l'air, est 
l'un des effets les plus importants de la conduite sur laquelle une conduite autonome 
pourrait être une alternative. Les émissions de GES sont responsables des coûts liés aux 
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impacts du changement climatique, tandis que la santé humaine est affectée par les 
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Figure 2.1 : Accidents de la route au canada (Source: Transport Canada, Canadian Motor 
Vehicle Collision Statistics, 2015). 
La technologie des véhicules autonomes peut jouer un rôle important dans l'amélioration 
de l'économie de carburant (Figure 2.2). Bien que les progrès en matière d'efficacité des 
moteurs et de conception des véhicules ont permis de réduire la consommation de 
carburant, les technologies de niveaux 1, 2 et 3 permettent de réaliser des économies 
supplémentaires grâce à la conduite automatisée et optimisée, souvent appelée « conduite 
écologique ». Le contrôle de la vitesse, les accélérations et décélérations contrôlés, et 
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Figure 2.2 : Améliorations possibles de l'économie de carburant pour les voitures 
conventionnel, hybride et autonomes. 
L'évolution du niveau d' automatisation des véhicules, notamment l'adoption progressive 
de technologies de sécurité embarquées (coussins gonflables frontaux modernes en 1984, 
freins antiblocages en 1985, contrôle électronique de la stabilité en 1995, coussins 
gonflables latéraux protégeant la tête en 1998 et avertissements de collision avant en 2000), 
a contribué considérablement à réduire le nombre d'accidents, de blessures et de décès. 
Cela signifie que les avantages en matière de sécurité dépendront probablement du niveau 
d'automati sati on. 
3.2. Effet du niveau d'automatisation sur la sécurité routière 
Les statistiques sur les accidents de la route aux États-Unis en 2010 comportent 32 999 
personnes tuées, 3,9 millions blessées et 24 millions de véhicules endommagés, dont les 
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coûts tangibles et intangibles totalisent 277 milliards de dollars [14). Même si ces 
statistiques sont choquantes, la tendance à la baisse dans les dernières années du nombre 
d'accidents de la route aux États-Unis est largement due à l'adoption de nouvelles 
technologies [15). L' institut des assurances pour la sécurité routière (URS) a estimé que 
près du tiers des accidents et des décès pourraient être évités si tous les véhicules avaient 
des systèmes d 'alerte de collision avant et d'alerte de sortie de voie, d ' aide sur les angles 
morts et les phares adaptatifs. Ces systèmes sont généralement utilisés à des niveaux 
d'automatisation du véhicule de type 0 ou 1. 
Leve 1 1 
Leve 1 2 
Leve 1 3 5.6 14.4 
Crash rate per million miles 
Automous Vehicle Huma n Driver 
Figure 2.3 : Accidents - hommes contre véhicules autonomes. 
Les systèmes d'assistance de freinage dynamique, une fonctionnalité de niveau 1, réduit les 
distances d'arrêt. Cette fonctionnalité améliore la sécurité, mais ne suffit pas dans certaines 
situations où aucune décision n'est prise pour arrêter. Ces situations sont moins 
problématiques dans le niveau d ' automatisation de type 2 où le conducteur peut céder le 
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contrôle dans certaines situations pour le véhicule, qui pourrait par exemple rester dans une 
voie et freiner. L'automatisation de niveau 3 permet au conducteur de céder le contrôle total 
de toutes les fonctions critiques pour la sécurité dans certaines situations. Les collisions, 
les blessures et les décès dus à une erreur du conducteur dans cette situation seraient 
probablement considérablement réduits, notamment ceux impliquant des motos, des 
piétons et des cyclistes. 
La conduite avec des facultés affaiblies est l'une des principales causes d'accidents et de 
décès d'automobilistes. La transition du niveau 3 au niveau 4 de l'automatisation 
représenterait une amélioration considérable de la sécurité routière notamment lorsque ces 
conducteurs cèdent le contrôle à des véhicules automatisés entièrement autonomes. 
4. Technologies utilisées dans véhicules autonomes 
4.1. Advanced Driver Assistance Systems (ADAS) 
Les systèmes ADAS sont des technologies qui contribuent à accroître la sécurité des 
automobilistes et à l'automatisation des nombreuses tâches de la conduite. La demande 
pour ces systèmes ne cesse d'augmenter. De nombreuses entreprises du secteur de 
l'automobile et du secteur informatique, mettent beaucoup d'effort dans le développement 
des systèmes ADAS, afin de construire les prochaines générations des voitures semi ou 
entièrement autonomes. Ces derniers agissent grâce à leurs deux systèmes de sécurité passif 
et actif. Un système passif, tel que J'avertisseur de sortie de voie et J'avertissement de 
collision, alerte le conducteur d'une situation potentiellement dangereuse afin que celui-ci 
puisse prendre des mesures pour la corriger. En revanche, les systèmes de sécurité active, 
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tel que le freinage d'urgence automatique et le régulateur de vitesse adaptatif agissent sans 
intervention du conducteur [16]. 
En plus d'acheteurs de voitures qui deviennent de plus en plus sensibles aux applications 
et aux fonctionnalités des systèmes ADAS, les décisions prisent par les États-Unis, l'Union 
européenne et d ' autres pays d'équiper tous les véhicules de systèmes de freinage d'urgence 
autonomes et de systèmes d'alerte de collision, d'ici à 2020, placent ces systèmes au centre 
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Figure 2.4 : Programme mondial d'évaluation des voitures neuves. 
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Les systèmes ADAS intègrent de nombreuses technologies, comme illustré dans la figure 
2.5. Ces technologies sont composées principalement de processeurs, de capteurs, de la 
cartographie et de logiciels. Couramment, ce sont les logiciels qui assurent le traitement 
d' images et des différentes informations provenant des différents composants pour 
déterminer l'action du système ADAS. 
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Figure 2.5 : Technologies intégrées dans ADAS (image courtes y of McKinsey&Co). 
4.2. Les différents types de capteurs 
Communément à d'autres systèmes intelligents, les véhicules autonomes utilisent le cycle 
"Perception-Plan-Action". Chaque item du cycle est représenté par une combinaison de 
nombreuses technologies, une combinaison de capteurs et d'actionneurs et de processeurs 
puissants (Figure 2.6). L'interaction entre les différents composants est organisé d'une 
manière que les capteurs perçoivent d'abord l'environnement et l'emplacement du véhicule, 
qui se transforme en une information. Ensuite, des algorithmes interprètent et traitent cette 
information sensorielle, afin d'identifier les situations et planifier les trajectoires de 
manière à exercer le contrôle complet tel que le freinage, le braquage, le changement de 
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voie ou l'étranglement. Grâce à l'énorme développement du domaine de l'électronique et 
de l'informatique, des dizaines de sous-systèmes et des centaines de capteurs peuvent 
maintenant assurer l' application du cycle "Perception-Plan-Action" [17]. En particulier, la 
phase de perception est généralement réalisée par quatre différents types de capteurs, qui 
assurent l'obtention des informations externes: 
• Radar: le système de détection d'objets qui utilise les ondes radio pour déterminer 
la portée, l'angle ou la vitesse des objets. 
• Ultrasons: le système de détection d'objet qui émet des ondes sonores 
ultrasoniques et détecte leur retour pour déterminer la distance. 
• Infrarouge: un détecteur réagissant à un rayonnement infrarouge (IR). 
• Caméra: l'utilisation de caméras passives et d'algorithmes sophistiqués de 
détection d'objets pour comprendre ce qui est visible depuis les caméras. 
• LiDAR: une technologie d'arpentage qui mesure la distance en éclairant une cible 
avec une lumière laser. 
De nombreux véhicules ont maintenant utilisé des capteurs radar pour détecter les obstacles 
en raison de leur petite taille, de leur faible coût et de leur bonne portée. Ces capteurs ont 
réussi à fournir de l'information même dans les conditions particulières (brouillard, pluie, 
neige, etc.). Les radars sont très efficaces dans détermination de vitesse relative des objets. 
Bien que la taille du radar le rende meilleur pour la détection de proximité, une résolution 
plus faible que celle des autres capteurs limite son utilisation dans le cas des objets 
stationnaires et la mesure précise de la distance. 
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Il Il 
Ultra-short, Short, Medium and Long Range Radar Sensors 
Figure 2.6 : Différents types de radar automobile. 
Les capteurs à ultrasons émettent activement des sons à haute fréquence. Comme les ondes 
sonores sont relativement lentes, les mesures en moins d'un centimètre sont détectables. 
Ces capteurs sont donc excellents pour la cartographie tridimensionnelle à très courte 
portée et ils sont efficaces indépendamment des conditions de luminosité. En raison de leur 
courte portée, ils fonctionnent également bien dans des conditions de neige, de brouillard 
et de pluie. Cependant, ils ne sont pas utiles pour la mesure de la vitesse en raison de leur 
courte portée. 
Basés sur des données provenant des caméras ou des capteurs lasers, des nombreux 
algorithmes de suivi d'itinéraires ont été récemment développés et publiés. Qu ' il soient 
d'une localisation de véhicules routiers [18, 19] ou un guidage de robot pour l'exploration 
planétaire [20], ces algorithmes ont démontré leur utilité. Ces derniers utilisent 
principalement le concept de localisation topologique / métrique et de cartographie où des 
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Figure 2.7 : Comparaisons des différents types de capteurs (sur une échelle de 1 à 5)[21]. 
Les algorithmes basés sur l'exploitation des informations provenant d'une caméra ont été 
développées à l'origine pour des robots à roues naviguant sur des surfaces planes [22,23], 
jusqu'à ce que Furgale et Barfoot en 2010 aient démontré que cette approche pourrait être 
généralisée pour de longues routes dans des environnements 3D. Cependant, ces approches 
sont connues pour être fragiles face à l'éclairage ou aux changements environnementaux. 
Des travaux récents ont tenté de combler ces lacunes et de créer un système adapté à la 
localisation et à la cartographie à long terme en utilisant des images à couleur-constant [24] 
ou en stockant plusieurs scènes différentes au même endroit [25] . Mais, ces approches 
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utilisent une caméra stéréo et, par conséquent, elles nécessitent toujours un éclairage 
ambiant et elles sont sensibles aux déviations de chemin basées sur le champ de vision de 
la caméra. 
Il y a eu récemment quelques algorithmes de suivi visuel basés sur l'utilisation des caméras 
monoculaire et la segmentation de l'image pour détecter la route et estimer sa forme. Des 
chercheurs ont même combiné une caméra omnidirectionnelle et un scanner laser pour 
détecter et naviguer sur de petits routes [26, 27]. Cette combinaison a fortement amélioré 
l'apparence et a diminué la sensibilité aux conditions d'éclairage, mais elle n'a pas éliminé 
définitivement la dépendance à la lumière ambiante. 
Les techniques de modélisation et de localisation basées sur le laser sont mieux adaptées 
au domaine de la conduite autonome, car elles n'exigent pas de lumière ambiante et sont 
robustes aux changements environnementaux. Il a été démontré que les lasers à balais-
brosses «Push broom lasers» [18, 28] et les lasers à filer «Spinning lasers» [29] 
permettaient une excellente localisation dans une zone étudiée, sauf que ces techniques 
nécessitent un traitement hors ligne qui consiste à comparer le résultat obtenu à d'autres 
déterminés par différents capteurs et système tel qu'un système GPS / IMU. 
D'autre part, les capteurs LiDAR sont actuellement plus en plus utilisés dans les 
applications de véhicules autonomes, même s'ils sont imposants en taille et coûteux [13 , 
30] . Ce type de capteur a été utilisé dans la voiture autonome de Google. Ce capteur a 
évolué considérablement, en atteignant une portée allant de 20 mètres jusqu'à 200 mètres, 
ce qui a transformé les voitures en machines capables de cartographier leur environnement 
avec une haute résolution. Cependant, même si les capteurs Li-DAR fonctionnent bien dans 
toutes les conditions d'éclairage, elles ne sont pas adaptées au fonctionnement dans des 
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conditions météorologiques particulières (neige, brouillard, pluie et particules de poussière 
dans l'air). Les capteurs Li DAR ne sont pas une solution potentielle pour la conduite 
autonome et exigent l'utilisation d'autres capteurs tels que des caméras [31]. 
4.3. La vision dans la reconnaissance des panneaux de signalisation 
Les panneaux de signalisation routière constituent une garantie fiable pour une conduite 
sûre et pratique et fournissent des instructions et des avertissements pour réguler le 
comportement du conducteur. En outre les systèmes de détection et de reconnaissance des 
panneaux de signalisation (Traffic Sign Detection and Recognition: TSDR) sont l'une des 
principales composantes des systèmes ADAS. Le TSDR a attiré beaucoup d'attention au 
cours des dernières années et différentes méthodes de reconnaissance des panneaux de 
signalisation ont été proposées [32-36]. 
La reconnaissance des panneaux de signalisation est basée sur des concepts de traitement 
d'image. Par conséquent, ce problème est constitué par les cinq étapes de base de la 
méthodologie de traitement d'image : Détection, Segmentation, Extraction de 
caractéristiques, Classification et Traitement en aval [37-41]. 
L'étape de détection fournit une image capturée par une caméra. Ensuite, l'étape de 
segmentation permet d ' isoler la partie requise de cette image. L'étape d' extraction de 
caractéristiques constitue la scène qui regroupe les caractéristiques distinctives des 
différentes classes d 'objet dans l'image. Au stade de la classification", l'affectation des 
données segmentées à l'une des classes connues est effectuée en fonction des 
caractéristiques extraites, où elle attribue l'image segmentée à un objet. Finalement, l' étape 
de traitement permet d'identifier les images dans des situations de conduites réelles et 
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transmet des alertes pertinentes aux conducteur. Pour un système TSDR, ces cinq étapes 
peuvent être considérées en trois étapes principales: Détection et Identification des 
panneaux de signalisation [40, 42, 43]. 
Cependant et malgré leur importante évolution au cours des dernières décennies, les 
algorithmes de détection et de reconnaissance du trafic font face à nombreux défis. Les 
conditions environnementales représentent un grand défi à la réussite des TSDRs. Aussi 
incontrôlables qu'ils varient toujours en fonction de l'éclairage, la luminosité et les 
conditions météorologiques, ils ont une incidence directe sur la qualité de détection et sur 
les résultats du système TSDR. De plus, l' utilisation d 'une caméra de bord peut influencer 
la qualité de détection à cause de l'état de certaines routes et des vibrations engendrées, qui 
affecteront la qualité de l'image capturée [41, 44]. 
La détermination de l'objet d'intérêt, tel qu ' un panneau de signalisation, dans une scène 
très variable, fait souvent face à de nombreuses problématiques. L ' emplacement des 
panneaux, les barrières sur la route, les panneaux publicitaires, la dégradation des panneaux 
et d'autres, peuvent présenter des difficultés pour les systèmes lors de la détermination de 
l'emplacement des panneaux cibles. D'autre part, la classification et la détermination du 
contenu d'un panneau demeure un défi incontournable et particulièrement lorsque certains 
panneaux suivent les mêmes schémas mais utilisent des textes différents (panneaux de 
limitation de vitesse) [38, 45]. 
4.4. Mobileye 
En 1999, dix ans avant que Google annonce son idée d'une voiture autonome, le professeur 
Amnon Shashua de l'Université hébraïque de Jérusalem s'est concentré sur l' idée de 
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proposer une nouvelle alternative aux radars peu fiables ou des lasers coûteux, par une 
seule caméra, associée à un logiciel sophistiqué, qui pourrait réduire les collisions, éviter 
les accidents et sauver des vies. Quinze ans plus tard, il y aurait 285 modèles de voitures, 
ainsi 20 constructeurs uti lisant leur technologie Mobileye (Figure 2.8) [46]. 
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Figure 2.8 : Utilisation de Mobileye dans les différents modèles de voiture [16]. 
Il prévoyait que d'ici quelques années, il capturait environ 80% des systèmes de conduite 
autonome du monde. La réussite de Mobileye lui a placé au centre des systèmes avancés 
d'aide au conducteur (ADAS). La contribution de Mobileye dans le domaine d'assistance 
à la conduite et des voitures autonomes rassemble plusieurs systèmes, tels que LDW 
(avertisseur de sortie de voie; Lane Departure Warning), FCW (avertisseur de collision 
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avant; Forward Collision Waming), et TSR (reconnaissance des panneaux de signalisation; 






First Sundling of First 




first Camera Only 
ACC and Traltie J m 
Assistant 
Figure 2.9 : Innovations de pointe de Mobileye. 
2015 
First Camera Only 
Full Auto Brakln 
(AfB) 
.. . • . ' .=~ '. ~!,. -
~ -- , 
Ces systèmes ont été conçus pour améliorer activement la sécurité et éviter les accidents, 
tandis que les airbags et les ceintures de sécurité étaient des mesures de sécurité passives 
conçues pour sauver des vies après un accident. La technologie Mobileye utilise une seule 
caméra afin d'analyser l'environnement de la conduite et identifier les obstacles, les 
panneaux de signalisation routière, les feux de circulation, etc., pour envoyer des signaux 
au conducteur ou à d'autres systèmes du véhicule (Figure 2.10) [46]. 
Dans les années 2000, les constructeurs automobiles ont commencé à commercialisés des 
systèmes d'assistance à la conduite, comme des fonctions de sécurité active dans leurs 
véhicules. 
Au début des années 2010, pratiquement tous les principaux constructeurs automobiles 
offraient les technologies ADAS en tant que fonctionnalités optionnelles ou standard dans 
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au moins certaines de leurs gammes de modèles. Un certain nombre de constructeurs 
automobiles avaient mis en œuvre les technologies Mobileye en 2013, notamment GM, 
Ford, Chrysler, Volvo, BMW, Daimler, Jaguar, Honda, Nissan et Hyundai [38, 45]. 
General Motors est devenu le premier constructeur américain à mettre en œuvre la 
technologie Mobileye en introduisant un système d'alerte de sortie de voie pour trois de ses 
modèles haut de gamme 2008. Tesla envisageait également d'utiliser Mobileye comme 
solution probable pour fournir ADAS [46]. 
Figure 2.10 : Aperçue du fonctionnement de la technologie de Mobileye: caméra 
monoculaire (images du haut); Avertissement aux piétons (photo du bas). 
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5. Eco-conduite, environnement et sécurité routière 
5.1. La conduite écologique (éco-conduite) et l'environnement 
En 2015, les émissions totales de GES au Québec se chiffraient à 81,7 Mt. Cela représentait 
9,9 t par habitant et Il,3 % des émissions canadiennes, évalué à 721,8 Mt. Même si les 
émissions de GES au Québec ont diminué de 8,8 %, le secteur qui produisait le plus 
d'émissions de GES au Québec, en 2015, était celui des transports (routier, aérien, 
maritime, ferroviaire et hors route), qui générait 34,0 Mt, soit 41 ,7 % des émissions. Le 
transport routier représente 78,8 % des émissions du secteur des transports, soit 32,8 % des 















Figure 2.11 : Répartition des émissions de GES au Québec, en 2015 [47]. 
Le secteur des transports aux États-Unis est responsable de 27% des émissions de gaz à 
effet de serre (GES) et de 70% de la consommation de pétrole des États-Unis . Les véhicules 
de surface représentent près de 80% des émissions de GES du secteur des transports aux 
États-Unis (Figure 2.12). 
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Figure 2.12 : (a) Consommation d'énergie [48] et (b) émissions de gaz à effet de serre 
[49] par secteur aux États-Unis. 
Durant la dernière décennie, un intérêt a été alloué au développement de systèmes de 
transport intelligents (ST!) visant à réaliser des économies d'énergie et à protéger 
l'environnement. De nombreuses initiatives et applications ont été déployées par plusieurs 
programmes de recherche, tels que le programme de recherche japonais Energy ITS [50], 
le programme de recherche ECOSTAND [51] , le programme AERIS du ministère des 
Transports des États-Unis [25] et le programme ITS Canada [26]. 
Les signalisations écologiques sont parmi les outils les plus prometteurs à court terme, 
principalement parce qu 'une grande partie de la technologie existante peut être facilement 
utilisée. L'évolution des systèmes de transport intelligents peut être généralisées pour 
inclure l'utilisation des technologies plus avancés telles que les véhicules connectés afin 
de réduire la consommation de carburant ainsi que les émissions de GES sur les routes, en 
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réduisant le ralenti, le nombre d'arrêts, les événements d'accélération et de décélération 
inutiles et améliorer le flux de circulation aux intersections [52] [53 , 54]. 
L'une des stratégies pour améliorer la conduite écologique consiste à fournir aux 
conducteurs des conseils et des informations permettent de modifier son comportement de 
conduite afin de réduire la consommation de carburant et les émissions en conduisant. Ces 
conseils et ces informations peuvent être fournis par le véhicule lui-même, tels que passer 
à une vitesse supérieure, maintenir une vitesse constante, anticiper le flux de circulation, 
accélérer et ralentir, et. En revanche, une écoconduite plus avancée et connectée à des 
plateformes fournit aux conducteurs une assistance en temps réel, tels que des informations 
sur les feux de circulation et le niveau de congestion, pour des économies de carburant 
encore plus importantes [55]. Par exemple, un feu de signalisation diffuse ses informations 
de phase et de synchronisation du signal (SPaT, défini dans SAE 12735 Message Sets [30]) 
et la description géométrique de l'intersection (GID ou carte) à l'approche des véhicules. 
Ces informations sont utilisées ensuite en combinaison avec les informations sur la position 
et la vitesse du véhicule, pour effectuer des calculs et fournir des conseils de vitesse au 
conducteur, lui permettant d'adapter la vitesse du véhicule pour passer le signal à venir en 
vert ou pour ralentir et pour adapter la conduite la plus écologique. D'autre part, le contrôle 
des feux de circulation peut être intégré au contrôle de la vitesse du véhicule pour améliorer 
encore la circulation et l'efficacité énergétique [56]. 
5.2. Les systèmes d'aide à la conduite écologique 
En même temps que les systèmes ADAS sont en pleine crOIssance, des nombreux 
nouveaux systèmes et outils pour une conduite écologique sont utilisés. De plus en plus, 
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ces systèmes sont développés par les constructeurs automobiles et directement intégrés 
dans le véhicule. D 'autres systèmes d'écoconduite sont disponibles sur des plateformes 
web et des applications mobiles. Ces systèmes peuvent être classés sous deux catégories; 
systèmes informatifs qui transmettent au conducteur des informations sur plusieurs 
variables du véhicule et systèmes de conseil qui fournissent des conseils sur le 
fonctionnement optimal du véhicule et qui donnent des conseils spécifiques sur la manière 
de réduire la consommation d'énergie du véhicule. L'un des défis les plus importants pour 
les systèmes d'aide à la conduite consiste aujourd'hui à transmettre efficacement des 
informations au conducteur sans créer de risque pour la sécurité [57-59]. 
Parmi les systèmes intégrés dans les véhicules depuis des années, on trouve l'indicateur de 
changement de rapport de vitesse. Avec ce système, les véhicules encouragent les 
conducteurs à faire fonctionner le moteur dans un régime efficace dans le but de réduire la 
consommation de carburant. Le conseil est transmis au conducteur par un simple 
clignotement d'un indicateur qui s'allume sur le tableau de commande. D 'autres systèmes 
conseillent les conducteurs sur l'accélération du véhicule, qui a une forte influence sur la 
consommation de carburant. De nombreux systèmes d'assistance au conducteur indiquent 
donc le taux d'accélération et conseillent au conducteur de ne pas dé asser une certaine 
limite. 
5.3. Relation entre l'écoconduite, consommation de carburant, vitesse et émissions. 
Le taux de consommation de carburant est défini par la quantité totale de carburant 
consommée par un véhicule pour parcourir une distance donnée. Dans un système 
métrique, ce volume de carburant est généralement exprimé en litres. L'économie de 
carburant est l'inverse du taux de consommation de carburant, et elle est définie par la 
46 
distance qui peut être parcourue avec une certaine quantité de carburant. L'économie de 
carburant est exprimée dans un système métrique en kilomètres par litre [60]. 
Le taux de consommation de carburant pour un véhicule, à un moteur et un type de 
carburant donnés, dépend fortement du profil de vitesse du véhicule, sachant que la vitesse 
moyenne en général n ' est pas un bon prédicteur de la consommation de carburant. Ce profil 
de vitesse peut être décrit par de nombreux paramètres tels que la vitesse instantanée, 
l'accélération, la décélération et les arrêts [51 , 61] . D ' autre part, la consommation de 
carburant et les taux d'émission dépendent non seulement de la vitesse instantanée, mais 
également d'autre paramètres, tel que données par le Tableau 2.2. 
En générale, une vitesse de déplacement constante permet au système de gestion du moteur 
d'optimiser le débit de carburant dans le cylindre de combustion. Cela minimise la 
consommation de carburant et les émissions. Pendant l'accélération, le rapport carburant / 
air est très élevé, ce qui entraîne une forte augmentation des émissions. Cependant et étant 
donné qu'il n'y a pas d'injection de gaz en décélération, le mélange air-carburant aura 
tendance à être plus faible , ce qui entraîne une baisse des émissions (Figure 2.13 et 2.14). 
Ericsson [51] a montré que l'émission des composés organiques volatils (hydrocarbon 
(HC)) est principalement affectés par l' accélération, où la demande de puissance est élevée 
et extrême ainsi que le retard de changement des rapports vitesse 2 et 3. Alors qu 'une 
consommation de carburant et des émissions de C02 étaient significatives à des vitesses de 
50 à 70 km / h. 
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Tableau 2.2: Facteurs ayant une incidence significative pour la consommation de 
carburant et les émissions [60]. 
Facteur de conduite Consommation de Émission du C02 
carburant 
Décélération 
Accélération avec une forte 
demande de puissance 
Arrêt 
Oscillation de vitesse 
Accélération avec une 
demande de puissance 
modérée 
Accélération extrême 
Changement de vitesse 
tardif des rapports 2 et 3 
Régimes moteur modérés 
aux rapports 2 et 3 
Faible régime moteur à la 
vitesse 4 
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Figure 2,13 : Effet de la vitesse (gauche) et de l'accélération (droite) sur la consommation 
de carburant [62]. 
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Figure 2.14: Coefficients d'émission de polluants atmosphériques en fonction de la 
vitesse [63]. 
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5.4. Relation entre la vitesse et la sécurité 
Il est important de réduire le taux d'accidents de la circulation, non seulement pour réduire 
les pertes humaines, mais aussi les frais médicaux, dommages des véhicules et des 
infrastructures routières, la congestion due aux accidents, et d'autres pertes économiques. 
De nombreux chercheurs ont mené des études sur les facteurs associés aux accidents de la 
route. En général, la vitesse n'est seulement pas reliée à l'efficacité énergétique, mais elle 
est un facteur clé pour comprendre le taux et la gravité des accidents. 
En 1997, Buzeman [64] a lié la consommation de carburant à la sécurité des équipements 
de transport. C'est évident que les véhicules de grandes dimensions et grande masse 
consommaient plus de carburant que les petits, mais ils étaient plus résistants aux chocs et 
plus sûrs en cas de collision. Ces conclusions ont montré que le taux de mortalité a 
également augmenté lorsque la masse des voitures a été réduite de 300 kg. 
Cependant Haworth et Symmons [65] ont démontré en 2012 que réduire la vitesse, baisser 
les limites de vitesse et modifier le style de conduite ont permis d'améliorer l'économie de 
carburant, ainsi que d'améliorer la sécurité et diminuer la pollution de l'environnement. Ils 
ont aussi établi le lien entre les différents facteurs qui influencent la sécurité routière et la 
consommation de carburant, comme le montre le Tableau 2.3. 
Vingt ans avant l'étude de Haworth et Symmons (Tableau 2.3), Walz et ces collaborateurs 
ont démontré que la réduction de la limite de vitesse de 60 à 50 km / h à Zurich a réduit de 
20% le nombre d'accident de piétons et de 25% le nombre de morts. Ces accidents ont 
également causé moins de blessures mortelles. Le nombre de piétons dont le score de 
gravité des blessures (ISS) était supérieur à 30 a diminué et la moyenne des ISS est passée 
de 28 à 20 [66]. Les résultats de Quddus [67] suggèrent que les vitesses moyennes dans la 
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majorité des pays ne sont pas associées aux taux d'accident, mais à d'autres facteurs ayant 
une incidence sur les accidents, tels que le volume de la circulation, la géométrie de la route 
et le nombre de voies. Cependant, la variation de vitesse est statistiquement associée aux 
taux d'accidents. Une augmentation de 1 % de la variation de vitesse est associée à une 
augmentation de 0,3% du taux d'accidents. 
Le volume du trafic change avec le temps. Si ce volume dépasse la capacité routière (trafic 
routier sans congestion), la vitesse moyenne diminue; ensuite, si le volume du trafic 
diminue, la vitesse moyenne augmente. L'adoption des limites de vitesse variables, au 
moyen de panneaux à messages variables, permet de fournir une vitesse appropriée en 
fonction de l'état du trafic, de l'environnement et des routes en temps réel. Cette stratégie 
de contrôle du trafic, adoptée dans certains pays européens, a réussie à stabiliser la 
circulation dans les embouteillages et, réduire la probabilité d'accidents [68,69]. 
La vitesse des véhicules affecte la sécurité des piétons de plusieurs manières. Les vitesses 
réduites du véhicule augmentent le temps dont dispose le conducteur pour détecter les 
comportements dangereux et inappropriés des piétons et réduire les distances de freinage 
afin de minimiser ou d'éliminer le risque de collision avec les piétons. Elle permet aussi au 
piéton du détecter et réagir à la présence du véhicule. 
Tableau 2.3 : Résumé des facteurs qui influencent la sécurité routière et la consommation 
de carburant [65]. 
Influence générale sur la Influence générale sur 
sécurité l'économie de carburant 
Facteurs reliés au véhicule 
Augmentation de la masse Améliorer pour les Affecte 
du véhicule occupants 
Aggraver pour les autres 




Profil aérodynamique du Améliore 
véhicule plus lisse 
Régulateur de vitesse Améliore 
Augmentation de la Affecte un peu 
puissance du moteur 
Facteurs route / infrastructure 
Remplacer les feux de Améliore 
circulation par des ronds-
points 
Réduire la limite de vitesse Améliore 
résidentielle 
Réduire la limite de vitesse Améliore 
sur route dégagée 









Augmenter les Améliore Améliore 
infrastructures de transport 
public et / ou services 
Diminuer la congestion Peut réduire le nombre total Améliore 
d'accidents 
Reconstruire plus de routes Améliore 
directes / droites / de niveau 
Facteurs d'usagers de la route 
Formation en Eco-conduite Améliore 
( attitudes et compétences) 
Application stricte de la Améliore 
limite de vitesse 
Vieillissement du véhicule Affecte 
Entretien régulier du Améliore 
véhicule 
Corriger la preSSIOn des Améliore 
pneus 
Inspections annuelles et Améliore 
contrôle technique 
Utilisation de moto Affecte 
Choix de véhicule mIeux Améliore 
informé 
Dispositifs limiteurs de Améliore 
vitesse 
Indicateurs de Affecte un peu 













S.S.La conduite efficace 
Pour la conduite, l'un des paramètres fondamentaux que la plupart des conducteurs sont 
disposés à suivre est l'amélioration de la consommation de carburant. Face à 
l'augmentation significative du nombre de voiture, l'efficacité énergétique est devenue 
l'une des premières occupations pour les sn, en plus de son lien à la pollution de 
l'environnement et aux accidents de voiture [70, 71]. 
L'efficacité énergétique est influencée par de nombreux paramètres du véhicule et de son 
environnement, où l'économie de carburant est définie par la relation entre la distance du 
voyage et le carburant consommé pour ce voyage. L'objectif est de parcourir la plus longue 
distance possible avec la quantité de carburant minimale [72]. D'autre part, cet objectif ne 
peut être atteint que par l'invention des nouvelles technologies pour des moteurs 
automobiles plus efficaces [73-75], l' amélioration de leur aérodynamique, etc. ou par le 
changement et l'adaptation du comportement des conducteurs [76-79] . 
Même si l'efficacité énergétique n'a pas été au cœur des préoccupations dans le 
développement de véhicules automatisées, ces derniers pourraient réduire de moitié 
l'utilisation d'énergie et les émissions de gaz à effet de serre. Wadud et al. [80] ont montré 
que l'automatisation des véhicules, dans un scénario optimiste, pourrait réduire de moitié 
l'utilisation d'énergie et les émissions de gaz à effet de serre (Tableau 2.4). 
La Conduite efficace représente les économies d'énergie résultant de l'amélioration de 
l'utilisation des véhicules automatisées par rapport au comportement du conducteur 
humain. Tel que présenté dans le Tableau 2.4, des démarrages et des arrêts plus en douceur 
peuvent améliorer les économies de carburant du véhicule. Jeffrey et al. [81] ont démontré 
que, compte tenu des effets des conditions de conduite réelles, une conduite efficace 
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pourrait permettre de réduire la consommation de carburant de 20% sur les conduites 
agressives et de 5 à 10% sur les conduites plus modérées. 
Tableau 2.4 : Résumé de l'effet d'automatisation des véhicules [80]. 
Facteurs contributifs 
Suivi rapproché à grande vitesse pour réduire la traînée 
Conduite efficace par arrêt progressif et élimination partielle d'arrêt 
Routage efficace: évitement du trafic et sélection d'itinéraire la plus 
efficace 
Voyages des populations mal desservies: Ueunes, handicapés et 
personnes âgées) 
Conduite efficace par élimination d'arrêt et lissage du parcours 
Déplacement plus rapide: possible grâce à la sécurité de la circulation 
sur l'autoroute 
Plus de déplacements: en raison de la rapidité des déplacements et de la 
réduction du trafic, les habitants peuvent vivre plus loin des destinations 
ou voyager plus 
Véhicules plus légers et optimisation du groupe motopropulseur / de la 
taille du véhicule: très peu d'accidents et une conduite en douceur 
pourraient permettre l'utilisation de véhicules légers dotés de petits 
groupes motopropulseurs 
Moins de temps à chercher un parking: moins de véhicules et un parking 
1 ibre-service 
Taux d'occupation plus élevé: facilité par l'informatique, covoiturage 
automatisé 
Électrification: le véhicule déployé pourrait être adapté aux besoins des 
uti 1 isateurs 
"Energy intensity" (El), "use intensity" (UI); "fuel intensity" (FI). 
Impact potentiel 
-10 % El 
-15 % El 
-5 % El 
+40 % UI 
-30 % El 
+30 % El 
+50 % UI 
-50 % El 
-4 % UI 
-12 % UI 
-75 % FI 
Ils ont aussi identifié et résumé les comportements de conduite qui affectent l'économie de 
carburant: 
• Vitesse élevée sur les autoroutes. 
• Fréquence et intensité du freinage et de l'accélération. 
• Fréquence des arrêts. 
• Le moment choisi pour changer de rapport. 
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• Le temps jusqu'à collision qui est défini comme la distance d'une voiture à une autre 
divisée par la différence de vitesse. 
Samantha et al. [82] ont démontré dans leur étude, de l'effet du comportement du 
conducteur sur l'économie du carburant et la sécurité, que les conducteurs ont mal respecté 
les consignes de conduite écologique lors de la conduite dans des zones à forte densité de 
circulation. Cela suggère que si les conducteurs donnent la priorité à la sécurité avant 
l'écoconduite, on s'attend probablement à ce que le temps passé à regarder le centre de la 
route augmente non seulement avec l'augmentation de la densité du trafic, mais peut-être 
aussi plus dans l'interaction avec un système visuel de conseil d'écoconduite. 
Des résultats similaires ont été trouvés par Kircher et al. [83]. Leurs résultats suggèrent que 
les conducteurs tiennent compte de la situation du trafic avant de jeter un coup d'œil sur un 
affichage de conseil. Toutefois, les événements de conduite peuvent se dérouler à une 
vitesse très rapide et, si l'assistance à un écran perturbe les conducteurs, la sécurité pourrait 
être compromise. 
5.6. Les ADAS standard et ADAS adaptés 
Un système d'assistance ne peut être efficace que s'il intègre le style de conduite personnel 
ainsi que la dynamique du système conducteur 1 véhicule. Cependant, la méthode 
conventionnelle d'ajustement manuel des systèmes du véhicule pour les adapter aux désirs 
personnels du conducteur est à peine appropriée pour un ADAS. Ce type d'ajustement 
nécessite un grand nombre de paramètres qui doivent être ajustés manuellement par le 
conducteur au cours de nombreux essais, avant que la conduite ne soit adaptée à son profile. 
La plupart des systèmes ADAS sont conçus sur la base d'un profile moyen du conducteur, 
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qui n ' est pas adapté à tous les types de conducteurs et qui peut les décourager de l'utiliser 
[84, 85] . 
À ce jour, les constructeurs automobiles n'éprouvent que très peu de développement des 
algorithmes d'adaptation automatique pour les ADAS. Ils mettent des efforts 
principalement sur la personnalisation du contenu du système d'info-divertissement et la 
navigation. En revanche, l'adaptation personnalisée des ADAS devait être davantage basé 
sur différents types de mesures telles que [85] : 
• Mesures physiques du conducteur: durée de la fermeture des yeux, fréquence de la tête, 
etc. 
• Mesures de performance de conduite: distance du véhicule suivante, l'angle de rotation 
du volant, etc. 
• Mesures subjectives: il est demandé au conducteur de signaler son sentiment de 
somnolence, fatigue, etc. au système. 
• Mesures biologiques chez le conducteur: fréquence cardiaque, tension artérielle, etc. 
• Mesures hybrides: combinaison de quelques mesures ci-dessus. 
Néanmoins, le déploiement de ces nouveaux concepts d'assistance nécessite une bonne 
acceptation et une lisibilité de la part des conducteurs. Par conséquent, la conception de 
l'interaction conducteur / système et de l' interface homme / machine (IHM) est un 
problème critique. Les nouveaux principes de conception d'interface homme-machine 
doivent utiliser des interfaces multimodales combinant différentes modalités de 
communication, en fonction du contexte et de la tâche à exécuter, ainsi que des fonctions 
adaptatives [86] . 
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Les modèles de conducteur ont été utilisés dans le passé pour personnaliser le contrôle des 
véhicules intelligents. Ces modèles ont été mise en œuvre en utilisant un modèle Piece-
Wise AutoRegressive eXogenous, des réseaux de neurones artificiels, des modèles 
gaussiens, etc. Cependant, ces modèles ne sont pas directement applicables au ADAS, car 
ils ne traitent pas le problème de la sécurité [87]. La modélisation de la conduite humaine 
est une tâche compliquée. Pour le faire , il faudrait tenir compte de la perception humaine, 
le traitement de l'information, la prise de décision et l'exécution d'une action physique, qui 
sont tous des systèmes extrêmement complexes. 
Un certain nombre d'approches ont été proposées dans la littérature pour se rapprocher du 
processus réel. Parmi les approches de modélisation les plus courantes: 
- Approches de la boîte noire (Black box approaches), qui mappent directement les 
caractéristiques représentant les situations de conduite aux conducteur. Elles peuvent 
représenter des approches paramétriques (où l'expression analytique du modèle est définie 
a priori et les paramètres sont soit définis manuellement, soit appris à partir de données) et 
non paramétriques. Le modèle est déduit des données à l'aide d'approches d'apprentissage 
automatique statistiques telles que les réseaux de neurones artificiels) 
Systèmes hybrides stochastiques (Stochastic hybrid systems) qui représentent l'état 
du conducteur par une variable aléatoire avec une fonction de probabilité de transition 
associée. Le modèle de conduite est une fonction de l'état du conducteur, qui est souvent 
choisi en tant que variable discrète qui caractérise le type de stratégie de contrôle appliqué 
par le pilote. Cet état peut être estimé à l'aide de techniques de classification standard 
(Méthode K-means, Modèle de Markov, etc.). 
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Chapitre III: Prise en main de la technologie Mobileye 
1. Introduction 
Dans les chapitres précédents, différents systèmes ADAS et technologies de détection et 
de reconnaissance de panneaux de signalisation sont décrites. Un bref aperçu de la 
technologie Mobileye est aussi présenté. Comme tout autre capteur, la bonne utilisation et 
interprétation des signaux et d ' information nécessite d'être bien familiarisé avec la 
technologie. 
Ainsi, dans ce chapitre, nous introduisons les différentes étapes effectuées pour maitriser 
l 'utilisation du système Mobileye. Les différents équipements et composants utilisé dans 
les premiers tests sont décrits. En outre, l'installation et le calibrage de Mobileye ainsi que 
la lecture des messages sur le CAN-Bus sont détaillés. 
2. La technologie Mobileye 
2.1. Présentation sommaire de Mobileye 
Le système Mobileye 5 utilise une caméra numérique intelligente (Figure 3.1) située sur le 
pare-brise à l'intérieur du véhicule. Cette caméra permette à travers sa puce EyeQ de fournir 
un traitement d ' images haut performance en temps réel, en utilisant les technologies de 
détection de véhicules, de voies et de piétons, ainsi qu'une mesure efficace des distances 
dynamiques entre le véhicule et les objets de la route. La puce EyeQ identifie et trie les 
images traitées dans des situations de conduite réelles, et transmet les alertes pertinentes à 
l'unité de contrôle et d'affichage EyeWatch, qui fournit ainsi des alertes au conducteur. 
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Figure 3.1 : Caméra principale de Mobileye 5 
La brochure de sécurité indique clairement que Mobileye 5 ne garantit pas une précision 
de 100% dans la détection des véhicules ou des voies de circulation, ni dans l'avertissement 
de tous les dangers potentiels sur la route. Elle indique aussi que cette technologie est 
conçue pour les routes revêtues avec une signalisation de voie dégagée et qu'une utilisation 
dans d'autres conditions de conduite pourra perturber les fonctionnalités du système. 
Mobileye 5 fonctionne dans des conditions météorologiques variées, mais des conditions 
météorologiques extrêmes qui affectent considérablement la visibilité peuvent affecter les 
capacités de réponse des fonctionnalités du système. D'autre part, les fonctionnalités de la 
caméra numérique du Mobileye dépendent du champ de vision et du bon calibrage. 
Certaines fonctionnalités telles que l'alerte (PCW) d'une collision avec un piéton ou un 
cycliste n'est actif que pendant les heures de clarté et n'est disponible que dans certaines 
zones géographiques. 
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2.2. Les fonctionnalités du système Mobileye 
La caméra intelligente utilise les technologies de détection de piétons, de véhicules, de 
voies et de panneaux de signalisation pour mesurer la distance qui les sépare, en fournissant 
au conducteur des alertes rapides. 
Les alertes sont souvent sous forme d'acronyme et sont définies comme suit: 
• FCW (Forward Collision Warning): elle alerte le conducteur, en environ 2,7 
secondes avant la production, d'une collision avec un véhicule ou une moto devant 
lui. Cette fonctionnalité est active lorsque la vitesse du véhicule est de 30 à 200 
Km/h. 
• UFCW (Urban Forward Collision Warning) : cette fonctionnalité est de même type 
que la FCW, mais pour des faibles vitesses (de 0 à 30 Km/h) comme la conduite 
urbaine et des conditions de trafic denses. 
• PCW (Pedestrian Collision Warning) : elle alerte le conducteur au maximum 2 
secondes avant qu'un risque de collision avec un piéton ou un cycliste ne se 
produise. Elle n ' est active que pendant la journée lorsque le véhicule voyage à 
moins de 50 km/h. 
• LDW (Lane Departure Warning) : cette fonctionnalité mesure la distance entre les 
roues du véhicule et les marques de voie des deux côtés et alerte le conducteur 
lorsqu ' il s'écarte involontairement de la voie de conduite. Elle n 'est active que 
lorsque la vitesse du véhicule est supérieure à 55 Km/h. 
• HMW (Headway Monitoring Warning) : elle permet au conducteur de garder une 
distance de conduite sûre et émet une alerte si la distance est inférieure ou égale à 
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un seuil prédéfini. Elle ne fonctionne que lorsque la vitesse du véhicule est 
supérieure à 30 Km/h. 
• IRC (Intelligent High-Beam Control): elle contrôle les feux de croisement et feux 
de route du véhicule selon la luminosité et l' état du trafic à proximité. Elle est active 
la nuit et à des vitesses supérieures à 35 km/h. 
• SU et TSR (Speed Limit Indication and Traffic Sign Recognition): cette 
fonctionnalité indique la limite de vitesse de circulation sur une route ainsi que les 
signalisations du trafic. Elle détecte et classe les signes de vitesse et alerte le 
conducteur si la vitesse du véhicule dépasse la vitesse permise détectée sur le 
panneau. 
• LKA (Lane Keeping and Guidance Assist) : elle est capable de commander le 
système de direction, afin d'éviter la dérivation involontairement du véhicule hors 














Figure 3.2 : Exemples de fonctionnalités du système Mobileye 
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2.3. Installation et calibrage de Mobileye 
2.3.l. Installation des composants de Mobileye 
Les différentes fonctionnalités du système Mobileye sont assurées à travers un ensemble 
de composants, détaillés comme suit: 
• Caméra principale de Mobileye 5 (voir section précédente pour la description) 
• Câble de connexion de l'unité principale Mobileye 5 (Figure 3.3) : ce câble est 
divisé en plusieurs fils utilisés pour la connexion avec les différents éléments 
(câbles d'alimentation connectés à la sortie 12V du véhicule, câbles connectés au 
CAN-Bus du véhicule, câbles pour les feux de route du véhicule (pour œC) 
connectés via un relais externe, câbles pour Mobileye EyeWatch Display & Control 
unit et des câbles reliés à Mobileye EyeCAN pour la configuration du système. Les 
différentes connexions de câble sont données par le tableau 3. l. 
Figure 3.3 : Câble de connexion Mobileye. 
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Tableau 3.1 : Les différentes connexions du système Mobileye (source: Mobileye 
Technical Installation Guide) 
Wire Name & Function 





IRC - (Analog Output) 
Aux 
EyeCAN (6 pin connector) 












Vehicle constant power (Battery) 
Vehicle GND (BAT -) 
Vehicle Ignition Signal 
Vehicle CAN-bus (CAN High wire) 
Vehicle CAN-bus (CAN Low wire) 
Vehicle High-beams via external Relay 
Aux 
EyeCAN unit (for system alibration) 
EyeWatch Display & Control unit 
• Unité de controle et d'affichage EyeWatch : cette unité affiche toutes les alertes 
visuelles et les indications pour le conducteur (Figure 3.34). Elle permet aussi tous 
les réglages et contrôle du système (des touches de contrôle "+", "-", Power On / 
Off, system réglage du volume, d'affichage et réglage de la luminosité). 
Figure 3.4 : EyeWatch avec câble de connexion. 
La procédure de connexion réelle du système Mobileye avec les signaux de la voiture ainsi 
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Figure 3.5 : Schéma de connexion du système Mobileye. 
2.3.2. Installation et calibrage 
VEHICLE 
Afin d'assurer le calibrage et la configuration du système d'assistance à la conduite 
Mobileye, les logiciels "Mobileye Setup Wizard ", "Microsoft .NET Framework 3.5" et 
"Microsoft SQL Server" doivent être installés sur un ordinateur. Mobileye software 
contient une base de données de véhicules de plusieurs constructeurs d'automobiles. Il ne 
peut se connecter qu'à des véhicules dont leur base de données CAN-Bus est disponible 
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Figure 3.6 : Aperçu de l ' interface Mobileye Setup Wizard. 
o x 
L'installation du logiciel Mobileye inclue automatiquement l'application "Mobileye 
CanSee", qui est utilisée pour le CAN Sniffing (lire les communications qui se produisent 
sur le port CAN-Bus) . 
. ~"-I 
Figure 3.7 : Aperçu de l' interface CanSee. 
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Le calibrage est l'étape la plus importante pour assurer le bon fonctionnement de système 
Mobileye. Le calibrage est effectué avec le logiciel "Mobileye Setup Wizard ". 
Les différentes étapes de calibrage sont résumées comme suit: 
• Choisir dans la base de données la voiture sur laquelle Mobileye sera installé. 
• Vérifier dans la base de données la présence de CAN-Bus de cette voiture. 
• Prendre les mesures nécessaires (Figure 3.8) de la voiture comme la hauteur, la 
largeur, la distance de la caméra au parechoc, la distance de la caméra au côté 
gauche de la voiture et la distance de la caméra au côté droite. Ces mesures seront 
utilisées pour l'ajustement de l'angle de la caméra. 
• Connecter le fil OBD2 de Mobileye au port OBD2 de la voiture. 
• Connecter Mobileye EyeCAN au port USB de la voiture. 
(Camera Helght) 
(Distance to Bumper) 
(Vehlcle Wldth) 
Figure 3.8 : Les mesures nécessaires pour le calibrage du système Mobileye. 
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• Démarrer la voiture. 
• Démarrer le logiciel Mobileye Setup Wizard. 
• Suivre toutes les instructions du logiciel. Ce dernier va identifier le profil CAN du 
véhicule à partir de la base de données. Il identifie par la suite les informations de 
système, comme le numéro de série du système (SN), la version de fichier et les 
versions du chargeur de démarrage. 
• Une fois que les connexions sont établies à l'unité Mobileye, l'acquisition d'image 
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Figure 3.9 : Aperçu de l' interface Mobileye Setup Wizard durant l'étape de 
calibrage. 
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Afin d'ajuster l' angle de la caméra par rapport au champ de vision de J'environnent: 
o Piacer l' outi 1 TAC devant la voiture et aux milieux de pare-chocs. 
o Marquer la hauteur mesurée de la caméra dans la voiture sur le TAC. 
o Alignez la ligne rouge (Figure 3.11) dans la vue Mobileye de l'écran avec la ligne 
repérer sur le TAC. 
o Choisir l'option Calibrage automatique. 
o Vérifier les connexions physiques de tous les signaux au système Mobileye en 
appliquant les signaux de freinage et de virage gauche / droit (Figure 3.12). 
Figure 3.10: Outil de calibrage (TAC) 
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Figure 3.11 : Aperçu de l'interface de cal ibrage, réglage du champ de vision. 
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Sign.' T •• t.nd Configurwtion 
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Figure 3.l2 : Aperçu de l'interface de calibrage, vérification des connexions. 
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Pour finaliser le calibrage, une période de conduite dans une route avec les différents types 
de traçage et de signalisation est nécessaire. La conduite doit être effectuée à une vitesse 
maximale de 35 km/h. 
2.3.3. Connexion à la sortie Mobileye CAN 
Afin de lire les messages CAN de Mobileye (Controller Area Network) après calibrage, 
commencez par repérer les fils étiquetés eyeCAN dans le faisceau de câbles. Les fils violet 
(CAN bas) et marron (CAN haut) sont connecté à un fil supplémentaire, soudé à un 
connecteur DB9 avec une résistance de 120 ohms (entre CAN haut et CAN bas: CAN 
High Braser sur la broche 7 du connecteur DB9 et CAN Low Braser sur la broche 2). 
Figure 3.13 : Connexion à la sortie Mobileye CAN à travers CAN haut et CAN bas. 
Les messages de sortie sur le bus CAN Mobileye sont par la suite récupérés par un Kvaser, 
branché sur le DB9. 
70 
Figure 3.14 : Aperçu de toutes les connexions nécessaires à la lecture des messages de la 
sortie Mobileye CAN. 
3. Outils et méthode d'acquisition des signaux de sorties du CAN-Bus 
3.1. Équipements utilisés 
La voiture Hyundai Tucson ix35 à pile à hydrogène (pile à combustible) de l'Institut de 
recherche sur l'hydrogène (IRH) de l'UQTR a été utilisée pour la partie de prise en main de 
la technologie Mobileye. 
La société Robert BOSCH Gmbh est à l'origine de la conception du CAN-Bus. Le CAN 
est un réseau embarqué qui permet l'interconnexion entre plusieurs unités du système 
automobile, ainsi que l'insertion ou la suppression d'éléments au sein d'un même système. 
Le CAN-Bus assure le transfert des informations de manière séquentielle (c'est-à-dire bit 
par bit) ou bien paquet de bits (Figure 3.16). 
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Figure 3.15 Tucson ix35à pile à hydrogène. 
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Figure 3.16 Exemple d'informations du véhicule Hyundai disponible sur le CAN-Bus. 
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L' infonnation est véhiculée sur deux lignes (CAN H et CAN L) symétriques autour d'une 
référence à 2.5 Volts. Les niveaux récessifs/dominants sont lus sur CAN L (la trace rouge 
du Figure 3.17). Les débits de transfert d ' infonnations autorisés vont jusqu'à 1 Mbitls. La 
majorité des véhicules sont dotés de système à un débit de 250 Kbit/s et depuis peu des 
débits de 500 Kbit/s. Le CAN-Bus utilisé dans ce travail pennet un débit de transfert de 
250 Kbitls. 
Figure 3.17 : Exemple de signaux d' infonnations. 
3.2. Procédure d'acquisition et de décodage des signaux de sorties du CAN-Bus du 
véhicule 
La communication avec le CAN-Bus du véhicule Hyundai est assurée en utilisant le 
logiciel CANKing (Figure 3.18), qui est un moniteur et un outil de diagnostic polyvalent 
installé sur un ordinateur portable. La liaison physique du véhicule à CANKing, à travers 
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le CAN-Bus et le port USB de l'ordinateur, est réalisée en utilisant Kvaser (voir Figure 
3.14 pour l' installation du Kvaser). 
Tel que montré dans la figure 3.18, les messages CAN du véhicule sont en hexadécimale. 
Ces messages sont décodés seulement par le constructeur du véhicule. Une identification 
des messages relatives aux identificateurs CAN de vitesse, freinage et de clignotant gauche 
/ droit est réalisée en activant chaque fonctionnalité du véhicule et en explorant la variation 
des messages sur CANking. En particulier, l'identificateur CAN de la vitesse est déterminé 
pour chaque valeur de vitesse en faisant des différentes lectures des messages sur CANking 
à des vitesses constantes et variables (0, 10, 20,30,40, 50, 60, 70, 80 kmIh). Un exemple 
de formulaire de décodage du véhicule Hyundai ix35 est présenté dans la figure 3.19. Le 
processus de décodage utilisé dans cette partie du travail est lent et parfois compliquées, 
mais c' est le seul moyen qui est à notre disposition. 
Çl Output Window 
0 ooooooso 8 OS 2S 21 OA AF S8 00 00 446.455730 Il. 
0 OOOOOOSl 8 03 60 00 00 00 00 00 00 44 6 . 455S80 Il. 
0 00000092 8 00 00 00 00 00 00 00 SE 44 6. 456: 40 Il. 
0 000000S3 8 OS 40 lF 25 Dl 00 00 00 446. 456 4S0 Il. 
0 00000 100 8 :6 IF 00 00 00 60 SF 41 4 46.4641 70 Il. 
0 00000 130 8 00 00 05 OB C6 Dl 04 00 446.461020 Il. 
0 00000131 8 00 00 00 00 00 00 00 00 4 46 . 461:7 0 Il. 
0 00000 153 8 00 00 1 0 FF FD 07 00 15 446.464 430 Il. 
0 00000160 8 00 F8 FF 0: 00 00 00 05 446 . 458710 Il. 
0 00000164 8 00 08 00 00 00 00 06 OE 446 .4 5 46:0 Il. 
0 000001 65 8 DA 38 80 00 00 00 0: BO 446. 461 5 30 Il. 
0 000001Fl 8 00 00 00 00 00 00 00 00 446.45S480 Il. 
0 00000::0 8 :1 0 4 FE 03 0: 00 lE 10 4 46.45S310 Il. 
0 OOOOO:A: 8 05 00 00 00 00 00 00 00 446. 458S70 Il. 
0 OOOOO:BO 5 SA FF 00 07 8C 4 46. 461700 Il. 
Figure 3.18: Exemple de sortie du logiciel CANking. 
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3.3.Procédure d'acquisition et d'interprétation des messages de sorties du Mobileye 
CAN 
La procédure de connexion afin de récupérer les messages CAN Mobileye est présentée 
dans la section 2.3.3 (Connexion à la sortie Mobileye CAN). Comme sur le CAN-Bus du 
véhicule, la liaison physique du système Mobileye au logiciel de lecture CANKing, à 
travers le port USB de l' ordinateur, est réalisée par Kvaser. Le protocole ExtLogData2 est 
utilisé pour envoyer les informations des calculs du système Mobileye sous forme de 
messages. 
Ce protocole permet d'envoyer des informations liées à l'affichage et l'avertissement 
(A WS Display, la reconnaissance de panneaux de signalisation, des informations de 
mesures des voies et des informations de détection des obstacles). 
Ces messages sont transmis sous formes d'identifiants (exemple) : 
• Les identifiants des messages d'affichage et d'avertissement 
commencent par Ox700. 
• Les identifiants des messages de reconnaissance des panneaux de 
signalisation (TSR) commencent par Ox720-0x727. 
• Les identifiants des messages liés aux informations de détection 
d'obstacles commencent par Ox738-0x73B. 
• Les identifiants des messages liés au protocole CAN commun LKA 
(Traçage de voies) commencent par Ox766-0x76D. 
Les messages relatifs aux affichages et avertissements de type A WS Display (Ox700) sont 
transmis dans un format CAN de 64 bits. La figure 3.20 présente un exemple du format du 
message CAN de type A WS Display (Ox700). 
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Mobileye (AN Sniffing Form - Required information 
(AN Sniffing must be done when car is on. 
Car Manufacturer HYUNDAI 
Car Model TUCSON 
Year 
Electric ,-nrn"f'"n,:>n 




High Beam Flasher 
Ox2A2 D3 D~ 24 25 See instruttion here 
1 Eye(AN 1 ( mer D 3 D4 .=> Speed log flle \s a mandatory 
~------~--~~~--~~~~~~ 
60 70 80 
Figure 3.1 9 : Exemple de décodage des messages CANking. 
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Message 'AWS (Ox700)' x 
D efin~ion & Signais ...!.. T r ansmitters ...!.. R eceivers Layout :1 Attributes Comment 




















Figure 3.20: Exemple de message CAN de type AWS Display. 
3.3.1. Les messages CAN de type AWS Display (Ox700) 
Ces messages présentent les informations d'affichage et d ' avertissement données par 
EyeWatch. Il contient des bits qui décrit si le système est en mode nuit ou non, crépuscule 
ou non, si les algorithmes de voies sont activés ou non, si le Headway est activé ou non, si 
le LDW est activé ou non. Ce message donne aussi des informations liées aux 
avertissements de collision par rapport aux voitures (FCW) et par rapport aux piétons (Ped 


























Right Le ft 
FCWon 






2 1 o (LSB) 
HW val id 
Oxl 
Right Left Lane On 
LDWon LDWon 
Pcd in PcdFCW Reserved 
DZ 
W runing Level 
Figure 3.21 : Détails des messages CAN Ox700- A WS Display. 
3.3.2. Les messages CAN de reconnaissance des panneaux de signalisation (TSR) de 
type Ox720,Ox721 , ... ,Ox726. 
Les messages CAN Ox720 .. . Ox726 contiennent des détails sur le type (limite de vitesse, 
sens de circulation, etc.) et la position (longitudinale et latérale) des panneaux de 
signalisation (TSR) (figure 3.22). Le nombre de message émis correspond au nombre de 
panneau détectés dans une image, jusqu ' à un maximum de 7 panneaux en même temps. 
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." 1 (KU) 1 • 1 $ 1 " 1 J 1 1 1 1 l'(UB) 
.,." Vision only Sign Type 
""1 Vision only Supplementary Sign Type 
""1 Sign Position X 
.,.,J Sign Position Y 
.,.,,, Sign Position Z 
""$ Filter Type 
.,.,. NIA 
"'" NIA 
Figure 3.22 : Détails des messages CAN TSR. 
3.3.3 . Les messages CAN de reconnaissance et mesures des voies de conduites de type 
Ox737 
Ce message contient les informations et les mesures liées aux voies de conduites. Parmi 
ces informations, il y a la courbure de voie, marquage de voie, les informations d'angle 
inclinaison du véhicule et autres (voir figure 3.23). 
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Yaw Anele CLSB) 
Yaw Anele CM$B) 
Pitch Angle asB) 
Pitch Angle CMSB) 
Figure 3.23 : Détails des messages CAN de type Ox737. 
3.3.4. Les messages CAN de statut d'obstacle de type Ox738 
Mobileye est capable de fournir des informations sur la détection de quatre obstacles en 
même temps. L'information relative à chaque obstacle est fournie par 4 identifiants 
différents (ObstacleDatal (Ox739) donne l'identifiant de premier obstacle détecté (Figure 
3.25), ObstacleData2 (Ox73A) donne l'identifiant de deuxième obstacle détecté (Figure 
3.26), ObstacleData3 donne l'identifiant de troisième obstacle détecté (Ox73B) (Figure 
3.27), ObstacleData4 donne l'identifiant de quatrième obstacle détecté (Ox742). 
Chaque obstacle peut avoir jusqu' à trois messages de détaille d'informations. Le premier 
détaille de l'obstacle contient l'identifiant d'obstacle, la position longitudinale ou latérale 
de l'obstacle par rapport aux points de référence, la vitesse de longitudinale relative de 
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l'obstacle, le type d'obstacle et le statut de l'obstacle. Le deuxième détail d'un obstacle 
contient la longueur de l'obstacle, la largeur de l'obstacle, Durée de présence de 
l'obstacle ... 
Le troisième message de détail d'un obstacle contient les informations tel qu'Obstacle-
Angle-Rate, Obstacle-Scale-Change, Object-Accel-X et Obstacle-Angle ... 
CJoscCar 
Figure 3.24 : Détails des messages CAN de type Ox738. 
eut in apd out 
Obstacle Status 
Figure 3.25 : Détails des messages CAN de type Ox739, Obstacle Data A. 
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Radar Pœ X lLSBl Obstacle!. 
Radar Match Coufidenœ Radar Ve1 X lMSB) 
Matcbcd Iùdar ID 
Figure 3.26 : Détails des messages CAN de type Ox73A, Obstacle Data B. 
Obstacle Aorte Rate lMSBl 
Object Aççd X 
omm Accel X 
Obstacle Angle (lSB) 
Obstacle Angle (MSB) 
Figure 3.27 : Détails des messages CAN de type Ox73B, Obstacle Data C. 
82 
3.3.5. Interprétation des messages CAN 
La figure 3.28 présente un exemple de fichier Mobileye CAN contenant des messages de 
différents types, obtenus lors d'un essai routier. Ce message s'étend sur 14 colonnes (Chn, 
Identifier, FIg, DLC, DO, Dl, D2, D3 , D4, D5 , D6, D7, Time, Dir). Chaque ligne représente 
un message envoyé à un instant (Time), La colonne « Identifier» présente la nature du 
message. Tel qu'expliqué dans la section précédente, les données des colonnes DO à D7 
présentent les détails du message CAN. 
[] test:40.txt - Bloc-notes 
Fichier Edition Format Affichage ? 
Chn Identifier FIg OLC 00 ... 1. . . 2 . .. 3 ... 4 ... 5 ... 6 . . 07 Time Oir 
0 0000073B 8 72 02 10 FE A9 03 23 FA 799.309140 R 
0 0000073C 8 3D EB 04 0C 01 08 00 83 799.309400 R 
0 00000730 8 3F 26 2B F0 FF 00 08 7F 799.309650 R 
0 0000073E 8 0B 02 F3 FC 27 00 4C FB 799.309910 R 
0 00000700 8 00 20 00 01 01 00 00 00 799.400710 R 
0 00000760 8 01 87 00 00 00 00 00 00 799.400880 R 
0 00000727 8 FE 00 FE 00 FE 00 FE 00 799.401130 R 
0 00000669 8 20 20 FA 00 00 20 E0 05 799.401390 R 
0 00000766 8 C2 20 FE FF 7F FF 7F 00 799.401640 ~ 
0 00000767 4 FF 7F 00 80 799.401810 R 
0 00000768 8 C2 E0 01 FF 7F FF 7F 00 799.402070 R 
0 00000769 4 FF 7F 00 80 799.402240 R 
0 0BBBB76A 8 FF 7F B0 BB BB 00 00 00 799.402500 R 
0 0000076B 8 02 00 00 00 00 00 00 00 799.402750 R 
0 0000076C 8 C2 9A FC FF 7F FF 7F 00 799.402920 R 
0 00000760 4 64 80 00 80 799.403090 R 
0 0000076E 8 Cl 06 05 FF 7F FF 7F 00 799.403350 R 
0 0000076F 4 78 7F 00 80 799.403520 R 
0 00000650 8 00 00 00 00 Cl 42 84 68 799.403780 R 
0 00000737 8 00 80 00 08 FF 7F 23 61 799.404030 R 
0 00000738 6 02 98 00 02 03 00 799.404200 R 
0 0eee0739 8 3F 0E 02 8C 00 29 e0 83 799.404460 R 
0 0000073A 8 3F 29 00 F0 FF 00 e8 7F 799.404720 R 
0 000e073B 8 87 02 31 FE B6 03 2C FA 799.404890 R 
0 e0B0073C 8 3D 06 05 10 el 09 00 83 799.405140 R 
0 0eB00730 8 3F 26 2C F0 FF 00 08 7F 799.40S4e0 R 
0 0000073E 8 EE 01 lC FO 25 00 53 FB 799.405650 R 
0 00000700 8 00 20 00 01 01 00 00 00 799.497990 R 
0 e000e76e 8 05 87 00 00 e0 0e 00 00 799 .498240 R 
0 ee000727 8 FE 00 FE 00 FE 0e FE 00 799.498500 R 
0 ee000669 8 20 20 FA e0 00 20 E0 05 799.498750 R 
0 0e000766 8 C2 20 FE FF 7F FF 7F 00 799.498920 R 
0 0e000767 4 FF 7F 00 80 799.499090 R 
0 0e000768 8 C2 E0 01 FF 7F FF 7F 00 799.499350 R 
0 e0000769 4 FF 7F 00 80 799.499520 R 
0 0000076A 8 FF 7F 00 00 00 00 00 00 799.499780 R 
0 e000076B 8 B2 00 00 00 00 00 00 00 799.500030 R 
0 0000076C 8 C2 9A FC FF 7F FF 7F BB 799.S002ge R 
0 BB000760 4 64 80 00 80 799.S0e460 R 
0 0000076E 8 Cl 06 05 FF 7F FF 7F 00 799.S0e630 R 
0 0000e76F 4 78 7F 00 80 799.S0080B R 
0 000006SB 8 00 00 e0 0e Cl 42 7C FC 799.501060 R 
0 00e00737 8 00 80 e0 08 FF 7F 25 61 799.501310 R 
0 0ee00738 6 02 E3 e0 02 03 00 799.501480 R 
Figure 3.28: Exemple de messages Mobileye CAN. 
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4. Analyse et affichage des détails relatives aux messages Mobileye 
CAN 
Les messages reçus de Mobileye contiennent des milliers d'information sur la scène de 
conduite. Dans cette partie du travail, seules les informations liées aux obstacles 
(identifiants commencent par Ox738-0x73B) sont exploitées. L'analyse de ces informations 
et l'identification des différents paramètres en lien avec les obstacles détectés par Mobileye 
est réalisée à travers des algorithmes et des programmes Matlab. Les principaux paramètres 
identifiés sont les suivants : 
Le type (véhicule, Camion, cycliste ou piéton) et le nombre d'obstacles synchronisé 
dans le temps. 
La position longitudinale et latérale de chaque obstacle. 
Cette étape est réalisée en utilisant les fonctions suivantes (le code Matlab est donné dans 
l'Annexe A) : 
ParseKvaserLogV2: cette fonction assure la lecture et le filtrage (en utilisant les 
identifiants Ox738-0x73B) des données Mobileye (exemple de données présenté 
dans la Figure 3.24) contenant toutes les informations sur les obstacles. 
DisplayMobileyeObstacleStatus : cette fonction permet de récupérer tous les 
messages liés aux nombres d'obstacle détecté dans la scène de navigation et de les 
trier dans un tableau. 
GetObstacleStatus: cette fonction reprend le tableau obtenu par la fonction 
DisplayMobileyeObstacleStatus et récupère toutes les informations de ce message 
en un ensemble de différents variable (présenté dans la Figure 3.24) tel que 
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Num _Obstacles, Timestamp, Application_Version, Active Version Number 
Section, Left close rang cut in, etc. 
DisplayMobileyeObstacles2: cette fonction permet d ' analyser les différentes 
informations liées à chaque obstacle détecté dans la scène de navigation. Mobileye 
peut donner des informations de détection de quatre obstacles en même temps. 
• ObstacleDatal (Ox739) donne l 'identifiant de premier obstacle 
détecté. Chaque obstacle peut avoir jusqu' à trois messages 
d'informations. Le 1er message d'informations est donné par le 
message Ox739 (identifiant, position longitudinale ou latérale par 
rapport aux points de référence, vitesse relative, type et statut de 
l'obstacle) (voir Figure 3.25). Le 2ème message d'informations du 
premier obstacle est donné par le message Ox73A (longueur, largeur, 
durée de présence de l'obstacle) (voir Figure 3.26). Le 3ème message 
d'informations est donné par le message Ox73B (Obstacle-Angle-
Rate, Obstacle-Scale-Change, Object-Accel-X et Obstacle-Angle) 
(voir Figure 3.27). 
• ObstacleData2 (Ox 73C) donne l'identifiant de deuxième obstacle 
détecté. Cette fonction est organisée de la même manière que 
ObstacleDatalet en utilisant les messages Ox73C (l er message 
d'informations du deuxième obstacle détecté, voir Figure 3.25), 
Ox73D (2ème message d'informations du deuxième obstacle détecté, 
voir Figure 3.26), Ox73E (3 ème message d'informations du deuxième 
obstacle détecté, voir Figure 3.27). 
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• ObstacleData3 (Ox73F) donne l'identifiant de troisième obstacle 
détecté. Cette fonction est organisée de la même manière que 
ObstacleDatalet en utilisant les messages Ox73F (l er message 
d'informations du deuxième obstacle détecté, voir Figure 3.25), 
Ox740 (2ème message d'informations du deuxième obstacle détecté, 
voir Figure 3.26), Ox741 (3ème message d'informations du deuxième 
obstacle détecté, voir Figure 3.27). 
• ObstacleData4 (Ox742) donne l'identifiant de quatrième obstacle 
détecté. Cette fonction est organisée de la même manière que 
ObstacleData1 et en utilisant les messages Ox742 (l er message 
d'informations du deuxième obstacle détecté, voir Figure 3.25), 
Ox743 (2ème message d'informations du deuxième obstacle détecté, 
voir Figure 3.26), Ox744 (3ème message d'informations du deuxième 
obstacle détecté, voir Figure 3.27). 
GetObstacleDataA: cette fonction limite l'analyse des différents message 
Mobileye à l'identifiant du nombre, type (véhicule, Camion, cycliste ou piéton) de 
l' obstacle détecté, en utilisant les message d'informations de l'identifiant Ox739 
(voir Figure 3.25). 
5. Conclusion 
Cette partie de travail est concentré sur la réalisation des objectifs secondaires, mentionnés 
dans le chapitre précédent, et qui consiste à : 
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Prendre en mam de la technologie Mobileye (installation, mIse en marche, 
calibrage, acquisition des données, etc.). 
Développer des outils d'analyses des différents types d'informations générés par 
Mobileye (décodage des données, détection des données d'intérêts, identification 
du type d'obstacle et de ses paramètres géométriques, etc.). 
Le travail effectué a permis de développer les outils nécessaires pour l'acquisitions des 
données Mobileye au cours d'une scène de conduite ainsi que d'analyser ces différentes 
informations. L'analyse a été basé sur l'exploitation des détails relatives aux différents 
types d'obstacles (véhicule, Camion, cycliste ou piéton) afin de déterminer l'ensemble 
des paramètres qui définissent leurs évolutions dans la scène de conduite étudiée. 
La réalisation de cette étape du travail et l'achèvement des objectifs mentionnés ci-
haut. Elles permettront d'aborder l'objectif de recherche qui consiste à identifier les 
capacités sensorielles et les limites de cette technologie dans les conditions hivernales. 
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Chapitre IV: Identification de la capacité sensorielle d'un système de 
vision pour une assistance avancée d'aide à la conduite 
1. Introduction 
Afin de déterminer les capacités sensorielles, nous avons expérimenté le travail effectué 
par le système de vision artificiel Mobi leye, dans le contexte de la navigation d'un autobus 
de transport en commun. Les fonctions de ADAS de Mobileye reposent entièrement sur la 
vision et l' intelligence artificielle, ce qui les rendent vulnérables aux conditions 
météorologiques adverses (pluie, neige, grêle, chaussé glacée, ensoleillement incident, 
condition nocturne hivernale, etc.). Les objectifs suivants ont été poursuivis pendant le 
déroulement du travail: 
- Déployer et caractériser le système de vision Mobi leye: il est important de connaître la 
capacité d'identification des dangers afin de déterminer les compléments sensoriels 
pouvant augmenter la robustesse. 
- Analyser et proposer un système d' identification de dangers complémentaire à la vision. 
Pour y arriver, la méthodologie adoptée s'est appuyée sur l'intégration physique de ce 
système sur un autobus de transport en commun de la Société de Transport de Trois-
Rivières (STTR) de manière à être la moins invasive possible pour les opérations normales 
du conducteur. Ainsi, le système Mobi leye est intégré directement sur le bus CAN (Control 
Area Network) de l'autobus. Une fois calibré, Mobileye diffuse régulièrement la liste des 
dangers détectés sous forme de messages sur ce bus CAN. Ces messages sont donc corrélés 
avec les évènements détectés par un opérateur humain qui analyse les vidéos de la caméra 
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témoin installée au même endroit que celle de Mobileye. Les phases d'entrée et de sortie 
d'un arrêt d'autobus ainsi que celles des virages aux intersections ont été investiguées. 
2. Description de l'environnement de test 
L'environnement de test comporte les éléments suivants: 
Un système de vision monoculaire de Mobileye; 
Un système de collecte de donnée; 
Trois caméras témoins; 
Un autobus de transport en commun fabriqué opéré par la STTR. 
Le système de vision est placé en arrière du rétroviseur intérieur situé au milieu et en haut 
du pare-brise de l'autobus. Il est connecté d'une part au bus Can de l'autobus, d'autre part, 
un câble Can Bus permet la collecte des données pour recevoir tous les messages de 
Mobileye. 
À côté de la caméra Mobileye est placée une première caméra (de type GoPro), reliée par 
un câble USB à l'ordinateur de collecte de données. C'est la principale caméra témoin qui 
servira à corréler les observations effectuées par Mobileye. Deux autres caméras GoPro 
installées sur les côtés gauche et droit. Ces caméras servent à couvrir les angles de vues 
hors champ de la caméra témoin située au centre. Ainsi, l'on peut voir arriver les dangers 
avant qu'ils n'apparaissent dans le champ visuel de Mobileye. Par ailleurs, les trois caméras 
GoPro sont munies de mémoire interne permettant plusieurs heures de stockage vidéo HD. 
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2.1. Système de Vision Mobileye 
La version de Mobileye utilisée dans ce projet est "V". C'est une caméra intelligence ayant 
la capacité de : 
Collecter les données vidéo et analyser les scènes de navigation 
D'émettre entre autres, les messages d'alertes suivantes: 
• FCW (Forward Collision Waming) 
• UFCW (Urban Forward Collision Warning) 
• PCW (Pedestrian Collision Waming) 
• LDW (Lane Departure Waming) 
• WMW (Headway Monitoring Waming) 
Les messages émis sont transférés sur le bus Can du véhicule et collectés par le système de 
collecte de données installé sur un ordinateur portable. Au-delà des messages d'alerte, le 
système Mobileye diffuse régulièrement des messages détaillés sur l'analyse de scène, les 
obstacles détectés, etc. Ce sont ces messages de détails sur les obstacles, en particulier les 
piétons, qui sont au centre du travail d'identification de la capacité sensorielle du système 
Mobileye. 
La détection des usagers de la route (piéton, cycliste, véhicule, etc.) se fait via une caméra 
monoculaire. L'estimation de la position de l'objet détecté (selon la référence de la caméra) 
est basée sur la taille et la variation de l'image lorsque le véhicule de test (avec la caméra) 
bouge. Ce principe de détection , breveté par Mobileye, offre plusieurs avantages 
comparativement à la détection par caméra stéréoscopique. Cependant, elle est sensible à 
la dynamique de l'environnement. Les détails d'installation, de calibration et d'opération 
de ce capteur complexe sont décrits dans le document: Mobileye Startup Guide V1.9.pdf. 
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2.2. Système de collecte de donnée 
Le système de collecte de données est constitué d'un ordinateur portable, des câbles de 
connexion avec la caméra Mobileye, un système de synchronisation entre Mobileye et les 
caméras GoPro (de manière à avoir des références temporelles semblables) et tous les 
logiciels nécessaires à la calibration et à l' acquisition des messages du bus Can de 
Mobileye. L'analyse et le traitement des données recueillies durant les expériences se font 
hors-ligne avec le logiciel scientifique Matlab. 
2.3. Caméras témoins 
Mobileye émet des messages en lien avec son interprétation des scènes de navigations 
successives (nombre d'obstacles, types d'obstacles, localisation des obstacles dans le 
repère de la caméra, marques sur la chaussée, etc.). Ces données sont comparées à celle 
fournie par une caméra témoin placée à côté de celle de Mobileye. Cette caméra témoin 
principale (deux autres caméras étant placées sur les côtés gauche et droit de l'autobus) est 
temporellement synchronisée avec celle de Mobileye afin de mieux interpréter les 
évènements détectés ou non détectés par Mobileye. Les caméras sur les côtés (caméras 
secondaires) permettent d 'élargir le champ de vision de la caméra témoin et de déterminer 
si des évènements initiés sur les côtés convergent vers l'avant de l'autobus. 
2.4. Autobus de transport en commun 
Dans le cadre d'une collaboration avec la société de transport de la ville de Trois-Rivières 
(STTR), nous avons eu J'occasion d'utiliser un de ces autobus dans une partie de nos 
travaux. Un autobus hybride de l'année 2017 (VININIV: 2NVYL82L5H3750645) montré 
91 
sur la figure 4.1. Cet autobus est utilisé sur le circuit 8/88 de la STTR dont le schéma est 
représenté sur la Figure 4.2. 
Figure 4.1 : Autobus de la STTR. 
Figure 4.2 : Circuit de test dans la ville de Trois-Rivières. 
Dans un premier temps, le système Mobileye a été installé et calibré. La phase de 
calibration permet entre autres d ' intégrer les informations géométriques de l'avant de 
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l'autobus, la position de la caméra par rapport à la face avant de l'autobus et certains 
paramètres de navigation (vitesse, accélération, type de marque sur la chaussée, etc.). La 
calibration sert également à avoir une référence pour l'estimation de la position des objets 
détectés pendant la circulation de l'autobus. 
3. Collecte et analyse de données 
3.1. Synchronisation des données de Mobileye et des caméras témoins 
Le système émet des messages en lien avec l'interprétation de la scène de navigation. Afin 
de comparer ces messages avec l' interprétation humaine à partir des vidéos de la caméra 
témoin, il est important d'avoir une bonne concordance de l'échelle temporelle. Il faut noter 
que Mobileye interprète la scène et émet les messages en temps-réel. Aucun délai 
significatif n'a été observé entre l'apparition d'une menace (objet se trouvant sur la 
trajectoire du véhicule) et l' émission de message, si cette menace est effectivement 
détectée. Compte tenu des moyens limités, il n'a pas été possible d ' installer un système de 
synchronisation automatique des deux caméras. 
La méthode utilisée pour déterminer l' écart de temps entre les menaces détectées à la fois 
par les deux caméras est la suivante: 
L' autobus est à l' arrêt et aucune cible ou menace ne se trouve dans le champ de 
vision de la caméra Mobileye. 
Sur le sol devant l'autobus se trouvent des marques qui indiquent les limites du 
cône de détection (Figure 4.3). 
De manière manuelle, la caméra témoin et la caméra Mobileye sont démarrées 
simultanément. 
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Une personne passe devant l'autobus de manière transversale au cône de détection. 
La caméra témoin enregistre à la fois le déplacement de la personne et les marques 
du cône au sol. 
En analysant le temps de traversée de la personne selon le cône et les messages de 
détection de piéton de Mobileye, le décalage temporel entre ces deux systèmes est 
déduit. 
Les analyses subséquentes tiennent compte de ce décalage dans toutes les phases de 
comparaison de scènes. Par ailleurs, la méthode d'analyse basée sur la présence ou non de 
piétons ou autres véhicules à l'intérieur du cône de détection de la caméra Mobileye permet 
de considérer une fenêtre temporelle entre 2s et 5s qui est utilisée pour la comparaison avec 
l'interprétation de scènes à partir des vidéos de la caméra témoin. Ainsi, tout décalage ou 
délais de détection influence peu le résultat de la comparaison. 
3.2. 1ère série: Test de rodage avec le VUS de type Nissan Rogue 
Dans le but de se familiariser avec les logiciels et le système Mobileye, de nombreux tests 
en villes et sur l'autoroute avec un camion de type VUS (Véhicule Utilitaire Sport) de 
marque Nissan Rogue ont été effectués. 
Ces tests ont permis de conclure que pendant les périodes de luminosité adéquate Gournée 
ensoleillée ou nuageuse et sans précipitation sous forme de neige ou de pluie), les essais 
très concluant: tous les piétons, auto, motos et autres usagers de la route qui sont dans le 
champ de vision de la caméra sont détectés rapidement et bien identifiés. Les marques au 
sol, lorsqu'elles sont visibles, sont bien identifiées. 
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Pendant les périodes nocturnes, les performances varient en fonction du contraste de 
lumière, surtout en ville. Lorsque le contraste est favorable, tous les obstacles sont en 
général bien détectés. Cependant, il a été remarqué que les personnes avec des tuques, des 
capuchons, les mentaux d'hiver long et de couleur foncée, etc. sont plus difficiles à repérer. 
Pendant les épisodes de verglas ou de tempête de neige, les performances de détection des 
véhicules en avant sont acceptables (le véhicule proche en avant est détecté), en revanche, 
celles pour les personnes sont peu concluant. La visibilité réduite et le manque de contraste 
lumineux en sont des causes probables. 
L'analyse détaillée de ces résultats ne sera pas incluse dans ce chapitre, car l'objet du travail 
est l'autobus. Néanmoins, ces essais ont permis de roder convenablement les instruments 
impliqués dans les essais avec l'autobus. 
3.3. 2ème série: Test avec l'autobus de la STTR en mode stationnaire 
Avant de commencer les tests sur route et dans le trafic normal, il faut d'abord connaître 
le champ de vision de la caméra Mobileye. Pour y arriver, le système Mobileye a été calibré 
et mis en opération pendant que l'autobus était à l'arrêt. 
Aucun objet d'intérêt n'était situé en avant de l'autobus. Un piéton traverse alors l'espace 
situé en avant de l'autobus selon un patron bien défini (voir Figure 4.3) et l'angle 
correspondant à l'apparition du premier message de détection de piéton sur le bus Can est 
enregistré. 
L' angle de détection estimé est de 37° (le champ de vision selon le fabricant est de 40°). Il 
faut noter que cet angle varie en fonction des conditions de luminosité. 
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Repère au sol 
Caméra Mobileye 
Passage du pi éton à lm 
devant 1 a caméra 
Passage du pi éton à 5m 
devant 1 a caméra 
Passage du pi éton à lOm 
devant 1 a caméra 
Cône de détecti on 
recherché 
Figure 4.3 : Schéma pour l'estimation de l'angle de détection (plan horizontal). 
3.4. 3ème série: Test avec l'autobus en opération dans la ville de Trois-Rivières et 
sur le circuit 8/88 
De nombreux tests de rodage ont été faits dans les rues de la ville de Trois-Rivières. Ces 
tests avaient pour but de permettre de détecter à l'avance des anomalies et des 
problématiques d'intégration du système Mobileye dans l'environnement de pilotage du 
chauffeur de l'autobus. Plus de 16h de tests ont été effectués en ville et sans passager dans 
l'autobus. Ces tests ont eu lieu sur plusieurs jours et avec des conditions environnementales 
variables: faible pluie, faible neige, ciel nuageux, ciel dégagé, etc. De même, l'absence 
de passagers a permis d'utiliser l'autobus sur d'autres artères que celles normalement 
réservées au transport en commun. 
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Afin d'évaluer la technologie dans un contexte plus réaliste de transport en commun, le 
circuit 8/88 de la STTR a été sélectionné. Ces tests ont duré plus de 6 heures et ont été 
réalisés le même jour, en commençant à fin d'après-midi (16hOO) et en terminant dans fin 
de soirée (23h00). Il est important de recueillir les données le même jour afin de garder la 
même configuration du système Mobileye (calibration, etc.) aux fins de comparaison. En 
débutant en fin d'après-midi, les conditions météorologiques changent du jour (faible 
pluie) vers la nuit (faible neige et neige fondante), ce qui rend le contraste entre les objets 
et l'environnement de navigation moins favorable pour le système Mobileye. 
Même si cette caméra utilise la vision nocturne afin d'améliorer ses performances de 
détection, l'éclairage la nuit affecte sa capacité. De plus, les conditions météorologiques 
de ce jour étaient variables: beau temps (En fin d'après-midi), pluie mélangée de neige en 
début de soirée, un peu de neige fondante dans la nuit. 
Afin d'analyser les performances de détection d'objets, les vidéos de la caméra témoin 
principale ont été utilisées et plusieurs épisodes de courtes durées mettant en scène des 
piétons, des cyclistes et aussi d'autres véhicules ont été sélectionnés, sans connaître au 
préalable comment Mobileye les a interprétés. Rappelons qu'à la suite des analyses de 
scènes, Mobileye interprète et émet de courts messages sur le bus CAN. 
4. Résultats 
4.1. Analyse globale de la capacité sensorielle du Mobileye 
4.1.1. Analyse de la scène de conduite 
Dans l'ensemble, les performances du système Mobileye sont bonnes, malgré les 
conditions météorologiques défavorables. Il a été observé que les estimations des positions 
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des obstacles sont moins précises sur l'axe transversal (axe y) que sur l'axe longitudinal de 
la caméra (axe x). Dans les meilleures conditions, la précision de l'estimation sur l'axe x 
peut atteindre 85% (15% d'erreur par rapport à la vraie distance). 
Globalement et considérant tous les tests avec l'autobus (22 heures) : 
~ 82% du temps, les tests ont été effectués le jour. 
~ 18% du temps, les tests ont été effectués la nuit. 
~ 89% du temps, il ya eu une présence d'au moins un usager de la route en plus de 
l'autobus. 
~ 78% du temps, les cibles présentes devant l'autobus sont des véhicules. 
~ 3% du temps, les cibles présentes devant l'autobus sont des piétons ou des 
cyclistes : les conditions météorologiques froides ne favorisent pas la présence des 
piétons aux abords des rues. 
~ 8% du temps, les cibles comportaient les véhicules et les piétons (ou cyclistes). 
4.1.2. Taux de détection et de reconnaissance des différentes catégories d'usagers de la 
route 
Un épisode est un intervalle de temps très court pendant lequel une cible se trouve à 
l'intérieur de cône de vision de la caméra Mobileye. Lorsqu'une cible se trouve dans le 
cône, il n'est pas garanti qu'elle soit détectée et bien classée (classe piéton, classe véhicule, 
classe cycliste, etc.). Au total, 1328 épisodes ont été analysés: 
~ 92% des épisodes ont été bien détectés comme ayant au moins une cible (véhicule, 
piéton, cycliste, etc.). Ces épisodes se déclinent comme suit: 
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• 86% des épisodes ont montré la présence d'au moins un véhicule (sans la 
présence de piétons ou de cyclistes) correctement classé. 
• 5% des épisodes ont montré la présence simultanée de piétons, cyclistes et 
véhicules correctement détectés et classés. 
• 1 % des épisodes a montré la présence de piétons seuls et correctement 
classés. 
~ 8% des épisodes ont montré la présence de cibles dans la caméra témoin qui ne sont 
pas détectés par la caméra Mobileye. Ces épisodes se déclinent comme suit : 
• 5% des cibles non détectées sont des piétons ou des cyclistes. 
• 3 % des cibles non détectées sont les autres usagers de la route. 
4.2. Analyses détaiUées de cas d'intérêts 
Les épisodes d'intérêts permettent de montrer des cas de bonnes détections et de mauvaises 
détections de manière à avoir un portrait global du fonctionnement de Mobileye lorsque 
l'autobus est en circulation. Ces épisodes ont été relevés lorsque l'autobus circulait sur le 
circuit 8/88 avec des passagers à bord. Par ailleurs, il est important de noter que le contraste 
entre l' arrière-plan des images et les cibles à détecter influence la capacité de la caméra 
Mobileye à bien reconnaitre ces cibles. 
La photo de la Figure 4.4a correspond aux signaux de l' encadré rouge de la Figure 4.4b. 
La première courbe de la Figure 4.4b indique que le nombre d 'objets potentiellement 
dangereux est de trois (ce qui correspond aux trois piétons de la Figure 4.4a). La deuxième 
courbe indique que l'un des objets détectés a été reconnu comme étant un piéton (Obstacle 
Type 3=Ped. Ped=Pedestrian). Les courbes 3 et 4 sont les distances de cet objet (Type 3) 
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par rapport à l'axe longitudinal (X position) et latéral (Y position). C'est donc une 
excellente détection de la part de Mobileye. 
4.2.1. Épisode d'intérêt 1 : Piéton correctement détecté à l'intersection 
Figure 4.4a : Photo avec 3 piétons. 
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Figure 4.4b: Analyse graphique des messages de détection de Mobileye 
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4.2.2. Épisode d' intérêt 2 : Piéton traversant le trafic routier 
Figure 4.5a : Photo avec un piéton dans le trafic. 
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Figure 4.5b : Analyse graphique des messages de détection de Mobileye. 
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Dans cet épisode, un piéton traverse la route en plein trafic (les signaux de l'encadré rouge 
de la Figure 4.5b sont émis par Mobileye) . La première courbe de la Figure 4.5b indique 
que le nombre d'objets potentiellement dangereux est de deux (ce qui correspond au piéton 
et à l 'auto de la Figure 4.5a). La deuxième courbe indique que l'un des objets détectés a 
été reconnu comme étant un piéton (Obstacle Type 3=Ped). Les courbes 3 et 4 sont les 
distances de cet objet (Type 3) par rapport à l'axe longitudinal (X position) et latéral (Y 
position). C'est donc une excellente détection de la part de Mobileye. 
4.2.3. Épisode d ' intérêt 3 : Piéton traversant une intersection pendant un virage à gauche 
de l'autobus 
Figure 4.6a : Photo avec un piéton traversant une intersection pendant un virage à gauche 
de l'autobus. 
Dans cet épisode, l'autobus, arrêté à une intersection doit tourner vers la gauche. Pendant 
le virage, un piéton travers la voie. Comme Mobileye a détecté le clignotant à gauche, le 
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focus est mis sur les scènes situées un peu plus à gauche de la caméra. Mobileye a donc été 
en mesure de détecter et de reconnaître correctement le piéton (voir l'encadré de la Figure 
4.6b) qui pourrait être une menace d'accident. 
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Figure 4.6b : Analyse graphique des messages de détection de Mobileye. 
4.2.4. Épisode d'intérêt 4 : Piéton traversant la route en soirée et non détecté 
L'épisode de la figure 4.7a montre un piéton traversant la route devant l'autobus et pendant 
la soirée. L'analyse des messages de Mobileye (Figure 4.7b) indique qu'aucun objet ou 
cible potentielle n'a été détecté. Ici, remarquez que la route présente une courbure et le 
piéton porte un manteau d'hiver de couleur foncée sur un fond mal éclairé. 
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Figure 4.7b : Aucun piéton détecté par MobiJeye. 
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4.2.5. Épisode d'intérêt 5 : Cycliste venant dans le sens contraire du trafic et non détecté 
Figure 4.8a : Photo avec un cycliste en sens inverse du trafic devant l'autobus. 
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Figure 4.8b : Analyse graphique des messages de détection de Mobileye. 
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Cet épisode montre un cycliste sur un vélo qui roule en face de l' autobus et en direction de 
l'autobus (Figure 4.8a). L'analyse des messages de Mobileye (Figure 4.8b) indique qu'un 
objet a été détecté entre 6s et 7s (première courbe de Figure 4.8b) mais l'objet a été identifié 
comme un véhicule (Type 0 de la Figure 4.8b). C'est donc une mauvaise identification. 
Une hypothèse d ' erreur d'identification serait liée à la présence de sac en avant du vélo et 
des habits d ' hiver du cycliste. Cette hypothèse reste à vérifier. 
4.2.6. Épisode d'intérêt 6 : Trafic nocturne normal et tous les objets sont bien identifiés 
L' épisode montre une circulation nocturne avec plusieurs véhicules dans les deux voies. 
Ces derniers ont été bien identifiés. La photo correspond aux signaux dans l'encadré rouge 
de la Figure 4.9b. 
Figure 4.9a : Photo du trafic devant l'autobus. 
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Figure 4.9b : Analyse graphique des messages de détection de Mobileye 
4.2.7. Épisode d'intérêt 7 : Véhicule (autobus) devant l' autobus pendant la nuit avec 
caméra partiellement obstruée par un flocon de neige 
Figure 4.1 Oa : Photo avec caméra partiellement obstruée par un flocon de neige. 
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L'épisode 7 montre une circulation nocturne avec un autobus qui circule devant l'autobus 
de test. Malgré la présente d'un flocon de neige obstruant partiellement la caméra, 
Mobileye a été en mesure de bien identifier l'objet comme étant un véhicule (Figure 4.1 Oa 
et Figure 4.1 Ob). 
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Figure 4. lOb : Analyse graphique des messages de détection de Mobileye. 
4.2.8. Épisode d'intérêt 8 : cycliste à une intersection, l'autobus doit tourner vers la 
droite. 
Dans l'épisode 8, l'autobus est arrêté à une intersection et voudrait tourner vers la droite. 
Au même moment, un cycliste circulant en sens contraire, devant l'autobus, s'arrête à 
l' intersection pour laisser passer l'autobus. L'analyse de message de Mobileye (Figure 
4. lOb) indique qu'aucun objet n'a été détecté alors que le cycliste était à l' intersection. Il 
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faut noter les conditions défavorables pour Mobileye : cycliste en manteau d'hiver avec un 
capuchon sur la tête, arrière-plan mal éclairé, etc. 
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Figure 4.11 b : Analyse graphique des messages de détection de Mobileye 
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4.2.9. Épisode d'intérêt 9 : autobus à un arrêt d'autobus, un piéton passe devant 
l'autobus: aucune détection. 
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Figure 4.12b : Analyse graphique des messages de détection de Mobileye. 
Dans l'épisode 9, l'autobus est arrêté à un arrêt d'autobus, en arrière d'un autre autobus . 
Un piéton passe entre les deux autobus et tout près de l'autobus de test. L'analyse des 
signaux émis par Mobileye indique qu'il n'a pas détecté le piéton. Ici également, 
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l'habillement hivernal du piéton et le gros plan de l'arrière de l'autobus de devant ont 
possiblement contribué à la non-détection. 
4.3. Analyse de modalités complémentaires à la vision 
L'analyse des résultats montre que la technologie Mobileye est en mesure de contribuer à 
réduire les incidents et les accidents de la route, pour le transport en commun, dans des 
conditions d'opération optimisées. Cependant, nos tests suggèrent que Mobileye serait 
sensible: 
À l'éclairage (la nuit) et au contraste entre les objets potentiellement dangereux 
(c'est-à-dire, des objets pouvant rentrer en collision avec l' autobus) et l'arrière-plan 
de la scène, 
Aux habits de neige des usagers (couleur foncée, manteau long, tuque, capuchon 
foulard, etc.) 
À la présence de goutte de pluie 
À la chute de neige 
Etc. 
Dans la majorité des cas de non-détection de piétons durant les tests, un lidar ou un radar 
auraient pu contribuer à réduire ce nombre. En effet, bien que les lidars soient sensibles 
aux particules d'eau ou de neige, des méthodes existent pour les rendre robustes l'hiver et 
les utiliser en complément d 'autres modalités de perception. 
Plusieurs manufacturiers de véhicules (par exemple: Volvo) utilisent les radars comme 
complément de la caméra. Bien que les radars soient robustes en condition hivernale, il 
faut noter qu'ils présentent certaines limitations: 
Le radar peut détecter tardivement un objet en avant de l'autobus. 
Le radar peut détecter en retard un véhicule s'intercalant entre l'autobus de test et 
un véhicule en avant. 
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Certains petits objets sont diffici lement détectables par le radar. 
Le champ de détection en réduit pour un radar, ce qui limite la détection d'objets 
potentiellement dangereux et qui ne sont pas situés dans l'axe du capteur. 
Dans les virages, les performances du radar sont limitées. 
Le radar possède une faible résolution spatiale 
Les sonars pourraient également être utilisés pour la détection des objets dans le voisinage 
immédiat de l'autobus. 
5. Conclusions 
L'objectif de cette partie du travail a été d'étudier les capacités sensorielles du système 
Mobileye, dans le contexte de la navigation d'un autobus de transport en commun. En effet, 
plusieurs heures de tests ont été effectuées en condition souvent non favorable pour la 
caméra Mobileye de manière et identifier ses limites. L'analyse des résultats de tests 
démontre que la modalité de vision artificielle seule n'est pas une solution complètement 
robuste en condition hivernale. Pour une durée de test de plus 22 h, il a été observé que 8% 
de cibles potentielles ne sont pas détectés au crépuscule, en soirée et dans la nuit. La grande 
majorité de ces cibles non détectées sont des piétons ou des cyclistes. Il faudrait noter que 
le contexte de température froide n'a pas permis d' avoir un grand nombre de piéton et 
cyclistes sur les routes. 
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Chapitre V: Modélisation du comportement du conducteur 
1. Introduction 
Les fabricants développent des technologies d'aide à la conduite écologique, afin 
d 'améliorer le style de conduite des conducteurs à travers des systèmes d ' informations actif 
et passif. Un système d'informations actif est défini comme un outil qui peut intervenir 
dans le contrôle du véhicule, en modifiant les réponses des composants capable de 
compenser les manœuvres inappropriées de conduite. Un système d'informations passif est 
seulement basé sur la sensibilisation du conducteur en uti lisant des informations visuelles 
ou auditives. 
Bien que les systèmes d ' assistance à la conduite ADAS contribuent à l ' amélioration de la 
sécurité et de l'écoconduite, ces derniers ne sont pas adaptés à tous les styles et 
comportements des conducteurs. Par conséquence, le besoin de comprendre et d' outiller le 
comportement d ' un conducteur est cruciale afin d'améliorer et adapter la performance des 
systèmes ADAS. Pour faciliter l' acceptabilité de la technologie, ces systèmes devraient 
s'adapter aux différents styles de conducteurs et environnements. À ce niveau, la 
modélisation de la conduite humaine est nécessaire. Pour le faire , il faut tenir compte de la 
perception humaine, le traitement de l'information, la prise de décision et l'exécution d'une 
action physique, qui sont tous en relation avec les variables d ' environnement et du style de 
conduite. 
L ' étude et la classification du comportement d'un conducteur dépend de deux facteurs : le 
facteur Humain et le facteur Véhicule. Pour le facteur humain, de nombreux paramètres 
affectent le style de conduite. La compétence de conduite qui est généralement définit par 
les habitudes de contrôle du véhicule est l' un de ces paramètres les plus importants. Elle 
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pennet de différencier un conducteur expérimenté d'un autre qu'il ne l'est pas. Ainsi, elle 
influence directement le comportement du conducteur et par conséquent les décisions prise 
aux niveaux de style de conduite. 
D'autre paramètres sont liés aux véhicules tels que les évènements de conduite, qui sont 
définis par les différentes manœuvres durant la tache de conduites (accélération, 
décélération, suivie de voiture et changement de voie etc ... ). Les évènements de conduite 
sont considérés comme des paramètres d'entrés pour la modélisation du comportement 
d'un conducteur. Le modèle obtenu dépend aussi des conditions externes (type de route, 
aux conditions météorologiques, également appelé conditions de conduite) [88] . 
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Figure 5.1 : Tenninologie et relations entre les facteurs liés au style de conduite [88]. 
Dans ce chapitre, le travail effectué vise à caractériser le style de conduite et modéliser le 
comportement des conducteurs en se basant sur la tache de conduites démarrages/arrêt du 
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véhicule dans un contexte urbain. Le choix de cette tache de conduite (démarrages/arrêt) 
est dû aux pertes d'énergie pendant les phases de démarrages/arrêts qui représentent plus 
de 50% de l'énergie totale perdue pendant le déplacement. Cette caractérisation est 
effectuée en utilisant les informations sur la consommation de carburant durant de 
nombreux essaies de conduite. 
Les objectifs de ce travail peuvent être résumés comme suit : 
- Collecter des données du véhicule et de la caméra Mobileye de plusieurs conducteurs au 
cours de la conduite. La totalité de données collectés sont classés comme naturalistes et il 
est imposé aux conducteurs de conduire comme ils le feraient normalement, où seul la route 
sera spécifiée. 
- Traiter et modéliser les données dans le domaine temporel et spatial. 
2. La modélisation du conducteur humain 
2.1. Caractéristiques fondamentales de la conduite efficace en énergie 
La consommation de carburant peut être utilisée pour exprimer la relation entre le style de 
conduite et l'efficacité énergétique du véhicule. Cette expression considère le mouvement 
longitudinal d'un véhicule régi par la deuxième loi du mouvement de Newton et ne tient 
pas compte des contraintes imposées par la scène de conduite. 
m dv = FT - Fw - mg(sin 8 + Crr cos 8) - ~ Pa ACo V 2 dt 2 (5.1) 
Avec; 
m : La masse du véhicule, y compris les effets inertiels du groupe motopropulseur. 
FT : La force de traction sur les roues 
Fw : La force de freinage sur les roues. 
115 
v : La vitesse. 
Crr : Le coefficient de résistance au roulement. 
8 : La pente de la route. 
Pa : La densité de l'air. 
A : La zone avant du véhicule. 
Co : le coefficient de traînée aérodynamique. 
La puissance instantanée nécessaire au volant est Fwv(t) . Par conséquent, l'énergie 
nécessaire (Ew) pour parcourir une distance Sf en une unité du temps tf est exprimée par: 
(5.2) 
En supposant que g , m, Pa., Cm et A sont des constantes durant la conduite, l'énergie Ew 
est définie par: 
(5.3) 
Avec 
Le changement d'énergie cinétique est décrit par ~m(v} - V5). 
Le changement d'énergie potentiel est décrit par mgllh. 
La perte de friction irréversible en fonction de la distance est décrite par mgCrrllx. 
L'énergie perdue en raison de la trainée aérodynamique est décrite par 
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Selon les conditions initiales et finales, l'énergie requise Ew peut être négative si Fw est 
négative (par exemple, en décélérant jusqu ' à un stop (dV < 0) ou sur des pentes 
dt 
descendantes (8 < 0). Par conséquent, pour une conduite écologique, lorsque Fw <0, il est 
préférable d'éviter le freinage, autant que possible. Cela signifie que ralentir ou arrêter le 
véhicule peut être effectué par la résistance au roulement et la traînée aérodynamique. 
Par conséquent, l'anticipation des ralentissements à l'avance offre plus de temps et 
l'occasion de réduire progressivement la vitesse. La présence des systèmes ADAS pourrait 
permettre une conduite anticipative qui adopte la meilleure stratégie de décélération. 
2.2. Définition des différents paramètres de modèle de conduite 
Il est nécessaire en premier lieu de définir les variables d'entrée et de sortie pour le modèle 
envisagé. Les variables d'entrée sont variables afin de déterminer l'influence et l'interaction 
de chaque paramètre sur les variables de sortie de ce modèle. 
Ces variables sont classées en deux groupes. Le premier groupe lié directement au modèle 
cinématique du véhicule. Le deuxième groupe définit les paramètres de l'environnement 
qui cause le démarrage et l' arrêt du véhicule. 
Les différentes variables sont définies comme suit : 
Les paramètres cinématiques: 
• m: la masse du véhicule (connue) 
• v : la vitesse avant 
• a: l'accélération 
• bah: le changement de l'élévation totale pendant le trajet. 
• Crr : le coefficient de résistance au roulement 
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• CD: le coefficient de traînée aérodynamique 
• !lX: la distance totale parcourus 
• A: la zone avant de véhicule (connue) 
Les paramètres de l'environnement: 
• Le temps de collision en avant. 
• L'avertissement de collision en avant. 
• Le temps écoulé. 
La sortie: 
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Figure 5.2 : Diagramme d'Ishikawa des variables d'études. 
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2.3.Choix de l'approche de modélisation 
2.3.1. Généralité sur les méthodes de modélisation 
Le comportement du conducteur peut être modélisé en utilisant des modèles descriptifs ou 
fonctionnels. Les modèles descriptifs décrivent la tâche de conduite en fonction de ce que 
fait le conducteur, et les modèles fonctionnels tentent d'expliquer le comportement du 
conducteur dans des situations exigeantes, qui entraînent des performances élevées, et 
routinières, qui entraînent un comportement typique (pas nécessairement le meilleur). 
Une approche optimale pourrait être un hybride de plusieurs types de modèles, en 
exploitant les caractéristiques les plus importantes de chacun. Pour améliorer l'impact de 
divers systèmes d'assistance sur le comportement du conducteur, il est nécessaire de 
disposer de modèles prédictifs de l'interaction du conducteur avec le véhicule et 
l'environnement [89]. 
Notre approche de la modélisation consiste à considérer le conducteur et le véhicule comme 
un système intégré. Les entrées du système et la sortie (Pw ' calculée à partir de l'équation 
5.4) sont présentées dans la figure 5.2. Plusieurs techniques de modélisation pourraient être 
utilisées pour modéliser un tel système. Ceux-ci incluent un modèle autorégressif 
multivariable, modèle de mélange gaussien (Gaussian Mixture Model, GMM), le modèle 
de Markov (Hidden Markov Model , HMM), les réseaux de neurones récurrents (Recurrent 
Neural Network, RNN), la méthode des k plus proches voisins (K-Nearest Neighbor , 
KNN), le réseau de neurones flous (Fuzzy-Neural-Network, FNN), le modèle bayésien naïf 
(Naive Bayes, NB), les arbres de classification (Decision Tree, DT), etc [85, 90]. 
Cependant, la plupart de ces modèles présentent diverses limites. HMM est limité à la 
représentation d'informations contextuelles, en partant de l'hypothèse que les observations 
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de sortie sont strictement indépendantes et que l'état actuel est uniquement lié à l'état 
précédent. La méthode KNN peut être affecter par des données d'entraînement 
déséquilibrées, ce qui entraîne une plus grande complexité temporelle lors du calcul de la 
distance entre l'échantillon inconnu et tous les échantillons connus. Le modèle NB est basé 
sur l'hypothèse que les attributs de l'échantillon sont indépendants les uns des autres. Par 
conséquent, NB peut générer une performance de classification très limitée lorsque le 
nombre d'attributs de l'échantillon ou la corrélation entre les attributs augmente, ce qui 
nécessite un nombre suffisant d'échantillons pour calculer la distribution globale de chaque 
classe et la distribution de probabilité de chaque échantillon. La méthode DT analyse et 
trie l'ensemble de données à plusieurs reprises pendant la construction du modèle, ce qui 
augmente la complexité et réduirait la précision de la classification [90]. 
2.3.2. Les réseaux de neurones récurrents 
Les réseaux de neurones récurrents (RNN) sont principalement utilisés pour 
l'apprentissage de données denses. La modélisation du comportement de conduite 
implique la classification des données saisies à partir de différents types de capteurs. RNN 
s'est récemment imposé comme une technique bien adaptés pour modéliser des données 
d'entrée séquentielles. Avec les données séquentielles, les données précédentes peuvent 
affecter les données actuelles et RNN considère les sorties précédentes pour la sortie 
actuelle. Cela signifie que même si les entrées des données sont les mêmes, si les sorties 
précédentes sont différentes, la sortie en cours peut également être différente [91]. Les 
RNN permettent également de gérer des données partielles ou bruitées. 
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Dans ce travail, les réseaux de neurones récurrents sont utilisés pour modéliser le 
comportement du conducteur. L'objectif de la modélisation est de confirmer la relation 
entre les variables d'entrés et les variables de sorties. Cette relation est évaluée en fonction 
de la capacité des RNN à établir un modèle reliant les variables de l'environnement 
(circulation routière, neige) et le style de conduite à la consommation d'énergie. 
2.4. Démarche suivie dans les essaie et la collecte des données 
Les données nécessaires à la modélisation envisagée ont été enregistrées au cours de 
plusieurs essaies de conduites, réalisées sur la voiture Hyundai Tucson ix35 de l'Institut de 
recherche sur l'hydrogène (IRH) de l'UQTR. Le véhicule a été équipé de système 
d'assistance à la conduite Mobi leye, qui a fourni les informations liées aux variables 
d'entrées (vitesse, avertissement de collision et le temps écoulé, etc.) du modèle envisagé. 
Afin de recevoir les messages Mobileye, l'outil de diagnostic polyvalent CANTRACE 
installé sur un ordinateur portable a été utilisé. La liaison physique de la caméra à 
CANKing, à travers le CAN High wire / CAN Low wire et le port USB de l'ordinateur, est 
réalisée en utilisant K vaser. 
L'expérience de conduite s'est déroulée dans la ville de trois rivières (Québec), où seul la 
route était spécifiée pour les conducteurs. Cette route a été choisie en raison de ses 
nombreux panneaux de signalisation d'arrêt (Stop) qui favorisent les conditions des tests. 
La totalité de données collectées sont classés comme naturalistes. D'autre part, les 
conducteurs n'avaient aucune information sur la vitesse imposée ou le comportement qu'ils 
devaient adopter pendant la conduite. Cela donne à la présente étude sa caractéristique 
unique d'expérimentation dans des conditions non contrôlées. 
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Figure 5.3 : Trajet choisi pour le test. 
La phase de collecte de données a eu lieu en automne 2018 pendant 8 jours. Le véhicule a 
été conduit par chaque conducteur (les mêmes conditions climatiques, la même vitesse 
moyenne du trafic, le même niveau de congestion) dans la même route pour un trajet aller-
retour. 
Un total de cinquante conduites a été réalisés, pour plus de 65 heures. Chaque utilisateur a 
conduit en moyenne 6 fois, pour une durée moyenne de 20 minutes par trajet. Les signaux 
de la caméra ont été enregistrés et traités dans une phase ultérieure. Ces données brutes 
sont traitées par la suite afin d'extraire les paramètres d'entrées nécessaire pour la 
modélisation. 
2.5. Extraction des données liées aux paramètres d'entrée du modèle 
La caméra Mobileye fournit des milliers d'information sur la scène de conduite, ainsi que 
des informations liées aux modèle cinématique du véhicule. Dans cette partie du travail, 
les informations liées aux alertes d'arrêt, comme l'affichage d'alerte de collision (Forward 
Collision Warning), le temps de collision en avant (Headway Measurement) (l'identifiant 
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de message qui contient ces informations commencent par Ox700) et les informations liées 
au véhicule (l'identifiant de message qui contient ces informations commence par Ox760) 
ont été exploitées. 
Grâce aux informations Headway Measurement et Forward Collision Warning, des 
informations précises sur les véhicules locaux à partir du trafic précédent peuvent être 
facilement obtenues, et les tendances du flux de trafic local peuvent être estimées plus 
précisément. 
L'analyse de ces informations et l'extraction des différentes données en lien avec les 
paramètres d'entrée du modèle est réalisée à travers des algorithmes et des programmes 
Matlab (donné dans l'Annexe B). 
Les principaux paramètres identifiés sont les suivants: 
La vitesse. 
Le temps de collision en avant (Headway Measurement). 
Avertissement de collision en avant (Forward Collision Warning). 
L'analyse et l'extraction des variables avec Matlab ont été réalisée par les fonctions 
suivantes: 
ParseCanTraceLogfile: cette fonction permet la lecture de toutes les données 
brutes récoltées. 
GetDisplayAndWarningMessages : cette fonction permet la lecture et le filtrage du 
message qui commence par l'identifiant Ox700 et de récupérer les données visées 
comme ForwardCollisionWarning et Headway Measurement. 
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GetHWMatrix : cette fonction convertit Headway Measurement et 
ForwardCollisionWarning en une matrice temps-valeurs. 
GetCollisionWarningMatrix : cette fonction convertie le signal d 'avertissement de 
collision de ForwardCollisionWarning en matrice temps-valeurs . 
GetVehicleMessages : cette fonction permet la lecture et le filtrage du message qui 
commence par l' identifiant Ox760 et de récupérer les données visées comme la 
vitesse et les signaux de freinage. 
GetVehicleKinematics : cette fonction convertit les données de vitesse en matrice 
à 3 colonnes: 
• % Colonnes 1: temps 
• % Colonnes 2: vitesse 
• % Colonnes 3: accélération 
GetVehicleParameters : cette fonction retourne les autres paramètres d'entrée de 
modèle qui sont en lien avec les paramètres physiques du véhicule, comme la masse 
de véhicule, le coefficient de résistance au roulement, l'élévation totale pendant le 
trajet, la zone avant de véhicule et la distance totale parcourue. 
ComputeMechanicalPower: cette fonction calcule la puissance mécanique du 
véhicule. 
2.6. Construction du modèle de conduite 
Certain nombre de facteurs peuvent affecter le bon apprentissage et la prédiction des 
réseaux de neurones récurrents, tels que le prétraitement des données d'entrée, le choix de 
l'algorithme d'apprentissage, la sélection des entrées « Inputs» et des cibles « Targets », 
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la taille de l'échantillon et la structure du réseau. Les différentes étapes d'apprentissage du 
modèle de réseau de neurones peuvent être résumées comme suit: 
Sélectionner les entrées en identifiant les paramètres sur lesquels dépend la sortie 
du réseau de neurones 
Combiner plusieurs cycles d' apprentissage de types variés pour constituer 
l'ensemble de données en entrée et cible 
Normaliser les données pour une efficacité maximale de l'apprentissage 
Définir les paramètres d'apprentissage, sélectionner la structure du réseau et 
l'algorithme d'apprentissage 
Tester le réseau en fournissant une entrée standard et en comparant avec l'ensemble 
cible. 
L'apprentissage du réseau de neurones est effectué à l'aide de l'algorithme de Levenberg-
Marquardt et possède une structure 10-1. Un cycle de conduite (voir figure 5.3 : Trajet 
choisi pour le test) a été utilisé pour générer les vecteurs d'entrée et cible et distribué de 
manière aléatoire dans des ensembles de données d'apprentissage, de validation et de test 
dans un rapport de 0,7: 0,15: 0,15 . 
Les performances du modèle du conducteur sont comparées en recherchant le MSE (Mean 
Square Error) entre les données réelles et les données simulées. Les signaux d'entrée 
utilisés pour la formation du modèle de conduite basé sur les RNN sont présentés dans la 
Figure 5.2 (Diagramme d'Ishikawa des variables d'études). 
Pour chaque conducteur, les données récoltées durant le cycle de conduite sont divisées en 
données de trajet aller et données du trajet retour. Le critère de validité de la prédiction est 
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basé sur la qualité des prédictions du RNN pour l'ensemble de données d'entrés (données 
du trajet retour) non utilisées pour l 'apprentissage (données du trajet aller). 
Les résultats de la modélisation, effectué sur les données de 5 conducteurs, sont donnés 
dans les tableaux 5.1 , 5.2 et 5.3. Le tableau 5.1 présente les résultats de deux apprentissages 
effectués pour le RNN, pour chaque conducteur par différentes données du trajet aller et 
trajet retour. Le tableau 5.2 présente les résultats de la validation du modèle obtenu par le 
RNN pour chaque conducteur, en utilisant des modèles différents obtenus par différents 
trajets aller et trajets retour. Le tableau 5.3 présente les résultats de la généralisation des 5 
modèles, en utilisant des validations par des données des conducteurs autres que celle 
utilisées pour l'apprentissage du RNN. 
Tableau 5.1 : Résultats des apprentissages des RNN. 
Conducteur NQ du Test MSE 
Cond 1 
Net: Test-l , Output: Test-2 0.0046 
Net: Test-2, Output: Test-l 0.0112 
Cond 2 
Net: Test-l, Output: Test-2 0.0089 
Net : Test-2, Output: Test-l 0.0196 
Cond 3 
Net: Test-l, Output: Test-2 0.0167 
Net: Test-2, Output: Test-1 0.1637 
Cond 4 
Net: Test-l , Output: Test-2 0.0188 
Net: Test-2, Output : Test-1 0.0046 
Cond 5 
Net: Test-l, Output: Test-2 6.5607e-04 
Net : Test-2, Output: Test-1 8.3100e-04 
Les variations des MSE de très faibles valeurs pour chaque modèle, correspondant à chaque 
conducteur, démontrent que les modèles de réseaux de neurones ont permis de mieux 
prédire l 'énergie consommée en fonction des variables d'entrées. De même, la 
modélisation des données du trajet retour, qui n'étaient pas utilisées pour l'apprentissage 
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est aussi caractérisée par des faibles valeurs du MSE. Cela signifie, en premier lieu, que 
les réseaux de neurone récurrents sont capables de décrire la relation entre le conducteur, 
le véhicule et l'environnement. En deuxième lieu, les MSE obtenues confirment que les 
réseaux de neurones pourraient générer des états de conduite pour reproduire n'importe 
quel style de conduite. 
Tableau 5.2 : Résultats de la validation des modèles obtenus par le RNN. 
Conducteur NQ du Test MSE 












Test-l 3.1297e- 1o 
Test-2 6.355ge- 1o 
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Tableau 5.3 : Résultats de la généralisation des 5 modèles. 







0.0014 (Net: Cond_ l \ Test-l, Output: Cond_5\Test-l) 
Test-1 0.0033 (Net: Cond_ l \ Test-l, Output: Cond_5\Test-2) 
0.0030 (Net: Cond 1\ Test-l , Output: Cond 4\Test-2) 
0.0145 (Net: Cond_ l \ Test-2, Output: Cond_1\ Test-1) 
Test-2 0.0039 (Net: Cond_1\ Test-2, Output: Cond_5\ Test-l) 
2.0006e-04 (Net: Cond 1\ Test-2, Output: Cond 4\Test-2) 
0.0028 (Net: Cond _ 2\Test-l, Output: Cond _1: Test-l) 
Test-l 0.0065 (Net: Cond_2\Test-l , Output: Cond_2\Test-2) 
7.8223e-04 (Net: Cond 2\Test-l, Output: Cond 5\Test-l) 
0.1480 (Net: Cond_2\Test-2, Output: Cond_ 1: Test-l) 
Test-2 0.0198 (Net: Cond_2\Test-2, Output: Cond_2\Test-1) 
0.0588 (Net: Cond 2\Test-2, Output: Cond 5\Test-2) 
0.0078 (Net: Cond_3\Test-1 , Output: Cond_1\Test-1) 
Test-1 0.0168 (Net: Cond_3\Test-l, Output: Cond_3\Test-2) 
0.0120 (Net: Cond_3\Test-l, Output: Cond_5lTest-l) 
0.4579 (Net: Cond_3\Test-2, Output: Cond_1\Test-1) 
Test-2 0.0944 (Net: Cond_3\Test-2, Output: Cond_3\Test-1) 
0.2600 (Net: Cond_3\Test-2, Output: Cond_5\Test-1) 
0.0131 (Net: Cond_ 4\Teste-2, Output: Cond_ l \Test-1) 
Test-2 0.0189 (Net: Cond_ 4\Teste-2, Output: Cond_ 4\Test-3) 
0.0039 (Net: Cond_ 4\Teste-2, Output: Cond_5\Test-1) 
0.0011 (Net: Cond_ 4\Test-3, Output: Cond_l\Test-l) 
Test-3 0.0046 (Net: Cond_ 4\Test-3, Output: Cond_ 4\Teste-2) 
0.0056 (Net: Cond_ 4\Test-3, Output: Cond_5\Test-2) 
0.0020 (Net: Cond_5\Test-1 , Output: Cond_ l\Test-l) 
Test-l 6.5650e-04 (Net: Cond_5\Test-l, Output: Cond_5\Test-2) 
0,0013 (Net: Cond 5\Test-l, Output: Cond 4\Teste-2) 
Dans ce chapitre, la relation entre le conducteur, le véhicule et l'environnement a été 
modélisée en utilisant les réseaux de neurone récurrents. Les variations des MSE de très 
faibles valeurs pour les différents modèles, correspondant aux différents conducteurs, ont 
démontré que les RNN ont permis de relier l'énergie consommée aux variables étudiés. La 
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généralisation de ces modèles permet de conclure que nous pouvons utiliser cette méthode 
pour créer des modèles plus complexes. 
Pour les recherches futures, on pourrait améliorer les résultats de la modélisation en 
utilisant d'autres paramètres tels que: 
Distance au véhicule en amont et en aval, 
Vitesse du véhicule en amont et en aval, 
L'accélération du véhicule en amont et en aval, 
La distance jusqu'au prochain virage, 
Rayon du prochain virage, 
etc. 
Par conséquent, les recherches futures devraient également inclure d'autres paramètres 
caractéristiques du conducteur. Les caractéristiques de la vision des conducteurs et la 
manière dont ils perçoivent l'environnement et interprètent les informations lorsqu'ils 
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ParseK vaserLog V2 
function CanMessage = ParseKveserLogfileV2(FileName) 
[fid,message] = fopen(FileName, 'r'); % open the file in Read mode 




% Get headers 
tline = fgetl(fid); % read the first line 
tline = strrep(tline,' .. .', ' D'); % replace ' .. .' by D 
tline = strrep(tline,' . .', ' '); % replace ' . .' by , , 
Headers = strread(tline,'%s'); % extract each header string 
% Parsing the following lines 
i = 1; % different message counter 
tline = fgetl(fid); 
ReferenceTime = 0; 
while ischar(tline) % if not end of file 
n = length(tline); % get the line number of characters 
if n - = 73 % probably this is a not standard Can message from Kvaser 
disp('End of file'); 
break; 
end 
% Here the line is converted into a vector of number, including 
%tline = strrep(tline,' ', ' X'); % for compatibility Mobileye 
Start = 1; End = 2; 
[ChannellD, Count, errmsg, nextindex] = sscanf(tline(Start:End), '%d'); % read 
Start = 6; End = Start + 13; 
[MessagelD, Count, errmsg, nextindex] = sscanf(tline(Start:End),'%X'); 
Start = nextindex; End = Start + 8; 
[Flag, Count, errmsg, nextindex] = sscanf(tline(Start:End), '%s'); 
Start = End; End = Start + 1; 
[DataLen, Count, errmsg, nextindex] = sscanf(tline(StartEnd),'%d'); 
% Assign each element to the corresponding field into the Can message 
% Chn Identifier Fig DLC DO ... 1 .. .2 .. .3 . ..4 .. .5. .. 6 .. D7 Time Dir 
HasBeenFound = 0; % flag that indicates if a ID has been found 
for j=1 :i-1 
if CanMessageU).identifier = = MessagelD % Message ID exist 







% Check to see if the ID has been found 
136 
if HasBeenFound = = 0; % New message ID to be added 
j = i; 
i = i+1 ; % increment the number of d ifferent message IDs 
CanMessageU).identifier = MessagelD; 
CanMessageU).MessageNb = 0; 
end 
CanMessageU).MessageNb = CanMessageU).MessageNb + 1; 
k = CanMessageU).MessageNb; 
CanMessageU).Message(k).ChanneINumber = ChannellD; % the channel ID 
CanMessageU).Message(k).identifier = MessagelD; % the message identifier 
CanMessageU).Message(k).Flag = Flag; % the flag 
CanMessageU).Message(k).DataLength = DataLen; 
CanMessageU).Message(k).Data = zeros(1, DataLen * 8); 
Start = 23; 
EndBit = 0; 
for c= 1 :DataLen 
Start = Start + 4; % position of the begin of the next hex data in the CAN message 
Data = sscanf(tline(StartStart+ 3),'%X'); % retrieve the hex data 
HexString = dec2hex(Data); % convert this data into hex string 
binVector = hex2binVector(HexString); % convert hex string into a vector of binary 
values 
M = length(binVector); 
StartBit = EndBit+ 1; 
End Bit = StartBit+M -1; 
CanMessageU).Message(k).Data (StartBitEndBit) = binVector; 
end 
Start = Start + 4; 
if U==1) && (k==1) % the first message 
ReferenceTime = sscanf(tline(Start:n-2),'%f'); 
end 
CanMessageU).Message(k).TimeStamp = sscanf(tline(Start:n-2),'%f') - ReferenceTime; 
CanMessageU).Message(k).Direction = char(tline(n)); 




function ObstacieStatus = DisplayMobileyeObstacieStatus(CanMessage) 
OBS_MSGJD = '738 '; 
k = 1; 
for i = 1 :length(CanMessage) 
if CanMessage(i).identifier == hex2dec(OBS_MSGJD); 
for m=1 :CanMessage(i).MessageNb 
137 
ObsMessage = CanMessage(i).Message(m); 
ObstacieStatus(k) = GetObstacieStatus(ObsMessage); 






function ObstacieStatus = GetObstacieStatus(ObsMessage) 
OBS_MSGJD = '738 '; 
if hex2dec(OBS_MSGJD) = = ObsMessage.identifier 
el se 
disp('ID is not a valide obstacle ID'); 
return; 
end 
BinaryVector = ObsMessage.Data(1 :8); 
ObstacieStatu s.NbObstacies = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = ObsMessage.Data(9:16); 
ObstacieStatus.MobileyeTimeStamp = bi2de(BinaryVector,2,'left -msb'); 
BinaryVector = ObsMessage.Data(17:24); 
ObstacieStatusVersion = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = ObsMessage.Data(25:28); 
ObstacieStatus.Go = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = ObsMessage.Data(29); 
ObstacieStatus.RightCloseRangCutln = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = ObsMessage.Data(30); 
ObstacieStatus.LeftCloseRa ngCutl n = bi2de(Bi naryVector,2, 'Ieft-msb'); 
BinaryVector = ObsMessage.Data(31 :32); 
ObstacieStatus.ActiveVersionN umberSection = bi2de(BinaryVector,2, 'Ieft -msb'); 
BinaryVector = ObsMessage.Data(33:40); 
ObstacieStatus.ProtocolVersion = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = ObsMessage.Data(41 :43); 
Obstacle.ReseNed = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = ObsMessage.Data(44:47); 
ObstacieStatus.FailSafe = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = ObsMessage.Data(48); 
ObstacieStatus.CloseCar = bi2de(BinaryVector,2,'left -msb'); 
ObstacieStatus.TimeStamp = ObsMessage.TimeStamp; 
DisplayMobileyeObstacles2 
function Obstacles = DisplayMobileyeObstacles2(CanMessage) 
OBS_MSGJD = ['739' ; '73A'; '73B'; '73C'; '73D'; '73E'; '73F'; '740'; '741 '; '742']; 
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N = length (OBS_MSGJD); 
k = 1; 
for i = 1 :length(Ca n Message) 
switch CanMessage(i).identifier; 
case hex2dec('739') 
for m= 1 :CanMessage(i).MessageNb 
ObsMessage = CanMessage(i).Message(m); 







function Obstacle = GetObstacieDataA(ObsMessage) 
OBS_MSGJD = '739 '; 
% Check to see if the message is an obstacle message 
if hex2dec(OBS_MSGJ D) = = ObsMessage.identifier 
else 
disp ('ID is not a valide obstacle ID'); 
return; 
end 
Obstacle.TimeStamp = ObsMessage.TimeStamp; 
BinaryVector = ObsMessage.Data(1 :8); 
Obstacle.ID = bi2de(BinaryVector,2,'left -msb'); 
BinaryVector = ObsMessage.Data(9:16); 
Obstacle.PosX_LSB = O.0625*bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = ObsMessage.Data(21 :24); 
Obstacle.PosX_MSB = bi2de(BinaryVector,2, 'Ieft-msb'); 
BinaryVector = [ObsMessage.Data(21 :24) ObsMessage.Data(9:16)]; 
Obstacle.PosX = O.0625*bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = ObsMessage.Data(25:32); 
Obstacle.PosY _LSB = O.0625*bi2de(BinaryVector,2, 'Ieft -msb'); 
BinaryVector = ObsMessage.Data(33:35); 
Obstacle.CuUn_Out = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = ObsMessage.Data(36:38); 
Obstacle.BlinkerJnfo = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = ObsMessage.Data(39:40); 
Obstacle.PosY _MSB = bi2de(BinaryVector,2, 'Ieft-msb'); 
BinaryVector = [ObsMessage.Data(40) ObsMessage.Data(25:32)]; %% POSSIBLE SIGN ERROR 
Obstacle.PosY = O.0625*bi2de(BinaryVector,2, 'Ieft-msb'); 
if ObsMessage.Data(39) = = 1 
Obstacle.PosY = - Obstacle.PosY; 
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end 
BinaryVector = ObsMessage.Data(41 :48); 
Obstacle. Rel_ Vel_X_LSB = bi2de(BinaryVector,2, 'Ieft-msb'); 
BinaryVector = ObsMessage.Data(50:52); 
Obstacle.Obstacle_ Type = bi2de(BinaryVector,2, 'Ieft-msb'); 
BinaryVector = ObsMessage.Data(53:56); 
Obstacle.Rel_ Vel_X_MSB = bi2de(BinaryVector,2, 'Ieft-msb'); 
BinaryVector = ObsMessage.Data(57:58); 
Obstacle.Obstacle_ Valid = bi2de(BinaryVector,2, 'Ieft-msb'); 
BinaryVector = ObsMessage.Data(61); 
Obstacle.Obstacle_Brake_Lig ht = bi2de(BinaryVector,2, 'Ieft -msb'); 
BinaryVector = ObsMessage.Data(62:64); 




function CanMessage = ParseCanTraceLogfile(FuIIFileName) 
%% Fetch messages from file 





%% Skip the first 3 lines of headers 
for i= 1:3 
tline = fgetl(fid); % read the line i 
end 
%% Parsing the following lines 
i = 1; % different message counter 
tline = fgetl(fid); 
ReferenceTime = 0; 
MessageNb = 1; 
while ischar(tline) % if not end of file 
n = length(tline); % get the line number of characters 
if n < 10 % probably this is a not standard Can message from CanTrace 




%% The line is converted into a vector of number, including 
%% ASCII characters 
N = length(tline); 
Start = 1; End = N; 
[CanMessage(MessageNb).TimeStamp, n,errmsg,nextindex] sscanf(tline(StartEnd), '%f',1); % 
read the timestamp 
Start = nextindex; End = N; 
[CanMessage(MessageNb).ChanneIID, n,errmsg,nextindex] = sscanf(tline(Start:End),'%d',1); 
Start = Start + nextindex; End = N; 
[CanMessage(MessageNb).identifier, n,errmsg,nextindex] = sscanf(tline(StartEnd),'%X',1); 
Start = Start + nextindex; End = N; 
[CanMessage(MessageNb).TxRx, n,errmsg,nextindex] = sscanf(tline(StartEnd),'%s',1); 
Start = Start + nextindex; End = N; 
[CanMessage(MessageNb).d, n,errmsg,next index] = sscanf(tline(StartEnd), '%s', 1); 
Start = Start + nextindex; End = N; 
[CanMessage(MessageNb).DataLen, n,errmsg,next index] = sscanf(tline(Start:End),'%d',1); 
Start = Start + nextindex; End = N; 
End Bit = 0; 
for c=1 :CanMessage(MessageNb).DataLen 
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End = Start+3; 
if (End > N) 
End = N; 
end 
Data = sscanf(tline(Start:End),'%X',1); % retrieve the hex data 
HexString = dec2hex(Data); % convert this data into hex string 
binVector = hex2bin_Mar(HexString,8) ; % convert hex string into a vector of binary values 
binVector = fliplr(binVector); 
M = length(binVector); 
StartBit = EndBit+1 ; 
End Bit = StartBit+M -1; 
CanMessage(MessageNb)Data (StartBitEndBit) = binVector; 
Start = Start + 3; % position of the begin of the next hex data in the CAN message 
end 
MessageNb = MessageNb + 1; 





function DisplayWarning = GetDisplayAndWarningMessages(Message) 
%% Parses a message sent to the Mobileye display 
DISP_WARN_MSG-'D = '700 '; 
if hex2dec(DISP _WARN_MSG-'D) = = Message.identifier 
el se 
disp('lD is not a valide display/warnig message'); 
return; 
end 
% The timestamp 
DisplayWarning.TimeStamp = Message.TimeStamp; 
% Byte 0 
BinaryVector = f liplr(MessageData (1 :3)); 
DisplayWarning.SoundType = bi2de(BinaryVector,2, 'Ieft -msb'); 
BinaryVector = fl iplr(Message.Data(4)); 
DisplayWarning.DuskTime = bi2de(BinaryVector.2,'left -msb'); 
BinaryVector = fliplr(Message.Data(S)); 
DisplayWarning.Nightime = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = fl iplr(Message.Data(8)); 
DisplayWarning.Supress = bi2de(BinaryVector,2,' left -msb'); 
% Byte 1: RESERVED 
% Byte 2 
Offset = 16; 
BinaryVector = fliplr(MessageData(Offset+ 1 )); 
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DisplayWarning.HWValid = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = fliplr(Message.Data(Offset+2:0ffset+8)); 
DisplayWarning.HWMeasurement = bi2de(BinaryVector,2,'left-msb')*0.1; 
% Byte 4 
Offset = 32; 
BinaryVector = fliplr(Message.Data(Offset+ 1 )); 
DisplayWarning.La neOn = bi2de(BinaryVector,2, 'Ieft-msb'); 
BinaryVector = fliplr(Message.Data(Offset+2)); 
DisplayWarning.LeftLDWOn = bi2de(BinaryVector,2, 'Ieft -msb'); 
BinaryVector = fliplr(Message.Data(Offset+ 3)); 
DisplayWarning.RightLDWOn = bi2de(BinaryVector,2,' left-msb'); 
BinaryVector = fliplr(Message.Data(Offset+4)); 
DisplayWarning.ForwardCollisionWarningOn = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = fliplr(Message.Data(Offset+5)); 
DisplayWarning.LeftCrossing = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = fliplr(Message.Data(Offset+6)); 
DisplayWarning.RightCrossing = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = fliplr(Message.Data(Offset+ 7)); 
DisplayWarning.Maintenance = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = fliplr(Message.Data(Offset+8)); 
DisplayWarning.FailSafe = bi2de(BinaryVector,2,'left-msb'); 
% Byte 5 
Offset = 40; 
BinaryVector = fliplr(Message.Data(Offset+2)); 
DisplayWarning.PedForwardCollisionWarning = bi2de(BinaryVector,2,'left-msb'); 
BinaryVector = fliplr(Message.Data(Offset+3)); 
DisplayWarning.Pedl nDangerZone = bi2de(BinaryVector,2, 'Ieft-msb'); 
GetHWMatrix 
function HWMMatrix = GetHWMatrix(WarningMessages) 
%% This function will convert the head way measurement from warning messages as a time, value 
matrix 
N = length(WarningMessages); 
HWM Matrix = zeros(N,2); 
for (i= 1 :N) 
HWMMatrix(i,1) = WarningMessages.TimeStamp; 
HWMMatrix(i,2) = WarningMessages.HWMeasurement; 
End 
GetCollision WarningMatrix 
function CWMatrix = GetCollisionWarningMatrix(WarningMessages) 
%% This function will con vert the collision warning signal from warning messages as a 
time, value matrix 
N = length(WarningMessages); 
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CWMatrix = zeros(N,2); 
for (i= 1:N) 
CWMatrix(i, 1) = WamingMessages(i). TimeStamp; 
CWMatrix(i,2) = WamingMessages(i).ForwardCollision WamingOn; 
end 
Get VehicleM essages 
function VehicieMessage = GetVehicieMessages(Message) 
%% Parses OBDII messages to retrieve speed, brake, etc .. signais 
VEHICLE_MESSAGUD = '760'; 
if hex2dec(VEHICLE_MESSAGE-'D) == Message.identifier 
el se 
disp('ID is not a valide Vehicle message'); 
return; 
end 
% The timestamp 
VehicieMessage.TimeStamp = Message.TimeStamp; 
% Byte 0 
Offset = 0; 
% Byte 1 
Offset = 8; 
% Byte 2 
Offset = 16; 
BinaryVector = fliplr(MessageData(Offset+ 1 :Offset+8)); 
VehicieMessage.Speed = bi2de(BinaryVector,2,' left -msb') 
Get VehicleKinematics 
function KinematicMatri x = GetVehicieKinematics(Speed) 
%% This function will convert the Speed data into matrix with 3 columns: 
% columns 1: t imestamp 
% columns 2: speed 
% columns 3: acceleration 
N = length(Speed); 
KinematicMatrix = zeros(N,3); 
for (i =1:N) 
KinematicMatrix(i,1) = Speed(i).TimeStamp; 
KinematicMatrix(i,2) = Speed(i).Speed * 1000/3600; 
if i > 1 
deltaT = KinematicMatrix(i,1) - KinematicMatrix(i -1, 1); 
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deltaS = KinematicMatrix(i,2) - KinematicMatrix(i-1 ,2); 
X(i)= deltaS / deltaT; 
else 
KinematicMatrix(i,3) = 0 ; 
end 
end 
%% filter acceleration data 
windowSize = 10; 
b = (1/windowSize)*ones(1,windowSize); 
a = 1; 
KinematicMatrix(:,3) = filter(b,a,X); 
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MainCanTrace : 
clear ail; clc; close ail; 
Path = pwd; 
%FileName = '\AIi\ TEST1 .txt'; 
% FileName = '\Alvaro\ TEST1.txt' ; 
% FileName = '\Alvaro\test2.txt'; 
% FileName = '\Fanilo\ TEST1 .txt'; 
FileName = ,\Lotfi\ TESTE2.txt'; 
% FileName = '\Marwa1\TEST2.txt'; 
% FileName = '\ TEST1 .txt'; 
%FileName = '\Marwa1\TEST2.txt'; 
%FileName = '\ Try.txt'; 
FuliFileName = strcat(Path,FileName); 
SaveToFile = 1; % to save to file 
if SaveToFile == 0 
Annexe C 
CanMessage = ParseCanTraceLogfile(FuIiFileName); 
NbMessages = length(CanMessage); 
s = sprintf('%s %d','Number of different messages = " NbMessages); 
disp(s); 
j= 1; 
DISP_WARN_MSGJD = '700'; 
for i=1:NbMessages 
if CanMessage(i).identifier = = hex2dec(DISP _WARN_MSGJD); 
Message = CanMessage(i); 
DisplayWarningO) = GetDisplayAndWarningMessages(Message); 
j =j + 1; 
end 
end 
% Get the head way measures as a Maxtrix (time, value) 
HeadWayMeasures = GetHWMatrix(DisplayWarning); 
% Get the forward collision warning as a Maxtrix (time, value) 
ForwardCollisions = GetCollisionWarningMatrix(DisplayWarning); 
%% Get speed meassures 
VEHICLE_MESSAGUD = '760'; 
j= 1; 
for i=1:NbMessages 
if CanMessage(i).identifier == hex2dec(VEHICLE_MESSAGUD); 
Message = CanMessage(i); 
SpeedO) = GetVehicieMessages(Message); 
j =j + 1; 
end 
end 
% Get SPeed, accelearation Matrix 
KinematicMatri x = GetVehicieKinematics(Speed); 
% Get Vehicle parameters and average road slope 
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AverageRoadGrade = 0.02; 
VehicieParam = GetVehicieParameters('HYNDAY _ TUCSON_H2', AverageRoadGrade); 
% Get mechnical power at wheels 
MecaPower = ComputeMechanicaIPower(KinematicMatrix,VehicieParam); 
FuIlData(:, 1) = ForwardCollisions(:, 1); % time 
FuIlData(:,2) = KinematicMatrix(:,2); % speed 
FuIlData(:,3) = KinematicMatrix(:, 3); % acceleration 
FuIlData(:,4) = AverageRoadGrade*ones(length(KinematicMatrix),1); % average slope 
FuIlData(:, S) = ForwardCollisions(:,2); % forward collision warning 
FuIlData(:,6) = HeadWayMeasures(:,2); % forward time to collision 
FuIlData(:,7) = MecaPower(:,2); % mechancal power 
%% Save the data for future runs 
FuliFileName = strcat(FuIiFileName,'.TXT'); 
save(Fuli FileName,' Fu Il Data ',' -ascii ',' -tabs'); 
el se %% Load preprocessed data 
FuliFileName = strcat(FuIiFileName,'.TXT'); 
FullData = load(FuIiFileName, '-ascii '); 
end 




subplot (2,1,1); plot(FuIlData(:,1), FuIlData(:, 2)); 
hold on; subplot (2,1,1); plot(FuIlData(:,1), FuIlData(:,3)); 
legend('Speed [mis] " 'Acceleration [m/s2] ') 




plot(FuIlData(:, 1), FuIlData(:, S)); 
legend('Time to collision', 'Collision warning ') 
MSE_Cal; 
outdata = Full Data(:, 7); 
Mean_Squared_error = immse(targ,outdata) 
output= output' 
Mean_Squared_erroUest = immse(Targets,output) 
Return 
GetDrivingModel 
function GetDrivingModel(DrivingData, ModelSource) 
% This function uses neural net to build a holitic 
% Normalize the input/output Matrix 
Inputs = DrivingData(:,2:6); 
Maxlnputs = max(lnputs); 
Minlnputs = min(lnputs); 
Deltalnputs = (Maxlnputs - Minlnputs); 
147 
for (i = 1 :length(Deltalnputs)) 
if Deltalnputs(i) == 0; 
Deltalnputs(i) = 1; 
end 
end 
Deltalnputsj nv = Deltalnputs'; 
Deltalnputsj nv 
M = length (Deltalnputsjnv) 
for (i=1:M) 
Inputs(:,i) = Inputs(:, i)jDeltalnputsjnv(i); 
end 
% Inputs = Inputs ./Deltalnputs; 
Targets = Driving Data(:,7); 
MaxTargets = max(Targets); 
MinTargets = min(Targets); 
DeltaTargets = (MaxTargets - MinTargets); 
for (i =1 :length(DeltaTargets)) 
if DeltaTargets(i) == 0; 
DeltaTargets(i) = 1; 
end 
end 
% t raning .... 
if ModelSource == 1 % refaire le training 
net = feedforwardnet([10, 5]); 





output = net(lnputs'); 
end 
% test-general ization 
% denormalize 
output = output .* DeltaTargets; 
figure 
subplot(2,1,1); plot (DrivingData(:,1), DrivingData(:,7)); hold on; 
su bplot(2, 1, 1); plot (Drivi ng Data(:, 1), output); 
subplot(2,1,2); plot (DrivingData(:,1), output' -DrivingData ( :, 7 )) ; 
end 
%% Import data from text file. 
%% Initialize variables. 
filename = FuIIFileName'; 
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%% Read columns of data as strings: 
% For more information, see the TEXTSCAN documentation. 
formatSpec = '% 17s% 17s% 17s% 17s% 17s% 17s%s%[" \n\r],; 
%% Open the text file. 
filelD = fopen(filename,'r'); 
dataArray = textscan(filelD, formatSpec, 'Delimiter', 00, 'WhiteSpace', 00, 'ReturnOnError', false); 
%% Close the text file. 
fclose(fileID); 
%% Convert the contents of columns containing numeric strings to numbers. 
% Replace non-numeric strings with NaN. 
raw = repmat({ 00 },length(dataArray{1 }),length(dataArray) -1); 
for col = 1 :length(dataArray)-1 
raw(1 :length(dataArray[20]),col) = dataArray[20]; 
end 
numericData = NaN(size(dataArray{1}, 1 ),size(dataArray,2)); 
for col = [1 ,2,3,4,5,6,7] 
% Converts strings in the input cell array to numbers. Replaced non -numeric 
% strings with NaN. 
rawData = dataArray[20]; 
for row= 1 :size(rawData, 1); 
% Create a regular expression to detect and rem ove non -numeric prefixes and 
% suffixes. 
regexstr = '(7 < prefix > .*?)(? < numbers > ([ -] *{\d+ [\] *) + [\.]{O, 1 }\d*[eEdD]{O, 1}[ -+ ]*\d*[i]{O, 1 })I([-
]*{\d + [\,] *)* [\.]{1 , 1 }\d + [eEd D]{O, 1}[ -+ ]*\d*[i]{O, 1 }))(? < suffix >. *)'; 
try 
result = regexp(rawData[80], regexstr, 'names'); 
numbers = result.numbers; 
% Detected commas in non-thousand locations. 
invalidThousandsSeparator = false; 
if any(numbers== ','); 
thousandsRegExp = ' '' \d+ ?(\\d{3})*\.{O,1}\d*$'; 
if isempty(regexp(numbers, thousandsRegExp, 'once')); 
numbers = NaN; 
invalidThousandsSeparator = true; 
end 
end 
% Convert numeric strings to numbers. 
if ~ invalidThousandsSeparator; 
numbers = textscan(strrep(numbers, ',', 00), '%f'); 
numericData{row, col) = numbers{1}; 







%% Create output variable 
targ = ceIl2mat(raw); 
%% Clear temporary variables 
clearvars filename formatSpec filelD dataArray ans raw col numericData rawData row regexstr 
result numbers invalidThousandsSeparator thousandsRegExp me; 
targ=targ(:,7); 
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