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Abstract
We suggest that the Hermitian matrix models with resonant tunneling may exhibit
novel criticality. Some features of the proposed criticality are explored. In particular,
we argue that the new critical point is connected with the first-order transition.
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§1. Introduction
The tunneling phenomenon is a salient feature of quantum physics that even physicists
sometimes find peculiar. One such example of it is resonant tunneling. The tunneling effect
is usually characterized by an exponential suppression by a potential barrier; however, if
a pair of potential barriers exists and certain conditions are met, tunneling occurs with a
probability of unity, as we will explain in the next section.
Resonant tunneling has been extensively studied, but interesting applications and re-
searches of it still exist. This paper presents one such application1)2)3)4).5) In the following
sections, we investigate resonant tunneling in the context of matrix models and explore its
consequences.
Matrix models may seem an unlikely arena for the tunneling phenomenon because, first,
quantum fluctuations in the models described by N ×N matrices are suppressed when one
takes a large-N limit, in which almost all the useful analyses can be conducted. There, the
system usually stays at a stable vacuum whose nature is well understood, until a change in
the parameters sets some of the degrees of freedom unstable and causes a divergence. This
is the critical point of usual matrix models. Our point is that new instabilities caused by
resonant tunneling unfold, while ordinary tunneling effects are much subtle in matrix models
∗).
Since we need to incorporate the tunneling phenomenon, our current analysis is, among
other various matrix models, limited to the one-dimensional one, where tunneling effect is
most straightforward to calculate. The other cases are left for future study.
§2. Resonant tunneling
Let us first illustrate resonant tunneling22)23) . Consider the one-dimensional Schro¨dinger
equation
d2ψ
dx2
+
2m(E − V (x))
~2
ψ = 0, (2.1)
where, for the sake of simplicity, we take V (x) to be symmetric under the reflection at the
origin x↔ −x as shown in Fig. 1. Now suppose a situation in which an incident wave enters
from the left at x < −b (region I in Fig. 1) and eventually exits from the right at x > b
(region V in Fig. 1.). Then, within the WKB (Wentzel-Kramers-Brillouin) approximation,
∗) The tunneling of an eigenvalue of matrix models is attributed to non-perturbative effect
of non-critical string theory.6), 7), 8), 9), 10) It can be understood as a non-critical version of D-
branes11), 12), 13), 14).15), 16), 17), 18) This perspective prompted further investigations.19), 20), 21)
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Fig. 1. Potential V (x) divided into five regions
the incident wave function in region I can be expressed as
ψI =
A
k
ei
∫ x
−b kdx +
B
k
e−i
∫ x
−b kdx, (2.2)
where
k(x) ≡
√
2m
~
(E − V (x)). (2.3)
The outgoing wave function in the region V is given by
ψV =
F
k
ei
∫ x
a kdx, (2.4)
and the wave function in region III (−a < x < a) is given by
ψIII =
C
k
ei
∫ x
a kdx +
D
k
e−i
∫ x
a kdx. (2.5)
The relationships among the coefficients A,B, . . . , F in the above expressions can be calcu-
lated using the connection formula. In fact, these relationships can be conveniently cast into
a matrix form; for example,(
C
D
)
=
1
2
(
2θ + 1
2θ
i(2θ − 1
2θ
)
−i(2θ − 1
2θ
) 2θ + 1
2θ
)(
F
0
)
, (2.6)
where
θ = e
∫ b
a κdx, κ(x) ≡
√
2m
~
(V (x)− E). (2.7)
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Then, the transmission coefficient between regions III and V can be determined as follows:
TIII→V =
|F |2
|C|2 =
4(
2θ + 1
2θ
)2 . (2.8)
Note that θ contains the exponential factor, as shown in Eq. (2.7); therefore, the transmission
from regions III to V is exponentially suppressed as expected. In addition, one can apply
the connection formula between regions I and III and combine the result with the above
calculation to obtain(
A
B
)
=
1
2
(
2θ + 1
2θ
i(2θ − 1
2θ
)
−i(2θ − 1
2θ
) 2θ + 1
2θ
)(
e−
J
2~ i 1
2
(
2θ + 1
2θ
)
F
−ie J2~ 1
2
(
2θ − 1
2θ
)
F
)
, (2.9)
=
F
4
(
2 cos J
2~
(
4θ2 + 1
4θ2
)− 4i sin J
2~
−2i cos J
2~
(
4θ2 − 1
4θ2
) ) , (2.10)
where
J ≡ 2
∫ a
−a
√
2m
~
(E − V (x))dx =
∮
pdq. (2.11)
Then, the total transmission coefficient is
TI→V =
|F |2
|A|2 =
4(
4θ2 + 1
4θ2
)2
cos2 J
2~ + 4 sin
2 J
2~
. (2.12)
Note that the transmission coefficient given in Eq. (2.12) also exhibits an exponential
suppression through its θ dependence. However, a special situation occurs if the following
condition is met:
J = 2pi~
(
n+
1
2
)
, n: integer. (2.13)
In this case, the cosine in the denominator of Eq. (2.12) vanishes and the sine becomes
unity, yielding a transmission coefficient TI→V of exactly unity. The exponential suppression
of tunneling vanishes completely, and the transmission occurs with a probability of unity.
This remarkable phenomenon is known as resonant tunneling22).23)
§3. Matrix model
In the previous section, we treated a single-particle wave function. Now we consider the
case for N2 particles, each of mass m. Various possible interactions among these N2 particles
may exist, but we choose the interactions and potential such that all the degrees of freedom
can be cast into an N ×N Hermite matrix Mij and the Hamiltonian H takes the following
4
form:
H = − ~
2
2m
∆M + TrV (M),
∆M =
∑
16i6N
∂2
∂M2ii
+
1
2
∑
16i<j6N
[
∂2
∂ReM2ij
+
∂2
∂ImM2ij
]
(3.1)
V (M)=
1
2
M2 +
∑
p
gpN
1− p
2Mp.
For the sake of simplicity, ~ is set to unity here. In their seminal paper,24) Brezin, Itzykson,
Parisi and Zuber made an ingenious observation that because of invariance under the U(N)
transformation M → UMU−1, the ground state of the above N2 particles, which is assumed
to possess the invariance just mentioned, is governed by the following Schro¨dinger equation
for N eigenvalues of M :∑
16i6N
{
− ~
2
2m
∂2
∂λ2i
+
1
2
λ2i +
∑
p
gpN
1− p
2λpi
}
φN({λi}) = N2EgφN({λi}). (3.2)
Here, the scale of Eg (the total energy of the system) is set in accordance with the total
number of the degrees of freedom N2, and the subscript indicates its dependence on the
potential variables {gp}. Considering the Van der Monde determinant, the above wave
function φ(λ) must be completely antisymmetric among its N variables; hence, Eq. (3.2)
represents N free fermions under the following potential:
V (λ) =
1
2
λ2 +
∑
p
gpN
1− p
2λp. (3.3)
Thus, the physics of the sector of interest is governed by N free fermions, each of which is
subject to the following Schro¨dinger equation:
d2φ
dx2
+
2m
~2
(N− V (x))φ = 0, (3.4)
where the scale of  (the energy of each fermion) is again set in accordance with the number
of the degrees of freedom, because each fermion carries approximately N times the energy
of the original particle. Then, the ground state of the whole system is easy to construct by
filling the energy levels from the bottom up to the Fermi energy F (Fig. 2). F is determined
from knowing that the total number of fermions is N . For the large N approximation, the
following equation holds:
N =
∫
dλdp
2pi~
Θ
(
F − p
2
2m
− V (λ)
)
, (3.5)
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Fig. 2. Fermions filling the energy levels.
where Θ denotes the step function. The integral in Eq. (3.5) implicitly determines F but a
singularity exists when the level of F reaches any local maximum of the potential V (λ). This
singularity corresponds to the critical point where the present matrix model given in Eq. (3.1)
becomes equivalent to the D = 2 non-critical string theory in the so-called double-scaling
limit.25) The physics behind this criticality is that beyond that critical point, a fermion with
the Fermi energy is no longer confined in the valley formed by the local maxima, and it can
cross over one of them. Therefore, the system described by these fermions goes through a
phase transition. Details of this critical behavior have been investigated.26)
§4. New criticality through resonant tunneling
Now we argue that the matrix model presented in Eq. (3.1) exhibits a different kind of
criticality than that explained in the previous section if resonant tunneling is considered.
Consider a case with the potential shown in Fig. 3. The energy levels that corresponds to
6
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Fig. 3. Energy levels starting at the left minimum are filled up to the Fermi energy.
the motion near the origin are the first to be filled, and they are filled up to the Fermi energy
F , which is determined using Eq. (3.5). Because different values of the parameter gp in
the potential lead to different values of the Fermi energy F , one can tune the level of F by
gradually varying the value gp.
Figure 4 depicts a case in which F is zero and the central local minimum is slightly
negative. Note that the shape of the potential is completely symmetric under reflection at
the central local minimum, and the Fermi energy F is less than the local maxima. One can
calculate a quantity similar to that in Eq. (2.11) in Section 2 where we discussed resonant
tunneling:
J ≡ 2
∫ z2
z3
√
2m
~
(−V (x))dx, (4.1)
where z2 and z3 are the nearest zero points of the potential to the local minimum. Now
suppose J satisfies the following:
J = pi~, (4.2)
which is nothing but the condition for resonant tunneling given in Eq. (2.13) with n = 0.
Therefore, the analysis described in Section 2 indicates that a fermion with energy E = 0 can
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Fig. 4. Resonant Tunneling. The region shaded in green is relevant for J .
penetrate and pass through two of the potential barriers into the other potential minimum
region with a transmission coefficient of unity. From the viewpoint of the fermions, the Fermi
energy gradually increases to zero as the potential parameters change, and if the potential
was set to simultaneously satisfy Eq. (4.2), the potential barrier formed by the twin peaks
suddenly disappears (Fig. 5). Therefore, the situation is similar to the criticality discussed
in the previous section in the sense that the fermion with the highest energy crosses the
potential barrier and senses the potential beyond the barrier. We claim that this is a novel
criticality realized by the resonant tunneling phenomenon.
The novelty here is not only the association with the resonant tunneling. Let us introduce
a more general potential such as the one shown in Figure 6. In this case, the Fermi energy
can assume a positive value without hitting the criticality, even if the potential satisfies the
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Fig. 5. Potential felt by fermions due to resonant tunneling
condition for the resonant tunneling:
J = 2
∫ z3
z2
√
2m
~
(−V (x))dx = 2pi~
(
n+
1
2
)
, n: integer. (4.3)
This is because for a general potential, the transmission coefficient takes the following form
instead of that presented in Eq. (2.12):
T =
4(
4θθ′ + 1
4θθ′
)2
cos2 J
2~ +
(
θ
θ′ +
θ′
θ
)2
sin2 J
2~
, (4.4)
where
θ = e
∫ z1
z2
κdx
, κ(x) ≡
√
2m
~
V (x), (4.5)
and
θ′ = e
∫ z3
z4
κdx
, κ(x) ≡
√
2m
~
V (x), (4.6)
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Fig. 6. More general potential
respectively. When the condition for resonant tunneling presented in Eq. (4.3) is satisfied,
the transmission coefficient is
T =
4(
θ
θ′ +
θ′
θ
)2 . (4.7)
The transmission coefficient T would be unity only if θ = θ′, otherwise it would exhibit an
exponential suppression arising from θ and θ′. Now suppose that the potential in Fig. 6 is
tuned so that θ = θ′. Then, fermions with energy 0 < E < F could freely travel to the
region x > z4. Therefore, it would appear that the energy carried by such fermions escapes
from the system instantaneously. One may interpret the escaped energy as latent heat.
This observation suggests that the criticality we introduced corresponds to the first-order
transition rather than a second-order one. ∗)
§5. Conclusion
In this paper, we demonstrated that the Hermitian matrix models with resonant tunneling
could exhibit a new criticality. We suggested that this new criticality corresponds to the
first-order transition, in contrast to the conventional critical point that corresponds to a
∗) We owe this observation to H. Kawai.
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second-order transition. While it is well established that the criticality associated with the
second-order transition manifests c = 1 non-critical string, the physical implications of the
present criticality remains to be explored. In particular, future studies could examine the
detailed behavior of this new criticality.
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