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An Optimization Model of the Acceptable
Consensus and Its Economic Signicance
Abstract
Purpose{This paper aims to construct an optimal resource reallocation model of the limited resource
by a moderator for reaching the greatest consensus, and shows how to reallocate the limited resources by
using optimization methodology once the consensus opinion is reached. Moreover, this paper also devotes to
theoretically exploring when or what is the condition that the group decision making (GDM) system is stable;
and when new opinions enter into the GDM, how the level of consensus changes.
Design/methodology/approach{ By minimizing the dierences between the individuals' opinions and
the collective consensus opinion, this paper constructs a consensus optimization model and shows that the
objective weights of the individuals are actually the optimal solution to this model.
Findings{ If all individual deviations of the DMs from the consensus balance each other out, the infor-
mation entropy theorem shows this GDM is most stable, and economically each individual DM gets the same
optimal unit of compensation. Once the consensus opinion is determined and each individual opinion of the
DMs is under an acceptable consensus level, the consensus is still acceptable even if additional DMs are added,
and the moderator's cost is still no more than a xed upper limitation.
Originality/value{ The optimization model based on acceptable consensus is constructed in this paper,
and its economic signicance, including the theoretical and practical signicance, is emphatically analyzed: it is
shown that the weight information of the optimization model carries important economic signicance. Besides,
some properties of the proposed model are discussed by analyzing its particular solutions: the stability of the
consensus system is explored by introducing information entropy theory and variance distribution; in addition,
the eect of adding new DMs on the stability of the acceptable consensus system is discussed by analyzing the
convergence of consensus level: it is also built up the condition that once the consensus opinion is determined,
the consensus degree will not decrease even when additional DMs are added to the GDM.
Key Words Group decision making, consensus, collectively acceptable consensus, information entropy
Paper type Research paper
1 Introduction
The method of group decision making (GDM) represents an eective means to deal with the
systemic problem of group complexity that concerns with expert decision making and negotiation,
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such as situations in sport competitions, program reviews, parliamentary elections, and various inter-
national negotiations. In the process of a GDM (Arrow, 1963), there are various kinds of conicts
and divergences among the individual Decision Makers (DMs), interest groups, individuals, and inter-
est groups. After many rounds of debate over dierent opinions, exchanges of ideas, negotiations on
dierent positions, and making compromises, the DMs may reach a consensus in the end (Gonzalez-
Pachon and Romero, 2011). This consensus decision making is also a process of reaching an ultimate
agreement. It means that the consensus also stands for a method through which the entire group of
the DMs eventually comes to a settlement. Here, by consensus, it is dened as \an opinion or position
reached by a group as a whole" according to the American Heritage Dictionary. Another denition
reads that consensus (Ben-Arieh and Easton, 2009; Ness and Homan, 1998) represents \a decision
that has been reached when most members of the team agree on a clear option and the few who oppose
it think they have had a reasonable opportunity to inuence that choice; all team members agree to
support the decision". In this sense, \all consensus reaching processes proceed in a multistage setting,
i.e., the individual DMs change their opinions step by step until, possibly, some consensus is reached
(Herrera-Viedma et al., 2014 )". Through consensus, we not only work to arrive at a better solution,
but also promote cohesion, trust, and harmony of the community involved.
From the point of view of mathematical optimization, the process of reaching consensus (or
consensus process) involves maximizing the agreement among a group of DMs. Generally, there are
two kinds of methodologies towards reaching consensus. One is to use the objective weights obtained
through using optimization models that minimize the weighted sum of the dissimilarities between
the DMs, or minimize distance between the individuals' opinions and the collective opinion, and
then combine the individuals' opinions by utilizing aggregation operators. The characteristics of this
methodology are that the DMs in the GDM do not need to modify their opinions to converge to
the ultimate collective opinion. For example, Lee (2002) developed an optimal consensus method for
GDM environment by minimizing the sum of weighted dissimilarity among the aggregated consensus
and the individuals' opinions. Wang and Parkan (2006) proposed the least squares distance method
and the defuzzication-based least squares method for the assessment of the weights to be associated
with fuzzy opinions. Chen and Lee (2012) presented an autocratic consensus decision making using
group recommendations based on the interval linguistic labels ordered weighted average (ILLOWA)
operator and likelihood-based comparison relations. Ben-Arieh and Chen (2006) presented a procedure
for handling an autocratic GDM process under linguistic assessments by introducing a new linguistic-
labels aggregation operation. Xu and Cai (2011) developed a number of goal programming models and
quadratic programming models based on the idea of maximizing consensus to derive the importance
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weights of fuzzy preference relations and multiplicative preference relations, and then derived iterative
algorithms for reaching acceptable levels of consensus for GDM.
Another approach of GDM represents a dynamic and iterative process of modifying opinions in
order to reach an ultimate consensus. Some methodologies along this line focus on how to modify
individual DMs' opinions in order to increase the level of consensus. For example, Bryson (1996)
proposed a framework for using consensus relevant information embedded in the preference data
to assess the current level of group consensus, and to support the process of consensus building in
1996. And in 2007, Ben-Arieh and Easton (2007) introduced the concept of minimum cost consensus,
constructed a multi-criteria consensus model under linear cost opinion elasticity, and presented linear-
time algorithms to nd the minimum cost consensus. Then, Ben-Arieh et al. (2009) presented new
algorithms to nd the minimum cost consensus for three dierent models: the model of consensus
at the minimum quadratic cost, the model of " consensus at the minimum quadratic cost, and the
model of budget-constrained consensus at the minimum quadratic cost. Later, Zhang et al. (2011)
generalize the works of Ben-Arieh et al. They proposed novel models to achieve the minimum-cost
consensus under dierent aggregation operators, and developed a linear-programming methodology
to solve the models. While others focus on group consensus for the dynamics of the discrete-time
multi-agent system. For examples, Miao and Ma (2015) proposed consensus protocols for discrete-
time and continuous-time multi-agent systems to investigates consensus for the rst-order multi-agent
systems with nonlinear input constraints; Yang et al. (2014) used the Lyapunov function to derive the
consensus conditions of discrete-time multi-agent systems; And Feng et al. (2014) discuss consensus
problems for the second-order multi-agent systems.
Being dierent from these two kinds of consensus methodologies, this paper focuses on construct-
ing a novel optimization consensus model, and discusses the particular meaning of objective weights
of DMs. According to the viewpoint of Bryson (1996, 1997), unless there is an acceptable level of
consensus, it is premature to use mathematical models to generate the objective weights (preference
vector). Therefore, in our new consensus model, we rst suppose that the current level of consensus
in GDM is acceptable. In such a context, (1), a consensus opinion or an acceptable consensus opinion
is also supposed to exist, and a moderator introduced in GDM is entrusted that he/she can persuade
each individual DM to change his/her opinion towards the consensus opinion by paying the cost (con-
suming resources such as time, money) to the individuals, and the individuals' opinions that have been
modied many times are within a threshold (acceptable) value of deviation of this consensus opinion.
(2), the weight of each DM is objectively obtained through an optimization consensus model that is
constructed by minimizing the aggregation of the deviations between the individuals' opinions and
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consensus opinion. Economically, it will also be shown that each weight actually represents an opti-
mal unit of compensation on the individual DM for changing his/her opinion towards the consensus
opinion. And (3), the convergence of consensus level will be analyzed. In other words, the eect of
adding new DMs on the stability of the acceptable consensus system will be explored in this paper.
This paper is structured as follows. Section 2 provides the background information and introduces
the hypothesis of consensus decision making. Section 3 contains three parts. The rst part describes
the principle of constructing the optimization consensus model based on optimal resource reallocation,
and explores properties of this model in order to produce a more generalized optimization consensus
model on the basis of ordered weighted aggregation (OWA) operator. The second part establishes the
conditions for the existence of general solutions of the consensus model. And the last part discusses
the special properties of the acceptable consensus model when new DMs enter into the GDM. Section
4 and 5 use numerical examples and a example of demolition and relocation of an urban building to
illustrate how the proposed models work. Section 6 concludes the paper.
2 Background and Basic Hypothesis
In the process of consensus decision making, DMs are expected to participate equally by con-
tributing opinions (or suggestions). A minimum number of individual DMs is necessary to provide an
accurate representation of the decision-making problem and to take into account of all perspectives
in the group so that the eventual decision outcome is in everyone's interests, and meets the actual
circumstances better. Consensus decision making involves three basic steps: the process of opinion
assimilation (information fusion) (Herrera et al., 2005), opinion optimization, and opinion aggrega-
tion. The consensus process (Ben-Arieh and Easton, 2007) is also a dynamic and interactive group
decision process, so a moderator (Ben-Arieh and Easton, 2009), responsible for the whole process of
consensus decision making and for coordinating each of the individual DMs to gradually change his
or her opinions towards a collective opinion, is supposed to exist. He/she is required to represent
the collective interest and to help reach the consensus, and has been predetermined and possesses an
eective leadership and strong interpersonal communication and negotiation skills (Herrera-Viedma
et al., 2014; Cabrerizo et al., 2010; Herrera et al., 1996; Perez et al., 2013). When the moderator tries
to persuade individual DMs to change their opinions in order to reach a consensus, he/she is supposed
to mobilize all possible forms of resources or pay a cost (Ben-Arieh and Easton, 2007, 2009; Zhang
et al., 2011), be they material, nancial, human, and informational. When the individuals have to
change their opinions towards a collective opinion, they deserve to be compensated or to be rewarded
(Gong et al., 2015a, Gong et al., 2015b).
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2.1 Opinion Assimilation
In GDM, various opinions are expressed by the DMs representing their varied interests, hobbies,
and knowledge structures. Each expressed opinion, presenting dierent structures, includes a util-
ity function (Houthakker, 1950), a judgment matrix (Xu, 2005, 2007; Ramanathan R and U, 2010;
Bryson and Joseph, 1999; Chiclana et al., 2002; Herrera-Viedma et al., 2005, 2007, 2007; Saaty and
Rogers, 1976; Umano et al., 1998) (or preference relations, such as multiplicative preference relation,
additive preference relation, interval preference relation, natural linguistic preference relation, and
grey preference relation), attribute values, etc. It reects a certain degree of condence regarding the
decision making problem. There also exist dierences in the scales of criteria even when the opinions
are the same. For example, suppose that we invite two DMs to review a scientic research paper.
They naturally have dierent sets of evaluation criteria regarding the meaning of \excellent". Suppose
that the rst DM holds the view that an excellent paper scores at least 85, while the other DM thinks
an excellent paper scores at least 90. Consequently, the moderator tries to construct an appropriate
mapping transformation (function) for the purpose of establishing decision rules in order to unify or
assimilate these structures of dierent kinds of opinions and scales of criteria. We call this process
opinion (information) assimilation. The following diagram shows the step of opinion assimilation by
the moderator:
Utility Functions
Preference Relations
Attribute Values
ĂĂĂĂĂĂ
Opinion Assimilation
Mapping
Functions The Same Scale 
of Opinion
Figure 1: Step 1 of the Moderator: Opinion Assimilation
2.2 Opinion Optimization
The process of opinion optimization is essentially the minimization of the dierences among the
individuals' opinions or of the divergences between the individuals' opinions and collective opinion.
Opinion optimization is achieved in two ways: One is to fully consider the opinion dierences between
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the individuals, and then to minimize the individuals' dierences (Wang and Parkan, 2006; Xu and
Cai, 2011); the other is to fully consider the opinions between the individuals and the group, and
then minimize the deviation between the individuals' opinions and the collective consensus opinion
(Ben-Arieh and Easton, 2007, 2009; Zhang et al., 2011). In the process of consensus decision making,
it is hard to obtain a completely consensus opinion that satises the interest of every individual.
Usually, there always exists a dierence between an individual DM's opinion and the collective opinion
for such reasons as that: (1) each individual opinion contains limitation. That is, there always
are bounded rationality (Simon, 1991), prejudice or bias, and preference in each individual opinion;
and (2) there are complexity and conicts in the collective opinion. That is, it is hard to obtain a
completely identical opinion, even though all the individuals have similar values, backgrounds, abilities,
knowledge structures, experiences, etc., in reality. For the sake of achieving consensus, on one hand,
the moderator in GDM trusts that he can persuade each individual to change his (her) opinion to an
ideal (consensus) value by paying the cost (consuming resources such as time, money). On the other
hand, all individual DMs may expect to receive returns for changing their opinions towards the ideal
opinion. In other words, in the process of consensus reaching, the moderator expects to pay his fees
to obtain consensus, and each individual DM hopes to receive his/her share of compensation because
he/she has made sacrices in order to satisfy the collective interest. Under such circumstances, the
group consensus opinion is often assumed to exist due to the existence of the moderator. During the
process, because the moderator, who represents the group interest, tries to persuade each DM to alter
his/her opinion, the individual DMs' opinions and the group consensus in fact constitute a dynamic
process of continued adjustment and optimization. When the deviations between the opinions of all
individual DMs and the group consensus fall within a reasonable range, we can think that the group
has reached a basic consensus (an acceptable consensus). When seen from the angle of mathematical
optimization, an acceptable consensus represents the Pareto optimization (Chankong and Haimes,
1983) of the individuals' opinions and the opinion of the moderator. The following diagram shows the
step of opinion optimization by the moderator:
Evidently, reaching an acceptable consensus, in terms of mathematical optimization, embodies
such a process that the deviations between the opinions of individual DMs and the group opinion are
gradually reduced. So, one of the problems this paper needs to address is how to construct such a
mathematical optimization model that can be utilized to minimize the deviations between the opinions
of individual DMs and the group opinion so that an acceptable consensus can be obtained.
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.Disgree
.Partly Disgree
.Partly Agree
.Agree
Opinion Optimization
Pareto
optimization
An Acceptable 
Consensus
Figure 2: Step 2 of the Moderator: Opinion Optimization
2.3 Opinion Aggregation
The eventual result of consensus decision making depends on the rules of making the decision.
The aggregation method (Bose et al.,1997; Levy and Delic, 1994; Linares and Romero, 2002; Vanicek
et al., 2009; Yager, 1988) represents one of the quantitative decision rules to reach consensus. The
aggregation of opinions is realized through aggregating both the weights and opinions of the individ-
uals by using a variety of aggregation operators, such as the ordered weighted aggregation (OWA)
operator (Yager, 1988), the weighted arithmetic averaging (WAA) operator (Wang and Parkan, 2006),
and the weighted geometric averaging (WGA) operator. In particular, an aggregation operator is a
function F that assigns a real number x to an m  tuple (x1; x2;    ; xm) of real numbers such that
x = F (x1; x2;    ; xm). An aggregation operator is often used to aggregate dierent opinions of the
individuals to a collective opinion. To this end, let O = fo1; o2;    ; omg be the set of the opin-
ions of the individuals and ! = f!1; !2;    ; !mg the corresponding set of the DMs' weights. Then
F (o1; o2;    ; om) is actually the collective opinion that is obtained by aggregating the opinions of
the individuals. In GDM, by an aggregation operator it represents a decision rule, selected by the
moderator. The following diagram shows the step of opinion aggregation by the moderator:
For example, if the moderator selects the weighted arithmetic averaging operator, then the deci-
sion rule will be the weighted arithmetic average principle. Let F satisfy
F (o1; o2;    ; om) = OWA(o1; o2;    ; om) =
mX
t=1
!tot (1)
7
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.OWA Operator
.WAA Operator
.WGA  Operator
.ĂĂĂĂĂĂ
Opinion Aggregation
Decision
Rule
Selection
An Appropriate 
Aggregation
Operator
Figure 3: Step 3 of the Moderator: Opinion Aggregation
where f1; 2; : : : ; mg is a permutation of f1; 2; : : : ;mg. Then Eq. (1) denotes the (aggregated)
collective opinion. If i = i; i 2M = f1; 2; : : : ;mg, i.e.
F (o1; o2;    ; om) =
mX
t=1
!tot (2)
then F is known as a weighted arithmetic average operator. If jo(i 1) j  jo(i) j; i = 2; 3; : : : ;m, then
F is known as an ordered weighted (arithmetic) aggregation (OWA) operator.
Additionally, we like to mention that the classical Arrow's work (Arrow, 1963) deals with the
aggregation of individual ordinal preferences, while this paper deals with the aggregation of individual
cardinal preferences.
2.4 Basic Hypothesis on Consensus Decision Making
According to Eqs. (1) - (2), an aggregation operator is actually a function of the weights and
opinions of the individuals because the result of aggregation changes with the weights and opinions.
Additionally, an appropriate aggregation operator can fully integrate all individuals' opinions and
contribute to the objectivity and correctness of the collective opinion. In this sense, selecting the best
aggregation operator is also an optimization process.
Conclusively, the optimization model of consensus is based on the following hypotheses: (1)
The opinions of individual DMs are assimilated through incessant adjustment and revision of many
rounds. (2) The applied aggregation operator is the optimum or could at least fully integrate all
individuals' opinions through recurrent selection. And (3) the decision ability of the group is reected
by the individuals' opinions to some extent and in consequence, the weights of the individuals show
the objectivity according to hypothesis (1). According to hypothesis (2), the more appropriate the
applied aggregation operator is, the higher consensus is (the smaller dierence between individuals'
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opinions and the collective opinion). All in all, the more objective the individuals' opinions are and the
more appropriate the applied aggregation operator is, the higher consensus and the more appropriate
of the GDM are.
The afore-mentioned assumption is that the smaller the dierence between the integrated individ-
uals' opinions and the collective opinion is, the higher the consensus is. In this paper, we construct an
optimization model of consensus in such a way that the objective function minimizes the dierence and
maximizes the degree of consensus, where the weight information of the individuals in the constraints
are supposed to be objective. We also show that the weight information of the optimization model
carries important economic signicance. Moreover, we show the condition that once the consensus
opinion is determined, the consensus degree will not decrease even when additional DMs are added to
the GDM.
3 Optimization Models of Collectively Acceptable Consensus Based
on OWA Operator and Their Properties
In this section, we rst introduce an optimization consensus model based on the minimum con-
sensus deviation and investigate the economic meaning of this optimization model. Then we generalize
this optimization consensus model to the case of ordered weighted aggregation (OWA) operator, and
discuss the economic meaning of the optimization model.
3.1 The Principle of Constructing the Optimization Consensus Model Based on
the Optimal Resource Reallocation
3.1.1 The Principle of Constructing the Model
Let oi be the opinion of DM di, i 2 M = f1; 2; : : : ;mg. In consensus decision making, when
all the opinions are equal to the same ideal opinion o, the group arrives at a completely consensus.
That is, o1 = o2 = : : : = om = o. Such an ideal opinion actually represents the collective interest,
so we refer to it as a consensus opinion. In reality, there must exist a deviation between an
individual opinion oi and the consensus opinion o. This deviation can be expressed by the deviation
measure ei = oi   o. In GDM, when all values of the deviation measure attain the minimum
possible value 0, that is, when the multi-objective optimization problem Min e = (e1; e2; : : : ; em)
T
has optimal solutions, the group arrives at a completely consensus. If jeij = joi   oj, then jeij denotes
the distance measure between the individual opinion oi and the consensus opinion o. Similarly, in
9
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GDM, when all the values of distance measure attain the minimum possible value, that is, when the
multi-objective optimization problem (Chankong and Haimes, 1983) Min jej = (je1j; je2j; : : : ; jemj)T
has optimal solutions, the group also arrives at a complete consensus. Based on the multi-objective
optimization theory, it is hard to obtain the optimization solution of a multi-objective optimization
problem, and all multi-objective optimization problems need to be transformed into a single-objective
model (Chankong and Haimes, 1983) in terms of a decision rule, say, the weighted arithmetic average.
This means that we can only obtain the Pareto optimization solutions to Min e = (e1; e2; : : : ; em)
T
and Min jej = (je1j; je2j; : : : ; jemj)T . This also signies the fact that it is only feasible to obtain the
Pareto optimization consensus opinion that represents each individual DM's interest.
For the purpose of arriving at a consensus, the moderator in GDM is entrusted with his ability to
persuade each individual DM to modify his/her opinion towards a consensus opinion by paying a price
to the DM. When the individual DMs need to change their opinions towards a consensus opinion, it
is assumed that they expect to receive appropriate returns or compensations for their adoptions of
new positions and opinions. That is, when these individual DMs change their opinions, the moderator
pays for their loss according to the deviation degree jeij. Let !0 be the total cost that the moderator
paid for reaching a consensus, and !i the unit cost that the moderator is willing to pay DM di to
achieve a consensus. Then wijeij denotes the total cost paid to DM di. Let C = (!1je1j; : : : ; !mjemj)T
denote the total cost that the moderator pays all the individual DMs. Then it is obvious that
!0 =
mX
i=1
!ijeij (3)
Economically, Eq.(3) possesses the following vital signicance. It can be regarded as a reallocation
of the limited resource !0 for consensus reaching: the moderator pays each DM the unit cost !i in the
light of the distance deviation jeij between the DM's opinion oi and the consensus opinion o, and the
total cost spent on DM di is !ijeij.
If we normalize the unit cost !i by !i = !i=
mP
i=1
!i, the Eq.(3) is equivalent to
!0 =
mX
i=1
!ijeij (4)
where !0 = !0=
mP
i=1
!i, and
mP
i=1
!i = 1.
Similarly, Eq.(4) has the same economic meaning of reaching consensus: It can be regarded as a
reallocation of limited resource !0, where the moderator pays DM di unit cost !i in the light of the
distance deviation jeij between the DM's opinion oi and the consensus opinion o, and the total cost
on di is !ijeij.
10
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For Eq.(4), it is natural to discuss what is the appropriate value of !i so that the reallocation of
limited resource !0 is reasonable in the process of reaching a consensus? From the view point of DM
di, !i is his unit compensation paid by the moderator according to the deviation value ei; from the
view point of mathematics, !i satises
mP
i=1
!i = 1, so !i can be viewed as the weight of jeij. Therefore,
one of the main purposes of this paper is to determine the objective value of !i.
Let's reconsider Eq.(4). It satises the inequality j
mP
i=1
!ieij 
mP
i=1
!ijeij, where
mP
i=1
!iei is the sum
of all the weighted arithmetic average of consensus deviations between the DMs' opinions and the
consensus opinion. So, we have
mX
i=1
!iei =
mX
i=1
!i(oi   o) =
mX
i=1
!ioi   o
If the GDM arrives at a complete consensus, then all the individual DMs' opinions are exactly
equal to the consensus opinion (the ideal opinion), i.e., o = o1 = o2 = : : : = om. For the reason
that o =
mP
i=1
!io =
mP
i=1
!ioi, it means that the consensus opinion can be decomposed into the weighted
arithmetic average of all the DMs' individual opinions, and it also signies that the consensus opinion
is actually determined by combining individual DMs' opinions. However, in most practical situations,
there always exists a deviation between the consensus opinion and the combination of individual DMs'
opinions. This means that o is not equal to
mP
i=1
!ioi. So,
mP
i=1
!ioi   o =
mP
i=1
!iei can be actually viewed
as a measure for the degree of deviation from the collective consensus. The smaller the value of this
measure is, the greater the degree of consensus.
3.1.2 Model Construction
When j
mP
i=1
!ieij attains the minimum value on the universe of discourse f!ij
mP
i=1
!i = 1; !i  0g,
the GDM reaches the greatest degree of consensus, which can be denoted by the optimization model
E(
) = min j
mX
t=1
!tetj
s:t:

mP
t=1
!t = 1; !t  0; t 2M (5)
Obviously, the feasible solution !i; i 2 M , and the optimization solution !i ; i 2 M , to Model
(5) satisfy
minj
mX
i=1
!ieij  j
mX
i=1
!ieij 
mX
i=1
!ijeij (6)
j
mX
i=1
!i eij = minj
mX
i=1
!ieij 
mX
i=1
!i jeij (7)
where !i; i 2M , and !i ; i 2M . Eq. (6) and Eq. (7) have two important meanings:
11
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 Theoretically, !i is the weight of ei and !i the optimal weight of ei;
 Practically, !i is the unit cost that the moderator paid the DM di; And moreover, if j
mP
i=1
!ieij
attains the minimum value under the condition that
mP
i=1
!i = 1, !i  0, then !i can be regarded
as a Pareto optimal reallocations of limited resource !0 =
mP
i=1
!i jeij to DM di for reaching the
greatest consensus.
Naturally, we need to discuss the distribution of weights by solving the optimization Model (5).
Similarly, Model (5) also has two important meanings:
 It is an optimal consensus model under the condition
mP
i=1
!i = 1, !i  0; and
 It is an optimal resource reallocation model of the limited resource !0 =
mP
i=1
!i jeij for reaching
the greatest consensus.
In the next section, a more general optimization consensus model is developed based on Model
(5).
3.2 A Generalized Optimization Consensus Model Based on the Optimal Resource
Reallocation
Consider the set fe1; e2; : : : ; emg of individual deviation measures, and the corresponding f!1; !2;
: : : ; !mg set of weights, satisfying
mP
t=1
!t = 1, 0  !t  1. Suppose that the aggregation operator
of the decision rule is the ordered weighted (arithmetic) aggregation (OWA). The degree of collective
consensus deviation
mP
t=1
!tet is obtained by integrating all DMs' opinions using the OWA operator,
where f1; 2; : : : ; mg is a permutation of f1; 2; : : : ;mg, and et 1  et ; t = 2; 3; : : : ;m, and the
OWA operator (Yager, 1988) of the dimension m is a function OWA : Rn 7! R with an associated
weight vector 
 = (!1; !2; : : : ; !m)
T such that
mP
t=1
!t = 1. Let
E = o  o =
mX
t=1
!tet (8)
Then E is actually a combination of individual consensus (deviation) levels, and also a function
of the objective weight vector 
 = (!1 : : : !m)
T . So we denote E as a function E(
), where
f1; 2; : : : ; mg is a permutation of f1; 2; : : : ;mg, and ot 1  ot ; t = 2; 3; : : : ;m. Here, we dene
jEj to be the collective consensus (deviation) level. Obviously, the closer to 0 the function E(
)
is, the larger the collective consensus level is.
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Suppose that there is a threshold value "; "  0, such that the equation
jet j = jo  ot j  " or ot   "  o  ot + "; t 2M (9)
holds true. Then we say that the DMs in the GDM reach an individually acceptable consensus.
Next, we show that for any established threshold "; "  0, the distance jEj is also within the interval
[0; "]. It is readily to prove that
jEj  " (10)
If Eq. (10) holds true, we say that the DMs in the GDM reach a collectively acceptable
consensus. The following theorem is readily seen.
Theorem 1 For any given threshold value "; "  0, if the DMs in the GDM reach the individually
acceptable consensus, then the DMs in the GDM also reach the collectively acceptable consensus.
In this paper, we call " ("  0 satises Eq.(9)) the threshold value of acceptable consensus.
Obviously, the smaller the threshold value of acceptable consensus is, the higher individual consensus
level and collective consensus level are.
3.2.1 The Optimization Consensus Model Based on OWA Operator
Grounded on the previous analysis, the smaller the function E(
) is, the larger the collective
consensus level is. The function E(
) of the collective consensus (deviation) level (the objective
function) should be the minimum under the condition of linear constraint !1 + : : :+ !m = 1; !i  0.
Thus we have the following optimization consensus model
E(
) = min OWA(e1; e2; : : : ; em) = min j
mX
t=1
!tet j
s:t:

mP
t=1
!t = 1; !t  0; t 2M (11)
where f1; 2; : : : ; mg is a permutation of f1; 2; : : : ;mg, and et 1  et , t = 2; 3; : : : ;m.
We call Model (11) the optimization consensus model based on OWA operator (COWA Model).
The optimization solution to Model (11) is benecial to the investigation of the economic meaning
and the systemic meaning of the weight vector. Moreover, we will also discuss when new opinions are
added into the GDM, whether or not the level of consensus will be changed and what is the economic
meaning of this situation?
3.2.2 The Generalized Optimization Consensus Model Based on the Optimal Resource
Reallocation
If we let !i be the unit cost that the moderator paid DM di , where f1; 2; : : : ; mg is a permu-
tation of f1; 2; : : : ;mg, then !i in Model (11) has two important meanings:
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 Theoretically, !i is the weight of ei ; and
 Practically, !i is the unit cost that the moderator paid DM di ; Moreover, if j
mP
i=1
!i ei j attains
the minimum value under the condition
mP
i=1
!i = 1, !

i  0, then !i can be regarded as an
Pareto optimal reallocations of limited resource !0 =
mP
i=1
!i jei j for reaching greatest consensus.
Naturally, the weight !i in Model (11) is the main points of the discussion. And Model (11) also
has two important meanings:
 It is an optimal consensus model under the condition
mP
i=1
!i = 1, !

i  0; and
 It is an optimal resource reallocation model of limited resource !0 =
mP
i=1
!i jei j for reaching
greatest consensus.
Let's reconsider the economic meaning of
!0 =
mX
i=1
!ijei j (12)
It can be regarded as a reallocation of the limited resource !0: the moderator pay the DM di the
unit cost !i in light of the deviation between the DM's opinion oi and the consensus opinion o, and
the total cost paid to the individual di is !ijei j.
For a given threshold value of acceptable consensus "; "  0, jei j  ", we have
!ijei j  !i" (13)
E  !0  " (14)
The economic meaning of Eq. (13) and Eq. (14) is as following: The limited resource !0 is no
less than the minimum value of reaching consensus E, and no more than the given threshold value of
acceptable consensus ". This means that E is the lower bound of limited resource !0, and " the upper
bound of !0. Additionally, the total cost paid to DM di is no more than !i".
3.3 Particular Optimization Solutions to the COWA Model
In this section, we further investigate the economic meanings and systemic signicance of the
weights in Model (11) by discussing its particular optimal solutions.
Let "  0 be a given threshold value of acceptable consensus satisfying Eq.(9), and 
 =
(!1 !2 : : : !m)T satisfying !1 + !2 + : : : + !m = 1, the optimal solution vector to the COWA
model. If E(
) = min E(
), then the COWA model is referred to as the optimal consensus model,
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 the optimal solution vector to the COWA model, and E(
) collective (Pareto) optimal consensus
(deviation) level.
Theorem 2 Let
mP
t=1
et = 0. Then 
 = (1=m; 1=m; : : : ; 1=m)
T is an optimal solution to the COWA
Model, such that E(
) = 0.
The economic meaning of Theorem 2 is that when the sum of all individual deviations is comple-
mentary (equivalent to 0), the degree of consensus is the highest and the moderator pays each DM
the same unit price. In this situation, the decision-making group may have a unanimous consent on
the issue of concern. In other words, if all individual deviations balance each other out, we regard the
importance of all individual DMs as being the same. The following entropy theorem shows that this
GDM system is stable.
Information entropy, as introduced by Shannon in 1948 (Shannon, 1948), is used to measure the
degree of uncertainty or information quantity of random events. In a consensus decision making sys-
tem, the weight information of all the DMs can be regarded as a random variable 
 = f!1; !2; : : : ; !mg,
where !i is the weight of the DM di; i 2 M . Each weight !i; i 2 M , can be viewed as independent
while satisfying
mP
i=1
!i = 1. Then f!1; !2; : : : ; !mg is in fact a probability distribution. In light of the
maximum entropy principle, when the system's entropy reaches the maximum, that is, when
s =  
mX
i=1
!iln!i (15)
reaches the maximum, where
mP
i=1
!i = 1, the system is the most stable and the random variable is
optimal.
In Eq.(15), when !1 = !2 = : : : = !m, the entropy model reaches the maximum, the unit cost
paid to each individual DM is the same, and the stability of the consensus decision making is the
highest. When there is a weight !i = 1, and the rest weights !j = 0; j 6= i; j 2M , the entropy model
reaches the minimum value, and the stability of consensus decision making is the lowest.
The entropy model (15) of consensus decision making and Theorem 2 can be interpreted as that
there is no dierence in the importance of each DM (that is, the unit cost paid to each individual DM
is the same) so that the collective opinion possesses higher objectivity, and that the decision system
is the most stable (All deviations of the individuals' opinions can balance each other out. That is, the
sum of the deviations is 0.). So, consequently, the GDM reaches the highest consensus. Additionally,
the variance of a weight variable is also an important index that can be employed to measure the
stability of the GDM system. The concept of variance of a random variable measures the spread, or
variability of a distribution. In Theorem 2, when the sum of all the individual deviation is 0, the
variance of all weights is 0. This shows that the spread, or variability, of the weights of the DMs is
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minimum. All in all, when the individuals' deviations balance each other out, we have that
 the moderator pays each DM the same unit cost in terms of the economic meaning; and
 the decision making system is most stable.
Next, we prove that when the individuals' deviations et, t 2 M , are all positive or all negative,
the COWA Model has an optimal solution.
Theorem 3 Let et, t 2M , be positive (respectively, negative), 
m = (0 0 : : : 0 1)T an optimal
solution to the COWA Model, where !m = 1, !i = 0; i 6= m; i 2 M , and jemj = emin = minfjetj; t 2
Mg denotes the minimum level of individual consensus deviations.
Theorem 3 shows that when all DMs' opinions are greater than (respectively, smaller than) the
consensus opinion (et > 0, t 2M); or when all DMs' opinions are smaller than the consensus opinion
(et < 0, t 2 M), the DM whose individual consensus level is the highest is optimal. Theorem 3 also
explains that all the other individuals' opinions are redundant except for the opinion of DM dm . In
other words, dm obtains all the compensation, while the rest DMs receive nothing. That means that
the information entropy model (15) reaches the minimum value. In light of the information entropy
principle, the minimum information entropy has the weakest stability. Additionally, in Theorem
3, when et, t 2 M , are all positive (respectively, negative), the variance of all weights attains the
maximum value. This shows that the spread, or variability, of the weights of the DMs is also maximum.
In conclusion, when all the other individuals' opinions are redundant except for one opinion, we
have
 only one DM presents useful opinion, and the moderator pay all the cost to this individual;
 this decision making system has the weakest stability.
3.4 Special Properties of the Optimization Model of Acceptable Consensus When
New DMs Join
In this section, we will show that when we add additional DMs to the GDM, the consensus level
based on the COWA model will not decrease, and the moderator's total cost on all DMs for changing
their individual DMs' opinions towards the consensus opinion is also no more than a xed value.
Theorem 4 If q; q  1, additional DMs are added to the optimal value of the COWA Model,
then the collective consensus level does not decrease. That is,
E(!1; !2; : : : ; !m+q)  E(!1; !2; : : : ; !m)
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where E(!1; !2; : : : ; !m+q) and E(!1; !2; : : : ; !m) are the optimal objective functions of the COWA
Model.
This conclusion can explain that in a fair play, such as the athletic competitions as gymnastics
or diving, program reviews, the more DMs take relatively rational decisions, then the larger number
of DMs needs to be involved, and the more impartial are the decision results. For one example, in a
diving or a gymnastics competition, the referees score the athletes from dierent anks and angles.
If we regard the importance of all the referees as objective and relatively rational, then the larger
number of the referees, the fairer of the evaluation of the athletes.
Corollary 1a (The consensus meaning) For any given threshold value of acceptable consensus
"; "  0, if the DMs in the GDM reach a collective acceptable consensus, then when more than one
DMs are added into the GDM, the consensus level based on the COWA model is still acceptable.
Corollary 1b (The economic meaning) For any given threshold value of acceptable consensus
"; "  0, if the DMs in the GDM reach a collective acceptable consensus, then when more than one
DMs are added into the GDM, the moderator's cost is no more than the threshold value of acceptable
consensus.
Theorems 4 shows that once the rational (ideal) opinion is determined, the consensus level based
on the COWA model is still acceptable whenever one additional DM is added into the GDM each time
for many times or more than one DM are added into the GDM at once.
Connotations of Theorems 4 and Corollaries 1 include that the collective consensus level is a non-
increasing function of the number of DMs under the objective of minimizing the consensus deviation.
This conclusion can explain that in such situations as program reviews, parliamentary elections, and
international negotiations, when new opinions join the GDM, as long as the opinions are acceptable,
the consensus level will not decrease, and the moderator's cost on all DMs is no more than a xed
upper limitation (the threshold value of acceptable consensus).
Theorem 5 If
mP
t=1
et = 0, for all m 2 Z+ = f1; 2;    g, then the entropy of the GDM system
based on the COWA model increases with the number of DMs.
Theorem 5 indicates that when all the individuals' deviations in the GDM balance each other
out, the larger the number of the DMs is, the more stable the GDM system is. The economic meaning
of Theorem 5 is that even with additional DMs entering into the GDM, as long as the condition
mP
t=1
et = 0, holds true for all m 2 Z+ = f1; 2;    g, the GDM system continues to be stable, and the
moderator's cost on all DMs is no more than a xed upper limitation (the moderator does not need
to pay extra).
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4 Numerical Examples and An Instance: Demolition and Reloca-
tion During Urbanization Process
In this section, three numerical examples are rstly used to illustrate that entropy and variance
are two important metrics to measure the stability of the GDM system; then, an instance about the
demolition and relocation during urbanization process is adopted to further explain the economic
signicance of model (11), which also veries the rationality of Corollary 1a and 1b.
4.1 Numerical Examples
Example 1 For a GDM problem, assume that D = fd1; d2; : : : ; d8g is a set of DMs, and 
 =
(!1; !2; : : : ; !8)
T the corresponding weight vector, satisfying
8P
t=1
!t = 1, 0  !t  1. Let the set of the
individual real opinions be
o = fo1; o2;    ; o8g = f9:2; 9:2; 10:5; 10:5; 10:8; 10:8; 9:8; 9:8g;
the collective rational opinion be 10 and the consensus threshold value is " = 0:01. Then the consensus
deviations are f-0.8,-0.8,0.5,0.5,0.8,0.8,-0.2,-0.2g.
According to Model (11), the optimization consensus model is constructed as follows.
8>>><>>>:
O(
) = min jOWA( 0:8; 0:8; 0:5; 0:5; 0:8; 0:8; 0:2; 0:2)j
= min j0:8!1 + 0:8!2 + 0:5!3 + 0:5!4   0:2!5   0:2!6   0:8!7   0:8!8j
s:t: !1 + !2 + !3 + !4 + !5 + !6 + !7 + !8 = 1; !t  0; t = 1; 2; : : : ; 8
(16)
The optimal solution to Model (16) is
! = (0:1080 0:1080 0:1144 0:1144 0:1307 0:1307 0:1469 0:1469)T ;
which denotes that the weights vector of the 8 decision makers is
!0 = (0:1469 0:1469 0:1144 0:1144 0:1080 0:1080 0:1307 0:1307)T :
The collective OWA opinion is
0:80:1080+0:80:1080+0:50:1144+0:50:1144 0:20:1307 0:20:1307 0:80:1469 0:80:1469 = 10;
which is equivalent to the consensus rational opinion 10. In this example, all the weights is close to
the average weight 0.125, and the entropy of the GDM is  0:1469  ln(0:1469)  0:1469  ln(0:1469) 
0:1144ln(0:1144) 0:1144ln(0:1144) 0:1080ln(0:1080) 0:1080ln(0:1080) 0:1307ln(0:1307) 
0:1307  ln(0:1307) = 2:0722.
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Example 2 Suppose that there are two DMs in a GDM and the consensus deviation vector is
C2 = ( 0:8 0:5)T . We add one DM to this GDM system each time for eight times. Then we get
a series of GDM systems with i DMs, i = 2 : : : ; 10, and assume that the corresponding consensus
deviation vectors, as shown in Table 1.
Table 1: The deviation vectors of all GDM systems
c2 ( 0:8 0:5)
c3 ( 0:8 0:5 0:5)
c4 ( 0:8 0:5 0:5   0:2)
c5 ( 0:8 0:5 0:5   0:2   0:2)
c6 ( 0:8 0:5 0:5   0:2   0:2   0:2)
c7 ( 0:8 0:5 0:5   0:2   0:2   0:2 0:3)
c8 ( 0:8 0:5 0:5   0:2   0:2   0:2 0:3 0:3)
c9 ( 0:8 0:5 0:5   0:2   0:2   0:2 0:3 0:3   0:4)
c10 ( 0:8 0:5 0:5   0:2   0:2   0:2 0:3 0:3   0:4 0:9)
Similar to Example 1, we get the weight vector, the variance, and the entropy of each GDM
system as shown in Table 2 and Table 3.
Table 2: The objective weight vectors of all GDM systems
X2 (0:3846 0:6154)
T
X3 (0:3846 0:3077 0:3077)
T
X4 (0:2500 0:2500 0:2500 0:2500)
T
X5 (0:1735 0:2172 0:2172 0:1961 0:1961)
T
X6 (0:1272 0:1593 0:1974 0:1974 0:1593 0:1593)
T
X7 (0:1337 0:1414 0:1478 0:1478 0:1465 0:1414 0:1414)
T
X8 (0:1383 0:1163 0:1163 0:1296 0:1296 0:1296 0:1202 0:1202)
T
X9 (0:0998 0:1180 0:1180 0:1089 0:1089 0:1089 0:1158 0:1158 0:1059)
T
X10 (0:1285 0:0872 0:0872 0:1070 0:1070 0:1070 0:0924 0:0924 0:1136 0:0776)
T
In Example 2, we see that the deviation values in each GDM system are relatively well distributed,
and that the information entropy (and the variance) of weight vectors in each GDM system have the
tendency to increase (decrease) with the number of the DMs involved in the decision process. This
shows that the stability of a GDM increases with the number of the DMs.
Example 3 Suppose that there are two DMs in a GDM and the consensus deviation vector is
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Table 3: The optimal consensus deviations, variances and the entropies of all GDM systems
C c2 c3 c4 c5 c6 c7 c8 c9 c10
X X2 X3 X4 X5 X6 X7 X8 X9 X10
E E02 = 0 E03 = 0 E04 = 0 E05 = 0 E06 = 0 E07 = 0 E08 = 0 E09 = 0 E010 = 0
V ar(X) 0.0966 0.0291 0.0125 0.0069 0.0046 0.0026 0.0018 0.0013 0.0011
 XT  log(X) 0.6663 1.0928 1.3863 1.6061 1.7808 1.9454 2.0777 2.1958 2.2922
C2 = ( 0:2 0:9)T . Let us add one DM to this GDM system each time for eight times. Then we get a
series of GDM systems with i DMs, i = 2 : : : ; 10. Assume that the corresponding consensus deviation
vectors are shown in Table 4.
Table 4: The deviation vectors of all GDM systems
c02 ( 0:2 0:9)
c03 ( 0:2 0:9 0:9)
c04 ( 0:2 0:9 0:9 0:6)
c05 ( 0:2 0:9 0:9 0:6 0:7)
c06 ( 0:2 0:9 0:9 0:6 0:7 0:9)
c07 ( 0:2 0:9 0:9 0:6 0:7 0:9 0:9)
c08 ( 0:2 0:9 0:9 0:6 0:7 0:9 0:9 0:9)
c09 ( 0:2 0:9 0:9 0:6 0:7 0:9 0:9 0:9 0:9)
c010 ( 0:2 0:9 0:9 0:6 0:7 0:9 0:9 0:9 0:9 0:9)
Similar to Example 1, we obtain the weight vector, the variance, and the entropy of each of these
GDM systems as shown in Table 5 and Table 6.
In this example, we construct a series of extreme GDM systems whose deviation values are not
well distributed. That is, there is only a minus deviation value in each GDM system. We show that
the stability of a GDM also increase with the number of DMs (as shown in Table 5 and Table 6.).
4.2 An Instance: Demolition and Relocation During Urbanization Process
Using the data from Example 1, we take the demolition and relocation during urbanization pro-
cess for example to further show the economic signicance of model (11). That is, using the practical
example to illustrate the application background of the optimization model based on acceptable con-
sensus. Meantime, some numerical examples are applied to discuss the eect of adding new DMs on
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Table 5: The objective weight vectors of all the GDM systems
X 02 (0:8182 0:1818)T
X 03 (0:8182 0:0909 0:0909)T
X 04 (0:7967 0:0622 0:0622 0:0789)T
X 05 (0:7928 0:0480 0:0480 0:0570 0:0542)T
X 06 (0:7986 0:0385 0:0385 0:0435 0:0423 0:0385)T
X 07 (0:8025 0:0322 0:0322 0:0345 0:0343 0:0322 0:0322)T
X 08 (0:8052 0:0275 0:0275 0:0286 0:0287 0:0275 0:0275 0:0275)T
X 09 (0:8071 0:0240 0:0240 0:0242 0:0248 0:0240 0:0240 0:0240 0:0240)T
X 010 (0:8086 0:0213 0:0213 0:0208 0:0216 0:0213 0:0213 0:0213 0:0213 0:0213)T
Table 6: The optimal consensus deviations, variances and the entropies of the GDM systems
C 0 c02 c03 c04 c05 c06 c07 c08 c09 c010
X 0 X 02 X 03 X 04 X 05 X 06 X 07 X 08 X 09 X 010
E0 E02 = 0 E03 = 0 E04 = 0 E05 = 0 E06 = 0 E07 = 0 E08 = 0 E09 = 0 E010 = 0
V ar(X 0) 0.1846 0.1453 0.1122 0.0945 0.0838 0.0751 0.0678 0.0618 0.0567
 X 0  log(X 0) 0.4741 0.6002 0.7270 0.7969 0.8261 0.8506 0.8722 0.8916 0.9089
the stability of the acceptable consensus system.
In the demolition and relocation project of an urban building, the government (the moderator)
needs to persuade the householders (individuals) to move to a new place. In order to acquire more
inside information into the matter, the moderator carries out surveys of relocation aspirations. The
term (opinion) set of relocation aspirations is designed as follows: Opinion 10 indicates that the
individual DM agrees to relocate and the moderator does not need to put in additional eort, thus we
dene this opinion as a consensus opinion. Obviously, it is also dened as the moderator's opinion.
If an individual DM's opinion is lower than 10, it means that, though the individual DM does not
agree to relocate, the moderator will try to sway him/her by making the necessary eorts. The lower
the opinion is, the stronger desire of obtaining compensation, and the greater eort needs to be made
by the moderator. Here, we dene any opinion that is under 10 as negative opinion of relocation.
On such occasions, the resources consumed by the moderator to sway the individuals are determined
by the absolute value of deviation between the negative opinion and the consensus opinion. If an
individual DM's opinion is greater than 10, this means that the individual DM agrees to relocate but
expect more compensation. In this case, the moderator still needs to pay the individual for his/her
loss and for his/her willingness to provide additional support. The greater the opinion is, the stronger
21
Page 21 of 34 Kybernetes
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
For Peer Review
desire of obtaining compensation, and the greater eort the moderator needs to make. Similarly, we
dene any opinion that is above 10 as positive opinion of relocation. With these conventions in place,
the resources consumed by the moderator to sway the individual DMs are also determined by the
absolute value of deviation between the positive opinion and the consensus opinion. The following
diagram shows the relation between the desire of obtaining compensation and the opinion of relocation
aspirations by the individual DMs.
10 10.1 10.2 10.3 10.4 10.59.5 9.6 9.7 9.8 9.9
Postive
Opinion
Negative
Opinion
Willingness of
Obtaining
Compensation
Willingness of
Obtaining
Compensation
Figure 4: The Relation between the Desire of Obtaining Compensation and the Opinion of Relocation
Aspiration
Assume that D = fd1; d2; : : : ; d8g is a set of householders, and
O = fo1; o2;    ; o8g = f9:2; 9:2; 10:5; 10:5; 10:8; 10:8; 9:8; 9:8g;
a set of opinions. Suppose that the value of the moderator's (consensus) opinion is 10, then the
consensus deviations set is f-0.8,-0.8,0.5,0.5,0.8,0.8,-0.2,-0.2g. And suppose that the threshold value
for reaching a collectively acceptable consensus is " = 0:9, where the DMs in the GDM reach the
acceptable consensus. Suppose that 
 = (!1 !2 : : : !8)
T is the corresponding weight vector of the 8
DMs, satisfying
8P
t=1
!t = 1, 0  !t  1. Based on the analysis of Section 3.1, 
 = (!1 !2 : : : !8)T
can also be regarded as the unit cost vector that the moderator paid to the individuals. The optimal
solution to Model (16) is
!0 = (0:1094 0:1094 0:1144 0:1144 0:1271 0:1271 0:1491 0:1491)T ;
which is also denoted as the unit cost vector that the moderator paid to the 8 DMs. The resources con-
sumed by the moderator to sway the 8 individuals are 0:1193; 0:1193; 0:0572; 0:0572; 0:0875; 0:0875;
0:0254, and 0:0254, respectively, and the total 0:5788 for reaching an acceptable consensus is no more
than 0:9. The following diagram shows the respective expenses of the moderator for his eort to sway
the 8 individuals.
If there are two more DMs d9; d10 entering into this GDM, and the corresponding opinions are
respectively 9:9 and 9:8, then the consensus deviations set is f-0.8,-0.8,0.5,0.5,0.8,0.8,-0.2,-0.2, -0.1,
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0 0.5-0.2 0.8-0.8
The cost paid to 
d1, d2 are both 
0.1193
The cost paid to 
d3, d4 are both 
0.0572
The cost paid to 
d5, d6 are both 
0.0875
The cost paid to
d7, d8 are both 
0.0254
Negative
Opinion of
Deviation
Positive
Opinion of
Deviation
Figure 5: The Cost Paid by the Moderator to the 8 Individuals
-0.2g. By constructing the similar optimization model, the unit cost vector that the moderator paid
to the 10 DMs is
!0 = (0:1090 0:1090 0:0956 0:0956 0:0935 0:0935 0:1012 0:1012 0:1003 0:1012)T ;
We can also prove that the total cost for reaching an acceptable consensus is no more than 0:9. That
is, the moderator does not need to spend anything extra.
5 Conclusion
The consensus decision represents the goal of each GDM. This paper rst builds the hypothesis
that a consensus opinion exists, then regards the weights of individual DMs as objective values. By
minimizing the dierences between the individuals' opinions and the collective consensus opinion,
this paper constructs a consensus optimization model and shows that the objective weights of the
individuals are actually the optimal solution to this model. From the point of view of economics, this
paper views the optimization model as an optimal resource reallocation model of the limited resource
for reaching the greatest consensus, and views the objective weights as the optimal unit cost that the
moderator has to pay to the individuals. In particular,
 When there is no dierence among all the DMs' weights, and the dierences between the indi-
viduals' opinions and the consensus opinion can balance each other out, the level of the collective
consensus reaches the highest in the GDM system. From the perspective of systems science, this
GDM system is the most stable as proved by using the information entropy theory. From the
angle of resource reallocation, the moderator pays each individual DM the same unit cost.
 When all individual DMs' real opinions are greater than (respectively, smaller than) the consen-
sus opinion, only the DM whose level of individual consensus deviation is the minimum presents
the valuable opinion; the GDM system is the least stable as proved by using the information
entropy theory; and the moderator has to pay all the cost to this individual in terms of economics.
 For a given threshold value of acceptable consensus, if the DMs in the GDM has reached a
collectively acceptable consensus, then when additional DMs are added into the GDM, the
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consensus level based on the COWA model is still acceptable, and the individuals' compensations
are no more than a xed upper limit.
 When all the individuals' deviations in the GDM balance each other out, even if there are
additional DMs entering into the GDM, the GDM system is still acceptable, and the moderator's
cost is still no more than a xed upper limit.
To sum up, in this paper, an optimization model based on acceptable consensus is constructed
under the premise of all DMs' weights being objective, and the economic signicance of the proposed
model, including the theoretical and practical signicance, is emphatically analyzed; besides, some
properties of the optimization model are discussed by analyzing the particular solutions: the stability
of the consensus system is explored through combining DMs' objective weights with information
entropy theory and variance distribution; in addition, the eect of adding new DMs on the stability
of the acceptable consensus system is explored by studying the convergence of consensus level, which
can be seen as the further discussion on the theoretical and economic signicance of the optimization
model based on acceptable consensus. In this paper, we assume all DMs' weights are completely
objective. Actually, in real consensus decision-making, we should take into account that DMs' weights
known or partly known. Therefore, modeling the consensus scenarios where DMs' weights known or
partly known and exploring their economic signicance will be our future research.
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6 Appendix
Proof of Eq.(8)
E = o  o =
mX
t=1
!tot  
mX
t=1
!to =
mX
t=1
!t(ot   o) =
mX
t=1
!tet
Proof of Theorem 1.
Proof. For the reason that
jEj = j
mX
t=1
!tet j 
mX
t=1
!tjet j 
mX
t=1
!t"  "; or o  "  o  o+ "
Then Eq. (10) hold true.
Proof of Theorem 2.
Proof. Let
mP
t=1
et = 0. Then
mP
t=1
1
met = 0. That means that 
 = (1=m; 1=m; : : : ; 1=m)
T is an
optimal solution to the COWA Model, and E(
) = 0.
Proof of Theorem 3.
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Proof. It is obvious that 
m = (0 0 : : : 0 1)
T is a feasible solution to the COWA Model. For
any feasible solution 
 = (!1 !2 : : : !m)
T of the COWA Model satisfying
mP
t=1
!t = 1, !t  0, we prove
in the following that E(
m)  E(
). In particular, we have
E(
m) = jemj = j
mX
t=1
!temj  j
mX
t=1
!tet j = E(
)
That is, min E(
) = jemj. Thus 
m = (0 0 : : : 0 1)T is an optimal solution to the COWA Model.
Proof of Theorem 4.
Proof. Suppose that there are m DMs that participate in the consensus decision making, and
that 
 = (
1 
2 : : : 
m)T is an optimal solution to the COWA Model. Then we have
E(!1; !2; : : : ; !m) = j
mX
t=1
!t et j
where f1; 2; : : : ; mg is a permutation of f1; 2; : : : ;mg, and et 1  et , t = 2; 3; : : : ;m; !t satisfying
mP
t=1
!t = 1; !t  0; t 2M , are the importance of dt .
Now, let us add to the decision group q; q  1, new DMs dm+i whose individuals' opinions are
om+i, i = 1; 2; : : : ; q. Then the corresponding deviation is em+i = om+i   o, i = 1; 2; : : : ; q. Then we
have a new optimal weight vector 
 = (!1 !2 : : : !m !m+1 : : : !m+q)T such that
E(!1; !2; : : : ; !m; !m+1; : : : ; !m+q) = j
m+qX
t=1
!t et j
where f1; 2; : : : ; m+qg is a permutation of f1; 2; : : : ;m+ qg, and et 1  et , t = 2; 3; : : : ;m+ q; !t
satisfying where
m+qP
t=1
!t = 1; !t  0; t = 1; 2; : : : ;m+ q, are the importance of dt .
Suppose that fe1 ; e1 ; : : : ; em+qg = fe1 ; : : : ; e0m1 ; em1 ; : : : ; e0m2 ; em2 ; : : : ; e0mq ; emq ; : : : ; emg
satisfying fe1  : : :  e0m1  em1  : : :  e0m2  em2  : : : e0mq  emq  : : :  emg is a
permutation of fe1; e2; : : : ; em+qg, and fe0m1 ; e0m2 ; : : : ; e0mq g satisfying e0m1  e0m2  : : :  e0mq
is a permutation of fem+1; em+2; : : : ; em+qg. Obviously, L = (!1; !2; : : : ; !m1 1; 0; !m1 ; : : : ; !m2 1;
0; !m2 ; : : : ; !

mq 1; 0; !

mq ; : : : ; !

m)
T is a feasible solution to the COWA Model. So, we have
E(!1; !2; : : : ; !m+q)  E(!1; !2; : : : ; !m1 1; 0; !m1 ; : : : ; !mq 1; 0; !mq ; : : : ; !m)T
=
m1 1X
t=1
!t et + 0e0m1 +
m2 1X
t=m1
!t et +   + 0e0mq +
mX
t=mq
!t et
=
mX
t=1
!t et + 0e0m1 +   + 0e0mq
= E(!1; !

2; : : : ; !

m)
= E(!1; !2; : : : ; !m)
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Proof of Corollary 1a and Corollary 1b.
Proof. Suppose the consensus threshold value is "; "  0, and the consensus level based on the
COWA model with m DMs is acceptable. Then according to Theorem 4, we have
E(!1; !2; : : : ; !m; : : : ; !m+q)  E(!1; !2; : : : ; !m) 
mX
i=1
!i jei j  "
and
m+qX
i=1
!i jei j  "
This means that the GDM with m + 1 DMs based on the COWA model is at a level of acceptable
consensus. Therefore, both Corollary 1a and Corollary 1b hold true.
Proof of Theorem 5.
Proof. In the light of Theorem 3, when the sum of the individuals' deviations of the m DMs is 0,
all the DMs have the same weight and the weight of each DM is 1m . The entropy of the GDM system
is F (m) =  
mP
t=1
!tlog(!t) =  
mP
t=1
1
m log(
1
m) = log(m). Obviously, the inequality F (m)  F (m + 1)
shows that the entropy of the GDM system increases with the number of DMs involved in the decision
process. This completes the proof.
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