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Regular completions of Zn-free groups
Olga Kharlampovich Alexei Myasnikov Denis Serbin
Abstract
In the present paper we continue studying regular free group actions
on Zn-trees. We show that every finitely generated Zn-free group G can
be embedded into a finitely generated Zn-free group H acting regularly
on the underlying Zn-tree (we call H a regular Zn-completion of G) so
that the action of G is preserved. Moreover, if G is effectively represented
as a group of Zn-words then the construction of H is effective and H is
effectively represented as a group of Zn-words.
1 Introduction
The theory of Λ-trees (where Λ = R) has its origins in the papers by I. Chiswell
[4] and J. Tits [32]. In particular, in the latter paper the definition of R-tree
was given, while the former one established the fundamental connection between
group actions on trees and length functions on groups introduced in 1963 by R.
Lyndon (see [23]). Length funcions were introduced in an attempt to axiomatize
cancelation arguments in free groups as well as free products with amalgamation
and HNN extensions, and to generalize them to a wider class of groups. The
main idea was to measure the amount of cancellation in passing to the reduced
form of a product of reduced words in a free group and free constructions, and
it turned out that the cancelation process could be described by rather simple
axioms. Using simple combinatorial techniques Lyndon described groups with
free Z-valued length functions (such length functions correspond to actions on
simplicial trees without fixed points).
Later, in their very influential paper [24] J. Morgan and P. Shalen linked
group actions on R-trees with topology and generalized parts of Thurston’s Ge-
ometrization Theorem. Next, they introduced Λ-trees for an arbitrary ordered
abelian group Λ and the general form of Chiswell’s construction. Thus, it be-
came clear that abstract length functions with values in Λ and group actions on
Λ-trees are just two equivalent approaches to the same realm of group theory
questions. The unified theory was further developed in the important paper
by R. Alperin and H. Bass [1], where authors state a fundamental problem in
the theory of group actions on Λ-trees: find the group theoretic information
carried by a Λ-tree action (analogous to Bass-Serre theory), in particular, de-
scribe finitely generated groups acting freely on Λ-trees (Λ-free groups). One
of the main breakthroughs in this direction is Rips’ Theorem, that describes
1
2finitely generated R-free groups (see [10, 3]). The structure of finitely generated
Z
n-free can be deduced from [2] using Lyndon’s results (see [23]) and inductive
argument on n, while the structure of Rn-free groups was clarified in [12] using
ideas of [3] and again induction on n.
Introduction of infinite Λ-words was one of the major recent developments
in the theory of Λ-free groups. In [25] A. Myasnikov, V. Remeslennikov and
D. Serbin showed that groups admitting faithful representations by Λ-words act
freely on Λ-trees, while Chiswell proved the converse [6]. This gives another
equivalent approach to the whole theory so that one can replace the axiomatic
viewpoint of length functions along with many geometric arguments coming
from Λ-trees by combinatorics of Λ-words. In particular, this approach allows
one to naturally generalize powerful techniques as Nielsen’s method, Stallings’
graph approach to subgroups, and Makanin-Razborov type of elimination pro-
cesses from free groups to Λ-free groups (see [25, 26, 16, 17, 18, 19, 9, 21, 20, 27,
28, 30]). In the case when Λ is equal to either Zn or Z∞ all these techniques are
effective, so, many algorithmic problems for Zn-free groups become decidable.
While studying Λ-free groups it becomes evident that it is necessary to intro-
duce some natural restrictions on the action which could significantly simplify
many arguments. Thus, given a group G acting on a Λ-tree Γ, we say that the
action is regular with respect to x ∈ Γ (see [19] for details) if for any g, h ∈ G
there exists f ∈ G such that [x, fx] = [x, gx] ∩ [x, hx]. In fact, the definition
above does not depend on x and there exist equivalent formulations for length
functions and Λ-words (see [29, 25]). Roughly speaking, regularity of action
implies that all branch-points of Γ belong to the same G-orbit and it tells a lot
about the structure of G in the case of free actions (see [20, 19]). Now, given a
finitely generated group G acting freely on a Λ-tree Γ, several natural question
arise:
• When does G admit a regular action on Γ?
• Is it possible to change the action of G on Γ in order to make it regular?
• Is it possible to embed G into a finitely generated Λ-free group H which
admits a regular action? Can one do it in an equivariant manner (in this
case we call such H a regular Λ-completion of G)?
In particular, the last question has a positive answer (see [23, 13]) in the case
when Λ = Z with H being finitely generated (the construction of H is effective
in this case). The general case is approached in [7], where the group H is con-
structed but it is almost never finitely generated (even if G is finitely generated
Z
n-free).
In this paper we answer the third question above affirmatively and show
that a Zn-completion of G can be found effectively if one starts with an effective
representation of G by infinite words. In particular, the following theorem is
proved.
Theorem 4. Let G be a finitely generated subgroup of CDR(Zn, X), where
X is arbitrary. Then there exists a finite alphabet Y and an embedding φ :
3G→ H, where H is a finitely generated subgroup of CDR(Zn, Y ) with a regular
length function, such that |g|G = |φ(g)|H for every g ∈ G. Moreover, if G has
effective an hierarchy over X then H an effective hierarchy over Y .
2 Preliminaries
Here we introduce basics of the theory of Λ-trees (all the details can be found in
[1] and [5]), Lyndon length functions (see [23, 4]) and infinite words (see [25]).
2.1 Λ-trees
Let Λ be an ordered abelian group. A Λ-metric space is a pair (X, d), where
d : X ×X → Λ is a function such that for all x, y, z ∈ X :
(M1) d(x, y) > 0,
(M2) d(x, y) = 0 if and only if x = y,
(M3) d(x, y) = d(y, x),
(M4) d(x, y) 6 d(x, z) + d(y, z),
in other words, the function d satisfies metric axioms with R replaced by Λ.
The simplest example of a Λ-metric space is Λ itself with the metric d(a, b) =
|a− b|, for all a, b ∈ Λ. For every a, b ∈ Λ such that a 6 b define [a, b]Λ = {x ∈
Λ|a 6 x 6 b}.
As usual, if (X, d) and (X ′, d′) are Λ-metric spaces, an isometry from (X, d)
to (X ′, d′) is a mapping f : X → X ′ such that d(x, y) = d′(f(x), f(y)) for all
x, y ∈ X . Thus, for x, y ∈ X , a segment [x, y] in a X is the image of an isometry
α : [a, b]Λ → X for some a, b ∈ Λ such that α(a) = x and α(b) = y (observe that
[x, y] is not unique in general). We call a Λ-metric space (X, d) geodesic if at
least one segment [x, y] exists for all x, y ∈ X , and (X, d) is geodesically linear
if [x, y] is unique for all x, y ∈ X .
Now, a Λ-metric space (X, d) is called a Λ-tree if
(T1) (X, d) is geodesic,
(T2) if two segments of (X, p) intersect in a single point that is an endpoint of
both, then their union is a segment,
(T3) the intersection of two segments with a common endpoint is also a segment.
Example 1. Λ together with the metric d(a, b) = |a− b| is a Λ-tree.
Example 2. A Z-metric space (X, d) is a Z-tree if and only if there is a sim-
plicial tree Γ such that X = V (Γ) and d is the path metric of Γ.
4We say that a group G acts on a Λ-tree X if any element g ∈ G defines an
isometry g : X → X . G acts on X freely and without inversions if no non-trivial
g ∈ G stabilizes a segment in X (a segment can be degenerate). In this case
we say that G is Λ-free. The action is regular with respect to x ∈ X if for any
g, h ∈ G there exists f ∈ G such that [x, fx] = [x, gx] ∩ [x, hx] (see [21]).
Given an action of G on a Λ-tree (X, d), for a point x ∈ X one can define a
function lx : G→ Λ by lx(g) = d(x, gx). Such a function is called a based length
function on G and it is easy to check that lx satisfies the axioms
(L1) ∀ g ∈ G : lx(g) > 0 and lx(1) = 0,
(L2) ∀ g ∈ G : lx(g) = lx(g
−1),
(L3) ∀ g, f, h ∈ G : cx(g, f) > cx(g, h)→ cx(g, h) = cx(f, h),
where cx(g, f) =
1
2 (lx(g) + lx(f)− lx(g
−1f)).
Moreover, if G is Λ-free then
(L4) ∀ g ∈ G : lx(g2) > lx(g),
and regularity of the action implies the axiom
(R) ∀ g, h ∈ G, ∃ u, g1, h1 ∈ G :
g = f ◦ g1 & h = f ◦ h1 & lx(f) = cx(g, h),
where vw = v ◦ w means that lx(vw) = lx(v) + lx(w).
Now, one can consider an abstract function l : G → Λ with the axioms
(L1)–(L3), it is called a Lyndon length function on G. One can show that for
such a function l there exists a Λ-tree (X, d) and a point x ∈ X such that l = lx
provided c(g, f) = 12 (l(g)+ l(f)− l(g
−1f)) ∈ Λ for all f, g ∈ G (see, for example
[5, Theorem 2.4.6]). l is called free if it satisfies (L4) and it is called regular if it
satisfies (R).
In this paper we are mostly interested in groups with regular free Lyndon
length functions and here are examples.
Example 3. Let F = F (X) be a free group on X. The length function
| · | : F → Z,
where |f | is a natural length of f ∈ F as a finite word, is regular since the
common initial subword of any two elements of F always exists and belongs to
F .
Example 4. In [25] it was proved that Lyndon’s free Z[t]-group has a regular
free length function with values in Z[t].
5Example 5. [19] Let F = F (X) be a free group on X. Consider an HNN-
extension
G = 〈F, s | us = v〉,
where u, v ∈ F are such that |u| = |v| and u is not conjugate to v−1. Then
there is a regular free length function l : G → Z2 which extends the natural
integer-valued length function on F .
For more involved examples, we refer the reader to [19].
2.2 Infinite words
Let Λ be an ordered abelian group (we refer the reader to the books [11] and [22]
regarding the general theory of ordered abelian groups). Λ is called discretely
ordered if it has a minimal positive element. Let us fix a discretely ordered Λ
for the rest of this subsection. Hence, with a slight abuse of notation we denote
the minimal positive element of Λ by 1 and the segment [a, b]Λ for a, b ∈ Λ by
[a, b].
Now, following [25], given a set X = {xi | i ∈ I}, we put X−1 = {x
−1
i | i ∈
I}, X± = X ∪X−1, and define a Λ-word as a function of the type
w : [1, αw]→ X
±,
where αw ∈ Λ, αw > 0. The element αw is called the length |w| of w.
In particular, Z-words are finite words in ordinary sense.
Below we refer to Λ-words as infinite words usually omitting Λ whenever it
does not produce any ambiguity.
By W (Λ, X) we denote the set of all infinite words. Observe, that W (Λ, X)
contains an empty word which we denote by ε. Operations of concatenation
and inversion are defined on W (Λ, X) in the usual way (see [25]).
An infinite word w is reduced if it does not contain xx−1, x ∈ X± as a
subword and we denote by R(Λ, X) the set of all reduced infinite words. Clearly,
ε ∈ R(Λ, X). If the concatenation uv of two reduced infinite words u and v is
also reduced then we write uv = u ◦ v.
For u ∈ W (Λ, X) and β ∈ [1, |u|] by uβ we denote the restriction of u on
[1, β]. If u ∈ R(Λ, X) and β ∈ [1, |u|] then
u = uβ ◦ u˜β,
for some uniquely defined u˜β .
An element com(u, v) ∈ R(Λ, X) is called the (longest) common initial seg-
ment of reduced infinite words u and v if
u = com(u, v) ◦ u˜, v = com(u, v) ◦ v˜
for some (uniquely defined) infinite words u˜, v˜ such that u˜(1) 6= v˜(1). Note that
com(u, v) does not always exist.
6Now, let u, v ∈ R(Λ, X). If com(u−1, v) exists then
u−1 = com(u−1, v) ◦ u˜, v = com(u−1, v) ◦ v˜,
for some uniquely defined u˜ and v˜. In this event put
u ∗ v = u˜−1 ◦ v˜.
The product ∗ is a partial binary operation on R(Λ, X).
An element v ∈ R(Λ, X) is termed cyclically reduced if v(1)−1 6= v(|v|).
We say that an element v ∈ R(Λ, X) admits a cyclic decomposition if v =
c−1 ◦ u ◦ c, where c, u ∈ R(Λ, X) and u is cyclically reduced. Observe that a
cyclic decomposition is unique (whenever it exists). We denote by CDR(Λ, X)
the set of all words from R(Λ, X) which admit a cyclic decomposition.
Now we consider subgroups of CDR(Λ, X), that is, subsets of CDR(Λ, X)
closed with respect to “∗” and inversion of infinite words.
Theorem 1. [25] Any subgroup G of CDR(Λ, X) is a group with a free Lyndon
length function | · | : G → Λ, where |g| is the length of g viewed as an element
of CDR(Λ, X).
The converse is also true.
Theorem 2. [6] Let G have a free Lyndon length function l : G → Λ, then
there exists an embedding φ : G→ CDR(Λ, X) such that, |φ(g)| = l(g) for any
g ∈ G.
Moreover, it was shown in [15] that the embedding φ in Theorem 2 preserves
regularity. Observe that regularity of the length function | · | on a subgroup H
of CDR(Λ, X) means that com(g, h) ∈ H for all g, h ∈ H .
Thus, Λ-free groups are precisely groups with free Λ-valued Lyndon length
functions, which are precisely subgroups of CDR(Λ, X) for an appropriate X .
2.3 Universal trees
Let G be a subgroup of CDR(Λ, X) for some discretely ordered abelian group
Λ and a set X .
Briefly recall (see [21] for details) how one can construct a universal Λ-tree
ΓG for G. Every element g ∈ G is a function
g : [1, |g|]→ X±,
with the domain [1, |g|] which a closed segment in Λ. Since Λ can be viewed
as a Λ-metric space then [1, |g|] is a geodesic connecting 1 and |g|, and every
α ∈ [1, |g|] can be viewed as a pair (α, g). Let
SG = {(α, g) | g ∈ G,α ∈ [0, |g|]}.
Since for every f, g ∈ G the word com(f, g) is defined, one can introduce an
equivalence relation on SG as follows: (α, f) ∼ (β, g) if and only if α = β ∈
7[0, c(f, g)]. Now, let ΓG = SG/ ∼ and ε = 〈0, 1〉, where 〈α, f〉 is the equivalence
class of (α, f). It was shown in [21] that ΓG is a Λ-tree with a designated vertex
ε and a metric d : ΓG×ΓG → Λ, on which G acts by isometries so that for every
g ∈ G the distance d(ε, g · ε) is exactly |g|. Moreover, ΓG is equipped with the
labeling function ξ : (ΓG − {ε})→ X
±, where ξ(v) = g(α) if v = 〈α, g〉.
It is easy to see that the labeling ξ is not equivariant, that is, ξ(v) 6= ξ(g · v)
in general (even if both v and g ·v are in ΓG−{ε}, which is not stable under the
action of G). In the present paper we are going to introduce another labeling
function for ΓG defined not on vertices but on “edges”, stable under the action
of G. With this new labeling ΓG becomes an extremely useful combinatorial
object in the case Λ = Zn, but in general such a labeling can be defined for
every discretely ordered Λ.
First of all, for every v0, v1 ∈ ΓG such that d(v0, v1) = 1 we call the ordered
pair (v0, v1) the edge from v0 to v1. Here, if e = (v0, v1) then denote v0 =
o(e), v1 = t(e) which are respectively the origin and terminus of e. Now, if
the vertex v1 ∈ ΓG − {ε} is fixed then, since ΓG is a Λ-tree, there is exactly
one point v0 such that d(ε, v1) = d(ε, v0) + 1. Hence, there exists a natural
orientation, with respect to ε, of edges in ΓG, where an edge (v0, v1) is positive
if d(ε, v1) = d(ε, v0) + 1, and negative otherwise. Denote by E(ΓG) the set of
edges in ΓG. If e ∈ E(ΓG) and e = (v0, v1) then the pair (v1, v0) is also an edge
and denote e−1 = (v1, v0). Obviously, o(e) = t(e
−1). Because of the orientation,
we have a natural splitting
E(ΓG) = E(ΓG)
+ ∪ E(ΓG)
−,
where E(ΓG)
+ and E(ΓG)
− denote respectively the sets of positive and negative
edges. Now, we can define a function µ : E(ΓG)
+ → X± as follows: if e =
(v0, v1) ∈ E(ΓG)+ then µ(e) = ξ(v1). Next, µ can be extended to E(ΓG)− (and
hence to E(ΓG)) by setting µ(f) = µ(f
−1)−1 for every f ∈ E(ΓG)−.
Example 6. Let F = F (X) be a free group on X. Hence, F embeds into
(coincides with) CDR(Z, X) and ΓF with the labeling µ defined above is just a
Cayley graph of F with respect to X. That is, ΓF is a labeled simplicial tree.
The action of G on ΓG induces the action on E(ΓG) as follows g · (v0, v1) =
(g ·v0, g ·v1) for each g ∈ G and (v0, v1) ∈ E(ΓG). It is easy to see that E(ΓG)
+ is
not closed under the action of G but the labeling is equivariant as the following
lemma shows.
Lemma 1. If e, f ∈ E(ΓG) belong to one G-orbit then µ(e) = µ(f).
Proof. Let e = (v0, v1) ∈ E(ΓG)+. Hence, there exists g ∈ G such that v0 =
〈α, g〉, v1 = 〈α+ 1, g〉. Let f ∈ G and consider the following cases.
Case 1. c(f−1, g) = 0
Then f ∗ g = f ◦ g. If α = 0 then f · v0 = 〈|f |, f〉 = 〈|f |, f ◦ g〉, and
f · v1 = 〈|f |+ 1, f ◦ g〉. Hence, f · e ∈ E(ΓG)+ and µ(f · e) = ξ(f · v1) = g(1) =
ξ(v1) = µ(e).
Case 2. c(f−1, g) > 0
8(a) α+ 1 6 c(f−1, g)
Then f · v0 = 〈|f |+α− 2α, f〉 = 〈|f |−α, f〉 and f · v1 = 〈|f |− (α+1), f〉.
So, d(ε, f · v1) < d(ε, f · v0) and f · e ∈ E(ΓG)−. Now,
µ(f · e) = µ((f · e)−1)−1 = µ((f · v1, f · v0))
−1 = ξ(f · v0)
−1 = f(|f |−α)−1
= g(α+ 1) = ξ(v1) = µ(e).
(b) α = c(f−1, g)
We have f · v0 = 〈|f | − α, f〉 and f · v1 = 〈|f | + (α + 1) − 2c(f−1, g), f ∗
g〉 = 〈|f | − α + 1, f ∗ g〉. It follows that f · e ∈ E(ΓG)+ and µ(f · e) =
ξ(f · v1) = (f ∗ g)(|f | − α + 1). At the same time, f ∗ g = f1 ◦ g1, where
|f1| = |f |−c(f−1, g) = |f |−α, g = g0◦g1, |g0| = α, so, (f∗g)(|f |−α+1) =
g1(1) = g(α+ 1) and µ(f · e) = g(α+ 1) = ξ(〈α + 1, g〉) = ξ(v1) = µ(e).
(c) α > c(f−1, g)
Hence, f · v0 = 〈|f | + α − 2c(f−1, g), f ∗ g〉 and f · v1 = 〈|f | + α + 1 −
2c(f−1, g), f ∗ g〉. Obviously, f · e ∈ E(ΓG)+ and
µ(f ·e) = ξ(f ·v1) = (f ∗g)(|f |+α+1−2c(f
−1, g)) = g1(α+1−c(f
−1, g))
= g(α+ 1) = ξ(v1) = µ(e),
where f ∗g = f1 ◦g1, |f1| = |f |−c(f−1, g) = |f |−α, g = g0 ◦g1, |g0| = α.
Thus, in all possible cases we got µ(f · e) = µ(e) and the required statement
follows.
Let v, w be two points of ΓG. Since ΓG is a Λ-tree there exists a unique
geodesic connecting v to w, which can be viewed as a “path” is the following
sense. A path from v to w is a sequence of edges p = {eα}, α ∈ [1, d(v, w)] such
that o(e1) = v, t(ed(v,w)) = w and t(eα) = o(eα+1) for every α ∈ [1, d(v, w)−1].
In other words, a path is an “edge” counter-part of a geodesic and usually, for
the path from v to w (which is unique since ΓG is a Λ-tree) we are going to use
the same notation as for the geodesic between these points, that is, p = [v, w].
In the case when v = w the path p is empty. The length of p we denote by
|p| and set |p| = d(v, w). Now, the path label µ(p) for a path p = {eα} is the
function µ : {eα} → X±, where µ(eα) is the label of the edge eα.
Lemma 2. Let v, w be points of ΓG and p the path from v to w. Then µ(p) ∈
R(Λ, X).
Proof. From the definition of ΓG it follows that the statement is true when v = ε.
Let v0 = Y (ε, v, w) and let pv and pw be the paths from ε respectively to v and
w. Also, let p1 and p2 be the paths from v0 to v and w. Since µ(pv), µ(pw) ∈
R(Λ, X) then µ(p1), µ(p2) ∈ R(Λ, X) as subwords. Hence, µ(p) /∈ R(Λ, X)
implies that the first edges e1 and e2 correspondingly of p1 and p2 have the same
label. But this contradicts the definition of ΓG because in this case t(e1) ∼ t(e2),
but t(e1) 6= t(e2).
9As usual, if p is a path from v to w then its inverse denoted p−1 is a path
from w back to v. In this case, the label of p−1 is µ(p)−1, which is again an
element of R(Λ, X).
Define
VG = {v ∈ ΓG | ∃ g ∈ G : v = 〈|g|, g〉},
which is a subset of points in ΓG corresponding to the elements of G. Also, for
every v ∈ ΓG let
pathG(v) = {µ(p) | p = [v, w] where w ∈ VG}.
The following lemma follows immediately.
Lemma 3. Let v ∈ VG. Then pathG(v) = G ⊂ CDR(Λ, X).
The action of G on E(ΓG) extends to the action on all paths in ΓG, hence,
Lemma 1 extends to the case when e and f are two G-equivalent paths in ΓG.
3 Effective representation by infinite words
In this section we introduce some basic notions concerning effectiveness when
dealing with groups of infinite words.
3.1 Infinite words viewed as computable functions
We say that a group G = 〈Y 〉, Y = {y1, . . . , ym} has an effective representation
by Λ-words over an alphabet X if G ⊂ CDR(Λ, X) and
(ER1) each function yi : [1, |yi|]→ X± is computable, that is, one can effectively
determine yi(α) for every α ∈ [1, |yi|] and i ∈ [1,m],
(ER2) for every i, j ∈ [1,m] and every αi ∈ [1, |yi|], αj ∈ [1, |yj|] one can effec-
tively compute c(hi, hj), where hi = y
±1
i |[αi,|yi|], hj = y
±1
j |[αj ,|yj|].
Observe that since every yi is computable, y
−1
i is computable too for every
i ∈ [1,m]. Next, it is obvious that concatenation of computable functions is
computable, as well as restriction of a computable function to a computable
domain. Thus, if gi ∗ gj = hi ◦ hj , where gi = y
δi
i = hi ◦ c, gj = y
δj
j =
c−1 ◦ hj, δi, δj = ±1, then both hi and hj are computable as restrictions hi =
gi |[1,α], hj = gj |[α+1,|gj |] for α = |c| = c(g
−1
i , gj), and so is gi ∗ gj . Now, using
(ER2) twice we can determine c((gi ∗ gj)
−1, gk), where gk = y
δk
k , δk = ±1.
Indeed, c((gi ∗ gj)−1, gk) = c(h
−1
j ◦ h
−1
i , gk), so, if c(h
−1
j , gk) < |h
−1
j | then
c((gi ∗gj)−1, gk) = c(h
−1
j , gk) which is computable by (ER2), and if c(h
−1
j , gk) >
|h−1j | then c((gi ∗ gj)
−1, gk) = |hj | + c(h
−1
i , hk), where hk = gk |[|hj |+1,|gk|] –
again, all components are computable and so is c((gi ∗gj)−1, gk). It follows that
y±1i ∗ y
±1
j ∗ y
±1
k is a computable function for every i, j, k ∈ [1,m]. Continuing in
the same way by induction one can show that every finite product of elements
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from Y ±1, that is, every element of G given as a finite product of generators and
their inverses, is computable as a function defined over a computable segment
in Λ to X±. Moreover, for any g, h ∈ G one can effectively find com(g, h) as
a computable function. In particular, we automatically get a solution to the
Word Problem in G provided G has effective representation by Λ-words over an
alphabet X .
3.2 Effective hierarchy for Zn-free groups
Now, consider a finitely generated Zn-free group G, where n ∈ N. Using Bass-
Serre theory one can decompose G into a finite graph of groups with Zn−1-free
vertex groups and maximal abelian (in the corresponding vertex groups) edge
groups. Continuing this process inductively, one can obtain a finite hierarchy
G of Zk-free groups, where k < n, such that G can be built from groups in
G by amalgamated free products and HNN-extensions along maximal abelian
subgroups (see [31], [2]). At the same time by Theorem 2, G can be embedded
into CDR(Zn, X) for some alphabet X . Unfortunately, even if we know that
the representation of G by Zn-words over X is effective it does not give us
an effective representation of any H ∈ G. So, in the case when Λ = Zn we are
going to introduce a stronger version of effective representation which takes into
account the hierarchical structure of the group.
Suppose n > 1 and consider the Zn-tree (ΓG, d) which arises from the em-
bedding of G into CDR(Zn, X).
We say that p, q ∈ ΓG are Zn−1-equivalent (p ∼ q) if d(p, q) ∈ Zn−1, that is,
d(p, q) = (a1, . . . , an), an = 0. From metric axioms it follows that “∼” is an
equivalence relation and every equivalence class defines a Zn−1-subtree of ΓG.
Let ∆G = ΓG/ ∼ and denote by ρ the mapping ΓG → ΓG/ ∼. It is easy to
see that ∆G is a simplicial tree. Indeed, define d˜ : ∆G → Z as follows:
∀ p˜, q˜ ∈ ∆G : d˜(p˜, q˜) = k iff d(p, q) = (a1, . . . , an) and an = k. (1)
From metric properties of d it follows that d˜ is a well-defined metric.
Since G acts on ΓG by isometries then p ∼ q implies g · p ∼ g · q for every
g ∈ G. Moreover, if d(p, q) = (a1, . . . , an) then d(g · p, g · q) = (a1, . . . , an).
Hence, d˜(g · p˜, g · q˜) = d˜(p˜, q˜), that is, G acts on ∆G by isometries, but the action
is not free in general. From Bass-Serre theory it follows that ΨG = ∆G/G is a
graph in which vertices and edges correspond to G-orbits of vertices and edges
in ∆G.
Lemma 4. ΨG is a finite graph.
Proof. Let G = 〈g1, . . . , gk〉. Let K be a subtree of ΓG spanned by g
±1
i · ε, i ∈
[1, k]. It is easy to see that if |gi| = (ai1 , . . . , ain) ∈ Z
n, where ain > 0, i ∈ [1, k]
then K˜ = ρ(K) ⊂ ∆G is a finite subtree such that
|V (K˜)| 6 2
n∑
i=1
ain .
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Now we claim that for every q ∈ ΓG there exists p ∈ K and g ∈ G such that
q = g · p. Indeed, since ΓG is spanned by g · ε, g ∈ G then let h ∈ G be such
that p = 〈α, h〉, h = h1 · · ·hm, where hj ∈ {g
±1
i | i ∈ [1, k]}. Then
[ε, h · ε] ⊂ [ε, hm] ∪ [hm−1 · ε, (hm−1hm) · ε] ∪ · · ·
∪[(h1 · · ·hm−1) · ε, (h1 · · ·hm) · ε].
It follows that q ∈ [(hj · · ·hm−1)·ε, (hj · · ·hm)·ε] for some j and (hj · · ·hm−1)−1·
q = p ∈ [ε, hm · ε] ⊂ K. So q = g · p for g = hj · · ·hm−1 as required.
From the claim it follows that ΓG is spanned by translates of K, so ∆G is
spanned by translates of K˜. Hence, there can be only finitely many G-orbits of
vertices and edges in ∆G, and ΨG is a finite graph.
From Lemma 4 it follows that the number of G-orbits of Zn−1-subtrees in
ΓG is finite and equal to |V (ΨG)|. So, let |V (ΨG)| = m and T1, . . . , Tm be these
G-orbits.
Consider ΨG. The set of vertices and edges of ΨG we denote correspondingly
by V (ΨG) and E(ΨG) so that
σ : E(ΨG)→ V (ΨG), τ : E(ΨG)→ V (ΨG),
− : E(ΨG)→ E(ΨG)
satisfy the following conditions:
σ(e¯) = τ(e), τ(e¯) = σ(e), e¯ = e, e¯ 6= e.
Let T be a maximal subtree of ΨG and let π : ∆G → ∆G/G = ΨG be the
canonical projection of ∆G onto its quotient, so π(v) = Gv and π(e) = Ge for
every v ∈ V (∆G), e ∈ E(∆G). There exists an injective morphism of graphs
η : T → ∆G such that π ◦ η = idT (see Section 8.4 of [8]), in particular η(T )
is a subtree of ∆G. One can extend η to a map (which we again denote by η)
η : ΨG → ∆G such that η maps vertices to vertices, edges to edges, and so that
π ◦ η = idΨG . Notice, that in general η is not a graph morphism. To this end
choose an orientation O of the graph ΨG. Let e ∈ O − T . Then there exists an
edge e′ ∈ ∆G such that π(e′) = e. Clearly, σ(e′) and η(σ(e)) are in the same
G-orbit. Hence g · σ(e′) = η(σ(e)) for some g ∈ G. Define η(e) = g · e′ and
η(e¯) = η(e). Notice that vertices η(τ(e)) and τ(η(e)) are in the same G-orbit.
Hence there exists an element γe ∈ G such that γe · τ(η(e)) = η(τ(e)).
Put
Gv = StabG(η(v)), Ge = StabG(η(e))
and define boundary monomorphisms as inclusion maps ie : Ge →֒ Gσ(e) for
edges e ∈ T ∪O and as conjugations by γe¯ for edges e /∈ T ∪O, that is,
ie(g) =
{
g, if e ∈ T ∪O,
γe¯gγ
−1
e¯ , if e /∈ T ∪O.
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According to the Bass-Serre structure theorem we have
G ≃ π(G,ΨG, T ) = 〈Gv (v ∈ V (ΨG)), γe (e ∈ E(ΨG)) | rel(Gv), (2)
γeie(g)γ
−1
e = ie¯(g) (g ∈ Ge), γeγe¯ = 1, γe = 1 (e ∈ T )〉.
Let K = ρ−1(η(T )), K = ρ−1(η(ΨG)), hence, K, K are subtrees of ΓG such
that K ⊆ K. Obviously T0 ⊆ K. Moreover, both K and K contain finitely many
Z
n−1-subtrees, and meet every G-orbit of Zn−1-subtrees of ΓG.
For every v ∈ ΨG we have StabG(η(v)) = StabG(Tη(v)), where η(v) =
ρ(Tη(v)). Denote by T0 the Z
n−1-subtree containing ε. Obviously, StabG(T0) is
a subgroup of CDR(Zn−1, X).
Lemma 5. Let T be a Zn−1-subtree of K. Then
StabG(T ) = fT ∗KT ∗ f
−1
T ,
where KT is a subgroup of CDR(Z
n−1, X) (possibly trivial) and fT = µ([ε, xT ])
∈ CDR(Zn, X). Moreover, is StabG(T ) is not trivial then xT ∈ Axis(g) ∩ T
for some g ∈ StabG(T ).
Proof. If StabG(T ) is trivial then the statement obviously holds.
Suppose StabG(T ) 6= 1 and let g ∈ StabG(T ). By Corollary 1.6 [6], Axis(g)
meets every 〈g〉-invariant subtree of ΓG. Since T is 〈g〉-invariant then Axis(g)∩
T 6= ∅. Hence, choose some xT ∈ Axis(g)∩T and put fT = µ([ε, xT ]). We have
g · xT ∈ T , so |f
−1
T ∗ g ∗ fT | ∈ Z
n−1, in other words, g = fT ∗ ag ∗ f
−1
T , ag ∈
CDR(Zn−1, X). Since StabG(T ) is a group then KT = {ag | g ∈ StabG(T )} is
a subgroup of CDR(Zn−1, X).
Let e be an edge of ΨG such that e ∈ O, e /∈ T . Let v = σ(η(e)) =
η(σ(e)), w = τ(η(e)) and u = η(τ(e)) = γe ·w. We have u, v ∈ η(T ), w /∈ η(T ).
Hence,
γe StabG(w) γ
−1
e = StabG(u).
By definition we have ie(Ge) ⊆ Gv = StabG(T ), where T = ρ−1(v) and ie¯(Ge) =
γeGeγ
−1
e ⊆ Gu = StabG(S), where S = ρ
−1(u). Thus, we have ie(Ge) =
fT ∗A∗ f
−1
T , ie¯(Ge) = fS ∗B ∗ f
−1
S , where A 6 KT and B 6 KS are isomorphic
abelian subgroups of CDR(Zn−1, X). So,
γe ∗ (fT ∗A ∗ f
−1
T ) ∗ γ
−1
e = fS ∗B ∗ f
−1
S
and it follows that f−1S ∗ γe ∗ fT = re ∈ CDR(Z
n, X) so that re ∗A ∗ r−1e = B.
Thus, we have
γe = fS ∗ re ∗ f
−1
T .
Observe that re ∈ CDR(Zn, X)−CDR(Zn−1, X) because otherwise γe ·T = S,
that is, u = v, S = T and thus γe ∈ StabG(T ) - a contradiction.
Now, we can give an inductive definition of effective hierarchy for a finitely
generated Zn-free group G. We say that G has an effective hierarchy over an
alphabet X if the following conditions are satisfied.
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(EFH1) If n = 1 then G has effective representation by Zn-words over the alphabet
X .
(EFH2) If n > 1 then in the presentation (2) for G
(a) each vertex group Gv is given in the form fv ∗ Kv ∗ f−1v , where Kv
has effective hierarchy over X (we assume that effective hierarchy is
defined for Kv by induction) and fv is a computable Z
n-word over
X ,
(b) for each edge group Ge, its images in the corresponding vertex groups
have effective presentations over X ,
(c) each re in the representation γe = fS∗re∗f
−1
T is given as a computable
Z
n-word over X .
Observe that from the definition above it follows that effective hierarchy over
X implies effective representation over X .
4 Effective regular completions
Let G be a finitely generated subgroup of CDR(Zn, X), where Zn is ordered
with respect to the right lexicographic order. Here we do not assume X to be
finite. We are going to construct a finite alphabet Y and a finitely generated
group H which is subgroup of CDR(Zn, Y ) such that the length function on H
induced from CDR(Zn, Y ) is regular and G embeds into H so that the length
is preserved by the embedding. In other words, we are going to construct a
finitely generated Zn-completion of G (see [19]). Moreover, if G has an effective
hierarchy over X then we show that the construction of H is effective and it has
an effective hierarchy over Y .
The argument is conducted by induction on n.
4.1 Simplicial case
Let G be a finitely generated subgroup of CDR(Z, X). Hence, ΓG is a simplicial
tree and ∆ = ΓG/G is a folded X-labeled digraph (see [14]) with labeling
induced from ΓG. ∆ is finite which follows from the fact that G is finitely
generated and from the construction of ΓG. Moreover, ∆ recognizes G with
respect to some vertex v (the image of ε) in the sense that g ∈ CDR(Z, X)
belongs to G if and only if there exists a loop in ∆ at v such that its label is
exactly g.
The following lemma provides the required result.
Lemma 6. Let G be a finitely generated subgroup of CDR(Z, X). Then there
exists a finite alphabet Y and an embedding φ : G → H, where H = F (Y ),
inducing an embedding ψ : ΓG → ΓH such that
(i) |g|G = |φ(g)|H for every g ∈ G,
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(ii) if A is a maximal abelian subgroup of G then φ(A) is a maximal abelian
subgroup of H,
(iii) if a and b are non-G-equivalent ends of ΓG then ψ(a) and ψ(b) are non-
H-equivalent ends of ΓH ,
(iv) if A and B are maximal abelian subgroups of G which are not conjugate
in G then φ(A) and φ(B) are not conjugate in H.
Moreover, if G has an effective representation by Z-words over X then Y can
be found effectively and the embedding φ : G→ H is effective.
Proof. Since G is finitely generated then there are only finitely many letters
which are used in the representation of the generating set of G, so, X may be
considered to be finite. Consider ∆ = ΓG/G and let v ∈ V (∆) be the image
of ε. Let E = {e1, . . . , ek} be the set of edges of ∆ and E+ an orientation of
∆. Take a copy of ∆ denoted ∆′, which has the set of edges E′ and orientation
E′+ corresponding to E and E+. Let v
′ ∈ V (∆′) correspond to v ∈ V (∆).
Introduce a labeling function µ′ on edges of ∆′ as follows: µ′(ei) = ei if ei ∈ E′+,
and µ′(ei) = e
−1
i if ei ∈ E
′ − E′+. Hence, µ
′ : E′ → E′ and as a result
we get a E′-labeled digraph ∆′. There exists a natural isomorphism of graphs
γ : ∆→ ∆′ which induces a natural isomorphism φ : G→ G′, whereG′ 6 F (E′)
is recognized by ∆′ with respect to v′ ∈ V (∆′). Let Y = E′ and H = F (Y ).
Since G′ is a subgroup of F (Y ) then ΓG′ naturally embeds into ΓH which is a
Cayley graph of H . Now, φ : G→ G′ induces the isomorphism between ΓG and
ΓG′ which gives an embedding ψ : ΓG → ΓH .
Observe that under assumption that G has an effective representation by
Z-words over X , one can effectively enumerate X and ∆ can be constructed
effectively from a finite wedge of loops labeled by finite words (which again can
be found effectively) corresponding to the generators of G. Hence, G′ has an
effective representation by Z-words over a finite alphabet Y (found effectively)
meaning that the embedding G′ →֒ H is effective. Hence, the embedding G →֒
H is effective too. Now, we prove the required properties of this embedding.
First of all, obviously |g|G = |φ(g)|G′ for every g ∈ G. Hence, |g|G = |φ(g)|H
for every g ∈ G and (i) follows.
Next, if g ∈ G is not a proper power in G then φ(g) is not a proper power
in F (Y ). Indeed, if φ(g) ∈ G′ is a proper power in F (Y ) then, due to one-to-
one correspondence between edges of ∆′ and their labels, there exists a path
q = q1q2q
−1
1 ∈ ∆
′ at v′ such that µ′(q2) is cyclically reduced, q2 = q
m
3 , m > 1
for some loop q3 at t(q1), and µ
′(p) = θ(g). Hence, φ(g) is a proper power in G′
and g = µ(γ−1(p)) is a proper power in ∆. So, (ii) is proved.
Let us prove (iii). Every end a of ΓG corresponds to a unique infinite geodesic
ray ra in ΓG originating at ε whose edges are labeled by X
±, and ra corresponds
to a reduced infinite path pa in ∆ starting at v. Ends a and b of ΓG are
F (X)-equivalent if and only if µ(pb) = µ(p) ◦ µ(pa), where p is a reduced path.
Correspondingly, a and b are G-equivalent if and only if µ(pb) = µ(p) ◦ µ(pa),
where p is a reduced loop at v, that is, if µ(p) ∈ G. Since ∆ is folded then it
follows that for G-equivalent ends a and b we have pb = ppa.
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Now, let ψ(a) and ψ(b) be two ends of ψ(ΓG). Hence, they correspond to
unique reduced infinite paths ψ(pa) and ψ(pb) in ∆
′ starting at v′. If ψ(a)
and ψ(b) are H-equivalent then µ′(pψ(b)) = µ
′(ψ(p)) ◦ µ(pψ(a)), where ψ(p) is a
reduced path in ∆′. But since there exists one-to-one correspondence between
edges of ∆′ and their labels then it follows that pψ(b) = ψ(p)pψ(a) and ψ(p) is a
loop at v′. That is, ψ(a) and ψ(b) are G′-equivalent which implies that a and b
are G-equivalent. So, (iii) follows.
Finally, to prove (iv) observe that a maximal abelian subgroup C of G cor-
responds to a pair of ends of ΓG which are the ends of its axis Axis(C). Now,
(iv) follows from (iii).
Lemma 6 can be generalized to the following result.
Corollary 1. Let G be a finitely generated subgroup of CDR(Z, X). Assume
that ΓG is embedded into a Z-tree T whose edges are labeled by X
± so that the
action of G on ΓG extends to an action of G on T , and there are only finitely
many G-orbits of ends of T which belong to T − ΓG. Then there exists a finite
alphabet Y , a Z-tree T ′ whose edges are labeled by Y ±, and a finitely generated
subgroup H ⊆ CDR(Z, Y ) such that ΓH is embedded into T
′ so that the action
of H on ΓH extends to a regular action of H on T
′. Also, there is an embedding
θ : T → T ′, where θ(ΓG) ⊆ ΓH , which indices an embedding φ : G → H such
that
(i) |g|G = |φ(g)|H for every g ∈ G,
(ii) if A ia a maximal abelian subgroup of G then φ(A) is a maximal abelian
subgroup of H,
(iii) if a and b are non-G-equivalent ends of T then θ(a) and θ(b) are non-H-
equivalent ends of T ′.
Moreover, if
(e1) G has an effective representation by Z-words over X,
(e2) a set of representatives q1, . . . , qm of G-orbits of ends of T which belong
to T − ΓG is given as a set of functions qi : [1,∞) → X
± so that each qi
is computable,
then Y can be found effectively, H has an effective representation by Z-words
over Y , and the embedding φ : G→ H is effective.
Proof. Consider T/G. Since there are only finitely many G-orbits of ends in
T − ΓG then T/G consists of ∆ = ΓG/G and a forest formed by finitely many
infinite rays attached to some vertices of ∆. These rays correspond to G-orbits
of ends in T−ΓG. By Lemma 6 there exists a finite alphabet Y1 and a relabeling
of edges of ∆ by Y ±1 which induces embeddings ψ : ΓG → ΓF (Y1) and φ : G →
F (Y1) in such a way that
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(a) |g|G = |φ(g)|F (Y1) for every g ∈ G,
(b) if A ia a maximal abelian subgroup of G then φ(A) is a maximal abelian
subgroup of F (Y1),
(c) if a and b are non-G-equivalent ends of ΓG then ψ(a) and ψ(b) are non-
F (Y )-equivalent ends of ΓF (Y1).
Now, the new labeling of ∆ can be extended to a labeling of T/G as follows.
Since there are only finitely many infinite rays in T/G then there are only finitely
many branch-points in T/G −∆. Hence, in T/G − ∆ there are finitely many
paths pv,w of the form [v, w], where v is either a branch-point or a vertex of
∆ which an infinite ray from T/G−∆ is attached to, and w is an adjacent to
v branch-point. Denote this set by P . Also, there are finitely many infinite
rays R = {r1, . . . , rm} in T/G − ∆ which do not contain any branch-points.
Eventually, every infinite ray r in T/G corresponding to a G-orbit of ends in
T − ΓG, attached to a vertex ua in ∆ can be decomposed as
pua,v1 , . . . , pvk−1,vk , ri
where pua,v1 , . . . , pvk−1,vk ∈ P and ri ∈ R. Now for each p ∈ P ∪ R relabel all
edges of p by the same letter ap so that ap 6= aq whenever p 6= q, p, q ∈ P ∪R,
and let Y2 = {ap | p ∈ P ∪ R}. Observe that Y2 is finite even if X is not finite.
Let W = {µ(p) | p ∈ P}. Hence, the label of any infinite ray in T/G −∆ can
be decomposed as
w1 ◦ w2 ◦ · · · ◦ wk ◦ µ(r)
for some wi ∈ P, r ∈ R.
Let Y = Y1 ∪ Y2 and H = 〈Y1 ∪W 〉 ⊂ CDR(Z, Y ). Let Q be a collection of
paths of the form pr, where µ(p) ∈ H and either r ∈ R or r is empty. Define
T ′ = Q/ ∼, where “∼” stands for identification of common initial subwords for
every pair p1, p2 ∈ Q. Hence, T ′ is a Z-tree labeled by Y containing ΓH , on
which H acts regularly by left multiplication. T ′ contains a copy of T , relabeled
as shown above, which provides an embedding θ : T → T ′, where θ(ΓG) ⊆ ΓH .
Finally, non-G-equivalent ends of T are labeled by different letters in θ(T ), so
combined with (c) it implies (iii).
Assuming (e1) it follows that Y1 can be found effectively by Lemma 6. Next,
using (e2) we can find all branch-points in T/G − ∆ effectively. Indeed, each
qi can be effectively represented in the form gi ◦ q′i, where gi ∈ G and q
′
i is
an infinite ray in T/G − ∆ (gi can be found by “reading” the label of qi in
∆ letter by letter, the process stops because gi exists). Thus one can find out
effectively if q′i and q
′
j originate from the same vertex in ∆ and, in the case they
do, determine their maximal common initial segment which gives a branch-point
(since qi and qj are not G-equivalent for i 6= j then the maximal common initial
segment of q′i and q
′
j is finite). The number of branch-points is bounded by the
number of orbits of infinite rays in T/G, so eventually one can find all of them.
Hence, Y2 and W can be found effectively, so H has an effective representation
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by Z-words over Y and effectiveness of the embedding of G into H follows from
the effectiveness of φ : G→ F (Y1).
4.2 General case
Let G be a finitely generated subgroup of CDR(Zn, X) for some alphabet X .
We are going to use the notations introduced in Subsection 3.2, that is, we
assume that K, ΨG, ∆G etc. are defined for G as well as the presentation (2).
First of all, we relabel ΓG so that non-G-equivalent Z
n−1-subtrees are labeled
by disjoint alphabets.
Recall that every edge e in ΓG is labeled by a letter µ(e) ∈ X
±. Let T be
a Zn−1-subtree of K and XT a copy of X (disjoint from X) so that we have a
bijection πT : X → XT , where πT (x−1) = πT (x)−1 for every x ∈ X . We assume
XS ∩ XT = ∅ for distinct S, T ∈ K. Let Γ′ be a copy of ΓG and ν : Γ′ → ΓG
a natural bijection (the bijection on points naturally induces the bijection on
edges). Denote ε′ = ν−1(ε).
Let X ′ =
⋃
{XT | T ∈ K}. We introduce a labeling function µ′ : E(Γ′) →
X ′± as follows: µ′(e) = πT (µ(ν(e))) if ν(e) ∈ T . µ′ naturally extends to the
labeling of paths in Γ′. Now, if V ′ = ν−1(VG) then define
G′ = {µ′(p) | p = [ε′, v′] for some v′ ∈ V ′}.
Lemma 7. G′ is a subgroup of CDR(Zn, X ′) which acts freely on Γ′ and there
exists an isomorphism φ : G→ G′ such that Lε(g) = Lε′(φ(g)). Moreover, if G
has an effective hierarchy over X then G′ has an effective hierarchy over X ′.
Proof. Take g ∈ G. Since g = µ([ε, v]) for some v ∈ ΓG then define
φ(g) = µ′([ε′, v′]) ∈ G′,
where v′ = ν−1(v). All the required properties of G′ follow immediately.
The effectiveness part is obvious.
According to Lemma 7 we have Γ′ = ΓG′ . Observe that the structure of
Z
n−1-trees in ΓG′ is the same as in ΓG. Hence, if “∼” is a Zn−1-equivalence of
points of ΓG′ then ∆G′ = ΓG′/ ∼ and ΨG′ = ∆G′/G′ are naturally isomorphic
respectively to ∆G = ΓG/ ∼ and ΨG = ∆G/G. So, with a slight abuse of
notation let X = X ′, G = G′.
Next, we would like to refine the labeling so as to make the alphabet X
finite. To do this we have to analyze the structure of the Zn−1-subtrees of K.
Lemma 8. Let T be a Zn−1-subtree of K such that StabG(T ) is trivial. Then
T contains only finitely many branch-points and each branch-point of T is of
the form Y (ε, x, y), where x, y ∈ {xS (S ∈ K), γ±1e · ε (e ∈ ΨG)}. Moreover,
if G has an effective hierarchy over X then all branch-points of T can be found
effectively.
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Proof. Suppose a is a branch-point of T . Then there exist x1, x2 ∈ ΓG−T such
that a = Y (ε, x1, x2). Indeed, otherwise, from the construction of ΓG there
exist distinct g, h ∈ G such that g · ε, h · ε ∈ T , so g−1 ∗ h ∈ StabG(T ) - a
contradiction. Without loss of generality we can assume that x1 ∈ S1, x2 ∈ S2,
where S1 and S2 are Z
n−1-subtrees of ΓG adjacent to T . Observe that S1 and
S2 belong to distinct G-orbits because StabG(T ) is trivial. Thus, the number
of branch-points in T is finite. Finally, the pair (T, Si), i = 1, 2 corresponds to
an edge ei = (π(ρ(T )), π(ρ(Si))) of ΨG. If ei ∈ T then xi can be chosen to be
xSi , otherwise xi can be chosen to be γe · ε.
The effectiveness part of the statement follows immediately.
In particular, from Lemma 8 it follows that every Zn−1-subtree T of K with
trivial stabilizer can be relabeled by a finite alphabet. Indeed, T may be cut at
its branch-points into finitely many closed segments and half-open rays which
do not contain any branch-points. Then all these segments and rays can be
labeled by different letters (all points in each piece is labeled by one letter).
In the case of non-trivial stabilizer the situation is a little more complicated.
Lemma 9. Let T be a Zn−1-subtree of K such that StabG(T ) = fT ∗KT ∗ f
−1
T
is non-trivial. Then ΓKT embeds into T (the base-point of ΓKT is identified
with xT ), the action of KT on ΓKT extends to the action of KT on T and the
following hold
(a) every end of T which does not belong to ΓKT is KT -equivalent to one of
the ends of a finite subtree which is the intersection of T and the segments
[ε, xS ], S ∈ K,
(b) every end a of T which does not belong to ΓKT extends the axis of some
centralizer Ca of KT ,
(c) there are only finitely many KT -orbits of branch-points of T which do not
belong to ΓKT ,
(d) if KT ⊂ CDR(Zn−1, Y ) for some finite alphabet Y then the labeling of
ΓKT by Y can be KT -equivariantly extended to a labeling of T by a finite
extension Y ′ of Y .
Moreover, if G has an effective hierarchy over X then in (b) the centralizer
Ca can be found effectively, in (c) representatives of KT -orbits of branch-points
of T which do not belong to ΓKT can be found effectively, and in (d) the new
alphabet Y ′ can be found effectively provided Y is given.
Proof. (a) follows immediately from the structure of ΓG explained in detail in
Subsection 3.2.
(b), (c) It follows from (a) that there exist finitely many KT -orbits of ends
of T which do not belong to ΓKT . Fix some representatives a1, . . . , ak of these
orbits. Let a ∈ {a1, . . . , ak}. Observe that for each g ∈ KT , the intersection
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[xT , a) ∩ [xT , g · a) is either a closed segment in T or it is equal to [xT , a).
Consider the former case. Let y be the terminal point of the intersection and
let wa = µ([xT , y]). If y ∈ ΓKT then [xT , y] ⊂ ΓKT . Suppose y /∈ ΓKT . Hence,
w−1a ∗ (g ∗ wa) is defined in CDR(Z
n, X) and either w−1a or g ∗ wa cancels
completely in the product. By the assumption, y is a branch-point of T which
does not belong to ΓKT . Hence, ht(g) < ht(wa) and by Lemma 8 and Lemma
9 [19] it follows that ht(wa) > ht(g1) for every g1 ∈ CKT (g) and wa conjugates
CKT (g) to another centralizer in CDR(Z
n−1, X). Moreover, if for some h ∈ KT
the intersection [xT , a) ∩ [xT , f · a) is a closed segment in T then h ∈ CKT (g)
and the end-point yh of this intersection belongs to the orbit of y under the
action of KT (in fact, under the action of CKT (g)).
Hence, every representative a from the list a1, . . . , ak can be associated with
a centralizer Ca of KT (Ca may be trivial) and a branch point xa on [xT , a) so
that if x = Y (xT , a, g · a) and x ∈ T − ΓKT then x ∈ G · xa.
Next, consider a, b ∈ {a1, . . . , ak}. Suppose there exist g, h ∈ KT such that
[xT , g ·a)∩ [xT , h ·b) is a closed segment in T and the end-point x of this segment
(other than xT ) does not belong to ΓKT . Now if w = µ([xT , x]) then
ht(g−1Cag), ht(h
−1Cbh) < ht(w)
and from Lemma 9 [19] it follows that g−1Cag = h
−1Cbh. Now, if there exists
f ∈ KT such that [xT , g ·a)∩[xT , f ·b) is a closed segment in T and the end-point
y of this segment (other than xT ) does not belong to ΓKT then y ∈ G · x.
Finally, (c) follows from (b). Indeed, for each representative a in the list
{a1, . . . , ak} let Ya be a copy of the alphabet Y so that Ya ∩ Yb = ∅ if a 6= b.
Then [xT , a) contains an open subinterval which is the axis of a centralizer Da
of CDR(Zn−1, X) and wa conjugates Axis(Ca) to Axis(Da). Thus Axis(Da)
can be relabeled by Ya and this labeling can be extended to the whole interval
[xT , a)−ΓKT , where ([xT , a)−ΓKT )−Axis(Da) can be labeled arbitrarily by Ya
since it does not contain branch-points. Eventually, one can KT -equivariantly
extend the labeling from each [xT , a) − ΓKT to its images under the action of
KT .
The effectiveness part easily follows. Indeed, the centralizers of KT associ-
ated to the generators γ±1e , e ∈ ΨG are a part of the effective hierarchy for G.
Every end a of T which does not belong to ΓKT is KT -conjugate to b which is
defined by some γ±1e . Hence, if a = g · b then Ca = gCbg
−1 and Cb is a part
of the effective hierarchy. Next, the intersection of T with a finite subtree of
ΓG formed formed by the paths corresponding to γ
±1
e , e ∈ ΨG can be found
effectively. Hence, all branch-points in this intersection (which is now a subtree
of T ) can also be found effectively and every branch-point of T which does not
belong to ΓKT is KT conjugate to one of these. Finally, in (d), if Y is given
effectively then from the construction above it follows that Y ′ is a disjoint union
of several copies of Y , so it can be found effectively as we.
Corollary 2. If G is a finitely generated subgroup of CDR(Zn, X) then X can
be taken to be finite.
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Proof. Follows from Lemma 8 and Lemma 9.
For a non-linear Zn−1-subtree T of K with a non-trivial stabilizer let B(T )
be the set of representatives of branch-points of T − ΓKT . By Lemma 9, B(T )
is finite and every branch-point of T which does not belong to ΓKT is KT -
equivalent to a branch-point from B(T ). Let
D(T ) = {µ([xT , y]) | y ∈ B(T )}.
Observe that D(T ) is a finite subset of CDR(Zn−1, X).
Let g ∈ G. Hence, [ε, g · ε] meets finitely many Zn−1-subtrees T0, T1, . . . , Tk,
where T (g)0 = T0 and Ti is adjacent to Ti−1 for each i ∈ [1, k]. Observe that
T0 is Z
n−1-subtree of K. We have
[ε, g · ε] ⊆ [xT0 , xT1 ] ∪ · · · ∪ [xTk−1 , xTk ] ∪ [xTk , g · ε].
Now, there exists g0 ∈ StabG(T0) and a Zn−1-subtree S1 of K adjacent to
T0 such that T1 = g0 · S1. Next, there exists g1 ∈ StabG(T1) and a Zn−1-
subtree S2 of K adjacent to S1 such that T2 = (g1g0) · S2, and so on. After k
steps we find a sequence of Zn−1-subtrees S0, S1, . . . , Sk from K, where S0 =
T0, Si is adjacent to Si−1, i ∈ [1, k] and Ti = (gi−1 · · · g0) · Si, where gi ∈
StabG(Ti). Hence,
[ε, g · ε] ⊆ [xT0 , g0 · xT0 ] ∪ [g0 · xT0 , g0 · xS1 ] ∪ [g0 · xS1 , xT1 ] ∪ [xT1 , (g1g0) · xS1 ]
∪[(g1g0) · xS1 , (g1g0) · xS2 ] ∪ · · · ∪ [(gk−1 · · · g0) · xSk−1 , (gk−1 · · · g0) · xSk ]
∪[(gk−1 · · · g0) · xSk , xTk ] ∪ [xTk , (gk · · · g0) · xSk ],
where (gk · · · g0) · xSk = g · ε.
Since
µ([p, q]) = µ(g · [p, q]) = µ([g · p, g · q])
and
[(gi−1 · · · g0) · xSi−1 , (gi−1 · · · g0) · xSi ] = (gi−1 · · · g0) · [xSi−1 , xSi ]
for i ∈ [1, k], then
µ([(gi−1 · · · g0) · xSi−1 , (gi−1 · · · g0) · xSi ]) = µ([xSi−1 , xSi ]).
Also, observe that for any i ∈ [1, k]
[(gi−1 · · · g0) · xSi , xTi ] ∪ [xTi , (gi · · · g0) · xSi ]
is a path in Ti, where (gi−1 · · · g0) · xSi and (gi · · · g0) · xSi are StabG(Ti)-
equivalent to xTi . So, it follows that
µ([xTi , (gi−1 · · · g0) · xSi ]) = fi ∈ KTi , µ([xTi , (gi · · · g0) · xSi ]) = hi ∈ KTi .
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Also, observe that g0 = µ([xT0 , g0 · xT0 ]). Eventually, we have
g = g0 ∗ cS0,S1 ∗ (f
−1
1 ∗ h1) ∗ cS1,S2 ∗ · · · ∗ cSk−1,Sk ∗ (f
−1
k ∗ hk),
where cSi−1,Si is the label of the path [xSi−1 , xSi ] and the product on the right-
hand side is defined in CDR(Zn, X).
Now we are ready to perform the inductive step.
Theorem 3. Let G be a finitely generated subgroup of CDR(Zn, X) (assume
that K, ΨG, ∆G etc. are defined for G as above). Suppose that for every
non-linear Zn−1-subtree T of K with a non-trivial stabilizer there exists
(a) an alphabet Y (T ),
(b) a Zn−1-tree T ′ whose edges are labeled by Y (T ),
(c) a finitely generated group HT ⊂ CDR(Zn−1, Y (T ))
such that ΓHT is embedded into T
′ and the action of HT on ΓHT extends to a
regular action of HT on T
′. Moreover, assume that there is an embedding ψT :
T → T ′, where ψT (ΓKT ) ⊆ ΓHT , which induces an embedding φT : KT → HT ,
and such that if a and b are non-KT -equivalent ends of T then ψT (a) and ψT (b)
are non-HT -equivalent ends of ψT (T ).
Then there exists an embedding of D(T ), T ∈ K into CDR(Zn, Y ), where
Y is a finite alphabet containing
⋃
T∈K Y (T ) such that
(i) {H(T ), D(T ), {cxT ,xS | S is adjacent to T in K} | T ∈ K} generates a
group H of CDR(Zn, Y ) which acts regularly on ΓH with respect to εH ,
(ii) there exists an embedding ψ : ΓG → ΓH , ψ(εG) = εH which induces an
embedding φ : G → H, such that if a and b are non-G-equivalent ends of
ΓG then ψ(a) and ψ(b) are non-H-equivalent ends of ψ(ΓG).
Moreover, if G has an effective hierarchy over X and for every non-linear Zn−1-
subtree T of K with a non-trivial stabilizer, the group HT has effective hierarchy
over Y (T ) then then H has an effective hierarchy over Y .
Proof. First of all, by Corollary 2 we can assume X to be finite. Hence, we can
assume that any two distinct Zn−1-subtrees S and T of K are labeled distinct
alphabets X(S) and X(T ). Next, by Lemma 8, in each Zn−1-subtree S of K
with trivial stabilizer there are only finitely many branch-points, so we can cut S
along these branch-points, obtain finitely many closed and half-open segments,
and relabel them by a finite alphabet. Thus we can assume all this to be done
already.
Let T be a non-linear Zn−1-subtree of K with a non-trivial stabilizer. Ob-
serve that by Lemma 9 every end a of T either is an end of ΓKT , or a = g · b,
where b is from a finite list of representatives of orbits of ends of T − ΓKT .
By the assumption, T embeds into T ′ labeled by Y (T ), while ΓKT embeds
into ΓH(T ), where H(T ) acts regularly on T
′. It follows that for every branch-
point b of T the label of ψT ([xT , b]) defines an element of H(T ). In particular,
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the label of ψT (d) belongs to H(T ) for every d ∈ D(T ). Moreover, if S1, S2 are
Z
n−1-subtrees of K adjacent to T and aS1 , aS2 are the corresponding ends of
T then aS1 is not H(T )-equivalent to aS2 . So, by the assumption, aS1 is not
H(T )-equivalent to aS2 and it follows that
(h1 · θ([xT , xS1 ] ∩ T )) ∩ (h2 · θ([xT , xS2 ] ∩ T ))
is a closed segment of T ′, hence,
com(h1 ∗ cxT ,xS1 , h2 ∗ cxT ,xS2 ),
is defined in CDR(Zn−1, Y (T )). Since X(T ) ∩ X(S) = ∅ then h ∗ c−1xT ,xS =
h ◦ c−1xT ,xS for every Z
n−1-subtree S of K adjacent to T . Thus,
{H(T ), D(T ), {cxT ,xS | S is adjacent to T in K}},
which is finite, generates a subgroup H ′(T ) in CDR(Zn, Q), where
Q =
⋃
T∈K
Y (T ),
so that T embeds into ΓH′(T ). Moreover, H
′(T ) acts regularly on ΓH′(T ).
Now, from the fact that alphabet X(T ) is disjoint from X(S) if T is not
G-equivalent to S it follows that {H ′(T ) | T ∈ K} generates a subgroup H of
CDR(Zn, Y ), where Y is a finite alphabet containing Q. Observe that ΓH′(T )
embeds into ΓH for each T ∈ K. Moreover, for every f, g ∈ H we have w =
Y (εH , f ·εH , g ·εH) belongs to one of the subtrees ΓH′(T ), hence [εH , w] defines
an element of H ′(T ) ⊂ H . That is, H acts regularly on ΓH .
Next, since
G 6 〈KT , {D(T ) | T ∈ K}〉 6 H
then G embeds into H .
Finally, every end a of ΓG uniquely corresponds to an end in ∆G. Every
end of ∆G can be viewed as a reduced infinite path pa in ∆G originating at
v ∈ ∆G which is the image of ε ∈ ΓG. Observe that two ends a and b of ΓG are
G-equivalent if and only if π(pa) = π(pb) in ΨG.
Denote ∆H = ΓH/ ∼, where “∼” is the equivalence of Zn−1-close points.
Since ψ : ΓG → ΓH is an embedding then ∆G embeds into ∆H and with an
abuse of notation we are going to denote this embedding by ψ. Let w = ψ(v).
Let a and b be non-G-equivalent ends of ΓG and let
pa = v v1 v2 · · · , pb = v u1 u2 · · · .
Assume that ψ(a) and ψ(b) are H-equivalent in ΓH , that is, there exists h ∈ H
such that h · pψ(a) = pψ(b). Since pψ(a) and pψ(b) have the same origin w then
h ·w = w, that is, h ∈ StabH(T ′0), where T
′
0 is a Z
n−1-subtree of ΓH containing
ψ(T0). Moreover, if e1 = (w,ψ(v1)), f1 = (w,ψ(u1)) then h · e1 = f1 and it
follows that h · a1 = b1, where a1 and b1 are ends of ψ(T0) corresponding to e1
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and f1. By the assumption of the theorem there exists φ(g1) ∈ Stabφ(G)(ψ(T0))
such that φ(g1) · a1 = b1, so, φ(g1) · ψ(v1) = ψ(u1). Since φ : G → H and
ψ : ΓG → ΓH are embeddings, it follows that g1 · v1 = u1 and the images of
π(u1) = π(v1) in ∆G.
Continuing in the same way we obtain π(ui) = π(vi), i > 1 in ∆G, so, a and
b are G-equivalent which gives a contradiction with the assumption that ψ(a)
and ψ(b) are H-equivalent in ΓH .
The effectiveness part follows from the effectiveness parts of Lemma 8 and
Lemma 9.
Theorem 4. Let G be a finitely generated subgroup of CDR(Zn, X), where X
is arbitrary. Then there exists a finite alphabet Y and an embedding φ : G→ H,
where H is a finitely generated subgroup of CDR(Zn, Y ) with a regular length
function, such that |g|G = |φ(g)|H for every g ∈ G. Moreover, if G has effective
an hierarchy over X then H an effective hierarchy over Y .
Proof. We use the induction on n. If n = 1 then the result follows from Lemma
6. Finally, the induction step follows from Theorem 3.
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