Recombination is a major mechanism that generates variation in populations of human immunodeficiency virus type 1 (HIV-1). Mutations that confer replication advantages, such as drug resistance, often cluster within regions of the HIV-1 genome. To explore how efficiently HIV-1 can assort markers separated by short distances, we developed a flow cytometry-based system to study recombination. Two HIV-1-based vectors were generated, one encoding the mouse heat-stable antigen gene and green fluorescent protein gene (GFP), and the other encoding the mouse Thy-1 gene and GFP. We generated derivatives of both vectors that contained nonfunctional GFP inactivated by different mutations. Recombination in the region between the two inactivating mutations during reverse transcription could yield a functional GFP. With this system, we determined that the recombination rates of markers separated by 588, 300, 288, and 103 bp in one round of viral replication are 56, 38, 31, and 12%, respectively, of the theoretical maximum measurable recombination rate. Statistical analyses revealed that at these intervals, recombination rates and marker distances have a near-linear relationship that is part of an overall quadratic fit. Additionally, we examined the segregation of three markers within 600 bp and concluded that HIV-1 crossover events do not exhibit high negative interference. We also examined the effects of target cells and viral accessory proteins on recombination rate. Similar recombination rates were observed when human primary CD4
Genetic recombination plays an important role in the evolution of human immunodeficiency virus type 1 (HIV-1) (35) . Recombination shuffles viral genomes and redistributes the mutations generated from reverse transcription, leading to increased variation within the infected host and, ultimately, the viral populations distributed throughout the world (35) . Of the more than 70,000 sequences that are catalogued in the HIV sequence database at the Los Alamos National Laboratory (http://www.hiv.lanl.gov), approximately 8% (Ͼ5,500) are classified as recombinants. Furthermore, recombinant strains of HIV-1 have been observed worldwide (13, 16, 26, 28, 38, 46) . The inherent ability of HIV-1 to recombine poses a constant problem for effective anti-HIV-1 treatment because multidrugresistant variants can be generated by recombining the genome of singly or weakly resistant viruses. The increased variation caused by recombination also hinders the development of effective vaccines; the induced host immune response has to combat not only the variants generated by the rapidly changing virus genome but also all the different subtypes of HIV-1.
Therefore, rapid recombination of the HIV-1 genome creates a vast advantage for the evolution of the virus and an enormous difficulty for the host.
The ability of HIV-1 to carry out frequent recombination is the result of a unique feature of the retrovirus family: retroviruses package two copies of viral RNA into each virion (15, 23) . During reverse transcription, reverse transcriptase can use portions of the genomes from each RNA as templates to generate a recombinant viral DNA (7, 19) . Although recombination can occur in all virions, a genetically different progeny can only be generated from virions with two different RNAs (heterozygous virions), not from virions with two identical RNAs (homozygous virions) (18) . Heterozygous virions are only generated from cells infected with more than one retrovirus (double infection) (18) . We have previously demonstrated that double infection occurs frequently in HIV-1 infection of cultured T cells and primary T cells (8) , providing the basis for the generation of heterozygous virions that allows the observed frequent recombination.
Frequent HIV-1 recombination has been evident from studies with different approaches. Studies of individuals infected with more than one genetically distinct HIV-1 revealed that these patients often also harbor hybrid viruses in their viral populations (13, 16, 26, 28, 38, 46) . Intersubtype recombinants that cause epidemics in certain geographical areas have multiple break-off points along the genome (35) . Additionally, some circulating forms of recombinants have mosaic genomes that were derived from five or more genetically distinct HIV-1 variants, emphasizing the common occurrence of double infection and frequent recombination (43) .
In addition to the viral populations in infected individuals, recombination events have also been observed in experimental systems. It has been demonstrated that recombination can occur with purified reverse transcriptase and nucleic acid templates (5, (10) (11) (12) 30) ; these studies have also yielded interesting data on different aspects of recombination, such as the effects of the viral nucleocapsid protein (9, 30, 33, 36, 37) and the templates (5, 11, 12, 33, 36, 37) . With cell culture-based systems, it has been demonstrated that HIV-1 recombination is frequent and occurs throughout the viral genome with potential localized hot spots (6, 20, 22, 24, 25, 47) . Comparisons between HIV-1 and the simple retrovirus murine leukemia virus revealed that HIV-1 recombines more frequently than murine leukemia virus (31, 34) .
In a previous study, we measured HIV-1 recombination rates for three genetic distances (1.9, 1.3, and 1.0 kb) (34) . We observed that HIV-1 recombines at exceedingly high rates, because sequences separated by 1.3 kb segregated as unlinked alleles in a single round of viral replication. These results also led to questions that could not be easily addressed with the same system, such as the relationship between recombination rate and marker distances shorter than 1.0 kb. Many of the mutations that cause drug resistance or immune evasion are clustered within 1.0 kb of the viral genome (21, 41) . Therefore, it is important to measure how frequently these mutations can be assorted. Furthermore, because drug selection was used in the previous system to measure recombination, we could not easily adapt this strategy to measure recombination in cells that grow in suspension, such as T cells, which are natural target cells for HIV-1.
In this report, we describe the development of a new experimental system that can measure recombination rates when markers are separated by short distances (0.6 kb or less). Furthermore, since this system is based on the detection of green fluorescent protein (GFP) and cell surface proteins that can be labeled with fluorescent antibodies, we can measure the recombination rates in cultured T cells and primary cells. With this new system, we have measured the recombination rates at four genetic distances. In addition, we measured the frequency of double recombination to test whether HIV-1 recombination exhibits interference.
MATERIALS AND METHODS
Nomenclature and plasmid construction. Plasmids were constructed with standard molecular cloning techniques (39) . The names of all plasmids used in this study begin with p, but the names of the viruses derived from these plasmids do not. Plasmid pHIV-HSA-IRES-GFP (a kind gift from Derya Unutmaz, Vanderbilt University) is a pNL4-3-based construct that encodes gag, pol, tat, and rev but contains inactivating mutations in vif, vpu, vpr, and env. Additionally, this plasmid has an insertion in the nef reading frame that contains a mouse heat-stable antigen gene (HSA) followed by an internal ribosome entry site (IRES) from encephalomyocarditis virus and the green fluorescent protein gene (GFP).
Plasmid pON-fHIG is identical to pHIV-HSA-IRES-GFP except that an NcoI site in the plasmid backbone was eliminated by partial NcoI digestion and fill-in reaction with the Klenow fragment of Escherichia coli DNA polymerase I. Plasmid pON-fTIG was identical to pON-fHIG except that HSA was replaced with the mouse CD90.2 gene, also known as Thy-1. Thy-1 was PCR amplified from pSRalphaLthy (32) (a kind gift from Irvin S. Y. Chen, University of California at Los Angeles) with primers containing SacII and XhoI sites. The PCR product was digested with SacII plus XhoI, and the resulting DNA fragment was inserted into SacII-plus XhoI-digested pHDV-eGFP (42) to generate pHIV-Thy1. Thy-1 was amplified by PCR from pHIV-Thy1; the PCR products were digested with NotI plus EcoRI and inserted into NotI-plus EcoRI-digested pON-fHIG to generate pfTIG-SL-delta. The sequence between env and the 5Ј end of Thy-1 in pfTIG-SL-delta was replaced with the sequence from pHIV-Thy1 by substituting the BamHI-BstEII DNA fragment to generate pON-fTIG.
HIV-1 vectors with mutated GFP were constructed by generating PCR products of mutated GFP and then subcloning the PCR DNA fragment into pONfHIG or pON-fTIG. Mutated GFP was generated by single-round or overlapping PCR with pON-fHIG as the template. The PCR product containing the mutated GFP was digested with NcoI plus XhoI and cloned into NcoI-plus XhoI-digested pON-fHIG or pON-fTIG. The names of these plasmids contain a letter indicating the encoded functional marker (H for HSA and T for Thy-1) and a number indicating the position of the mutation in GFP from the translational start codon. Plasmids pON-H0, pON-H5, and pON-H6 contained mutations 15, 500, and 603 bp, respectively, downstream from the translation start codon, whereas pON-T3 and pON-T6 contained mutations 303 and 603 bp, respectively, downstream from the GFP start codon.
Helper plasmid pCMV-dGag was derived from pCMV⌬8.2 (29) in two steps. First, a 4-bp frameshift mutation was introduced into the SpeI site in gag to generate pCMV-Spe*. A second mutation in gag, an in-frame stop codon, was introduced 37 bp downstream of the gag AUG by site-directed mutagenesis to generate pCMV-dGag. The expression and/or function of the accessory proteins were confirmed by Western analyses and/or functional assays.
All constructs were characterized by restriction digestion, and the PCR-amplified regions were verified by DNA sequencing to avoid inadvertent mutations. The phenotypes of the constructs were characterized by flow cytometry analyses of cells transfected with these plasmids and cells infected with viruses derived from these plasmids.
Cells, transfections, and infections. The modified human embryonic kidney cell line 293T (14) was maintained in Dulbecco's modified Eagle's medium. The human T-cell line Hut/CCR5, derived from Hut78 cells to express chemokine receptor CCR5 (44) , was maintained in RPMI medium. The media for both cell lines were supplemented with 10% fetal calf serum, penicillin (50 U/ml), and streptomycin (50 U/ml). Puromycin (1 g/ml) and G418 (500 g/ml) were also added to the medium for Hut/CCR5 cells. All cultured cells were maintained in humidified 37°C incubators with 5% CO 2 .
Primary blood lymphocytes were isolated from healthy donors through Histopaque (Sigma) gradients and activated by phytohemagglutinin (2 g/ml) for 3 days. Activated cells were maintained in RPMI medium supplemented with 10% fetal calf serum and 200 U of recombinant interleukin-2 per ml for 3 to 4 days. CD4 ϩ T cells were isolated with the Dynabeads CD4 positive isolation kit, which typically generated Ͼ99% pure CD4 ϩ T cells, as determined by flow cytometry analyses.
DNA transfections were performed by the calcium phosphate method (39) with an MBS mammalian transfection kit (Stratagene). Cells were plated at a density of 4 ϫ 10 6 per 100-mm-diameter dish and transfected 18 h later. Viral supernatants were harvested 24 h later, clarified through a 0.45-m-pore-size filter to remove cellular debris, and used immediately or stored at Ϫ80°C prior to infection.
For infection of 293T cells, cells were plated in a 100-mm-diameter dish at a density of 10 6 cells and infected 18 h later. Serial dilutions were generated from each viral stock and used for infection in the presence of Polybrene at a final concentration of 50 g/ml. Viruses were removed 1 h later, and fresh medium was added to the cells; 48 h postinfection, the cells were processed, and flow cytometry analyses were performed. For infection of Hut/CCR5 cells, 2.5 ϫ 10 5 or 1 ϫ 10 6 cells were plated in a 24-or 6-well plate, respectively; infection was performed without Polybrene, and infected cells were analyzed 72 h postinfection.
Antibody staining and flow cytometry. Cells were stained with phycoerythrinconjugated anti-HSA antibody (Becton Dickinson Biosciences) and allophycocyanin-conjugated anti-Thy-1 antibody (eBioscience). The concentrations of antibodies used to stain 293T cells were 0.8 g/ml (phycoerythrin-labeled HSA) and 3.6 g/ml (allophycocyanin-labeled Thy1.2), whereas the concentrations of antibodies used to stain Hut/CCR5 cells were 0.48 g/ml (phycoerythrin-labeled HSA) and 3.6 g/ml (allophycocyanin-labeled Thy-1). Cells that were used only for flow cytometry analyses were fixed with paraformaldehyde (1%, final concentration). Flow cytometry analyses were performed on a FACSCalibur (BD Biosciences), whereas cell sorting was performed on a FACSVantage SE system with the FACSDiVa digital option (BD Biosciences). Data obtained from flow cytometry analyses were analyzed with FlowJo software (Tree Star). 
RESULTS
Experimental system used to examine HIV-1 recombination. We developed a flow cytometry-based system to measure the recombination rates at marker distances shorter than 1.0 kb in a single round of HIV-1 replication. This system uses three markers: HSA, Thy-1, and GFP. HSA and Thy-1 are cell surface proteins that can be detected with specific fluorochromeconjugated antibodies and flow cytometry, whereas GFP is a fluorescent protein. We constructed two pNL4-3-based HIV-1 vectors, pON-fHIG and pON-fTIG (Fig. 1A) . These vectors contained all the cis-acting elements necessary for virus replication and encoded gag, pol, tat, and rev. In addition, each vector contained two marker genes in the nef reading frame: pON-fHIG had HSA and GFP, whereas pON-fTIG had Thy-1 and GFP. HSA and Thy-1 were expressed by spliced mRNAs, whereas the translation of GFP was facilitated by an IRES from encephalomyocarditis virus in both vectors.
Three vectors were derived from pON-fHIG by introducing inactivating mutations in GFP. Plasmid pON-H0 contained 7-nucleotide substitutions between nucleotides 6 and 15 that introduced a stop codon in each reading frame, with the translation start site as nucleotide 1 (Table 1) . Plasmids pON-H5 and pON-H6 contained a ϩ1 frameshift between nucleotides 500 and 501 and between nucleotide 603 and 604 of GFP, respectively (Table 1) . Similarly, two vectors were derived from pON-fTIG: pON-T3 and pON-T6 contained a ϩ1 frameshift between nucleotides 303 and 304 and between nucleotides 603 and 604 of GFP, respectively ( Table 1) . None of the five plasmids with a mutation in the GFP gene could express functional GFP; however, upon recombination, a functional GFP gene could be generated and its gene products could be scored by flow cytometry. By combining different pairs of vectors, we could measure the recombination rates for different marker distances.
Experimental procedure used to generate producer cell lines and measure recombination rates. To measure the recombination rates in a single round of HIV-1 replication, we elected to produce the virus for the recombination assay from established cell lines containing HIV-1 vector proviruses instead of transiently cotransfecting the two HIV-1 vectors along with helper plasmids into cells. Although more laborious, our pro- cedure eliminated possible DNA recombination between the two HIV-1 vectors during transfection and avoided overexpression of transfected plasmids, which would not reflect the true expression of the integrated proviruses. Furthermore, our procedure allowed us to measure the recombination events in one complete round of virus replication-from a provirus in the producer cells to a provirus in the target cells.
The experiments were performed in the following manner (Fig. 1B) . First, 293T cells were transfected with an HIV-1 vector and pHCMV-G (45), a plasmid that expresses vesicular stomatitis virus G protein that can pseudotype HIV-1. Viral supernatants were harvested, clarified through a filter, serially diluted, and used to infect fresh 293T cells. A portion of the infected cells was stained with antibodies and analyzed by flow cytometry. Although this procedure could easily infect more than 80% of the cells, we selected cell populations that were infected with an MOI of 0.05 to 0.1 for further experiments. This approach allowed us to avoid cell populations in which a large proportion of the cells contained more than one virus; selecting such populations would complicate later analyses (see Discussion). The infected cells were enriched by cell sorting (Fig. 1B ) and infected by a second virus at an MOI of 0.05 to 0.1; the doubly infected cells were then sorted until more than 95% of the cells expressed both HSA and Thy-1 to ensure the expression of both parental viruses. During the generation of the cell lines, cells were sorted no more than a total of four times. To avoid biases, each cell line consisted of a large number (20,000 to 60,000) of independently infected cells.
To measure the recombination rate, cell lines expressing both HSA-and Thy-1-encoding vectors were transfected with helper plasmids, and viruses harvested from these cells were used to infected the human T-cell line Hut/CCR5; the infected cells were then analyzed by flow cytometry to determine the numbers of cells expressing HSA, Thy-1, and GFP. Two helper plasmids were used in these experiments: pIIINL(AD8)env, which expressed HIV-1 envelope from the AD8 strain (8) , and pCMV-dGag, which expressed HIV-1 accessory genes vif, vpr, vpu, tat, rev, and nef. Because 293T cells did not express CD4, virus generated from these cells could not reinfect the producer cells; additionally, once transferred into Hut/CCR5 cells, the HIV-1 vectors did not express Env and thus could not reinfect target cells. Therefore, these experiments measured recombination events that occurred between the provirus in the producer cells to the provirus in the target cells-one complete cycle of HIV-1 replication.
Experimental controls for the flow cytometry analyses. Before this new system could be used for recombination studies, we performed various control experiments to establish the background of the experimental system and our ability to detect the marker genes. Flow cytometry analyses were performed on mock-infected 293T cells and the producer cells. Uninfected 293T cells stained with anti-HSA and anti-Thy-1 antibodies had negligible numbers of cells that were positive for any of the three markers ( Fig. 2A and B ). An example of a producer cell line doubly infected with ON-H0 and ON-T6 is shown in Fig. 2C and D ; although more than 95% of the cells were positive for both HSA and Thy-1 expression, none of the cells were positive for GFP expression (0 in 11,698 live events, or less than 0.008%).
To determine the experimental background, we mock-in- It was also important that the GFP mutants used in these experiments were indeed negative for GFP expression; we performed multiple experiments to confirm that all four mutations in GFP inactivated the gene product ( Fig. 2D and data not shown).
Detection of recombination events for markers separated by 588 bp. Three independent cell lines doubly infected with the ON-H0 and ON-T6 viruses were generated (shown as cell lines 1, 2, and 3 in Table 2 ); the GFP mutations in ON-H0 and ON-T6 were 15 and 603 bp downstream of the AUG codon, respectively, creating a genetic distance of 588 bp. Helper plasmids were transfected into producer cell lines, viruses were harvested and used to infect Hut/CCR5 cells, and the infected cells were analyzed by flow cytometry. Representative mockinfected Hut/CCR5 cells are shown in Fig. 3A and B, and infected Hut/CCR5 cells are shown in Fig. 3C and D. As shown in Fig. 3C and D, cell populations that were negative, single positive, or double positive for the markers could be easily detected and scored. The data generated from these analyses are summarized in Table 2 . For example, viruses produced from cell line 1 were used to infect Hut/CCR5 cells; of the 302,115 live events scored, 132,787 cells expressed at least one marker (infected cells), and 11,866 cells expressed GFP. To more accurately calculate the recombination events, we converted the cell numbers into MOIs (see Materials and Methods for formula for conversion); the MOIs for infection and GFP ϩ virus were 0.58 and 0.04, respectively, indicating that 6.9% of the infection events generated GFP ϩ phenotypes.
Calculation of theoretical maximum GFP ؉ phenotype. In this experimental system, we could measure the virus titers of the two parental phenotypes and the GFP ϩ recombinant phenotype. We made the following calculation to obtain the theoretical maximum proportion of cells that could have the GFP ϩ phenotype. Assuming that RNA expression of the two parental vectors was equal in the producer cell and that RNA packaging was random, theoretically 50% of the virions produced would contain a copy of RNA from each parent (heterozygotes), 25% would contain two copies of RNA from one parent, and 25% would contain RNAs from the other parent (both homozygotes). The GFP ϩ phenotype could only be generated from reverse transcription of the heterozygous virions. With two mutations in GFP, four GFP genotypes could be generated during recombination (Fig. 4) ; of these, only the GFP without any mutation could express functional proteins. At the maximum recombination rate, the two markers in GFP assorted randomly; of all the virions generated from the producer cells, only 12.5% of the progeny were expected to reconstitute a functional GFP. Therefore, at most, 12.5% of the infection events should yield the GFP ϩ phenotype. When we observed that 6.9% of the infection events had the GFP ϩ phenotype, recombination between these two markers in GFP separated by 588 bp occurred at 55.4% of the theoretical maximum measurable rate (6.9%/12.5% ϫ 100%) ( Table 2) .
Recombination rates for markers separated by 300, 288, and 103 bp. We generated cell lines containing both ON-H0 and ON-T3 proviruses and cell lines containing both ON-T3 and ON-H6 proviruses. The distance between the H0 and T3 mutations in GFP was 288 bp, whereas the distance between the T3 and H6 mutations was 300 bp. Despite the similar genetic distance between these two sets of mutations, they contained completely different nucleotide sequences: H0 to T3 comprised the sequences from the 5Ј portion of GFP, whereas T3 to H6 encompassed the 3Ј portion of GFP (Fig. 1) . We measured the frequencies at which GFP ϩ phenotypes were generated among infection events in cell lines containing either set of mutations; these results are summarized in Tables 3 and 4 . The recombination rate and standard deviation (SD) between H0 and T3 (288 bp) was 30.7% Ϯ 4.3% of the theoretical maximum measurable rate; the recombination rate between T3 and H6 (300 bp) was 38.2% Ϯ 5.6%. There were overlaps (SD) among the three sets of measurements of the two distances, indicating that the two measured sequences yielded similar recombination rates.
We also generated cell lines containing ON-H5 and ON-T6 proviruses and measured the recombination rate when the two markers were separated by 103 bp. The data generated from three independent experiments indicated that 1.4% of the infection events were GFP ϩ , or 11.5% Ϯ 2.4% (SD) of the theoretical maximum measurable recombination rate ( Table  5) .
Effect of accessory genes on the recombination rate. The recombination experiments described above were performed in the presence of the accessory gene products. It has been shown that some accessory genes can affect the HIV-1 mutation rate or the process of reverse transcription (1, 27, 40) . To examine the effect of accessory genes on the recombination rate, we also performed parallel experiments without the expression of vif, vpr, vpu, and nef by omitting the helper construct pCMV-dGag. The results from these experiments are summarized in Tables 2, 3 , 4, and 5; these results indicated that although the presence of the accessory gene products might have affected the infectivity of the virus as previously de- FIG. 4 . Theoretical distribution of GFP genotypes and phenotypes in the progeny generated from doubly infected cells after one round of viral replication. Vectors ON-H0 and ON-T6 are used as examples (shown as H0 and T6, respectively). Several assumptions were made in the calculated theoretical frequency. First, the 25%:50%:25% distribution of the virion content was based on the assumptions that H0 and T6 were expressed at similar levels in the producer cells and virion RNAs were packaged randomly. Second, the 12.5% distribution of each genotype was based on the assumption that the H0 and T6 markers segregated as unlinked markers. GFP Ϫ , cells that did not express functional GFP; GFP ϩ , cells expressing functional GFP. scribed, these gene products did not affect the overall recombination rate significantly (two-way analysis of variance, P ϭ 0.435; analysis of covariance, P ϭ 0.514) (Fig. 5) .
HIV-1 recombination in primary CD4
؉ activated T cells. We also measured the HIV-1 recombination rate in activated human primary CD4 ϩ T cells. In order to make direct comparisons between the recombination rates in different target cells, we performed infection of the primary cells with the same virus stocks that were used to generate the data for Tables 2, 4 , and 5. Only viruses propagated in the presence of all accessory genes were used in these experiments. Three days postinfection, these cells were processed and analyzed by flow cytometry. For each recombination rate, we performed experiments with cells derived from three different donors and viruses generated from three independent cell lines. The ratios of GFP MOI/infection MOI for markers separated by 588, 288, and 103 bp were 7.1% Ϯ 1.1% (SD), 4.7% Ϯ 0.5% (SD), and 2.0% Ϯ 0.3% (SD), respectively. These data correspond to 56.8, 37.6, and 16% of the theoretical maximum measurable recombination rate, and these values were similar to those determined in Hut/CCR5 cells (Fig. 5) .
Assortment of the HSA, Thy-1, and GFP markers in target cells. The two parental vectors used in this study had different marker genes upstream of GFP. Therefore, we could also analyze the distribution of the GFP ϩ cells in HSA ϩ and Thy-1 ϩ cells to monitor additional recombination events. The distances from the 3Ј end of HSA/Thy-1 to the H0, T3, and H5 mutations in GFP were 0.6, 0.9, and 1.1 kb, respectively. In order for the GFP ϩ provirus in the H0-T6 and H0-T3 experiment to have HSA, reverse transcriptase would have to switch templates within the 0.6 kb separating the HSA and the first 4 nucleotides of GFP on the Thy-1-containing RNA. Similarly, in order for the GFP ϩ provirus to have Thy-1 or HSA in the T3-H6 or H5-T6 experiments, reverse transcriptase would have to switch templates within 0.9 or 1.1 kb, respectively. We also analyzed the distribution of GFP ϩ cells in HSA ϩ and Thy-1 ϩ cells (Fig. 6) .
In both the H0-T6 and H0-T3 experiments, the ratios of GFP ϩ in HSA ϩ cells were lower than those of GFP ϩ in Thy-1 ϩ cells, whereas in T3-H6 and H5-T6 experiments, the ratios of GFP ϩ in HSA ϩ cells were similar to those of GFP ϩ in Thy-1 ϩ cells. The marker distributions in these experiments were similar to the expected distribution based on the distance. For example, we expected that more GFP ϩ viruses would have Thy-1 markers in the H0-T6 experiment because the recombination rate was under the maximum rate when markers were separated by 0.6 kb. These data suggested that HIV-1 crossover events do not have high negative interference, in contrast to the previous proposal by others (47) . Although able to provide useful information, the distribution of the markers could be complicated by the doubly infected cell population and the expression of the two parental viruses. We performed further experiments to address whether HIV-1 recombination has high negative interference.
Generating GFP ؉ phenotype by double-crossover events. High negative interference is defined by double-crossover events generated at a frequency far higher than predicted from the rates of the single crossover events. To directly test whether HIV-1 recombination exhibits high negative interference, we generated pON-H06 (Fig. 1A) , which is identical to pON-H0 except that it also has the H6 mutation in GFP. With the protocol described for Fig. 1B , we generated two cell lines doubly infected with ON-H06 and ON-T3 and measured the rates at which GFP ϩ viruses were generated after one round of HIV-1 replication in the presence or absence of the accessory genes. These results are summarized in Table 6 . Based on our data from the H0-T3 and T3-H6 experiments, we could calculate the theoretical frequency at which GFP ϩ viruses would be generated if the recombination events were independent.
In the H0-T3 and T3-H6 experiments, the ratios of the GFP ϩ phenotype in the total infection events were 3.8 and 4.8%, respectively. Because heterozygous viruses were present in only half of the viruses and only half of the recombinant genotypes could be scored in this system, the recombination rate between H0-T3 and T3-H6 was 15.2% (3.8% ϫ 2 ϫ 2) and 19.2% (4.8% ϫ 2 ϫ 2), respectively. Therefore, the predicted double recombination rate was 2.9% (15.2% ϫ 19.2%). Given the inability to score one of the double-crossover recombinant genotypes and the presence of the homozygous viruses, the expected ratio of the GFP ϩ phenotype in infected events was 0.73% (2.9%/4). The predicted numbers based on single recombination rates are very similar to our observed rate: the average ratio of GFP ϩ in infected events was 0.93%, which is within the 90% confidence interval of the expected ratio. This is equivalent to not being able to reject the null hypothesis that recombination events are independent at the 0.10 level of significance. Therefore, our data do not support the hypothesis that HIV-1 recombination events exhibit high negative interference.
DISCUSSION
Development of a versatile system for HIV-1 recombination studies. In this report, we describe the development of a system to examine factors that influence the HIV-1 recombination rate. Detection of infected cells and recombinants is based on the expression of proteins that can be scored by flow cytometry. The advantages of this system are the ability to detect recombination events in T cells and primary cells and the ease and speed of collecting data from samples with large numbers of cells. Additionally, our system is versatile; we can directly measure recombination rates at various distances up to 600 bp using mutants with defined genotypes and phenotypes to generate recombinants. Furthermore, we collected viruses used in recombination studies from infected, sorted producer cells, thereby eliminating background problems such as the detection of DNA recombination events of the transfected parental vectors and allowing us to measure events that occur at lower frequencies. Recently, another flow cytometry-based assay for studying HIV-1 recombination was described, which uses derivatives of GFP that fluoresce at different wavelengths as markers and reconstitution of GFP* as a means to measure recombination (25) . Although based on similar principles, the system is limited to mutations that conferred alteration of the fluorescence wavelength and could be complicated by the presence of more than one mutation that could affect the protein excitation wavelength and the multiple recombinant genotypes that could have varied phenotypes.
Calculation of HIV-1 recombination rate. Previously, we measured the recombination rates of spleen necrosis virus, murine leukemia virus, and HIV-1 (2, 18, 34) . In these studies, we used two parental vectors, each encoding a functional and a nonfunctional drug resistance gene; recombination events were scored by the generation of recombinants with two functional drug resistance genes. In these previous experiments, three drug selection regimens-two single and one double -were used to measure the titers of the two parents and the recombinant, respectively. The recombination rate was calculated by dividing the double drug resistance titer with the lower of the two parental titers; the resulting number was then doubled to account for the recombinant with two nonfunctional genes, which could not be detected. In our current system, flow cytometry analyses can simultaneously measure the expression of all three markers. Therefore, in addition to measuring the cell population infected by viruses with the parental phenotypes and by viruses with the recombinant phenotype (GFP ϩ ), we can directly determine the total infected cell population. Based on Poisson distribution, the number of infected cells is not always in linear proportion to the number of infection events, especially at higher MOIs. Additionally, the number of GFP ϩ cells is always lower than the total number of infected cells. Therefore, to estimate the recombination rate more accurately, we converted the numbers of infected cells to MOIs prior to calculation. This concern is less of an issue for previous studies because the numbers of drug-resistant colonies are always counted on cells infected with virus at low MOIs.
To better appreciate that the true frequency with which markers separated by a given distance segregate in one round of viral replication, we compared the rate at which GFP ϩ was generated during infection to the theoretical maximum measurable recombination rate. We calculated the theoretical maximum measurable recombination rate in this experimental design (Fig. 4) based on the assumption that the two parents had the same level of RNA expression. In all our experiments, the expression of HSA and Thy-1 indicated that the titers of the two parental viruses were similar, generally within twofold of each other. We elected to generate virus from pools of producer cells to better mimic the events in infected patients. Because all the producer cells were pools of infected cells, it was possible that the two parents were expressed at very different levels in each cell yet generated similar titers when viruses were harvested from a large pool of cells. To reduce this bias, we infected the cells with low MOIs (0.1 to 0.05) during the generation of our cell lines to decrease the probability of the presence of multiple proviruses from the same parent in one cell. Therefore, the estimated value of 12.5% GFP ϩ cells (Fig.  4) is likely to reflect the maximum that can be observed in our experimental condition. On the other hand, if we convert the twofold difference in the parental titer in some experiments to differences in RNA expression in the producer cells, the theoretical maximum measurable recombination rate would be 11.1%, similar to the 12.5% that we estimated in Fig. 4 .
Near-linear relationship between recombination rate and marker distance at the range of 0.1 to 0.6 kb that is part of an overall quadratic fit. The recombination rates measured in this study are shown in Fig. 7A . We performed statistical analyses on the recombination rates measured at the aforementioned four distances. We found that distance is a significant factor that affects recombination rates (two-way analysis of variance, P Ͻ 0.001; analysis of covariance, P Ͻ 0.001). Further analyses indicated that at this range, the relationship between recombination rate and marker distance is nearly linear and fits a regression model involving both a linear component (first power of distance) and a quadratic component (second power of distance), with both components being significant (P Ͻ 0.001 for the linear and P ϭ 0.015 for the quadratic component) and an R 2 value of 0.985. To gain insight into the overall relationship between recombination rate and marker distance, we also converted our previous measurements of recombination rates at 1.0, 1.3, and 1.9 kb into theoretical maximum measurable recombination rates. The relationship between HIV-1 recombination rate and marker distances has a quadratic fit. All data points are shown as triangles; the quadratic fit is shown as a black line, and the 95% confidence limits are shown as dotted lines. (C) Simulation of observed recombination rate. This simulation is based on the assumptions that the frequency of crossover event is proportional to the marker distance, crossover occurs randomly throughout the genome, and crossovers are independent events. The x axis represent marker distance; the y axis represent the percentage of the theoretical maximum measurable recombination rate (TMMRR).
We then added these rates to the rates determined in this report and generated a model to fit these data. We note that this approach has a caveat in that data from two independent studies are combined, thereby creating a potential weakness. The resulting model illustrates that the relationship between recombination rate and marker distance has a quadratic fit, with the linear and quadratic components being the first and second powers, respectively (Fig. 7B) . This model has an outstanding fit to the data, with an R 2 value of 0.984; of the 41 data points from the experiments, only one point was outside the 95% confidence level of the model.
We also generated a simple simulation to predict the relationship between marker distance and recombination rate. This simulation has the following assumptions: the frequency of crossover between two markers is directly proportional to the distance, and the crossover events are independent, occur randomly throughout the distance, and have a Poisson distribution. Furthermore, we took into the account that between the two markers, only odd numbers of crossover events will generate a recombinant genotype, whereas even numbers of crossovers will not. The stimulation is shown in Fig. 7C and resembles the graph shown in Fig. 7B . Therefore, our data are consistent with the hypothesis that the frequency of crossover events is proportional to the distance between the markers and independent of one another.
Lack of high negative interference in HIV-1 crossover events. Previously, we observed high negative interference in spleen necrosis virus (4, 17) . Based on the recombination rate and mapping of recombinant viruses, double or multiple crossovers in the viral genome occurred far more frequently than expected: we observed viruses containing two, three, four, and five crossovers at a 1.4-, 10-, 65-, and 50-fold higher frequency than expected, respectively (4). Our studies also revealed that murine leukemia virus recombination had high negative interference (3). In sharp contrast, the data presented in this report demonstrated that the directly measured HIV-1 double-crossover frequency was within the 90% confidence interval of the expected frequency calculated from the single-crossover events. This result is distinctly different from the previously observed large increase in double or multiple crossovers in simple retroviruses (3, 4) . Therefore, we conclude that HIV-1 crossover events lack high negative interference. Although our data clearly indicate that HIV-1 does not exhibit the same level of high negative interference as murine leukemia virus and spleen necrosis virus, the number of experiments performed was limited; therefore, at this time we cannot completely rule out the possibility that a very low level of negative interference exists in HIV-1 crossover events.
It is important to point out that although HIV-1 crossover events lack high negative interference, HIV-1 recombination can exhibit high negative interference in certain given circumstances. In our experimental system, we have made every effort to eliminate potential biases, such as using vectors derived from the same HIV-1 strain and adapting protocols to reduce uneven distribution of the parental proviruses in virus-producing cells. However, high negative interference could occur if an experimental system has biological biases, such as the perturbation of heterozygote formation.
If heterozygote formation is reduced, the overall recombination rate will be decreased due to the lower number of observable recombinants. Because the expected frequency of double-crossover events is the product of the two single-crossover frequencies, the same bias will be applied twice, generating an expected double-crossover frequency that is lower than the observed frequency. For example, if heterozygote formation was reduced by threefold, then each of the single recombination rates would be reduced by threefold, which would yield a ninefold reduction in the expected double-crossover frequency. However, the observed double-crossover frequency would only decrease by threefold (reflecting the threefold reduction in heterozygotes). The discrepancy between the observed and the expected double-crossover frequency generates the high negative interference in recombination. Therefore, it is possible for HIV-1 to exhibit high negative interference even though HIV-1 crossover events do not.
A report by Dougherty and colleagues suggests that HIV-1 recombination has high negative interference (47) . In their system, two HIV-1 vectors were derived from closely related but different strains of HIV-1, and the two parental vectors had a two-log difference in viral titers. It is possible that in the previous study, the viral genomes that did not have crossovers came from homozygous viruses. It is also possible that other biological differences in the systems created circumstances that allowed high negative interference to be observed.
The detailed mechanisms that caused the observed high negative interference in spleen necrosis virus and murine leukemia virus are not known. Similar to our HIV-1 studies, we used highly homologous vectors and producer cells that express the two parental viruses at similar levels. Thus, biological differences are most likely the causes of the observed high negative interference in murine leukemia virus and spleen necrosis virus but not in HIV-1. Although HIV-1 recombination rates can approach the theoretical maximum rates when markers are separated by 1.3 kb or more (34) , the murine leukemia virus recombination rates reach a plateau far below the maximum rate even when the distances between markers are increased to 7.1 kb (2). We have previously observed in spleen necrosis virus that intramolecular template-switching events occurred far more frequently than intermolecular templateswitching events. We proposed two hypotheses to explain this preference: the existence of viral populations that allow recombination (intermolecular template switching), and nonrandom RNA packaging that causes the reduction of heterozygote formation (17) . Others have also hypothesized that nonrandom RNA packaging may be responsible for reduced recombination rate in murine leukemia virus (31) . From the ability of HIV-1 to achieve the theoretical maximum recombination rate, we concluded that RNA copackaging between highly homologous vectors is random and heterozygotes are formed according Hardy-Weinberg distribution (34) . Additional experiments are needed to determine the nature of murine leukemia virus heterozygote formation.
Implications of the high recombination frequency. One of the major hindrances in the treatment of HIV-1 infection is viral variation. The high rate of HIV-1 recombination contributes to viral variation, which hinders effective treatments. Through recombination, multidrug-resistant variants can be generated quickly in a host; for example, sequences separated by 100 bp can be assorted at a frequency of 11% per replication cycle, and double-crossover events occur frequently without VOL. 79, 2005 FACTORS AFFECTING HIV-1 RECOMBINATION 1675 interference. With the high rates of HIV-1 replication in infected individuals, recombination can assort the genome in a short period of time. The ability of HIV-1 to evolve presents a daunting challenge for HIV-1 treatment and vaccine development. However, if we can further define and understand the pathways that HIV-1 uses to generate variation, we can better estimate the evolutionary potential and limitations of HIV-1. This understanding can help us design better therapeutic strategies for the treatment of HIV-1 infection. To continue building the scaffold needed to understand the evolution potential of HIV-1, we are currently performing further studies to elucidate the mechanisms and factors important for recombination.
