This paper investigates the merits of high-frequency intraday data when forming mean-variance efficient stock portfolios with daily rebalancing from the individual constituents of the S&P 100 index. We focus on the issue of determining the optimal sampling frequency as judged by the performance of these portfolios. The optimal sampling frequency ranges between 30 and 65 minutes, considerably lower than the popular five-minute frequency, which typically is motivated by the aim of striking a balance between the variance and bias in covariance matrix estimates due to market microstructure effects such as nonsynchronous trading and bid-ask bounce. Bias-correction procedures, based on combining low-frequency and high-frequency covariance matrix estimates and on the addition of leads and lags do not substantially affect the optimal sampling frequency or the portfolio performance. Our findings are also robust to the presence of transaction costs and to the portfolio rebalancing frequency.
Predicting the Daily Covariance Matrix for S&P 100 Stocks Using Intraday Data -But Which Frequency to Use?
Introduction
The work of Andersen and Bollerslev (1998) has triggered a vast amount of research on the use of high-frequency data to measure, model and forecast volatility of financial asset returns. Most empirical studies on this topic of 'realized volatility' focus exclusively on the variance of individual asset returns, see Andersen, Bollerslev, Diebold and Ebens (2001) , Andersen, Bollerslev, Diebold and Labys (2001) , Areal and Taylor (2002) , Thomakos and Wong (2003) , Martens et al. (2004) , Pong et al. (2004) , and Koopman et al. (2005) , among others. Many financial applications such as risk management and portfolio construction, however, require estimates or forecasts of the entire covariance matrix, making covariances or correlations between returns on different assets at least as important. Yet only limited (empirical) research has addressed the merits of high-frequency data for potential economic or forecasting gains in a multivariate context. Andersen et al. (2003) use a vector autoregressive (VAR) framework for the daily realized variances and covariance of two exchange rates (DEM/USD and YEN/USD) based on 30-minute returns, but they only consider the statistical accuracy of (co-)variance forecasts. Fleming et al. (2003) use five-minute returns on three actively traded futures contracts (S&P 500 index, Treasury bonds, and gold) to show that a mean-variance efficient investor would be willing to pay 50 to 200 basis points per annum for being able to use daily covariance matrix forecasts based on high-frequency intraday returns instead of daily returns. Similarly, Liu (2004) constructs and assesses the performance of the minimum variance portfolio and the minimum tracking error portfolio (tracking the S&P 500 index) using five-minute returns for the 30 Dow Jones index constituents.
These three studies have in common that they motivate the selected intraday sampling frequency as a trade-off between accuracy and potential biases due to market microstructure effects. The sensitivity of the results to the choice of sampling frequency used in constructing realized covariances is not investigated though. Martens (2004) demonstrates that non-trading, non-synchronous trading, and bidask bounce are indeed crucial determinants of the optimal sampling frequency that minimizes the Mean Squared Error (MSE) for measuring, and hence forecasting, the covariance matrix. The MSE is the sum of the squared bias and the variance of the realized (co-)variance. High sampling frequencies lead to a potentially large upward bias in realized variances due to bid-ask bounce and to a substantial downward bias in realized covariances due to non-synchronous trading. On the other hand, the variance of both realized variances and realized covariances usually decreases with higher sampling frequencies. As the degree of non-trading, non-synchronous trading, and bid-ask bounce varies widely across assets, the appropriate sampling frequency in a particular application needs to be investigated carefully.
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In this study we examine the economic significance of determining the optimal sampling frequency, in the context of constructing mean-variance efficient portfolios from the individual constituents of the S&P 100 index. Our analysis builds on the framework developed in Fleming et al. (2001 Fleming et al. ( , 2003 . In particular, we consider a risk-averse investor who constructs minimum variance portfolios and minimum tracking error portfolios with daily rebalancing, where portfolio risk is minimized either globally or subject to a fixed target return. We focus on pure volatilitytiming strategies, in the sense that the portfolio weights are determined exclusively by forecasts of the daily conditional covariance matrix, which in turn is constructed using the realized covariance matrix with the sampling frequency of intraday returns ranging from one minute to 130 minutes. The economic value of using the optimal sampling frequency is assessed by comparing portfolio performance across this range of sampling frequencies. In particular, we consider the fee that the investor would be willing to pay to switch from one frequency to another.
We also examine how different bias-and variance-reduction techniques affect the choice of sampling frequency. First, we explore the usefulness of the two time-scales estimator proposed by Zhang et al. (2005) , 2 which combines the realized covariance matrix constructed using subsampling at a certain frequency and the realized covariance matrix constructed using the highest possible sampling frequency. Subsampling makes use of the fact that, for example, five-minute returns for a trading session starting at 9:30 could not only be measured using the intervals 9:30-9:35, 9:35-9:40, . . ., but also using 9:31-9:36, 9:36-9:41, . . ., etc. As explained in more 1 The issue of sampling frequency in the presence of market microstructure noise has also been investigated in the context of univariate realized volatility measurement, see Aït-Sahalia et al. (2005) , Bandi and Russell (2005a,b) , Zhang et al. (2005) , and Hansen and Lunde (2006) , among others.
2 Zhang et al. (2005) focus solely on estimating the variance but here we apply their approach to covariances as well, as suggested by Zhang (2005) . detail below, subsampling can be used to reduce the variance of the realized covariance estimator. However, subsampling still renders a biased estimate of the true integrated covariance matrix with the bias being a function of the covariance matrix of the microstructure noise component in the intraday returns. The two time-scales estimator attempts to correct for this bias. Second, following the idea of Scholes and Williams (1977) for estimating (illiquid) stock betas, we investigate the merits of using leads and lags in measuring the realized covariances. For all these methods we also consider the effects of transaction costs and the holding period or portfolio rebalancing frequency.
Our main findings are as follows. For both minimum variance and minimum tracking error portfolios, using daily conditional covariance matrix forecasts based on high-frequency intraday returns instead of daily returns considerably improves portfolio performance. For the global minimum risk portfolios, the optimal sampling frequency for the S&P 100 constituents ranges between 30 and 65 minutes, considerably lower than the popular five-minute frequency. The same result occurs for minimum variance portfolios subject to a target return. Here, the Sharpe ratio increases from 0.6 to 0.8 going from daily to intraday returns, and a risk-averse investor would be willing to pay between 150 and 400 basis points per year to capture this gain in portfolio performance. In contrast, for the minimum tracking error portfolio subject to a target return the optimal sampling frequency appears to be much higher at one-to two-minutes. The performance gains are substantial, with the information ratio increasing from 0.1 to 0.4. The fee a risk-averse investor might pay for this enhanced performance ranges between 100 and 180 basis points per year.
The above findings are robust to the use of the two time-scales estimator and the lead-lag bias correction procedure. Both of these techniques marginally improve the performance for the minimum variance portfolios and the minimum tracking error portfolios. However, selecting the appropriate sampling frequency appears to be much more important than choosing between different bias-and variance-reduction techniques for the realized covariance matrices.
For the target return portfolios we find that turnover is lower when using intraday data, hence in the presence of transaction costs an investor is willing to pay even more for covariance forecasts based on high-frequency data. The opposite is true for the target excess return portfolios. Lowering the rebalancing frequency from daily to weekly or monthly obviously reduces transaction costs, while at the same time having a similar or even better performance. Reducing the rebalancing frequency in the presence of transaction costs is especially beneficial for the minimum tracking error portfolios based on high-frequency data.
As noted above, the issue of the optimal sampling frequency in the presence of market microstructure noise has been investigated quite heavily, but in the context of univariate realized volatility measurement, see the references in footnote 1. In concurrent and independent work Bandi et al. (2005) derive a theoretical expression for the optimal sampling frequency to compute realized covariances. Applying this expression to our data we find an average 3 optimal sampling frequency of 1.4 minutes, nowhere near the optimal 65 minutes. Apparently the assumptions under which Bandi et al. (2005) derive their optimal sampling frequency estimator are not appropriate for the S&P100 constituents.
The remainder of this paper is organized as follows. Section 2 describes the data and the construction of the realized covariances. The mean-variance methodology is presented in Section 3. Results are discussed in Section 4. Section 5 concludes.
Data
The data set was obtained from We follow the conventional practice of using the futures contract with the largest trading volume. This typically is the contract nearest to maturity, until a week before maturity when the next nearest contract takes over. Since the stock files miss 3 The approach of Bandi et al. (2005) considers each pair of stocks separately such that the optimal sampling frequency may differ across (co)variances. The resulting realized covariance matrix then is not guaranteed to be positive definite. Hence it is logical to employ an average optimal frequency to be used for all stock pairs.
4 http://www.price-data.com/ For each day t, we divide the trading session on the NYSE, which runs from 9:30 EST until 16:00 EST (390 minutes), into I intervals of equal length h ≡ 1/I, normalizing the daily interval to unity for ease of notation. For example, I = 78 for the five-minute sampling frequency. Let p t−1+ih denote the (N ×1) vector of log close transaction prices and let r t−1+ih,h ≡ p t−1+ih − p t−1+(i−1)h denote the (N × 1) vector of returns for the i th intraday period on day t, for i = 2, . . . , I, where N = 78 is the number of stocks. The return for the first intraday period, r t−1+h,h , is defined as the difference between the log close and open transaction prices during that interval.
The realized covariance matrix V t,h is defined as
where r t,c−o is the (N × 1) vector of close-to-open (overnight) returns from day t − 1 (close) to day t (open). 5 Martens (2002) documents that the overnight volatility represents an important fraction of total daily volatility, hence incorporating the cross-product of overnight returns as in (1) is important for accurately measuring (co-)variances, see also Fleming et al. (2003) and for discussion. For the daily frequency the realized (co-)variance matrix V t is defined as the outer product of the daily (close-to-close) returns, denoted by r t , that is Table 1 , Panel A, illustrates some characteristic features of the daily realized variances and covariances by showing the mean (across stocks and across trading days) and variance for sampling frequencies of 390h = 1, 2, 3, 5, 10, 15, 30, 65 and 130 minutes, such that in all cases the corresponding I intra-day intervals completely cover the 390-minute trading day. Several familiar patterns arise. First, the average realized variance increases with the sampling frequency (except for frequencies below 30 minutes). Bid-ask bounce induces negative autocorrelations in returns when prices are sampled more frequently leading to an upward bias in the realized variance.
For example, the average variance using daily returns is 7.386 (corresponding to an annualized standard deviation of about 43%), whereas it is 9.494 for one-minute returns. Second, the average realized covariance decreases monotonically with the sampling frequency, where this downward bias can be attributed to non-synchronous trading, i.e. not every stock trades in each (intraday) interval or exactly at the end of each interval. The average covariance using one-minute returns is 0.826, whereas for daily data it is almost double at 1.568. Third, the variance of the realized (co-)variances becomes smaller for higher frequencies, simply because more data points are used. Hence in general for realized (co-)variances the bias increases and the variance decreases for higher sampling frequencies.
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-insert Table 1 about hereOne way to reduce the variance of realized covariances, given a particular sampling frequency, is to employ subsampling as first suggested in Zhang et al. (2005) in this context. In particular, the grid of x-minute intervals can be laid over the trading day in x different ways. For example, for the three-minute frequency rather than starting with the interval 9:30-9:33 one could also start with 9:31-9:34 or 9:32-9:35.
In this way three 'subsamples' are created and each of these can be used to compute the realized covariance matrix. The final realized covariance matrix is then taken to be the average across subsamples. A practical problem with this procedure is how to treat the loose ends at the start and the end of the trading session. Here the start of the day is added to the overnight return, while the end of the day is omitted. The covariances measured during the trading session are proportionally inflated for the missing part of the trading session. Unreported summary statistics for the realized (co-)variances that are obtained with this procedure show that, in general, the effects of subsampling are ambiguous. There is a minor reduction in the variance of the realized covariances for the two-to 30-minute frequencies, but an increase in the variance of the realized variances, which becomes quite substantial for the lower sampling frequencies. Zhang et al. (2005) suggest a bias-correction procedure for the subsampling estimator as described above using the realized covariance matrix obtained with the highest available sampling frequency. The essential argument is that subsampling still renders a biased estimate of the true integrated volatility with the bias being a function of the (co-)variance of the noise in the return processes. In fact, the realized (co-)variance estimator using the highest possible frequency consistently estimates this noise (co-)variance and can therefore be used to reduce and potentially even eliminate the bias of the subsampling estimator. Based on this idea, the two time-scales estimator V
T T S t,h
is obtained as
where
is the subsampling estimator using I returns over intervals of 390h minutes as described above, and V
M ax t,h
is the realized covariance matrix based on the highest possible sampling frequency with I M ax intraday return observations. In our case this is the one-minute frequency such that I M ax = 390.
Summary statistics for the realized (co-)variances that are obtained with the two time-scales estimator are presented in Panel B of Table 1 . The bias-correction procedure appears to work quite well, especially for the higher sampling frequencies, in the sense that the mean realized (co)variances get much closer to the mean values obtained with daily return observations. Note that this comes at the cost of increased variance of the realized (co)variances though, except for the realized variances at the one-and two-minute frequencies.
Finally, we examine whether the downward bias in the realized covariances can be reduced by adding lead and lagged covariances to the contemporaneous crossproduct of returns in the spirit of Scholes and Williams (1977) and Cohen et al. (1983) . Similarly, this might reduce the upward bias in the realized variance due to the negative autocorrelations in high-frequency returns, see Lunde (2005, 2006) . In particular, let Γ t,h,l denote the l-th order cross-covariance matrix of intraday h-period returns, that is
The realized covariance matrix with lead and lags is then obtained as
where V t,h is given by (1) and the weights d l for the leads and lags are taken to be
The use of these Bartlett-kernel weights guarantees that the realized covariance matrix V LL t,h is positive definite, see Newey and West (1987) and Andrews (1991) for discussion of alternative weighting schemes that also achieve this objective. Precisely for this reason we do not consider the equal-weighting scheme (d l = 1 for all l = 1, . . . , q), as commonly used for estimating market betas of illiquid stocks and suggested by Zhou (1996) and in the context of realized variance and covariances, respectively. demonstrate that the Bartlett-kernel estimator (3) and the subsampling estimator of Zhang et al. (2005) are almost identical.
Panel C of Table 1 present characteristics of V LL t,h with q = 1.
7 As expected, the bias in both realized variances and realized covariances is reduced for all frequencies, although to a lesser extent compared to the two time-scales estimator. For example, the average realized variance based on one-minute returns is reduced to 8.525, still considerably higher than the average daily squared return of 7.386. Similarly, the average realized covariance at the one-minute frequency is increased to 1.025, which comes closer to the average cross-product of daily returns (1.568) than the standard case. Note, however, that again the reduction in bias generally comes at the cost of increased variance. An exception is the one-minute frequency where not only the average variance is reduced and closer to the average daily squared return, but at the same time the variance is reduced from 597 to 533.
Methodology

Volatility-timing strategies
The benefits of high-frequency intraday data and the optimal way to employ these will be gauged by their economic value in the context of portfolio construction. In particular, we consider volatility timing strategies within the framework of conditional mean-variance analysis. We construct the minimum variance portfolio as well as the portfolio that minimizes variance given a set target return, which is denoted µ P , allowing for daily rebalancing. To be precise, we solve the following two opti-7 We experimented with alternative values for q, which led to qualitatively similar findings. Detailed results are available upon request. The issue of determining the optimal value of q is beyond the scope of this paper and is left for future research.
mization problems for each day t:
where w t is the (N × 1) vector of portfolio weights, and ι denotes an (N × 1) vector of ones. In addition, µ t is the (N × 1) vector with conditional expected returns for the individual stocks, that is µ t ≡ E[r t |I t−1 ], where I t−1 denotes the information set available at the end of day t − 1. Similarly, Σ t is the (N × N) conditional covariance
. In order to concentrate on the use of high-frequency data for estimating and forecasting (co-)variances, we assume that µ t is constant and, moreover, set it equal to the average returns in the complete out-of-sample period. 8 Hence, we consider pure volatility-timing strategies, in the sense that the portfolio weights are determined exclusively by forecasts of the daily conditional covariance matrix Σ t . We return to these in Section 3.4 below.
The solution to the problem in (4), the weights for the fully invested minimum variance portfolio, is given by
For the solution of the problem in (5) first weights for the maximum Sharpe ratio portfolio are computed as
and the weights for the target return portfolio are then provided by
where µ t,MVP = w ′ t,MVP µ t and µ t,MSR = w ′ t,MSR µ t are the expected returns on the minimum variance portfolio and the maximum Sharpe ratio portfolio, respectively.
In addition the above analysis is repeated using the conditional mean and covariance matrix for stock returns in excess of the S&P 500 futures returns. The solution to the problem in (4) then determines the minimum tracking error portfolio, i.e. the portfolio of the 78 S&P 100 stocks that tracks the S&P 500 index most closely.
Similarly the solution to the problem in equation (5) then minimizes the tracking error given a certain target level of active return (i.e. portfolio return in excess of the S&P 500 return). The use of minimum tracking error portfolios is motivated by the analysis in Chan et al. (1999) who demonstrate that based on minimum variance portfolios it is difficult to distinguish between different covariance matrix estimates in the presence of a dominant (market) factor. Eliminating the dominant factor, in this case by switching to tracking error portfolios, largely solves this problem.
The economic value of volatility timing
The performance of the portfolios in the different volatility timing strategies is evaluated using the ex-post daily stock returns r t . For the minimum variance portfolio we consider the standard deviation, and for the target return portfolios we monitor the mean return, standard deviation, and Sharpe ratio, all based on ex-post returns.
Similarly, for the minimum tracking error portfolio we consider the tracking error, and for the target active return portfolios we monitor the mean excess return, tracking error, and information ratio (excess return divided by tracking error), based on the ex-post daily excess returns.
Following Fleming et al. (2001 Fleming et al. ( , 2003 , for the target return portfolios we assess the economic value of the different covariance matrix estimators in volatility timing strategies by determining the maximum performance fee a risk-averse investor would be willing to pay to switch from using one covariance matrix estimator to another.
In particular, we assume the investor has a quadratic utility function given by
where r t,P = w ′ t,P r t is the ex-post portfolio return, γ is the investor's relative risk aversion and W 0 is initial wealth. In order to compare two volatility timing strategies based on different covariance matrix estimators with portfolio returns denoted as r t,P 1 and r t,P 2 , we determine the maximum amount the investor is willing to pay to switch from the first strategy to the second. That is, we determine the value of ∆ such that
We interpret ∆ as a performance fee and report estimates in terms of basis points on an annual basis for γ = 1 and 10.
Transaction costs and rebalancing frequency
With daily rebalancing, the turnover of the volatility timing strategies is considerable, as shown in detail below. Hence, transaction costs play a non-trivial role and should be considered in evaluating the (relative) performance of different strategies.
We handle this issue as follows.
After rebalancing on day t − 1, the i-th stock has been given a weight w i,t−1 in the portfolio, i = 1, . . . , N. The return on the i-th stock on day t is denoted as r i,t such that the portfolio return is r t,P = N i=1 w i,t−1 r i,t . At the moment just before rebalancing, denoted as t − , the actual weight of the i-th stock in the portfolio therefore has changed to w i,t − = w i,t−1
The new weight w i,t for stock i follows from solving the investor's optimization problem, using time t information. The change in weight, or the required rebalancing, at time t thus is equal to w i,t − w i,t − .
We assume that transaction costs amount to a fixed percentage c on each traded dollar for any stock. Setting the initial wealth W 0 equal to 1 for simplicity, total transaction costs at time t are equal to
such that the net portfolio return is given by r t,P − c t .
We report results for transaction cost levels between 2% and 20%, expressed in annualized percentage points. Note that this would be the reduction in the annualized portfolio return if the entire portfolio would have to be traded every day during a whole year, that is
A closely related issue is that of the portfolio rebalancing frequency. If daily turnover is substantial, transaction costs may eat away a considerable part of the portfolio performance and it may be better to rebalance the portfolio less frequently.
In fact, given a certain level of transaction costs c one may attempt to determine the optimal rebalancing frequency, where a trade-off has to be made between updating the portfolio weights using the most recent covariance matrix information and incurring higher transaction costs. We consider this challenging problem to be beyond the scope of this paper, though. We do provide some insight into the effect of the rebalancing frequency, by considering the portfolio performance if the holding period is set equal to a week or a month (or five and 21 trading days, respectively), as follows. We construct a new portfolio every day, but this is held on to for the next five (21) days. Hence, at any point in time the strategies effectively hold five (21) minimum variance portfolios, for example, each formed one day apart. To handle the problems concerned with overlapping returns, we calculate the overall return on day t as the average of all the portfolios that are held at that time. 
Conditional covariance matrix estimators
Implementation of the portfolio construction methods discussed above requires estimates or forecasts of the conditional covariance matrix Σ t . We closely follow Fleming et al. (2001 Fleming et al. ( , 2003 by using rolling volatility estimators for Σ t , building on the work by Foster and Nelson (1996) and Andreou and Ghysels (2002) . The general rolling conditional covariance matrix estimator based on daily data is of the form
where Ω t−k is a symmetric (N × N) matrix of weights, and ⊙ denotes element-byelement multiplication. The weighting scheme is taken to be Ω t−k = α exp(−αk)ιι ′ , such that (11) can be rewritten as
This choice is consistent with Foster and Nelson (1996) in that exponentially weighted estimators generally produce the smallest asymptotic MSE. In addition using a single parameter (α) to control the rate at which the weights decay with lag length guarantees that Σ t is positive definite. One way of interpreting this weighting scheme is as a restricted multivariate GARCH model. 11 The optimal in-sample decay rate can therefore be estimated using (quasi) maximum likelihood for the model
where z t ∼ NID(0, I) and Σ t is given by (12). We estimate α using observations for the sample period October 8, 1997 until May 27, 2004 (1666 trading days). The reason for not using the sample from the first available day, April 16, 1997, onwards is that the covariance matrix estimate Σ t needs to be initialized. We use the first 122 observations as 'burn-in' period.
Given that the portfolios that subsequently are constructed using the weights w MVP,t from (6) and w P,t from (8) are evaluated over the same period that is used for estimating α, this raises the issue of data snooping. However, as noted by Fleming et al. (2001) , the statistical loss function used to estimate the decay parameter is rather different from the methods used to evaluate the performance of the various portfolios. Hence, look-ahead bias probably is not too big a problem. We return to this issue in Section 4.4. Andersen et al. (2003) and show that intraday returns can be used to construct (co-)variance estimates that are more efficient than those based on daily returns. Sticking to the concept of rolling estimators and facilitating a direct comparison between daily and intraday data, it is most natural to replace the daily update r t−1 r ′ t−1 in (12) by the realized covariance matrix V t−1 , h, that is, the conditional covariance matrix is estimated using high-frequency data as
where α h can again be estimated by means of maximum likelihood for the model (13), but now using Σ t,h instead of Σ t . In addition to the realized covariance matrix V t−1,h obtained from the 'basic' form given in (1), we implement (14) using the two time-scales estimator V T T S t−1,h given in (2) and the lead-lag corrected estimator V LL t−1,h given in (3). As mentioned before, we examine different sampling frequencies to construct the realized covariance matrix V t−1,h , dividing the 390-minute NYSE trading session in (nonoverlapping) intervals of 1, 2, 3, 5, 10, 15, 30, 65 or 130 minutes.
We close this section by noting that the conditional covariance matrix estimate Σ t,h obtained from (14) may suffer from the biases in the realized covariance matrix V t−1,h due to market microstructure effects. For that reason, Fleming et al. (2003) propose a bias-correction method based on scaling the elements of Σ t,h with factors determined from the contemporaneous estimates of the daily-returns-based rolling estimator Σ t obtained from (12), see also Lunde (2005, 2006) . Although we considered this approach in our analysis, we were unable to obtain satisfactory results. The key problem with this bias adjustment procedure is that it adjusts each individual element in the covariance matrix separately, with a possibly different correction factor. Hence, whereas the unadjusted covariance matrix Σ t,h obtained from (14) is guaranteed to be positive definite, this does not hold for the bias-adjusted matrix. In the empirical application considered in Fleming et al. (2003) concerning three highly-liquid future contracts, this issue turns out not to be relevant, but for our application to the 78 S&P 100 stocks we ran into this problem quite frequently due to the large number of stocks. We tried to address this in several different ways but to no avail. Table 2 shows the optimal decay rates α and α h that maximize the likelihood of the model in equations (13) with (12) for daily returns and with (14) for intraday returns at the different sampling frequencies considered. Starting with total returns (as opposed to returns in excess of the S&P 500 return) and the standard case (no two time-scales, no lead-lag correction), the optimal decay parameter increases monotonically from 0.0070 for daily data to 0.2106 for the one-minute frequency.
Results
Optimal decay rates
This pattern implies that the update V t−1,h in (14) is given more weight when it is measured, presumably more accurately, at higher sampling frequencies. Fleming et al. (2003) report decay parameters of 0.031 and 0.064 for daily returns and fiveminute returns, respectively, for the three liquid futures contracts they consider. The lower decay parameters at these frequencies obtained here for the 78 S&P 100 stocks are likely to be caused by having relatively more noise in the intra-day returns data and a well-known phenomenon in multivariate GARCH models (for daily returns) that the larger the number of assets, the lower the decay parameter, see Engle and Sheppard (2001) and Hafner and Franses (2003) for discussion.
-insert Table 2 about here -
The two time-scales estimator and the lead-lag correction reduce the bias but increase the variance of the realized covariance matrix for a particular sampling frequency. It appears that for both methods the latter is more important here, given that the decay parameters are lower for the corrected covariance matrices compared to the standard case. Note that the log-likelihood is improved, however, except when using the lead-lag correction for the lowest sampling frequencies. The decay parameters in Panel B, considering excess returns, are in general slightly higher in all instances, but otherwise the findings correspond to those for the total returns. Table 3 shows the performance of the overall minimum variance portfolio, with weights defined in (6), and the minimum variance portfolio given an annualized target return of 10%, 12 with weights given by (8). For the overall minimum variance portfolio the optimal sampling frequency turns out to be 65 minutes in the standard case. The annualized standard deviation of 12.16% compares favorably to the 14.00%
Portfolio performance
for daily data. For the popular five-minute frequency the standard deviation is 12.68%, clearly above the minimum. Also for the target return portfolios the 65-minute frequency is optimal, resulting in a Sharpe ratio of 0.786 compared to 0.596 for daily returns and 0.626 for five-minute returns. In terms of the performance fees (∆ γ ), an investor with low relative risk aversion (γ = 1) would be willing to pay 155 basis points per year to switch from the covariance matrix estimate based on 12 We examined the sensitivity of our results to the target return level by varying µ P between 2% and 18%. These alternative target return levels led to qualitatively similar conclusions as those reported below. Detailed results are therefore not shown here, but are available on request.
daily returns to the realized covariance matrix obtained with 65-minute returns. An investor with high relative risk aversion (γ = 10) would be willing to pay even 399 basis points.
-insert Table 3 about here -
The results in Panel B of Table 3 , using the two time-scales estimator, show only a marginal improvement for the overall minimum variance portfolio with a standard deviation of 12.10% compared to 12.16% before, both at the 65-minute sampling frequency. The same conclusion holds for all other frequencies except 15 minutes. For the target return portfolios, however, the results are ambiguous, in the sense that for sampling frequencies of 10 minutes and higher the two time-scales estimator leads to a higher Sharpe ratio but for lower sampling frequencies portfolio performance worsens. At the optimal frequency of 130 minutes the Sharpe ratio is lower at 0.711, compared to 0.786 for the 65-minute frequency in the standard case.
The performance fees ∆ γ show the same pattern.
The lead-lag correction in (3) leads to a higher optimal sampling frequency of 30 minutes for the minimum variance portfolio. The 12.01% annualized standard deviation is slightly better than the 12.16% and 12.10% at the optimal 65-minute frequency in the standard and two time-scales cases, respectively. In fact, the lead-lag bias-correction leads to a reduction in volatility of the minimum variance portfolio at all frequencies, such that the 10-minute sampling frequency now leads to approximately the same level of volatility as the optimal 65-minute frequency in the standard case. Hence, using the lead-lag correction allows for a substantially higher sampling frequency before the increased noise level due to the use of leads and lags offsets this advantage. For the target return portfolios, the optimal sampling frequency remains at 65 minutes as in the standard case, although the corresponding Sharpe ratio is somewhat higher (0.797 compared to 0.786). The same applies to the performance fees ∆ γ , which increase to 168 and 412 basis points per year for low and high relative risk aversion, respectively (compared to 155 and 399).
The performance of the minimum tracking error portfolios is shown in Table 4 .
Using the standard realized covariance matrix, the tracking error is minimized at 4.43% using the 30-minute frequency compared to 4.75% for daily data and 4.92% at the popular five-minute frequency. The two time-scales estimator provides a further improvement with the minimum tracking error equal to 4.18% at the 65-minute frequency. Finally, using one lead and lag results in a higher optimal sampling frequency of 15 minutes as for the minimum variance portfolio, with a marginally lower tracking error at 4.35%. Hence here we do observe that bias-correction further improves the performance.
-insert Table 4 about hereTable 4 also demonstrates that for the active portfolio manager with an annualized target excess return of five percent the optimal sampling frequency is much higher than for total returns. The ex-post information ratio (excess return divided by tracking error) is optimal for the two-minute frequency in the standard case at 0.436 compared to an information ratio of 0.110 at the daily frequency. Risk-averse investors would be willing to pay between 151 and 181 basis points per year to make use of the two-minute frequency realized covariance matrix. The optimal frequency using one lead and one lag is even the one-minute frequency, but it results in a slightly lower information ratio of 0.406 and slightly lower performance fees of 136 and 161 basis points. The two time-scales estimator also results in an optimal frequency of two minutes but with an information ratio of 0.414 and performance fees of 138 and 172 basis points, below the optimum in the standard case. Comparing the information ratios at other frequencies with the corresponding results in the standard case, again we find ambiguous results. The information ratio declines for sampling frequencies of 15 minutes and higher, but it increases for lower sampling frequencies, while the same is observed for the performance fees ∆ γ . Note that this pattern is the complete opposite of that found for the target return portfolios in Panel B of Table 3 .
In sum, the general conclusion from Tables 3 and 4 when computing the minimum variance portfolio or minimum tracking error portfolio is that the two time-scales estimator and the lead-lag bias correction marginally improve the out-of-sample performance. We emphasize, however, that selecting the appropriate sampling frequency appears to be much more important than choosing between different biasand variance-reduction techniques for the realized covariance matrices. For example, the reduction in volatility of the minimum variance portfolio when going from the popular five-minute frequency to the optimal 65-minute frequency in the standard case (from 12.68% to 12.16%) is more than three times as large as the additional reduction achieved by applying the lead-lag bias correction at the 30-minute frequency (which further reduces volatility to 12.01%).
In general we would like to express a warning note on the target return results in Tables 3 and 4 . The actual return pattern at the various frequencies is anything but smooth and hence subject to a certain degree of 'luck'. Obviously these results depend both on the quality of the expected (excess) returns and the covariance matrix forecasts, making a direct comparison of the quality of the covariance forecasts more difficult than is the case for the minimum variance and minimum tracking error portfolios. Table 3 shows that daily turnover in the volatility timing strategies is considerable, ranging between 12 and 17 percent for most sampling frequencies. In case the 'standard' realized covariance matrix or the lead-lag correction is used at the oneminute sampling frequency, turnover increases even to around 25%. For the tracking error portfolios in Table 4 , turnover is below 10% for sampling frequencies below five minutes, but rapidly increases when returns are sampled more frequently. Given that the optimal sampling frequency for the target excess return portfolios was found to be two minutes, transaction costs may be substantial and should be taken into account when assessing the portfolio performance.
Transaction costs and rebalancing frequency
Panel A of Table 5 shows the performance of the target return portfolios with daily rebalancing for transaction cost levels (c in the first column) between 2% and 20%, in annualized percentage points as explained before. Results are shown for portfolios based on covariance matrix estimates obtained with daily returns and with intraday returns at the optimal frequency, which turns out to be 65 minutes irrespective of the transaction costs level. No bias-corrections are applied to the realized covariance matrix in this case. As expected, transaction costs reduce the portfolio return while the portfolio variance is largely unaffected, leading to a monotonic decline of the Sharpe ratio as the level of transaction costs increases. Note that the reduction in returns and Sharpe ratio is larger for the portfolios based on covariance matrix estimates obtained with daily returns. Therefore the difference in Sharpe ratios with the portfolios based on high-frequency intraday returns actually becomes larger, such that the performance fees increase to 245 and 487 basis points for γ = 1 and 10 in case transaction costs amount to 20%. This is not surprising of course, given that daily turnover for these portfolios equals 16.8 and 13.2%, respectively (see Table 3 ).
-insert Table 5 about herePanel A of Table 6 reveals that transaction costs have more dramatic effects for the target excess return portfolios. Daily turnover for the portfolio based on covariance matrix estimates obtained with the optimal two-minute returns is more than four times as high as for the portfolio based on daily returns, at 22.4% compared to 5.2%. The reduction in the mean active return and the information ratio therefore is much more pronounced for the intraday returns based strategy, such that the performance fee actually becomes negative for transaction costs in excess of 10%. Hence, if transaction cost levels are considerable, it does not pay off to use high-frequency intraday returns to estimate the covariance matrix. Also note that the optimal sampling frequency becomes lower at three minutes for high levels of transaction costs.
-insert Table 6 about hereTransaction costs may be reduced by rebalancing the portfolio less frequently.
The effects on portfolio performance are shown in Panels B and C of Table 5 for the target return portfolios. First note that, as expected, the volatility of the portfolio increases when the portfolio holding period increases, but only slightly. Somewhat surprisingly, the portfolio return increases considerably and comes much closer to the target return of 10% when the rebalancing frequency decreases. This corresponds with the findings of Fleming et al. (2003) . Turning to the effects of transaction costs, we find that the reduction in returns and Sharpe ratio is indeed much less pronounced when rebalancing the portfolio weekly or monthly rather than daily. Again, turnover is higher for the portfolios based on covariance matrix estimates obtained with daily returns, such that the maximum fee investors are willing to pay to switch to covariance matrix estimates obtained with intraday returns increases with the level of transaction costs. Also note that the magnitude of the performance fee ∆ γ declines when the rebalancing frequency becomes lower. This is due to the fact that the improvement in performance when going from daily to weekly or monthly rebalancing is relatively larger for the portfolio based on daily returns.
In order to assess the economic value of rebalancing less frequently more directly, we compute the performance fee ∆ γ that an investor is willing to pay to switch from daily rebalancing to weekly (or monthly) rebalancing for a given level of transaction costs. For the daily and weekly rebalanced portfolios based on intraday returns at the optimal sampling frequencies and annualized transaction costs equal to 10%, we find that ∆ γ is equal to 94 and 47 basis points for γ = 1 and 10, respectively. These performance fees even increase to 128 and 64 points when comparing the daily and monthly rebalancing frequencies.
Finally, the benefits of rebalancing less frequently become very clear from Panels B and C of Table 6 for the target excess return portfolio. Although the active return is still reduced due to transaction costs in case of weekly or monthly rebalancing, it remains higher for the portfolio based on intraday returns than for the daily returns portfolio even in case of transaction costs up to 20%. Given that the levels of ex-post tracking error do not differ very much, the IR remains higher as well, and investors are willing to pay considerable fees to make use of the high-frequency returns portfolio.
Again we compute the performance fee ∆ γ using portfolios with daily and weekly (or monthly) holding periods for a given level of transaction costs to evaluate the economic gains from rebalancing less frequently directly. With annualized transaction costs equal to 10%, we find that an investor is willing to pay 200 basis points to switch from daily to weekly rebalancing for both low and high relative risk aversion.
Comparing the daily and monthly rebalancing frequencies, ∆ γ is equal to 280 and 276 basis points for γ = 1 and 10, respectively. It would be interesting to include the rebalancing frequency in the portfolio optimization problem. Obviously this is difficult to achieve and beyond the scope of this paper. Fleming et al. (2001 Fleming et al. ( , 2003 suggest that determining the decay parameters α and α h in (12) and (14), respectively, using maximum likelihood on the full sample does not lead to serious data snooping problems because the final evaluation criterion (maximizing return or minimizing risk) differs from the likelihood objective function. To test the validity of this argument, and to test a true out-of-sample strategy, we proceed as follows. First we find the decay parameters that maximize the performance of the various portfolios over the first 250 days following the initial burn-in period, i.e. the values of α and α h that minimize the (relative) variance or maximizes the Sharpe (or information) ratio. These decay parameters are then used to estimate the conditional covariance matrices Σ t and Σ t,h for the first day following the in-sample period, for which optimal portfolio weights are then constructed using (6) and (8). This procedure is repeated using an expanding in-sample estimation window where each time a new observation is added. This not only implies that the decay parameter varies over time, but also that the portfolio performance thus obtained is truly out-of-sample. Since we lose an additional 250 days at the start of the sample, for comparison we re-estimated the decay parameter using maximum likelihood for the shorter sample of 1416 trading days and constructed the corresponding portfolio weights and performance.
Genuine out-of-sample forecasting
-insert Table 7 about here -
The results are presented in Table 7 . For both the minimum variance and minimum tracking error portfolios the results are re-assuring, in the sense that the optimal sampling frequency is still 65 and 30 minutes, respectively. Also the performance itself is similar to that of the standard case. By contrast, for the target return portfolios the results do change considerably. In the total return case the optimal sampling frequency is now 10 minutes instead of 65, and the Sharpe ratio has deteriorated from 0.640 to 0.554. In the excess return case the optimal sampling frequency is now one minute instead of two, but with a better information ratio at 0.457 versus 0.373. Perhaps most revealing, the optimal decay parameters are much lower when determined using in-sample portfolio performance than when estimated with maximum likelihood (except for the target return portfolios, when performance is measured by the Sharpe ratio). This holds especially for the higher sampling frequencies. To verify that this is not an artefact of using different decay rates over time, we also did a datasnooping exercise with a constant decay parameter equal to the value that maximizes performance (rather than the log-likelihood) over the entire out-of-sample period. These results (not reported here) confirm that performance-based decay rates are much lower than the ones based on the log-likelihood. In addition, this enhances the performance at those frequencies. Hence the log-likelihood procedure tends to give too much weight to the updates. A logical explanation for this is that the noise pattern of the updates suits the log-likelihood when standardizing equally noise daily returns, but more smoothing is needed (lower decay parameters) for forecasting the covariance matrices.
Conclusion
Existing studies that use high-frequency intra-day data to measure and forecast the daily covariance matrix make ad-hoc choices with regard to the sampling frequency.
The presence of bid-ask bounce and non-synchronous trading creates a trade-off between higher sampling frequencies leading to lower variances of the (co-)variance measures due to having more data, and lower sampling frequencies reducing the impact of these market microstructure effects. Popular ad-hoc choices to strike a balance between the resulting bias and variance of the realized covariance estimates are the five-and 30-minute sampling frequencies.
In this study we show that choosing the optimal sampling frequency is crucial for the out-of-sample performance of portfolios constructed using realized covariances.
Even for the relatively liquid stocks that comprise the S&P 100 index the optimum is more likely to be in the neighbourhood of an hour rather than five or 30 minutes.
We also investigated the use of bias-and variance-reduction methods for computing the realized covariances. Both the two time-scales estimator and the lead-lag bias-correction procedure result in a marginal improvement over the standard realized covariance matrix estimator at the same frequency. Transaction costs were shown to affect portfolio performance considerably, and in particular they imply that rebalancing the portfolio less frequently may be beneficial.
Several interesting topics for further research come to mind. First, it would be interesting to explore other ways to correct for biases in realized covariances due to non-synchronous trading. Second, it may be worthwhile to allow the sampling frequency to vary over time, to take into account changes in trading intensity. The S&P stocks considered here, for example, were traded much more frequently at the end of the sample period than in the beginning, see also Bandi et al. (2005) .
Third, Andersen et al. (2003) suggest that with more and more assets eventually a factor model will be needed, see Andersen, Bollerslev, Diebold and Ebens (2001) and Hafner et al. (2005) for additional motivation and discussion and Bollerslev and Zhang (2003) for an application using the Fama-French three-factor model. Fourth, it would be interesting to examine the effects of restrictions on the portfolio weights, which we did not consider here. As shown by Jagannathan and Ma (2003) , imposing short-selling constraints and a maximum weight constraint, for example, may enhance portfolio performance, even if the restrictions are wrong. Finally, in this study we considered the popular approach that makes use of artificially constructed equidistant prices in calendar time, in part because the empirical data set was constrained to the close of each minute rather than all transaction prices. It would be interesting to see empirical work on the scale of this paper with many stocks that considers transaction time sampling rather than calendar time sampling, for example using the covariance estimators of Harris et al. (1995) , De Jong and Nijman (1997) and Hayashi and Yoshida (2005) . Martens (2004) Notes: The table shows mean and variance of the realized (co-)variances at various sampling frequencies for 78 constituents of the S&P100 index from April 16, 1997 16, , through May 27, 2004 16, (1788 . For the realized variance the mean reflects the average taken over all 78 stocks and over all 1788 trading days. The variance is the average taken over the 78 sample variances of the realized variances. For the realized covariance the mean reflects the average taken over all 3003 pairs of stocks and over all 1788 trading days. The variance is the average taken over the 3003 sample variances of the realized covariances. In Panel A the "standard" realized covariance matrix V t−1,h given in (1) (13) and (12) for daily data and (13) and (14) for intraday data. In Panel A the model is estimated for total returns, whereas in Panel B the model is estimated for excess returns (stock returns minus S&P500 returns). The second and third column show the optimal decay rates and accompanying loglikelihood values when the covariance updates are based on the standard realized (co-)variances, the fourth and fifth column when the updates are based on the two time-scales estimator, and the final two columns when 1 lead and 1 lag of the (co-)variances are added to the contemporaneous (realized) covariances. Notes: The table shows the out-of-sample performance of the overall minimum variance portfolio, with weights given in (6), and the minimum variance portfolio given a target level of return of 10%, with weights given in (8), constructed using rolling covariance matrix forecasts based on various sampling frequencies and based on different ways of measuring the realized covariance matrix (standard, two time-scales, and 1 lead and 1 lag). For the target return portfolios, we report the mean return (µ P ) and standard deviation (σ P ) in annualized percentage points, the Sharpe ratio (SR), the annualized basis points fee (∆ γ ) an investor with quadratic utility and constant relative risk aversion of γ would pay to switch from the daily returns covariance matrix estimate to the intraday returns of the optimal portfolios, and average daily turnover (TO) in percentage points. For the minimum variance portfolios, we report the standard deviation (σ MVP ) in annualized percentage points average daily turnover (TO) in percentage points. Notes: The table shows the out-of-sample performance of the overall minimum tracking error portfolio, with weights given in (6), and the minimum tracking error portfolio given a target level of return of 5%, with weights given in (8), constructed using rolling covariance matrix forecasts based on various sampling frequencies and based on different ways of measuring the realized covariance matrix (standard, two time-scales, and 1 lead and 1 lag). For the target active return portfolios, we report the mean active return (µ P ) and tracking error (TE P ) in annualized percentage points, the information ratio (IR), the annualized basis points fee (∆ γ ) an investor with quadratic utility and constant relative risk aversion of γ would pay to switch from the daily returns covariance matrix estimate to the intraday returns of the optimal portfolios, and average daily turnover (TO) in percentage points. For the minimum tracking error portfolios, we report the tracking error (TE MTE ) in annualized percentage points average daily turnover (TO) in percentage points. Notes: The table shows the out-of-sample performance of the the minimum variance portfolio given a target level of return of 10%, with weights given in (8), constructed using rolling covariance matrix forecasts based on daily returns and on intraday returns at the sampling frequency that maximized the information ratio, based on the 'standard' way of measuring the realized covariance matrix. We report the mean return (µ P ) and standard deviation (σ P ) in annualized percentage points, the Sharpe ratio (SR), and the annualized basis points fee (∆γ ) an investor with quadratic utility and constant relative risk aversion of γ would pay to switch from the daily returns covariance matrix estimate to the intraday returns of the optimal portfolios. The column headed c indicates the level of transaction costs, expressed in annualized percentage points, which correspond with the reduction in the annualized portfolio return if the entire portfolio would have to be traded every day during the whole year. The column headed h indicates the optimal sampling frequency, expressed as the length of the corresponding return interval in minutes. Notes: The table shows the out-of-sample performance of the the minimum tracking error portfolio given a target level of return of 5%, with weights given in (8), constructed using rolling covariance matrix forecasts based on daily returns and on intraday returns at the sampling frequency that maximized the information ratio, based on the 'standard' way of measuring the realized covariance matrix. We report the mean active return (µ P ) and tracking error (TE P ) in annualized percentage points, the information ratio (IR), the annualized basis points fee (∆γ ) an investor with quadratic utility and constant relative risk aversion of γ would pay to switch from the daily returns covariance matrix estimate to the intraday returns of the optimal portfolios. The column headed c indicates the level of transaction costs, expressed in annualized percentage points, which correspond with the reduction in the annualized portfolio return if the entire portfolio would have to be traded every day during the whole year. The column headed h indicates the optimal sampling frequency, expressed as the length of the corresponding return interval in minutes. Notes: The table shows the out-of-sample performance of the overall minimum volatility (tracking error) portfolio, with weights given in (6), and the minimum variance portfolio given an annualized target level of (active) return of 10% (5%), with weights given in (8), constructed using rolling covariance matrix forecasts based on various sampling frequencies and based on the 'standard' realized covariance matrix. Panel A shows results for total returns and Panel B for excess returns (stock returns minus S&P 500 returns). The optimal decay parameters are determined by optimizing portfolio performance using an expanding window period (starting with 250 days). Columns 2 and 3, and 6 and 7, report the mean and standard deviation of the resulting estimates of α h . Columns 4 and 8, headed 'Perf.', show the Sharpe ratio and volatility (panel A) or the information ratio and tracking error (panel (B) for the resulting portfolios. Columns 5 and 9, headed 'LogL', show the SR/IR and σ P /TE P for portfolios constructed with decay parameters for the conditional covariance matrix that are estimated by maximizing the log-likelihood over the complete out-of-sample period.
