We give the classification of quiver Hopf algebras with pointed module structures. This leads to the classification of multiple crown algebras and multiple Taft algebras as well as pointed Yetter-Drinfeld modules and their corresponding Nichols algebras. In particular, we give the classification of graded Hopf algebras on cotensor coalgebra T c kG (M ) of kG-bicomdule M over finite commutative group algebra kG and tensor algebra T kG (M ) of dimensional finite kG -bimodule M over finite commutative group algebra kG with | G |= n, when k contains a primitive n-th root of 1 and the order of G is not divisible by char(k). In this case, we also give the classification of Yetter-Drinfeld kG-modules and Nichols algebras of Yetter-Drinfeld kG-modules.
Introduction
Classification of Hopf algebras would have applications to a number of other areas of mathematics, aside from its intrinsic algebraic interest. In mathematical physics, Drinfeld's and Jambo's work was to provide solutions to quantum Yang-Baxter equation. In conformal field theory, I. Frenkel and Y. Zhu have shown how to assign a Hopf algebra to any conformal field theory model [13] . In topology, quasi-triangular and ribbon Hopf algebras provide many invariants of knots, links, tangles and 3-manifolds [14, 15, 23, 25] . In operator algebras, Hopf algebras can be assigned as an invariant for certain extensions [27] .
It has been a long time since quivers were first used to study algebra structures. Quivers have played an important role in the representation theory of algebras (see e.g. [6] ). It has been realized that quivers may be applied to the study of Hopf algebras and quantum groups. For instance, C. Cibils and M. Rosso obtained a necessary and sufficient condition for a path (co)algebra of a quiver to admit a graded Hopf algebra structure in [9] [10] . The classification of monomial Hopf algebras, which are a class of co-path Hopf algebras, and simple-pointed sub-Hopf algebras of co-path Hopf algebras were recently obtained in [7] and [21] , respectively. N. Andruskiewitsch and H. J. Schneider have obtained interesting result in classification of finite-dimensional pointed Hopf algebras with commutative coradical [2, 3, 4, 5] . More recently, they have also researched this problem in case of non-commutative coradical. Pavel Etingof and Shlomo Gelaki gave the complete and explicit classification of finite-dimensional triangular Hopf algebras over an algebraically closed field k of characteristic 0 [12] , Let G be a group and kG be the group algebra of G over a field k. It is well-known [10] that the kG-Hopf bimodule category kG kG M kG kG is equivalent to the direct product category C∈K(G) M kZ u(C) , where K(G) is the set of conjugate classes in G, u : K(G) → G is a map such that u(C) ∈ C for any C ∈ K(G), Z u(C) = {g ∈ G | gu(C) = u(C)g} and M kZ u(C) denotes the category of right kZ u(C) -modules (see [10, is pointed (i.e. it is zero or a direct sum of one dimensional kZ u(C) -modules) for all C ∈ K(G), then kQ quiver Hopf algebras (see Theorem 4) and element system with characters to classify PM Nichols algebras (see Theorem 5) . Moreover, we characterize quantum enveloping algebras in terms of semi-path Hopf algebras. We also point out that many finite dimensional Hopf algebras, such as Taft algebras, the bosonization of quantum linear spaces (see [3, Lemma 3.4] ) and H(C, n, c, c * ) (see [11, Definition 5.6.15] ) are multiple Taft algebras. We also obtain an interesting quantum combinatoric formula:
(see Example 3.12) . This paper is organized as follows. In Section 0, we recall some basic definitions and results for later use. In Section 1, we restate a well-known theorem about the category of Hopf bimodules and classify the PM quiver Hopf algebras by ramification system with characters. In Section 2, we discuss the PM quiver Hopf algebras determined by central ramification system with characters. Moreover, we study the corresponding pointed Yetter-Drinfeld modules and PM Nichols algebra. In Section 3, we give the relation between quiver Hopf algebras and quotients of free algebras.
Throughout this paper, Hopf quivers are finite whenever arrow modules, arrow Hopf bimodules, path algebras, path Hopf algebras, semi-co-path Hopf algebras are considered. kG-Hopf bimodule M is finite dimensional and G is a finite group whenever tensor Hopf algebra T (kG) * (M * ) over (kG) * are considered.
The main results in this paper are summarized in the following statement. (iv) kQ 
Theorem 1 (I)
Lets (α χ ) ∼ = kQ ′ s (α χ ′ ). (v) kG[kQ 1 , α χ ] ∼ = kG ′ [kQ ′ 1 , α χ ′ ]. (vi) kQ a (α χ ) ∼ = kQ ′ a (α χ ′ ). (vii) kQ sc (α χ ) ∼ = kQ ′ sc (α χ ′ ). (viii) (kG) * [kQ a 1 , α χ ] ∼ = (kG ′ ) * [kQ
Preliminaries
Throughout, we work over a fixed field k. All algebras, coalgebras, Hopf algebras, and so on, are defined over k. Books [11, 19, 26] provide the necessary background for Hopf algebras and book [6] provides a nice description of the path algebra approach. Let Z denote the set of all integers. For sets X and Y , we denote by |X| the cardinal number of X and by X Y or X |Y| the Cartesian product Π y∈Y X y with X y = X for any y ∈ Y . If X is finite, then |X| is the number of elements in X. For a vector space V , any two bases of V have the same cardinal number, which is called the dimension of V , written dimV . If X = ⊕ i∈I X i as vector spaces, then we denote by ι i the natural injection from X i to X and by π i the corresponding projection from X to X i . We will use µ to denote the multiplication map of an algebra and use ∆ to denote the comultiplication of a coalgebra. For a (left or right) module and a (left or right) comodule, denote by α − , α + , δ − and δ + the left module, right module, left comodule and right comodule structure maps, respectively. The Sweedler's sigma notations for coalgebras and comodules are ∆(x) = x (1) ⊗ x (2) , δ − (x) = x (−1) ⊗ x (0) , δ + (x) = x (0) ⊗ x (1) . Let G be a group. We denote by Z(G) the center of G. χ is called a character of G if χ is a group homomorphism from G to the multiplicative group of non-zero elements in k. Let G be the group of characters of G.
A quiver Q = (Q 0 , Q 1 , s, t) is an oriented graph, where Q 0 and Q 1 are the sets of vertices and arrows, respectively; s and t are two maps from Q 1 to Q 0 . For any arrow a ∈ Q 1 , s(a) and t(a) are called its start vertex and end vertex, respectively, and a is called an arrow from s(a) to t(a). For any n ≥ 0, an n-path or a path of length n in the quiver Q is an ordered sequence of arrows p = a n a n−1 · · · a 1 with t(a i ) = s(a i+1 ) for all 1 ≤ i ≤ n − 1. Note that a 0-path is exactly a vertex and a 1-path is exactly an arrow. In this case, we define s(p) = s(a 1 ), the start vertex of p, and t(p) = t(a n ), the end vertex of p. For a 0-path x, we have s(x) = t(x) = x. Let Q n be the set of n-paths. Let y Q x n denote the set of all n-paths from x to y, x, y ∈ Q 0 . That is, y Q x n = {p ∈ Q n | s(p) = x, t(p) = y}. A quiver Q is finite if Q 0 and Q 1 are finite sets. A quiver Q is locally finite if y Q x 1 is a finite set for any x, y ∈ Q 0 .
Let G be a group. Let K(G) denote the set of conjugate classes in G. r = C∈K(G) r C C is called a ramification (or ramification data ) of G, if r C is the cardinal number of a set for any C ∈ K(G). We always assume that the cardinal number of set I C (r) is r C . Let K r (G) := {C ∈ K(G) | r C = 0} = {C ∈ K(G) | I C (r) = ∅}.
Let G be a group. A quiver Q is called a quiver of group G if Q 0 = G (i.e., Q = (G, Q 1 , s, t)). In this paper we only consider quivers of group. If there exists a ramification r of G such that the cardinal number of y Q x 1 is equal to r C for any x, y ∈ G with x −1 y ∈ C ∈ K(G), then Q is called a Hopf quiver with respect to the ramification data r. In this case, there is a bijection from I C (r) to y Q x 1 , and hence we may regard
y,x | i ∈ I C (r)} for any x, y ∈ G with x −1 y ∈ C ∈ K(G). With the notations above, one can see that a ramification r of G defines a unique Hopf quiver Q of G. This means that a Hopf quiver of G is uniquely determined by a ramification of G. Denote by (Q, G, r)) the Hopf quiver of G with respect to r.
be two quivers with Q 0 = G and
) and φ 0 (t(a)) = t ′ (φ 1 (a)) for any a ∈ Q 1 . If r and r ′ are ramifications of G and G ′ , respectively, then the Hopf quivers (Q, G, r) and (Q ′ , G ′ , r ′ ) are isomorphic if and only if there exists a group isomorphism
, there exists a bijective map φ C : I C (r) → I φ 0 (C) (r ′ ). In this case, the path algebras (path coalgebras) of isomorphic quivers are isomorphic. Throughout the following, let G be a group with unity 1 and let u be a fixed map from
where Θ C is an index set. It is easy to check that |Θ C | = |C|. We always assume that the representative element of the coset Z u(C) is the identity 1 of G. We claim that θ = η
∈ Z u(C) , and hence θ = η. For any x, y ∈ G with x −1 y ∈ C ∈ K(G), there exists a unique θ ∈ Θ C such that
Without specification, we will always assume that x, y, θ and C satisfy the above relation (2) . Note that θ is only determined by x −1 y. For any h ∈ G and θ ∈ Θ C , there exist
If u(C) lies in the center Z(G) of G, we have ζ θ = id G . In particular, if G is abelian,
and an H-bicomodule (M, 
We denote by H H YD the category of YD H-modules; the morphisms in this category preserve both the action and the coaction of H. The category H H YD is a pre-braided monoidal category (see [24, 19] For the definitions of an algebra, a coalgebra and a Hopf algebra in a braided monoidal category, the reader is directed to [18, 19] .
The structure of a Nichols algebra appeared first in the paper [20] and was rediscovered later by several authors. Let V be a YD H-module. A graded braided Hopf algebra R = n≥0 R n in H H YD is called a Nichols algebra of V if the following are satisfied:
, the vector space of the primitive elements of R,
• R is generated as an algebra by R 1 . M becomes a left A-module with the A-action given by a · x = φ(a) · x for any a ∈ A, x ∈ M, called a pullback A-module through φ, written as φ M. Similarly, if M is a right A ′ -module, then M becomes a right A-module with the A-action given by x · a = x · φ(a)
for any a ∈ A and x ∈ M, denoted by M φ . In particular, if M is an A ′ -bimodule then φ M φ is an A-bimodule. Dually, if φ : C → C ′ be a coalgebra homomorphism and (M, δ − ) is a left C-comodule, then M is a left C ′ -comodule with the C ′ -comodule structure given by B-module homomorphism from X to φ X ′ and a left B ′ -comodule homomorphism from φ X to X ′ , and ψ is algebra and coalgebra homomorphism from X to X ′ , then (φ, ψ) is called a pull-push Yetter-Drinfeld Hopf algebra homomorphism. Let A be an algebra and M be an A-bimodule. Then the tensor algebra [20] ). Let D be another algebra. If h is an algebra map from A to D and f is an A-bimodule map from M to h D h , then by the universal property of T A (M) (see [20, Proposition 1.4.1] ) there is a unique algebra map
Note that µ can be viewed as a map from D ⊗ A D to D. For the details, the reader is directed to [20, Section 1.4] .
Dually, let C be a coalgebra and let M be a C-bicomodule. Then the cotensor coalgebra [20] ). Let D be another coalgebra. If h is a coalgebra map from D to C and f is a C-bicomodule map from h D h to M such that f (corad(D)) = 0, then by the universal property of
Classification of PM quiver Hopf algebras
In this section we classify the PM quiver Hopf algebras.
We first describe the category of Hopf bimodules by categories of modules. Let G be a group and let (B,
where x, y ∈ G. Let M be another kG-bicomodule and f : B → M be a kG-bicomodule
The following theorem can be found in [10] . We list the result here for the completeness and give a slightly different proof. [10, Proposition 3.3] and [9, 
Theorem 2 (See
Proof. We define two functors W and V as follows.
where for any morphism f :
We will show that W and V are mutually inverse functors by three steps.
(i) Let B be a kG-Hopf bimodule. Then it is easy to see that
module with the module action given by
Hence
where h, x, y ∈ G with x −1 y ∈ C and the relation (2) and (3), m ∈ M(C). It is easy
We now construct two natural isomorphisms ϕ and ψ as follows.
for any x, y ∈ G satisfying Eq.(2), b ∈ y B x . Now we have and
This shows that ϕ B is a kG-bicomodule map. Next, let x, y ∈ G with
, and let b ∈ y B x and h ∈ G.
Then h · b ∈ hy B hx and (hx)
This shows that ϕ B is a left kG-module map. On the other hand, b · h ∈ yh B xh and
It follows that ϕ B is a right kG-module map, and hence ϕ B is a kG-Hopf bimodule map.
Suppose
, and hence
If f : B → B ′ is a kG-Hopf bimodule map, then it is easy to see that ϕ
Thus we have proven that ϕ is a natural equivalence from the identity functor id B(kG) to the composition functor V W .
Now for any
where
That is, (ψ M ) C is a kZ u(C) -module map. Obviously, (ψ M ) C is bijective and ψ is a natural transformation. Thus ψ is a natural equivalence from the identity functor id Proof. (i) We first show that every irreducible representation of G is one dimensional. In fact, this is a well-known conclusion. For the completeness, we give a proof. Assume that ρ is an irreducible representation of G corresponding to V . For any g ∈ G, since ρ(g n ) = id V , all eigenvalues of ρ(g) is n-th roots of 1, which belong to k. Say that λ g is an eigenvalue of ρ(g). It is clear that Ker(ρ(g) − λ g id V ) := W is a kG-submodule of V and W = 0 since λ g is an eigenvalue of ρ(g). Therefore, W = V , which implies ρ(g) = λ g id V .
Considering V is irreducible, we have that dim V = 1. Using Maschke's Theorem, we have that every kG-module is a pointed module.
(ii) Assume M is a kG-Hopf bimodule. By Theorem 2,
is a right pointed kG-module. Therefore, M is a PM kG-Hopf bimodule. P If ξ is a graded linear map from graded vector space V = i≥0 V i to graded vector space
for i = 1, 2, · · · . 
Proof. Observe that (M, α − , α + ) is a B-bimodule. Since ∆ H and µ H are graded, we have the following equation by (8):
Since π 1 ι 1 = id, it follows from Eq.(11) that
By a straightforward computation, one can show the following two equations:
Now we have (13)), and
This shows that (id
is a left B-comodule. Similarly, one can show that (M, δ + ) is a right B-comodule and
where τ is the usual twist map. This shows that δ − is a right B-module map. Similarly, one can show that δ − is a left B-module map, and hence a B-bimodule map. A similar 
, where ε B is the counit of
It is easy to see that T B (M) is a graded bialgebra. Then it follows from [20, Proposition 1.5.1] that T B (M) is a graded Hopf algebra.
(ii) Assume that the cotensor coalgebra T 
By the universal property of T B (M), we only have to prove that
Hence by the proof of Lemma 1.4 we have
Furthermore, it is easy to see that ε T B ′ (M ′ ) Φ = ε T B (M ) . It follows that Φ is a coalgebra map, and hence a Hopf algebra map since any bialgebra map between two Hopf algebras is a Hopf algebra map.
(ii) Since φ is a Hopf algebra map, φπ 0 :
However, this follows from a straightforward computation dual to Part (i). Furthermore, one can see Ψ(1) = 1. Hence Ψ is an algebra map, and so a Hopf algebra map. P Lemma 1. 
and
It follows from the universal property of
as graded Hopf algebras.
(i) ⇒ (iii) It is similar to the proof above.
is a graded Hopf algebra isomorphism.
Put φ := π 0 f ι 0 and ψ := π 1 f ι 1 . Then it is easy to check that φ is a Hopf algebra isomorphism from B to B ′ and ψ is a B-Hopf bimodule isomorphism from M to
Let φ := π 0 ϕι 0 and ψ := π 1 ϕι 1 . Obviously, φ is a Hopf algebra isomorphism from B to B ′ and ψ is a bijection from M to M ′ . Now we show that ψ is a kG-Hopf bimodule isomorphism from M to 
and similarly we have ψ(α (1) ,
Thus ψ is a kG-bicomodule homomorphism.
be a quiver of a group G. Then kQ 1 becomes a kG-bicomodule under the natural comodule structures:
called an arrow comodule, written as kQ c 1 or kQ 1 . In this case, the path coalgebra kQ c is exactly isomorphic to the cotensor coalgebra T c kG (kQ c 1 ) over kG in a natural way (see [8] and [9] ). We will regard kQ c = T c kG (kQ c 1 ) in the following. Moreover, kQ 1 becomes a (kG) * -bimodule with the module structures defined by where < b
Proof. It is easy to check (i)-(iii). Now we show (iv). Let
can similarly show that A ∼ = B * as (kG) * -Hopf bimodules. P
The following theorem can be found in [10, 9] . We list the result here for the completeness and give a slightly different proof.
Theorem 3 (see [9, Theorem 3.3] and [10, Proof. (i) ⇒ (ii). Assume that (Q, G, r) is a Hopf quiver, where r is a ramification of G. For any C ∈ K(G), let M(C) be a trivial right kZ u(C) -module with dimM(C) = r C . That is, m · h = m for any m ∈ M(C) and h ∈ Z u(C) . From the proof of Theorem 2,
It is easy to see that φ is a k-linear isomorphism and a kG-bicomodule homomorphism from kQ 
1 . This shows that Q is a Hopf quiver.
(ii) ⇔ (iii) It follows from Lemma 1.7. P Assume that Q is a Hopf quiver. It follows from Theorem 3 that there exist a left kG-module structure α − and a right kG-module structure α + on arrow comod- 
is called a ramification system with characters (or RSC in short ), if r is a ramification of G, u is a map from K(G) to G with u(C) ∈ C for any C ∈ K(G), and − → χ = {χ
said to be isomorphic if the following conditions are satisfied:
• There exists a group isomorphism φ : G → G ′ .
• For any C ∈ K(G), there exists an element h C ∈ G such that φ(h
• For any C ∈ K r (G), there exists a bijective map φ C :
C u(C)h C and h C = 1 when C ∈ K r (G). Let φ = id G and φ C = id I C (r) . It is straightforward to check the conditions in Definition 1.9 hold. 
where x, y, h ∈ G with
Proof. Since N is a PM kG-Hopf bimodule, there exists an object
and a family of characters {χ
C for any i ∈ I C (r) and h ∈ Z u(C) .
We have to show that (kQ 1 , α
as kG-Hopf bimodules. Observe that there is a canonical kG-bicomodule isomorphism ϕ :
where x, y ∈ G with 
. Now let h, x, y, v, w ∈ G with
This shows that δ − ((a
In order to show the second equation, we only need to show that
wh,vh by Proposition 1.10. By simple computation, both the right hand side and the left hand side of (17) are zero. Now assume v = xh −1 and w = yh
the left hand side of (17) = δ + ((a
= the right hand side of (17) . P From Proposition 1.10, it seems that the right kG-action on (kQ 1 , α χ ) depends on the choice of the set {g θ | θ ∈ Θ C } of coset representatives of Z u(C) in G (see, Eq. (1)). The following lemma shows that (kQ 1 , α χ ) is, in fact, independent of the choice of the coset representative set {g θ | θ ∈ Θ C }, up to kG-Hopf bimodule isomorphisms. For a while, we write (kQ 1 , α χ ) = (kQ 1 , α χ , {g θ }) given before. Now let {h θ ∈ G | θ ∈ Θ C } be another coset representative set of Z u(C) in G for any C ∈ K(G). That is, Proof. We may assume
Hence from Proposition 1.10 we know that the right kG-action on (kQ 1 , α χ , {h θ }) is given by
However, we also have
It follows that the k-linear isomorphism f : kQ 1 → kQ 1 given by
for any x, y ∈ G with
Now we state one of our main results, which classifies the PM (co-)path Hopf algebras, PM semi-(co-)path Hopf algebras and PM one-type-path Hopf algebras. 
Note that all isomorphisms above are as graded
Hopf algebras but in (i), (ii) and (ix).
Proof. By Lemma 1.6 and Lemma 1.7, we only have to prove (i) ⇔ (ii) and (ii) ⇔ (ix).
(ii) ⇒ (ix). By Definition 1.11, (M, [α χ ]) ∼ = (Q c 1 , α χ ) as kG-Hopf bimodules and
as pull-push Hopf bimodules. Similarly we can show (ix) ⇒(ii).
′ is a Hopf algebra isomorphism. Now let G = θ∈Θ C Z u(C) g θ be given as in (2) for any C ∈ K(G), and assume that the kG-Hopf bimodule (kQ 1 , α χ ) is defined by using these coset decompositions. Then
is a coset decomposition of Z u ′ (φ(C)) in G ′ for any φ(C) ∈ K(G ′ ). By Lemma 1.13, we may assume that the structure of the kG ′ -Hopf bimodule (kQ
is obtained by using these coset decompositions (19) . Define a k-linear isomorphism ψ :
for any x, y ∈ G with x −1 y = g −1 θ u(C)g θ , and i ∈ I C (r), where C ∈ K r (G) and
C ) ∈ Z u(C) and θ, η ∈ Θ C . It is easy to see that ψ is a kG-bicomodule homomorphism from (kQ 1 , α χ ) to
φ . Since (hx) −1 (hy) = x −1 y for any x, y, h ∈ G, it follows from Proposition 1.10 that ψ is also a left kG-module homomorphism from (kQ 1 , α χ ) to
It follows that θ ′′ = η ′ and
By Proposition 1.10, a
yh,xh for any i ∈ I C (r). Moreover, we have
On the other hand, we have
Thus by Proposition 1.10 one gets
Now it follows from Eq.(20) that
This shows that φ is a right kG-module homomorphism, and hence a kG-Hopf bimodule isomorphism from (kQ 1 , α χ ) to
Assume that there exist a Hopf algebra isomorphism φ : kG → kG ′ and a kG-Hopf bimodule isomorphism ψ :
by restriction one gets a k-linear isomorphism
We also have a k-linear isomorphism
. Hence φ and h C induce an algebra isomorphism
Using the hypothesis that ψ is a kG-bimodules homomorphism from (kQ 1 , α χ ) to φ (kQ
are pointed right kZ u(C) -modules, they are semisimple kZ u(C) -modules for any C ∈ K r (G). Moreover, ka (kQ 1 ) 1 and (
respectively, for any i ∈ I C (r) and j ∈ I φ(C) (r ′ ), where C ∈ K r (G). Thus for any C ∈ K r (G), there exists a bijective map φ C :
and (ka
u ′ (φ(C)),1 ) σ C are isomorphic right kZ u(C) -modules for any i ∈ I C (r), which implies χ
By Theorem 4 we have

Corollary 1.14 Let (Q, G, r) be a Hopf quiver. Then there are one-to-one correspondences between the following sets:
( Let N (G, r) denote the number of elements in the set in Corollary 1.14 (i) when the Hopf quiver (Q, G, r) is finite. Thus all the sets in Corollary 1.14 have the same cardinal number N (G, r). Then we have Corollary 1.15 Let (Q, G, r) be a finite Hopf quiver. Then
Example 1.16
Assume that k is a field with char(k) = 2. Let G = {1, g} ∼ = Z 2 be the cyclic group of order 2 with the generator g. Let r be a ramification data of G with r 1 = m and r g = 0 and (Q, G, r) be the corresponding Hopf quiver, where m is a positive integer. Then 
Thus by [9, p.245 or Theorem 3.8] , the products of these arrows x i , y j in kQ c (α χn ) can be described as follow. For any i, j = 1, 2, · · · , m,
where x.y denotes the product of x and y in kQ c (α χn ) for any x, y ∈ kQ c (α χn ), x i x j and y i y j denote the 2-paths in the quiver Q as usual for any 1 ≤ i, j ≤ m.
Multiple crown algebras and multiple Taft algebras
In this section we discuss the PM quiver Hopf algebras defined by the RSC's with K r (G) ⊆ Z(G).
Let r be a ramification data of G and (Q, G, r) be the corresponding Hopf quiver. If C contains only one element of G for any C ∈ K r (G), then C = {g} for some g ∈ Z(G), the center of G. In this case, we say that the ramification r is central, and that RSC(G, r, − → χ , u) a central ramification system with characters, or a CRSC in short. If r is a central ramification data of G, then we may write g for {g} when {g} ∈ K r (G 
ESC(G, − → g , − → χ , J) can be written as ESC(G, g i , χ i ; i ∈ J) for convenience. Let q ij = χ i (g j ), q i = q ii and N i be the order of q i ( N i = ∞ when q i is not a root of unit, or q i = 1 ) for i, j ∈ J. Let H be a Hopf algebra with a bijective antipode S. A YD H-module V is pointed if V = 0 or V is a direct sum of one dimensional YD H-modules. If V is a pointed YD H-module, then the corresponding Nichols algebra B(V ) is called a PM Nichols algebra.
kG-module if and only if
Proof. We may assume V = 0. Assume that V is a pointed YD kG-module. Then V is obviously a pointed kG-module. Now let U be a one dimensional YD kG-submodule of V and let 0 = x ∈ U. Then δ − (x) = g ⊗ x for some g ∈ G. Let h ∈ G. Then h · x = βx for some 0 = β ∈ k. By Eq.(4), one gets that
This implies that hgh −1 = g for any h ∈ G, and hence
Then V g is a kG-subcomodule of V and any subspace of V g is a kG-subcomodule for all
Then it follows from Eq.(4) that V g is a kG-submodule of V . Since V is a pointed kGmodule, any submodule of V is pointed, and hence V g is a pointed kG-module. Thus if V g = 0 then V g is a direct sum of some one dimensional kG-submodules of V g . However, any one dimensional kG-submodule of V g is also a kG-subcomodule, and hence a YD kG-submodule. Thus V is a pointed YD kG-module. P
Lemma 2.3 If G is a finite commutative group with | G |= n, k contains all roots of all irreducible polynomials over k with degree ≤ n and the order of G is not divisible by char(k), then every YD kG-module is a pointed one and Nichols algebra of every YD kG -module is a PM one.
Proof. By Lemma 1.2 and Lemma 2.2, every YD kG-module is a pointed one. It follows from the definition of PM Nichols algebra that Nichols algebra of every YD kG -module is a PM one. P Let (G, g i , χ i ; i ∈ J) be an ESC. Let V be a k-vector space with dim(V ) = |J|. Let {x i | i ∈ J} be a basis of V over k. Define a left kG-action and a left kG-coaction on V
Then it is easy to see that V is a pointed YD kG-module and kx i is a one dimensional YD kG-submodule of V for any i ∈ J. Denote by V (g i , χ i ; i ∈ J) the pointed YD kG-module V . Note that V (g i , χ i ; i ∈ J) = 0 if J is empty.
Proposition 2.4 V is pointed YD kG-module if and only if V is isomorphic to
Proof. If V ∼ = V (g i , χ i ; i ∈ J) for some ESC (g i , χ i ; i ∈ J) of G, then V is obviously a pointed YD kG-module. Conversely, assume that V is a nonzero pointed YD kG-module. By Lemma 2.2 and its proof, V = g∈Z(G) V g and V g is a pointed YD kG-submodule of V for any g ∈ Z(G). Let g ∈ Z(G) with V g = 0. Then V g is a nonzero pointed kG-module. Hence there is a k-basis {x i | i ∈ J g } such that kx i is a kG-submodule of V g for any i ∈ J g . It follows that there is a character χ i ∈ G for any i ∈ J g such that h · x i = χ i (h)x i for all h ∈ G. For any i ∈ J g , put g i = g. We may assume that these index sets J g are disjoint, that is, J g ∩ J h = ∅ for any g = h in Z(G) with V g = 0 and V h = 0. Now let J be the union of all the J g with g ∈ Z(G) and V g = 0. Then one can see that (g i , χ i ; i ∈ J) is an ESC of G, and that V is isomorphic to V (g i , χ i ; i ∈ J) as a YD kG-module. P Assume that (g i , χ i ; i ∈ J) is an ESC of G. We define a binary relation ∼ on J by
where i, j ∈ J. Clearly, this is an equivalence relation. Denote by J/∼ the quotient set of J modulo ∼. For any i ∈ J, let [i] denote the equivalence class containing i. That is,
. We obtain an CRSC, written CRSC(G, r(g i , χ i ; i ∈ J), − → χ (g i , χ i ; i ∈ J), u). Let (Q, G, r) be the corresponding Hopf quiver with r = r(g i , χ i ; i ∈ J) and denote by (kQ 1 ; g i , χ i ; i ∈ J) the kG-Hopf bimodule (kQ 1 , α χ ). Denote by kQ c (g i , χ i ; i ∈ J) and kG[kQ 1 , g i , χ i ; i ∈ J] the corresponding multiple crown algebra kQ c (α χ ) and multiple Taft algebra kG[kQ 1 , α χ ], respectively. We also denote by kQ
the corresponding path Hopf algebra kQ a (α χ ), semi-co-path Hopf algebra kQ sc (α χ ), semipath Hopf algebra kQ s (α χ ) and one-type-path Hopf algebra (kG)
Conversely, assume that (G, r, − → χ , u) is a CRSC. We may assume I g (r) ∩ I h (r) = ∅ for any g = h in K r (G). Let J := g∈Kr(G) I g (r). For any i ∈ J, put g i := g and
g if i ∈ I g (r) with g ∈ K r (G). We obtain an ESC, written ESC(G, − → g (r, − → χ , u), − → χ (r, − → χ , u), J).
From now on, assume I g (r) ∩ I h (r) = ∅ for any g, h ∈ K r (G) with g = h. Let E j denote a (j) g j ,1 for j ∈ I {g j } (r). In fact, in two cases above, for every arrow
Proof. We use notations above.
exists a group isomorphism φ : G → G ′ ; for any C ∈ K r (G), there exists a bijective map
For any C ∈ K r (G), j ∈ I C (r), there exists i ∈J such that {g i } = C and we have 
where g · x = α − (g ⊗ x) and x · g = α + (x ⊗ g) for any g ∈ G and x ∈ kQ 1 . With this left kG-action and the original left (arrow) kG-coaction δ − , kQ 1 is a YD kG-module and kQ
is a YD kG-submodule of kQ 1 . Denote them by (kQ 1 , ad(α − , α + )) and (kQ
respectively. We denote by (kQ 1 , ad(α χ )) and (kQ 1 1 , ad(α χ )) the two corresponding YD kG-modules, respectively, when (kQ
for all i ∈ J and g ∈ G. By Proposition 1.10, for any j ∈ J, we have that g £ a (j)
. It follows that there is a YD kG-module isomorphism from (kQ 
Proof. We first show that
(i) Obviously, R 0 = k, R 1 = P (R) and R is generated by R 1 as algebras. Since B ′ YD, respectively, we have that R is a graded braided Hopf algebra in
Consequently,
the following statements are equivalent:
(iii) There is a Hopf algebra isomorphism φ :
(iv) There is a Hopf algebra isomorphism φ :
Proof. We use he notations before Proposition 2.5.
There exist a group isomorphism φ : G → G ′ and a bijective map σ :
and χ ′ σ(j) φ = χ j for any j ∈ J. For any C = {g i } ∈ K r (G) and j ∈ I C (r), we have g i = g j and
for any i ∈J, and there is a bijection
, there is a bijective map σ : J → J ′ given by
Then there is a group isomorphism
Then it is straightforward to check that ψ is a YD kG-module homomorphism from V to
Conversely, assume that φ : kG → kG ′ is a Hopf algebra isomorphism and ψ :
We use the notations in the proof of Lemma 2.2 and the notations above. Then
for any i ∈J. This shows that φ(
) as left kG-modules for any i ∈J. However, V g i is a pointed kG-module and kx j is its one dimensional submodule for any j
is a pointed kG ′ -module and ky j is its one dimensional submodule for any j ∈ [τ (i)]. Hence there is a bijection
] for any i ∈J such that kx j and φ (ky φg i (j) ) are isomorphic kG-modules for all j ∈ [i]. This implies that χ j = χ ′ φg i (j) φ for all j ∈ [i] and i ∈J. Then the same argument as in the proof of (ii) 
which is a graded subspace of H. Then it is known that R = Im(ω) and ∆(R) ⊆ H ⊗ R. Hence R is a left coideal subalgebra of H, and so R is a left H-comodule algebra. It is well known that R is a graded braided Hopf algebra in B B YD with the same multiplication, unit and counit as in H, the comultiplication ∆ R = (ω ⊗ id)∆ , where the left B-action α R and left B-coaction δ R on R are given by
( see the proof of [22, Theorem 3] ). R is called the diagram of H, written diag(H). By [22, Theorem 1] , the biproduct of R and B is a Hopf algebra, written R
#B is also called the bosonization of R. Furthermore, we have the following well known result.
Theorem 6 (see [20, p.1530] , [2] and [22] Proof. (i) Assume that ξ is a graded Hopf algebra isomorphism from H to H ′ . Let
Obviously, ψ is a algebra homomorphism from R to R ′ . We show that (φ, ψ) is graded pull-push YD Hopf algebra isomorphism from (B; R) to (B ′ ; R ′ ) by following several steps.
(1). ψ is a B-module homomorphism from R to
(2). Similarly, ψ is a B-comodule homomorphism from R to
. ψ is a coalgebra homomorphism from R to R ′ . Indeed, for any r ∈ R, see
Conversely, assume that (φ, ψ) is graded pull-push YD Hopf algebra isomorphism from 
Obviously, ν is the inverse of ξ. Since ψ is graded, so is ξ. Now we show that ξ is an algebra homomorphism. For any r, r
(since ψ is a pullback module homomorphism and an algebra homomorphism. )
Similarly, we can show that ξ is a coalgebra homomorphism.
(ii) It follows from (i). P Lemma 3.2 (i) (kQ c (α χ )) co kG = span{β | β is a path with s(β) = 1}.
( 
This implies (kQ c ) co kG = span{β | β is a path with s(β) = 1}.
(ii) Since every path generated by arrows in Q 
This implies that u belongs to the right hand side.
For any β = β n ⊗ kG β n−1 ⊗ kG · · ·⊗ kG β 1 with n i=1 s(β i ) = 1 and β i ∈ Q 1 , i = 1, 2, · · · , n, we show that β can be written as multiplication of arrows in Q . Consequently, we complete the proof of (iv). P Recall that a braided algebra A in braided tensor category (C, C) with braiding C is said to be braided commutative or quantum commutative, if ab = µC(a ⊗ b) for any a, b ∈ A. An ESC(G, g i , χ i ; i ∈ J) is said to be quantum commutative if
for any i, j ∈ J. An ESC(G, g i , χ i ; i ∈ J) is said to be quantum weakly commutative if
for any i, j ∈ J with i = j. 
for any i, j ∈ J with i = j.
for any i, j ∈ J. By [9, Theorem 3.8] and Proposition 1.10, we have
.
Since E ′ i s generate R as algebras, R is quantum commutative. (i) It is similar to the proof of (ii). P For any positive integers m and n, let
and let A = a n a n−1 · · · a 1 ∈ Q n be an n-path, i.e., a 1 , a 2 , · · · , a n ∈ Q 1 with t(a i ) = s(a i+1 ) for all 1 ≤ i ≤ n−1. Then we define a sequence dA = ((dA) n+m , · · · , (dA) 1 ) by If q ∈ k and 0 ≤ i ≤ n < ord(q) (the order of q), we set (0) q ! = 1,
In particular, (n) q = n when q = 1.
gh,h , β 1 = 0 and
Proof. We prove the equality by induction on m. For m = 1, it is easy to see that the equality holds. Now suppose m > 1. We have [3, Lemma 3.3] ) Let B be a Hopf algebra and R a braided Hopf algebra in B B YD with a linear independent set {x 1 . . . , x t } ⊆ P (R). Assume that there exist g j ∈ G(B) and χ j ∈ Alg(B, k) such that
is linearly independent, where N i is the order of
Proof. By the quantum binomial formula, if 1 ≤ n j < N j , then
We use the following notation:
accordingly, N = (N 1 , . . . , N t ), 1 = (1, . . . , 1). Also, we set i ≤ n if i j ≤ n j , j = 1, . . . , t.
Then, for n < N, we deduce from the quantum binomial formula that
where c n,i = 0 for all i. We shall need
We shall prove by induction on r that the set {x n | |n| ≤ r, n < N} is linearly independent. Let r = 1 and let a 0 + t i=1 a i x i = 0, with a j ∈ k, 0 ≤ j ≤ t. Applying ǫ, we see that a 0 = 0; by hypothesis we conclude that the other a j 's are also 0. Now let r > 1 and suppose that z = |n|≤r a n x n = 0. Applying ǫ, we see that a 0 = 0.
Now, if |n| ≤ r, 0 ≤ i ≤ n, and 0 = i = n, then |i| < r and |n − i| < r. By inductive hypothesis, the elements x i ⊗ x n−i are linearly independent. Hence a n c n,i = 0 and a n = 0 for all n, |n| ≥ 1. Thus a n = 0 for all n. P Assume that (G, g i , χ i ; j ∈ J) is an ESC. Let T (G, g i , χ i ; j ∈ J) be the free algebra generated by set {x j | j ∈ J}. Let S(G, g i , χ i ; j ∈ J) be the algebra generated by set {x j | j ∈ J} with relations
Let L(G, g i , χ i ; j ∈ J) be the algebra generated by set {x j | j ∈ J} with relations
Define coalgebra operations and kG-(co-)module operations in T (G, g i , χ i ; j ∈ J), S(G, g i , χ i ; j ∈ J) and L(G, g i , χ i ; j ∈ J) as follows:
is called a quantum tensor algebra in kG kG YD, S(G, g i , χ i ; j ∈ J) is called a quantum symmetric algebra in kG kG YD and L(G, g i , χ i ; j ∈ J) is called a quantum linear space in kG kG YD. Note that when ESC(G, g i , χ i ; i ∈ J) is quantum weakly commutative with finite J and finite N j for any j ∈ J, the definition of quantum linear space is the same as in [3, Lemma 3.4 
Let Z and Z + denote sets of integers and positive integers, respectively.
(iii) By Lemma 3.4 and Eq. (22) , there exists an algebra homomorphism ψ from
(iv) and (v). Let A := T (G, g i , χ −1 i ; j ∈ J) and R = diag(kQ s (g i , χ i ; i ∈ J)). Let ψ be an algebra homomorphism from T (G, g i , χ i ; j ∈ J) to diag(kQ s , g i , χ i ; i ∈ J) by sending
. It is clear that T (G, g i , χ i ; j ∈ J) is a kG-module algebra. Define a linear map ν from A#kG to kQ s by sending x j #g to a (j)
That is, ν is the composition of
where α + = µ kQ s (id ⊗ ι 0 ) (see Theorem 6) . Define a linear map λ from kG to A#kG by sending g to 1#g for any g ∈ G and another linear map γ from kQ 1 to A#kG by sending a (i)
It is clear that γ is a kG-bimodule homomorphism from kQ 1 to λ (A#kG) λ . Considering kQ s = T kG (kQ 1 ) and universal property of tensor algebra over kG, we have that there exists an algebra homomorphism φ = T kG (λ, γ) from kQ s to A#kG. Obviously, φ is the inverse of ν. Thus φ is bijective. It is easy to check that φ is graded Hopf algebra isomorphism. Obviously,
It is easy to check that ψ is graded braided Hopf algebra isomorphism.
(i) Considering (ii), Lemma 3.2 and Theorem 6, we complete the proof. P We now recall the Hopf algebra defined in [11, Definition 5.6.8 and 5.6.15].
Definition 3.6 For a quantum weakly commutative ESC(G, g i , χ i ; i ∈ J) with J = {1, 2, · · · , t} and commutative group G, Let A t be the Hopf algebra, which is generated by {g, X j | g ∈ G, j = 1, 2, · · · , t} as algebras, where
Furthermore, assume that J(a) is the ideal of A t generated by
Then we denote by H(G, g i , χ i ; i ∈ J) the quotient algebra A t /J(a). Proof. Let H := H(G; g i , χ i ; i ∈ J). H is a graded Hopf algebra under ordinary gradation similar to polynomial algebras. By the method similar to the proof of Lemma 3.2(ii), we can obtain that H co kG is a subalgebra of H generated by X isomorphism ψ from L(G, g i , χ i ; i ∈ J) to H co kG by sending x i to X i . It is easy to check that ψ is also a graded braided Hopf algebra isomorphism. P Let B be a Hopf algebra and R a braided Hopf algebra in B B YD. For convenience, we denote r#1 by r and 1#b by b in biproduct R#B for any r ∈ R, b ∈ B.
Lemma 3.8 Let B be a Hopf algebra and R a braided Hopf algebra in B B YD with x 1 , x 2 ∈ P (R) and g 1 , g 2 ∈ Z(G(B)). Assume that there exist χ 1 , χ 2 ∈ Alg(B, k) with χ i (g j ) ∈ k such that
for all h ∈ B, j = 1, 2. (r−1) χ 2 (g 1 ) = 1, r − 1 < ord(χ 1 (g 1 )), (ii) If χ 1 (g 2 ) χ 2 (g 1 ) = 1 and x i g j = χ i (g j )g j x i for i, j = 1, 2, then
is a primitive element of R and
is a (1, g 1 g 2 )-primitive element of biproduct R#B for any β ∈ k.
Proof. (ii) See ∆ R#B ( χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 ) = χ 2 (g 1 )(g 1 g 2 ⊗ x 1 x 2 + x 1 g 2 ⊗ x 2 + g 1 x 2 ⊗ x 1 + x 1 x 2 ⊗ 1)
− χ 1 (g 2 )(g 1 g 2 ⊗ x 2 x 1 + x 2 g 1 ⊗ x 1 + g 2 x 1 ⊗ x 2 + x 2 Ei ⊗ 1) = g 1 g 2 ⊗ ( χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 ) + ( χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 ) ⊗ 1 (by assumption of (ii)) and ∆ R#B ( χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 ) − ∆ R#B (β(g 1 g 2 − 1))
Thus χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 − β(g 1 g 2 − 1) is a (1, g 1 g 2 )-primitive element of R#B. See
− χ 1 (g 2 )(1 ⊗ x 2 x 1 + x 2 ⊗ x 1 + χ 1 (g 2 ) −1 x 1 ⊗ x 2 + x 2 ⊗ 1) = 1 ⊗ ( χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 ) + ( χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 ) ⊗ 1 (by assumption of (ii)).
Thus χ 2 (g 1 )x 1 x 2 − χ 1 (g 2 )x 2 x 1 is a primitive element of R. P Let N be a set and J = ∪ s∈N (J s ∪ J for any i, j ∈ J u or i, j ∈ J ′ u , i = j and r ij − 1 < ord(χ i (g i )); u ∈ N. Let U be an algebra generated by {K i , X i | i ∈ J} with relations X i X j − X j X i = δ σ(i),j
χ i (ξ i )−χ i (ξ i ) −1 , for any i ∈ J u , j ∈ J ′ u ; u ∈ N; K i K σ(i) = K σ(i) K i = 1 for any i ∈ J
(1) ; 
The comultiplication, counit and antipode of U are defined by
for any j ∈ J (1) , i ∈ J.
In fact, K σ(j) = K −1 j in U for any j ∈ J (1) .
Theorem 8 Under notation above, Assume
for any i, j ∈ J u , i = j, u ∈ N. Then kQ s (g i , χ i ; i ∈ J)/I ∼ = U as Hopf algebras.
Proof. For any i, j ∈ J u , u ∈ N, see χ σ(i) (ξ σ(j) ) = χ i (ξ j ) = χ j (ξ i ) = χ σ(j) (ξ σ(i) ), χ σ(i) (ξ j ) = χ
For any i, j ∈ J u ∪ J hg σ(i) ,h ) = Φ(h)K i X σ(i) for all h ∈ G and i ∈ J (1) . Indeed, define algebra homomorphism φ : kG → U given by φ(ξ i ) = K i for i ∈ J and a k-linear map ψ : kQ 1 → U by ψ(a (j) gg j ,g ) = φ(g)K j X j and ψ(a (σ(j)) gg σ(j) ,g ) = φ(g)K j X σ(j) for any j ∈ J (1) , g ∈ G. For any g, h ∈ G, j ∈ J (1) , see
hgg j ,hg ) = φ(hg)K j X j = φ(h)φ(g)K j X j = φ(h)ψ(a hgg j ,hg ) = χ j (h)φ(hg)K j X j = φ(g)K j X j φ(h) ( since X j φ(h) = φ(h)χ j (h)X j ) = ψ(a (j) gg j ,g )φ(h). Similarly, ψ(h · a (σ(j)) gg σ(j) ,g ) = φ(h)ψ(a (σ(j)) gg σ(j) ,g ) and ψ(a (σ(j)) gg σ(j) ,g · h) = ψ(a (σ(j)) gg σ(j) ,g )φ(h). This implies that ψ is a kG-bimodule map from (kQ 1 ; g i , χ i ; i ∈ J) to φ U φ . Using the universal property of tensor algebra over kG, we complete the proof.
( m) . P Let G ∼ = Z be the infinite cyclic group with generator g and let r be a ramification of G given by r g = 1 and r g n = 0 if n = 1. Let 0 = q ∈ k. Define χ (1) g ∈ G by χ 
