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ABSTRACT 
This thesis uses data from the Australian Longitudinal Survey of Youth, 
(1985-1988), to analyse the relationships that exist between wages, labour 
mobility and human capital acquisition. Conventional theory informs us that 
there are strong causal relationships between these factors, and that the 
expectation of intermittent participation will result in the accumulation of less 
human capital. The high job mobility rates of women have been cited as one 
explanation for their lower investment in human capital and their lower wages. 
The panel nature of the data set allows us to introduce a new dimension to the 
study of gender wage differences in Australia, namely to directly quantify the 
impact of labour mobility on wages. By 1988 the average wage level of 15-29 
year old males is significantly higher than that of women in the same age 
group. We find that the size of the components of the wage gap differ 
according to whether or not mobility is accounted for. When mobility is 
accounted for the explained component of the gap increases whilst the 
unexplained (discriminatory) component simultaneously decreases. This has 
implications for existing literature. 
The wage differential is also found to vary considerably by mobility category 
and amongst those who have remained continuously employed between 1985 
and 1988 it is highest amongst men and women who have stayed in the same 
job (as opposed to changing jobs). We find that job changing is similar in 
incidence between men and women but that women exhibit greater risk 
aversion to job changing than men. On the other hand, even amongst youth, 
women are twice as likely to experience discontinuous employment than men. 
Job changing is important in determining the wage levels of women, but not 
men, this is an interesting gender difference. A common outcome irrespective 
of gender is that discontinuous employment for what we define as "non-market" 
reasons such as pregnancy, child care or travel (as distinct from education or 
job search) has a negative impact on wages. 
The ALS data show that young women who leave employment to study earn 
significantly higher wages in 1988 than other groups of men and women, in 
fact by 1988 they represent the highest paid group. 
Of particular importance is our fmding that mobility is important in 
determining an individuals position in the relative wage distribution. For 
example, in 1985 women who subsequently remained in the same job were the 
top female income earners. By 1988 they had lost their relative position and 
were in the middle of the female income distribution. Their earnings had been 
over-taken by those of two groups of women, job changers and women who 
left employment to study. Both of these latter groups of women had improved 
their position in the relative wage distribution. 
However this was not true of men who remained in the same job between 
1985 and 1988. They were the top male income earners in 1985 and the 
second highest income earner (second by a very small margin) in 1988. 
Our analysis also shows a significant decline in the relative income of both 
men and women who experience discontinuous employment for "non-market" 
reasons. In 1985 women who subsequently left employment for these reasons 
earned more than four of the five groups of males and three of the five groups 
of women. By 1988 they had completely reversed this to earn less than four of 
the five groups of men and less than each of the other groups of women. This 
obviously represented a very large fall in their position in the relative wage 
distribution. 
Men in tiiis same category do not experience such a significant decline in 
position, 
falling by one position from the middle income earners in 1985 (third highest 
out of five) to the second lowest (fourth highest out of five) in 1988. We can 
partially explain the larger reduction in the relative earnings of women in this 
category by looking at their unobserved ability and aptitude for paid 
employment and their lower (on average) completed education than other 
women. We will show that women in the youth labour market who experience 
discontinuous employment for non-market reasons, have completed less 
education than other women. 
Korosi et al (1993) suggest that ".. explanations of the gender pay gap for the 
whole population rely on career interruptions, family formation and work 
experience as reasons for women's relatively lower pay. Among the ALS 
respondents less than a quarter had married by 1988 and fewer were parents. 
Thus it is unclear that such life cycle factors would dominate any gender based 
pay differences." 
Contrary to these sentiments we find that such factors are of crucial 
importance in establishing an individuals place in the labour market, even 
amongst the youngest of our work force. 
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CHAPTER ONE: INTRODUCTION 
Section 1.0 
Introduction 
In a youth cohort the differences in labour market experience of men and 
women are small as family formation has only impacted on a minority of the 
sample. The aggregate labour force participation data from the Australian 
Longitudinal Survey indicates that men and women in the youth labour market 
have very similar employment participation rates in 1985, 71 and 69 per cent 
respectively and very similar levels of education (10.88 and 10.93 years of 
schooling and 35.18 and 38.42 per cent with post-school qualifications in 1985, 
respectively). As the experience levels of male and female youths (in 1985) are 
very similar (3.4 versus 3.1 years), we would expect that their earnings capacity 
should be very similar. 
However this is not the case. The ALS data reveal that the 1988 wage level 
of 15-29 year old men is significantly higher that the comparable wage rate of 
15-29 year old women. One objective of the thesis is to explore the role of 
labour mobility in explaining this gender pay gap. We know from previous 
Australian studies of the gender pay gap, Rimmer (1991) and Rummery (1992), 
that despite Equal Pay Legislation there remains a significant gender pay gap in 
Australia. A sizeable proportion of this gap is unexplained. We will show that 
accounting for mobility reduces the unexplained component. Another objective 
is to explore the role of mobility within the labour market for each gender. 
The final objective of the thesis is to determine how labour mobility contributes 
to an individuals position in the wage distribution, and how this may change 
over time, depending on which mobility £?utc2>m;is adopted. 
The following table (1.1) illustrates the extent of mobility within the youth 
labour market. We observe that 37 per cent of 15-26 year olds who were 
working in 1985 have either changed jobs or left employment by 1986. We 
will show that this labour mobility differs by sex and is important in 
determining wage levels and the individuals position in the relative wage 
distribution. 
Table 1.1 
Total job mobility, 15-26 years, 1985-1986 
(% as a proportion of those working in 1985) 
Total Male Female 
Left 1985 Job 1394 730 664 
(37.4%) (37.6%) (37.2%) 
Job - Job 1008 564 444 
(26.6%) (29.2%) (24.0%) 
Voluntary 811 416 395 
(21.4%) (22.2%) (20.6%) 
Involuntary 197 134 63 
(5.2%) (6.9%) (3.4%) 
Job-not 386 166 220 
employed (10.8%) (8.5%) (13.2%) 
Voluntary 291 123 168 
(8.2%) (5.9%) (10.7%) 
Involuntary 95 43 52 
(2.5%) (2.6%) (2.5%) 
In 1985 the ALS sample is restricted to 15-26 year olds and we do not detect 
a significant difference in wages of men and women. However by 1988 the 
oldest members of the sample are 29 and we detect a significant difference in 
the wage levels of men and women. On average the wages of males are 
significantly higher than the wages of females, and this disparity is found to 
expand as the sample ages. We investigate job mobility as one possible 
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explanation for this widening gap. 
Furthermore the composition of this difference depends crucially on whether 
prior mobility is accurately accounted for. Job changing in the previous years 
increases the 1988 wage level of women, but has no impact on the wage level 
of males. However leaving employment for "non-market" reasons decreases the 
1988 wage level of both males and females. Women who leave employment to 
study earn significantly higher wages in 1988 than all other groups, whilst for 
men this is not the case. 
Omitting prior mobility (which is the case for most of the Australian literature 
on wage determination) from the 1988 wage level equations has several 
consequences; (i) the unexplained component of the differential increases from 
69 to 74 per cent (ii) the explained component of the differential decreases 
from 31 to 26 per cent. 
This has important implications for the existing Australian literature on gender 
wage differences which have not accounted for labour mobility, and by our 
estimates have under-estimated the explained component and over-estimated the 
unexplained component of the gender wage difference. This information is 
summarised in the following table. 
Table 1.2 
Decomposition of the 1988 
gender wage level difference 
Total gender 
wage difference 
Explained 
component 
E(X" -
Unexplained 
component 
-
With mobility 
3.68 percentage 
points 
0.94 percentage points 
(31 %) 
2.75 percentage 
points 
(69 %) 
Without mobility 
3.68 percentage 
points 
0.63 percentage points 
(26 %) 
4.91 percentage 
points 
(74 %) 
The analysis of this thesis will show that the size of the gender wage 
difference will vary depending on what mobility strategy has been adopted, and 
more importantly labour mobility has implications for an individuals position in 
the relative wage distribution. 
For example the gender wage difference (in 1988), in favour of males, is 
smallest amongst men who have stayed in the same job and women who have 
changed jobs (2.87 per cent), but largest amongst men who have changed jobs 
and women who have left employment for what we define in the thesis as 
"non-market" reasons (11.29 per cent). 
In 1988 we observe that women who have left employment between 1985 and 
1988 to study, earn more than all men. Not only is the gender wage 
differential reversed, in favour of women, but between 1985 and 1988 this 
same group of women have made significant improvements in their position in 
the relative wage distribution. 
We also find that men who remain in the same job maintain their "top" 
position in the relative wage distribution, whereas women in this same group 
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lose their position in the relative wage distribution. In 1985 this group of 
women are the top female income earners, however by 1988 they are in the 
middle of the distribution of female income earners. Both women who change 
jobs and women who left employment to study, earn more than women who 
stayed in the same job. In this sense it appears that job changing is a more 
important strategy for women for two reasons, first the significant increments to 
their hourly wages and second the beneficial impact on their position in the 
relative wage distribution. However in Chapter 4 we conclude that women 
with the highest propensity for paid employment are least likely to change jobs. 
These women are most likely to remain in the same job, which over time does 
not transpire as the best strategy to maximise earnings capacity. Women who 
stay in the same job exhibit risk aversion to job changing, which from our 
analysis is impeding the maximisation of income. In 1985 women who 
subsequently changed jobs held the middle income position (out of all women). 
However by 1988 they were the second highest income earners. 
We also observe that both men and women who experience discontinuous 
employment for "non-market" reasons lose their position in the relative wage 
distribution between 1985 and 1988. Women in this group earn more than all 
but one group of men in 1985, but by 1988 (after the period out of 
employment) they earn less than all but one group of men. This move down 
the relative wage distribution is more dramatic than the decline for men in the 
same group. However we will also show that the characteristics of this group 
of women contributes to their relatively adverse position by 1988. In Chapter 6 
we find that women in this age group who leave employment for "non-market" 
reasons are those women with a lower propensity for paid employment (as 
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measured by unobserved ability). In Chapter 7 we will show that this group of 
women have completed less education than other women, which also 
contributes to their lower earnings capacity. 
The structure of the thesis is as follows. In Chapter 2 we discuss the 
literature of labour mobility (job changing and discontinuous employment) and 
its relation to wage outcomes. Much of this literature emanates from the 
United States and to a lesser extent The United Kingdom. There is not a large 
literature in Australia concerning the impacts of labour mobility, this is mainly 
attributable to a lack of panel data. 
Chapters 3 and 4 examine mobility between jobs, with a focus on-the-job 
training, sex, education and unobserved ability. There is no clear consensus 
from the literature as to the effects of such factors changing propensity, 
the 
in fact'results are quite mixed. 
Chapters 5 and 6 focus on mobility from employment to not employed. 
Chapter 5 examines the inter-relationships between discontinuous employment, 
on-the-job training, other job related factors and personal characteristics such as 
education, marital status and dependent children. In Chapter 6 we explicitly 
recognise the importance of the reason for discontinuous employment, and 
divide discontinuous employment according to the predicted impact on future 
wages and existing human capital. Much of the literature focuses upon the 
impact of discontinuous employment in terms of wages, education and 
occupation outcomes. In particular Polachek (1975) asserts that the anticipation 
of less than continuous employment will result in less education being acquired 
than would otherwise be the case. 
The role of Chapter 7 in the thesis is to examine the dependency or causality 
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between human capital acquisition and discontinuous employment. More 
specifically Chapter 7 provides a test of the Polachek hypothesis. Evidence in 
support of this hypothesis would have implications for both wage levels and 
wage growth, which are affected by education directly, and indirectly through 
the complementarity of education and on-the-job training. If those individuals 
(such as women) who expected discontinuous employment, acquired less human 
capital in anticipation, this would also explain their lower earnings. 
Finally in Chapter 8 we draw this analysis together and focus on the 
contribution of labour mobility to wage levels and the individuals position in 
the wage distribution. In conclusion mobility is a wide spread phenomenon in 
the Australian youth labour market. We will show that it involves more than a 
third of the workforce per annum and has consequences for both the education 
investment of women and wage levels and growth for young women and men. 
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CHAPTER TWO 
THE ECONOMICS OF MOBILITY AND WAGE 
GROWTH, A REVIEW OF THE LITERATURE 
Section 2.0 
Introduction 
The focus of much of the theoretical and empirical research in labour 
economics is why do different groups, such as men and women perform 
differently on average in terms of economic outcomes such as life-time 
earnings capacity. Mincer (1974), Becker (1964), Chapman and Mulvey (1986), 
Gregory, Daly and Ho (1986)? 
Two common and conventional responses to this question are first that 
women have fewer years of actual labour market experience than males due to 
intermittent labour force participation, Rummery (1992) and second, women 
acquire less marketable human capital than males due to higher mobility and 
lower commitment to employment, Becker (1985). '' 
These two explanations are closely tied to labour mobility, that is changing 
from job to job and moving from employed to not employed. 
The majority of mobility (at least in the youth labour market) involves job 
changes, that is moving from one job to another without a significant 
intervening period of unemployment or non-participation. The remainder 
involves moving from employed to not employed, where not employed includes 
unemployed and out of the labour market. These two mobility decisions are 
clearly not the same, involving both different consequences and different 
motivations. 
There is a large literature dealing with both components of mobility, however 
the two are rarely analysed together. In this thesis we examine both 
components of total voluntary mobility within the context of the Australian 
youth labour market, with an emphasis on gender differences. 
The following table shows the differences in mobility by age and gender in 
the United States. It reveals two points of interest, first mobility is higher in 
the youth cohort and second the higher overall rate of mobility of women is 
due to leaving employment not to changing jobs. 
Table 2.1 
United States mobility by age (1980/81) 
Age Change jobs by Leave Total mobility 
employment by (%) 
1981 1981 (%) 
(%) female male 
females males females males 
20-24 16.5 17.3 17.8 12.8 34.3 30.1 
25-29 11.0 10.9 14.8 6.4 25.8' 17.3 
30-34 9.4 8.7 12.2 4.1 21.6 12.8 
35-44 6.0 6.0 10.1 3.8 16.1 9.8 
45-54 4.4 3.5 10.0 4.4 14.4 7.9 
Source: Ehrenberg and Smith (1988), pp 368. 
We can provide a similar table (2.2) using the data from the Australian 
longitudinal survey. There are similar trends in the Australian data, with job 
changing rates of men and women in the Australian youth labour market being 
similar to young people in the United States. 
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Table 2.2 
Australian mobility by age (1985/86) 
Age Change jobs by 
1986 
(%) 
females males 
Leave 
employment by 
1986 (%) 
females males 
Total mobility 
(%) 
female male 
15-18 
19-24 
25-29 
24.1 23.1 
23.3 22.9 
20.0 19.4 
12.5 8.0 
10.5 5.0 
14.3 1.6 
34.3 31.1 
33.8 28.0 
34.3 21.0 
In both countries the total voluntary mobility rate of women exceeds that of 
comparable men. However in both cases this is attributable to their higher 
propensity for leaving employment, not higher rates of job changing. 
Other authors, Mincer and Jovanovic (1981) find that job changing decreases 
significantly with age and years of work experience. This is a very robust 
empirical result and it is linked to the fewer years left in which to accrue the 
financial benefits associated with job changing, and the greater costs as age 
increases. 
In Australian studies of mobility, cross-section data sets have been used and 
as such the information detaihng changes in jobs from year to year or changes 
from the state of employed to not employed is not extensive. The Australian 
Longitudinal Survey of Youth, provides an opportunity to utilise such 
information on labour mobility and hence ascertain its contribution to the 
gender wage level and wage growth differential in Australia. 
This literature review has 6 parts, the first being the introduction. This will 
be followed by a discussion of job changing theories (2.1), then a summary of 
the empirical literature from the United States (from where most of the 
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literature in this area derives) (2.2). We will then provide some Australian 
evidence for comparative purposes (2.3). Section 2.4 examines potential 
sources of measurement error if mobility is not accounted for in wage 
estimations. 
In Section 2.5 we discuss a model of employment participation to gain some 
understanding of why individuals may choose to leave employment, we then 
examine some of the empirical studies in this area. Section 2.6 presents 
concluding comments. 
Section 2.1 
Theories of job changing 
A consensus in the literature is that job changing is a decision motivated by 
the desire to find a "better" job and consequently job changing increase both 
productivity and wages. 
Ehrenberg and Smith (1988) say that job changing should be viewed "as an 
investment in which costs are borne in some early time period in order to 
obtain returns over a longer period of time. If the present value of the benefits 
associated with mobility exceeds the costs, both monetary and psychic, we 
assume that people will decide to change jobs.." 
As information is imperfect, there exists the potential for workers to make 
mistakes in their choice of job, and job changes are observed in an effort to 
improve the employment match and hence earnings potential. This hypothesis 
is tested by observing whether earnings increase after a job change has 
occurred. 
Stigler (1962) first incorporated information into a model of job changing. 
Information was treated in the same way as any other capital good. Investment 
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in both search and information would consequently result in an optimal and 
efficient allocation of workers to employers. This allowed the idea of specific 
matching between an employer and employee to take place. 
There are costs associated with breaking an employment match that deter 
mobility. Oi (1962) recognised that labour is not a purely variable factor. It is 
more appropriate to define labour as a quasi-fixed factor. This arises due to 
sunk costs borne by both the employer and employee associated with hiring, 
screening and formal and informal on-the-job training. 
This quasi-fixity of labour may be observed in practice by labour hoarding 
whereby employers will not layoff workers in response to downward shifts in 
demand for their product. The employer who has invested time and training in 
the worker will be reluctant to lose them and may prefer reducing shift time, 
introducing job sharing or part-time work. This is preferable to laying off 
workers as if and when demand picks up, new workers will be required, and 
hiring and training additional costs will be incurred. Mincer and Ofek (1982) 
recognise that retraining existing workers is much more efficient than training 
new workers. 
Another example of the quasi-fixed cost of labour is employer willingness to 
pay over-time. If both the worker and firm had not invested in firm specific 
training,it would not make sense for the employer to pay premium wages at 
over-time rates when they could hire someone else to work the extra hours for 
minimum wage. 
This process describes Beckers (1975) model of firm specific investment. 
This is a model in which the optimal outcome is for workers and employers to 
share the costs of firm specific and general training. This is essentially a risk 
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sharing strategy and gives both parties an incentive to maintain the employment 
match, given that there are costs associated with breaking it. 
All job changing models assume some underlying employment matching 
process, with an unsatisfactory match ending and being identified through 
relatively low productivity, and theoretically a lower wage.' Both the worker 
and the employer are assumed to recognise a "bad" match and therefore do not 
have the incentive for investments in on-the-job training. 
In the job matching model the key element of the workers' objective function 
is expected future income. It follows from this that if a job match is 
recognised as less than optimal and on-the-job training is not undertaken then 
the potential for positive wage growth is not high. This provides the incentive 
for a job change. An individual will change jobs if he anticipates that this 
move will result in an increase in the expected wage, or total package including 
both pecuniary and non-pecuniary components, which is the reward for higher 
productivity in the new job. The observed level of productivity reveals the 
success of the match to the relevant parties. 
The job matching hypothesis defines a job as an experience good, in which 
both parties, employer and employee alike learn about the quality of the match 
only after the work contract has been undertaken. Thus the appropriateness or 
otherwise of the match is determined over time Jovanovic (1979). 
In a world of perfect information and homogeneous workers, changing jobs is 
^ The wage determination system in Australia is quite different to that 
in the United States from where most of this literature comes. In Australia, 
due to the centralised nature of wage fixing, productivity differences are not 
necessarily rewarded by different wages. However the scope for over award 
payments does exist as well as over-time, fringe benefits and promotions which 
provide outlets for employers wishing to reward better workers. Despite a 
very different institutional structure there is still a wide scope for 
negotiation. 
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costless for all parties. However when these assumptions are relaxed the 
suitability of a given individual to a particular job becomes specific and is 
observed through work experience. 
Consider the introduction of: 
(i) imperfect and asymmetric information where information learned about the 
current job is not transferable to another job; 
(ii) positive costs associated with job changing, training and hiring; 
(iii) heterogeneous workers and firms. 
The introduction of (i) to (iii) allows the possibility of mistakes or matching 
errors. A matching error implies that the workers' skills are not well matched 
to the tasks required by a specific firm. Productivity is not maximised within 
that firm, which further implies that total labour productivity is not maximised 
for the economy as a whole, see Borjas and Rosen (1980) for a discussion of 
this point. This suggests that there is some reallocation that is feasible and 
which will make some better off 
This defines a dynamic job market characterised by many different firms, 
each with their own technology, and many different workers. Thus marginal 
productivities exhibit variation across firms, introducing the importance of firm 
specific on-the-job training, that will strengthen the bond between a well 
matched worker and firm. 
The reallocation of workers via job changes is considered to be an optimal 
sorting mechanism which is required in order for the total value of labour to be 
maximised. It is in this sense that job changing is viewed as the appropriate 
mechanism for the efficient reallocation of workers across the labour market. 
The catalyst for job changing is the notion that alternative productivity and 
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hence wages, exceed current productivity and wages. Consequently job 
changing is seen as contributing something to the wealth of the economy, with 
the expectation that the sum of the pecuniary and non-pecuniary benefits of 
changing jobs outweigh the costs. 
Optimal sorting is a very strong behavioural assumption which implies that 
good matches will be sustained and non-optimal matches will end. One 
prediction of the matching hypothesis is that individuals who invest relatively 
more in human capital, such as on-the-job training, will exhibit relatively low 
job changing, as not only does training strengthen an existing match, but 
training is often undertaken once it is recognised that the job match is 
potentially beneficial to both parties. Mincer and Jovanovic (1981), Johnson 
(1978). 
The job matching model also assumes that the possession of human capital 
skills may make the search for an appropriate job more efficient. Possibly 
qualifications act as a signal and attract the attention of relevant employers. 
Education is then used as a proxy for unobserved personality traits of the 
individual, such as ability. 
Borjas and Rosen (1980) support the optimal sorting model and add that 
because job changing increases total wage income and simultaneously increases 
productivity, it is by definition productive and efficient, and therefore it is 
irrelevant which party instigates the separation. 
The theory of job shopping, Johnson (1978), is a variation of job match 
theory. It assumes that young workers take part in a period of experimentation 
in the labour market, as they try to find an appropriate job match. This is used 
to partially explain the higher than average job changing rate of this group. 
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The costs or risks of job changing are reduced for the young, in comparison to 
an older cohort, as there are more working years in which to recoup any losses 
or reap the benefits. 
Like the theory of job matching, job shopping assumes that some of the 
characteristics of both the job and the worker can not be ascertained unless an 
employment contract is started, ie the job is an "experience" good. 
In this approach the workers earnings are determined by both general (Qj) and 
job specific (Uy) abilities. However the worker is aware of the expected or 
average return from each individual job (Y), and he/she is also aware that the 
rewards to general ability, (C), are different for each worker, hence the total 
return is assumed to be some linear combination of these factors. 
E, = Y.^  + + u,^  
where E^ includes both pecuniary and non-pecuniary job rewards. 
Johnson imposes the added restriction of positive job changing costs. These 
costs include acquiring specific training in the new job and the cost of lost 
experience in the old job, if it is assumed that the experience was firm specific. 
In the following section we discuss specific empirical applications of job 
changing models. These analyses have focused on the determinants of job 
changing and also the consequences. Analyses have attempted to explain the 
gender differences in mobility, and also the link between human capital and 
mobility. These important aspects to the mobility debate form the focus of 
analysis of this thesis. 
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Section 2.2 
Empirical analyses of job changing 
A perusal of the literature of job changing reveals that the bulk of research 
has been undertaken using data from the United States. Table 2.3 provides a 
summary of some of these studies. This table includes year of analysis, data 
used and the dependent and independent variables. Following the table we will 
briefly discuss the major results of each study. We use these studies as a basis 
for forming our own model of job mobility. 
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Table 2.3 
Empirical studies on job changing (United States) 
Author Data Dept. Indpt. 
Base variable variables 
Barnes and U.S Annual total Age, 
Jones Department Quit Rate, education. 
(1974) of Labor, and variation weekly 
Manpower in quits by wage,sex 
Report industry 
(1965) 
Johnson University Annual Education, 
(1978) Michigan probability experience 
P.S.I.D* of mobility= 
1972 male proportion in 
heads job for less 
of h/hold than 1 year 
Viscusi University Quit 1975 Age,race,sex 
(1980) Michigan job by 1976 education. 
P.S.I.D* kids,wage, 
1975-76 married, 
health,union 
tenure. 
%female 
Borjas and National Employer Education, 
Rosen Longitudinal 1973 tenure. 
(1980) Survey of different to experience. 
young men employer region. 
1971-75 1971 metropolitan 
(all reasons) married,kids 
parents 
education 
industry. 
military, 
unemployed 
wife works. 
fathers 
social 
class, 
siblings 
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Blau and National Quit=l if left Education, 
Kahn Longitudinal initial job by race, 
(1981) Survey, next survey experience 
1969-71 tenure,sex. 
men, 1970- military 
72 women married. 
kids,region. 
year. 
industry. 
occupation, 
wage. 
occupation 
specific 
wage. 
unemployed 
search costs 
Miller (1984) Coleman- Completed Occupation, 
Rossi past education 
data 1969 employment 
822 white spells 
males 
767 black 
males 
Miller uses 
subsample 
467 
white men 
Weiss (1984) 2431 semi- Quit=l Sex,race, 
skill if leave education. 
production within first 6 age,married. 
workers, months job 
hired on the job complexity. 
1977-79 for employed 
U.S when 
Manufacturer applied. 
score on 
dexterity 
test 
Flinn (1986) National Quit=l Years 
Longitudinal if change jobs school. 
Survey of 1967-68 race,age, 
young men or 1968-69 wage 1967, 
14-24 wage 1968, 
(1966-71) wage 1969 
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McCall (1990) National Probability l^.ace,sex, 
Longitudinal of leaving education, 
Survey, second job age, 
youth since married. 
sample completing tenure 
(1979-85) school union,govt. 
14-22 in occupation. 
1979 industry 
McGlaughlin University Quit= Wage, 
(1991) Michigan voluntary education 
P.S.l.D* change job age, tenure. 
1977-84 Layoff= 
involuntary 
change job 
experience, 
government, 
union,race, 
married, 
kids, 
unemployed 
industry 
growth 
Lynch (1991) National Probability (jrban,union. 
Longitudinal of leaving race,married 
Survey of first job after lcids,sex. 
youth completing education. 
(1979-83) school on-job-
14-21 in training. 
1978 off-job-
training, 
wage gap 
* P.S.l.D refers to the Panel Study of Income Dynamics. 
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A more in depth discussion of each of these models is contained in Appendix 
A. The most obvious way to empirically test the job matching hypothesis is to 
observe the wages of individuals before and after a job change has occurred. 
Given the assumptions of the model we would anticipate increased wages after 
a job change has occurred. 
The following table provides a summary of some studies that have tested the 
job matching hypotheses, in terms of whether wages are observed to increase 
after a job change. 
Table 2.4 
Empirical test of the job match hypothesis 
Authors Positive wage increment associated with 
job changing 
Bartel 
and 
Borjas 
(1981) 
For young men job changing was associated with 
positive wage gains. This was not the case for older 
men 
Blau and 
Kahn 
(1981) 
Current and long term wage growth were found to 
increase from quitting, for both sexes and the two 
races analysed 
Borjas 
and 
Rosen 
(1980) 
Changers obtained higher wage growth in the new 
job than if they had stayed and stayers received 
higher wage growth than if they had moved. 
Each study reported some positive wage benefits associated with changing 
jobs. In this thesis we report positive wage level increments associated with 
job changing for women. In our study the increment to the 1988 wage level 
from changing jobs is approximately 5 per cent. However this is unique to 
females and is not replicated in the case of males where the increment is zero. 
We also find that women who change jobs can improve their position in the 
relative wage distribution and replace the earnings position of women who 
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remain in the same job. Men who stay in the same job however, are the top 
income earners in both 1985 and 1988. 
Section 2.3 
Australian studies of job changing 
There is not a large literature in Australia dealing with the topic of labour 
mobility and its related effects on earnings and human capital. It is for this 
reason that the topic of this thesis is of importance as it adds to the 
understanding of the work and earnings experience of Australians. In particular 
it provides new insight into our understanding of how mobility affects the wage 
differences that exist between men and women, and more importantly how 
labour mobility influences an individuals position in the relative wage 
distribution. 
Table 2.5 summarises some of the Australian mobility literature. 
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Table 2.5 
Australian studies of job changing 
Author Data Dependent 
variable 
Independent 
variables 
Lewis 
(1979) 
18 manufacturing 
firms with between 
50 and 2600 
employees. 
1977 Illawarra 
Regional Advisory 
Council 
Estimated 
and 
actual quit 
rates, and the 
difference 
between 
them. 
* 
Chapman 
and 
Prior 
(1986) 
Full-time male 
and female clerical 
officers employed in 
3rd division of the 
Australian public 
service 1969, 1974 
Total quit 
probability 
including job 
changes and 
leaving 
employment 
Annual salary 
age, on-the-
job 
experience, 
education,regi 
on. 
* The focus of this study was the discrepancy between quit rates estimated by managers of the 18 
firms, and the actual quit rates as indicated in personnel records. Regression analysis was not used 
and as such the independent variable category is not relevant. 
Lewis tests the hypothesis that employers have incorrect perceptions as to the 
actual mobility rates of men and women. He finds strong evidence that 
employers consistently over-estimate the probability of a woman leaving her 
job and consistently under-estimate the probability of a male leaving his job. 
These errors are shown by Lewis to be statistically significant. These results 
suggest that managers within the working community believe the conventional 
arguments used to explain the lower earnings of women. 
Chapman and Prior (1986) find that women are more likely to quit than men, 
but that this differential is reduced when relevant economic variables are taken 
into consideration. Quitting for both men and women was found to decrease 
in annual salary and years of experience on the job. Years of schooling was 
not a significant factor, and region was only important for women. They also 
24 
not a significant factor, and region was only important for women. Tliey also 
report that age is a more important determinant of quitting for men than for 
women. 
Section 2.4 
Sources of bias or measurement error 
Beggs and Chapman (1988) focus on an interesting aspect of the voluntary 
mobility debate. There is an inherent sample selection problem in any cross-
section of full-time workers, where those who are observed to be working at 
any one time are not a generally representative sample of the original cohort 
joining the firm, due to job changing and discontinuous employment. The 
sample observed is not random. As a result there may be a potential problem 
that may arise from not accounting for prior mobility which may impart a bias 
to other human capital coefficients. 
The direction of bias on the tenure coefficient, in any wage regression, where 
tenure is a function of past mobiUty, depends entirely on the general 
characteristics of those workers who have already left the firm. If "more able" 
workers are more likely to be mobile then some downward bias on the tenure 
coefficent would be expected, as the average completed tenure of the more able 
group would be lower. However, if "less able" workers were most likely to 
change jobs then the tenure coefficient would be biased upward, as the average 
completed tenure of the less able group would be lower. 
Beggs and Chapman (1988) suggest the use of an instrumental variable 
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approach.^ They focus on the sample who are not subject to selectivity bias, 
that is those who have just started their job, and estimate predicted wages by 
both ordinary least squares and instrumental variables. 
They present strong conclusions regarding the impact of job changing on 
tenure and through this, on wages, for full-time government workers, employed 
in clerical or admirastrative jobs in 1969. If tenure is included as an exogenous 
regressor^ then the impact of each additional year in the current job, on wages, 
is significantly diminished. The results support the hypothesis that those 
workers who are most likely to leave a government job are "more able" 
workers. 
In this thesis we carefully consider the problem of sample selection in the 
mobility decision. We find that for both job changing and discontinuous 
employment there is some sample selection process with respect to women but 
not men. This is discussed in Chapters 4 and 6 respectively. 
The impact of prior mobility on the other human capital coefficients such as 
tenure and experience is examined in detail in Chapter 8. 
Section 2.5 
Discontinuous employment: 
In this section of the literature review we turn our attention to mobility 
involving moves out of employment. The employment decision is simplified in 
Heckman (1979) as being a function of the offered wage. The hypothesis 
offered by Heckman is that if the wage offered to the individual exceeds their 
^ When the wage equations are estimating wage levels in order to make 
comparisons between groups it is essential that the intercept term is 
estimated correctly, as it is not only the slope coefficients that are of 
importance. The difference between the two predicted wages is attributed to 
the inconsistency in the intercept. Thus they include this "gap" variable in 
their final instr\amental variable estimating equation. 
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reservation wage, then they will participate in employment.^ It could be 
argued that this is a simplistic view of the world, and ignores competing 
interests of those not employed such as full-time/part-time education or family 
commitments. 
Under the assumptions of this model any group whose offered wage does not 
always exceed the reservation wage will choose not to work, or will choose to 
no longer work, if the offered wage should fall below the reservation wage. 
Under the assumptions of Heckman's model those individuals observed 
participating in employment continuously are those for whom the observed 
wage never falls below the reservation wage, assuming that this is the only 
circumstance that would result in discontinuous participation. 
Continuous participants are not a "random" sample of workers and it is the 
recognition and potential solution of this point that was Heckman's major 
innovation. This non-randomness is attributable to the fact that observed wages 
are a subset of all offered wages. 
Heckman devised a two-step estimator for obtaining unbiased and consistent 
estimates from wage regressions based upon the sample of working individuals, 
given that the sample is not random."^ 
Discontinuous employment is of interest in an economic sense for two main 
^ We can describe the reservation wage as essentially a cutoff point 
indicating the minimum wage for which an individual is prepared to enter the 
workforce, and below which the individual will not work. Each individual 
assesses their own reservation wage which will be a function of human capital, 
labour market experience and factors not directly linked to the labour market 
such as number of children. Any wage offer that does not exceed the cutoff 
point (reservation wage) will be rejected. 
^ In the Heckman approach the second step involves taking the 
generalised residual from the probit equation predicting the probability of 
working, and putting it in the wage equation. This term, X, represents the 
correlation between the unobserved factors influencing participation in 
employment and the unobserved factors influencing wage outcomes. 
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reasons. Its potential impact on the wage level and wage growth differential 
through skill depreciation, and the impact of expected non-participation on 
human capital acquisition. Discontinuous employment has implications for on-
the-job specific and general training which are both important determinants of 
wage levels and also important determinants of the rate of wage growth. We 
will show most importantly that discontinuous employment implies that both 
men and women will experience a loss in their position in the relative wage 
distribution. Similarly the largest gender wage gap is found to be between 
continuously employed males and intermittently employed women. Many 
authors have focused on the consequences of discontinuous employment, such 
as skill depreciation and possibly different patterns of investment in human 
capital. These are two of the major focuses of this thesis and are dealt with in 
Chapters 5 through 7. The following table summaries some of the information 
contained in these studies. 
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Table 2.6 
Empirical studies of the impacts of discontinuous employment 
Author Data Measure of Wage Education 
employment effect effect 
attachment 
Sandell National plan to work reduce Positive 
and longitudinal at age 35=1, current education 
Shapiro survey of =0, o/wise wage effect if 
(1980) young women due positive 
1968, 14-24 to attitude 
(U.S.A) focus to future 
on work 
skills 
and 
O-J-T 
Polachek National "home-time" reduce Home-time 
(1981) longitudinal or years out wage has a 
survey of of the labour in each major 
women, 30-44 force job effect on 
1967-72 group choice of 
(U.S.A) job 
Mincer and National total years lower 
Ofek longitudinal out of the long 
(1982) survey of labour force run 
mature wages. 
women higher 
1966-74 costs 
(U.S.A) in 
short 
run 
Stewart National "outspells" more Hore 
and Training = out likely to 
Greenhalgh Survey unemployed spells be in low 
(1984) 1975-76, or not lower skill 
(U.K) employed income job 
Blakemore National use expected fertility 
and Low longitudinal rates have 
(1984) survey of fertility negative 
high school rate to proxy effect on 
seniors 1972, choosing 
(U.S.A) expected to study 
work physical 
attachment sciences 
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Goldin and Manufacturer expected capital 
Polachek data for 6 capital stock. stock 
(1987) occupations as a proxy has a 
1890,1930, for large 
1970, (U.S.A) deviations impact 
from on the 
expected wage 
labour force gap of 
attachment men 
and 
women 
Shaw and National plan to work Higher Plans to 
Shapiro longitudinal at age 35=1, wage work 
(1987) survey of =0, o/wise 1980 linked 
young women if plan to more 
1968, 1980 to education 
(U.S.A) work 
Gronau Michigan plan to leave plans 
(1988) University the labour to 
P.S.I.D force leave 
1976-79 lower 
(U.S.A) current 
wages 
Lewis and Australian a spell of women 
Shorten longitudinal 2 weeks or hourly 
(1992) survey of more in wage 
youth, which no fell 
1985-1988 employment with 
(Australia) was recorded spells. 
men: 
less 
clear 
trend 
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The findings of each of the studies referred to in Table 2.5 are reasonably 
consistent, despite the different data sets, countries and samples. Earnings 
potential is adversely affected by discontinuous employment. We will show in 
Chapter 8 that not only are 1988 wage levels adversely affected by a prior 
period of discontinuous employment, but the individuals position in the relative 
wage distribution is also adversely affected. Both Blakemore and Low (1984) 
and Shaw and Shapiro (1987) show that expected employment is linked to 
education. Their results are consistent with the hypothesis of Polachek (1975), 
that even the expectation of less than continuous employment is enough to 
adversely affect the demand for education and post-school training (which are 
complementary). 
Both Stewart and Greenhalgh (1984) and Polachek (1981) fmd that 
discontinuous employment significantly impacts upon the choice of occupation, 
and is one reason for the continuing occupational segregation of men and 
women. However there is no reason to think that in a perfect world that men 
and women would be observed equally in all occupations, and even if they 
were Rimmer (1991) shows that the gender wage gap would increase. 
Lewis and Shorten (1992) fmd that the wages of a male who worked 
continuously were 12-18 per cent higher than the wages of a male who had 
between two and three employment interruptions. The extent of wage 
depreciation was found to depend on the length of the interruption, with wage 
depreciation of males who had left employment for a year being 32 per cent 
higher than that of males who had left employment for between two to four 
weeks. 
Mincer and Ofek (1982) estimate the short and long run effects on wages of 
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interruptions in employment. They divide the work career into four time 
periods, the preinterruption period, the interruption, the restoration period and 
the post restoration. 
They fmd that the wage upon reentry often falls short of the preinterruption 
wage and that this difference increases with the length of the period of 
interruption. This lower wage has three components: 
(i) lost experience during interruption, (ii) less human capital acquired in the 
preinterruption period, if the interruption has been anticipated, and (iii) 
deterioration of earnings due to non-use of skills. 
It is hypothesised that both general and specific skills depreciate during 
employment interruptions. The depreciation of general skills increases as the 
duration of the interruption increase, whilst the depreciation of specific skills 
occurs at the time of leaving the job. However it would seem logical that 
depreciation is not constant across occupations and will depend on occupation 
specific skill intensities. 
Mincer and Ofek find that upon reentry into employment wages grow rapidly 
as skills are releamed. In the short run they find depreciation effects of 
between 3.3 and 7.6 per cent and in the long run these decline to between 0.6 
to 1.1 per cent per year of interruption, due to rapid catch up. In their data an 
interruption not exceeding a year has an insignificant impact on wages, this is 
not the case in our analysis of the ALS. 
Goldin and Polachek (1987) discuss the gender wage differential and 
approximate what component of the observed differential is attributable to 
intermittent labour force participation, their discussion is very similar to Mincer 
and Ofek (1982). 
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They argue that "..An age earnings profile for the typical full-life time labour 
force participant..rises continuously with age. Intermittent workers generally 
have a different profile. The slope with respect to initial experience is 
smaller...Earnings are definitionally zero during the period of intermittency, 
and the reentry wage is lower in real terms than the wage just prior to leaving 
the labour market. Thus the total loss in wages caused by intermittency is the 
difference between the reentry wage and the wage of a continuous worker. The 
gap can be divided into four segments. ...the direct depreciation of skills due to 
their atrophy; lost wages caused by lost seniority; lost earnings from additional 
earnings due to extra on the job training obtained by those with full-life time 
work expectations; and additional earnings attributable to extra or more 
marketable schooling for those planning to specialise more in career than home 
duties.." 
Gronau (1988) uses a full sample incorporating both males and females. He 
utilises information on actual and planned quits, where quit refers to the 
decision to leave employment. Hourly earnings are predicted for the base year, 
1976, using 1976 values of the explanatory variables. Also included in the 
equation is a labour force separation dummy if the individual actually left 
employment during the future period 1977-1979. In this way Gronau attempts 
to shed light upon the relationship between current earnings and future plans to 
leave employment. Whilst 28.3 per cent of women in the sample quit during 
the time frame, a much smaller 6.8 per cent of the male sample did.^ 
^ The contribution of Gronau's analysis is to use two stage least 
squares to examine the direction of causality between these two crucial 
factors. Using this technique he observes that hourly earnings in 1976 are 
not significantly related to future separations. However labour force 
separations during 1977-1979 are significantly and negatively related to the 
wage level in 1976, at the 5 per cent level for the female sample and the 10 
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Other research has attempted to explain womens' different education and 
employment decisions by their expected labour force participation. One such 
study is Becker (1985) who asserts that married women would be induced to 
invest considerably less in human capital than men, and select into low 
intensity employment, due to their larger commitments both in time and effort 
outside employment.^ He suggested that even under scenarios where a given 
male and female had the same stock of human capital, women would earn less 
due to the allocation of effort between home duties and market employment. 
Becker's argument is that as women expect to participate less than continuously 
in the labour market they will select into less effort intensive occupations, such 
as those that do not require working excessive amounts of over-time, weekends, 
or require large amounts of travel. This is because with a fixed amount of 
"energy" women have less to devote to the paid workforce due to their 
presumed exclusive responsibility for home duties, an assumption of Becker's 
model. 
The belief that women are "better" at home-duties than men is firmly 
entrenched in society and therefore the literature, whether this is in fact correct 
or whether it simply reflects the status quo is unclear. 
Blakemore and Low (1984) show a similar trend in the pattern of human 
capital acquisition of females versus males, focusing upon college majors. 
They find that women were much more likely to acquire degrees in fields 
per cent level for the male sample. 
® Whilst Becker focused his analysis specifically on married women with 
partners, such analysis could be extended to include all women and men with 
dependent children, regardless of their marital status. This will be 
undertaken in this thesis. 
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where the subsequent occupation was not subject to, what they define as, rapid 
technological change or significant depreciation of skills or a combination of 
the two. The reason provided for this observation is that women who anticipate 
spending time out of employment presumably wish to minimise the costs of 
stopping work. This would further imply that women were not likely to choose 
occupations with high firm specific or occupation specific training contents, 
particularly if subject to rapid depreciation. 
Blakemore and Low (1984) used fertility rates to proxy future time out of 
employment and found it to be strongly significant in the determination of 
college major. They found that women were much more likely to become 
quahfied as teachers, nurses or occupations of a social nature, and significantly 
less likely to pursue careers in engineering and other physical sciences, which 
they suggest could suffer from depreciation during time out of employment. 
However, given the advances in technology in the medical field it is not 
obvious that nursing is a low skilled occupation with little specific training and 
not subject to depreciation. Blakemore and Low (1984) do not present any 
evidence to directly support their suppositions. 
Whilst it may be that more women are observed in occupations such as 
teaching and nursing (Eccles (1984)), evidence needs to be provided suggesting 
that these are occupations which require low levels of firm specific training, 
and are not subject to technological change. Blakemore and Low (1984) do not 
consider the role of gender socialisation and how this may affect the choice of 
occupation. There is a large sociological literature on this very topic and the 
following quote from Jean Blackburn (1984, in "Unfinished Business" Ed. 
Dorothy Broom) describes the socialisation process. 
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"Socialisation takes place in many ways: through inadvertent as well as 
deliberate rewards and punishments, through media messages and adult 
examples. The meaning attached to being female or male in a particular time 
and place is socially learned. That meaning is called 'gender' to distinguish it 
from the biological fact of sex. It relates to the kind of behaviour, social roles 
and activities considered appropriate for people of a particular sex." 
Sociologists would suggest that the role of socialisation is very important in 
the choices that females and males make regarding education and occupation 
(Broom 1984). That is sociahsation dictates what occupations and strains of 
educational pursuit are deemed suitable for men and women. 
Section 2.6 
Conclusions 
In conclusion we see that overseas research has established a framework 
within which the issues raised in the introductory chapter may be addressed. 
The analysis in this thesis should provide a comprehensive understanding of the 
impact of mobility on both wage levels and wage growth, and human capital 
acquisition of Australia's youth. This review does not cover all the mobility 
literature, this would not be possible. A reasonable selection has been covered. 
Mobility is seen to be a complex phenomenon, involving job changes and 
changes from employed to not employed. These decisions are quite different 
and this has widely been recognised, with the focus of research being on either 
job changes or leaving employment. 
The existing literature of job changing comes mainly from the United States 
where this phenomenon has been examined in great detail, for most segments 
of the labour market. 
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No clear consensus is reached regarding the role of gender, with some studies, 
Barnes and Jones (1974) reporting no significant difference between the sexes, 
whilst others finding that women change jobs more often, Viscusi (1980). 
Similarly the relationship between job changing and education is not clear cut, 
with some finding a clear negative association, Johnson (1978), Miller (1984), 
whilst others find no clear hnk, Viscusi (1980) and Chapman and Prior (1986). 
A result on which most studies conform is the negative and significant impact 
of years of tenure. 
Some evidence to support the job matching hypothesis was found by Borjas 
and Rosen (1980), Bartel and Borjas (1981) and Blau and Kahn (1981), who 
report positive wage increments associated with job changing. 
A comprehensive set of studies which examined the effect of discontinuous 
employment on wages and education, were reviewed in Section 2.5. In most 
cases analysis was restricted to female samples, and evidence was found to 
support the hypothesis that discontinuous employment impacts upon earnings 
potential, occupational choice and education. 
Whilst authors used different definitions of discontinuous employment, 
different data, different countries and time periods, their results, not surprisingly 
are consistent. 
Discontinuous employment, with its causal links to education and 
occupational choice, is without doubt the single most important factor in 
perpetuating womens "secondary" place in the labour market. We find 
evidence to support this, with women falling several rungs in the income 
distribution after a period out of employment. 
This literature review has provided many hypotheses that we can test in the 
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context of the Australian youth labour market in the following chapters. In 
particular we will focus on gender differences in observed mobility and its 
related impact on human capital acquisition and wages. We will show in 
Chapter 7 that young women aged 15-26 who have acquired less education than 
their peers, will spend more time out of employment. This is not the case for 
males with participation in employment being independent of years of 
education. In Chapter 8 we will show that by 1988 the wage levels of women 
are significantly lower than the wage levels of men, despite equal education. 
And that further over the period 1985-1988 the wages of men are significantly 
higher than the wages of women. Mobility decisions affect the size of the 
differential considerably. The highest wage gap is between continuously 
employed men and women who experienced discontinuous employment. 
Australian studies of the gender wage difference to date have not explicitly 
accounted for mobility and we show that omitting mobility results in the 
"discriminatory" component of the wage gap being overestimated. 
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CHAPTER THREE 
A CONVENTIONAL ANALYSIS OF JOB CHANGING 
Section 3.0 
Introduction 
This chapter begins with a description of the data and then moves on to an 
econometric analysis which describes and apphes the conventional model of job 
changing. The focus is on observable characteristics associated with job 
changing. In the next chapter we focus on the relationship between job 
mobility and unobserved characteristics. We also compare results from the 
Australian Longitudinal Survey with studies based on other Australian and 
United States data. 
Section 3.1 
Data 
Mobility is extensive within the youth labour market with approximately one 
third of those employed at a point in time either changing employer or 
changing labour force state, over the next year. Job changing - that is moving 
directly from one job to another without a significant period of unemployment 
or time out of the labour force - accounts for more than two-thirds of all 
mobility. The remaining one third incorporates moves from employment to 
either unemployment or labour force withdrawal. We group together 
unemployed and not in the labour force as one category, labelled not 
employed.^ 
7 Stewart and Greenhalgh (1984) use a similar definition in their 
analysis. In their study "out-spells" were comprised of individuals 
in two groups: (i) those who left employment and became unemployed 
and (ii) those who had left employment and the labour market, which 
they termed non-employment. 
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The data analysed in this chapter are restricted to job changers. Moving from 
employed to not employed is dealt with in subsequent chapters. 
There is one further restriction on our analysis of job changing. The analysis 
is confined to voluntary job changes, not those initiated by the employer. The 
reason for this is that the job matching theory is essentially a theory of how 
individual employee choices influence economic outcomes. Being sacked, 
retrenched or laid off is not usually an individual employee choice.^ Most job 
changes, approximately three quarters, are of a voluntary nature, the remainder 
are employer initiated. Our analysis accords with much of the empirical 
literature from the United States which is also restricted to voluntary changes. 
In a small number of cases (Borjas and Rosen 1980) there is no distinction 
made between voluntary and involuntary job changes. 
Data are taken from the 1985 and 1986 waves of the ALS. This is a survey 
conducted by the Australian Council for Employment and Training and was 
designed, in 1985, to represent all Australians, both male and female, from all 
ethnic and socio-economic^ backgrounds in the 15-26 year age b r a c k e t . T h e 
goal of the survey is to provide an in-depth understanding of the dynamics of 
the youth labour market. This is made possible from the panel nature of the 
data set. 
® It is possible that voluntary job changing may be overstated.An 
individual who reports that they voluntarily left the job due to 
dissatisfaction or unhappiness may have felt they were to be layed off 
and therefore resigned. 
® With the exception of youths residing in "sparsely settled" areas. 
The guidelines of the survey specify the inclusion of people aged 
16-25 on the 1st of September 1985. However, as surveying began in 
June, there are a small number of respondents in 1985 who were 15 
years of age. There is also a small number of respondents who are 26 
years old in 1985. 
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Data for the ALS area sample were taken from 600 census collection districts. 
15 people were chosen randomly from each of the 600 districts to provide a 
total sample size of 8998 individuals in 1985. There is significant attrition 
each year which has seen the sample size decrease from 8998 in 1985 to 7871 
(1986) to 7110 (1987) and 6151 (1988). There are 5845 respondents 
interviewed in each of the four years. 
The 1985 wave provides details of each individuals' employment status for 
that year, including hours worked, job description, weekly wage, years with the 
current employer and occupational category." The 1986 data provide 
additional information on transitions to other jobs, or movements out of paid 
employment. 
The following table presents mobility information for the years 1985 to 1986. 
II Approximately 10 per cent of women and 13 per cent of males claim that they 
are part-time workers. In the ALS data set part-time is defined as working 
less than 3 0 hours per week in paid employment. Analysis encompasses both 
full- and part-time workers. 
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Table 3.1 
Total job mobility, 
(% as a proportion 
15-26 years, 1985-1986 
of those working in 1985) 
Total Male Female 
Left 1985 Job 1394 730 664 
(37.4%) (37.6%) (37.2%) 
Job - Job 1008 564 444 
(26.6%) (29.2%) (24.0%) 
Voluntary 811 416 395 
(21.4%) (22.2%) (20.6%) 
Involuntary 197 134 63 
(5.2%) (6.9%) (3.4%) 
Job-not 386 166 220^' 
employed (10.8%) (8.5%) (13.2%) 
Voluntary 291 123 168 
(8.2%) (5.9%) (10.7%) 
Involuntary 95 43 52 
(2.5%) (2.6%) (2.5%) 
Table 3.1 provides the following information. 37.4 per cent of youths in the 
15-26 age bracket, who were working in 1985 have left their 1985 job by 1986. 
More than two-thirds of those who have left a job are job changers and move 
directly to a new job without periods of unemployment or non-participation, 
whilst just less than one third moved out of employment. 
There are observable gender differences although total mobility is almost 
identical for men and women. For example 77.5 per cent of male mobility is 
job-to-job changes, the comparable figure for women is 6*7 per cent.'^ 
^^  Stewart and Greenhalgh (1984) found that 17.8 per cent of women aged 
24 or younger had experienced interruptions to their work career.Our 
data which is collected 10 years after theirs, shows 13.2 per cent of 
women left employment between 1985 and 1986. 
The questions in the 1986 wave of the survey from which this 
information is obtained are:(i) Do you currently work in a job, 
business or farm? If yes, then: (ii) At your last interview you said 
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There are thirteen hsted reasons for job changing, the ten presented in the 
following table plus the three categories of sacked, retrenched, laid off and 
"other". The categories excluded from the Table 3.2 are involuntary job 
changers, while those categories included are labelled voluntary job changers. 
Whilst most of the included categories are clearly voluntary, there are some, 
such as "mind a family member", which are less clear cut and require some 
judgement as to whether they should be included. However those individuals 
that fall into a description that may be ambiguous comprise only a small part of 
the sample. 
you were working for do you still have that job? 
If no, then:(iii) What was the main reason you left that job? 
(iv) If not working in the current year, why did you leave the job 
you held last year? 
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Table 3.2 
Reason for voluntary job change (1985-1986) 
Reason for 
changing jobs. 
Males Females Total 
Holiday job 0 1 1 
Temporary/Seasonal 
job 
34 36 70 
Dissatisfied with 
job 
153 140 293 
Sick/Disabled 5 7 12 
Pregnant 0 7 7 
Mind a family 
member 
1 1 2 
Move 30 32 62 
Travel 15 9 24 
Study 22 14 36 
Move to a better 
job 
156 148 304 
TOTAL 416 395 811 
The most important factors motivating voluntar\' job changes between 1985 
and 1986 for both males and females are dissatisfaction with the 1985 job, and 
the "move to a better job" (Table 3.2). These two categories account for 74.3 
and 72.9 per cent of all voluntarv' job changes for males and females 
respectively. 
Being employed in a temporar\' job accounts for 8.2 and 9.1 per cent of job 
changes amongst males and females respectively. Moving location or study are 
also significant determinants of job change, 12.5 per cent of males and 11.6 per 
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cent of females change jobs for one of the two above reasons. 
The ALS data provide a rich source of information regarding the personal and 
job characteristics of job changers which may be used to explain mobility. The 
following tables and cross tabulations are provided as descriptive tools to gain 
some understanding of the general characteristics of the data. 
Many studies fmd that those with higher education change jobs less. Miller 
(1984). In our data this association is not clear cut. More schooling is 
associated with less voluntary job changing, but job changing does not seem to 
be related to post-school qualifications. 
We choose two variables to measure the individuals educational attainment. 
The first is completed schooling which is a continuous variable pertaining to 
the number of years of primary and secondary education completed by the 
individual.''* 
Table 3.3 
Voluntary job changing by schooling 
Years 
School 
Total Job Change 
Yes 
Job Change 
No 
6 or less 
to 8 
44 14 (31.8%) 30 (68.2%) 
9 - 10 1019 263 (25.8%) 756 (74.2%) 
11 - 12 
or more 
1367 331 (24.2%) 1036 (75.8%) 
The proportion of respondents in each completed schooling category who 
voluntarily changed jobs between 1985 and 1986 decreases from 31.8 per cent 
for those with between six or less and eight years of schooling, to 25.8 and 
The years of schooling variable is continuous and ranges from 6 or 
less years of schooling through to 12 or more years of schooling. 
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24.2 per cent for those with between nine and ten or eleven and twelve or more 
years, respectively (Table 3.3). 
The second education variable is categorical, and takes the value of one if the 
respondent has completed a trade certificate, diploma or degree since finishing 
school and zero for all other categories. The number of job changers with 
qualifications is presented in Table 3.4. 
Table 3.4 
Voluntary job changing by post-school qualiflcation 
Qualification Total Job Change 
Yes 
Job Change 
No 
With 902 231 (25.6%) 671 (74.4%) 
Without 1528 377 (24.7%) 1151 (75.3%) 
The data indicate that voluntary job changing is marginally higher amongst 
those respondents with post-school qualifications but the difference is 
minuscule. The way in which education is measured and the nature of the 
education seem to matter. 
Another important variable associated with voluntary job change is years of 
work experience (Table 3.5). This variable is measured as the respondents age 
minus years of school minus 5.'^ 
^^  We recognise that there are problems with this variable particularly 
for women, although the inaccuracy will be somewhat diminished because the 
average age of the sample is young. The divergence in years of experience, as 
measured by the Mincer proxy which we have adopted and "true" experience, 
increases with age as women leave the workforce for family responsibilities. 
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Table 3.5 
Voluntary job changing by years of experience 
Years 
Experience 
Total Job Change 
Yes 
Job Change 
No 
0 - 1 year 365 50 (28.6%) 125 (71.4%) 
1 - 2 years 180 81 (24.5%) 250 (75.5%) 
2 - 4 years 640 163 (25.4%) 478 (74.6%) 
4 - 6 years 545 188 (25.5%) 550 (74.5%) 
In these data job changing remains reasonably constant over the range of 
experience, except perhaps for between zero and one years of experience where 
the probability of changing jobs is higher. It is often argued that job changing 
diminishes with experience (Mincer and Jovanovic 1981). It is surprising that 
in these data the relationship between experience and job changes does not 
decline more smoothly. 
The length of experience in a particular job, which we refer to as job tenure, 
may also be associated with voluntary job changing. The longer someone 
works in a particular job the more expertise and job specific knowledge they 
acquire in that job and the greater the costs of leaving it. The data of Table 3.6 
seem to support a negative relationship. 
Table 3.6 
Voluntary job changing by years of tenure 
Years Tenure Total Job Change 
Yes 
Job Change 
No 
0 - 2 1472 439 (29.8%) 1033 (70.2%) 
2 - 4 467 92 (19.7%) 375 (80.3%) 
4 - 6 314 52 (16.6%) 262 (83.4%) 
6 - 10 177 25 (14.1%) 152 (85.9%) 
The extent of job changing is at a peak between zero and two years of tenure 
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(29.8 per cent) but reduces for tenure between six and ten years (14.1 per cent). 
We can investigate more directly whether job training is related to voluntary 
job changing. Two variables measuring incidence of workplace training are 
included in the data. The first measures the incidence of all workplace training, 
whether it be general or job specific. The second measures the incidence of 
workplace training where the respondent has developed new skills previously 
not possessed. Table 3.7 indicates that the relationship between job changing 
and training is unambiguously negative. 
Table 3.7 
Voluntary job changing by training at work 
Training Total Job Change 
Yes 
Job Change 
No 
With 828 148 (17.9%) 680 (82.1%) 
Without 1602 460 (28.7%) 1142 (71.3%) 
The proportion of those who received training at work who changed jobs is 
17.9 per cent compared to 28.7 per cent for those without training. 
Table 3.8 
Voluntary job changing by training in new skills 
Training Total Job Change 
Yes 
Job Change 
No 
With 1397 260 (18.6%) 1137 (81.4%) 
Without 1033 348 (33.7%) 685 (66.3%) 
Table 3.8 is also consistent with our job changing-training conjecture and 
indicates that job changing is lower if training in new skills has been 
undertaken in the place of work, at 18.6 per cent (with training) compared to 
33.7 per cent (without training). Given the close link between on-the-job 
training and wage growth, we may hypothesise that job changers may risk 
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lower wage growth by changing jobs. In Chapter 8 we find evidence to 
support this hypothesis for males, but not for women who receive positive wage 
growth from job changing. 
The presence of dependent children may also have some impact upon job 
changing of women in particular. We find that the presence of children is 
associated with increases in the probability of job changing once the number of 
children exceeds two, (Table 3.9). 
Table 3.9 
Voluntary job changing by presence of dependent children 
Number 
Dependent 
Children 
Job Change 
Yes 
Job Change 
No 
0 529 (24.8%) 1607 (75.2%) 
1 - 2 47 (24.6%) 144 (75.4%) 
2 - 5 32 (31.1%) 71 (68.9%) 
Voluntary job changing may also be affected by the nature of the job. We 
have included four variables which reflect the characteristics of the job. These 
are whether the respondent is; 
(i) participating in a superannuation scheme in the workplace, 
(ii) receives any fringe benefits in the job, 
(iii) feels that they have promotion opportunities available to them and, 
(iv) has access to overtime. 
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Table 3.10 
Voluntary job changing and job characteristics 
Superannuation 
Total Job Change 
Yes 
Job Change 
No 
With 783 113 (14.4%) 670 (85.6%) 
Without 1647 495 (30.1%) 1152 (69.9%) 
Fringe Benefits Total Job change 
Yes 
Job change 
No 
With 1472 342 (23.2%) 1130 (76.8%) 
Without 958 266 (27.8%) 692 (72.2%) 
Promotion 
opportunities 
Total Job Change 
Yes 
Job Change 
No 
With 1202 233 (19.4%) 969 (80.6%) 
Without 1228 375 (30.5%) 853 (69.5%) 
Over-time Total Job Change 
Yes 
Job Change 
No 
With 874 184 (21.1%) 690 (78.9%) 
Without 1556 424 (27.2%) 1132 (72.8%) 
Whether an employee is in a superannuation scheme is negatively associated 
with job changing propensity. Fringe benefits are also associated with a 
decreased proportion of job changers and those with promotion opportunities or 
access to over-time are also significantly less likely to change jobs. 
We are also able to analyse the effect of a range of personal characteristics; 
marital status, presence of a health disability and union membership. The 
presence of a dependent spouse may influence the decision making process, and 
increase the risks or costs of changing jobs and we observe that married 
respondents change jobs less frequently than unmarried respondents^ but the 
difference is very small (Table 3.11). 
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Table 3.11 
Voluntary job changing and personal characteristics 
Married Total Job Change 
Yes 
Job Change 
No 
Yes 477 111 (23.3%) 366 (76.7%) 
No 1953 497 (25.4%) 1456 (74.6%) 
Health disability Total Job change 
Yes 
Job change 
No 
Yes 129 30 (23.3%) 99 (76.7%) 
No 2301 578 (25.1%) 1723 (74.9%) 
Union member Total Job Change 
Yes 
Job Change 
No 
Yes 1104 228 (20.6%) 876 (79.4%) 
No 1326 380 (28.7%) 946 (71.3%) 
Respondents with a health disability and those who are a member of a union 
change jobs less. 
Studies of job changing always include a control measure of renumeration. 
This measure, often the hourly wage, is included in order to reflect a large part 
of the pecuniary costs of leaving the job. Some authors. Chapman (1982), 
Lynch (1991) and Viscusi (1980) have used a different measure of 
renumeration which is the wage gap. This is defined as the difference between 
the actual and predicted wage, and might be considered as a measure of the 
alternative wage distribution. Including this variable may provide additional 
insight into how respondents perceive their alternatives; a positive wage gap 
should indicate that the actual wage is larger than the alternative and as a result 
job changing should be deterred. Viscusi (1980) alternates between a measure 
of the hourly wage and the wage gap, obtaining a negative relationship between 
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the renumeration and job mobility. Chapman (1982) and Lynch (1991) find 
similar results. 
We also have information on thirteen occupational categories; managerial, 
para-professional, professional, sales, clerical and related, service occupations, 
trades and other skilled occupations, skilled agriculture, plant operating, 
processing and fabricating, basic manual, military processing and unclassified. 
It may be useful to provide a quick summary of the above tables. They 
establish the following facts about job changing. 
(i) Job changing diminishes with years of schooling, experience and tenure on 
the job. These are all well established results, see Lynch (1991), Topel (1991). 
(ii) A similar negative relationship is established between the likelihood of job 
changing and training at the place of work or training that develops new skills 
in the workplace. 
(iii) The cross-tabulations indicate a negative relationship between the 
likelihood of changing jobs and superannuation, promotion opportunities, fringe 
benefits and over-time. 
(iv) There is a negative relationship between job changing propensity and 
being married, union membership and health disabilities. 
(v) Several of these relationships have potentially important consequences for 
wage growth. 
This data description makes clear the basic associations between variables but 
it suffers from three major inadequacies. First, each variable is examined in 
isolation from the others. As such we have no measure of how a combination 
of variables may interact to influence job changing. Second, the tables do not 
provide estimates of the marginal effects of these factors on job changing or the 
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strength of these relationships. Finally, we have not conducted any statistical 
tests to establish whether the relationships observed in the tables are statistically 
significant. Regression analysis provides an appropriate framework for meeting 
these inadequacies. It allows an assessment of how each variable influences the 
probability of job changes both individually and jointly and provides us with 
tests of statistical significance of relationships. A regression analysis is carried 
out in the following section. 
Section 3.2 
Conventional Models 
The structure of conventional job change models, as estimated by Viscusi 
(1980), Chapman and Prior (1986) and Barnes and Jones (1974) was discussed 
in Chapter 2. 
There is a group of "core" variables controlled for in most models of job 
changing. These include; some measure of earnings or a measure of the wage 
gap, a measure of education, and often some measure of firm specific tenure. 
A wider range of personal (such as marriage) or job related (such as occupation 
or industry) characteristics may also be controlled for.'^ 
A good example of a conventional job change model is that estimated by 
Viscusi (1980). His model takes the following form: 
^^ The r e s u l t s of these three studies are b r o a d l y in a c c o r d a n c e w i t h the 
i n f o r m a t i o n p r e s e n t e d in the c r o s s - t a b u l a t i o n s d e s c r i b e d e a r l i e r . J o b 
c h a n g i n g d i m i n i s h e s w i t h tenure, age and years of w o r k e x p e r i e n c e . 
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P(Change jobs) = a + ^(age) + ^(race) + ^(wage or wage gap) + 
^(marriage) + ^(education) + ^(kids) + ^(health) + ^(tenure) + 
^(tenurel)'^ + ^(injury rate) + female) + ^(union) 
+ ^(occupations) + ^(region) + local unemployment rate) 
Viscusi's model is replicated as closely as the ALS data allows. The results 
are presented in Table 3.12.'® 
Before we begin a detailed discussion, we are interested in establishing 
whether males and females behave differently in terms of job changing. This 
can be determined by the significance of an included gender variable in a 
pooled estimation. Another way is to carry out the following likelihood ratio 
test. The null hypothesis assumes that the male and female coefficients are 
equal and can be written: 
Ho : ttf + pf = a ^ + 
The test statistic is calculated as: 
-2(Lp - and is distributed as a chi-square random variable with (k+1) 
degrees of freedom. Lp is the log likelihood from the pooled model and L^ is 
equal to Lf + L^,, the likelihood ratio statistics from the female and male 
estimations respectively. The calculated test statistic is 26.22 which can be 
compared to the 5 per cent critical value of 41.34. We accept the null 
where tenurel is a dummy variable equal to 1 if the respondent has 
completed tenure of less than one year. 
Viscusi uses race in his model, we use place of birth; we do not have 
a variable that reflects the rate of injury in the workplace. Viscusi 
estimates the model twice, once including the hourly wage and once including 
the wage residual. Our estimates which include the wage residual are 
presented in Appendix B, but there is essentially no notable difference. 
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hypothesis therefore. The data reveal that job changing behaviour of males and 
females, within this model, is not significantly different. 
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Table 3.12 
Conventional job change model 
Australian Data, 15-26 year olds. 
Variables Total Males Females 
Constant -0.818 * -1.009 * -0.532 
(-1.816) (-1.627) (-0.783) 
Age 0.019 0.015 0.028 
(1.254) (0.718) (1.177) 
Male 0.033 
(0.521) 
School -0.015 0.007 -0.048 
(-0.543) (0.193) (-1.206) 
Post-school 0.155 * 0.161 * 0.141 ** 
Study (2.270) (1.679) (1.400) 
Married -0.021 0.046 -0.093 
(-0.257) (0.401) (-0.776) 
Children 0.045 -0.014 0.097 
(0.832) (-0.172) (1.312) 
Disability -0.083 -0.279** 0.102 
(-0.644) (-1.465) (0.557) 
AUS/NZ 0.020 -0.009 0.013 
(0.155) (-0.053) (0.061) 
UK/IR/NA -0.008 -0.082 0.016 
(-0.046) (-0.345) (0.061) 
Wage 1985 0.006 0.049 -0.058 
(0.065) (0.423) (-0.446) 
Tenure -0.082 * -0.047 -0.144 * 
(-2.884) (-1.309) (-2.898) 
Tenure 1 0.101 0.209** -0.057 
(0.955) (1.459) (-0.350) 
Union -0.225 * -0.230 * -0.239 * 
member (-3.774) (-2.697) (-2.753) 
City -0.130 * -0.110 -0.169 ** 
(-1.685) (-1.046) (-1.450) 
Town -0.099 * 0.022 -0.245 * 
(-1.685) (0.204) (-2.040) 
Rural -0.204 * -0.277 * -0.132 
(-1.688) (-1.653) (-0.738) 
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Professional -0.058 -0.295 0.302 
(-0.351) (-1.328) (1.130) 
Para- -0.053 -0.345 0.311 
professional (-0.302) (-1.331) (1.141) 
Managerial -0.133 -0.263 0.075 
(-0.689) (-1.115) (0.215) 
Sales 0.306 * 0.167 0.593 * 
(2.102) (0.850) (2.452) 
Service 0.116 0.045 0.284 
(0.702) (0.201) (1.062) 
Clerical -0.007 -0.139 0.247 
(-0.051) (-0.756) (1.056) 
Trades -0.248 * -0.399 * 0.198 
(-1.681) (-2.281) (0.617) 
Plant -0.172 -0.299 _ 
(-0.672) (-1.101) 
Manual 0.362 * 0.328 * 0.329 
(2.386) (1.792) (1.156) 
Agriculture -0.084 -0.015 -
(-0.208) (-0.035) 
Military -0.197 -0.403 0.314 
(-0.524) (-0.892) (0.441) 
Other 0.476 0.264 1.029 ** 
(1.208) (0.541) (1.477) 
Sample 2430 1316 1114 
Size 
Log -1305.9 -685.78 -607.01 
likelihood 
* indicates statistical significance, ot lo-l. <«i/tl 
** indicates marginal statistical significance 
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There are similarities between the Viscusi results and the estimations based on 
the ALS data, but there are marked differences which can be explained, to 
some extent, by the different age composition of the two data sets. 
There is no statistically significant difference between the male and female 
equations and using this as a criterion we should confine our attention to results 
from the total sample. However, later in the thesis a number of significant 
differences will arise between male and female results and in anticipation of 
this we focus on the estimated gender specific models. 
The significant and negative tenure coefficient is not consistent with Viscusi's 
results where tenure is found to be an insignificant determinant of job changing 
for women. 
Table 3.13 
Marginal effects of increasing tenure 
on job changing propensities (women) 
Years of tenure a[Changejobs]/a[tenure]=e(X(3)p 
1 -4.87 % 
X = 1.699 -4.55 % 
4 -3.44 % 
In our estimation, tenure in the job is the most significant determinant of job 
changing behaviour amongst 15-26 year old women. Tenure of less than one 
year has no significant impact upon job changing. 
Table 3.14 presents the probabilities associated with the significant variables 
in the female job changing model, evaluated as the average propensity of 
someone with and without the respective characteristic changing jobs. Tenure 
has a strong negative effect on the job change probability as does union 
membership and region of residence. 
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Viscusi does not report either union or regional coefficients. In our data 
women who are union members are 36 per cent less likely to change jobs than 
women who are not members of a union. Why this might be the case is not 
immediately obvious. It could be due to the protective role unions play in 
maintaining both work and award wage conditions. Or it could be an exit 
voice effect as discussed by Freeman (1980) for the U.S. and Mulvey and 
Miller (1991) for Austraha. 
Table 3.14 '' 
Significant variables associated with the probability 
of job changing within a year (females) 
Variables With 
characteristic 
Without 
characteristic 
Difference 
Qualifications 27.85 % 23.28 % + 16.41 % 
Union member 21.11 % 28.64 % -35.67 % 
City dweller 20.78 % 25.92 % -24.74 % 
Town dweller 18.99 % 26.39 % -38.97 % 
Sales 41.98 % 21.27 % +36.05 % 
Other 63.52 % 24.86 % +60.86 % 
Young women who have some form of post-school quahfication in 1985, 
either a degree, diploma or tafe certificate are significantly more likely to 
change jobs. 
Where someone lives also impacts upon the likelihood of job changing. 
Women living in cities are less likely to change jobs than women living in 
capital cities. Similarly women living in towns are 39 per cent less likely to 
The method adopted for computing the probabilities associated with 
the significant dummy variables is that outlined in Greene (1990). This 
involves evaluating the appropriate index function (XP) at O, the standard 
normal distribution. 
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change jobs than women living in capital cities. This is a very large and 
significant difference and is most likely a result of fewer alternative 
employment opportunities in smaller regional areas. 
There are not many notable differences in occupational job changing 
propensities. The most significant is that women employed in sales occupations 
are 36 per cent more likely to change jobs than women employed in processing 
or fabricating occupations. Years of schooling has a negative but insignificant 
impact upon job change propensity which is consistent with the results of 
Chapman and Prior (1986). In Viscusi's model years of schooling was 
associated with a significant increase in the likelihood of job changing amongst 
women. 
The hourly wage has an insignificant role, which contrasts with Viscusi 
(1980), Chapman and Prior (1986) and Barnes and Jones (1974). Each found 
the hourly wage to have a significant effect on job changing. The results in 
Appendix B indicate that replacing the hourly wage with the wage residual 
makes no appreciable difference. 
Amongst the youth cohort women with dependent children are more likely to 
change jobs than women without children, however this variable is not 
significant at conventional levels. Viscusi reported a negative but insignificant 
impact associated with the presence of children for women in the whole 
working age population. He also reported that a health disability had a positive 
and significant effect on job changing propensity, but we do not find a 
significant result amongst the female youth cohort. 
Viscusi found that women changed jobs more frequently than men, this is 
inconsistent with the result of Barnes and Jones (1974) and is also inconsistent 
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with our results either in the raw data or when we control for a range of 
variables. There is an insignificant coefficient on the sex variable for the 
pooled sample. 
It is not clear why our results differ so often from Viscusi's. It could be 
related to the age of the sample. His sample incorporates 15-65 year olds. It 
could be that there are differences across countries or perhaps the behaviour of 
female employees has changed over the years. 
The relevant probabilities for Australian males are presented in Table 3.15. 
Post-school qualifications are important determinants of job changing for 
Australian males in the 15-26 age group. This variable has the opposite sign to 
the education variable in Viscusi's model, where education is found to 
significantly reduce the likelihood of job changing. We find that young males 
with post-school quahfications are 19 per cent more likely to change jobs than 
those with no qualifications^® whereas years of completed tenure had an 
insignificant effect on job changing of males. 
Those respondents who are a member of a union are 37 per cent less likely to 
change jobs. The effect of union membership in promoting job attachment is 
consistent for both males and females. The tenure effects reported for males 
are similar to Viscusi's results. Tenure of less than one year (tenure 1) is 
associated with an increased probability of job changing of 24 per cent. 
We report a negative and significant coefficient on the variable controlling for 
a health disability. Those young males with a health impairment will be less 
when post-school qualifications is replaced by the seven education 
categories (Appendix C) we observe that the only category associated with a 
significantly higher propensity to change jobs than the omitted category is 
"other". The omitted category is any respondent without a post-school 
qualification. 
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likely, by a magnitude of 51 per cent, to change jobs. This again is in contrast 
to Viscusi's model where a positive and significant association is reported and 
our results are consistent for males and females. 
There was more variation by occupation for males than for females. For 
example males working in both professional and para-professional occupations 
were significantly less likely to change jobs than males employed in the 
omitted category. Men employed in trade occupations were also less likely to 
change jobs than men in processing and fabricating occupations. The one 
positive difference was with respect to manual occupations where the likelihood 
of changing jobs was significantly higher than processing and fabricating. 
Living in a rural area was associated with a significantly reduced probability 
of changing jobs which could be attributed to lack of opportunity. 
Table 3.15 
Significant variables associated with the probability of job changing 
(males) 
Variables With 
Characteristic 
Without Difference 
Qualification 26.1 % 20.9 % -1-19.5 % 
Tenure 1 25.6 % 19.3 % -^24.5 % 
Rural 15.8 % 23.4 % -47.9 % 
Professional 15.2 % 23.4 % -54.3 % 
Para-prof 13.9 % 23.2 % -65.9 % 
Manual 32.4 % 21.5 % +33.6 % 
Trade 15.1 % 26.5 % -76.0 % 
Union 
member 
18.9 % 26.1 % -37.5 % 
Health 
disability 
15.4 % 23.2 % -51.0 % 
The presence of dependent children was associated with a negative but 
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statistically insignificant effect amongst the male youth cohort. This same 
variable was significant and negative in Viscusi's model for males up to and 
greater than 65 years of age. 
The hourly wage received in 1985 was not an important determinant of job 
changing for young men and this result did not change when the wage residual 
replaced the actual wage. This result was again similar for men and women. 
Section 3.3 
Conclusions 
The ALS data reveal that job changing behaviour of males and females is 
similar in incidence and not determined by significantly different factors. This 
is in contrast to the results of Viscusi (1980) who found that women changed 
jobs more often than men. This was not the only difference. For example 
being married is not a significant determinant of job changing amongst youth 
but Viscusi shows that married men and women are significantly less likely to 
change jobs than single individuals. These differences may reflect different 
labour market conditions or institutions, or changes in behaviour (labour market 
attachment) over time. 
The conventional models of Viscusi and as applied here are important in 
providing information as to which observable characteristics, such as tenure, 
marital status and union membership, are important in determining job changing 
but there may be other factors of importance which are not observable. These 
could include innate ability and ambition, both of which are not quantifiable or 
measurable but both of which may impinge on job changing. Unobservable 
factors may also be important as they may provide further insight into the types 
of individuals most inclined to change jobs. Furthermore these omitted 
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variables may impart a bias to some of our coefficients. Technology, in terms 
of estimation techniques, has changed significantly from the early 1980's when 
Viscusi's work was undertaken and we now have access to methods which 
allow us to quantify the impact of variables not measured in the data. It may 
be possible to draw conclusions as to the impact of unmeasured ability or 
productivity in the job changing process which, in turn may provide predictions 
as to the potential bias in wage growth estimates attributable to job changing. 
An application of this new technology will be pursued in the following chapter 
where we will ascertain whether such unobservable variables are important. 
64 
CHAPTER FOUR 
WHO CHANGES JOBS? DO UNMEASURED 
CHARACTERISTICS MATTER? 
Section 4.0 
Introduction 
In the previous chapter a description of the data was provided along with an 
estimation of a conventional model of job changing. We found that men and 
women did not display significantly different propensities to change jobs. In 
this chapter we build upon this analysis to provide a fuller understanding of job 
changing behaviour, by focusing on characteristics of individuals that are 
unrecorded as well as recorded in the data. 
We fmd that based on unobserved characteristics, the behaviour of males and 
females does differ significantly. Women with the highest propensity for 
employment are found to be least inclined to change jobs and are more inclined 
to remain with the same employer. This is not the case for young men. This 
finding leads us to suggest that women are more risk averse than men with 
regard to changing jobs, and that in this sense it is less conservative women 
who exhibit the highest job changing propensity. This different result for men 
and women naturally raises the question as to whether men and women receive 
the same return for job changing, a subject to be discussed in Chapter 8. 
The estimation procedure in this chapter consists of two steps. First, we fit 
an equation to all young people to explain who is employed in 1985. Then, as 
a second step, we fit an equation to explain who has changed jobs by 1986. 
During this process we calculate an estimate of p which is the correlation 
coefficient between the errors in the equations that determine mobility and 
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employment participation. If the coefficient attached to p is positive and 
significant then those who are more likely to work in 1985 are also more likely 
to change jobs over the next year, based on their unobserved characteristics 
measured by the residuals. A positive p may suggest that those workers 
observed changing jobs are in some sense "better workers", ie more productive 
or of higher ability, given that they are also more likely to work.^' These 
"better workers" find it easier to find jobs that are better than their current 
employment. This is conditional upon accounting for other competing 
responsibilities such as children and education. 
Analogously if p is negative then those unobserved characteristics that 
influence employment are negatively related to those that influence job 
changing. One possible explanation for a negative p could be that those 
individuals who are more likely to work possess unobserved characteristics 
which give them a higher propensity to remain in the same job. They are more 
stable and employers hold out to them above average rewards in the future. 
Whether or not stability actually captures higher productivity is not clear, but it 
is an assumption made by Topel (1991). 
One rationale for our approach might be explained as follows. For the 
working population it may be that those participating in employment are more 
productive or have a comparative advantage in market work.^^ Under such 
circumstances the employment model has its underpinnings in the 
^^  This is based on the premise that the residuals capture unobserved 
ability. 
^^  For women with dependents this argument must be expanded somewhat to 
factor in this competing responsibility or second job.For young women 
the extent of such competing responsibilities is at a minimum.That is, 
between the ages of 15 and 2 6 the employment patterns of women are 
much more like those of men. 
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offered/reservation wage tradeoff. That is, those for whom the offered wage 
vJcige 
exceeds the reservationare observed to be employed. The testable hypothesis 
would be that the greater the gap between the offered and the reservation wage 
the more likely an individual is to be employed and the more likely that 
individual is not to change a job. 
As a significant proportion of those not employed, in this age group, will be 
investing in education the above offered wage argument might be inappropriate, 
or at least need to be modified. Those not employed may be younger or full-
time students who are investing to obtain higher wages in the future, rather than 
unemployed or out of the labour market. We can accommodate this point 
however by controlling for age and the proportion of respondents still acquiring 
post-school education. Under these circumstances the offered wage-reservation 
wage model could again be applied. 
Section 4.1 
A discussion of the problem: 
There are three equations of interest which determine (i) the offered wage, (ii) 
participation in employment and (iii) job changing. The offered wage equation 
can be written as: 
W° = X.|3 + (1) 
where is the offered wage, X^  are the observed characteristics of the 
individual that determine the level of the offered wage and |a, are the residuals. 
HI consists of at least two components: 
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= + ei ( la) 
One component is purely random, E-, the other, r|i captures individual specific 
effects which enhance productivity and measure the likelihood of the offered 
wage exceeding the reservation wage. These individual specific effects would 
include factors such as innate ability, communication skills and ambition. If 
the offered wage exceeds the reservation wage, W^, then the individual will be 
employed, which gives: 
P- = Xi(3 + (2) 
l^ i = Tlw,, + Ew,, (2a) 
where is the probability associated with observing individual i in 
employment. The residuals in the offered wage equation in this model are the 
same as the residuals in the employment equation, given: 
W°. > W'i, where W'j is the reservation wage. 
If there is significant correlation between employment and job changing 
probabilities, based on unobservables, then estimated coefficients in the job 
changing equation which ignore this interdependence will be inconsistent and 
inefficient. Further, if sorting into employment is found to occur on the basis 
of unobserved characteristics, then a wage equation estimating the returns to job 
changing will suffer from omitted variable bias. 
The final equation, which determines job changing is written as 
F^, = + (3) 
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If F^j > 0 then the respondent is observed to change jobs. j can be 
considered to have at least two components in the same manner as the other 
residuals: 
Mcj, = Tlcj., + ecj,i (3a) 
a random component , and an individual specific component rj^j j. 
We apply a bivariate probit with sample selection which has been used in 
other work such as Bingley et al (1991) and Murray (1992)^^ and is discussed 
in Greene (1990). 
p is the correlation between in (2a) and [i^ j j in (3a). 
As we are primarily interested in gender differences we will undertake the 
analysis separately for males and females in the following sections. 
Section 4.2 
An Analysis of female job changing: 
Table 4.1 presents the means of the dependent and independent variables. 
These data were discussed in detail in Chapter 3. 
^^  Murray finds that unobservable factors that influence employment are 
strongly and positively correlated with unobservable factors influencing the 
decision to work full-time. 
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Table 4.1 
Means (Standard Deviations) Females 
Variable 
Change jobs (%) 26.50 
Work 1985 (%) 69.39 
Completed School (years) 10.93 
(1.02) 
Qualifications (%) 38.42 
Currently studying (%) 30.97 
Part-time (%) (<30 hours) 11.77 
Age 1985 (years) 20.51 
(2.75) 
Wage 1985 ($/hour) $6.22/hr 
($1.50) 
Tenure 1985 (years) 1.71 
(1.81) 
Experience (years) 
(Age-years school-5) 
3.078 
(1.850) 
Government job (%) 29.49 
Over-time (%) 27.94 
Married (%) 20.57 
Number dependent children 0.182 
Superannuation (%) 24.19 
Fringe benefit (%) 54.85 
Promotion (%) 44.24 
Union Member (%) 46.96 
Trained at work (%) 35.96 
Trained new skill (%) 55.63 
Capital City (%) 58.05 
City (%) 17.59 
Town (%) 17.77 
Rural (%) 6.10 
AUS/NZ (%) 88.78 
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UK/IR/NA (%) 6.64 
Bom elsewhere (%) 4.62 
Approximately 69 per cent of the female sample were employed in 1985 and 
26 per cent had voluntarily changed jobs by 1986. Of those not employed in 
1985, approximately one third are participating in post-school education. 
Table 4.2 
Proportion working and studying ( fefnales) 
Work 1985 Not working 
TOTAL 
Studying 
1985 
221 (28.59%) 124 (36.36%) 345 
Not 
studying 
552 (71.41%) 217 (63.64%) 769 
TOTAL 773 (100.0%) 341 (100.0%) 1114 
Column 1 of Table 4.3 presents the employment participation estimates. The 
dependent variable takes the value one if the respondent is employed in 1985 
and zero otherwise. Column (ii) presents the job changing equation. 
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Table 4.3 
Bivariate Probit With Sample Selection (females) 
Variable Participation 
in employment 
1985 (i) 
Job change in 
next 12 months 
(ii) 
Constant -0.606 
(-1.112) 
0.894 ** 
(1.547) 
Years School 0.134 * 
(3.377) 
-0.067 ** 
(-1.418) 
Qualifications 
1985 
0.016 
(0.172) 
0.060 
(0.620) 
Currently study 
1985 
-0.369 * 
(-3.991) 
Age 1985 0.002 
(0.123) 
City -0.042 
(-0.409) 
Town -0.230 * 
(-2.149) 
Rural -0.185 
(-1.102) 
AUST/NZ -0.067 
(-0.400) 
UK/IR/NA -0.046 
(-0.212) 
Married -0.212 * 
(-1.954) 
-0.126 
(-0.904) 
Dependent kids -0.463 * 
(-7.540) 
0.360 * 
(3.118) 
Wage85 0.010 
(0.080) 
Part-time -0.006 
(-0.042) 
Tenure -0.067 * 
(-2.224) 
Government Job -0.205 * 
(-1.757) 
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Over-time -0.196 * 
(-1.930) 
Superannuation -0.228 * 
(-1.842) 
Fringe Benefits -0.0007 
(-0.001) 
Promotion -0.083 
(-0.953) 
Union member -0.081 
(-0.939) 
Training at 
work 
-0.056 
(-0.613) 
Training new 
skill 
-0.078 
(-0.870) 
Log likelihood -1067.9 
Sample size 1114 773 
Pw,cj = c^j.,) -0.777 
(-3.894) 
(t-statistics in parentheses) 
* indicates statistical significance 
** indicates marginal statistical significance 
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The most important determinants of employment for women are years of 
schooling, being married, the presence of dependent children, living in a town 
and current education status (column (i)). Being married and responsible for 
children decreases the likelihood of employment, years of schooling completed 
has the opposite effect. Living in a town, relative to a capital city, reduces the 
likelihood of being employed. Being enrolled in study in 1985 significantly 
decreases the likelihood of employment. The coefficient on age is positive but 
not statistically significant. Employment was not found to depend on country 
of birth. 
The job changing model is presented in column (ii) of Table 4.3. The fact 
that p is significant indicates that there will be some differences between the 
coefficients in this equation and that in Chapter 3 where selectivity was not 
accounted for. Years of schooling is a marginally significant deterrent to 
changing jobs for women, though this is not true of post-school qualifications. 
The hourly wage in the 1985 job displays a positive sign but is also not 
significant. 
Married women are not less likely to change jobs, ceteris paribus. The 
number of dependent children was found to significantly increase the 
probability of job changing of women. This is a result which contrasts with the 
findings of Viscusi (1980). 
The impact of being a part-time worker was to reduce the likelihood of 
changing jobs but not by a statistically significant amount. The likelihood of 
changing jobs is reduced for women who work in the government sector, have 
access to over-time at work and who are participating in a superannuation 
scheme. 
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The average number of years spent in the 1985 job is 1.71 years. We find 
that conditional on employment, the probability of changing jobs decreases 
significantly as years of tenure increase. Chapman and Prior (1986) also report 
very strong negative tenure effects for both males and females in their job 
changing models. 
Other variables which may influence the costs and benefits of job changing, 
but which appear to be statistically insignificant are training at the place of 
work, fringe benefits, promotion opportunities and union membership. 
The most important observable characteristics in this model of female job 
changing are the presence of dependent children, years of tenure in the job, 
superannuation, sector of employment, over-time and being married. 
There is a negative and significant value of the correlation coefficient 
between the unobserved factors determining employment (li^j) and the 
unobserved factors determining job changing ,). 
If we accept the underlying premise of the Heckman (1979) participation 
model, which is that those individuals employed are those with the greatest 
aptitude for market work, then this result suggests that those same individuals 
would be less inclined to change jobs. Women who are more disposed to 
market work are more likely to exhibit stability in employer choice, perhaps 
reflecting a better job match. An alternative explanation for this finding which 
seems unlikely perhaps would be that women with greater aptitude for 
employment are more risk averse than other women and this conservatism is 
reflected in their job changing propensity. 
^^  The estimated coefficient has a value of -0.777 with a corresponding 
t-statistic of -3.894. 
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This finding is consistent with Fhnn (1986) who finds that the workers most 
likely to change jobs are those with relatively low productivity and wages and 
are drawn from those least likely to be employed. 
Topel (1991) reaches a similar conclusion and states that: 
"Yet an alternative rationale for the positive relationship between job tenure 
and wages is that worker's unobserved productivities are negatively related to 
mobility. For example, more able (high-wage) persons may change jobs less 
often, so tenure and wages will be positively related in survey data." 
Section 4.3 
An Analysis of male job changing: 
The means and standard deviations for all variables are presented in Table 
4.4. There are some gender differences in average values. 
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Table 4.4 
Means (Standard Deviations) Males 
Variable 
Job changing (%) 25.24 
Working 1985 (%) 71.05 
Completed School (years) 10.88 
(1.02) 
Qualifications (%) 35.18 
Currently studying (%) 30.09 
Part time (%) (<30 hours) 13.79 
Age 1985 (years) 20.74 
(2.76) 
Wage 1985 ($/hour) $6.30/hr 
($1.54) 
Tenure 1985 (years) 2.03 
(2.09) 
Experience (years) 
(Age-years school-5) 
3.39 
(1.98) 
Government job (%) 24.27 
Over-time (%) 43.95 
Married (%) 17.75 
Number dependent children 0.17 
Superannuation (%) 38.82 
Fringe benefit (%) 66.09 
Promotion (%) 52.40 
Union Member (%) 43.52 
Trained at work (%) 32.94 
Trained new skill (%) 60.86 
Capital City (%) 56.38 
City (%) 19.22 
Town (%) 17.25 
Rural (%) 6.91 
AUS/NZ (%) 89.44 
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UK/IR/NA (%) 5.32 
Bom elsewhere (%) 5.43 
A slightly higher proportion of males participate in employment than women. 
Slightly fewer men have post-school qualifications than women and the average 
number of years of schooling, at 10.9 years, is also marginally lower than that 
of females. 30 per cent of the sample is studying either full or part-time or 
undertaking an apprenticeship. 
Table 4.5 
Proportion working and studying ( m o l e s t 
Work 1985 Not working TOTAL 
Studying 
1985 
276 (29.52%) 120 (31.49%) 396 
Not 
studying 
659 (70.48%) 261 (68.50%) 920 
TOTAL 935 (100%) 381 (100%) 1316 
Slightly more men (13.79 per cent) report working part-time defined as fewer 
than 30 hours per week. Males have slightly longer tenure and there is a 
markedly higher proportion of men with superannuation (39 per cent versus 24 
per cent), fringe benefits (66 per cent versus 54 per cent) and access to over-
time (44 per cent versus 28 per cent). Fewer men are married (18 per cent 
versus 21 per cent) or work in the government sector (24 per cent versus 29 per 
cent). The proportion of men receiving some form of training in their job is 
comparable to the proportion of women. 
The average hourly wage is slightly higher for males, at $6.30 per hour, 
compared to $6.22 per hour. The average age of men in the sample is 20.75 
years and is marginally higher than women by approximately 3 months. 
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Table 4.6 
Bivariate Probit with Sample Selection (males) 
Variables Participation 
in employment 
1985 (i) 
Job Change in 
next 12 months 
(ii) 
Constant -0.630 
(-1.107) 
0.122 
(0.154) 
Schooling 0.152 * 
(3.828) 
-0.036 
(-0.634) 
Qualifications 
1985 
-0.070 
(-0.819) 
0.057 
(0.554) 
Currently study 
1985 
-0.319 * 
(-3.482) 
Age 1985 -0.023 
(-1.386) 
Married 0.158 ** 
(1.427) 
0.043 
(0.324) 
Dependent kids -0.546 * 
(-7.101) 
0.112 
(0.600) 
City -0.155 ** 
(-1.587) 
Town -0.221 * 
(-2.124) 
Rural -0.167 
(-1.094) 
AUST/NZ 0.309 * 
(1.925) 
UK/IR/NA 0.371 ** 
(1.642) 
Wage 1985 0.237 * 
(1.968) 
Part-time 0.197 ** 
(1.454) 
Tenure -0.031 
(-1.201) 
Government job -0.287 * 
(-2.205) 
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Over-time -0.175 * 
(-1.798) 
Superannuation -0.376 * 
(-3.462) 
Fringe Benefits -0.157 ** 
(-1.583) 
Promotion -0.212 * 
(-2.192) 
Union member -0.028 
(-0.284) 
Training at work -0.072 
(-0.633) 
Training new skill -0.342 * 
(-3.377) 
Log likelihood -1233.5 
Sample Size 1316 935 
PW,cj = P(|^.PMCJ,) - 0 . 2 8 2 
( - 0 . 6 1 5 ) 
(t-statistics in parentheses) 
* indicates statistical significance 
** indicates marginal statistical significance 
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The results are presented in Table 4.6. The probability of employment is 
strongly linked to the level of schooling completed, with more educated men 
being more likely to participate in employment (column (i)). However 
currently undertaking study has a negative effect on employment. These results 
are similar to those found for women. 
Being married is a strong deterrent to employment amongst women but this is 
not replicated for males where to be married has a positive, and marginally 
significant role (t= 1.427). The presence of dependent children acts to diminish 
the probability of employment. This is not intuitively appealing and would be 
considered unusual in most analyses of cross-section data. One possible 
explanation for such a strong effect may be that the cell size is unusually small, 
however 258 members of the total sample report the presence of dependent 
children so this explanation does not seem plausible. 
Unlike the female results there are quite strong regional and birthplace effects 
associated with employment for males. For example men residing in cities and 
towns have a significantly lower probability of employment than men residing 
in capital cities. Males bom in either Australia, New Zealand, the United 
Kingdom, Ireland or North America are more likely to participate in 
employment than males bom in non-english speaking countries but now 
residing in Australia. There does not appear to be any obvious reason for this 
gender difference. One interpretation is that whilst lack of proficiency in 
english does not pose a serious deterrent to employment for women it does for 
males. This could be partially explained by the occupational distribution of 
women, but seems unlikely. 
The job change estimates are listed in column (ii) of Table 4.6. Years of 
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schooling and post-school qualifications are insignificant which is consistent 
with the results for males, of Chapman and Prior (1986) and Barnes and Jones 
(1974). 
Being employed part-time increases the likelihood of changing jobs for males. 
This part-time effect was not observed for women. Tenure in the 1985 job is 
not significant and does not appear to play a large role in the job changing 
framework. This is not consistent with the above studies where tenure is a 
major deterrent to job changing. However the data indicate that those factors 
included to control for job characteristics are important. 
Participation in a superannuation scheme, access to over-time, promotion 
opportunities, fringe benefits, training that develops new skills and working in 
the government sector are all associated with a significant reduction in the 
probability of job changing. 
p, which measures the correlation between unobservable characteristics is 
insignificant (m^ j, licj.,)-^ ^ The sign of p is negative. Whilst insignificant this 
result is consistent with the predictions of the literature and consistent with our 
results for females which is that more productive or high ability workers are 
more stable in job choice, ie less likely to change jobs. Those young men who 
change one job for another are not a select group of those working. 
Section 4.4 
Conclusions 
Bivariate probit is used to test whether the unobservable characteristics 
motivating employment (m,,), and those motivating job changing (|i^j,) are 
^^  We find an estimated coefficent of -0.282 with a corresponding 
t-statistic of -0.615. 
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correlated. On reading the literature, it became evident that such bias was the 
focus of research, Beggs and Chapman (1988), Topel (1991) and Weiss (1984). 
There is some evidence to support this hypothesis in the case of Australian 
youth. In the case of women we find that job changing does depend on 
characteristics not measured in the data. Those women more disposed to, or 
with greater aptitude for, market work are less inclined to change jobs. This is 
consistent with Topel (1991) and Flinn (1986). A similar association is found 
for males but it not statistically significant. We interpret this to be a difference 
in male and female behaviour. 
This is an interesting result for one reason. In Chapter 3 we reported that the 
incidence and motivation for job changing, based on observable characteristics, 
was not different for men and women. Whilst this remains true we now know 
that job changing propensity of men and women does vary significantly 
according to characteristics not observed in the data. One interpretation of the 
results is that higher "abihty" women may be less inclined to change jobs, or 
analogously more likely to stay with the same employer, due to risk aversion, 
whereas for men job changing was independent of "ability". 
An interesting avenue for future research would be to establish why young 
males and females exhibit differences in this regard. 
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CHAPTER FIVE 
DISCONTINUOUS EMPLOYMENT; 
WHAT ARE THE KEY FACTORS? 
Section 5.0 
Introduction 
In the previous two chapters we examined the incidence and motivation for 
job changing amongst young males and females in Australia. In this and the 
following chapter, the focus of our analysis is mobility that results in the 
respondent leaving employment, which we will refer to as discontinuous 
employment. Unlike job changing there are significant differences in the 
incidence of discontinuous employment by gender. Discontinuous employment 
is important in the context of this thesis as it has implications for on-the-job 
training (and other job related factors such as promotion, superannuation, fringe 
benefits), which have implications for wage levels and the rate at which wages 
grow over time. 
The research of this chapter indicates that women in the youth labour market 
are more than twice as likely to experience discontinuous employment than 
men, but that most of this difference in propensities is unexplained. One 
interpretation of the unexplained difference is that women have different 
"preferences" than men which are expressed through different employment 
commitment. However Corcoran (1982) indicates that assigning different 
outcomes to "preferences" may simply be another way of expressing 
discrimination. 
Discontinuous employment has several consequences, the most obvious of 
which is an immediate loss of earnings. Other implications include lost returns 
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to seniority, training opportunities, promotion opportunities, fringe benefits and 
superannuation, and potentially the depreciation of existing skills. All these 
factors can be seen to have quite serious implications for wage growth. 
Significantly more women experience discontinuous employment than men, 
even amongst this young age group. 
If discontinuous employment has been anticipated and planned for, this may 
have implications for the amount and types of human capital acquired in 
previous time periods which will have a further compounding influence on 
wage outcomes. This will be examined in Chapter 7. 
Barnes and Jones (1974) whose contribution to the literature was discussed in 
Chapters 2 and 3, address similar issues that are of interest to us and 
distinguish between job changes and moves out of employment. They suggest 
that the unequal distribution of home duties and the implications that this has 
for womens' "exit" rates from employment is the reason that women are 
attributed with "quit" rates that far exceed male "quit" rates. They find, 
however that when the mobility decisions are separated men exhibit higher job 
changing rates than women, but, as expected more women move from 
employment to not employed. If an aggregate mobility measure was used it 
would provide an incorrect picture of the role of gender. From the individual 
employers view point women exhibit employment stability equal to or greater 
than men. 
This chapter in conjunction with Chapters 3 and 4 will help illuminate why 
the division of total labour mobility into its two components, that is changing 
jobs and leaving employment, is an important undertaking, especially from the 
point of view of gender. 
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Section 5.1 
Data 
We know from Chapter 3 that approximately 37 per cent of workers in the 
youth labour market leave their job each year. Of this number, one third move 
from employed to not employed. 
Choosing to leave employment is a significant phenomenon amongst 15-26 
year olds involving around 11 per cent of women and 6 per cent of men per 
annum. One striking feature of Table 5.1, which hsts the reasons for 
employment separation, is the similarity between the numbers of males and 
females in each category. With the obvious exception of pregnancy there are 
no major differences, with slightly more women leaving employment to study 
and slightly more women being sacked or retrenched. 
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Table 5.1 
Reason left employment (1985-1986) 
Reason left 
employment 
Males Females Total 
Holiday job 3 3 6 
Temporary 
job 
12 12 24 
Dissatisfied 36 35 71 
Sick/Disabled 15 11 26 
Pregnant 0 45 45 
Mind child/ 
family 
5 2 7 
Move 13 10 23 
Study 22 37 59 
Search for 
Better job 
17 13 30 
Sacked/layed 
off 
43 52 95 
TOTAL 166 220 386 
The reasons most commonly reported for leaving employment are; being 
sacked, retrenched or layed off, dissatisfaction with the job, leaving 
employment to have a child, study or searching for a better job. These five 
categories account for the majority of all changes. The analysis in this chapter 
is restricted to voluntary reasons for discontinuous employment, thus the last 
category of "Sacked/layed o f f is omitted. 
It is of some interest to ask whether labour force participation of our age 
group differ significantly from that of the 15-64 year olds. An examination of 
Australian Bureau of Statistics figures for all civilians older than 15 reveals the 
number of people in each of the employed, unemployed and out of the labour 
87 
force (OLF) categories, for the working population aged 15-64 is very similar 
to that of our age group in the case of males. In our youth sample 71 per cent 
of males work the remaining 29 per cent are unemployed or out of the labour 
market, a significant proportion of these are enrolled in education. The 
participation rates of the youth labour market are almost identical to the 
aggregate representing all males. 
Table 5.2 
Labour force status 
15-26 
males 
1985 (ALS) 
All males 
1985 
(ABS) 
All males 
1986 (ABS) 
Employed 71.00 70.54 70.25 
Unemployed / 
out of the 
labour market 
29.00 29.45 29.75 
Source: ABS, Persons not in the Labour Force Australia, Sept 1986. Nos 6220.0. 
The data, however, indicate a significantly different pattern for women (Table 
5.3). There is about 46 per cent of all working aged women in the labour 
market at any point in time, including employed and unemployed, with the 
remainder being out-of-the-labour market. The very large proportion of women 
in the 15-64 year old category who are out-of-the-labour market at any point in 
time reflects the extent to which "home duties" are a female occupation, and 
possibly the earlier retirement age of women. From the ALS 69 per cent of 15-
26 year old women work, the remaining 31 per cent are unemployed or out of 
the labour market. The labour force participation rate of young women is very 
close to that of males. 
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Table 5.3 
Labour Force Status 
15-26 
females 
1985 (ALS) 
All 
females 
1985 
(ABS) 
All females 
1986 (ABS) 
Employed 69.00 42.96 44.55 
Unemployed / 
out of 
the labour 
market 
31.00 57.03 55.44 
We now present a series of cross tabulations to gain some understanding of 
the general characteristics associated with discontinuous employment. 
First, women are more than twice as likely to leave employment than men 
(Table 5.4). 
Table 5.4 
Discontinuous employment by sex 
Sex Total Left 
employment 
Yes 
Left 
employment 
No 
Male 1393 77 (5.5%) 1316 (94.5%) 
Female 1257 143 (11.4%) 1114 (88.6%) 
Many authors, Becker (1985), Blakemore and Low (1984) and Polachek 
(1975) hypothesise that discontinuous employment is closely correlated with 
education and this is also true of young Australian women. The incidence of 
discontinuous employment decreases as years of school increases, from 8.3 per 
cent for between six and eight years of school, to 7.9 per cent for between 
eleven and twelve or more years of school. The probability of discontinuous 
employment is also less for those with post-school qualifications (Table 5.6). 
89 
Table 5.5 
Discontinuous employment by schooling 
Years 
School 
Total Left employment 
Yes 
Left employment 
No 
6 or less 
to 8 
48 4 (8.3%) 44 (91.7%) 
9 - 10 1117 98 (8.8%) 1019 (91.2%) 
11 - 12 
or more 
1485 118 (7.9%) 1367 (92.1%) 
Table 5.6 
Discontinuous employment by post-school qualification 
Qualification Total Left 
employment 
Yes 
Left 
employment 
No 
With 962 60 (6.2%) 902 (93.8%) 
Without 1688 160 (9.5%) 1528 (90.5%) 
The relationship between discontinuous employment and post-school 
qualifications differs from that observed between education and job changing, 
where the impact of education was ambiguous. 
As tenure increases the propensity to leave employment decreases, possibly 
because tenure is closely linked with on-the-job training, promotion 
opportunities and returns to seniority (Table 5.7). This relationship is 
comparable to the impact of tenure on job changing. 
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Table 5.7 
Discontinuous employment by years of tenure 
Years Tenure Total Left 
employment 
Yes 
Left 
employment 
No 
0 - 2 1636 164 (10.0%) 1472 (90.0%) 
2 - 4 499 32 (6.4%) 467 (93.6%) 
4 - 6 331 17 (5.1%) 314 (94.9%) 
6 - 10 184 7 (3.8%) 177 (96.2%) 
Discontinuous employment peaks between zero and two years of tenure, at 10.0 
per cent, but reduces to 3.8 per cent for tenure between six and ten years. 
The following two tables present the likelihood of discontinuous employment 
by training received at the place of work and by training that develops new 
skills. 
Table 5.8 
Discontinuous employment by training at work 
Training Total Left employment 
Yes 
Left employment 
No 
With 871 43 (4.9%) 828 (95.1%) 
Without 1779 177 (9.9%) 1602 (90.1%) 
Table 5.9 
Discontinuous employment by training in new skills 
Training Total Left employment 
Yes 
Left 
employment 
No 
With 1497 100 (6.7%) 1397 (93.3%) 
Without 1153 120 (10.4%) 1033 (89.6%) 
Table 5.9 indicates that discontinuous employment is lower if training in new 
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skills has been undertaken, at 6.7 per cent compared to 10.4 per cent, and is 
also lower if training is received at work. 
Table 5.10 
Discontinuous employment by presence of dependent children 
Number 
Dependent 
Children 
Left employment 
Yes 
Left employment 
No 
0 190 (8.2%) 2136 (91.8%) 
1 - 2 19 (9.0%) 191 (91.0%) 
2 - 5 11 (9.6)) 103 (90.4%) 
The presence of between one and two children increases the probability of 
discontinuous employment marginally from that exhibited by individuals with 
no children, from 8.2 per cent to 9.0 per cent. Increasing the number of 
dependent children to between 2 and 5 again increases the likelihood of 
discontinuous employment to 9.6 per cent. 
Table 5.11 indicates that individuals who are married or who possess a health 
disability are more likely to leave employment. However union members are 
less likely to experience discontinuous employment. 
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Table 5.11 
Married Total Left 
employment 
Yes 
Left 
employment 
No 
Yes 539 62 (11.5%) 477 (88.5%) 
No 2111 158 (7.5%) 1953 (92.5%) 
Health 
disability 
Total Left 
employment 
Yes 
Left 
employment 
No 
Yes 143 14 (9.8%) 129 (90.2%) 
No 2507 206 (8.2%) 2301 (91.8%) 
Union 
member 
Total Left 
employment 
Yes 
Left 
employment 
No 
Yes 1176 72 (6.1%) 1104 (93.9%) 
No 1474 148 (10.0%) 1326 (90.0%) 
Finally, other job characteristics such as; superannuation, fringe benefits, 
promotion opportunities, over-time, sector of employment and part-time work 
status also affect discontinuous employment in the way that might be expected 
(Table 5.12). 
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Table 5.12 
Discontinuous employment and job characteristics 
Superannuation Total Left 
employment 
Yes 
Left 
employment 
No 
With 817 34 (4.2%) 783 (95.8%) 
Without 1833 186 (10.1%) 1647 (89.9%) 
Fringe Benefits Total Left 
employment 
Yes 
Left 
employment 
No 
With 1580 108 (6.8%) 1472 (93.2%) 
Without 1070 112 (10.5%) 958 (89.5%) 
Promotion 
opportunities 
Total Left 
employment 
Yes 
Left 
employment 
No 
With 1269 67 (5.3%) 1202 (94.7%) 
Without 1381 153 (11.1%) 1228 (88.9%) 
Part-time work Total Left 
employment 
Yes 
Left 
employment 
No 
With 237 17 (7.2%) 220 (92.8%) 
Without 2413 203 (8.4%) 2210 (91.6%) 
Government Total Left 
employment 
Yes 
Left 
employment 
No 
With 710 44 (6.2%) 666 (93.8%) 
Without 1940 176 (9.1%) 1764 (90.9%) 
Over-time Total Left 
employment 
Yes 
Left 
employment 
No 
With 938 64 (6.8%) 874 (93.2%) 
Without 1712 156 (9.1%) 1556 (90.9%) 
Each job characteristics is associated with a decreased propensity for 
discontinuous employment. Many of these factors such as over-time, fringe 
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benefits and promotion opportunities can be directly linked to increasing the 
opportunity cost of leaving employment. 
In the following section we estimate a conventional model of discontinuous 
employment to observe how these factors interact, and act individually, to 
influence the likelihood of discontinuous employment. Regression analysis 
allows us to calculate the marginal impact of each variable on the final 
outcome. 
Section 5.2 
Conventionai Analysis 
Table 5.13 contains the univariate probit results for each of the pooled, 
female and male samples. It is evident from the coefficient on the variable 
"male" that young males have a significantly lower propensity to leave 
employment than young women. Lewis and Shorten (1992) arrive at a similar 
conclusion and find that young women are less likely to have participated 
continuously compared to young men. 
The following likelihood ratio test indicates that the coefficients in the female 
and male models are significantly different. The test statistic is calculated as: 
-2(Lp - L^), where L^ is the sum of the likelihood ratio statistic for males and 
females, and Lp is the statistic from the pooled regression. The value of the 
test statistic is 43.92 which can be compared to the critical value of 31.41. 
Thus the null hypothesis of equal coefficients is rejected. 
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Table 5.13 
Univariate probit of discontinuous employment 
Variables Pooled Female Male 
Constant -0.704 ** 
(-1.633) 
-0.773 
(-1.360) 
-1.072 ** 
(-1.536) 
Male -0.299 * 
(-3.831) 
School -0.006 
(-0.175) 
-0.003 
(-0.069) 
-0.010 
(-0.180) 
Post-school 
Qualification 
-0.243 * 
(-2.893) 
-0.181 * 
(-1.670) 
-0.306 * 
(-2.103) 
Wage 1985 0.034 
(0.343) 
0.064 
(0.047) 
0.149 
(0.959) 
Part-time -0.047 
(-0.347) 
-0.542 * 
(-2.168) 
0.261** 
(1.516) 
Married 0.316 * 
(3.459) 
0.639 * 
(4.864) 
-0.327 ** 
(-1.528) 
Kids -0.004 
(-0.050) 
-0.071 
(-0.742) 
0.151 ** 
(1.400) 
Health 
disability 
0.054 
(0.339) 
0.212 
(1.066) 
-0.239 
(-0.839) 
Government 
job 
-0.074 
(-0.739) 
-0.209 ** 
(-1.575) 
0.076 
(0.477) 
Tenure -0.062 * 
(-2.561) 
-0.060 * 
(-1.888) 
-0.085 * 
(-2.031) 
City -0.053 
(-0.530) 
-0.037 
(-0.278) 
-0.111 
(-0.686) 
Town -0.012 
(-0.125) 
-0.004 
(-0.032) 
0.043 
(0.272) 
Rural -0.312 * 
(-1.785) 
-0.254 
(-1.098) 
-0.376 
(-1.326) 
Superannuatio 
n 
-0.156** 
(-1.476) 
0.037 
(0.250) 
-0.264 ** 
(-1.627) 
Promotion -0.241 * 
(-3.005) 
-0.311 * 
(-2.807) 
-0.147 
(-1.191) 
Fringe benefit -0.151 * 
(-1.964) 
-0.140 
(-1.362) 
-0.202 ** 
(-1.646) 
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Training at 
work 
-0.172 * 
(-1.825) 
-0.271 * 
(-2.186) 
-0.094 
(-0.610) 
Training 
new skill 
-0.069 
(-0.882) 
-0.063 
(-0.595) 
-0.066 
(-0.517) 
Over-time -0.075 
(-0.907) 
0.093 
(0.839) 
-0.201 ** 
(-1.568) 
Sample size 2650 1257 1393 
Log 
likelihood 
-699.99 -409.67 -268.36 
indicates statistical 
** indicates marginal 
significance 
statistical significance 
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The average probability of a young women leaving employment is 11.4 per 
cent. This probability is influenced by several factors which are presented in 
Table 5.14. For example women with post-school qualifications were 27 per 
cent less likely to leave employment than women without post-school 
qualifications. Full-time workers are 65 per cent more likely to leave 
employment than part-time workers. Married women are 145 per cent more 
likely to leave employment than single women. Working in the government 
was associated with a reduction in probability of 31.68 per cent. 
Promotion opportunities were associated with a reduction in probability of 42 
per cent. Women who received training at their place of work were 39 per cent 
less likely to leave employment than women who did not receive training at 
work. 
Table 5.14 
Significant variables associated with the probability 
of discontinuous employment (females) 
Variables With 
characteristic 
Without 
characteristic 
Difference 
(%) 
Qualifications 7.7 % 10.6 % -27.8 % 
Government 12 % 10.5 % -31.7 % 
Part-time 3.5 % 10.1 % -65.7 % 
Promotion 6.8 % 11.8 % -42.0 % 
Training at 
work 
6.8 % 11.1 % -38.9 % 
Married 18.2 % 7.4 % + \45.0 % 
As years of tenure in the workplace increased the probability of a female 
leaving employment declined (Table 5.15). 
98 
Table 5.15 
Marginal effects of increasing tenure (females) 
Years of tenure 9[Leave-emp]/a[tenure]=e(Xp)(3 
1 -1.28 % 
X = 1.662 -1.02 % 
2 -0.98 % 
The marginal effect on the probabiUty of discontinuous employment, of 
increasing tenure by one year when evaluated at the mean, is -1.02 per cent. 
This declines to -0.98 per cent when evaluated at 2 years of tenure. 
Table 5.16 presents the statistically significant variables from the male 
equation. There are some interesting differences between the results for women 
and the results for men. For example, being married decreased, by 52 per cent, 
the probability of a male leaving employment. However the presence of 
dependent children increased the likelihood of a male leaving employment. 
The marginal effects associated with dependent children are presented in Table 
5.18. 
Males who had post-school qualifications were 49 per cent less likely to leave 
employment than men without such qualifications. This difference is almost 
twice as large as for women. 
Access to regular over-time decreased the probability of leaving employment 
by 35 per cent, fringe benefits decreased the probability by 35 per cent, 
superannuation decreased the probability by 44 per cent and finally union 
membership decreased the probability by 35 per cent. 
The only factor that significantly increased the likelihood of a male leaving 
employment was working part-time, compared to full-time. Males working 
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part-time were 42 per cent more likely to leave employment than males 
working full-time. 
Table 5.16 
Significant variables associated 
with the probability of discontinuous employment 
Variables With 
characteristic 
Without 
characteristic 
Difference 
Qualifications 2.5 % 4.9 % -49.1 % 
Union member 3.1 % 4.7 % -34.6 % 
Part-time 6.3 % 3.7 % +41.8 % 
Superannuation 2.7 % 4.8 % -44.1 % 
Fringe benefits 3.4 % 5.2 % -35.1 % 
Over-time 3.0 % 4.70 % -35.5 % 
Married 2.1 % 4.4 % -52.2 % 
In Table 5.17 we present the marginal effects associated with increasing 
tenure by one year evaluated at different levels of tenure. The marginal effects 
for males are slightly smaller than those for females. 
Table 5.17 
Marginal effects of increasing tenure (males) 
Years of tenure a[Leave-emp]/a[tenure]=e(XP)p 
1 -0.80 % 
X = 2.039 -0.72 % 
2 -0.51 % 
The other significant continuous variable for males was the presence of 
dependent children, which increased the likelihood of discontinuous 
participation. The marginal effects associated with increasing the number of 
dependent children is presented in Table 5.18. 
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Table 5.18 
Marginal effects of increasing number of children 
Number 
children 
a[Leave-emp]/a[kids]=e(XP)P 
X = 0.169 1.28 % 
1 1.57 % 
2 1.98 % 
Section 5.3 
Decomposition of the gender difference in discontinuous employment: 
As there is statistically different behaviour between men and women it is of 
some interest to decompose the total difference in the propensity of males and 
females to leave employment, and determine how much is due to different 
endowments and how much is unexplained, or attributable to different 
coefficients. 
In the case of limited dependent variable models an appropriate 
decomposition method has been advanced by Farber (1990). This 
decomposition is analogous to that developed by Oaxaca (1973) for Ordinary 
Least Squares. 
The total differential in rates of discontinuous employment can be written as: 
P(XfB') - (1) 
where is equal to the index function, X^ P*^  evaluated at the standard 
normal distribution, O. Similarly for P(X'^p'"). 
The total difference, defined in (1) can be decomposed into two parts, an 
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The total difference, defined in (1) can be decomposed into two parts, an 
endowment effect which allows the endowments to vary whilst holding the 
coefficients constant: 
- (2) 
Where PCX^P"") is equal to the probability calculated using female 
endowments and male coefficients, and is written as: 
P(Xf(3'") = l/nfEOCX'p'") (3) 
The coefficient effect allows the coefficients to vary whilst holding 
endowments constant and is written as: 
P(Xf(3') - PCX'p'") (4) 
The following table presents the components of the Farber decomposition. 
Table 5.19 
Farber Decomposition 
Total effect: - P C X ^ ) 5.52 pp 
(100.00%) 
Coefficient effect: PCX^P') - PCX^P") 4.62 pp 
(83.69%) 
Endowment effect: PCX^p") - PCX^P") 0.89 pp 
(16.30%) 
The total gender difference in the propensity to leave employment is 5.52 
percentage points. This differential is almost entirely due to the different 
coefficients of men and women. If we gave women the coefficients of men, 
their predicted probability would fall by 4.62 percentage points, to closely 
approximate that of males. 
The endowment or "characteristic" effect indicates that if men were given the 
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endowment vector of women their predicted probability would increase by 
0.899 percentage points. 
Thus it does not appear to be the endowments, or observable characteristics, 
of women that are the major determinant of their higher rate of leaving 
employment. Whilst these characteristics do contribute to the higher rate of 
discontinuous employment they are not the major determinant. 
The major determinant is different coefficients. Different coefficient values 
reflect the different way in which characteristics, such as union membership 
and post-school qualifications, influence the likelihood of leaving employment. 
One interpretation of different coefficients is that they represent tastes or 
preferences of the individual, that is something innate that differentiates women 
from men. Using this interpretation, the higher rate of discontinuous 
employment of women is mainly explained by their "preferences". Such 
preferences would be shaped by the fact that most women still have full 
responsibility for child care and other home duties. "Preferences" are a 
function of the cultural and social expectations placed on women and men, 
regarding their behaviour and work force participation. Some would view the 
different treatment of men and women in this regard as discriminatory. This 
point is summed up by Corcoran (1982). "..some argue that many young 
women voluntarily decide to drop out of the labour force because of a 
preference for home versus market work. Others argue that such "preferences" 
may be conditioned or encouraged by sex discrimination, either perceived or 
actual, combined with a shortage of decent jobs." 
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Section 5.4 
Conclusions 
The major conclusion from this chapter is that even amongst the youth labour 
market, which is thought to operate in an egalitarian gender neutral way (in the 
sense that employment participation rates and completed education are very 
similar for males and females) women are twice as likely to experience 
discontinuous employment than men. The reasons for this are not explained to 
a large degree by the endowments of women, which are similar to those of 
males. The major difference in propensity for discontinuous employment is 
attributable to differences in estimated coefficients and as such is unexplained. 
In the following chapter we will ascertain to what extent characteristics not 
observed in the data, such as ability, influence the propensity of males and 
females to leave employment, and also whether all discontinuous employment 
is the same. That is we explore the differences in the determinants of 
discontinuous employment when the definition is restricted to exclude study or 
job search. This involves making a distinction between those individuals who 
leave employment to invest in activities that will enhance their future earnings 
potential, such as job search or study, from those individuals who leave 
employment to have a child, look after a family member, travel or to move. 
We find that this distinction is very important in the case of females but not 
important in the case of males. 
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CHAPTER SIX 
IS ALL DISCONTINUOUS EMPLOYMENT THE SAME? 
Section 6.0 
Introduction 
In this chapter we further generahse the mobility model of Chapter 5 to 
investigate whether common unobservable characteristics affect the employment 
decision in 1985 and the decision to leave employment by 1986. We find that 
for some women there is an important element of commonality in these 
decision making processes, however this does not appear to be the case for 
men. 
We also pursue another issue and show that discontinuous employment can be 
legitimately divided into two distinct categories, that which involves the 
respondent undertaking job search or investing in education, and that which 
involves the pursuit of what we define as "non-market" activities. These 
activities include pregnancy and child care. This discussion has important 
implications for wages as we will show in Chapter 8. We will show that for 
women this distinction is important, as women aged 15-26 who leave 
employment to pursue "non-market" activities are different from women aged 
15-26 who leave employment to invest in education or job search, which we 
call "market activities" and also different from women who remain 
continuously employed. 
We fmd that the education levels and wages of those who leave their job and 
undertake market activities, such as invest in education or undertake job search, 
are higher than the comparable levels for women who leave employment for 
"non-market" reasons. 
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Our analysis indicates that there is a negative correlation between the 
unobserved factors determining employment participation and the unobserved 
factors determining discontinuous employment for "non-market" reasons. This 
reveals that women in the 15-26 age group who have the highest propensity for 
paid employment will be least likely to leave employment for "non-market" 
reasons, and most likely to remain continuously employed. 
This result is consistent with that of Chapter four. Women with the greatest 
propensity for employment exhibit greater risk aversion, with respect to 
mobility, than other women and comparable males. 
The statistically significant distinction between the groups who leave 
employment is not apparent amongst the male sample. 
The recognition that the reason for leaving employment matters, has been 
addressed by Lewis and Shorten (1992). They identify that leaving 
employment for purposes of education or job search will have different 
implications than leaving employment for what we define as "non-market" 
activities. They say that "..wages may be enhanced by an interruption if the 
time out of paid employment is used to participate in formal education. Formal 
education enhances the stock of human capital..." 
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Table 6.1 
Possible effects of an interruption on wages 
Activity or effect during 
interruption 
Impact on re-entry wage 
Further education Positive 
Job search or job 
transition 
Positive 
Foregone on-the-job 
training 
Negative 
Foregone experience Negative 
Atrophy of skills and 
knowledge 
Negative 
Obsolescence of skills 
and knowledge 
Negative 
Source, Lewis and Shorten (1992), page 226. 
Section 6.1 
The role of unobserved characteristics: 
Abowd and Killingsworth (1983) recognise the importance of unobserved 
characteristics in the employment participation decision. They suggest that 
"..although men and women may be comparable in terms of all observed 
characteristics, they may nevertheless be different in terms of an important 
unobserved characteristic - call it "propensity for future intermittency" - that is 
negatively related to earnings growth." 
In this chapter we will show this to be the case amongst Australia's youth. 
We will show, using the model outlined below, that such characteristics are 
important in the decision making process of young women, but not young men. 
Again there are three equations of interest, the first two are the offered wage 
and employment participation equation as discussed in Chapter 4. The third 
equation represents the decision to participate in employment discontinuously. 
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As the first two equations have been discussed fully in Chapter 4 they will be 
presented here but not discussed in detail. 
W - X ^ P + li, (1) 
P^i = X,P + (2) 
where ^ = , + e^, (2a) 
P". = X,p + (3) 
where = r|„pi + (3a) 
Where is the offered wage of individual i, P*; represents the probability 
associated with employment in 1985 and P"'', represents the probability of non-
participation in employment in 1986. Equations (2) and (3) will share more 
common variables than in Chapter 4 due to the more obvious link between 
them. Whilst in Chapter 4 we examined participation in employment in one 
year and job changing in the subsequent year, we now examine participation in 
employment in one year, followed by non-participation in employment in the 
following year. 
Equation (3) describes the decision to leave employment. In the empirical 
work we determine whether the residual in (2a) (^^ j) is significantly correlated 
with the residual in (3a) (li^pj). 
The likelihood ratio test, performed in the previous chapter, showed that the 
propensity for discontinuous employment is significantly different between men 
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and women. The calculated test statistic is 43.92 which can be compared to the 
5 per cent critical value of 31.41 and thus the null hypothesis is rejected. This 
provides statistical support for estimating the models separately by gender. 
Section 6.2.1 
An analysis of discontinuous employment participation of females 
The results presented in Table 6.2 are based upon the full definition of 
voluntary discontinuous employment. The data indicate that 11.4 per cent of 
the female sample voluntarily leave employment each year. 
The equation predicting the likelihood of leaving employment (for all reasons) 
in 1986 is presented in column (ii) of Table 6.1. There are several variables 
that are significant determinants of discontinuous employment. The most 
notable of these is being married which dramatically increases the likelihood of 
leaving employment. The presence of dependent children is also controlled for 
and displays a positive but insignificant coefficient. 
Tenure in the 1985 job displays a negative and marginally significant 
coefficient, suggesting that, conditional on employment, the likelihood of 
leaving employment declines as completed tenure increases. 
The variable included to control for part-time work status, which is measured 
as less than 30 hours of paid employment per week, displays a negative and 
significant coefficient. This reveals that women working part-time are 
significantly less likely to leave employment that women employed full-time. 
Women employed part-time may have made this choice to have time available 
for other activities such as child care. 
The variable included to control for health disability is marginally significant, 
with a t-statistic of 1.49, indicating that at the margin, women with disabilities 
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are more likely to leave employment. We know from the employment 
participation equation (column (i)) that women with disabilities are significantly 
less likely to be employed in 1985, and if they are employed they are more 
likely to leave their job than a comparable woman without a disability. 
Women reporting promotion opportunities or training that developed new 
skills were significantly less likely to leave employment. 
The hourly wage displayed a negative and insignificant coefficient, indicating, 
at the margin that, discontinuous employment participation is less likely as the 
observed wage increases in the 1985 job. p the correlation between , and 
i is negative and statistically insignificant. 
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Table 6.2 
Bivariate probit with sample selection (females) 
Variables Participation in 
employment 1985 
(i) 
Not employed 
1986 (ii) 
Constant -0.922 * 
(-1.722) 
1.202 
(0.768) 
School 0.148 * 
(3.915) 
0.118 
(0.949) 
Qualifications -0.031 
(-0.353) 
0.399 
(0.680) 
Currently study 
(1985) 
-0.462 * 
(-5.186) 
Age 0.013 
(0.721) 
-0.188 
(-1.270) 
Part-time work -0.582 * 
(-1.948) 
Married -0.248 * 
(-2.441) 
0.563 * 
(3.632) 
Dependent kids -0.474 * 
(-8.174) 
0.048 
(0.211) 
Wage 1985 -0.069 
(-0.391) 
City -0.069 
(-0.655) 
Town -0.125 
(-1.183) 
Rural -0.156 
(-0.965) 
AUS/NZ -0.047 
(-0.274) 
UK/IR/NA 0.095 
(0.429) 
Health disability -0.475 * 
(-3.238) 
0.452 ** 
(1.496) 
Tenure 1985 -0.056 ** 
(-1.535) 
I l l 
Experience 0.150 
(1.070) 
Promotion -0.304 * 
(-2.225) 
Fringe benefits -0.206 ** 
(-1.620) 
Training new 
skill 
-0.314 * 
(-2.471) 
Overtime 0.094 
(0.731) 
Sample Size 1257 871 
Log likelihood -1007.5 
Pw.np ~ -0.281 
(-0.644) 
* indicates statistical significance 
** indicates marginal statistical significance 
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Section 6.2.2 
Discontinuous employment for market and non-market reasons 
We will show that there are two quite different groups who experience 
discontinuous employment, those who leave for what we call "market" reasons, 
that is education or search for a better job (one third) and those who leave for 
what we call "non-market" reasons (two-thirds). 
The latter category covers a wide range of responses such as; the previous job 
was of a temporary nature, the previous job was unsatisfactory, the respondent 
left employment due to pregnancy or child minding, or moving location 
motivated the decision to leave employment. These reasons suggested a less 
committed attachment to employment and it was on this basis that the 
distinction between "market" and "non-market" was made.^^ The model is 
reestimated with the modified definition of discontinuous employment ie 
restricted to "non-market". These results are presented in column (ii) of Table 
6.3. 
= X,P. -h (4) 
where = + (4a) 
Where nm indicates discontinuous employment for "non-market" reasons. 
Mincer and Ofek (1982) also divided employment "interruptions" into 
different components. For example they omitted those who left employment as a 
result of being sacked, retrenched or layed off. They narrow their focus 
further and examine the duration of interruption according to reason, such as 
marriage, health disability, migration or to have a child. 
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Table 6.3 
Bivariate Probit with sample selection (females) 
(not employed excludes study or job search) 
Variables Participation in 
employment 1985 
(i) 
Not employed 
1986 "non-market" 
(ii) 
Constant -0.879 ** 
(-1.660) 
0.618 
(0.463) 
School 0.147 * 
(3.902) 
-0.014 
(-0.129) 
Qualifications -0.032 
(-0.360) 
0.042 
(0.079) 
Currently study 
(1985) 
-0.439 * 
(-4.981) 
Age 0.012 
(0.655) 
-0.059 
(-0.451) 
Part-time work -0.556 ** 
(-1.727) 
Married -0.252 * 
(-2.487) 
0.702 * 
(4.852) 
Dependent kids -0.471 * 
(-8.140) 
0.162 
(0.818) 
Wage 1985 -0.087 
(-0.550) 
City -0.090 
(-0.865) 
Town -0.075 
(-0.752) 
Rural -0.152 
(-0.960) 
AUS/NZ -0.083 
(-0.503) 
UK/IR/NA 0.162 
(0.794) 
Health 
disability 
-0.474 * 
(-3.257) 
0.602 * 
(2.446) 
Tenure 1985 -0.016 
(-0.529) 
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Experience 0.017 
(0.133) 
Promotion -0.210 * 
(-1.658) 
Training new 
skill 
-0.250 * 
(-2.003) 
Over-time 0.177 ** 
(1.452) 
Sample Size 1257 871 
Log likelihood -955.81 
P w , n m ~ -0.744 (-3.821) 
* indicates statistical significance 
** indicates marginal statistical significance 
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There are a number of significant differences between these results and those 
of Chapter 5. Health disability is now a significant determinant of 
discontinuous employment and the importance of being married increases 
significantly. Tenure, which was only marginally significant in the original 
model, diminishes to zero, that is tenure is not important for those who leave 
for "non-market" reasons. The t-statistic for over-time, which was previously 
0.73, increases to 1.45 indicating that women are more likely to leave 
employment for "non-market" reasons as hours of over-time increase. This is 
consistent with Becker (1985) who suggests that despite equal education, 
women will select less effort intensive jobs due to their almost sole 
responsibility for work in the home. The significance of both promotion 
opportunities and training diminish, but remain significant. The impact of part-
time employment remains important but decreases in significance slightly. 
Reestimating the model changes p so that it is now negative and significant, 
indicating that unobservable characteristics that influence the decision to 
participate in employment are negatively correlated with unobservable 
characteristics that influence discontinuous employment for "non-market" 
reasons 
This result suggests that women aged 15-26 with the highest propensity for 
paid employment are averse to leaving employment for "non-market" reasons. 
Taken in conjunction with the results of Chapter 4 it suggests that they show an 
aversion to labour mobility as a whole, preferring to remain continuously 
employed and remain with the same employer (though there is a small group 
who leave employment to study or search for a job). The different implications 
surrounding leaving employment for these different reasons will be fully 
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explained in Chapter 8. 
Section 6.3.1 
An analysis of discontinuous employment of males 
Table 6.4 presents the results for the full definition of discontinuous 
employment. The data indicate that 70.85 per cent of the male sample were 
participating in employment in 1985 and 5.50 per cent of those employed had 
left employment by 1986. The data reveal that young males are significantly 
less likely to participate discontinuously in employment in comparison with 
young females, with a predicted probability of leaving employment being just 
less than half the female probability. 
Discontinuous employment of young males appears to be determined by fewer 
of the control variables than was the case for women. Possessing post-school 
qualifications has a negative impact on discontinuous employment. This 
suggests that at the margin those males with more education would be less 
inclined to leave employment. 
There is a positive and significant effect associated with part-time 
employment, indicating that males working part-time were more likely to leave 
employment than males working full-time. This is the opposite of the effect 
reported for women, with those women working part-time being less likely to 
leave employment. 
Those respondents with longer tenure were less likely to leave their job, than 
a comparable worker with lower tenure and young males with regular access to 
over-time were significantly less likely to leave employment. The coefficient 
on over-time was positive in the female equation indicating that women were 
more inclined to leave employment as hours of over-time increased. 
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Receiving fringe benefits at the place of work, which may be in the form of 
subsidised phone or electricity bills, a company car, fuel expenses, union fees 
etc significantly reduced the likelihood of leaving employment. 
The factors influencing whether a male was to participate discontinuously in 
employment were closely associated with the workplace or the job, as opposed 
to factors indicative of personal circumstances. For women, however, personal 
characteristics dominated. The two most significant determinants of 
discontinuous employment were being married and the presence of a health 
disability.^^ 
p, the correlation between the unobservables determining participation 
and unobservables influencing the propensity to leave employment for all 
reasons (10^1) is insignificant. 
Work place or job characteristics were also important for women, such 
as training on the job and promotion opportunities. 
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Table 6.4 
Bivariate probit with sample selection (Males) 
Variables Participation in 
Employment 1985 
(i) 
Not employed 
1986 (ii) 
Constant -0.483 
(-0.869) 
-1.064 
(-0.527) 
School 0.145 * 
(3.716) 
-0.118 
(-0.947) 
Qualifications -0.076 
(-0.914) 
-0.842 
(-1.354) 
Currently study 
(1985) 
-0.315 * 
(-3.516) 
-
Age -0.025 ** 
(-1.586) 
0.068 
(0.488) 
Part-time work 0.326 ** 
(1.523) 
Married 0.165 ** 
(1.510) 
-0.189 
(-0.600) 
Dependent kids -0.558 * 
(-7.423) 
-0.037 
(-0.097) 
City -0.109 
(-1.138) 
Town -0.212 * 
(-2.123) 
Rural -0.112 
(-0.760) 
AUS/NZ 0.301 * 
(1.899) 
UK/IR/NA 0.336 ** 
(1.549) 
Health -0.294 * 
(-1.910) 
-0.523 
(-1.071) 
Wage 1985 0.167 
(0.560) 
Tenure 1985 -0.119 * 
(-1.761) 
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Experience -0.127 
(-0.919) 
Overtime -0.355 * 
(-1.837) 
Fringe benefits -0.317 * 
(-1.772) 
Government job 0.068 
(0.365) 
Log likelihood -971.43 
Sample size 1393 987 
Pw,np = P(mv,i'l^ p.i) 0.362 (0.245) 
* indicates statistical significance 
** indicates marginal statistical significance 
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Section 6.3.2 
Discontinuous employment for market and non-market reasons 
Following the extension to the analysis for women, the model is reestimated 
excluding those who leave employment to study or search for a job from the 
definition of discontinuous employment (23 per cent of all voluntary non-
participants), column (ii) of Table 6.5. This procedure does not change the 
overall results for the male sample in any significant way, revealing that unlike 
women male non-participants are a homogeneous group. The estimated value 
of p moved closer to zero. 
For men the impact of part-time work status increased in significance, relative 
to the full sample indicating that a male working part-time is more likely to 
leave employment for "non-market" reasons than a male working full-time. 
Tenure remains significant and negative but the other two previously significant 
job characteristic variables are both insignificant in this specification. This is 
an interesting observation and suggests that when the decision is to leave 
employment for "non-market" reasons such factors do not carry much weight. 
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Table 6.5 
Bivariate probit with sample selection (males) 
(not employed excludes study or job search) 
Variables Participation in 
Employment 
1985 (i) 
Not employed 
1986 "non-market" 
(ii) 
Constant -0.478 
(-0.860) 
-2.411 
(-0.873) 
School 0.145 * 
(3.722) 
-0.153 
(-1.079) 
Qualifications -0.075 
(-0.904) 
-0.755 
(-0.919) 
Currently 
study 
-0.314 * 
(-3.509) 
Age -0.025 ** 
(-1.579) 
0.138 
(0.792) 
Part-time work 0.505 * 
(2.061) 
Married 0.163 ** 
(1.490) 
-0.339 
(-0.845) 
Dependent 
kids 
-0.559 * 
(-7.516) 
-0.005 
(-0.009) 
City -0.109 
(-1.131) 
Town -0.210 * 
(-2.092) 
Rural -0.117 
(-0.789) 
AUS/NZ 0.293 * 
(1.840) 
UK/IR/NA 0.328 ** 
(1.503) 
Health -0.292 * 
(-1.900) 
-0.174 
(-0.284) 
Wage 1985 0.124 
(0.322) 
Tenure 1985 -0.151 * 
(-1.651) 
122 
Experience -0.128 
(-0.755) 
Overtime -0.035 
(-0.154) 
Fringe benefits -0.132 
(-0.682) 
Log likelihood -917.03 
Sample size 1393 987 
Pw.nm ~ 0.042 
(0.026) 
* indicates statistical significance 
** indicates marginal statistical significance 
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Section 6.4 
Conclusions 
We reach a similar conclusion to that of Abowd and Killingsworth (1983) 
which is that men and women differ based on unobserved characteristics 
pertaining to intermittency in employment. Our analysis shows that women 
with the greatest aptitude for paid employment have an aversion to labour 
mobility, perhaps recognising the perceived and actual costs associated with it. 
For men no such relationship is detected with overall results being invariant to 
the definition of discontinuous employment. 
Both observable and unobservable characteristics are important in determining 
labour market choices of women aged 15-26. Women who work part-time are 
less likely to leave employment, whilst married women and women with health 
disabilities are more likely to participate discontinuously in employment. Other 
factors of importance are training that develops new skills and promotion 
opportunities. Part-time employment is evidently a viable alternative to leaving 
employment and maintains links with the workplace, reduces lost income and 
reduces the depreciation of skills. 
A similar conclusion to that in Chapter 4 is reached, with respect to men. 
Unobservable factors do not have a role to play in determining which young 
men experience discontinuous employment. Factors closely associated with the 
job or the work place were the major determinants of discontinuous 
employment. Personal factors such as marital status, children or health did not 
have an important role to play. 
From the analysis of Chapters 4 and 6 we can conclude that women with the 
highest aptitude and propensity for employment exhibit an aversion to labour 
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mobility, preferring to remain in the same job, or continuously employed, rather 
than change jobs or leave employment to pursue "non-market" activities. 
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CHAPTER SEVEN 
DOES DISCONTINUOUS EMPLOYMENT PARTICIPATION 
HAVE A COMPOUNDING INFLUENCE ON 
CURRENT EDUCATION? 
WHAT DOES THIS IMPLY FOR WAGE GROWTH ? 
"Nonemployment in women's teenage years is an important policy 
issue...whether voluntary or not, this nonemployment had considerable 
opportunity costs. It was associated with a lower probability of employment in 
the short run and with lower wages throughout a woman's work career. 
Choices made about work and nonwork in the teenage years were clearly 
important to women's life chances." Corcoran (1982) 
Section 7.0 
Introduction 
It has been hypothesised - and tested with U.S. data - that expected 
employment commitment will impact upon the education decisions of women 
and perhaps men (Polachek 1975; Mincer and Ofek, 1982; and Becker 1985). 
We know that education level is important in determining wage levels, 
(Chapman and Mulvey 1986) and also through its complementarity with on-the-
job training, (Lillard and Tan 1986) education may be important in determining 
the rate at which wages grow. We also know that education is related to labour 
force participation with those above average education participating more. 
In this chapter we determine whether there is any compounding effect, along 
the lines hypothesised by Polachek, whereby individuals expecting less than 
continuous employment would acquire less education, and therefore lower 
wages, or does the relationship operate in only one way with less education 
126 
resulting in lower participation. If evidence to support Polachek were found 
then discontinuous employment has further reaching implications for wage 
growth, over and above a simple wage depreciation effect. That is individuals 
who acquire less education in anticipation of discontinuous employment, will 
also acquire less on-the-job training and thus experience lower rates of wage 
growth than would otherwise be the case. 
The argument is that those anticipating shorter periods of employment will 
invest less in formal pre-employment education because the period available for 
a return on the investment is lower, and once employed invest in less on-the-
job training. In accordance with the investment approach to wage 
determination, the initial wages of the lesser educated may be higher, but the 
rate at which future wages grow will be lower, and their higher wage level will 
be quickly overtaken. This may be one explanation of why the wages of males 
and females differ over their life-cycle. Whilst some Australian studies, for 
example Harper and Richards (1986), have argued in a similar vein, no direct 
evidence has been provided. In this chapter we hope to shed light on this 
hypothesis. 
In the last chapter we found evidence to support the idea that women who are 
employed continuously, or who leave employment to study or search for a job, 
differ from women who leave employment for what we defined as "non-
market" reasons. That is women aged 15-26 with an aptitude for paid 
employment are less inclined to leave employment and more inclined to remain 
continuously employed or study. In this chapter we wish to examine the extent 
of these differences and determine whether they extend to the demand for 
education. Do men and women with "weaker" commitment to employment, as 
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defined by a period of discontinuous employment for non-market reasons, 
complete less education than other men and women? Evidence to support this 
would provide further insight into the source of the lower wage growth capacity 
of this group. 
Becker argues that most investment in human capital will occur at younger 
ages, giving two reasons for this: the opportunity cost or foregone earnings will 
be lower; and there are more years left in which to accrue the benefits. 
Because of these factors the Polachek argument is that investment in human 
capital crucially depends upon expected or anticipated employment over the 
lifecycle.^^ 
The potential depreciation of skills during periods of discontinuous 
employment will be an issue for those individuals leaving employment for 
"non-market" reasons. Polachek (1975) suggested that individuals who 
anticipate less than continuous employment will acquire less human capital in 
the form of post-school training, than their counterparts. Less post-school 
training implies lower wages and lower wage growth. Similarly Mincer and 
Ofek (1982) claim that "if intermittency is anticipated or repetitive the lower 
preinterruption wage is a consequence of lesser investment in human capital". 
They show that the length of any interruption to employment is negatively or 
inversely related to the education level of the worker, and one explanation of 
lower earnings. 
Whilst most empirical work has focused upon females, we will extend the 
The particular example discussed by Polachek is the investment 
decision by females, specifically "traditional" females. He asserts that if 
females expect to experience intermittent labour force participation due to 
family pressures and children then their investment in human capital will be 
affected over the whole lifecycle as will their earnings. 
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analysis to incorporate males. 
An alternative hypothesis to the Polachek model is that individuals participate 
less in employment because they have less education, and this reflects their 
preferences. Education is exogenous with respect to future labour participation. 
The difference between the two hypotheses rests on the direction of causality 
between the two outcomes, does education determine participation in 
employment or does expected participation in employment determine education 
(Polachek)? 
The outcome of these two explanations (Polachek 1975; Becker 1985) is the 
same - less educated individuals have less continuous employment patterns. 
However if Polachek is right the decision to acquire less education is a 
calculated one with future labour force participation in mind. 
The analysis of the relationship between total education and discontinuous 
employment carried out in this chapter differs from the previous chapter in two 
ways, (i) the measure of human capital is total years of completed education 
equivalent to primary, secondary and tertiary and (ii) we disentangle the 
direction of causality between total education and labour force participation. 
Section 7.1 
Previous Tests of Individual Behaviour 
The human capital model assumes that there is a causal relationship between 
education and earnings which provides the underlying incentive for individuals 
to invest in themselves. This investment process, like any other, is not costless. 
Acquiring human capital in the form of schooling, post-school education and 
training, entails direct costs (fees, books, time etc) and indirect costs (foregone 
income). 
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As the costs and benefits of acquiring human capital generally occur in 
different time periods, an appropriate discounting mechanism is required such 
that the present value of costs and benefits can be compared. This process can 
be made more formal by assuming that the costs of acquiring educational 
qualifications are borne in period (t-1). The benefits, in terms of higher 
earnings, are experienced in periods t, t+1 etc. 
The generally accepted criteria for determining whether a particular 
investment decision should be undertaken is that the net present value of 
benefits is greater than zero. But where discontinuous employment 
participation is anticipated the investment decision could differ from that where 
discontinuous participation is not anticipated. Assuming that individuals are 
risk averse, and their aim is to maximise lifetime earnings given expected 
employment, an expectation of non-continuous future employment is seen to 
reduce the amount of time devoted to investment decisions in the current 
period. 
There are several related empirical tests of these issues. One is that of 
Sandell and Shapiro (1980) who use the National Longitudinal Survey of 14-24 
year olds in 1968 to examine the effect of expectations of future labour force 
participation on the receipt of on-the-job training. Their major findings are that 
on-the-job training is positively related to expectations of future participation. 
They find support for Polachek's hypothesis. 
By comparing the expected behaviour of young women in 1968 with the 
actual behaviour of older women Sandell and Shapiro conclude that young 
women appear to underestimate their actual participation and consequently 
under invest in human capital which contributes to the gender wage differential, 
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through lower returns to education and training. This also supports Polachek. 
Australian research by Harper and Richards (1986) confirms the result of 
Sandell and Shapiro (1980). They examine the intentions of married women to 
return to work after the birth of their children using two data sets collected in 
1976 which use retrospective information on labour force experience.^^ They 
find that in most cases women under-estimated their actual labour force 
participation, noting that in their data "23 per cent of those who had intended 
never to work had gone back while they still had pre-schoolers or had worked 
right through, and a further 36 per cent went on to work intermittently, usually 
engaging in some work while there were still children not at school. Only 23 
per cent of those who had no intention of working before the children were at 
school had, in fact, stuck to those intentions."pp 11. 
This quote illustrates the fact that women often participate more in 
employment than they anticipate. Harper and Richards do not apply any 
econometric analysis to the data, using only elementary cross-tabulations. They 
also make the link between these unfulfilled expectations and the negative 
effect on skill and education acquisition, but no empirical evidence is provided. 
Other research analysing the link between expected employment and human 
capital acquisition processes has focused upon the types of university courses 
chosen by men and women. The hypothesis (following from Polachek) is that 
women will be observed in greater numbers in courses where the cost 
The two data sets are; "Having Families" (1976), and "Two Options" 
(1976) . 
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associated with leaving employment in the future will be lowest, to minimise 
the impact of discontinuous employment. It is assumed that such occupations 
include teaching and nursing, however no evidence is provided to support this 
hypothesis. Such analysis has been conducted by Blakemore and Low (1984) 
who use the United States National Longitudinal Survey of High School 
Students in 1972. They include expected fertility to proxy employment 
commitment, in a regression framework explaining choice of degree. They 
conclude that if women had different expectations as to future labour force 
commitment (lower fertility in their model) their economic performance would 
be very different.^® 
Vella (1993) finds similar results. Using the Australian Longitudinal Survey 
(1985) he finds that the attitudes of females towards gender roles influence both 
their occupational choice and wage outcomes. He uses a constructed "attitude" 
variable, ranging from traditional to egalitarian, in a regression framework to 
explain occupational choice. 
To lower the gender wage differential Vella proposes that women must adopt 
more egalitarian and "modem" views of gender roles in order to improve their 
status in the labour market. That is many young women expressed very 
conservative, traditional views of gender roles. Attitudes towards gender roles 
were also found to impact upon the labour market experiences of males but not 
to the same extent as females. The "attitude" variable in Vella's research maps 
closely to expectations of future employment, and through this channel, 
influences education, wage levels and wage growth. 
30 Polachek (1981) carried out similar analysis. However, he explained 
occupational choice rather than educational choice or college major. 
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Section 7.2 
Estimation Method 
The model now examined assumes that the individual wishes to maximise 
utility, which in this context is represented by discounted lifetime earnings, 
subject to several constraints which appear in the form of educational and 
employment decisions. The education and employment decisions directly 
impinge on earnings outcomes as postulated by the human capital model. This 
is essentially Polachek's (1975) model and he tests it using a dynamic 
optimisation framework. The objective function is a composite function being 
a product of the amount of time spent employed, N„ minus the amount of time 
spent acquiring human capital, s,, multiplied by the current wage rate, w(K,) 
and the existing stock of human capital, (K,). A fuller explanation of 
Polachek's model is contained in Appendix F. 
r 
Max J = / [N,-s,]w(K,)K,e-" dt 
0 
subject to : 
K = boS^^'K^^'X," - 6K, 
The econometric technique adopted in this chapter is estimation of a two 
Stage model.^' Some simplifying and restrictive assumptions are made in 
developing the analytical framework. The first being that individuals have 
expectations regarding future labour force participation and that on average 
^^  Polachek (1981) recognised the applicability of using a two-stage 
least squares approach for testing the direction of causality between what he 
termed " home -1 ime" and occupational choice for women. He was not able to 
discern a single direction of causality. 
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these expectations are fulfilled.^^ 
Education may not be the only endogenously determined outcome in such a 
framework. Other factors that may influence the amount of education acquired 
are timing of marriage and timing of children. We control for both of these 
variables in the education model. 
The two dependent variables are (i) completed education^^ which is 
continuous, and (ii) discontinuous employment for "non-market" reasons, which 
is binary. Both appear in the other equation as explanators. That is, one 
explanation of how much education an individual completes is their future 
employment plans (Polachek hypothesis) and one explanation of employment 
participation is how much education the respondent has (alternative hypothesis). 
Appropriate two stage methods for such a problem have been discussed in 
some detail by both Maddala (1988) and Vella (1992).^^ Using a two-staged 
approach will allow us to determine whether a single direction of causality 
exists. 
In practical terms estimating such a two stage system involves defining a 
reduced form for both completed education and discontinuous employment, in 
terms of all of the exogenous variables in the system. From these two 
^^  This hypothesis assumes that the realised value of the variable 
being predicted, in this case discontinuous participation, equates with the 
predicted value plus a random error term with zero mean. Thus the expected 
value represents the true mean. 
^^  The training information provided in the Australian Longitudinal 
Survey reveals only the incidence of training in the workplace as opposed to 
the number of hours spent in training programs. As such it is of limited 
usefulness in this study and we therefore use completed years of education as 
our measure of human capital. 
^^  The idea of using a two stage model for such problems has also been 
adopted by Gronau (1988) whose application is discussed in Chapter 2. Gronau 
uses two stage least squares to test the direction of causality between future 
non-participation and current wages. 
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estimations the generalised residuals are saved because they potentially capture 
important unobservable influences that impact upon each outcome. 
This corresponds to the residuals from the OLS regression predicting years of 
completed education and the inverse mills ratio from the maximum likelihood 
probit predicting probability of discontinuous employment. The residuals are 
then included in the opposite structural equation in addition to the 
"endogenous" regressor, and the other control variables. 
The coefficient on the inverse mills ratio in the structural schooling equation 
( X ) , represents the correlation coefficient between the residual in the schooling 
equation and the residual in the discontinuous employment equation. A 
significant coefficient indicates that the unobserved characteristics that influence 
the probability of discontinuous employment are also significant in determining 
education outcomes. If the coefficient on the inverse mills ratio (k) is 
insignificantly different from zero, this indicates that the unobserved factors 
that influence the likelihood of discontinuous employment have an insignificant 
effect on the education outcome. 
The interpretation of the coefficient on the residuals from the education 
regression, which are placed in the structural probit, is similar. A significant 
coefficient indicates that the unobserved factors determining educational 
achievement also influence the likelihood of discontinuous employment. This 
can plausibly be interpreted as those individuals with a propensity for acquiring 
less education also having a propensity for lower employment commitment. 
In this problem the two potentially endogenous variables are: 
(1) S = observed years of completed education, ranging from 
135 
6 to 16 years^^ and 
(2) NM = 1 if NM* > 0 representing discontinuous 
employment for non-market reasons. 
NM = 0 otherwise, [indicating continuous 
employment over the period] 
Given the initial assumption of fulfilled expectations we are assuming that 
discontinuous employment is fully anticipated, however there may be some 
degree of discrepancy in this measure. 
The two equation system can be written as: 
S = W(3, + NM6, + e, (3) 
NM = + Sy2 + (4) 
It is assumed that both e, and [ij are normally distributed. 
A significant and negative coefficient on "NM" in (3) will indicate whether 
expected discontinuous employment results in a reduction in the amount of 
education completed. 
The vector W, in model (3) includes variables assumed to be exogenous such 
as whether the respondent attended a government school, whether they rated 
themselves as above average relative to their school peers, whether their mother 
and father were tertiary educated, age, whether they are currently studying, 
country of birth, geographical region of residence, marital status, number of 
^^ The d e f i n i t i o n of this v a r i a b l e (total educ) is c o n t a i n e d in A p p e n d i x 
G . 
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dependent children, health disability and work attachment. 
Prior expectations as to the signs and magnitudes of the variables included in 
the completed education equation have been developed. An individuals 
education achievement is assumed to be highly correlated with their parents 
education achievement, Miller and Volker (1987) and Beggs and Prior (1989). 
An individual who ranked themselves as above average to their peers at school 
would be expected to have completed relatively more education than other 
students. Some uncertainty surrounds the role of the government school 
variable, where the omitted category is any non-government school, however 
other research has shown there to be a strong positive effect for private school 
attendance, see again Beggs and Prior (1989). Obviously years of completed 
education will be highly and positively related to age. No clear prior 
predictions are developed concerning either birthplace or region of residence. 
Marital status and number of dependent children are hypothesised to be of 
particular importance for women. 
A negative and significant coefficient on the schooling variable, in equation 
(4) indicates that as education increases, the probability of discontinuous 
employment declines and the direction of causality is from education to 
discontinuous employment rather than the other way around. 
The vector M, in model (4) includes variables assumed to be exogenous such 
as whether the respondent reported any health disability, over-time in 1985, the 
1985 hourly wage, whether they are married, sector of employment, tenure in 
the 1985 job, part-time work status, training variables, union membership, 
superannuation, fringe benefits, promotion opportunities and the number of 
dependent children. 
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Again there are justifications for including the explanatory variables in the 
discontinuous employment model. The education variable is obviously 
important as it represents the costs in terms of human capital investment, of 
leaving employment. Factors such as training received at work, tenure, the 
wage rate, superannuation, promotion opportunities, fringe benefits and over-
time were included to represent the direct costs associated with leaving a 
specific work place. Variables such as union membership were included to 
represent the relative costs associated with these factors relative to someone in 
the omitted category. Marital status and number of dependent children are both 
important for women and the number of dependent children is shown to also be 
important for men. 
While equations (3) and (4) represent the structural equations of interest it is 
not possible to obtain consistent estimates of the parameters if education and 
discontinuous employment are jointly determined. Thus we need to adopt a 
two step procedure. 
First completed education (S) is regressed on X, a composite vector including 
A 
all variables in both W and M, ie X = [W:M], to obtain e,, the residuals from 
this reduced form estimation. 
Then the probit equation, discontinuous employment (NM) is estimated, from 
A 
which we obtain the generalised residuals or the inverse mills ratio, 1^ 2- This 
completes the first stage. 
The second stage uses the residuals and includes them with the potentially 
endogenous variables in the structural equations. This allows consistent 
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estimates for the parameters in the structural equations.^^ 
In step two we regress completed education (S) on W, NM and jij, where a t-
A 
test on the coefficient of fij provides a test of the endogeneity of discontinuous 
employment. 
Similarly the probit model with discontinuous employment (NM) is estimated 
A A 
as a function of M, S and EJ, and again a t-test on the coefficient on e, provides 
a test of the endogeneity of years of completed education. 
The two final equations are: 
S = Wpi + NM5, + ?i|j2 (5) 
NM = Mp2 + SY2 + ae , (6) 
Equation (5) is estimated by OLS and provides consistent estimates of Pi, 5i 
and X. Equation (6) is estimated by maximum likelihood probit and provides 
consistent estimates of p2' Y2 and o, see Maddala (1988) and Vella (1993) for 
relevant discussions. 
Section 7.3 
Results: Female Sample 
The first two columns in Table 7.1 contain the reduced form estimations from 
which we obtain the residuals. This is the only purpose of the reduced form 
equations and they are not discussed at all in the text. All discussion relates to 
the structural equations presented in columns (iv) and (v), which are the 
estimated forms of equations (5) and (6) from the previous section. 
The standard errors of the additional regressors, being the OLS 
residuals and the inverse mills ratio, are not correct. They are in fact an 
underestimate. The correct standard errors can be computed as outlined in 
Pagan (1984). 
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Attention should be focused on the structural probit and OLS contained in 
columns (iv) and (v) of Table 7.1 respectively. 
The structural probit for the female sample is presented in column (iv) of Table 
7.1. The data predicts an average probability of discontinuous employment 
(between 1985 and 1986) for "non-market" reasons of 8.5 per cent. 
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Table 7.1 
Reduced form probit and OLS col (ii) and (iii), 
Structural probit and OLS col (iv) and (v). 
Variables 
(i) 
Not 
employed 
1986 
(ii) 
Completed 
education 
(iii) 
Not 
employed 
1986 
(iv) 
Completed 
education 
(V) 
Constant -0.011 
(-0.019) 
9.949 
(19.144) 
4.161 * 
(1.701) 
9.888 * 
(18.684) 
GovtSch 0.158 
(1.234) 
-0.079 
(-0.715) 
-0.097 
(-0.869) 
Above 
Average 
-0.365 
(-3.066) 
-0.031 
(-0.275) 
0.017 
(0.138) 
Mumed -0.200 
(-1.352) 
0.047 
(0.386) 
0.077 
(0.631) 
Daded 0.059 
(0.495) 
-0.100 
(-0.955) 
-0.112 
(-1.078) 
City -0.169 
(-1.072) 
0.098 
(0.732) 
0.134 
(0.993) 
Town 0.011 
(0.077) 
-0.312 
(-2.294) 
-0.288 * 
(-2.142) 
Rural -0.001 
(-0.006) 
-0.112 
(-0.520) 
-0.080 
(-0.376) 
AUS/NZ -0.078 
(-0.306) 
0.056 
(0.238) 
0.070 
(0.300) 
UK/IR/NA 0.305 
(1.032) 
0.182 
(0.622) 
0.096 
(0.325) 
Currently 
study 
-0.079 
(-0.638) 
0.195 
(1.800) 
0.204 * 
(1.885) 
Age -0.059 
(-2.099) 
0.094 
(3.726) 
0.086 * 
(3.915) 
Married 0.815 
(5.807) 
-0.216 
(-1.643) 
0.658 * 
(5.587) 
-0.367 * 
(-2.099) 
Dependent 
Kids 
-0.088 
(-0.787) 
-0.354 
(-3.856) 
-0.252 * 
(-1.820) 
-0.332 * 
(-3.633) 
Health 
disabled 
0.281 
(1.287) 
-0.482 
(-2.245) 
0.068 
(0.292) 
-0.556 * 
(-2.561) 
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Part-time 
1985 
-0.724 
(-2.133) 
0.297 
(1.581) 
-0.538** 
(-1.677) 
0.361 * 
(1.877) 
Over-time 0.194 
(1.575) 
-0.038 
(-0.338) 
0.208 * 
(1.742) 
Wage 
1985 
0.060 
(0.364) 
-0.034 
(-0.229) 
-0.029 
(-0.182) 
Govt job -0.025 
(-0.171) 
-0.055 
(-0.424) 
-0.105 
(-0.735) 
Tenure -0.001 
(-0.031) 
-0.030 
(-0.954) 
-0.020 
(-0.614) 
Trained 
at work 
-0.229 
(-1.634) 
-0.239 
(-2.042) 
-0.344 * 
(-2.404) 
New-skill -0.129 
(-1.072) 
0.165 
(1.530) 
-0.072 
(-0.611 
Union 
member 
-0.084 
(-0.717) 
0.025 
(0.239) 
-0.067 
(-0.583) 
Superann. -0.052 
(-0.308) 
0.004 
(0.033) 
-0.031 
(-0.192) 
Fringe 
benefit 
-0.114 
(-0.984) 
0.024 
(0.235) 
-0.139 
(-1.239) 
Promote -0.191 
(-1.550) 
-0.009 
(-0.088) 
-0.215 * 
(-1.796) 
Total educ 
(S) 
-0.458 * 
(-2.127) 
A 
El 0.450 * 
(2.073) 
Discont-
employme 
nt (NM) 
1.157 
(1.292) 
A -0.605 
(-1.295) 
InL -321.69 -2453.33 -332.14 -2456.03 
Sample 1257 1257 1257 1257 
Notes: (i) t-ratios reported m parentheses. 
(ii) |i2 denotes the generalised residuals from 
(iii) e, denotes the residuals from the reduced 
the reduced form probit. 
form OLS. 
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The most important result for the purposes of this chapter relate to the 
marginal effects associated with increasing completed education (total educ in 
column (iv)), on the probability of discontinuous employment. The education 
coefficient is significant and negative which indicates that as total education 
increases the probability of experiencing discontinuous employment falls. 
There seems to be a significant direction of causality from lower total education 
to higher probability of discontinuous employment. Women with fewer years 
of completed education are more likely to participate discontinuously for "non-
market" reasons. These education effects are presented in Table 7.2. 
Table 7.2 
Marginal effects associated with increasing education (females) 
Years of completed 
education 
aE[NEmp]/9Educ = (l)(Xp)p 
10.00 -11.72 % 
X = 11.61 -5.46 % 
15.00 -0.22 % 
If education were to increase by one year, evaluated at 10 years of completed 
education, the probability of discontinuous employment would decrease by 11.7 
per cent. Similarly, when evaluated at the mean of 11.61 years of completed 
education, increasing completed education by one year would decrease the 
likelihood of discontinuous employment by 5.5 per cent. 
It is important to stress the above. Even after account is taken of measurable 
common factors there are unobserved factors that affect education and 
employment in the same way. 
The following table presents the probabilities associated with the other 
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significant control variables in the structural probit model presented in column 
(iv). 
Table 7.3 
Predicted probability of discontinuous employment" 
between 1985 and 1986 (females) 
Variable Yes No Difference 
Married 16.08 % 4.77 % +70.34 % 
Part-time 
1985 
2.32 % 7.17 % -209.05 % 
Over-time 8.61 % 6.01 % +30.19 % 
Training at 
work 
4.20 % 8.24 % -96.19 % 
Promotion 5.14 % 7.94 % -54.47 % 
These results will not be discussed as they are in accordance with those from 
the Chapter 5 . 
Women who already have dependent children are less likely to leave 
employment. This is discussed, and the results are presented in Table 7.4, as 
number of children was found to be a significant deterrent to leaving 
employment. 
Table 7.4 
Marginal effects associated with number of children 
Number of children aE[NEmp]/aKids = (t)(Xp)P 
X = 0.181 -3.04 % 
1.00 -2.25 % 
2.00 -1.45 % 
It is important to note that each probability is calculated whilst 
the values of all other variables are held at their mean. 
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As the number of dependent children increase the respondent is less likely to 
leave employment, once in employment. The marginal effects diminish from 
3.04 per cent evaluated at the mean, to 1.45 per cent evaluated at two children. 
So whilst the data reveal that married women are more likely to leave 
employment - presumably to have child - it also indicates that once children 
are present, and the mother is working, she is significantly less likely to leave 
employment than a woman without children. 
Being married was interacted with the number of children, and this interacted 
term had a positive but insignificant coefficient. This suggests that the large 
and positive impact of "being married" on the probability of leaving 
employment was picking up the impact of the first child. 
W e now turn to the estimation of equation (5). A significant coefficient value 
on the discontinuous employment variable (NM) would provide empirical 
evidence for the hypothesis that future employment participation had a 
systematic role in determining education outcomes. That is, it would provide 
evidence that the direction of causality was from lower expected participation 
to lower total education. The structural OLS results are presented in column 
(v) of Table 7.1. 
Consequently it is interesting to note the statistical insignificance of the 
discontinuous employment variable (NM) in the completed education model. 
The inverse mills ratio, included as a test for endogeneity is also insignificant. 
If we assume that actual discontinuous employment is a good proxy for 
expected discontinuous employment, then women in the 15-26 year age group 
who anticipate discontinuous employment do not complete less education, or 
underinvest in education, relative to a comparable woman without such 
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expectations. This can be interpreted as being inconsistent with Polachek's 
approach at least for the year 1986. While we find that women with less 
education participate less in employment we do not find that women acquire 
less education because they anticipate spending less time in employment. 
Most of the empirical research discussed in Section 7.1 finds that young 
women over estimate how much time they will spend out of employment. 
The model also reveals that women who attend government schools did not 
acquire significantly different amounts of education than women who attended 
non-government schools and that women who identified themselves as above 
average ability whilst at school, did not completed significantly more education 
than the omitted category. 
The presence of a mother with tertiary education has a positive but not 
statistically significant impact on completed schooling. The impact of the 
father possessing a tertiary qualification was also insignificant. 
Birthplace does not have a systematic influence on completed education with 
those respondents born in either Australia or New Zealand ^ completing 
significantly more education than those born in non-english speaking countries. 
The differences by regional location are not significant. 
Age is highly correlated with the level of completed education and shows the 
expected relationship of increasing education levels as age increases. Women 
who were pursuing additional study in 1985 were predicted to obtain 
significantly more education than those women not studying in 1985. 
Personal characteristics were found to be of most importance in the 
acquisition of education. Women who were married, or those women who had 
dependent children were both predicted to have acquired significantly less 
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education than single women or women without children, respectively. 
Presence of a health disability also reduced the amount of education completed 
by a significant amount. However working part-time, compared to full-time 
was associated with an increase in the amount of education completed. 
We conclude that women aged between 15 and 26 who have relatively low 
levels of education are more inclined to participate discontinuously in 
employment for "non-market" reasons, or to put it another way those with more 
education are more inclined to work continuously. However our results suggest 
that future discontinuous employment does not alter the investment decisions of 
women. This seems to imply either myopia for women in the educational 
investment decision, that is they are not planning their demand for education 
based on future participation behaviour or that their is a considerable weakness 
in the human capital model. It is a positive finding given the causal link 
between education level and wage levels, and further education, on-the-job 
training and wage growth. 
It would be of interest to compare our analysis with that from an earlier 
cohort and ascertain whether the behaviour of women in Australia had changed. 
In this way we could determine whether our result could be attributable in any 
way to Equal Pay Legislation of 1969 and 1972 and the Sex Discrimination Act 
of 1984. This is an avenue for future research. 
Section 7.4 
Results: Male Sample 
The estimates of the reduced form models are presented in columns (ii) and 
(iii) of Table 7.5. These results are not discussed at all, and are estimated only 
to provide the residuals required in the second stage of our estimation 
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procedure. Attention and the discussion are focused on the structural equations 
in columns (iv) and (v). 
The structural probit, which tests whether education significantly affects the 
probability of discontinuous employment, is presented in column (iv) of Table 
7.5, and predicts an average probability of discontinuous employment, 
significantly lower than that of the female sample, at 4.02 per cent. 
Unlike the female sample there is no significant education effect, the 
education variable (total educ) is statistically insignificant. For men aged 15-
26, more education does not imply more continuous employment. This is 
intuitively appealing as most men regardless of education, experience mostly 
continuous employment. This is a very different result, hinging on gender. 
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Table 7.5 
Reduced form probit and OLS col (ii) and col (iii), 
Structural probit and OLS col (iv) and col (v). 
Variables 
(i) 
Not 
employed 
1986 
(ii) 
Completed 
Education 
(iii) 
Not 
employed 
1986 
(iv) 
Completed 
Education 
(V) 
Constant -1.814 
(-2.698) 
11.728 
(24.997) 
-1.679 
(-0.392) 
11.574 * 
(27.042) 
GovtSch 0.232 
(1.430) 
0.024 
(0.231) 
0.048 
(0.447) 
Above 
Average 
-0.174 
(-1.213) 
-0.145 
(-1.464) 
-0.174 * 
(-1.747) 
Mumed 0.103 
(0.599) 
0.037 
(0.319) 
0.048 
(0.413) 
Daded -0.090 
(-0.593) 
0.124 
(1.271) 
0.097 
(0.997) 
City -0.021 
(-0.113) 
-0.079 
(-0.665) 
-0.062 
(-0.521) 
Town 0.048 
(0.258) 
-0.100 
(-0.796) 
-0.079 
(-0.634) 
Rural -0.110 
(-0.391) 
0.064 
(0.347) 
0.062 
(0.337) 
AUS/NZ -0.043 
(-0.151) 
0.289 
(1.431) 
0.319** 
(1.591) 
UK/IR/N 
A 
-0.052 
(-0.132) 
0.525 
(1.900) 
0.575 * 
(2.095) 
Current 
study 
-0.013 
(-0.084) 
0.286 
(2.820) 
0.285 * 
(2.810) 
Age 0.005 
(0.144) 
-0.006 
(-0.246) 
-0.011 
(-0.618) 
Married -0.313 
(-1.297) 
0.017 
(0.131) 
-0.267 
(-1.174) 
0.002 
(0.017) 
Dependent 
kids 
0.216 
(1.907) 
-0.311 
(-3.412) 
0.212 
(1.267) 
-0.286 * 
(-3.054) 
Health 
disable 
-0.205 
(-0.627) 
-0.441 
(-2.175) 
-0.184 
(-0.502) 
-0.465 * 
(-2.290) 
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Part-time 
1985 
0.356 
(1.904) 
0.077 
(0.509) 
0.353 * 
(1.877) 
0.146 
(0.918) 
Over-time 0.0004 
(0.003) 
-0.018 
(-0.196) 
0.019 
(0.138) 
Wage 
1985 
0.175 
(0.872) 
-0.153 
(-1.143) 
0.179 
(0.985) 
Govt 
job 
0.219 
(1.238) 
0.136 
(1.142) 
0.237 
(1.305) 
Tenure -0.104 
(-2.099) 
0.029 
(1.107) 
-0.099 * 
(-1.995) 
Trained 
at work 
-0.059 
(-0.336) 
0.011 
(0.098) 
-0.088 
(-0.510) 
New-skill -0.068 
(-0.452) 
0.125 
(1.240) 
-0.079 
(-0.528) 
Union 
member 
-0.299 
(-1.932) 
-0.009 
(-0.091) 
-0.299 * 
(-1.955) 
Super ann -0.192 
(-1.078) 
0.048 
(0.431) 
-0.191 
(-1.087) 
Fringe 
benefit 
-0.073 
(-0.512) 
-0.084 
(-0.863) 
-0.063 
(-0.444) 
Promote -0.176 
(-1.224) 
-0.226 
(-2.375) 
-0.187 
(-1.140) 
Total 
educ 
(S) 
-0.004 
(-0.012) 
A 
El -0.043 
(-0.121) 
Discont-
employm 
ent 
(NM) 
-1.337 
(-1.018) 
A 
0.489 
(0.808) 
InL -199.87 -2675.99 -201.43 -2681.75 
Sample 1393 1393 1393 1393 
(ii) |i2 denotes the generalised residuals from 
(iii) e, denotes the residuals from the reduced 
the reduced form probit. 
form OLS. 
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The following table presents probabilities associated with the significant 
dummy variables in the male structural probit equation, column (iv). 
Table 7.6 
Predicted probability of discontinuous employment 
for significant variables (males) 
Variable Yes No Difference 
Part-time 
1985 
7.95 % 3.85 % +51.57 % 
Union member 2.87 % 5.46 % -90.24 % 
Those males aged 15 to 26 who work part-time are more likely to leave 
employment for "non-market" reasons. The part-time effect is the opposite of 
that reported for women. 
The data indicate that males who are members of a registered trade union, 
have a probability less than the average of leaving employment for "non-
market" reasons. 
Years of completed tenure is another of the control variables that is found to 
have an important (statistically significant) impact on the probability of 
discontinuous employment. This is in contrast to the female case where tenure 
was not statistically significant. The relevant marginal effects are presented in 
the following table. 
Table 7.7 
Marginal effects associated with increasing tenure (males) 
Years of completed tenure aE[NEmp]/aTen = (t)(XP)P 
1.00 -1.05 % 
X = 2.03 -0.89 % 
4.00 -0.62 % 
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The marginal effect of increasing tenure by one year, evaluated at the mean of 
2.03 years decreases the probability of discontinuous employment by 0.89 per 
cent. 
In conclusion there is no evidence to support the notion that males with more 
education participate more in employment. This is in direct contrast to the 
female result. 
The structural OLS equation predicting years of completed education is our 
test of the Polachek model and is presented in column (v) of Table 7.5. The 
data reveal a mean of 11.58 years of completed education for the male sample, 
marginally lower than the completed education of women.^ ® 
Anticipating discontinuous employment (NM) has an insignificant impact 
upon total years of education. The residual from the reduced form probit (1H2) 
is statistically insignificant indicating that the relationship between expected 
employment and education is exogenous. Young men, like young women, do 
not decide how much education to complete based on their expectation of 
future employment. 
The consistency of the findings for both models for males is an important 
result and indicates the relationship between completed education and future 
employment participation is independent, and there does not appear to be a 
direction of causahty between them. This is not a surprising finding given that 
once men have completed education they generally participate continuously in 
employment. 
Chapman and Mulvey (1986) also report that the "years" equivalent 
level of education of males is lower than females, 11.44 years compared to 
11.93. Their data source was the 1982 ABS Special Supplementary Survey, 
number 4, and their measure of completed education is comparable to ours. 
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Attending a government school has an insignificant impact upon years of 
completed education for males though the coefficient is positive. Those 
ranking themselves as above average, relative to their school peers, completed 
significantly less education than others, of the order of 2 months. The 
education of parents does not have a significant impact on the educational 
attainment of males in the sample, with positive but insignificant coefficients in 
each case. 
Birthplace in an english speaking country ie Australia or New Zealand, North 
America, United Kingdom or Ireland, was associated with a significant increase 
in completed education, of between a third and half a year. 
In common with the results for the female sample, we find that young men 
with dependent children are likely to complete less education than young men 
without dependent children. Similarly young males reporting a health disability 
are likely to complete less education than other males. 
Section 7.5 
Conclusions and Policy Implications 
The aim of this chapter has been to determine whether the data indicate any 
discernible dependency and direction of causality between education acquisition 
and expected employment participation. If individuals acquired less education 
in anticipation of discontinuous employment, and then as most of the empirical 
work shows, end up participating more than expected, their wage growth will 
be lower than would otherwise be the case. 
Using the ALS data and our statistical technique, women's educational 
achievement is found to depend on commitment to employment, but not in the 
way hypothesised by Polachek. As the education level increases the likelihood 
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of experiencing discontinuous employment diminished significantly. 
No support was found for the Polachek hypothesis. The anticipation of 
discontinuous employment, as measured by our statistical technique, did not 
decrease the amount of completed education. The direction of causality was 
found to be from lower education to lower participation, not from 
lower anticipated participation to lower education. 
The results for the male sample were significantly different suggesting that 
there was no dependency in either direction between the two outcomes. 
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CHAPTER EIGHT 
DOES MOBILITY MATTER IN AN ANALYSIS 
OF GENDER WAGE DETERMINATION? 
"Numerous explanations of the lower earnings of women have been advanced 
and received empirical support. Women are clustered into a narrower range of 
occupations, have less experience, more and longer interruptions to their 
careers, lower levels of education, higher quit and absentee rates and face 
discrimination from employers, customers and co-workers." (Lewis (1979)). 
Section 8.0 
Introduction 
In this final chapter we draw together the research of the previous seven 
chapters and determine how labour mobility influences wage levels and wage 
growth of Australian youths. In particular does taking account of labour 
mobility influence our interpretation of the gender wage difference; and what 
does excluding mobility (from the traditional analysis of wage equations) imply 
for the experience and tenure coefficients (recognised as a source of 
measurement error by several authors)? 
Large changes have occurred in labour and education markets since 1969 and 
1972 (when Equal Pay legislation was introduced in Australia) and these 
changes are particularly noticeable in the gender pay gap. Within the youth 
labour market the gap has narrowed considerably. However, despite these 
Arbitration decisions, (and the increasing level of female education) the ALS 
data reveal that by 1988 the hourly wages of 15-29 year old males were still 
higher than the hourly wages of women in the same age group. 
The reasons for this are not clear. Conventional explanations place emphasis 
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on gender differences in education, labour force experience and job changing. 
But women do not have higher job changing rates than men, and on average 
women have completed more years of education than men. Furthermore, the 
age group would appear to be too young for interrupted careers to impact 
significantly on womens earnings. 
Panel data provides us with wage changes over time, information on job 
mobility and some information on interrupted careers and thus presents us with 
several opportunities to investigate the impact of dynamic influences on 
earnings. To date the Australian literature on wage determination, which is 
mainly cross sectional, has not often taken labour mobility into account. 
Through standard decomposition techniques we can ascertain whether 
controlling for mobility influences the size of the unexplained component of the 
gender wage difference (often attributed to discrimination). We achieve this by 
comparing a 1988 wage level equation (where mobility is not controlled for) 
with a 1988 wage level equation (where mobility during 1985/86, 1986/87 and 
1987/88 is accounted for). Both equations are estimated for males and females 
and in both cases the Blinder (1973) decomposition is used to determine (i) the 
relative importance of explained and unexplained components of the gender 
wage difference, and (ii) how these components may change depending on 
whether mobility is controlled for. 
Overall we find that to adequately account for mobility a distinction must be 
made among the reasons for mobility. Job changing has a positive influence on 
womens wage levels, but no significant influence on male wages. Similarly 
leaving employment to study increases the wages of women, but again does not 
significantly increase the wages of men. Male wages are found to fall, on 
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average, if the respondent left employment to search for a better job. This 
result was not replicated amongst women. Wages of both males and females 
unambiguously fall if the individual left employment for what we have defined 
as "non-market" reasons. We will show in Section 8.1 that the different size 
and significance of the mobility effects between the genders impacts on the 
unexplained component of the gender wage gap. This is explored in Section 
8.1. 
In Section 8.2 we show that mobility is also important in maintaining, losing 
or improving the individuals position in the relative wage distribution. We 
compare the relative earnings position of individuals in each mobility group, in 
both 1985 and 1988. We find that the particular mobility strategy adopted by 
the individual, ie stay in the same job, change jobs or leave employment, has 
particular ramifications for relative earnings. For example in 1985 women who 
subsequently stay in the same job are the top female income earners. However 
by 1988 they hold the position in the middle of the female income distribution. 
Section 8.1 
How does labour mobility contribute to the gender wage level difference? 
The most fundamental specification of a wage determination model is that of 
Mincer (1974) who defined earnings potential to be a function of years of 
schooling, experience and experience squared. Most studies of wage 
determination adopt this framework and labour mobility is accounted for 
indirectly through measures of total years of labour market experience and 
years on the job, referred to as tenure. These two variables contribute to wage 
determination through their relationship to general and specific on-the-job 
training, respectively. 
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We know that the Mincer measure of potential years of labour market 
experience, measured as (age-years of school-6), is inaccurate, particularly for 
older women (Rummery 1992). A more accurate measure of experience would 
take into account actual time spent out of employment, and changes between 
jobs which both affect general and specific training. 
This is illustrated in the following equation which depicts the components of 
the marginal effect on the wage of each additional year of experience, where 
actual experience (AEXP) is composed of measured potential experience 
(MEXP), time out of the labour force, (TOLF) and job changing (CJ). 
a(wage)/a(AEXP) = a(wage)/a(MEXP) + a(wage)/a(TOLF) + a(wage)/a(CJ) (1) 
Our data should enable us to approximate the effect of each of these three 
variables on wages and to assess the extent of some of the problems that arise 
from an inadequate measure of labour force experience and some of the biases 
that arise from ignoring the effects of job mobility. We use the 1988 wave of 
the ALS to estimate a typical earnings function for both men and women. In 
1988 the sample is comprised of individuals aged between 15-29 who were also 
employed in 1985. This is followed by estimating wage levels in 1988, 
accounting for labour mobility between 1985 and 1988. A comparison of the 
results will provide some indication of the mobility and labour force experience 
effects that are typically ignored. 
Table 8.1 presents the earnings equations for females and males respectively. 
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Table 8.1 
1988 wage level equations 
Variables Females Males 
Constant (po) 1.326 * 
(9.946) 
1.336 * 
(11.182) 
Years school 
(Pi) 
0.033 * 
(3.207) 
0.032 * 
(3.502) 
Qualification 
completed 1985 
(P2) 
0.043 * 
(1.735) 
0.097 * 
(4.606) 
New qualification 
1986 ((33) 
0.055 ** 
(1.619) 
0.059 * 
(2.286) 
New qualification 
1987 ((34) 
0.088 
(2.835) 
0.049 *• 
(1.947) 
New qualification 
1988 (P5) 
0.119 ^ 
(3.636) 
0.065 
(2.507) 
Experience 
(Pa) 
0.089 * 
(5.338) 
0.091 * 
(6.352) 
(Experience)^ 
(Pv) 
Tenure (Pg) 
-0.003 • 
(-2.803) 
0.015 
(1.261) 
-0.003 * 
(-3.455) 
0.022 * 
(2.251) 
(Tenure)^ 
(P9) 
-0.001 
(-1.159) 
-0.002 » 
(-2.118) 
11.55 % 15.58 % 
Sample Size 1537 1850 
* indicates statistical signiticance, ** indicates marginal statistical signiticance 
The return to years of schooling and experience^^ are very similar for men 
and women, but there are differences in the effects of other variables. Men 
receive higher returns for the possession of a post-school qualification 
(completed in 1985), 9.7 versus 4.3 per cent for women. We also include three 
3 9 T h e s e e x p e r i e n c e a n d t e n u r e e f f e c t s a r e c a l c u l a t e d f o r o n e a d d i t i o n a l 
y e a r o f e x p e r i e n c e o r t e n u r e a n d a r e e q u a l t o : 3 l n w / 3 e x p = 3 w / 3 e x p + dw/dexp^ 
= Pe - 2(37 a n d a i n w / 9 t e n = a w / 3 t e n + a w / S t e n ' = Pa - 2p3 , r e s p e c t i v e l y . 
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variables which represent the acquisition of new qualifications between 1985 
and 1988. In each case the completion of a new qualification adds significantly 
to the wage level in 1988. For women these increments vary between 5.5 per 
cent to 11.9 per cent, whilst for men they vary between 4.5 and 6.5 per cent. 
Tenure also impacts differently by gender. Tenure is a significant determinant 
of the wages of men (1.8 per cent per year) but this is not the case for women 
for whom it is insignificant. Thus for each additional year of experience and 
tenure (combined) the wages of males will increase at a faster rate than the 
wages of women, 10.3 versus 8.3 per cent respectively. 
The difference in wage levels between men and women, is positive and 
statistically significant amongst 15-29 year olds in 1988. On average men earn 
3.68 percentage points more than women, which is not large relative to the pre-
equal pay levels, but is nevertheless significant. The difference in the average 
gender pay gap can be decomposed into an endowment and coefficient 
component using the method developed by Blinder (1973). As Table 8.2 
shows, most of the difference in the gender pay gap (74 per cent) is 
unexplained or due to different coefficients, often refered to as the 
discriminatory component. The remainder (26 per cent) is the explained 
component of the difference, attributed to different endowments of men and 
women. 
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Table 8.2 
Blinder decomposition of 1988 wage level difference 
Total gender 
wage difference 
Explained 
component 
E(X'" -
Unexplained 
component 
- p^x^ 
3.67 percentage 
points (100 %) 
0.97 percentage 
points 
(26 %) 
2.70 percentage 
points 
(74 %) 
That there is such a large unexplained component in the gender pay gap is a 
difficulty for the human capital theory. What variables could reduce this 
unexplained component? Could it be reduced in size by including in the 
analysis differential rates of job mobility of men and women? 
In the following regression we control for mobility, measured in two ways; 
job changing and discontinuous employment. Job changing in each of the three 
time periods, 1985/86, 1986/87 and 1987/88 and discontinuous employment in 
either of 1985/86 or 1986/87 are included in the regression as additional 
variables which take on the value unity if individuals change jobs or leave 
employment during the year and zero if he/she remains with the same 
employer. Individuals who had left employment between 1987 and 1988, and 
are not employed when surveyed in 1988, are not included in the sample as it 
is restricted to people working in paid employment in 1988. Thus there is no 
dummy variable for discontinuous employment between the survey years 1987 
and 1988. 
There are three sets of discontinuous employment variables, the first which 
reflects discontinuous employment for "non-market" reasons, the second and 
third which reflect discontinuous employment to pursue study or job search. 
As indicated in Table 6.1 of Chapter 6, each type of discontinuous employment 
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has different consequences for wage outcomes. 
The variables capturing discontinuous employment experience are limited in 
the sense that they do not provide information on the length of the interruption, 
merely whether or not an interruption to employment participation was 
experienced between the two survey dates. 
The following table presents 1988 wage equations including mobility. 
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Table 8.3 
1988 wage level equations with mobility 
Variables Females Males 
Constant 1.301 * 
(9.710) 
1.344 * 
(11.235) 
Years school 0.033 * 
(3.273) 
0.031 * 
(3.339) 
Qualifications 
completed 1985 
0.037 ** 
(1.491) 
0.092 * 
(4.366) 
New 
qualification 
1986 
0.045 
(1.311) 
0.058 * 
(2.219) 
New 
qualification 
1987 
0.086 * 
(2.757) 
0.052 * 
(2.028) 
New 
qualification 
1988 
0.115 * 
(3.480) 
0.067 * 
(2.556) 
Experience 0.083 * 
(4.949) 
0.093 * 
(6.422) 
(Experience)^ -0.003 * 
(-2.393) 
-0.003 * 
(-3.566) 
Tenure 0.026 * 
(1.857) 
0.022 * 
(1.899) 
(Tenure)^ -0.002 ** 
(-1.573) 
-0.002 * 
(-1.846) 
Change jobs 
1985/86 
0.053 * 
(1.827) 
0.032 
(1.301) 
Change jobs 
1986/87 
0.039 ** 
(1.528) 
0.008 
(0.333) 
Change jobs 
1987/88 
0.042 
(1.341) 
0.010 
(0.387) 
Non-market 
1985/86 
0.002 
(0.031) 
-0.159 * 
(-2.465) 
Job search 
1985/86 
0.033 
(0.257) 
-0.196 
(-1.050) 
Study 
1985/86 
0.114 
(0.932) 
-0.035 
(-0.358) 
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Non-market -0.125 * 0.015 
1986/87 (-1.845) (0.212) 
Job search -0.034 -0.209 * 
1986/87 (-0.203) (-1.759) 
Study 0.192 * 0.162 
1986/87 (1.806) (0.967) 
12.47 % 16.22 % 
Sample Size 1537 1850 
* indicates statistical significance, ** indicates marginal statistical significance 
There are two possible effects that may arise from inclusion of mobility 
variables in the estimating equation. First, we may find that mobility has a 
systematic influence on wage outcomes and the size of the unexplained 
portion of the gender pay gap may be reduced. Second including mobility may 
change the coefficients attached to other variables. For example, we may 
expect, a priori, that the coefficients on the human capital variables, such as 
experience and tenure, may change when mobility is controlled for due to the 
fact that experience is mismeasured and tenure will vary depending on prior 
mobility. 
Table 8.3 presents the results when mobility is included in the earnings 
equation. The experience effects from Table 8.3 (as calculated in footnote 3^) 
are 8.6 and 7.7 per cent respectively for men and women, whilst the tenure 
effects are 1.8 and 2.1 per cent for men and women. For women including 
mobility variables decreases (though not significantly) the increment to wages 
from each additional year of experience (8.3 to 7.7 per cent), whilst the 
increment to male wages from an additional year of experience increases 
insignificantly (8.5 to 8.6 per cent). The gap between the genders has 
164 
increased. For men the impact of an additional year of tenure remains constant 
at 1.8 per cent, whilst for women it increases from zero to 2.1 per cent. This 
information is summarised in the following table. 
Table 8.4 
Experience and tenure effects 
Without mobility With mobility 
Male Female Male Female 
Experience 8.5% 8.3% 8.6% 7.7% 
Tenure 1.8% 0.0% 1.8% 2.1% 
Thus not including mobility in wage regressions, as in Table 8.2, implies that 
the rate at which wages grow from an additional year of experience and tenure 
will be reasonably consistent, though slightly underestimated for women, on 
average. 
Including mobility does not alter many of the other human capital coefficients 
in a significant manner (with the exception of tenure for women which 
becomes significant). The other change is the lower returns to post-school 
qualifications (completed in 1985) for women. For men this coefficient 
remains statistically significant. 
The striking difference between men and women from Table 8.3 is not so 
much the change in tenure and experience coefficients which are not significant 
(except for tenure for women), but the direct contribution of labour mobility to 
the wages of women as opposed to men. This is shown by the following F-test 
for the joint significance of the mobility variables for males and females. The 
null hypothesis assumes that jointly the mobility variables have no impact on 
wage determination. Whilst we accept this hypothesis for males, we find that 
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we can not confidently accept it for women (as the critical and test statistic 
values are so close). 
Table 8.5 
The joint significance of the mobility variables 
Null Hypothesis Test 
Statistic 
Critical 
value 
Outcome 
HQ! mobility = 0 
(females) 
1.82 1.88 Can't accept 
Ho 
Hf,: mobility = 0 
(males) 
1.55 1.88 Accept HQ 
Whilst women receive positive and significant increments to their 1988 wage 
level from having changed jobs in the past three years, there was no evidence 
of such an effect for males. Also of interest is the different impact on wages 
of having left employment for different reasons. For example a woman who 
left employment between 1986 and 1987 for "non-market" reasons had 
significantly lower wages in 1988 than a woman who either stayed in the same 
job, changed jobs or left employment between 1986 and 1987 to study. 
Amongst males the only two significant mobility variables related to leaving 
employment. First, to leave employment between 1985 and 1986 for "non-
market" reasons decreased the wage level in 1988 by a statistically significant 
15.9 per cent. Second, leaving employment between 1986 and 1987 to search 
for a job decreased 1988 wages by 21 per cent. Table 8.6 presents the Blinder 
decomposition of the 1988 gender wage level difference under two scenarios, 
first with mobility and second without. Compared to the original 
decomposition we note that the proportion of the gender wage gap unexplained 
decreases when labour mobility is added to the estimating equation. 
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Table 8.6 
Blinder decomposition of the 1988 
gender wage level difference 
Total gender 
wage difference 
Explained 
component 
E (X" -
Unexplained 
component -
With mobility 
3.68 percentage 
points 
1.12 percentage 
points 
(31 %) 
2.52 percentage 
points 
(69 %) 
Without mobility 
3.68 percentage 
points 
0.97 percentage 
points 
(26 %) 
2.7 percentage 
points 
(74 %) 
All but one of the mobility variables (non-market 1986/87) contribute 
negatively to the unexplained component, acting to reduce it"*® and all but the 
following mobility variables (changing jobs 1985/86, study between 1985/86 or 
1986/87, job search in 1986/87 and non-market 1986/87) contribute positively 
to the endowment effect, acting to increase it. 
This result may have interesting implications for most of the analysis on 
gender wage differences in the Australian context which have not accounted for 
prior labour mobility. Although our results apply only to the youth labour 
market they suggest that there may be a downward bias in the explained 
component and simultaneously an upward bias in the estimate of the 
discriminatory component of the gender wage differential (if the equations omit 
mobility variables). 
This excercise suggests that without taking account of labour mobility the 
explained component of the gender wage differential as estimated by Gregory 
and Ho (1986), Gregory, Daley and Ho (1986) and Chapman and Mulvey 
Table 8.7 presents the individual components of the explained and 
unexplained components of the gender wage level differential in 1988. 
167 
(1986), for example, may well be under-estimated whilst the unexplained or 
discriminatory component may well be over-estimated. 
The following table (8.7) presents the contribution of each variable to the 
explained and unexplained components of the total wage difference. The first 
two columns present the decomposition from the regression without mobility, 
the last two present the decomposition from the regressions with mobility. 
Focusing on the differences between the two columns of unexplained 
components we observe that when mobility is not accounted for, the coefficient 
attached to years of tenure significantly increases the overall unexplained 
component. When mobility is not accounted for the female tenure coefficient is 
equal to zero (insignificant) and increases to 2.1 per cent when mobility is 
accounted for. Similarly when mobility is accounted for, the coefficient 
attached to years of schooling reduces the unexplained component. When 
mobility is included the female schooling coefficient increases whilst the male 
schooling coefficient decreases, thus widening the overall difference between 
them. 
The largest contributing factors to the positive "unexplained" component of 
the differential (when mobility is included) are experience and post-school 
qualifications. For some reason the male coefficients on experience and post-
school qualifications are higher than the female coefficients. Many of the other 
variables have a larger contribution to the unexplained component than to the 
explained component (most of the mobility variables have a negative effect on 
the unexplained component, acting to decrease it). 
The explained component of the total differential (with mobility) also has 
significant positive contributions from experience, tenure and most of the 
168 
mobility variables. This indicates that including labour mobility helps explain 
the gender wage difference. 
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Table 8.7 
Contribution of all variables to the 
components of the 1988 wage difference 
Excluding mobility Including mobility 
Variable Explained Not 
explained 
Explained Not 
explained 
Constant 0 0.987 0 4.373 
Years 
school 
-0.090 -0.473 -0.086 -2.764 
Post-
school 
complete 
d 1985 
-0.024 1.629 -0.022 1.662 
New 
degree 
1986 
0.177 0.046 0.173 0.135 
New 
degree 
1987 
0.043 -0.488 0.045 -0.432 
New 
degrees 
1988 
0.092 -0.615 0.094 -0.553 
Exp 1.942 1.774 1.971 7.066 
(Exp)^ -1.201 -1.053 -1.273 -4.269 
Tenure 0.642 1.747 0.633 -0.823 
(Tenure)^ -0.608 -0.860 -0.576 0.062 
Change 
jobs 
1985/86 
-0.013 -0.332 
Change 
jobs 
1986/87 
0.005 -0.503 
Change 
jobs 
1987/88 
0.002 -0.551 
Non-
market 
1985/86 
0.248 -0.555 
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Study 
1985/86 
-0.003 -0.106 
Job 
search 
1985/86 
0.085 -0.149 
Non-
market 
1986/87 
-0.015 0.356 
Study 
1986/87 
-0.114 -0.029 
Job 
search 
1986/87 
-0.032 -0.069 
TOTAL 0.97 
percentage 
points 
2.70 
percentage 
points 
1.12 
percentage 
points 
2.52 
percentage 
points 
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Section 8.2 
Gender Wage gaps by mobility 
We can use these data to compare the gender pay gap across different 
mobility groups. This is done in Table 8.8 where the data are based on actual 
wages in 1988 for each mobility group. A positive number in this table 
indicates a differential in favour of men, whereas a negative differential is 
indicative of a wage gap in favour of women. 
Table 8.8 
Wage differences (M-F/M) for each category 
(based on actual 1988 wages) 
sWomen 
M e n \ 
Stay in 
same job 
(i) 
Change 
jobs 
(ii) 
Leave 
job 
non-
market 
(iii) 
Leave 
job 
study 
(iv) 
Leave 
for 
job 
search 
(V) 
Stay in 
same 
job 
(i) 
4.42% 1.62% 10.14% -10.25% 8.74% 
Change 
jobs 
(ii) 
5.56% 2.87% 11.29% -8.84% 9.90% 
Leave 
job 
"non-
market" 
(iii) 
-4.36% -7.42% 1.88% -20.38% 0.35% 
Leave 
job 
study 
(iv) 
-1.72% -4.71% 4.36% -17.34% 2.87% 
Leave 
for job 
search 
(V) 
-10.47% -13.72% -3.86% -43.39% -18.70% 
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The information in Table 8.8 is very interesting and shows how the gender 
wage difference amongst 15-29 year olds varies greatly depending on mobility 
strategies. The numbers along the principle diagonal are the wage gaps of men 
and women in the same category. 
The off-diagonals compare different groups. The wage gap in row one 
second cell (1.62%) represents the wage gap between men who stay in the 
same job and women who change jobs. The gap has narrowed for women 
(relative to men) in comparison to those who stayed in the same job (4.42 per 
cent). Now looking down column (ii), cell two, the wage gap between men 
and women who have both changed jobs is 2.87 per cent. This is in between 
the wage gap of men and women who have stayed in the same job (4.42 per 
cent), and that of women who have changed jobs and men who have stayed in 
the same job (1.62 per cent). 
The wage gap in cell three of column (ii) is -7.42 per cent, the negative sign 
indicating that it is a gap in favour of women. Women who change jobs earn 
7.42 per cent more in 1988 than men who have experienced time out of 
employment for "non-market" reasons. The remaining two differentials in this 
column are also in favour of women. The wage gap is reduced to 4.71 per cent 
in favour of women when compared to men who have left employment to study 
(column (ii) cell four), but widens to 13.72 per cent when compared to men 
who left employment to search for a job, (column (ii) cell five). 
The wage gaps in column (iii) are those between women who have left 
employment for "non-market" reasons, and men in each category. For example 
column (iii) cell one is the wage gap between men who have stayed in the 
same job and women who have left employment for "non-market" reasons. As 
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expected it is relatively large and positive (10.14 per cent). It increases to 
11.29 per cent when we compare women who have left employment for "non-
market" reasons with men who have changed jobs, column (iii) cell two. The 
only group of men who have lower wages in 1988 than this group of women 
are men in row (v), who left employment to search for a job. Their earnings 
are only 3.86 per cent less. 
The most interesting set of numbers in this table are those in column (iv). 
These are the wage gaps between women who left employment to study and 
men in each category. The interesting point is that in each case the wage gap 
is negative, indicating that the wages of these women are higher than the wages 
of each group of men. For example the figure of -20.38 per cent in Column 
(iv) cell three indicates that women who left employment to study earned 20.38 
per cent more in 1988 than men who left employment for "non-market" 
reasons. Similarly cell five of this same column shows that women who left 
employment to study earned 43.39 per cent more in 1988 than men who left 
employment to search for a job. This is the largest wage gap in the table. 
Row (ii) of Table 8.8 contains the largest wage gaps in favour of men. These 
wage gaps are between men who have changed jobs and women in each group. 
For example men who changed jobs earned 5.56 per cent more in 1988 than 
women who stayed in the same job, 2.87 per cent more than women who 
changed jobs, 11.29 per cent more than women who left employment for non-
market reasons, 8.84 per cent less than women who left employment to study 
and 9.90 per cent more than women who left employment to search for a job. 
We observe the largest positive difference (11.29 per cent) to be between men 
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who have changed jobs and women who have left employment for "non-
market" reasons. There is also a large positive difference (10.14 per cent) 
between men who have stayed in the same job and women who have left 
employment for "non-market" reasons. 
Alternatively the smallest gender wage differential (in favour of males) is 
between men who have stayed in the same job and women who have changed 
jobs and is 1.62 per cent. This is slightly smaller than the gender wage 
differential of 2.87 per cent between men who have changed jobs and women 
who have changed jobs. 
Men who have either stayed in the same job or changed jobs earn more in 
1988 than women in all categories (with the exception of women who left 
employment to study). Men who leave employment for "non-market" reasons 
earn less, in 1988, than women who have either stayed in the same job, 
changed jobs, or returned to study, but more than women in the same category 
or who left employment to search for a better job. 
On the other hand women who left employment for "non-market" reasons 
earn less in 1988 than men in all categories, except those who left employment 
to search for a better job. This latter group of young males appear to do 
particularly badly, in terms of wage growth. They earn less in 1988 than 
women and men in all other groups. 
This table provides us with considerable insight into the workings of the 
labour market. Whilst the average gender wage differential for this age group 
(whilst significant) is quite small, we see that by reducing the analysis to a 
comparison of each mobility group, the gender wage differences (both in favour 
of males and in favour of females) are not only quite large but vary 
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considerably. 
In all cases a period of discontinuous employment for "non-market" reasons is 
the most disadvantageous in terms of earnings capacity. This is true for both 
men and women when compared to those who have either remained in the 
same job or changed jobs. The one exception to this rule is women who leave 
employment to study who earn particularly high wages in 1988. 
Another interesting and informative excerise is to compare the wage 
differentials by mobility status in 1985 with those already discussed in 1988. 
In this way we can ascertain how different groups have moved up or down in 
the relative wage distribution between 1985 and 1988. That is we can ascertain 
whether these wage gaps have narrowed or widened over the time frame 1985-
1988. The differentials in 1985 are presented in Table 8.9. 
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Table 8.9 
Wage differences (M-F/M) for each category 
(based on actual 1985 wages) 
sWomen 
M e n \ 
Stay in 
same job 
(i) 
Change 
jobs 
(ii) 
Leave 
job 
non-
market 
(iii) 
Leave 
job 
study 
(iv) 
Leave 
for 
job 
search 
(V) 
Stay in 
same 
job 
(i) 
1.64% 8.06% 3.88% 12.54% 21.17% 
Change 
jobs 
-3.78% 2.99% -1.42% 7.72% 14.49% 
(ii) 
Leave 
job 
"non-
market" 
-3.94% 2.84% -1.58% 7.57% 14.35% 
(iii) 
Leave 
job 
study 
(iv) 
-23.41% -15.36% -20.59% -9.74% -1.68% 
Leave 
for job 
search 
(V) 
-11.13% -3.88% -8.60% 1.18% 8.43% 
In 1985 men who subsequently stayed in the same job earned more than all 
women (row i), all the wage gaps are positive. By 1988 the position of this 
"top" group has remained reasonably unchanged, with one exception. The 
earnings of men in this group are overtaken by the earnings of women who 
leave employment to study. 
In 1985 men who subsequently changed jobs (row ii) earned less than women 
I l l 
who remained in the same job and less than women who subsequently 
experienced discontinuous employment for "non-market" reasons. However by 
1988 men who changed jobs earn more than all women, again with the single 
exception of women who left employment to study. 
In 1985 men who subsequently leave employment for "non-market" reasons 
earn less than two groups of women (women who stay in the same job and 
women who also leave employment for "non-market" reasons). By 1988 men 
in this same group earn less than three groups of women, job stayers, job 
changers and women who leave employment to study. 
In 1985 the group of men who subsequently leave employment to study earn 
lower wages than women in all groups. By 1988 they still earn less than most 
women, with the exceptions of women who leave employment for either "non-
market" reasons, or for job search. 
The final group of men are those in 1985 who subsequently leave 
employment to search for a better job. In 1985 they earn less than all but two 
groups of women (women who leave employment to study or search). 
However by 1988 they have performed particularly badly and earn less than all 
groups of women. 
Women who stayed in the same job (column (i)) earned more than four 
groups of men in 1985 but more than only three groups in 1988. However 
women who changed jobs earned less than three groups of men in 1985 but 
less only two groups in 1988. In 1985 women who subsequently left 
employment to study (column (iv)) earned less than all but one group of men. 
By 1988 this same group of women earned more than all groups of men and 
women. 
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The next table presents the net differences in the wage gaps, ie the 1988 wage 
gap for each cell minus the 1985 wage gap for the same cell (gap88-gap85). 
This will inform us as to whether the wage gap has widened or narrowed over 
the years 1985-1988, or converted from being in favour of one group to 
another. 
Column (i) of Table 8.10 presents the net changes in the wage gap between 
1985 and 1988, between women who have stayed in the same job and all men, 
between 1985 and 1988. Cell one indicates that the wage gap in favour of men 
who stay in the same job (relative to women who stay in the same job) has 
widened over the four years. Cell two, of column (i) informs us that the wage 
gap between men who change jobs and women who stay in the same job has 
converted to being in favour of men (between 1985 and 1988.) On the other 
hand cell three of column (i) informs us that the wage gap between women 
who stay in the job and men who leave employment for non-market reasons, 
has increased in favour of women over the years 1985-1988. The last two cells 
of column (i) reveal that whilst the wage gap is still in favour of women, the 
net advantage has decreased between 1985 and 1988. 
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Table 8.10 
Net changes in the wage gaps between 1985 and 1988 
Women Stay in Change Leave Leave Leave 
\ same job jobs job job for 
\ non- study job 
MeiK market search 
\ (i) (iii) (iv) 
(ii) (v) 
Stay in widen in decrease increase convert decrease 
same favour of in favour in favour in in 
job men of men of men favour favour 
(i) of of men 
women 
Change convert no convert convert decrease 
jobs in change in in in 
favour of favour of favour favour 
(ii) men men of of men 
women 
Leave increase convert in convert convert decrease 
job in favour of in in in 
"non- favour of women favour of favour favour 
market" women men of of men 
women 
(iii) 
Leave decrease decrease convert increase convert 
job in in favour in in in 
study favour of of women favour of favour favour 
(iv) women men of of men 
women 
Leave decrease increase decrease convert convert 
for job in in in favour in in 
search favour of favour of of favour favour 
(V) women women women of of 
women women 
Column (ii) presents the net changes in the wage gaps between 1985 and 
1988 for women who have changed jobs and men in each group. We observe 
that that wage gap (in favour of men) between women who have changed jobs 
and men who stay in the same job, has decreased between 1985 and 1988. The 
wage gap between men and women who have both changed jobs is unchanged. 
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However cell three is a case where the net change represents a swing from a 
wage gap in favour of men in 1985 to one in favour of women in 1988. Now 
turn to column (iv). These figures are the net changes in the wage gaps 
between women who have left employment to study and men in each group. 
Cell one represents a shift in the wage gap in 1985 where it was in favour of 
men, to the situation in 1988 where it is in favour of women. All net changes 
in this column have been in favour of women, and have either converted a 
wage gap in favour of men (in 1985) to a wage gap in favour of women (in 
1988), or increased an existing wage gap in favour of women. 
Section 8.3 
Comparing relativities 
So what does this comparative analysis tell us about the changing relative 
wage distribution for both men and women? First it suggests that men who 
remain in the same job are holding their top position by a narrower margin in 
1988 compared to 1985. Second, men who change jobs move up in the relative 
pay distribution at the expense of all women but those who leave employment 
to study. Third, men who experience discontinuous employment move down in 
the relative wage distribution (in quite a significant manner). It is unambiguous 
that men who leave employment to search for a job move down the relative 
pay distribution. By 1988 their earnings are lower than all groups of women, 
representing a loss from their 1985 position. 
Mobility therefore does not just influence absolute wage levels, it also has 
important implications for the position in the relative wage distribution. For 
women this is also the case. For example in 1985 women who subsequently 
leave employment for "non-market" reasons earn more than all men except 
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those who stay in the same job. However by 1988 this same group of women 
earn less than all men except men who have left employment to search for a 
job (who are the lowest paid group in the whole sample). 
The changes in the wage gaps of women leaving for non-market reasons with 
all men are presented in column (iii) of Table 8.10. In each case the wage gap 
in favour of men has widened. The one exception is the wage gap between 
women who leave employment for "non-market" reasons and men who leave 
employment to search for a job. In this case the wage gap is in favour of 
women but it has narrowed between 1985 and 1988. These women experience 
a loss in their place in the relative wage distribution. 
In 1985 women who subsequently left employment to study earned more than 
only one group of men (those in the same group). However by 1988 this group 
of women earned more than all men. This represents the most substantial 
move upwards in the relative wage distribution of any group. 
In 1985 women who subsequently stayed in the same job earned more than 
all men except men in the same category. However by 1988 women in this 
group only earned more than the three groups of men who had experienced 
discontinuous employment. The wage gap (in favour of men) between men and 
women who stayed in the same job had widened by 1988. The wage gap 
between women who stayed in the same job and men who changed jobs 
converted to being in favour of men. The wage gap between women in the 
same job and men who left employment for non-market reasons widened in 
favour of women. The largest loss for women who stayed in the same job was 
in comparsion to men who left employment to study. Overall these women 
experienced a loss in position in the relative wage distribution. 
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However women who changed jobs managed to improve their position in the 
wage distribution. Women who changed jobs narrowed the wage gap that 
existed between them and men who stayed in the same job, maintained the 
same gap between themselves and men who changed jobs, switched the wage 
gap in their favour in comparison to men who left employment for non-market 
reasons, maintained and increased their advantage in comparison to men who 
left employment to study and search for a job respectively. 
Section 8.4 
The Best Strategy 
The question which next comes to mind is which strategy is best in terms of 
eliminating the gender wage differential and maintaining the best position in the 
distribution? From this analysis it appears that job changing is a positive 
strategy for women as it minimises the exisiting gender wage differential 
amongst 15-29 year olds and it helps improve their position in the wage 
distribution relative to men. However we also know from the analysis of 
Chapter 4 that women most likely to be employed are least likely to change 
jobs. We interpreted this as being indicative of risk aversion by women with 
respect to job changing. In light of the analysis of this chapter it seems that 
risk aversion to job changing is not optimal. 
Women who stay in the same job have the highest hourly wages in 1985 
($6.59) by 1988 they have the middle wage level, over-taken by both job 
changers and women who leave employment to study or search for a better job. 
Women who stay in the same job experience a net fall in their position in the 
relative wage distribution. 
However, amongst men those who remain in the same job have the highest 
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1985 wage ($6.70 per hour) and the second highest hourly wage in 1988, 
missing out on the top position by eleven cents. Men who stayed in the same 
job were still in the "top" position in the relative wage distribution in 1988, but 
by a narrower margin. 
It seems therefore that job changing as an overall strategy is more important 
for women than for men, as women have more to lose in terms of wage 
increments and position in the distribution, from staying in the same job. 
The other beneficial strategy employed by women was investment in job 
search or study which in fact earned them the highest 1988 wage of all groups. 
Leaving employment for "non-market" reasons was a financially undesireable 
strategy for both men and women as it was amongst these groups that the 
highest gender wage differentials were observed, and a loss in the relative wage 
distribution was experienced. Both men and women who leave employment for 
such reasons experience a downward move in the relative wage distribution. 
We also know from the analysis of previous chapters (6 and 7) that women 
who leave employment for non-market reasons have a lower propensity for paid 
employment than other women, and also complete less education than other 
women. Both these factors contribute to the higher gender wage differentials 
amongst these groups. 
Section 8.5 
Conclusions 
This analysis has achieved several goals. First of all not accounting for 
mobility in a wage regression implies that the explained component of the 
gender wage difference will be under-estimated whilst the unexplained or 
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discriminatory component of the wage differential will be over-estimated. 
We also find that the wage differential between men and women differs 
significantly by mobility status, and amongst those who remain continuously 
employed it is lowest amongst job changers, due to the positive increments to 
female wages. 
Individuals can move up or down the relative wage distribution depending on 
mobility. For example, job changers could improve their position in the 
distribution, whilst those experiencing discontinuous employment would worsen 
their position, on average. 
It seems therefore that it is not just continuous labour force participation that 
is important for women in keeping pace with male wages. Mobility between 
jobs ie out of relatively low paying jobs, and out of employment to invest in 
education, are the key to maximising earnings potential. For men this was not 
so much of an issue with job stayers maintaining a very strong relative 
position. 
The wage gap amongst men and women who chose to remain in the same job 
widens between the years 1985 to 1988. This is because these men maintain 
their top position whilst the women lose their top earnings position. 
However we also find that the wage gap amongst men and women who 
change jobs does not increase over time, remaining stable. This is attributable 
to the wage gains made by women who change jobs. Women who change jobs 
improve their relative earnings position. Whilst the numbers of individuals (in 
the youth labour market) experiencing discontinuous employment per annum 
may be quite small at 13 per cent (relative to the rate for the whole 
population), it nevertheless has serious ramifications for future labour force 
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success. The reasons for this are two fold, first due to the direct loss in income 
and second the loss of position in the relative wage distribution. We also know 
that the proportion of women leaving employment for these reasons continues 
to increase with age. Both women and men who experience discontinuous 
employment for non-market reasons find that by 1988 they are in a worse 
earnings position relative to other workers. 
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CHAPTER NINE 
CONCLUSIONS 
Section 9.0 
The aim of this thesis is to analyse the incidence and imphcations of labour 
mobility within the youth labour market. Conventional economic theory 
suggests that the wages of women will be lower than the wages of males due to 
higher rates of job changing and higher propensity for discontinuous 
employment, which may result in the accumulation of less human capital. 
We find that job mobility is an important influence on the wage levels of 
women in the youth labour market, and that in fact job changing enhances 
earnings capacity. Women also received positive and significant increments to 
their wages if the period of discontinuous employment involved study. 
The wages of both men and women were reduced significantly if the 
individual experienced discontinuous employment for reasons other than study 
or job search. The wages of men were reduced by leaving employment to 
search for a job. 
The average wage differential between men and women aged 15-29 though 
small was significant, and in favour of males. However when we compared 
wage differentials between mobility groups they varied considerably. Amongst 
men and women who stayed in the same job, for example, the wage gap was 
4.42 per cent in favour of men. This was reduced to 2.87 per cent between 
men and women who changed jobs. 
Amongst males and females who are continuously employed the wage gaps in 
favour of males are quite small. This pattern, however, is not replicated when 
one of the parties is not continuously employed, for example males who stay in 
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the same job and women who leave employment for non-market reasons. The 
wage gap in this case is significantly larger than the average at 10.1 per cent, 
and increases to 11.3 per cent amongst men who change jobs and women who 
leave employment for non-market reasons. 
In the case of women who leave employment to study (relative to all men), 
the gender wage gap is actually reversed. These women are the top income 
earners of all young people by 1988. They earn more than all groups of men 
and women. For example, by 1988 their hourly earnings are 8.8 and 20.4 per 
cent higher than the hourly earnings of men who changed jobs or left 
employment for "non-market" reasons respectively, and 17.3 per cent higher 
than the hourly wages of men in the same mobility group. 
Whilst on average men earn more than women, there is significant variation 
in wage gaps when analysis is restricted to mobility subsamples. 
An important contribution of the thesis was showing that labour mobility was 
not just important in determining the wage level of individuals but also of 
considerable importance in determining their position in the relative wage 
distribution. 
Of all women working in 1985 those who subsequently stayed in the same 
job were the highest income earners, but by 1988 their position in the 
distribution had been reduced to middle income earners. Their earnings 
capacity had been overtaken by women who changed jobs and women who left 
employment to study. Women who stayed in the same job lost their position in 
the relative wage distribution, whereas women who changed jobs and women 
who left employment to study increased their position in the distribution. 
This finding has important policy implications. As women age the probability 
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of leaving employment increases as does the duration spent out of employment, 
and the shift towards "non-market" reasons (the proportion of women leaving 
employment to study would be expected to fall). Not only do these breaks in 
employment mean lower re-entry wages (in most cases) but also a downward 
move in the wage distribution. This is the most obvious explanation for the 
increasing gender wage differential as age increases. Given the structure of the 
labour market (which places the highest value on continuous experience which 
automatically reduces the expected earnings of most women) the most obvious 
remedy would involve minimising time spent out of employment (and programs 
which facilitate this end). 
The distributional pattern was not the same for men, for whom staying in the 
same job was rewarded. These same men held the top earning position in both 
1985 and 1988, though by 1988 it was by a narrower margin. For men 
discontinuous employment for either non-market reasons or to search for a job 
resulted in a significant decline in their position in the relative wage 
distribution. Men who left employment to study remained in a very similar 
relative position in 1988 compared to 1985, perhaps slightly improved. 
We concluded that changing jobs and acquiring additional education was a 
particularly good strategy for women who as a result out performed women 
who remained in the same job, and became the top income earners, 
simultaneously increasing their position relative to men. 
For women, leaving employment for non-market reasons was particularly 
harmful to their position in the wage distribution. This was attributed to 
several factors; 
(i) women in the youth labour market who subsequently experienced 
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discontinuous employment for non-market reasons had a lower propensity for 
employment ie Chapter 6, is negative and significant. 
(ii) women in the the youth labour market who have completed fewer years of 
total education were most likely to experience discontinuous employment for 
non-market reasons, (Chapter 7), thus introducing another reason for lower 
expected earnings. 
(iii) women in the 15-26 age group were clustered into occupations that 
experienced relatively low rates of wage growth, ie 65 per cent of women were 
employed in clerical, sales and service occupations. See Appendices H and I 
for information on this point. To date Australian studies of the gender 
wage differences have not ususally accounted for labour mobility as this 
information is not available in a cross section, except indirectly through 
experience and tenure. Using the ALS data we show that omitting measures of 
prior mobility from an analysis of wage levels has implications for the size and 
interpretation of the components of the wage differential. The unexplained 
component of the differential is over-estimated whilst the explained component 
is under-estimated. 
This suggests that many of the existing studies of gender wage differences in 
Australia over-estimate the unexplained component of the gender wage gap 
whilst simultaneously under-estimating the explained component. 
A study such as this is important in terms of gaining insight into the different 
labour market experiences of males and females. The decisions made early on 
in the work career have potentially long lasting consequences, such as shaping 
the amount of education acquired, establishing a pattern of employment 
participation and determining the path of future wages (through the individual's 
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place in the income distribution). 
Women (represented in this data set), can eliminate half of the difference in 
wages through job changing, and can reverse the wage gap by leaving 
employment and acquiring more education. However our analysis also showed 
that women were more risk averse than men when it came to changing jobs, 
and that those women with the highest aptitude and propensity for employment 
were most likely to remain with the same employer as opposed to changing 
jobs. If more women were willing to take the risk of changing jobs (on 
average the income change would be positive) and the over-all gender wage 
gap in the youth labour market could be even lower. 
Chapter 2 provided a summary of some of the mobility and wage growth 
literature. In general job changing was most closely associated with individuals 
with low tenure and low experience (hence younger individuals exhibiting 
higher job changing propensities). The literature did not provide a consistent 
prediction regarding the effect of education or gender, on job changing 
propensity. Some studies reported women were more likely to change jobs, 
whilst others found no difference between men and women. Similarly some 
studies found that individuals with more education were less likely to change 
jobs, whilst other studies did not report such an effect. Lynch (1991) reported 
that on-the-job training provided a significant deterrent to job changing, whilst 
Topel (1991) and Flinn (1986) reported that individuals with higher "ability" 
were less likely to change jobs. 
In Chapter 3 and 4 we tested each of these hypotheses. First we did not fmd 
any difference in the job changing propensity of men and women, based on 
observed characteristics. However this did not extend to unobserved 
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characteristics, where we found that amongst women, those who exhibited the 
highest aptitude for paid employment were least likely to change jobs 
(indicative of risk aversion). This appeared to be consistent with Topel (1991) 
and Flinn (1986) who suggested that higher ability workers were less inclined 
to change jobs, but was not replicated for males. 
W e also report that whilst years of schooling is insignificant, possessing a 
post-school qualification increased the probability of changing jobs, most 
significantly for males. In the regression framework of Chapter 4, on-the-job 
training that developed new skills was important in deterring j ob changing 
amongst men, but not women. Several studies showed job changing to be 
associated with significantly higher wages, which is consistent with our results 
for women. 
The exisiting literature on discontinuous employment focuses particularly on 
the impact such intermittent experience has upon education (occupation) and 
wages. Many of the studies discussed in Chapter 2 showed empirically that 
discontinuous employment amongst women was associated with lower wages in 
the future and significantly impacted upon education choices and hence 
occupational choice. 
Several authors, for example (Becker 1985; Mincer and Ofek 1982; Polachek 
1975) concentrated on the impacts of discontinuous employment. In particular 
they hypothesise that if discontinuous employment is anticipated this will result 
in an underinvestment in education. 
In Chapter 5 and 6 we showed that even amongst a youth cohort women were 
twice as likely to experience discontinuous employment than men. This is 
found to be closely associated with being married and the presence of 
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dependent children. Further we show in Chapter 6 that the reason for leaving 
employment is important and that, in the case of women, the sample can be 
divided on this basis. There is a significant difference between women who 
leave employment for "non-market" reasons (pregnancy, child minding, family 
responsibilities) as opposed to study or search for a better job. The importance 
of making such a distinction had been canvassed by other researchers such as 
Lewis and Shorten (1992) and Stewart and Greenhalgh (1984) and Mincer and 
Ofek (1982). 
We fmd empirical support for the assertion, that the wages of young women 
will increase significantly if they acquire additional education. These same 
women improved their position in the income distribution. On the other hand 
women who left employment for non-market reasons are in a worse position in 
1988 relative to their 1985 position in the income distribution. 
In Chapter 7 we go on to show that it is women with lower levels of 
completed education who are the most likely to experience discontinuous 
employment. However we find no evidence that expected discontinuous 
employment results in lower levels of completed education. 
Finally in Chapter 8 we tie together the analysis of the previous seven 
chapters and determine how mobility of a voluntary nature influences wage 
levels and wage growth. 
The final conclusion of this analysis is that mobility is an extensive and 
complicated phenomenon in the youth labour market, involving more than one 
third of those employed every year. For women changing jobs is a financially 
beneficial experience resulting in both higher wage levels and faster wage 
growth, almost eliminating the gender wage differences. However it also 
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appears that women are more risk averse in terms of changing jobs than men. 
In terms of discontinuous employment, if we are to decrease the "unexplained" 
difference in propensity to leave employment women must be encouraged to 
develop more positive attitudes to labour force attachment. This can be 
facilitated by (i) programs that actively encourage returning to work, and (ii) 
minimise the extent of any period out of employment. Such programs would 
include access to work based child care and retraining programs. For example 
Mincer and Ofek (1982) found that wages often recovered very quickly upon 
reentry to the workforce as retraining a worker was much quicker and more 
efficient than training a new worker. As such employers should be encouraged 
to maintain links with workers who leave employment for "non-market" 
reasons, as it is more cost effective to retrain existing workers than hire and 
train new workers. 
It is also clear that part-time work is a viable option for many women with 
family responsibilities. The data clearly showed that women working part-time, 
that is less than 30 hours per week, were much less likely to leave employment 
than women working full-time. This offers another option to employers based 
on job sharing and part-time jobs. 
It must be kept in mind that this analysis refers to a unique section of the 
labour market, youth, whose experiences differ markedly from those of the 
whole labour market. However this experience is important in setting the 
groundwork for future labour market achievements. 
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APPENDIX A 
Barnes and Jones (1974) 
Barnes and Jones find that for men and women the level of education, proxied 
by median years of schooling, is not significant in determining "quits" (which 
in their definition is an aggregate term including job changes and moves out of 
employment). In the analysis of Chapters 3 and 4 we find that education is 
associated with a declining likelihood of job changing, but statistically this 
effect is not significant. 
They also include a measure of the average weekly earnings in the individuals 
industry of employment, and find that for both sexes, the probability of 
changing jobs declines as the wage increases. For women, "quitting" (which 
includes job changing and leaving employment) is more likely amongst the 
young, that is less than 25, who have a higher probability of leaving 
employment, and also amongst the older women in the sample, greater than 55, 
who also have a higher probability of leaving employment (though neither 
display a higher propensity to change jobs). A similar pattern of "quitting" 
with respect to age was reported for men, the positive coefficient on the young 
age variable due to the higher propensity of young males to change jobs (rather 
than leave employment). 
Barnes and Jones (1974) also examine the variation in total quit rates by 
industry, though their results with respect to age and wages are not conclusive. 
Johnson (1978) 
The empirical work of Johnson's paper tests how well the job shopping 
theory reflects actual behaviour. Johnson suggests that education may be used 
to substitute for job shopping, therefore he predicts that as education levels 
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increase the probability of job mobility falls (for some reason more highly 
educated make better job choices). His data show that for individuals with 
between one and three years of labour market experience, the probability of job 
mobility decreases from 70.97 per cent for someone with between zero and 
eleven years of education, to 35.71 per cent for someone with 16 years of 
education. As years of experience increased to between eleven and fifteen 
years these probabilities reduced significantly, for individuals in the same 
education categories, to 25.18 and 13.04 per cent respectively. Thus his data 
seem to be consistent with the argument that as education and experience of the 
individual increases, job changing dechnes. 
Viscusi (1980) 
Viscusi focuses only on job changes (not leaving employment) and finds that 
women are significantly more likely to change jobs than men. His sample 
encompasses individuals up to and exceeding 65 years of age. Job changing is 
found to diminish for both males and females in age, the hourly wage and 
marital status, and increase for both if they have a health disability or tenure of 
less than one year. In Chapter 3 we estimate a "Viscusi" model for Australian 
youths and whilst we report some similar results there are many differences, the 
most important being that women are no more likely to change jobs that men. 
Viscusi finds that black males and males with dependent children are less 
likely to change jobs, the effect of education is insignificant. Women are more 
likely to change jobs as education increases and as the injury rate at their place 
of work increases. 
Viscusi (1980) alternates between using the hourly wage and the wage 
residual variable in his models of job changing. He finds that a positive 
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residual has a negative impact on the probabihty of job changing, whilst a 
negative residual had a positive and significant effect on the probability of job 
changing. Using the wage residual as opposed to the actual wage rate allows a 
measure of the difference between the actual and predicted wage to enter the 
model. The wage residual is in some senses an indicator of how well the 
worker is doing in their job, relative to alternative opportunities. The wage 
residual can be interpreted as the actual wage distribution relative to the 
alternative wage distribution. Chapman (1982) also examines in detail the 
impact of the wage gap in voluntary job changing models for young men. 
Borias and Rosen (1980) 
In this paper the authors restrict the sample to male job changers, and predict 
the probability of changing jobs for either voluntary or involuntary reasons. 
They fmd that total job changing decreases in education, tenure and fathers 
education. The result that job changing decreases with tenure (which is closely 
related to formal and informal on-the-job training) is very consistent in the 
literature and one which we replicate for women. 
Borjas and Rosen (1980) also find that job changing propensity increases if 
the respondent lives in the south (of the U.S.A), if they are employed in the 
army, and if they were employed in construction, wholesale/retail, finance or 
personal service industries. 
Blau and Kahn (1981) 
The authors of this study estimate the probabihty of changing jobs for black 
and white males and females. There are several results that are consistent 
across all specifications, job changing decreases significantly as years of tenure 
on the job, the hourly wage rate, and the average wage in the individuals 
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occupation, increase. For all males and white females having wages 
determined by collective bargaining reduces the likelihood of job changing. 
Education and being married were only significant in the case of white 
females, for whom they increased the likelihood of changing jobs. 
White males employed in "white collar" jobs were more likely to change jobs, 
whilst white women, employed in "white collar" jobs were less likely to change 
jobs. 
All males employed in mining, construction or durable manufacturing 
industries were more likely to change jobs. 
Their results indicate that there is "little basis for the belief that, ceteris 
paribus, women have higher quit rates than men." 
They also find that blacks are no more likely to change jobs than whites. 
Miller (1984) 
Miller (1984) develops a model which considers both job match and 
occupational choice, emphasising the relationship between job changing, tenure 
and specific training. The paper describes the relationship between a 
persons' socio-economic background and their frequency of job changing. 
Miller asserts that the differences in job changing observed across individuals 
in different socio-economic groups may be attributable to optimal decisions 
induced by different levels of schooling, which is very highly correlated with 
occupation. Miller's results support the notion that education is important in 
determining the speed at which it is decided whether or not a job match is a 
good one. This is consistent with Johnson (1978). 
Miller makes several points concerning occupational choice. The current job 
can be seen as providing two benefits, expected income and the provision of 
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information regarding future expected income or growth in income in the same 
job. Miller finds that individuals are mobile between employment groups 
(occupations) and that this does not seem to be a function of individual 
heterogeneity, rather it appears to be a function of the nature of the work 
involved. 
Weiss (1984) 
Weiss (1984), develops a model in which an individual's propensity to change 
jobs depends on three factors: (i) alternative job opportunities, (ii) job 
satisfaction, and (iii) the pecuniary and non-pecuniary costs of job changing. 
Weiss explicitly incorporates the notion that it may be the characteristics of 
certain jobs rather than certain groups of workers, that cause higher job 
changing rates, ie industries with higher percentages of female employees may 
have higher total mobility rates but this does not imply that women have higher 
mobility rates than men. 
Weiss cites one of the major problems with studies of job changing is their 
inability to adequately deal with the question of the endogeneity of tenure. 
This refers to the fact that job changing and completed tenure are jointly 
determined, tenure in the job to date, is obviously a function of prior mobility. 
To avoid this problem he uses a sample of newly hired workers such that they 
all have a tenure of zero. 
Factors which are good predictors of alternative opportunities, such as sex, 
education and place of employment are included in his model, along with 
factors that are correlated with satisfaction in the current job, such as job 
complexity, the match between tasks and education, and whether the worker 
has experienced prior job changing. 
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Finally factors affecting the cost of job changing. These include such 
considerations as marital status and the unobserved characteristics of the 
individual (ability) which Weiss proxies by level of education. Weiss 
concludes that whilst education increases alternative opportunities it 
simultaneously acts to reduce the probability of job changing. He cites one 
reason for this is the higher "psychological" costs of "quitting" amongst those 
with more education. Job complexity is found to be positively associated with 
job changing, whilst marital status is negatively related to job changing. 
Flinn (1986) 
Flinn's (1986) testable hypothesis is that unobserved heterogeneity is an 
important component in the lifecycle structure of wages for young workers. 
This model suggests that workers capture all the rents that accrue to specific 
worker firm matches, hence a worker aims to find a firm that maximises their 
worker firm productivity component thus maximising income. This provides 
the motivation for mobility. However the individual faces certain constraints in 
the search for such a firm. First there are the direct costs of such a search 
procedure, which are strictly positive, as are the costs of terminating a match. 
This implies that workers are at least partially financing their own specific 
training, which provides one disincentive to leave the job. 
Another cost to the worker is that once they leave a particular firm they can 
not return to it. Finally each firm appears the same to the worker, such that the 
value of match i provides no information as to the value of any other match, j, 
for all i ^ j. This is simply stating that a job is an experience good. 
He finds that individuals who changed employers between each pair of 
interviews, reported the lowest hourly wage. Those who moved between 1967-
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68 and then remained with the same firm, experienced large wage gains. Those 
who remained with the same employer until 1968 and then moved experienced 
relatively small wage gains in both periods. This was also the case for those 
who remained with the same employer for the entire period. Flinn came to the 
conclusion that job changing between firms amongst young workers had the 
effect of reducing the relative wage inequality. 
The major conclusion of Flinn's analysis is that the job matching hypothesis 
implies that workers with low wages and low productivity are more likely to 
move, and conditional on their moving, the sign of the wage change is 
anticipated to be positive. 
This conclusion is consistent with our analysis of female job changers 
presented in Chapter 4. We fmd that women with the highest propensity for 
paid employment (based on unobserved ability as measured by the residuals) 
were least likely to change jobs, and more likely to remain with the same 
employer. However we also fmd that women who change jobs receive positive 
increments both to their wage level and rate of wage growth. 
McCall (1990) 
McCall (1990) modifies the traditional job matching model in such a way as 
to account for the different types of information that the worker can be exposed 
to. He assumes that information is the catalyst for job change, and that 
information can contain both job specific and occupation specific elements. 
In this sense matching occurs not only at the job level but also at the 
occupation level. The major prediction from this theory is that if occupational 
matching is important then increased tenure in the previous job lowers the 
propensity to leave the new job. That is if the individual stays within the same 
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occupation then previous tenure will have an impact on current mobility 
probability, though this is not the case if a change in occupation has 
occurred/ ' 
It is assumed that a poor job specific match will always result in a job 
change, and similarly if the job match is good it will not end even if positive 
occupation specific information arrives. That is, it is much more difficult to 
change occupations than jobs. Hence a worker has two choices when faced 
with the arrival of occupation specific information, to remain in or change from 
the current occupation. The ultimate decision will depend both on the 
attractiveness of the alternative occupation and the value of the current job 
match. 
McCall finds that education and the current wage are both negatively related 
to the likelihood of changing jobs (consistent with much of the literature 
already discussed). However there is some evidence that those in government 
jobs or married women are more likely to change jobs. For those who 
remained in the same occupation, previous tenure decreased the likelihood of 
job changing, however for those who changed occupations this impact was 
substantially reduced. 
McGlaughlin (1991) 
McLaughlin (1991) develops a matching model in which all job changes, both 
voluntary and involuntary are considered. McLaughlin wishes to incorporate 
layoffs into a model. The parties in the match will break the contract if the 
^^  The optimal sampling strategy for the workers in this model involves 
the respondent assigning an index to each occupation and choosing that 
occupation with the highest index. McCall does not go into detail as to the 
nature or construction of the index. The index is described in a footnote as 
a "special case of a sequential decision problem referred to in the 
statistical literature as the multiarmed bandit problem.." 
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total value when separated exceeds the combined value of the match. He 
adopts a similar model to that of Becker et al (1977) whose analysis was with 
respect to mobility within the marriage market. In this model job mobility is 
likened to divorce. Like leaving a marriage a job change would not occur 
unless the benefits outweighed the costs. The label of quit or layoff is applied 
relative to the preseparation division of the combined value of the match. 
In the case of a voluntary job change the worker feels that they are not valued 
highly enough, and in the case of a layoff the firm feels that the worker is 
valued too highly. 
The model is developed such that the preseparation wage is arrived at via 
wage revisions and it is interpreted as the critical value dividing job separations 
into the two components. The process of wage revisions as described by 
McGlaughlin is quite complex and depends upon the information structure and 
how the worker and employer choose to reveal information to each other. 
Information pertains to the value of any outside wage offer received by the 
worker, and the value of the workers productivity level as perceived by the 
firm. 
A principle result from McGlaughlin's research is that voluntary job changers 
move to higher paying jobs (consistent with our results for women) whilst 
involuntary job changers move to lower paying jobs. The quit and layoff labels 
are important in terms of describing the environment in which the change took 
place. 
Lynch (1991) 
Lynch (1991) identifies important differences in the probability of receiving 
certain types of training depending on race, gender and educational level. 
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Whether or not training is received has implications for wages and wage 
growth, which in turn has implications for job changing."^^ 
As workers acquire specific training their productivity and wages will 
subsequently rise, hence the probability of changing jobs decreases with 
training and tenure. Lynch qualifies this by the assertion that if most of the 
training received by youths is of a general nature it will have no impact on the 
propensity to change jobs. As Lynch notes few empirical studies have focused 
on the role of training.'^^ 
Lynch finds that receiving formal training is closely related to schooling 
(reflecting the complementarity of formal schooling and on-the-job training), 
and that more women undertook off-the-job training than men, however little 
difference in on-the-job training existed between the sexes. 
Lynch uses the Cox proportional Hazard function to estimate the conditional 
job changing rate. The variable categories included in Lynch's model are: 
^^  Lillard and Tan (1986) present a very comprehensive study of the 
incidence and impacts of private sector training.They find that 
formal schooling is a very strong determinant of post-school 
investment in training.In fact they discuss these two factors in 
terms of being complements.This complementarity is one explanation 
for the steeper wage profiles of more educated individuals, revealing 
that they are also receiving more on-the-job training.Their results 
are similar to those of Lynch (1991) as they find black males are 
significantly less likely to receive training than white males.They 
also find that on-the-job training and training in managerial skills 
is more likely in an industry with high technological change. 
^^  Chapman and Tan (1992) analyse the impact of training in the 
Australian youth labour market.They focus upon the link between 
formal training, technological change and wages.They find that 
returns to general experience are of the order of 5 per cent per 
annum, however they find that returns to current job experience are 
significantly lower. For males they found evidence to support the 
Becker shared financing of training theory.Receiving out-of-company 
training was associated with lower wage levels but higher wage 
growth.This result was much weaker for the female sample, reinforcing 
the strong gender difference in returns to training.As with Lillard 
and Tan (1986), Chapman and Tan found that the effect of training on 
wages was larger when industries were experiencing technological 
change.The returns to firm specific training were seen to increase 
along with the rate of technological change. 
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(i) factors that vary with time, ie private sector training, (ii) intrinsic 
properties of people or jobs that are time invariant ie gender, race, union 
membership and industry. 
(iii) exogenous time varying variables such as the number of children and 
marital status. On-the-job training has a negative impact on the propensity to 
change jobs whilst the effect of off-the-job training was the opposite ie 
increased opportunities. In our research in Chapters 3 and 4 we fmd that on-
the-job training reduces the likelihood of job changing, most particularly for 
men. This relationship was even stronger if the training had develop new 
skills. 
Lynch's pooled equation was re-estimated including a wage residual variable 
which appeared to have a highly negative impact on job changing, that is; if the 
actual wage was greater than the predicted. Lynch re-estimates the equations 
separately for each sex and finds that the results vary somewhat between the 
groups, which indicates that gender does appear to be important. Our results 
should be directly comparable with Lynch's due to the similarity in samples. 
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APPENDIX B 
Conventional job change model (including wage residual) 
Variables Total Males Females 
Constant -0.732 * -0.810 -0.426 
(-1.709) (-1.337) (-0.675) 
Age 0.019 0.019 0.022 
(1.429) (1.011) (1.036) 
Male 0.036 
(0.564) 
School -0.014 0.009 -0.047 
(-0.518) (0.243) (-1.182) 
Post-school 0.156 * 0.169 * 0.140 ** 
Study (2.291) (1.767) (1.399) 
Married -0.020 0.049 -0.086 
(-0.246) (0.427) (-0.722) 
Children 0.045 -0.013 0.102 
(0.834) (-0.158) (1.382) 
Disability -0.089 -0.289** 0.116 
(-0.695) (-1.516) (0.630) 
AUS/NZ 0.016 -0.011 0.041 
(0.123) (-0.063) (0.202) 
UK/IR/NA -0.015 -0.083 0.052 
(-0.086) (-0.349) (0.203) 
Wage 0.002 0.047 -0.061 
Residual (0.021) (0.404) (-0.469) 
Tenure -0.104 * -0.088 * -0.128 * 
(-6.101) (-4.028) (-4.501) 
Union -0.226 * -0.233 * -0.247 * 
member (-3.845) (-2.783) (-2.851) 
City -0.131 * -0.109 -0.162 ** 
(-1.690) (-1.041) (-1.396) 
Town -0.089 0.019 -0.239 * 
(-1.116) (0.170) (-2.006) 
Rural -0.205 * -0.282 * -0.131 
(-1.700) (-1.691) (-0.738) 
Professional -0.057 -0.303 0.382 ** 
(-0.482) (-1.367) (1.456) 
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Para-
professional 
-0.048 
(-0.361) 
-0.353 
(-1.366) 
0.387 ** 
(1.446) 
Managerial -0.124 
(-0.783) 
-0.256 
(-1.090) 
0.149 
(0.435) 
Sales 0.311 * 
(3.445) 
0.168 
(0.856) 
0.669 * 
(2.824) 
Service 0.118 
(0.987) 
0.041 
(0.186) 
0.364 
(1.386) 
Clerical -0.007 
(-0.052) 
-0.145 
(-0.789) 
0.321 ** 
(1.404) 
Trades -0.245 * 
(-2.507) 
-0.406 * 
(-2.319) 
0.281 
(0.885) 
Plant -0.164 
(-0.708) 
-0.299 
(-1.098) 
-
Manual 0.368 * 
(3.493) 
0.332 * 
(1.817) 
0.404 ** 
(1.438) 
Agriculture -0.087 
(-0.225) 
-0.039 
(-0.091) 
-
Military -0.188 
(-0.527) 
-0.411 
(-0.919) 
0.382 
(0.539) 
Other 0.479 
(1.271) 
0.247 
(0.508) 
1.099 ** 
(1.581) 
Sample 
Size 
2430 1316 1114 
Log 
likelihood 
-1306.3 -686.85 -609.11 
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APPENDIX C 
Conventional job change model, Australian Data, 15-26 year olds, 
(all education categories) 
Variables Total Males Females 
Constant -0.892 * -0.986 * -0.812 
(-2.011) (-1.615) (-1.216) 
Age 0.028 * 0.025 0.036 
(1.936) (1.249) (1.589) 
Male 0.026 
(0.415) 
School -0.016 0.006 -0.046 
(-0.569) (0.147) (-1.131) 
Bachelor -0.023 0.156 -0.222 
degree (-0.146) (0.729) (-0.939) 
Diploma 0.139 0.0004 0.282 
(0.962) (0.002) (1.374) 
Apprentice 0.004 -0.039 0.078 
(0.040) (-0.303) (0.544) 
Certificate 0.066 0.082 0.069 
(0.454) (0.410) (0.321) 
Tafe course -0.028 0.032 -0.118 
(-0.227) (0.186) (-0.627) 
Other 0.279 * 0.538 * -0.014 
(2.056) (2.826) (-0.067) 
Mature age -0.039 -0.272 0.343 
high school (-0.169) (-0.855) (0.921) 
certificate 
Study 
Married -0.025 0.046 -0.103 
(-0.301) (0.391) (-0.862) 
Children 0.045 -0.0006 0.095 
(0.826) (-0.008) (1.283) 
Disability -0.098 -0.289** 0.092 
(-0.757) (-1.518) (0.500) 
AUS/NZ 0.023 0.005 0.035 
(0.175) (0.028) (0.165) 
UK/IR/NA -0.005 -0.064 0.041 
(-0.030) (-0.267) (0.159) 
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Wage 1985 0.015 0.056 -0.047 
(0.173) (0.479) (-0.365) 
Tenure -0.106 * -0.091 * -0.134 * 
(-6.249) (-4.102) (-4.723) 
Union -0.220 * -0.221 * -0.239 * 
member (-3.694) (-2.588) (-2.745) 
City -0.130 * -0.116 -0.166 ** 
(-1.677) (-1.103) (-1.424) 
Town -0.092 * -0.005 -0.244 * 
(-1.146) (-0.046) (-2.030) 
Rural -0.197 * -0.274 * -0.108 
(-1.630) (-1.635) (-0.601) 
Professional 0.006 -0.266 0.392 ** 
(0.036) (-1.218) (1.471) 
Para- -0.004 -0.309 0.368 * 
professional (-0.020) (-1.206) (1.358) 
Managerial -0.114 -0.289 0.131 
(-0.590) (-1.218) (0.376) 
Sales 0.312 * 0.173 0.624 * 
(2.141) (0.880) (2.565) 
Service 0.138 0.052 0.333 
(0.837) (0.235) (1.242) 
Clerical 0.012 -0.166 0.300 
(0.085) (-0.902) (1.279) 
Trades -0.198** -0.371 * 0.268 
(-1.363) (-2.161) (0.834) 
Plant -0.152 -0.292 -
(-0.594) (-1.070) 
Manual 0.358 * 0.306 * 0.326 
(2.363) (1.669) (1.142) 
Agriculture -0.057 -0.001 -
(-0.141) (-0.002) 
Military -0.135 -0.420 0.403 
(-0.364) (-0.945) (0.567) 
Other 0.434 0.137 0.969 ** 
(1.101) (0.277) (1.420) 
Sample 2430 1316 1114 
Size 
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Log 
likelihood 
-1306.2 -683.51 -605.72 
Control group tor post-school qualifications is a respondent with no post-school c ualifications. 
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APPENDIX D 
Variables 
Constant 0.957 * 
(12.236) 
Years of School 0.039 * 
(5.974) 
Post-school qualification 0.398 * 
(25.388) 
Tenure 0.029 * 
(2.745) 
(Tenure)^ -0.003 ** 
(-1.668) 
Experience 0.103 * 
(18.558) 
(Experience)^ -0.004 * 
(-5.998) 
Male 0.015 
(1.047) 
33.69 % 
Sample Size 2430 
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APPENDIX E 
APPENDIX TO CHAPTER 4 
The bivariate probit model assumes that there are unobserved index 
functions which measure the propensity to participate in employment and to 
change jobs. It does not explicitly model the offered wage function, this is 
embodied in the participation model. 
P*, = X,P, + M, |i, ^ N(0,1) (1) 
PV = X2P2 + — N(0,1) (2) 
What we actually observe is: 
P , = 1 if P*, > 0 (3) 
= 0 otherwise (not participating). 
= 1 if P^j > 0 (4) 
= 0 otherwise (stay in same job) 
Where w is the work subscript and cj is the change jobs subscript. 
The sample selection nature of the model derives from the fact that job 
changing information is only observed if P^ = 1 • 
If = Cov(|i^,|acj) ^ 0 then more efficient parameter estimates can be 
obtained by joint estimation of the probit function. 
The probability of not participating is: 
P(^w < -X,P.) = 0(-X,P.) (5) 
where <I> is the standard normal distribution function. 
The probability of remaining in the same job is: 
^^(-X^P, , (6) 
2 2 2 
where O j is the bivariate standard normal distribution. 
The probability of changing jobs; 
a)2(X,P„ X^P,: (7) 
Estimation of the bivariate probit model with sample selection involves 
maximising the following likelihood function: 
oE = n (8) 
np sj cj 
Where np is non-participation, sj is same job and cj is change jobs. 
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APPENDIX F 
APPENDIX TO CHAPTER 7 
Polachek's model of human capital acquisition when less than continuous 
participation is anticipated. 
T 
Max J = / [N,-sJw(K,)K,e-" dt 
0 
subject to : . 
K = - 5K, 
where : 
Nj is the amount of time spent participating in the labour market, and is 
less than one reflecting discontinuous participation, s, is the amount of time 
spent investing in human capital, w(K,) is the wage rate, K^  is the stock of 
human capital, r is the discount rate, X, is a vector of goods used to produce 
human capital, 5 is the depreciation rate and bg, bi, b2 and b j are parameters in 
the production function of human capital. 
For purposes of solving this maximisation problem Polachek makes several 
simplifying assumptions: 
(i) bi=b2 indicating that the marginal cost of investment is constant. 
(ii) b3=0 indicating that the amount of time spent investing in human capital 
is independent of the wage rate. 
(iii) 5 = 0, indicating that depreciation during non-participation is equal to 
zero. 
(iv) w(K,)=Wo, or the wage rate is independent of the capital stock. 
The problem is solved by setting up the Hamiltonian, which simply combines 
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the objective function and the constraint, in a similar fashion to the Lagrangian, 
however in this case we are dealing with a dynamic problem. 
H = Wo[N,-s,]e-% + ^^boS.'^ K,'" 
Taking first order conditions and setting equal to zero Polachek fmds the 
following major results: 
(i) 9H/3S, provides the equilibrium condition defining M C = M R which 
determines the optimal amount of investment to be undertaken. 
(ii) 3s,K/3t < 0 which indicates that the amount of capital reinvested in each 
time period declines over time. 
(iii) dsjdf < 0 which indicates that the total amount of time devoted to the 
acquisition of human capital dechnes over time. This is simply the assertion 
that most human capital is acquired at young ages when the opportunity cost is 
low and the time to receive benefits is longest. 
(iv) < 0 indicating that the marginal revenue or marginal benefit from 
each additional unit of human capital diminishes over the life cycle. This is 
simply because there are less years in which to receive the benefit. 
(v) 9s,Ky3N, < 0 this is the most important result from Polachek's paper and 
reveals that any exogenous fall in participation (N,) will cause the amount of 
time devoted to investment in human capital to decline. 
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APPENDIX G 
DATA APPENDIX FOR CHAPTER 7 
Govtsch: A binary variable equal to one if the respondent attended a 
government school and zero otherwise. 
Abav: A binary variable equal to one if the respondent ranked themselves as 
above average at school, relative to their peers. 
Mumed: A binary variable equal to one if the respondents mother had a 
tertiary or post school quahfication. 
Daded: A binary variable equal to one if the respondents father has a tertiary 
or post school qualification. 
Total edue: A continuous variable measuring the "equivalent" number of 
years of completed education including primary, secondary and post-school 
qualifications. It varies between 6 and 16 years. It is set equal to years of 
school plus four for a respondent with a bachelors or higher degree, years of 
school plus 3 for a diploma from a college or a certificate from a business 
college, years of school plus 2 for a trade certificate, years of school plus one 
for a tafe course and years of school plus 0.5 for "other".'" 
Non-market: Is a binary variable taking the value of one if the respondent 
left employment in 1986 after being employed in 1985. The reasons given for 
leaving employment are those defined in Chapter 5 as "non-market" and 
exclude returning to education or investing in job search. 
^^  It is recognised that there is some arbitrariness in this definition. 
Most bachelors degrees are only three years, but a higher degree has an 
average of five years (Chapman and Mulvey (1986)), so these were averaged to 
four years. Similarly, most apprenticeships take 4 years after leaving school 
at 15, however a large part of training is received on the job, which is 
captured in the experience variable, thus two years were added to completed 
schooling. 
2 2 6 
E]! The residuals from the reduced form predicting completed education. 
The residuals, inverse mills ratio, from the reduced form probit predicting 
probability of discontinuous participation in employment. 
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APPENDIX H 
Occupational Distribution by Sex, 1985. 
Occupation 
Total (M-F)/M Female Male 
Managerial 4.18% +45.2% 2.89% 5.27% 
Professional 8.31% -49.3% 10.12% 6.78% 
Para- * 
Professional 
6.02% -84.9% 8.01% 4.33% 
Trades * 
person 
16.62% +89.3% 3.00% 28.15% 
Sales * 13.56% -134.1% 19.69% 8.38% 
Service 6.88% -39.1% 8.12% 5.84% 
Clerical * 26.57% -121.9% 37.82% 17.04% 
Plant * 
operating 
1.94% +96.8% 0.11% 3.48% 
Process/ 
Fabric 
5.36% +32.5% 4.23% 6.27% 
Basic 
Manual * 
9.13% +55.5% 5.45% 12.24% 
Skilled * 
Agric. 
0.51% 0.94% 
Military 0.46% +40.9% 0.33% 0.56% 
Other 0.46% +66.3% 0.22% 0.66% 
TOTAL 100.0% 100.0% 100.0% 
* indicates a significant difference in the proportion of males and females employed in the 
occupation. 
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Total mobility by occupation 
(1985) 
Occupation % female Total 
mobility 
Non-
market 
Invest/ 
search 
Change 
job 
Managerial 31.71% 18.29% 3.66% - 14.63 % 
Professional 55.83% 28.22% 0.61% 1.23 % 26.38 % 
Para-
professional 
61.02% 24.58% 4.24% 0.85 % 19.49 % 
Trade 8.28% 18.10% 3.07% 0.31 % 14.72 % 
Clerical 65.26% 23.41% 3.07% 1.34 % 19.00 % 
Sales 66.54% 37.58% 5.26% 3.38 % 28.94 % 
Service 54.07% 35.55% 6.67% 4.44 % 24.44 % 
Processing 36.19% 21.90% 5.71% 0.95 % 15.24 % 
Plant/ 
operating 
2.63% 15.79% - 2.63% 13.16% 
Manual 27.37% 36.31% 6.70% 1.68 % 27.93 % 
Agriculture 0.00 % 30.0% - - 30.00% 
Other 22.22% 33.33% - - 33.33% 
Military 33.33% 22.22% - - 22.22% 
Appendix J: 
Discussion pertaining to the points made by examiners 1 - 3 . 
Examiner 1: 
The first examiner indicates that the concept of the wage gap (page 52) is not 
adequately explained. The term wage gap, as used in the thesis, refers to the difference 
that may exist between the actual wage of any given individual, and the wage predicted 
for this same individual from regression analysis. The wage gap is the residual from the 
regression predicting wage outcomes. As a residual it is orthogonal to any variables 
(including mobility) that may be used to predict wages. This concept was originally used 
by Viscusi (1980). 
On this point the first examiner suggested some discussion was required outlining why 
the wage gap would be used in place of the actual wage. The major reason for such a 
substitution would be to avoid the issue of endogeneity. The actual wage could be 
endogenous in any model of mobility, as the two outcomes (wages and mobility) can be 
simultaneously determined. 
The first examiner also pointed out an inconistency in the notation used for the variable 
discontinuous employment for non-market reasons, used extensively in Chapter 7. In 
both Table 7.1 and 7.5 this variable is notated NM, however in Appendix G it is refered 
to as "Non-Market", it is however the same variable. 
Examiner 2: 
Examiner 2 asks why attention was focused on mobility between the years 1985 and 
1986. The mobility outcomes observed in these years were assumed to be generally 
representative. The aim of the thesis was to answer specific questions as to the impact of 
2 
mobility on different outcomes, such as education and wages, and to compare current 
Australian data with that of previous Australian studies and data from other countries. To 
this end an essentially cross sectional analysis of mobility was deemed appropriate. This 
estimation approach conforms with many of the studies summarised and discussed in the 
main body of the thesis. 
It was also suggested that other regressions for later years could have been included to 
indicate the robustness of the results. During the course of writing the thesis such 
regressions were computed for comparative purposes, but they were not included in the 
final text. 
Examiner 2 points out an inconsistency in the text describing Tables 8.8 and 8.9. It 
was reported on page 175 that the worst mobility category for males was "non-market". 
The text should report that the worst mobility category for males was leaving employment 
to search for a job. 
Examiner 2 also felt that the general discussion of the ALS data set on pages 38-40 was 
not sufficient. The most obvious problem associated with the ALS is the significant rate 
of attrition of the original sample. This refers to the shrinking sample size and inability 
to maintain contact with the survey respondents. Attrition in a data set can be a problem 
if it can be shown that a certain "type" of respondent is more likely to drop out of the 
sample. Under such a scenario the sample may no longer be generally representative. 
The sample used for analysis in the thesis was restricted to those respondents who were 
successfully contacted in each of the four years 1985 through 1988. This in itself reduces 
the sample from 8998 in 1985 to 5845 in 1988. Thus it is a possibility when using the 
ALS data that the final sample used for analysis may not be as random as the original 
sample. 
3 
Another potential problem with the ALS is the fact that it is restricted to a youth sample 
and as such the results of analyses cannot be widened to encompass the population at 
large. This is particularly important to keep in mind in a study of mobility as labour 
mobility is closely tied to age. In particular labour mobility declines significantly as age 
increases, this relationship was established in the thesis. For a full discussion of the 
attributes of the ALS the reader should refer to Youth in the Eighties, edited by R.G. 
Gregory and T. Karmel (1992). 
It was also questioned as to whether the mobility categories included in Tables 8.8 
through 8.10 are mutually exclusive. They are, a respondent can only be in one mobility 
category in a given year. The variables are categorical and are defined as standard 
dummy variables. As such a respondent is either in one group or another, it is not 
possible to be in more than one group simultaneously. 
Examiner 3: 
Examiner 3 asks whether the sample from which the 1988 wages are computed is 
different to the sample from which the 1985 wages are computed, that is are new 
respondents present in the 1988 sample. The answer to this question is no, the sample is 
restricted before any analysis is undertaken to only those respondents who are interviewed 
in each year (1985 - 1988). The difference in wages observed between 1985 and 1988 is 
therefore due to factors such as aging, education and labour mobility. 
Examiner 3 also asks why the final sample of youths used in the statistical analysis is 
smaller in size than the total number of youths working in 1985. This discrepancy is due 
to missing records on crucial data such as wages, tenure and experience. The imposition 
of all necessary restrictions accounts for the reduced sample size. 
The final point raised by the third examiner addresses the method of estimation for the 
4 
analysis of wage outcomes in Chapter 8. The wage outcomes for individuals in the ALS 
were predicted using ordinary least squares. The dependent variable utilised was the 
natural log of hourly wages. Such a transformation to the hourly wage is widespread in 
empirical studies of wage determination in labour economics. 
