This paper presents a method for hyperspectral image classification that uses support vector data description (SVDD) with the Gaussian kernel function. SVDD has been a popular machine learning technique for single-class classification, but selecting the proper Gaussian kernel bandwidth to achieve the best classification performance is always a challenging problem. This paper proposes a new automatic, unsupervised Gaussian kernel bandwidth selection approach which is used with a multiclass SVDD classification scheme. The performance of the multiclass SVDD classification scheme is evaluated on three frequently used hyperspectral data sets, and preliminary results show that the proposed method can achieve better performance than published results on these data sets.
INTRODUCTION
Hyperspectral remote sensing has been an active research area for the past two decades. 1 Varying research has been done to extract useful information from hyperspectral imaging data, which are collected from airborne or spaceborne sensors. Hypserspectral imaging data has applications in different areas such as resource management, agriculture, astronomy, mineral exploration, food inspection, and environmental monitoring. [1] [2] [3] [4] [5] [6] [7] Identifying the contents of each pixel in 3-D hyperspectral imaging data has been a challenging problem, and various classification techniques have been studied and applied to hyperspectral data. 8, 9 Support vector machines (SVM) are popular classifiers because they are robust when training data samples are limited. Labeling hyperspectral data is difficult because of the complexity and heterogeneity of the geographic areas that are covered by the sensors, so the number of available labeled data samples is always limited. This limitation makes SVMs attractive in the field of hyperspectral imaging data processing. [10] [11] [12] [13] Researchers have shown that a one-class SVM classifier can perform better than a multiclass SVM classifier if only one class is of interest in a multiclass problem. 10 One of the well-known algorithms for one-class classification is support vector data description (SVDD), which was first introduced in Ref. 14. It can be shown that SVDD formulation is equivalent to one-class SVM classification under certain conditions. 15 SVDD is used in domains where the majority of data belong to a single class, or when one of the classes is significantly undersampled. The SVDD algorithm builds a flexible boundary around the target class data; this data boundary is characterized by observations that are designated as support vectors. Applications of SVDD include machine condition monitoring, 16, 17 image classification, 18 and multivariate process control. 19, 20 SVDD has the advantage that no assumptions about the distribution of the data need to be made. The technique can describe the shape of the target class without prior knowledge of the specific data distribution, with observations that fall outside the data boundary flagged as potential outliers.
MATHEMATICAL FORMULATION OF SVDD Normal Data Description
The most elemental form of SVDD is a normal data description. The SVDD model for normal data description builds a minimum-radius hypersphere, which is characterized by center a and radius R(> 0), around the data. SVDD model minimizes the volume of the sphere by minimizing R 2 and requires that the sphere contain all the training data. 14 SVDD formulation can be expressed in either of the following forms:
Primal Form
Objective function:
subject to:
where:
x i ∈ R m , i = 1, . . . , n represents the training data, R is the radius and represents the decision variable, ξ i is the slack for each variable, a is the center, C = 1 nf is the penalty constant that controls the tradeoff between the volume and the errors, and f is the expected outlier fraction.
Dual Form
The dual form is obtained using the Lagrange multipliers. Objective function:
where: α i ∈ R are the Lagrange constants and C = 1 nf is the penalty constant.
Duality Information
Depending upon the position of the observation, the following results hold:
Center position:
Inside position:
Boundary position:
Outside position:
The circular data boundary can include a significant amount of space in which training observations are very sparsely distributed. Scoring with a model that has a circular data boundary can increase the probability of false positives. Hence, instead of a circular shape, a compact bounded outline around the data is often desired. Such an outline should approximate the shape of the single-class training data and is possible with the use of kernel functions.
Flexible Data Description
The support vector data description is made flexible by replacing the inner product (x i · x j ) with a suitable kernel function K(x i , x j ). This paper uses a Gaussian kernel function which is defined as
where s is the Gaussian bandwidth parameter. Results 7 through 10 hold when the kernel function is used in the mathematical formulation.
The threshold R 2 is calculated as
using any x k ∈ SV <C , where SV <C is the set of support vectors for which α k < C.
Scoring
For each observation z in the scoring data set, the distance dist 2 (z) is calculated as follows:
Observations in the scoring data set for which dist 2 (z) > R 2 are designated as outliers.
SVDD BANDWIDTH SELECTION
Using a kernel function in the SVDD formulation, as outlined in section 2, is desirable for obtaining a flexible boundary around the training data set. Such a boundary adheres to the essential geometric features of the data and minimizes the misclassification rate. The Gaussian kernel function is the most popular kernel function in SVDD and SVM. The Gaussian kernel function defined in Eq.11 has one tuning parameter, the bandwidth parameter s. The bandwidth parameter needs to be set before an SVDD model is trained. This section outlines the importance of selecting a good bandwidth value and introduces methods to select such a bandwidth value.
Importance of Bandwidth Selection
The flexible data description is preferred when a data boundary needs to closely follow the shape of data. The tightness of the boundary is a function of the number of support vectors. For a Gaussian kernel, it is observed that if the value of the outlier fraction f is kept constant, the number of support vectors that are identified by the SVDD algorithm is a function of the Gaussian bandwidth s. At a very low value of s, the number of support vectors is large and approaches the number of observations. As the value of s increases, the number of support vectors is reduced. It is also observed that the data boundary is extremely wiggly at lower values of s. As s increases, the data boundary becomes less wiggly and starts to follow the shape of the data.
Because SVDD is an unsupervised technique, cross validation cannot be used to determine an appropriate value of s. There are several methods for setting an appropriate kernel bandwidth value. Some of the unsupervised methods include the VAR criterion method, 12 the mean criterion method, 21 the peak criterion method, 22, 23 the method of coefficient of variation (CV), 24 the method of maximum distance (MD), 25 and the method of distance to the farthest neighbor (DFN). 26 It has been shown on simulated data that the peak criterion method achieves better classification performance than the MD, CV, and DFN methods. 22 The following sections provide more information about the VAR, mean, and peak criterion methods.
VAR Criterion Method
Khazai et al. have proposed a simple SVDD kernel bandwidth selection criterion for hyperspectral data processing: the square root of the sum of the variances of all data variables. 12 Given p variables, the selected kernel bandwidth is defined as
where σ 2 j is the variance of the j th variable of the data.
Mean Criterion Method
The mean criterion 21 also provides a closed-form expression to obtain the bandwidth value s. The mean criterion method uses the fact that when the bandwidth value s is close to 0 (s → 0 + ), the kernel function k(x i , x j ) that uses any two observations x i and x j evaluates to 0 when i = j or to 1 when i = j. Therefore, when s is close to 0, if the training data set contains N observations, then the kernel matrix of k(x i , x j ) entries is an identity matrix. Hence, any selected bandwidth value should be large enough to be able to distinguish the kernel matrix from the identity matrix. The mean criterion provides the value of s as
where N is the number of training samples, p is the number of dimensions of the training data, σ 2 i (i = 1, 2, ..., p) is the data variance in each dimension, and δ is a tolerance factor that indicates distance from the identity matrix. Larger values of δ ensure greater distance from the identity matrix.
The mean criterion method is implemented in the SVDD procedure in SAS R Visual Data Mining and Machine Learning. 15 
Peak Criterion Method
The peak criterion 22, 23 method requires first solving an SVDD training problem by using different values of bandwidth s. It recommends the value of s for which the second derivative of the optimal dual objective function value with respect to s first reaches 0. The experimentation results presented in Ref 22, 23 indicate that the peak criterion provides a good s value for obtaining the training data description.
Modified Mean Criterion Method
Using the peak criterion method to select the proper kernel bandwidth, SVDD usually can obtain a good data boundary that closely follows the training data shape. 22, 23 But the disadvantage of the peak criterion method is that it takes long time to obtain the desired kernel bandwidth because it has to generate the objective function curve by varying the choices of kernel bandwidth, usually a couple of hundred times for a smooth curve. This paper proposes a new automatic, unsupervised Gaussian kernel bandwidth selection approach, which can perform nearly as well as the peak criterion method while being as time-efficient as the mean criterion method.
For the kernel bandwidth of mean criterion method (defined in Eq.15), and a specific data set, the variance of the data and the number of training samples N is fixed. So s can be rewritten as a function of δ,
where s(N, δ) is a function of the number of observations in the training data set N and the tolerance factor δ, and is expressed as:
For a training data set that has a fixed N , differentiating with respect to δ results in the following:
For this paper, experiments were conducted on several data sets that have different numbers of variables p and different numbers of observations N . The experiments revealed that the kernel bandwidth value that provides a good classification performance usually happens when ∂s(N, δ) is close to ∂δ. This observation is formalized into the following criterion to select a kernel bandwidth for SVDD:
This criterion is equivalent to the following:
Obtaining the desired kernel bandwidth s with the new selection criterion involves three steps: 4. After the value of δ for a particular value of N is obtained, compute the kernel bandwidth s as follows:
DATA EXPERIMENTS

Data Description
To evaluate the performance of the new kernel bandwidth selection method, the SVDD classifier was applied to three commonly used hyperspectral data sets: Botswana, Kennedy Space Center (KSC), and Indian Pines. 28 Table 1 summarizes the main characteristics of these data sets. Table 2 lists all the classes in each data set and the number of ground-truthed samples available for training and testing. 
Evaluation Process
The evaluation process consists of three steps: data training, data testing, and performance evaluation. The following data preprocessing steps were required before the SVDD approach was applied:
1. A special preprocessing step was applied to the KSC data set. Some pixels have saturated values at certain spectral bands; that is, some data values are greater than 65,500 whereas the normal data range is [0, 1244]. These saturated data values were corrected by substituting 0 for them.
2. Each data set was normalized with the maximum data value in the set, making the data range always [0, 1]. 12
Training and Testing
SVDD is a one-class classifier. In order to solve the multiclass classification problem for hyperspectral data, the same fusion scheme as in Ref. 12 was used. For each class, an SVDD classifier was trained by using 30% of the available samples, randomly selected. The remaining 70% was reserved for testing. Assuming that there are M classes, each test sample is evaluated against each trained class to obtained its distance dist i to the class's Class A
Class B
hypersphere center, where i = 1, 2, ..., M . A class label is assigned to the test sample on the basis of the following fusion rule: 12
• If dist i is within the hypersphere radius of only one class, then the label of this class is assigned to the test sample.
• If dist i is within the hypersphere radius of more than one class or no classes, the class to be assigned is decided by the following criterion, where R i is the radius of the hypersphere for class i:
The preceding decision rule is illustrated in Fig. 2 . In this two-class classification example, a test sample z's distance to Class A's hypersphere center, dist 1 , is the same as its distance to Class B's hypersphere center, dist 2 . Because R A is less than R B , the relative distance dist1 R A is greater than dist2 R B , so the test sample is labeled as Class B. 
Evaluation
The classification performance was evaluated on four different SVDD kernel bandwidth selection methods that use the VAR criterion, 12 the mean criterion, 21 the peak criterion, 22, 23 and the new modified mean criterion.
For every data set, the training and testing experiments were carried out five times, each with a different randomly selected subset (30%) for training and the rest (70%) for testing. The classification performance was evaluated using the overall accuracy (OA), 12 which is defined as the percentage of pixels that are correctly labeled. Table 3 through Table 6 show the evaluation results for each hyperspectral data set. Exp 1 through Exp 5 represents each experiment, and the last row shows the average overall accuracy of the five experiments.
Results
From Table 4 (results on the raw KSC data) and Table 5 (results on the corrected KSC data), you can see that the preprocessing step, which replaces the saturated data values with 0, has significantly improved the data classification performance.
The classification performance results demonstrate that the new modified mean criterion performed uniformly better than other bandwidth selection methods for Botswana, corrected KSC, and Indiana Pine data sets. Because the new method has a closed-form formula of the kernel bandwidth, its time-efficiency is equivalent to that of the VAR and mean criterion methods. The superiority in performance and speed presents a lot of potential for using the new method for other hyperspectral image data processing.
Of the three hyperspectral test data sets-Bostswana, KSC (corrected data), and Indian Pines-the Indian Pine set has the lowest overall accuracy. The classification performance was further analyzed by computing the accuracy of each class and is shown in Table 7 . For classes that contain very few labeled samples (Alfalfa, Grasspasture-mowed, and Oats), there were only 10 − 15 training samples per class (which obviously is not enough to characterize the class), and the trained classifier is not able to identify test samples well. The second type of difficulty is in classes that are very similar to each other (for example, Corn-mintill and Core; and Soybean-notill, Soybean-mintill, and Soybean-clean). Given the similar spectral radiance of these materials, misclassification is significant between these classes, and thus has a lower overall accuracy. 
CONCLUSION
This paper proposes a new automatic, unsupervised Gaussian kernel bandwidth selection method for SVDD and applies it to hyperspectral imaging data classification. This method has a closed-form formula for kernel bandwidth calculation. Experiments have shown that the new method outperforms other commonly used SVDD kernel bandwidth selection methods (VAR criterion, mean criterion, and peak criterion) on three benchmark hyperspectral data sets. Experiments with other simulated high-dimensional data also show the robustness of this method when the data dimension increases. Research will be extended to apply the new approach on more high-dimensional data processing and also to look into the physical interpretation of this method.
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