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ON THE SKOLEM PROBLEM AND PRIME POWERS
GEORGE KENISON, RICHARD LIPTON, JOËL OUAKNINE, AND JAMES WORRELL
Abstract. The Skolem Problem asks, given a linear recurrence sequence (un),
whether there exists n ∈  such that un  0. In thispaperwe consider the following
specialisation of the problem: given in addition c ∈ , determine whether there
exists n ∈  of the form n  lpk , with k , l ≤ c and p any prime number, such that
un  0.
1. Introduction
A sequence (un)
∞
n0 of real algebraic numbers is called a linear recurrence sequence
if its terms satisfy a recurrence relation un  a1un−1 + a2un−2 + · · · + aℓun−ℓ , with
fixed real algebraic constants a1 , . . . , aℓ such that aℓ , 0. Such a recurrence is said
to have order ℓ and a sequence (un) satisfying the recurrence is wholly determined
by the initial values u0 , . . . , uℓ−1. The study of linear recurrence sequences is moti-
vated by a wide range of phenomena, in areas such as analysis of algorithms, and
biological and economic modelling. Natural decision problems for linear recur-
rence sequences include: whether all the terms in a sequence are positive, whether
the terms of the sequence are eventually positive, and whether the sequence con-
tains a zero. The latter, commonly known as the Skolem Problem [6, 7], is the main
object of study in the current paper.
Let (un) be a linear recurrence sequence. A remarkable result of Skolem, Mahler,
and Lech states that the set {n ∈  : un  0} is the union of a finite set together with
a finite number of (infinite) arithmetic progressions. The original result, proved
by Skolem [14] for the field of rational numbers, was subsequently extended to
the field of algebraic numbers by Mahler [9, 10], and then further extended to any
field of characteristic 0 by Lech [8]. All known proofs of the Skolem-Mahler-Lech
Theorem (as it is now known) employ techniques from p-adic analysis. These
proofs are non-constructive and the decidability of the Skolem Problem remains
open. Berstel and Mignotte, however, gave an effective method to obtain all of the
arithmetic progressions in the statement of the theorem [2].
For fields of positive characteristic, the conclusion of the Skolem-Mahler-Lech
Theorem does not hold. Indeed, Lech [8] gave the following illustrative example.
Let K  p(t) and consider the sequencewith terms un  (1+ t)
n− tn−1. Then (un)
satisfies a linear recurrence over K, but un  0 if, and only if, n  p
k . Nevertheless,
Derksen [5] established an analogue of the Skolem-Mahler-Lech Theorem for fields
of positive characteristic, namely he proved that the set of zeroes in a field of
characteristic p is a p-automatic set. The proof of Derksen was moreover effective,
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allowing to construct for a given sequence the automaton representing the set of
its zeros.
Returning to the characteristic-zero setting, progress on the decidability of the
Skolem Problem has been made by restricting the problem to linear recurrence
sequences of low order. Decidability of the Skolem Problem for sequences of order
at most 2 is straightforward and the results are considered folklore. Breakthrough
work by Mignotte, Shorey, and Tĳdeman [11], and, independently, Vereshcha-
gin [15], showeddecidability of the SkolemProblem for linear recurrence sequences
of order 3 and 4. Techniques from p-adic analysis and algebraic number theory are
employed in both [11] and [15]. Both papers moreover make critical use of Baker’s
theorem for linear forms in logarithms of algebraic numbers. The approach via
Baker’s Theorem taken in the above papers does not appear to extend easily to
recurrences of higher order. In particular, decidability of Skolem’s Problem re-
mains open for recurrences of order 5. However, the recent resurgence of research
activity concerning the decidability of various sub-cases of the Skolem Problem
and related questions (see the survey [13]) gives an indication of its fundamental
importance to the field.
In this paper we pursue an alternative approach to restricting the order of the
recurrence as a means of obtaining decidable specialisations of Skolem’s Problem.
We consider general recurrences, but ask to decide the existence of zeros of certain
prescribed forms. For example, we ask whether one can show decidability of the
Skolem Problem when we consider only those n ∈  that are prime powers. Our
first basic result—whichwewill generalise in variousways in the rest of the paper—
is the following, which applies to a class of simple linear recurrence sequences (i.e.,
those sequences without repeated characteristic roots):
Theorem 1.1. Suppose that each term in a linear recurrence sequence (un) can be written
as an algebraic exponential polynomial un  A1λ
n
1
+ · · · + Amλ
n
m with A1, . . . , Am ∈ 
and λ1 , . . . , λm distinct algebraic integers. Fix c ∈ . Then one can decide whether there
exists n ∈ {pk : p prime, k ≤ c} such that un  0.
In general, a simple linear recurrence sequence (un) has the property that each of
its terms is given by an algebraic exponential polynomial un  A1λ
n
1
+ · · · +Amλ
n
m
with A1, . . . , Am ∈ O algebraic integers in a number field K. In Theorem 1.1 we
assumed that A1, . . . , Am ∈ . More generally, a linear recurrence sequence (un)
can always be written in the form un  A1(n)λ
n
1
+ · · · + Am(n)λ
n
m , where the Ai
are univariate polynomials and the λi are characteristic roots of the recurrence
relation. We establish decidability results for linear recurrence sequences (un) in
this general setting. We consider the case of rational polynomial coefficients in
Section 3; that is, A1, . . . , Am ∈ [x] and, more generally, algebraic polynomial
coefficients in Section 5. We outline two generalisations of Theorem 1.1 below.
First, assume that the linear recurrence sequence (un) satisfies un  A1(n)λ
n
1
+
· · ·+Am(n)λ
n
m such thatA1, . . . , Am ∈ [x]. The next result follows as a corollary to
Theorem 3.3. In the proof of Theorem 3.3 we introduce and analyse an associated
simple linear recurrence (vn) with terms vn  A1(0)λ
n
1
+ · · · + Am(0)λ
n
m .
Theorem 1.2. Let (un) be a recurrence sequence with rational polynomial coefficients and
(vn) the associated simple recurrence. Fix c ∈ . If v1 , 0 then one can decide whether
there exists n ∈ {pk : p prime, k ≤ c} such that un  0.
Now suppose that the terms of (un) are given by un  A1(n)λ
n
1
+ · · ·+Am(n)λ
n
m
where the coefficients A1, . . . , Am ∈ O[x] are univariate polynomial with O the
ring of integers of a finite Galois extension K over . As before, let (vn) be the
associated simple recurrence. To each rational prime p we associate a constant f (p)
(the inertial degree of p in K). The next result follows as a corollary to Theorem 4.1.
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Theorem 1.3. Suppose that (un) is a recurrence sequence with algebraic polynomial
coefficients and (vn) the associated linear recurrence as above. Fix c ∈ . If v1 , 0 then
one can decide whether there exists n ∈ {pk f (p) : p prime, k ≤ c} such that un  0.
Wemotivate our decidability results with a discussion of the decidability of the
Skolem Problem for linear recurrence sequences of order 5. The authors of [7]
claim to prove that the Skolem Problem is decidable for integer linear recurrence
sequences of order 5; however, as pointed out in [12], there is a gap in the argument.
The critical case for which the decidability of the Skolem Problem is open is that of
a recurrence sequence of order 5 whose characteristic polynomial has five distinct
roots: four distinct roots λ1 , λ1 , λ2 , λ2 ∈  such that |λ1 |  |λ2 |, and a fifth root
ρ ∈  of strictly smaller magnitude. In this case the terms of such a recurrence
sequence (un) are given by un  a
(
λn
1
+ λn
1
)
+ b
(
λn
2
+ λn
2
)
+ cρn . Here a, b, c ∈ 
are algebraic numbers. If |a | and |b | are not equal then there is no known general
procedure to determine {n ∈  : un  0}.
Nextwe consider an example of a linear recurrence sequence from the aforemen-
tioned critical case. Wemotivate the results herein and also illustrate the techniques
used in this paper by demonstrating that the sequence does not vanishes at any
prime index.
Example 1.4. For this example set λ1  39 + 52i, λ2  −60 + 25i and ρ  1. (Our
choices of Pythagorean triples (39, 52, 65) and (25, 60, 65) ensure that |λ1 |  |λ2 | 
65.) Let (vn) be the linear recurrence sequence whose terms satisfy
vn  λ
n
1 + λ
n
1
+ 3
(
λn2 + λ
n
2
)
+ ρn .
There are no rational primes p ∈  for which vp  0.
We omitmany technical definitions and details in the following presentation (for
such details we refer the reader to the preliminariy material in the next section).
Proof of Example 1.4. Let K be the splitting field of the minimal polynomial (over )
associated to (vn). We find that K  (λ1 , λ1 , λ2 , λ2 , 1)  (i). The dimension d
of the field K as a vector space over  is 2. There is a computable constant N ∈ 
depending only on v1 and the field K introduced in the preliminaries—the norm
of the principal ideal generated by v1—with the following property. Suppose that
p ∈  is a rational prime. Then, by Corollary 3.1 and Lemma 3.2, vp  0 only if
p |N .
Assume that vp  0 for some prime p ∈ . We calculate v1  −281, which we
use to determine N . Here N  |v1 |
d
 2812. Thus p |N  2812 from our assumption.
By happy coincidence, 281 is a rational prime and so it is sufficient to checkwhether
vp  0 for the only possible candidate p  281. Using Mathematica we compute
v281 ≈ 3.7× 10
509 (to two significant figures). We conclude that there does not exist
a rational prime p ∈  such that vp  0. 
This paper is organised as follows. In Section 2, we recall preliminary termi-
nology and background material from algebraic number theory and recurrence
sequences. In Section 3, we prove decidability results locating zeroes of recurrence
sequences of the form un  A1(n)λ
n
1
+ · · · +Am(n)λ
n
m with polynomial coefficients
A1, . . . , Am ∈ [x] having integer coefficients. The main result in Section 3 is Theo-
rem 3.3. In Section 4 we prove decidability results for linear recurrence sequences
with polynomial coefficients A1, . . . , Am ∈ O[x], where O is the ring of integers of
a Galois number field. The main result in Section 4 is Theorem 4.1. In Section 5 we
show that the problem of deciding whether a given linear recurrence sequence has
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a prime zero is NP-hard. This matches the best known lower bound for the general
Skolem Problem.
2. Algebraic number theory and linear recurrence sequences
In this section we recall some basic notions concerning algebraic numbers and
linear recurrences that will be used in the sequel.
A complex number α is algebraic if there exists a polynomial P ∈ [x] such
that P(α)  0. The minimal polynomial of α ∈  is the unique monic polynomial
µα ∈ [x] of least degree such that µ(α)  0. The degree of α, written deg(α), is
the degree of its minimal polynomial. An algebraic integer α is an algebraic number
whose minimal polynomial has integer coefficients. The collection of all algebraic
integers forms a ring .
A number field K is a field extension ofwhose dimension as a vector space over
 is finite. We call the dimension of this vector space the degree of the number field
and use the notation [K : ] for the degree of K. Call a number field K Galois if it
is the splitting field of some separable polynomial over . Let O   ∩ K be the
ring of algebraic integers in K. Because  ∩   , we refer to the elements of 
as rational integers. For each α ∈ K there exists a non-zero q ∈  such that qα ∈ O.
Given a number field K of degree d over, there are exactly d distinct monomor-
phisms σi : K → . We define the norm NK(α) of α ∈ K by
NK(α) 
d∏
ℓ1
σℓ(α).
Then NK(α) ∈  and furthermore NK(α) ∈  if α ∈ O.
Suppose that P ∈ [x] is a polynomial with integer coefficients. The height of P
is the maximum of the absolute values of its coefficients and write ‖P‖ for the bit
length of the list of its coefficients encoded in binary. It is clear that the degree of
P is at most ‖P‖, and the height of P is at most 2‖P‖ .
There is a standard representationof analgebraic number α as a tuple (µα, a, b, ε)
where µα is the minimal polynomial of α and a, b, ε ∈  with ε > 0 sufficiently
small so that α is the unique root of µα inside the ball of radius ε centred at a+bi ∈ .
Given a polynomial P ∈ [x], we can compute a standard representation for each
of its roots in time polynomial in ‖P‖.
We recall some standard terminology and basic results about ideals in O. The
ideal a  aO generated by a single element a ∈ O is called principal. For two ideals
a and b of O, define the sum and product by
a + b : {a + b : a ∈ a, b ∈ b}, and
ab :
{ k∑
j1
a j b j : a j ∈ a, b j ∈ b
}
.
Two ideals a and b are said to be coprime if a+ b  O. In this case we have ab  a∩b.
For ideals a, b ofOwe say a divides b, and write a |b, if there exists an ideal c such
that b  ac. In addition, a |b if, and only if, b ⊆ a. An ideal p of O is called prime if
p|ab implies p|a or p|b. Recall that the ring of integersO of a number field does not
necessarily have unique factorisation. However every non-zero ideal of O can be
written as a product of prime ideals and, in addition, this factorisation is unique
up to the order of the factors.
Let a be a non-zero ideal ofO then the quotient ringO/a is finite, which leads us
to define the norm of a by N(a)  |O/a |. This norm has a multiplicative property:
N(ab)  N(a)N(b) for every pair of non-zero ideals a, b of O. We can connect
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norms of elements and ideals as follows. Suppose that a ∈ O is non-zero then
N(aO)  |NK(a)| and, in addition, if a ∈  then N(aO)  |a
d | where d  [K : ].
Suppose that p is a prime ideal. Since the quotient ringO/p is a finite field and,
by definition, N(p)  |O/p|, we conclude that N(p)  p f where f ≤ [K : ] and p is
a rational prime. Indeed, p ∈ p and, further, it is the only rational prime in p. Thus,
we say that the prime ideal p lies above the prime ideal p. We will frequently use
the following version of Fermat’s Little Theorem:
Theorem 2.1. For any prime ideal p and algebraic integer λ ∈ O, λN(p) − λ ∈ p.
We now recall some of the terminology connecting linear recurrence sequences
and exponential polynomials. For further details on this correspondence we refer
the reader to [6].
We call a sequence of algebraic numbers (un)
∞
n0 satisfying a recurrence relation
un  a1un−1 + a2un−2 + · · · + aℓun−ℓ with fixed real algebraic constants a1 , . . . , aℓ
such that aℓ , 0 a linear recurrence sequence. Together with the recurrence relation,
the sequence is wholly determined by the initial values u0 , . . . , uℓ−1. The poly-
nomial f (x)  xℓ − a1x
ℓ−1 − · · · − aℓ−1x − aℓ is called the characteristic polynomial
associated to the relation. Associated to each linear recurrence sequence (un) is a
recurrence relation of minimal length. We call the characteristic polynomial of this
minimal length relation the minimal polynomial of the sequence. Moreover, given a
recurrence relation the minimal polynomial divides any characteristic polynomial.
The order of a linear recurrence sequence is the degree of its minimal polynomial.
Let µ be the minimal polynomial of a linear recurrence sequence (un) and K the
splitting field of µ. Over K the polynomial factorises as a product of powers of
distinct linear factors µ(x) 
∏m
i1(x − λi )
ni . Here the constants λ1 , . . . , λm ∈ K
are the characteristic roots of (un) with multiplicities n1 , . . . , nm . The terms of a
linear recurrence sequence can be realised as an exponential polynomial such that
un 
∑m
i1 Ai(n)λ
n
i
. Here the λi are the distinct characteristic roots of the recurrence
(un) alongside polynomial coefficients Ak ∈ K[x]. If the characteristic polynomial
of a sequence has no repeated roots, the terms in the sequence are each given by
an exponential polynomial un 
∑m
i1 Ai(0)λ
n
i
with constant coefficients. A linear
recurrence sequence that satisfies this condition is called simple.
Suppose that (un)
∞
n0
is a linear recurrence sequence with characteristic roots
λ1 , . . . , λm ∈ K. For each i ∈ {1, . . . , m} there exist non-zero qi ∈  such that
qiλi ∈ O. Consider the linear recurrence sequence (wn)
∞
n0 with terms given by
wn  q
n
1
· · · qnm un . By construction, wn  0 if and only if un  0 and, further,
the characteristic roots of (wn) are algebraic integers in O. Thus, without loss of
generality, we assume that each λi ∈ O and, in addition, that A1, . . . , Am ∈ O[x].
Let (un)be a linear recurrence sequencewith terms un  A1(n)λ
n
1
+· · ·+Am(n)λ
n
m
where λ1 , . . . , λm ∈ O and A1, . . . , Am ∈ O[x]. We associate to (un) a simple linear
recurrence (vn) given by an exponential polynomial vn  A1(0)λ
n
1
+ · · ·+Am(0)λ
n
m .
We are interested in determining whether un  0 for n  ℓp
k with k, ℓ ∈ 
bounded and p any rational prime. In particular, our method is limited to those
coefficients ℓ ∈ {0, 1, . . . , c} for which vℓ , 0. We introduce the set Lc  {ℓ ∈  :
ℓ ≤ c, vℓ , 0} consisting of such coefficients. In the case that (un)
∞
n0 is simple we
have that un  vn for each n ∈ , and so we need only consider the ℓ ≤ c such that
uℓ , 0. In the case that (un)
∞
n0 is not simple it is possible that (vn) is identically
zero; for example, un  nλ
n . If v0 , 0 then (vn) is not identically zero. Otherwise
v0  u0  0 and we have identified a zero term at an index of the desired form.
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3. Coefficients in [x]
3.1. Decidability results. Given a positive rational integer n, recall the multino-
mial expansion with exponent n is given by the identity
(A1x1 + · · · + Amxm)
n

∑
b1+···+bmn
(
n
b1 , b2 , b3 , . . . , bm
) m∏
t1
Abtt x
bt
t
with the combinatorial coefficient representing the quotient(
n
b1 , b2 , b3 , . . . , bm
)

n!
b1!b2! · · · bm !
.
We shall make use of the following result, commonly called the freshman’s dream.
Corollary 3.1. Suppose that A1, . . . , Am ∈  and λ1 , . . . , λm lie in the ringO of integers
of some number field k. Then for any prime p and k ∈ we have the following congruence:
(A1λ1 + · · · + Amλm)
pk ≡ A1λ
pk
1
+ · · · + Amλ
pk
m (mod pO).
Proof. Let us expand the left-hand side using the aforementioned multinomial
identity. Now consider each of the combinatorial coefficients in this expansion. If
exactly one of the choices b1 , . . . , bt is equal to p
k then the corresponding coefficient
is equal to 1, and otherwise it is an integer multiple of p. Hence
(A1λ1 + · · · + Amλm)
pk ≡ A
pk
1
λ
pk
1
+ · · · + A
pk
m λ
pk
m (mod pO).
The result follows by repeated application of Fermat’s Little Theorem, A
pk
i
≡ Ai
(mod p). 
In combination with Corollary 3.1, we use the following technical lemma in the
proof of Theorem 1.1.
Lemma 3.2. Suppose that b ∈ O is non-zero. There are only finitely many rational primes
p such that pO |bO and, in addition, N(bO) is an effective bound on such primes.
Proof. Since the ideal norm is multiplicative we have pd  N(pO)|N(bO) where
d  [K : ]. We can calculate N(bO) ∈  and so obtain an effective bound on any
rational prime p such that pO |bO. 
Proof of Theorem 1.1. Let us assume that the algebraic integers λ1 , . . . , λm all lie in
a given number field K, and let us denote by O the ring of algebraic integers in K.
We note that it is decidable whether up0  u1  A1 + · · · + Am  0. Thus we can
assume, without loss of generality, that u1 , 0. We shall prove the case k  1. The
proof for higher powers follows with only minor changes to the argument below.
By Corollary 3.1, the following congruence holds modulo pO,
u
p
1
 (A1λ1 + · · · + Amλm)
p ≡ A1λ
p
1
+ · · · + Amλ
p
m  up .
Thus u
p
1
and up lie in the same coset of pO. It follows that up  0 only if u
p
1
∈ pO.
Since pO |u
p
1
O and u1 , 0 (by assumption), we can apply Lemma 3.2. As N(u
p
1
O)
has only finitely many prime divisors, we obtain an effective bound on the rational
primes p such that up  0. We have the desired result: given c ∈ , it is decidable
whether there exists an n ∈ {p : p prime} such that un  0. 
Wenow turn our attention to decidability results for linear recurrence sequences
whose terms are given by an exponential polynomial with polynomial coefficients
in [x].
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Let (un)bea linear recurrence sequencewhose termsaregivenbyun  A1(n)λ
n
1
+
· · · + Am(n)λ
n
m with A1, . . . , Am ∈ [x] and λ1 , . . . , λm ∈ O for some ring of inte-
gers in a number field K. We associate a simple sequence (vn)with terms given by
vn  A1(0)λ
n
1
+ · · · + Am(0)λ
n
m to each such sequence (un). Given c ∈ , we define
the set Nc ⊂  as follows:
Nc :
⋃
ℓ∈Lc
{ℓpk : p prime, k ≤ c}.
We recall the set Lc  {ℓ ∈  : ℓ ≤ c, vℓ , 0} defined in the previous section.
HenceNc implicitlydependson the sequence (un ). If u0  0 thenwehave identified
a zero term at a desired index. Otherwise u0 , 0 and so, for c sufficiently large, Nc
is infinite. The goal of this section is to prove the following theorem.
Theorem 3.3. Let (un) be a linear recurrence sequence whose terms are given by an
exponential polynomial with rational polynomial coefficients as above. Fix c ∈ . Then
one can decide whether there is an n ∈ Nc such that un  0.
Lemma 3.4 below is a generalisation of Corollary 3.1 in two senses: the lemma
considers sequences that are not necessarily simple and indices of the form ℓpk ∈ .
Lemma 3.4. Let (un) be a recurrence sequence as above and (vn) the associated simple
recurrence sequence. Let p ∈  be prime and k, ℓ ∈ . Then v
pk
ℓ
− uℓpk ∈ pO.
Proof. Weprove the case when k  1. The general case, dealingwith higher powers
pk , follows with only minor changes.
First, we have the congruence v
p
ℓ
≡ vℓp (mod pO) by Corollary 3.1 since(
A1(0)λ
ℓ
1
+ · · · + Am(0)λ
ℓ
m
)p
≡ A1(0)λ
ℓp
1
+ · · · + Am(0)λ
ℓp
m .
Recall that for A ∈ [x] we have (x − y)|(A(x) − A(y)). By induction, one can
show that p |(A(lp) − A(0)) and so A(0) ≡ A(ℓp) (mod p) for each A ∈ [x]. This
is sufficient to deduce a second congruence
vℓp ≡ A1(ℓp)λ
ℓp
1
+ · · · + Am(ℓp)λ
ℓp
m  uℓp (mod pO).
Together these two congruences give v
p
ℓ
− uℓp ∈ pO, the desired result. 
Proof of Theorem 3.3. Let us consider the case that k  1. As previously noted, we
can assume there is an ℓ ≤ c and vℓ , 0 (otherwise u0  0). Suppose that uℓp  0.
Then, by Lemma 3.4, v
p
ℓ
∈ pO and so pO |v
p
ℓ
O. Thus p |N(v
p
ℓ
O). Since O is a
commutative ring and the ideal norm is multiplicative, we have that p |N(vℓO). By
Lemma 3.2, we obtain an effective bound on the divisors of vℓO of the form pO
and hence a bound on the rational primes for which uℓp  0 is possible. Mutatis
mutandis the proof holds for prime powers pk with k > 1. Clearly the case k  0 is
decided by determining whether uℓ  0. 
3.2. Complexity upper bound. Given a simple linear recurrence sequence (un), we
establish a quantitative bound on the magnitude of any prime p such that up  0.
The bound is in terms of the size of the problem instance. In the case that (un) is a
simple linear recurrence sequence, we know that un  A1λ
n
1
+· · ·+Amλ
n
m and so the
size of the problem instance is the bit length S  ‖〈λ1 , λ2 , . . . , λm , A1, A2, . . . , Am〉‖.
We give the following rudimentary bounds in terms of S. First, we bound
log2 |Ai |+ 1, bit length of the integer Ai, from above by 2
S. Second, |λi | is bounded
from above by H(λi) ≤ 2
S where the height H(λi) is the maximum absolute value
of the coefficients in µλi . Finally, we have deg(λi) ≤ S, from which it follows that
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[K : ]  [(λ1 , . . . , λm) : ] ≤ m
S ≤ SS. Because u1  A1λ1 + · · ·Amλm we have
the following elementary bound
N(u1O) ≤
[K : ]∏
ℓ1
m∑
k1
|σℓ(Ak)σℓ(λk)| ≤
[K : ]∏
ℓ1
S23S ≤
(
S23S
)SS
.
From the above calculations it follows that if up  0 for some prime p then p is
at most (S23S)S
S
, i.e., double exponential in S, the size of the problem instance.
4. Coefficients in O[x]
Let us first recall some background material on the decomposition of prime
ideals in the ring of integersO of a Galois number field K. Such decompositions (as
products of powers of prime ideals) are particularly well-behaved in this setting—
a comprehensive presentation of this material can be found in [4]. Let p ∈  be
prime. Then pO 
∏g
i1
pe
i
where the pi are the prime ideals lying above p. Here
the integer e(p) ≥ 1 is the ramification index of p. The degree of the field extension
f (p)  [O/pi : /p], the inertial degree of pi over p, is independent of the prime
ideal pi. Suppose that p lies above p. We have N(p)  N(p)
f (p)
 p f (p). A
prime p is ramified in O if e > 1 and unramified otherwise. In particular, only
finitely many primes ramify in O since p ramifies in O if, and only if, p divides
the discriminant of K (see e.g. [4]).
Suppose that K is Galois over  and letO be the algebraic integers in K. In this
section we shall prove decidability results locating the zeroes of sequences (un)
whose terms are given by an exponential polynomial of the form un  A1(n)λ
n
1
+
· · · + Am(n)λ
n
m with coefficients A1, . . . , Am ∈ O[x] and λ1 , . . . , λm ∈ O. For such
a sequence, fix c ∈  and let Lc  {ℓ ∈  : ℓ ≤ c, vℓ , 0} where (vn) is the simple
recurrence sequence with terms given by vn  A1(0)λ
n
1
+ · · · + Am(0)λ
n
m . Let f (p)
be the inertial degree of p inO. Then define the set Nc(K) as the union
Nc(K) 
⋃
ℓ∈Lc
{ℓpk f (p) : p prime, k ≤ c}.
Here our choice of notation is meant to draw comparison with our previous defi-
nition for the set Nc . Without loss of generality we assume that given c ∈  there
is an l ≤ c such that vℓ , 0 for otherwise the sequence (un) vanishes at u0  v0  0.
We denote by Qc(K) the subset
Qc(K) 
⋃
ℓ∈Lc
{ℓpk f (p) : p unramified, k ≤ c}.
Similarly, let Rc(K) ⊂ Nc(K) be the corresponding set of elements where p is
ramified inO. Since there are only finitely many prime ideals p that are ramified
inO, the cardinality of the setRc(K) is finite. By definition, Nc(K)  Qc(K)∪Rc(K).
Our main result is the following theorem.
Theorem 4.1. Fix c ∈ . Given (un) as above, one can decide whether there is an
n ∈ Nc(K) such that un  0.
Since the set Rc(K) is finite, locating zero terms un  0 for n ∈ Rc(K) is clearly
decidable. So to prove Theorem 4.1 it is sufficient to prove the next theorem.
Theorem 4.2. Fix c ∈ . Given (un) as above, one can decide whether there is an
n ∈ Qc(K) such that un  0.
In order to prove Theorem 4.2, we first prove two technical results. The first,
Lemma 4.3, concerns elements of cosets of pO inO. The second, Lemma 4.4, plays
an analogous rôle to that of Lemma 3.4 in Section 3.
ON THE SKOLEM PROBLEM AND PRIME POWERS 9
Lemma 4.3. Suppose that ϕ ∈ O and p is non-zero prime ideal. If p is unramified
with inertial degree f (p) then ϕp
f (p)
− ϕ ∈ pO.
Proof. Write pO  p1 · · ·pg for the unique factorisation of pO as a product of
the distinct prime ideals pi lying above p. Here the ramification index is unity
because p is unramified. By Theorem 2.1, for each i ∈ {1, . . . , g} and ϕ ∈ O we
have ϕN(pi ) − ϕ ∈ pi . Since each of the exponents satisfy N(pi)  p
f (p), we deduce
that ϕp
f (p)
− ϕ ∈ ∩ipi . Because the distinct prime ideals pi are pairwise co-prime,
we have ∩ipi  p1 · · ·pg  pO and hence we have the desired result. 
Lemma 4.4. Let (un) be a recurrence sequence and (vn) the associated simple recurrence
sequence as above. Let p ∈  be a rational prime and k, ℓ ∈ . If p ⊂ O is unramified
with inertial degree f (p) then vℓ − uℓpk f (p) ∈ pO.
Proof. The result is a consequence of the next congruences
vℓ ≡ vℓpk f (p) ≡ uℓpk f (p) (mod pO).
The congruences hold trivially when k  0. We shall prove the case k  1 below
and omit the case k > 1 as it follows similarly. The first congruence is a simple
application of Lemma 4.3:
vℓ 
m∑
j1
A j(0)λ
ℓ
j ≡
m∑
j1
A j(0)λ
ℓp f (p)
j
 vℓp f (p) (mod pO).
Recall that forA ∈ O[x]wehave (x−y)|(A(x)−A(y)). The second congruence holds
since pO ∋ ℓp f (p) |(A(ℓp f (p)) −A(0)) or equivalently A(0) ≡ A(ℓp f (p)) (mod pO) for
each A ∈ O[x]. Thus
vℓp f (p) ≡
m∑
j1
A j
(
ℓp f (p)
)
λ
ℓp f (p)
j
 uℓp f (p) (mod pO).
Hence vℓ − uℓp f (p) ∈ pO as desired. 
Proof of Theorem 4.2. Fix c ∈  and assume that n ∈ Qc(K) such that un  0. Then n
is of the form ℓpk f (p) where p is a prime and p ⊂ O is unramified. By Lemma 4.4,
vℓ − uℓpk f (p) ∈ pO. Thus vℓ ∈ pO and therefore pO |vℓO. We then apply Lemma 3.2
to give an effective bound on the primes by a divisibility argument for N(vℓO).
Hence the result. 
Our approach in the proof of Theorem 4.1 extends in the following way: we can
decide whether there exists there is an n 
∑t
j1 l j p
k j f (p) such that un  0. Here
the constants k j , l j ∈  are bounded independently of the rational prime p, and
f (p) is the inertial degree of p ⊂ O. For l1 , . . . , lt , k1 , . . . , kt ∈ , we define
Sm  Sm(l j ; k j) :
{∑t
j1 l j m
k j f (m) if m is prime,∑t
j1 l j if m  1.
Fix c ∈  and, as before, let Lc  {ℓ ∈  : ℓ ≤ c, vℓ , 0}. Define the set N
′
c (K) as
follows
N
′
c (K) 
⋃
S1∈Lc
{
Sp(l j ; k j) : p prime, k j ≤ c
}
.
We define the sets Q′c(K), for unramified p in K, and R
′
c(K), for ramified p in
K, in an analogous manner to the sets Qc(K) and Rc(K) associated to Nc(K). Then,
like before, N ′c (K)  Q
′
c(K) ∪R
′
c(K) and R
′
c(K) has finite cardinality.
We have the next decidability result.
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Theorem 4.5. Fix c ∈ . Then, given (un) as above, one can decide whether there is an
n ∈ N ′c (K) such that un  0.
The proof of Theorem 4.5 follows the approach in the proof of Theorem 4.1.
Since the cardinality of R′c(K) is finite, we need only prove the next theorem in
order to prove Theorem 4.5.
Theorem 4.6. Fix c ∈ . Then, given (un) as above, one can decide whether there is an
n ∈ Q′c(K) such that un  0.
Given its similarities to the proof of Theorem 4.2, we omit a formal proof of The-
orem 4.6; instead, we outline the key steps in the proof. We require the following
technical lemma; Lemma 4.7 generalises the result in Lemma 4.4.
Lemma 4.7. Let (un) be a recurrence sequence and (vn) the associated simple recurrence
sequence as above. Let p ∈  be a rational prime and Sp(l j ; k j) be defined as above. If
p ⊂ O is unramified then uSp − vS1 ∈ pO.
Proof. We avoid repeating the proof of Lemma 4.4 by limiting our presentation to
the next two observations. First, for each polynomial A ∈ O[x] we have A(Sp) −
A(0) ∈ pO since pO ∋ Sp divides A(Sp) − A(0). Second, by repeated application
of Lemma 4.3, we have λSp − λS1 ∈ pO for λ ∈ O. From these observations, one
can obtain the congruences vS1 ≡ vSp ≡ uSp (mod pO) and hence the desired
result. 
We sketch the key steps in the proof of Theorem 4.6.
Proof of Theorem 4.6. Fix c ∈ . Assume that uSp  0 for some Sp(l j ; k j) ∈ N
′
c (K)
where p ⊂ O is an unramified prime. Note that vS1 , 0 since Sp(l j ; k j) ∈ N
′
c (K).
Then, by Lemma 4.7, vS1 ∈ pO and so pO |vS1O. By Lemma 3.2, p necessarily
divides N(vS1O). Since N(vS1O) is computable, one can derive an effective bound
on the rational primes p such that uSp  0. 
5. Hardness result
In [3], Blondel and Portier proved that the Skolem Problem is NP-hard (see
also [1]). In this section we show that the prime variant of the Skolem Problem
is likewise NP-hard. Following [1], our proof is by reduction from the Subset Sum
Problem: given a finite set of integer A  {a1 , . . . , am} and b ∈  a target, written in
binary, decide whether there is a subset S ⊆ {1, . . . , m} such that
∑
k∈S ak  b.
Let us state two well-known theorems in number theory in order to derive a
simple corollary that is fundamental to our proof of Theorem 5.6.
Theorem 5.1 (Chinese remainder theorem). Let n1 , . . . , nm be positive integers that
are pairwise co-prime. Then the system of m equations r ≡ ak (mod nk )with each ak ∈ 
has a unique solution modulo N where N  n1n2 · · · nm .
Dirichlet proved the following theorem on primes in arithmetic progressions.
We use the notation (m , n) to indicate the greatest common divisor of m , n ∈ .
Theorem 5.2. Suppose that q and r are co-prime positive integers. Then there are infinitely
many primes of the form ℓq + r with ℓ ∈ .
The next corollary is immediate.
Corollary 5.3. Let p1 , . . . , pm be a finite set of distinct primes. Then the system of m
equations r ≡ ak (mod pk) with each ak ∈  has a unique solution r ∈ {0, 1, . . . , P − 1}
where P  p1p2 · · · pm . Additionally, if (r, P)  1 then there are infinitely many ℓ ∈ 
for which ℓP + r is prime.
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Recall that the nth cyclotomic polynomial given by
Φn(x) 
∏
k∈{1,...,n}
(k ,n)1
(
x − e2πik/n
)
is the minimal polynomial over  of a primitive nth root of unity.
We call an integer linear recurrence sequence cyclotomic if its characteristic roots
are all roots of unity. The next theorem, concerning Skolem’s Problem in the
restricted setting of cyclotomic sequences, follows fromwork in [1]. We reproduce
the proof as a lead into our original work on the Skolem Problem restricted to
prime numbers.
Theorem 5.4. The cyclotomic Skolem Problem is NP-hard.
The proof of Theorem 5.4 is by reduction from the Subset Sum Problem and
follows directly from the technical lemma, Lemma 5.5, below. Before we present
the proof, we introduce some notation.
Let {p1 , . . . , pm} be the set of the first m prime numbers. We define the linear
recurrence sequence (sk(n))
∞
n0
with k ∈ {1, . . . , m} as follows. Let sk(n)  sk (n−pk)
for n ≥ pk with initial conditions sk(0)  1, sk (1)  · · ·  sk(pk − 1)  0. Then
each sequence (sk(n)) is periodic with period pk . The characteristic polynomial
associated to (sk (n)) is given by
xpk − 1 
pk−1∏
ℓ0
(
x − e2πiℓ/pk
)
.
Thus (sk(n)) is a cyclotomic sequence.
In order to reduce the Subset Sum Problem to the cyclotomic Skolem Problem,
we consider the inhomogeneous linear recurrence sequence (t(n))∞n0 with terms
given by t(n)  b −
∑m
k1 ak sk(n). The characteristic polynomial associated to (t(n))
is given by the least common multiple of
(xp1 − 1)(x − 1), xp2 − 1, . . . , xpm − 1
(see [6]), from which it follows that each of the characteristic roots of (t(n)) are
themselves roots of unity, i.e., (t(n)) is a cyclotomic sequence.
Lemma 5.5. For (t(n)) given as above, there exists N ∈  such that t(N)  0 if and only
if the Subset Sum Problem with inputs {a1 , . . . , am ; b} has a solution.
Proof. Suppose that there exists an N ∈  such that t(N)  0, then the Subset Sum
Problem has a solution because the selectors sk (n) are {0, 1}-valued. Conversely,
suppose that there is a subset S ⊆ {1, . . . , m} such that
∑
k∈S ak  b and define
N 
∏
k∈S pk . We have sk (N)  1 for each k ∈ S since pk | N , and sk (N)  0
otherwise. Thus
t(N)  b −
m∑
k1
ak sk (N)  b −
∑
k∈S
ak  0,
as required. 
We prove the following complexity result for the Skolem Problem for primes.
Theorem 5.6. Suppose that (un) is a cyclotomic integer linear recurrence sequence. The
problem of deciding whether there is a prime p ∈  such that up  0 is NP-hard.
The proof of Theorem 5.6 involves an analysis of the NP-hardness proof for
Skolem’s Problem. Technically we will derive the result from Lemma 5.7, below.
Let p1 , . . . , pm be the first m odd primes. We define selector sequences (σk(n))
with k ∈ {1, . . . , m} as follows. Let σk(n)  σk(n − pk) for n ≥ pk with initial
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conditions σk(1)  1, σk(0)  σk(2)  · · ·  σk(pk − 1)  0. Then each sequence
(σk(n)) is periodic with period pk . Let τ(n)  b −
∑m
k1 akσk(n). It is easily shown
that (σk(n)) and (τ(n)) are cyclotomic recurrence sequences.
Lemma 5.7. There exists an odd prime p ∈  such that τ(p)  0 if and only if there
exists a subset S ⊆ {1, . . . , m} that is a solution to the Subset Sum Problem with inputs
{a1 , . . . , am ; b}.
Proof. Suppose that there is an odd prime p ∈  such that τ(p)  0. Then there is
a solution to the Subset Sum Problem as σk(p) ∈ {0, 1} for each k.
Conversely, suppose that there a subset S ⊆ {1, . . . , m} such that
∑
k∈S ak  b.
Consider the set Q(S) ⊆  of integer solutions to the set of m equations{
r ≡ 1 (mod pk) if k ∈ S, and
r ≡ 2 (mod pk) if k ∈ {1, . . . , m} \ S.
Thechoiceof residueensures that r is notdivisible byanyof theprimes p1 , p2 , . . . , pm .
By the Chinese Remainder Theorem, Q(S) is an infinite arithmetic progression.
Suppose that q ∈ Q(S). Then, by definition of the selector sequences, σk(q)  1 if
and only if q ≡ 1 (mod pk) if and only if k ∈ S. Then
τ(q)  b −
m∑
k1
akσk(q)  b −
∑
k∈S
ak  0.
It remains to show that there is a prime number in Q(S). This result follows
easily from Corollary 5.3, which completes the proof. 
6. Summary
In this paper we have given decision procedures for finding zeroes of certain
prescribed linear recurrence sequences. Our main result shows how to decide the
existence of a prime p such that up  0 for a simple linear recurrence sequence
(un). We have noted that this decision problem is NP-hard and, implicitly, that the
magnitude of the smallest prime p such that up  0 is at least exponential in the size
of the problem instance. On the other hand, our decision procedure yields a double
exponential bound on the magnitude of the prime p. Closing this exponential gap
would be an interesting direction for further work. Another direction for research
would be to locate zeroes un  0 where the index n ∈  has two prime factors.
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