Given a set of points P in L 2 , the classic Unit Covering (UC) problem asks to compute the minimum number of unit disks (possibly intersecting) required to cover the points in P , along with a placement of the disks.
Introduction
The classic problem of Unit Covering (UC) in L 2 metric is defined as follows. Given a set P of n points {p 1 , . . . , p n } in the Euclidean plane, compute the minimum number of unit disks 1 (possibly intersecting) required to cover the points in P , along with a placement of the disks. UC is a well studied problem in computational geometry. UC is also known by the name Unit Disk Cover. UC problems find their applications in wireless networking, facility location, robotics and other areas of research. Note that the algorithms for UC can be easily scaled for covering points using disks of any fixed radius r > 0. In this paper, we fix r = 1.
UC is known to be NP-hard in L 2 metric, refer to [15] . Naturally, several attempts have been made to design off-line 2 approximation algorithms. Gonzalez [20] presented two approximation algorithms in L 2 metric; a 2(1 + 1 l )-approximation algorithm with runtime O(l 2 n 7 ), where l is an integer and another 8-approximation algorithm with runtime O(n log s) where s is the number of disks in the optimal cover. Franceschetti et al. [16] presented an algorithm with approximation factor 3(1 + 1 l ) and runtime O(Kn), where l is a integer and K is a constant which depends on l. A 2.8334-approximation algorithm was presented in [18] having runtime O(n(log n log log n) 2 ). Chang et al. [7] devised a 5-approximation algorithm with runtime O(nm 2 ), where m is the size of a square enclosing the point set. Liu and Lu [25] designed a 25/4-approximation algorithm with runtime O(n log n). Recently, Biniaz et al. [3] devised an algorithm with approximation factor 4 and runtime O(n log n).
There are several variants of the UC problem which are well-studied in computational geometry. Refer to [1, 2, 5, [9] [10] [11] [12] 17, 19, 21, 24] for problem definitions of some of the variants and related results.
Online algorithms have attracted great attention in computer science. Refer to [4, 22] for a discussion on online algorithms. Online problems have numerous areas of application, such as, robotics, operating systems, scheduling, networks, computational finance and many others. Online algorithms form an integral part of interactive computing where data arrives as a sequence of input portions. Once a data element arrives, an online algorithm must take a decision with an objective to construct a solution based on the input seen so far. Typically, when a new data element arrives the solution constructed so far is extended. A decision taken cannot be changed in future. Nothing is known in advance about the future of the incoming data elements. Clearly, the aim should be to always take decisions which prevents the algorithm from producing a bad quality solution in future. Since we cannot have the whole input in advance, it is frequently a challenge to design online algorithms which produce solutions not too bad in comparison to the ones produced by their off-line counterparts.
For an optimization problem, the competitive ratio of an online algorithm A is defined as the worst case ratio between the cost of the solution found by A and the cost of an optimal solution. It is analogous to approximation factor for off-line algorithms.
To the best of our knowledge, the online version of UC in L 2 has not been studied yet. This motivates us to introduce the problem; we call it Online Unit Covering (OUC) in L 2 or in order to shorten it, just Online Unit Covering (OUC). Here, points arrive online, one at a time. When a new point p arrives, we need to take one of the following two decisions. Either we assign p to one of the disks, placed previously, or, we place a new disk in order to cover p (since no other previously placed disk covers it). At the start, no disk is placed; the first disk is placed when the first point arrives. Note that OUC has been studied in L ∞ norm and different variants; refer to [6, 8, 13] .
In this paper, we show that any deterministic online algorithm for OUC has competitive ratio at least 3 using a lower bound instance; see Section 2. Lower bound instance constructions have great importance in the research of online algorithms since they provide good estimates to algorithm designers as to what competitive ratio can be achieved in the best case. See [14, 23] , for instance. On the other hand, we design a deterministic algorithm with competitive ratio 5. See Section 3.
Notations. Let D i be a unit disk. Then, by c i , we denote its center. For a point p, we denote its y-coordinate by y(p).
A lower bound for the optimal competitive ratio
In this section, a lower bound for the optimal competitive ratio for OUC is presented. For the off-line version, the best approximation factor achieved so far is 2(1 + 1 l ), where l is an integer, refer to [20] . Observe that for large positive l, one can get an approximation factor close to 2. Naturally one expects that in the online version, the competitive ratio should be higher than 2, since, it is not possible to see the whole input in advance. In this regard, we show that the optimal competitive ratio is at least 3 in the following theorem. Proof. Consider a deterministic online algorithm A for OUC. Now we will present an input instance σ to A and show that the solution A(σ) constructed by it is at least 3 times worst the solution OPT(σ), constructed by an optimal off-line algorithm. We will slightly abuse notation and use A(σ), OPT(σ) to denote their respective sizes, i.e. ,the number of disks in these solutions.
Our proof works like a two player game, played by Alice and Bob. Here, Bob is presenting points to Alice, one at a time. Alice takes the decision whether to place a new disk or not. If a new disk is required, Alice decides where to place it. Bob tries to force Alice to place as many new disks as possible by presenting the points in a smart way. Alice tries to place a new disk in a way such that the placed disk may cover other points presented by Bob in future, thereby reducing the need of placing new disks quite often.
Given an unit disk D, no two other unit disks D 1 , D 2 can cover D unless one of D 1 , D 2 completely overlaps with D. Based on this observation, we start our analysis.
In the beginning, the two points (0, 0) and (2, 0) arrive in some order. Now there can be two situations. Either these two points are covered by two different disks D 1 , D 2 or by one unit disk D 1 . In the former situation, there can be following two cases.
1. Disks D 1 , D 2 do not intersect. Refer to Fig. 1 (Left) . Assume that (0, 0) is covered by D 1 and (2, 0) by D 2 . It is easy to see that these two points can be covered by exactly one unit disk (say D) centered at (1, 0) (D is shown in gray in the figure). Now, a point arrives in that region of D which is not covered by any of D 1 , D 2 . A third disk D 3 is required to cover this point. Thus, A(σ)/OPT(σ) = 3.
2. Disks D 1 , D 2 intersect. Refer to Fig. 1 (Right). As stated earlier, since none of the two disks overlaps with the disk D centered at (1, 0), D 1 , D 2 together cannot fully cover D. By similar argument as before, one can conclude that in this case, A(σ)/OPT(σ) = 3.
(0, 0) (2, 0)
From now on, we will assume that (0, 0) and (2, 0) is covered by a single disk D 1 . Refer to Fig. 2 . Now, the point (−0.5, 0) arrives and obviously, a new disk D 2 is required to cover it.
Assume that y(c 2 ) ≥ 0 (later we will consider y(c 2 ) < 0 in our analysis). The point (−0.25, −1.25) arrives. Since y(c 2 ) ≥ 0, then D 2 cannot cover (−0.25, −1.25) and a new disk D 3 is needed to cover it. Now, there are two possible situations. Either D 3 intersects the line x = 0.625 or it does not. intersects x = 1.375, see Fig. 7 , we use the point (3.5, 1.25) else we use (1.375, 1.25), see Fig. 8 . It can be checked that in both these two cases A(σ)/OPT(σ) = 3.5. Now, we turn our attention to the case when y(c 2 ) < 0 (recall that so far we have assumed y(c 2 ) ≥ 0). Analyzing this case is now easy since the analysis will be analogous to what has been presented so far. We just need to flip the diagrams along y = 0. Specifically, the points of the form (x, 1.25) will become (x, −1.25) and vice versa. Thus, we have shown that A(σ)/OPT(σ) ≥ 3.
Remarks. It should be noted that in some of the cases in our proof, we could not achieve m = A(σ)/OPT(σ) strictly greater than 3. We think that if there is an input instance which gives m > 3, our instance may help in finding that; by extending our input instance using extra points and deeper case analysis.
Following is an observation which may help in improving the bound presented in this section, if it is possible to do so. Consider a situation where OPT(σ) = x and A(σ) = y. Then, in order to obtain the next better ratio by extending the current scenario using more point(s), OPT(σ) = x + 1 and A(σ) > y 1 + 1
x must be ensured. For instance, refer to Fig. 1 . Here, we have achieved competitive ratio 3 with x = 1, y = 3. In order to minimally improve this, we need x = 2 and y > 6, in which case, x y = 7 2 = 3.5. 
An upper bound for the optimal competitive ratio
In this section, we present a deterministic algorithm for OUC having competitive ratio 5. This implies that 5 is also an upper bound of the optimal competitive ratio for any optimal deterministic algorithm for OUC. In the following, the algorithm is presented; we named it CENTERS-OUC.
Algorithm CENTERS-OUC: Let S be the set of unit disks already placed (initially, S is empty) and p be a point which has arrived. If p is covered by an unit disk already placed, then do not take any action. Otherwise, place a new disk centered at p.
We begin with some observations which will aid us to analyze the competitive ratio of the algorithm.
Observation 1. Consider two unit disks D 1 , D 2 centered at c 1 , c 2 , respectively, such that c 2 ∈ D 1 . Let AB be the boundary arc of D 1 lying in D 2 . Then, if p ∈ AB, every point in the line segment c 1 p is covered by D 2 . Furthermore, |AB| ≥ 2π/3.
Proof. The first part of the observation is clearly evident from Fig. 9 (Left) . To see the tight lower bound of |AB|, we argue as follows. Observe that |AB| increases as |c 1 c 2 | decreases and |AB| is minimized when c 2 ∈ AB. Now, refer to Fig. 9 (Right) , where the situation c 2 ∈ AB is illustrated. Since D 1 , D 2 are unit disks, |c 1 A| = |c 1 B| = |c 2 A| = |c 2 B| = |c 1 c 2 | = 1. It implies that ∆Ac 1 c 2 , ∆Bc 1 c 2 are equilateral. Hence, ∠Ac 1 B = ∠Ac 1 c 2 + ∠Bc 1 c 2 = π/3 + π/3 = 2π/3. So, |AB| = 2π/3 since D 1 is an unit disk. Now, we extend our above observation for k unit disks {D 1 , . . . , D k }, which collectively can cover a given unit disk D. Observation 2 gives us a condition under which a set of unit disks can cover D. 
In other words, the disks in S together cover D. Next, we present the following observation which will be used in our proof.
In other words, D 2 covers a greater area of D 1 than D 3 does.
Observation 3 also shows that an unit disk D 1 covers the least part of another unit disk D 2 when c 1 lies on the boundary of D 2 .
Theorem 2. The competitive ratio of any optimal deterministic online algorithm for OUC is at most 5.
Proof. In this proof, we show that our online algorithm CENTERS-OUC has competitive ratio 5.
Consider an optimal unit disk cover X for the points arrived so far and let D ∈ X. Then we will show that CENTERS-OUC uses at most five unit disks to cover every input point in D. In doing so, we will assume that no other disk in X covers any input point in D. If it does, then lesser number of disks may be placed by our algorithm to cover every input point in D, but certainly never more.
By Observation 2, it follows that if every point on the boundary of D is covered by some unit disk centered in D, then the boundary of D is covered in full by these disks which also cover D. Hence, we focus on covering the boundary points of D using disks centered in D. Our objective is to investigate the worst case scenario and see how many disks can be placed in D to cover the input points in D.
By Observation 3, it is clearly evident that intersection of a disk D i with D is least when D i is centered on the boundary of D. So, from now on we will safely assume that incoming input points arrive on the boundary of D. If they arrive inside D, then lesser number of disks may be used by our algorithm, but never more. Next, we will try to accommodate as many unit disks we can centered on the boundary of D using our algorithm CENTERS-OUC.
In the following, we define gap to be a maximal contiguous portion of the boundary of D which is not yet covered by any of the placed disks.
Consider the first input point p 1 which arrives on the boundary on D. CENTERS-OUC will place a new disk D 1 centered at p 1 . Observe that D 1 covers one-third of the boundary of D. In other words, by Observation 1, the length of the partial boundary of D in D 1 is 2π/3. If no more points arrive in D, we are done. Now, two more points p 2 , p 3 arrive on the boundary of D such that they do not belong to D 1 . Assume that for p 2 , p 3 , disks D 2 , D 3 need to be placed, respectively.
There are following three cases based on the number of gaps, G, present after placing D 1 , D 2 , D 3 .
1. G = 0. Clearly, every point on the boundary of D is covered and eventually the whole of D. See Fig. 10 (Left) . In this case, three unit disks are enough to cover the input points in D. 2. G = 1. Refer to Fig. 10 (Right) . Without loss of generality, assume that the gap has occurred between D 1 , D 3 . Now it can be checked that these three disks together cover a boundary arc of D having length at least 4π/3 (shown in blue). This lower bound is achieved when p 2 lies on the boundary of D 1 and p 3 on the boundary of D 2 . The length of the boundary yet to be covered is at most 2π/3, as shown in the figure (in red). Now observe that at most two unit disks can be placed by our algorithm to cover the uncovered part(shown in red) since any disk D 4 placed on the red arc covers at least π/3 length of it. Another disk D 5 is sufficient cover the remaining part of the red arc. Hence, in this case, at most five disks are needed. 3. G = 2. Refer to Fig. 11 . Without loss of generality assume that D 1 does not intersect with any of D 2 , D 3 and D 2 , D 3 intersect. Here, D 1 covers one-third of the boundary of D and D 2 , D 3 together at least π. Now observe that the length of each of these two gaps is at most π/3. Two disks D 4 , D 5 are sufficient to cover these two gaps. Thus, we find that at most five disks are needed in this case.
It is easy to check that G ≥ 3 is not possible since each disk covers one-third of the boundary of D. Hence, we see that in worst case, our algorithm places at most five disks in order to cover every input point in D. This concludes our proof.
Remark. The algorithm presented in this section also works as an off-line algorithm having approximation factor 5. Also, it follows directly from the cases 1 and 2 in the proof of Theorem 2 that our analysis for the competitive ratio of CENTERS-OUC is tight.
