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Abstract
We propose an analytical method for finding the time domain solution for the problem of electronic
relaxation of a molecule in solution. The relaxation process is modeled by the decay of a diffusing
probability distribution through an absorbing sink. In our model, the diffusive motion is modeled
using the Smoluchowski equation for harmonic potential and the sink is represented by a Dirac Delta
function of arbitrary strength and position. This has been an unsolved problem for a long time
and is of immense importance as a model for understanding non-radiative electronic relaxation of a
molecule in solution. Our solution can be used to understand various reaction-diffusion problems.
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Relaxation of a molecule from an electronically excited state which is immersed in a polar
solvent is of immense interest in the past, present, as well as in future, for both experi-
mentalists and theoreticians [2, 15, 16, 22]. The molecules initially immersed in the polar
solvent is put on an electronically excited state potential by interaction with the appropriate
electromagnetic radiation. The interaction from the solvent results in the random changing
of configurations in the excited molecule. The random configuration is represented by the
corresponding probability distribution function changing over time. When the configuration
changes, the molecule may undergo non-radiative decay from some part of the potential
curve.The molecule may also undergo a radiative decay which is assumed to be independent
of molecular configurations. The random motion models to the diffusion of a probability
distribution and de-excitation is represented by the absorption of the molecule. All theo-
retical models so far assume one dimensional diffusive motion on the excited state potential
energy surface and the relevant coordinate is denoted by x. It is very standard to assume
the diffusive of molecular configuration on the electronically excited state is overdamped
and most recent models assume diffusion of molecular configurations happens under the
influence of parabolic potential. For theory point of view, the problem is to calculate the
probability that the molecule will still remain in the electronically excited state at time t.
The area under the probability distribution curve is denoted by Q(t) which gives the sur-
vival probability of the molecule for being in the electronically excited state. Therefore the
probability P (x, t), that the molecular configuration may be found at x at the time t obeys
the following modified Smoluchowski equation given by
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
+ k
∂
∂x
(xP (x, t))− krP (x, t)− k0S(x)P (x, t), (1)
In the above, D is the diffusion coefficient, k is the force constant for harmonic potential,
S(x) is a position dependent sink function taken to be normalized, k0 is the strength for
non-radiative decay and kr is the rate constant for radiative decay. Before interaction with
the incident light, the molecule is initially on the ground electronic state and the solvent is
at temperature T - the molecular configuration is changing randomly. Then the molecule
is excited (Franck-Condon) electronically and therefore x0 is the initial configuration of the
excited molecule which is also random. We assume a initial distribution form represented
by P (x0, 0). The condition for the population to decay to ground state is represented by a
Dirac delta function i.e., S(x) = δ(x−xc). Now we proceed to find an analytical expression
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for Q(t), survival probability of the molecule on electronically excited state. It is possible
to derive an analytical expression of Q(t) only in one case where k0 →∞ i.e., the case of a
pin hole sink with the constraint that sink is at the origin[11, 16]. Other solutions of Eq. 1
was only possible in Laplace domain[18] - and it is not possible to invert the solution in time
domain. As in almost all the cases decay is never exponential over the entire time scale.
Therefore one can define the rate constants, as long time rate constant
kl = − lim
t→∞
d lnQ(t)
dt
, (2)
and an average rate constant ka by
k−1a =
∫ ∞
0
Q(t)dt. (3)
Therefore, time domain solution for the case where sink is not of infinite strength and is not
at the origin is an interesting problem to study. In the following we give a simple procedure
for finding the exact analytical solution of the problem in time domain. We find it convenient
to start with the Eq. 1 without the Dirac delta function sink term and the corresponding
equation is given by
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
+ k
∂
∂x
(xP (x, t)) , (4)
For Dirac delta function P (x, 0) = δ(x+x0), the solution of the above equation is known to
be [1],
P (x, t) =
e
− (x+x(t))
2
2σ(t)2
√
2πσ(t)
, (5)
where x(t) = x0e
−kt, σ(t)2 = 1
2k
(1− e−2kt). Rearranging the Eq. 4 gives,
∂P (x, t)
∂t
− k ∂
∂x
(xP (x, t)) = D
∂2P (x, t)
∂x2
. (6)
Now, we insert the P (x, t) given by Eq. 5 to compute the L. H. S. of Eq. 6,
∂P (x, t)
∂t
− k ∂
∂x
(xP (x, t)) =
−Dk(1− e−2kt) + k2x2
D(1− e−2kt)2 P (x, t), (7)
while substituting the P (x, t) given by Eq. 5 gives the R. H. S. of Eq. 6 as,
D
∂2P (x, t)
∂x2
=
−Dk(1− e−2kt) + k2x2
D(1− e−2kt)2 P (x, t). (8)
The result is quite obvious. Now we take only the time derivative of P (x, t), and we get
∂P (x, t)
∂t
= e−2kt
−Dk(1− e−2kt) + k2x2
D(1− e−2kt)2 P (x, t), (9)
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By combining the above three equations, the following relation can be written
e2kt
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
(10)
where P (x, t) is given by Eq. 4. Now we can re-write the above equation as
∂P (x, τ)
∂τ
= D
∂2P (x, τ)
∂x2
(11)
Again P (x, t) is given by Eq. 4,
∂
∂τ
=
∂t
∂τ
∂
∂t
, (12)
which implies,
∂t
∂τ
= e2kt, (13)
and therefore the variable τ is derived to be
∫ τ
0
dτ ′ =
∫ t
0
e−2kt
′
dt′ =⇒ τ = 1− e
−2kt
2k
. (14)
The solution of the flat potential yields the solution for harmonic potential by replacing τ
by 1−e
−2kt
2k
, and x0 by x0e
−kt. The solution of Eq. 11 is given by,
P (x, τ) =
e−
(x+x0)
2
4Dτ√
4πDτ
, (15)
Therefore the solution of Eq. 4 can be derived to be,
P (x, t) =
e
−
(x+x0e
−kt)2
2D
k
(1−e−2kt)√
2D
k
π(1− e−2kt)
(16)
Now we will add a sink term in Eq.4 to get
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
+ k
∂
∂x
(xP (x, t))− krP (x, t)− k0δ(x− xc)P (x, t), (17)
In terms of new variable τ the above equation may be written as
∂P (x, τ)
∂τ
= D
∂2P (x, τ)
∂x2
− krP (x, τ)− k0δ(x− xc)P (x, τ), (18)
Now we will solve the above equation for i.e., for flat potential and in the solution we will
use appropriate replacements to obtain the solution of Eq. 17. The above equation can be
solved using the half-Fourier transformation,
P˜ (x, ω) =
∫ ∞
0
P (x, τ)eiωτdτ. (19)
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Laplace transformation of Eq. (1) yields the following equation
− iωP˜ (x, ω)− P (x, 0) = D∂
2P˜ (x, ω)
∂x2
− krP˜ (x, ω)− k0δ(x− xc)P˜ (x, ω). (20)
We use P (x, 0) = δ(x+ x0) to derive the spacetime propagator,
− iωP˜ (x, ω)− δ(x+ x0) = D∂
2P˜ (x, ω)
∂x2
− krP˜ (x, ω)− k0δ(x− xc)P˜ (xc, ω). (21)
Eq. 21 is now solved using the Green’s function method and the solution is given by
P˜ (x, ω) =
∫ ∞
−∞
dxiG˜0(x, xi|ω− ikr)δ(x0+xi)−k0P˜ (xc, ω)
∫ ∞
−∞
dxiG˜0(x, xi|ω− ikr)δ(xi−xc).
(22)
On simplification
P˜ (x, ω) = G˜0(x,−x0|ω − ikr)− k0P˜ (xc, ω)G˜0(x, xc|ω − ikr). (23)
The unknown P˜ (xc, ω) can be solved by substituting x = xc and is obtained to be,
P˜ (xc, ω) =
G˜0(xc,−x0|ω − ikr)
1 + k0G˜0(xc, xc|ω − ikr)
. (24)
Now using this we derive the distribution in the Fourier domain,
P˜ (x, ω) = G˜0(x,−x0|ω − ikr)− k0G˜0(x, xc|ω − ikr)G˜0(xc,−x0|ω − ikr)
1 + k0G˜0(xc, xc|ω − ikr)
. (25)
The Green’s function without the Dirac delta sink term is expressed as,
G˜0(x, xi|ω − ikr) = e
−
√
−iω+kr
D
|x−xi|
2
√
(−iω + kr)D
, (26)
which upon substitution yields the following P (x, ω),
P˜ (x, ω − ikr) = e
−
√
−iω+kr
D
|x+x0|
2
√
(−iω + kr)D
− k0e
−
√
−iω+kr
D
(|x+x0|+|x−xc|)
2
√
(−iω + kr)D(2
√
(−iω + kr)D + k0)
. (27)
The inverse transformation leads to an analytical expression for P (x, t) as given by,
P (x, τ) =
e−
(x+x0)
2
4Dc
−krτ
2
√
πDτ
− k0
4D
e
k
2
0
4D
τ−krτ+
k0
2D
(|x−xc|+|xc+x0|)Erfc
(
k0
2
√
D
√
τ +
|x− xc|+ |xc + x0|
2
√
Dτ
)
.
(28)
The survival probability can be obtained by integrating the distribution over all x and is
given as[23],
Q(t) = e−krτ [1 + eǫ0(x0+xc)+ǫ
2
0Dτ
(
sgn
(
x0 + xc
2Dτ
+ ǫ0
)
− Erf
(
x0 + xc + 2ǫ0Dτ
2
√
Dt
))
(29)
+2θ(−x0 − xc − 2ǫ0Dτ)e−ǫ20Dτ − Erfc
(
x0 + xc√
4Dτ
)
].
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FIG. 1: Comparison with the asymptotic limit k0 →∞ for the following parameters:
D = 0.2 nm2/ps, x0 = 5 nm, xc = 0 nm, k = .1 ps
−1, kr = 0 ps
−1, (a) k0 = 100 nm/ps, (b)
k0 = 1 nm/ps. It is to note that for smaller values of k0, the pinhole result and the
analytical result does not match.
With replacements, ǫ0 =
k0
2D
, τ = 1−e
−2kt
2k
, and x0 = x0e
−kt, the above solution yields the
solution of harmonic potential with δ-function sink. Using the Q(t) expression, one can
calculate long time and average rate constants given by expressions (2) and (3).
I. RESULTS AND DISCUSSION
A. Analytical and Numerical verifications
The presented analytical solution is verified under the asymptotic limit k0 →∞ and xc = 0.
In this limit, the problem reduces to the pinhole sink case placed at origin. The Fig. 1
compares the presented result (Eq. 30) with analytic formula obtained in Ref. [16] for the
pinhole sink case. For the finite strength case, the solution is verified against the numerical
solver NDSolve of Mathematica. The δ-function is taken to be a Gaussian function with
σ = 5× 10−4. The analytical result agrees with the numerical calculations.
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FIG. 2: Comparison of the analytical survival probability Q(t) with the numerical solution
for the following parameters: D = 0.2 nm2/ps, k0 = 3 nm/ps, x0 = 5 nm, xc = 0 nm,
k = .1 ps−1, kr = 0 ps
−1. The δ-function is mimicked by a normalized Gaussian sink with
a small width given by, σ = 5× 10−4 nm .
B. Theory of electronic relaxation in solutions
The Fig. 3 depicts the dynamics of the distribution on a parabolic potential in the presence
of an absorbing boundary. The walker starts at the point x = −x0 at t = 0, takes a random
walk while the mean position of the walker undergoes a translational motion towards the
minimum of the potential. The action of diffusion widens the probability distribution.
Once the particles reach the potential minimum, there are no translational motion and only
diffusion occurs with a scaled diffusion coefficient. The particles face a potential barrier,
to attain the reactive configuration. At the absorbing boundary x = xc, the distribution
develops a cusp which is required by the flux discontinuity requirement. Once the diffusing
distribution meets the sink, the area of the distribution starts reducing over time. The area in
the electronic relaxation sense, is the number of molecules surviving on the excited state till
time t and is denoted by Q(t). With this picture of the distribution dynamics, we study the
effect of system parameters on the survival probability of the random walker. In the diffusion-
reaction approach for condensed-phase reactions, the solvent parameters are incorporated
through the noise that gives rise to the second-order diffusive term. The diffusivity is of the
form, D = kBT
ζ
where ζ is the friction coefficient and T is the temperature of the solvent.
When the diffusivity is more, the tail of the distribution could reach the sink even for smaller
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times, and have a faster decay. For the selected set of parameters in Fig. 4a, the mean
distribution reaches the sink typically at t ∼ 25 ps. After they meet the sink, the distribution
with lesser diffusivity spends more time near the sink, thus increasing the probability of
decay. The flux leaving the state is characterized by the term, −k0P (xc, t) meaning that a
sharper distribution at x = xc will have more decay at that instant. The strength of the
boundary can be related to molecular terms as the non-adiabatic coupling strength between
the molecular potential surfaces. Higher the coupling strength, higher the non-radiative
decay constant k0. When the absorbing boundary has high strength k0, the decay is higher.
The non-radiative decay of the excited molecule is localized to a particular configuration.
On the contrary, the radiative decay occurs anywhere from the potential surface, hence a
slightly bigger kr, can dominate the radiative-nonradiative decay competition (Fig. 5a). For
a radiative decay rate, kr & 0.25 ps
−1, the population profile can be fitted with the single
exponential decay. The effect of excitation wavelength appears through the initial position
of the excited state molecules. The lower the excitation wavelength, far the peak distribution
is placed from the potential minima. Fig. 5b shows that the distribution that is far from the
relaxing configuration, undergoes a slower decay. The effect of the spring constant along the
reaction coordinate is shown in Fig. 6a. The barrierless reaction is one, when the initially
prepared reactant species decays without facing any barrier. When the sink is placed at
the potential minima, i.e., xc = 0, more the ‘k’ lead to a faster decay at initial times (Fig.
6a). For longer time, only a potential with less depth allows more time for different parts
of the distribution to interact with the sink. This leads to a situation that overall decay
will be more for a lesser k. When the reactive configuration is to be attained by climbing
a barrier (i.e., xc > 0), a more slope would mean less decay at all times. The position of
the absorbing boundary determine 3 cases of reaction propagation, xc < 0 or xc = 0 would
mean a barrierless process, with the distribution facing/not facing a translational motion
at the boundary respectively. The boundary when placed closer to the distribution leads
to faster decay as expected (Fig. 7a). For the case xc > 0, the relaxation process faces a
potential barrier, and hence, a lesser decay to ground state. Another interesting excitation
parameter, is the bandwidth of the source. When the incident light is not of monochromatic
character, the dye molecules does not excite to a particular bond length. While most of the
molecules excite to a particular bond length, some excite to nearby configurations. So if the
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FIG. 3: The plot of the distribution P (x, t) for different time presented along with the area
under the distribution curve. The parameters are: D = 0.5 nm2/ps, k0 = 1 nm/ps, x0 = 10
nm, xc = 0.5 nm, k = .3 ps
−1, kr = 0 ps
−1.
initial distribution is assumed to take a Gaussian form as given by,
P (x, 0) =
1
2
√
πσ2
e−
(x+x0)
2
4σ2 . (30)
Fig. 7b shows the effect of σ on the electronic relaxation process. It is seen that for smaller
times, the distribution with a larger σ, decays faster. The effect of σ appears as a correction
term σ2e−2kt in addition to the diffusion term. But in the longer run, the correction term
σ2e−2kt vanishes and hence there is no effect of σ on the decay.
II. CONCLUSIONS
We give a time domain solution for the problem of radiation less decay modeled by a Smolu-
chowski equation equation, with a Dirac delta function sink. The analytical expression
P (x, t) obeys boundary conditions and Q(t) is verified against numerical results and with
the asymptotic analytical results. The work presents the time-dependent concentration pro-
file for reactions in condensed phase. The profile Q(t) can be useful to experimentalists for
fitting the chemical kinetic data as a function of system, and molecular parameters.
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FIG. 4: The survival probability Q(t) versus time is plotted showing(a) the effect of
Diffusivity D while other parameters are: k0 = 3 nm/ps, x0 = 5 nm, xc = 0 nm, k = .1
ps−1, kr = 0 ps
−1, (b)the effect of nonradiative decay strength k0 while other parameters
are: D = 0.5 nm2/ps, x0 = 5 nm, xc = 0 nm, k = .2 ps
−1, kr = 0 ps
−1 .
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FIG. 5: The survival probability Q(t) versus time plot showing(a) the effect of radiative
decay rate (kr) when the parameters are: (D, k, k0, xc, kr, x0)=(0.5, 0.2, 3, 0, kr, 5), (b) the
effect of initial position of the walker (x0) when the parameters are:
(D, k, k0, xc, kr, x0)=(0.5, 0.1, 3, 1, 0, x0).
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FIG. 6: The survival probability Q(t) versus time plot showing(a)the effect of slope of the
potential when the reactive motion is barrierless, i.e., the reactive channel is at the
potential minimum (xc = 0) when the other parameters are: (D, k, k0, kr, x0)=(0.5, k, 3, 0,
5), (b) the effect of the slope in the presence of a barrier. The parameters are:
(D, k, k0, xc, kr, x0)=(0.5, k, 3, 1, 0, 4).
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FIG. 7: TThe survival probability Q(t) versus time plot showing (a)the effect of the
distance of the sink from the minimum position. The other parameters are:
(D, k, k0, kr, x0, xc)=(0.5, 0.2, 3, 0, 5, xc), (b) the effect of σ. The parameters are:
(D, k, k0, xc, kr, x0)=(0.5, 0.2, 3, 1, 0, 4).
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