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Abstract
Magnetosphere-ionosphere (MI) coupling has been studied for a long time. However, not much 
work has been done on a systematic understanding of the relation between ionospheric Pedersen 
conductance, its effect on the evolution and modification of field-aligned currents (FACs), and the 
influence of conductance and FACs on the formation of parallel electric fields which cause particle 
precipitation. Though the roles of ionospheric conductance gradients for FACs and parallel electric 
field evolution are directly related, they are poorly understood. This dissertation advances the 
understanding of these areas and all results of this study are based on numerical simulations that 
employ a three-dimensional - two-fluid (ions and neutrals) simulation code.
The first part of this dissertation presents a systematic study of the magnetospheric and ionospheric 
influences on the evolution and modification of FACs with focus on the role of ionospheric Pedersen 
conductance and its gradients. FACs are typically generated in the magnetosphere and are carried 
into the ionosphere by Alfve´n waves. During their reflection from the ionosphere these FACs are 
modified depending on the magnitude and distribution of ionospheric conductance. For conduc- 
tance gradients along the polarization of the wave, strong Pedersen currents can be generated which 
in turn enhance the FAC as well.
The second part of this dissertation addresses the properties and evolution of parallel electric fields 
in an attempt to better understand the formation of discrete auroral arcs in response to the evolu- 
tion of FACs for predetermined ionospheric conductance patterns. Frequently, auroral acceleration 
is believed to occur through U or V shaped potentials. Therefore, this part examines the properties 
of localized parallel electric fields in a uniform magnetic field. It is demonstrated that localized 
parallel electric fields generate magnetic flux in the absence of source of free energy.
It is also shown that parallel electric fields generated in a FAC in the presence of a (anomalous) 
resistivity represent a load and can provide physical explanation for the auroral acceleration ge- 
ometry. The results demonstrate that such electric fields can be significantly enhanced by Alfve´n 
wave reflection where both magnitude and gradients of the ionospheric conductance are important. 
The strongly enhanced parallel electric field is associated with magnetic reconnection and modifies 
the FAC system such that thin current layers (with curls and folds) are observed to be embedded 
in the large scale current system.
v
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Chapter 1
Introduction
The overall dynamics of magnetospheres is often determined by only two boundaries, which are an
outer boundary - the magnetopause - to the solar wind, and an inner boundary - the ionosphere -
to the neutral atmosphere. The ionospheric boundary is of major importance to the magnetosphere
because a large amount of magnetospheric energy is dissipated in the ionosphere, convection in the
magnetosphere is moderated through the ionosphere, and the ionosphere is a dominant source of
heavy plasma that modifies magnetospheric dynamics, particularly during active periods of time.
In addition, the coupling between the magnetosphere and the ionosphere is the cause for discrete
auroral activity at high latitudes.
The main focus of this thesis is the exploration of the geophysical processes involving the electro-
dynamic coupling between the magnetosphere and the ionosphere using the method of numerical
simulations. The particular objectives are the role of the ionospheric boundary and of magnetic
field-aligned electric currents, which facilitate the coupling. In this coupling, the current systems,
which are involved, are the Birkeland and the Pedersen current. Birkeland or the field-aligned
currents (FACs) couple the auroral ionosphere and the outer magnetosphere [1]. Pedersen currents
close the FACs in the ionosphere. Therefore, the study of the coupled field-aligned and Pedersen
currents are critical in understanding the magnetosphere-ionosphere (MI) coupling processes. It is
also believed and there is much evidence that localized electric fields parallel to the magnetic field
above the auroral ionosphere plays a crucial role in the coupling processes. So the basic physical
effects associated with and required for localized parallel electric fields are also studied.
The three basic elements that are combined in this research are the locally uniform or nonuniform
low-frequency Alfve´nic perturbations imposed by the magnetosphere, a uniform or nonuniform Ped-
ersen conductance in the ionosphere, and the generation of an electric field, parallel to the magnetic
field in the magnetosphere. Nonuniform Alfve´nic perturbations carry FACs and interact with the
electric field and with the ionospheric Pedersen conductance and this interaction is the objective
of the presented thesis.
The next sections provide an introduction to physics of the magnetosphere, the ionosphere, the cou-
pling of these two regions, and an extended motivation for this research. This chapter is concluded
with an outline of the contents of different chapters of this thesis.
1.1 The magnetosphere
The presence of matter beyond the ionosphere was first known as a result of discovering whistler
waves by the physicist Barkhausen [2]. He showed that the whistler mode of waves is initiated
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by the audio frequency electromagnetic disturbances caused by lightning discharges. These distur-
bances travel between the two hemispheres propagating along the geomagnetic field lines. Thomas
Gold was first to introduce the term magnetosphere [3] in 1959. He had proposed this name “for
the region above the ionosphere in which the magnetic field of the Earth has a dominant control
over the motions of gas and fast charged particles.” The new name replaced the term geomagnetic
cavity introduced earlier by Chapmann and Ferraro. For a general definition of the magnetosphere,
Vasyliunas [4] considered “a central object: a distinct well-defined body held together (in most
cases) by its own gravity. It is immersed in a tenuous external medium, assumed to be sufficiently
ionized that it behaves as a plasma. The magnetosphere is then the region of space around the
object within which the object’s magnetic field has a dominant influence on the dynamics of the
local medium.”
So, for a magnetosphere to be present, the central object must have a magnetic field. There are
many sources, above and below the Earth’s surface, which are responsible for the generation of
the geomagnetic field [5]. These include the geomagnetic dynamo, crustal magnetization, the iono-
spheric dynamo, the ring current, the magnetopause current, the tail current, field-aligned currents,
and auroral, or convective, electrojets. Among them, the geomagnetic dynamo is the most impor-
tant as in its absence the other sources would not exist. Moreover, the effects of the other sources
are limited to certain areas of the magnetosphere. To a first approximation, the geomagnetic field
is considered to be dipolar with a magnetic moment ≈ 7.95 × 1022 Am−2 [5]. This results in a
variation from 90◦ to 56◦ of angle between the direction of the dipole axis and the direction of solar
wind flow. This fact plays a strong role in the interactions between the solar wind and the Earth’s
magnetic field [6].
The cavity-like shape of the (Earth’s) magnetosphere is the result of the interactions between the
Earth’s magnetic field and the solar wind plasma (e.g. [7, 6]). On the dayside, the Earth’s mag-
netic field is compressed by the pressure of the solar wind flow and on the other side the magnetic
field-lines are pulled along to produce a tail, many hundreds of Earth radii (RE ≈ 6.4 × 106 m)
long. Figure 1.1 illustrates the schematic view of the configuration of magnetic field lines inside
the magnetosphere and of the plasma flow outside. This figure also shows the different regions
and components in and around the magnetosphere of the Earth. The magnetopause is the outer
boundary for the magnetosphere, separating it from the shocked solar wind. The location of the
magnetopause is determined basically by the conditions of pressure balance. The total pressure
(i.e. the magnetic pressure plus the plasma pressure) on both sides of the discontinuity must be
the same [4]. A typical value for the stand-off distance of the magnetopause on the dayside (i.e.
the nose of the magnetosphere) from the Earth’s center is ≈ 10RE [6].
The bow shock is an important feature outside the magnetosphere where the supersonic solar wind
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Figure 1.1: Schematic view of the magnetosphere. This diagram illustrates the configuration of
magnetic field lines (solid lines with arrows) inside the magnetosphere and of the plasma flow (open
arrows) outside, viewed in the noon-midnight meridian plane. (Taken from Vasyliunas, 1983 [8])
speed is slowed down to subsonic speed. It is located 2 to 3RE from the magnetopause, in the up-
stream direction [9]. The solar wind passes through the bow shock, slows down, and flows mostly
around the magnetosphere that acts as an obstacle in its path. In general, only a very minor
fraction of the solar wind penetrates the magnetopause. The magnetosheath is the region between
the bow shock and the magnetopause. Here the solar wind plasma is deflected and slows down
converting its kinetic energy into thermal energy in this region. Due to the heating by the bow
shock the temperature of the plasma in this region is 5 to 10 times the temperature of the solar
wind [9].
Though the magnetosphere, in general, is considered mostly closed, it is not totally shielded from
the solar wind plasma. Particularly when the interplanetary magnetic field (IMF) has a southward
component, considerable reconnection of the IMF and the geomagnetic field may take place to
produce a magnetically open magnetosphere. For northward IMF, reconnection is possible at high
latitudes at the magnetopause. Therefore, the magnetopause is not impermeable to the magnetic
field and as a consequence it does not remain impermeable to the plasma [4]. The reconnection
rate and hence the amount of open flux of the magnetosphere is larger for southward orientation
of the IMF. Here, ‘open flux’ implies the perpendicular magnetic flux that is not closed within the
magnetosphere. In fact, it is also believed, based on the satellite data, that “the magnetosphere is
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open permanently” (e.g. [10]). Consequences of the different degree of openness are the variation
of the size of the auroral oval and strength of auroral precipitation.
The magnetic field lines of the magnetosphere are continued to the interior of the Earth and thus
involve the ionosphere as well. So, for any problem of magnetospheric plasma flow the interaction
between the magnetosphere and the ionosphere should be considered.
The region of the space surrounding the Earth between the neutral atmosphere and the magneto-
sphere is called the ionosphere. A description of this region, along with a discussion regarding their
characteristics, is given in the next subsection (1.2).
1.2 The ionosphere
The part of the upper atmosphere where the amount of ions and electrons are sufficient to affect
the propagation of radio waves is defined as the ionosphere [11]. It is the interface between the
neutral atmosphere and the fully ionized magnetosphere. Here the charged particles are created
by the ionization of the neutral compounds of the atmosphere. The presence of a conducting
layer in the atmosphere was predicted with the discovery that the radio signal propagation did
not conform to the expected line-of-sight path. The reflective property of the ionosphere for the
long wavelengths (≥ 15 m) has great importance in long-range communications. Though the name
‘ionosphere’ was introduced first in 1920 and was formally defined in 1950 by a committee of the
Institute of Radio Engineers, the existence of a conducting region of the atmosphere responsible for
the observed variation of the Earth’s magnetic field was speculated by the German mathematician
Carl Friedrich Gauss in 1839 [12].
1.2.1 Ionospheric structure and parameters
The neutral atmosphere constitutes the reservoir of the particles for the ionosphere. In general,
it is considered that the ionosphere is extended from about 60 km to about 1500 km. When
electromagnetic waves, transmitted from the Earth‘s surface, advance through the ionosphere, they
experience a gradual increase of number density (N) of charged particles. Much attention was paid
to the effect of this variation at the early days of ionospheric exploration. Solar EUV (extreme
ultra-violet) radiation and other processes ionize the neutral particles and a certain fraction of the
gas remains ionized when ionization and recombination balance each other. Recombination is a
process of capturing electrons by ions so that they become neutral.
The number density of neutrals as the source of ions and electrons decreases with increasing altitude.
On the other hand, the intensity of radiation from the sun increases with increasing altitude. These
two facts along with the recombination rate which depends on the concentrations of electrons, ions,
and neutrals at the considered location specifies the altitude profile of the charged particles in the
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ionosphere. As a net result, a layer is formed where the plasma density is the maximum. On either
side of this layer, the concentration of the charged particles gradually decreases. The altitude of
maximum density depends on the causes for the ionization and therefore its location differs between
day and night and with the precipitation. In fact, the sun being the prime source of energy for the
ionosphere, the ionospheric parameters vary diurnally, seasonally, and with the solar cycle.
In the dense atmosphere, below about 100 km, mean free paths are comparatively much smaller
and the molecules collide frequently. Hence the turbulent motion dominates over the diffusive
transport of the atmospheric constituents, mixing them evenly. In this part of the atmosphere the
densities of the major constituents decrease at same exponential rate with altitude. Above around
110 km, diffusive transport dominates over turbulent transport. Here, with increasing altitude,
particles are separated by larger distances and the collisions are rare. The constituents start to
become separated under gravity resulting in a diffusive equilibrium as the diffusion of heat and
momentum dampens the turbulent motions of the particles. The constituent molecular density
decreases with altitude at different rates, faster for the heavier molecules (smaller scale height) and
they are stratified according to their own molecular weight.
The force balance for each ion species can obtain an altitude profile of the distribution of different
ion species. Here it is done in a simplified manner by studying the distribution of the neutral
atmosphere. The fundamental equation for the hydrostatic equilibrium of a parcel of air in the
atmosphere can be obtained from two equations. One is obtained from the balance of gravitational
force and pressure gradient force and the other is the equation of state. Then a relation for pressure
variation with altitude (z) becomes,
p = p0e
(−zH ) (1.1)
where the symbols have their usual meanings. The scale height H is given by,
H =
kT
Mg
(1.2)
where M , T , k, and g are, respectively, the mean molecular mass, the temperature, Boltzmann
constant, and the acceleration due to gravity. The different ion species show a similar height de-
pendence and hence stratification of ions is similar to that of the neutrals. Note, however, that
an ambipolar electric field increases this scale height in the presence of hot electrons. Equation
1.2 shows that the scale height remains fixed if the temperature and mean molecular mass remain
unaltered. This can explain the ionospheric ion composition and stratification of the different
ion species at different altitudes (temperatures) because different ion species with different mean
molecular mass have different scale heights at the same temperature [13]. With altitude, the mean
molecular weight decreases monotonically with a dependence on the neutral temperature. Figure
1.2 illustrates a typical altitude profile of ion stratification. In this figure, altitude profiles for the
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Figure 1.2: Altitude profiles of plasma number densities under three different conditions - at night-
time, at daytime and at the time of discrete auroral arcs. Solid lines show the total number density
of the positive ions which is same as the number density of the electrons.
three major ions (H+, NO+, and O+) are shown for three different typical conditions - at nighttime,
daytime and at the time of discrete auroral precipitation. Electron density profile is also similar
to that of the sum of the number densities of the ionized particles because these two densities are
equal to maintain the total charge neutrality of the region and the solid lines represent the profiles
for the electrons.
The lower ionosphere is vertically structured in three regions. With increasing altitude and in-
creasing ion concentration they are termed as D, E, and F layers. At daytime, the F -layer is
further divided into two layers, F1 and F2. These layers differ in their dominant constituents,
concentration, sources of ionization, nature of variability, chemistry, and dynamics. A summary of
the ionospheric structure is shown in Table 1.1 following Fa¨lthhammar [2]. In this table, typical
altitudes, electron densities, ion contents and dominant causes of ionization are summarized.
In the ionosphere one peak for the ionized particle density occurs at about 250 to 300 km as the
rate of recombination is minimum in that region and another daytime smaller peak is formed at
about 100 km.
Figure 1.3 shows the altitude profile of different neutral components for a medium value of the (exo-
spheric) neutral-temperature (Tn,exo) ≈ 1044 K between 90 km and 600 km. Close attention needs
to be paid to a several aspects in studying the dynamics of ionospheric plasma. The ionosphere is
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Table 1.1: Structure of ionosphere: this table summarizes the typical altitudes, electron densities,
ion contents and dominating causes of ionization at the different ionospheric layers [2].
Layers D E F1 F2
Altitude (km) 60− 85 85− 140 140− 200 200−
ca1500
Nighttime electron
density (cm−3)
< 102 2× 103 - 2− 5× 105
Daytime electron
density (cm−3)
103 1− 2× 105 2− 5× 105 0.5−2×106
Ion species NO+, O+2 NO
+, O+2 NO
+, O+2 , O
+ O+, He+
Cause of
Ionization
Lyman-α
(1215A˚)
Lyman-β
(1025A˚)
x-rays
UV UV
Figure 1.3: Altitude profiles of the neutral densities between 90 km and 600 km for (exospheric)
neutral temperature, Tn,exo = 1044 K
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a partially ionized medium in which the neutrals are dominant and where a magnetic field persists.
Charged particles are subject to (1) the gyro-motion around the magnetic field, (2) collisions with
the neutrals, and (3) collisions among different kinds of charged particles. In addition to this, their
motion is also controlled by the presence of an electric field. Correspondingly, the different iono-
spheric parameters are of importance. These are the gyro-frequency, collision frequencies between
the different species, temperatures of the neutral and charged particles, neutral density, plasma
density, plasma frequency etc.
The ionospheric temperature depends on the balance between the various heating and cooling
processes in the ionosphere along with the characteristic temporal scales to relax to achieve this
balance. In the last more than 60 years, rockets, satellites and ground-based remote sensing devices
have been used to explore the upper atmosphere. The observations led to increasingly sophisticated
thermospheric temperature models. These models show a sharp increase of the neutral temperature
from some minimum value (190 K ± 25 K) at about 80 to 90 km [14]. This increase continues,
typically, up to 300 km and then attains a constant value, the exospheric temperature, Tn,exo. Value
of Tn,exo depends on the solar EUV flux that depends, strongly, on the solar activity and its value
can be as high as 1500 K. Here the medium is so rarified that even a small amount of energy input
can influence the temperature greatly. Altitude profiles of neutral gas temperature (Tn) between
≈ 80 km and 600 km are shown in Figure 1.4 for three typical values of Tn,exo (883 K, 1044 K and
1305 K) as low, medium and high values, respectively.
The rates of collisions between the different species and the neutrals, determined by the collision
frequencies (νin, νen) have strong role on the transfer of momentum and energy between the neutrals
and the plasma. These quantities, along with the gyro-frequencies of the charged particles around
the magnetic fields (ωge, ωgi), determine important properties of the ionosphere such as conduc-
tivity and energy transfer between plasma and neutrals. The dependence of different collision and
gyro frequencies on altitude is shown in Figure 1.5 in the altitude range ≈ 80 km to 400 km for
Tn,exo = 1044 K. The properties of the ions and the electrons are significantly different in the region
marked by the two horizontal dotted lines. The upper line shows the crossing of ωgi and νin while
the lower line shows the crossing of ωge and νen. In this height range the ion collision frequency
is higher than the corresponding gyro frequency and therefore the ions are not magnetized. As a
result, the ions, mostly drift along the direction of electric field. For the electrons, the situation is
just opposite and therefore the magnetized electrons, in this part of the ionosphere, follow, largely,
the E×B drift.
The gyro-frequency (ωg) for a particle with charge q and mass m is qB/m which is much higher for
electrons than for ions. Here, B is the strength of the magnetic field. The gyro-frequencies do not
vary much with altitude because of the slow variation of the magnetic field. Conductivity, having
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Figure 1.4: Examples of altitude profiles of neutral temperatures for three typical values of exo-
spheric temperature (Tn,exo). These represent low (883 K), medium (1044 K) and high (1305 K)
values of Tn,exo.
an important role in this research, is discussed separately in the next section.
1.2.1.1 Ionospheric Conductivity
Ionospheric conductivity plays a critical role in the study of the coupling between the ionosphere
and the magnetosphere. In this research the influence of the magnitude and gradient of the height
integrated Pedersen conductivity (i.e., the Pedersen conductance) is investigated.
In the absence of any magnetic field, the relation between the current density (j) and the electric
field (E) can be expressed as
j = σE, (1.3)
where σ is the conductivity. In presence of an electric field, the charged particles move with
uninterrupted acceleration
(
= qEm
)
, if there are no collisions. Here, q and m are the charge and
mass, respectively, of the particle. In collision-dominated ionosphere, collisions between the neutrals
and the charged particles impede their motions. In the absence of a magnetic field, this motion
can be expressed by qsE = msνsn(vs − vn) for species s particle. Thus the collision frequencies
have an important role in the determination of conductivity. The current density, for the plasma,
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Figure 1.5: Altitude profiles of different ionospheric frequencies at Tn,exo = 1044 K. Gyro-
frequencies and collision frequencies are represented, respectively, by ωg and ν, with appropriate
subcripts.
can also be estimated from the mean (steady state) velocities of the charged particle components
with respect to the neutrals. If vi and ve are the mean velocities of the ions and the electrons,
respectively, then the current density is
j = niviqi + neveqe = n(viqi + veqe). (1.4)
Here, subscripts i and e are representing the similar quantities for the (positive) ions and electrons,
respectively. This expression, in terms of collision frequencies (νin and νen) between the charged
particles (ions and electrons) and neutrals, becomes
j = ne2
(
1
miνin
+
1
meνen
)
E, (1.5)
where, n ≈ ne ≈ ni to ensure the charge neutrality. Comparing Equations 1.3 and 1.5, it can be
concluded that the expression for conductivity in absence of magnetic field becomes
σ = ne2
(
1
miνin
+
1
meνen
)
. (1.6)
The situation is different in the presence of a magnetic field (B). The motion of the charged
particles in presence of a magnetic field is not isotropic. Moving charges experience the magnetic
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force (= qv ×B) in addition to the force from the electric field (= qE). Since the magnetic force
vanishes along the direction of the magnetic field, it is convenient to split the electric field into
two components. One component (E‖) along the direction of magnetic field and the other (E⊥)
perpendicular to the magnetic field. Then the relation between the current density and the electric
field for the direction along the magnetic field can be expressed as
j‖ = σ0E‖. (1.7)
Here, σ0, termed as parallel conductivity, is the conductivity parallel to the magnetic field when
the flow of charged particles becomes anisotropic and it determines the current aligned along the
geomagnetic field or the field-aligned current. As the magnetic force along this direction is zero,
σ0 is actually same as σ of Equation 1.6. The effects of E⊥ on the charged particles are different
in collisionless and collision-dominated plasma. In case of collisionless plasma both electrons and
ions move in the same direction, that is perpendicular to E⊥ and B. With the increase of colli-
sions, electrons and ions get decoupled and tend to move in different directions, depending on their
magnetization, as explained for the plot of the altitude profiles of frequencies in Figure 1.5. The
relative values of the four frequencies (ωgi, ωge, νin, and νen) control the motion of the charged
particles when both electric and magnetic fields are present.
In a typical situation, in a collision dominated partially ionized plasma, j⊥ consists of two com-
ponents. One component is mostly contributed by the flow of the ions (Pedersen current) along
the direction of E⊥ and the other component, dominated by the electrons (Hall current), along the
direction of −E×B. In a compact notation, the expression for current density can be written as
j = σ¯ ·E. (1.8)
Here σ¯, a second order conductivity tensor, is given by
σ¯ =

σP −σH 0
σH σP 0
0 0 σ0
 (1.9)
assuming the magnetic field to be in the z-direction. In the above expression, σP , the Pedersen con-
ductivity determines the Pedersen current and σH , the Hall conductivity governs the Hall current.
The expressions for σ0, σP and σH are [15]
σ0 =
ne2
me
(
1
νen
+
me
mi
1
νin
)
(1.10)
σP =
ne2
me
(
νen
ν2en + ω
2
ge
+
me
mi
νin
ν2in + ω
2
gi
)
(1.11)
11
and
σH = −ne
2
me
(
ωge
ν2en + ω
2
ge
+
me
mi
ωgi
ν2in + ω
2
gi
)
. (1.12)
Figure 1.6 shows the altitude profiles of three conductivities in the altitudes up to 350 km under
three different conditions such as average daytime, nighttime and at the time of discrete auroral
arcs.
Figure 1.6: Altitude profiles of (ionospheric) parallel, Pedersen, and Hall conductivities.
Equation 1.8 can be expressed in a general form in terms of the different conductivities as
j = j‖ + j⊥
= σ0E‖ + [σPE⊥ − σH(E×B)/B] . (1.13)
In the absence of a magnetic field, the values of ωge and ωgi become zero and in that case the
conductivity becomes isotropic with σ0 = σP and σH = 0. The different terms in the expressions
for the three conductivities, excluding the mass of the individual charged particles, in general,
vary greatly under different conditions, the most common being with respect to the altitude. The
dependence of the three conductivities on the relative values of ωg and ν are illustrated in Figure
1.7. In this figure, the three different conductivities, from the conductivity tensor, are plotted
as a function of the ratio (ωge/νen) of the gyro-frequency to the collision frequency. For a lower
value of ωge/νen, that is when the collisions are more frequent than the gyrations (e.g. weak
magnetic field and more neutrals are present), σP >> σH and electrons move in the direction of
E⊥, strengthening the Pedersen current. For a higher values of ωge/νen, collisions are less frequent
12
Figure 1.7: Plots showing the variation of different ionospheric conductivities with the ratio between
gyro-to-collision frequency (ωge/νen) [15].
and the electrons perform, mostly, the E×B drift, supporting the Hall current. When the ratio is
≈ 1, the conductivity is highly anisotropic and both Hall and Pedersen conductivities are equally
important.
Across the E-region, the magnetic field can be considered to be constant. Electrons with a very
large value of gyro-frequency (∼ 107 s−1) basically, contribute to the Hall current. On the other
hand, ions, have a low value of gyro-frequency (∼ 102 s−1), which is approximately equal to its
collisional counterpart at about 125 km [15]. So, below this altitude, ions are forced to move along
the direction of E⊥, contributing to the production of Pedersen current.
In this research, the height integrated Pedersen conductivity or the Pedersen conductance is given
importance over Hall conductance. FACs, which are of prime importance in this research, are
typically closed by the Pedersen current. There are several physical explanations, but a simple one
is the following. The E × B drift is equal to ionospheric convection v. However this convection
satisfies ∇·v = 0 otherwise it would result in a compression of the ionospheric magnetic field. Since
∇ · v = 0, it follows that ∇ · jHall = 0 and there is no vertical (i.e. field-aligned) component to the
Hall current. Therefore the Hall current closes in itself and only the Pederson current closes the
FAC. It is noted that the simulation does not consider the Hall current which requires high spatial
and temporal resolution, and which does not contribute to Joule heating and energy dissipation.
Much of the thesis uses conductance (Σ); i.e., the height integrated values for a conductivity
(
∫
σ∂z), because Alfve´n wave reflection and convection is mostly determined by conductance for
low frequency waves.
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Cowling conductance
Cowling conductance (ΣC) is an effective conductance in which the combination of Pedersen and
Hall conductances play a role. The value of ΣC can be very high at the low latitudes. The strong
equatorial electro jet is explained by the formation of Cowling conductance [16].
Cowling conductance is easily understood in a slab geometry as shown in Figure 1.8. A rectangular
Figure 1.8: Illustration for Cowling conductance using the slab geometry. The conducting zone is
bounded by nonconducting regions on both sides and the magnetic field is directed into the plane
of the paper.
co-ordinate system (x, y, z) is considered such that the xy-plane coincides with the ground. As
shown in this figure, a region with nonzero values of Pedersen and Hall conductances (ΣP and ΣH)
is considered which is bounded on its two sides (along the y-direction) by nonconducting regions
(ΣP = ΣH = 0) and the magnetic field is downward (i.e. into the plan of the paper). In this
situation the steady state current equations are given by
Ix = ΣPEx + ΣHEy (1.14)
and
Iy = ΣHEx − ΣPEy = 0. (1.15)
Combining the above two equation one can obtain
Ix =
[
ΣP +
Σ2H
ΣP
]
Ex
= ΣCEx (1.16)
where ΣC is the Cowling conductance and is given by
ΣC = ΣP
[
1 +
Σ2H
Σ2P
]
. (1.17)
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Hence, if ΣH > ΣP then Cowling conductance, ΣC , may generate a stronger current in the x-
direction, that is in the direction of the Pedersen current. In this research, a geometry similar to
what explains the Cowling conductance, is used to explain the generation of an effectively enhanced
electric field that produces an enhanced Pedersen current, in the auroral ionosphere.
1.3 Magnetosphere-Ionosphere coupling
The magnetosphere-ionosphere coupling processes involve a wide range of spatial and temporal
scales that include the small-scale discrete auroral arcs (a few 100 m) to the global scale plasma
convection (a few thousand kilometers). Different models have been proposed to study MI-coupling
processes of different scale sizes (e.g. [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]). These
models focus on various features of the plasma environment of the Earth such as Ohmic heating in
filamentary aurora (e.g. [28]), global model for the F-region ionosphere (e.g. [22]), and substorm
model using MI-coupling and tail reconnection (e.g. [24]).
The ionosphere in the auroral zone and the outer magnetosphere are coupled by means of FACs.
Magnetic field-aligned electric field associated with these currents are now widely accepted to be
responsible for the particle acceleration in the auroral zone [31]. It is well accepted that FACs are
mostly generated as a result of stress at the outer magnetosphere developed by plasma convection
that is perpendicular to the magnetic field. This stress then propagates in the form of Alfve´n waves
toward the ionosphere along the auroral field lines. Numerical modeling of MI-coupling by Alfve´n
waves is an useful means to demonstrate the propagation and evolution of FACs and the production
of magnetic field perturbations [29].
Birkeland’s proposal (in 1908) about the role of FAC in transferring solar wind energy into the
upper atmosphere and the ionosphere was not given much importance for about 60 years. The
evidence of FAC was first detected by a low altitude polar orbiting satellite 1963 38C as “transverse
magnetic disturbances” [32, 33]. However, Cummings and Dessler were the first to identify a link
between these magnetic disturbances and the FAC system [34]. Starting from that time, different
experimenters worked in developing the morphology of FACs. Important contributions came from
Iijima and Potemra [35, 36, 37], in a number of papers who used the magnetic data from the Triad
satellite. In one of these papers [37], they demonstrated the patterns of the FAC system at the
high latitudes, for the different levels of geomagnetic activity.
Different (electric) current systems exist in the plasma environment, surrounding the Earth. The
examples are the magnetospheric boundary currents, the cross-tail current, the ring current, and
the FACs. These currents are generated so that the force balance can be attained between the
j×B force, and the force coming from the pressure gradient and inertia [38]. The role of FACs and
associated Alfve´n waves in MI-coupling is crucial for the transmission of electromagnetic energy
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(in the form of Poynting flux) and transverse momentum (i.e. the magnetic tangential stress) from
the hot (collisionless) magnetospheric plasma regime to cold dense (collision dominated) plasma of
the ionosphere [39].
The auroral ionosphere acts as a partially conducting medium to the Alfve´n waves associated
with the FACs. In general, Alfve´n waves are partially reflected by the ionosphere. The degree of
reflection depends on the Pedersen conductance of the ionosphere. The reflection coefficient has a
dependence on the wavelength of the incident wave and the coefficient can be high (i.e. close to 1)
for very long wavelengths [40]. The reflection of Alfve´n wave from the ionosphere has significant
effects such as evolution and modification of FACs, to initiate, support, and enhance magnetic
reconnection, and formation of parallel electric fields. In this research these effects of low frequency
(long wavelength) Alfve´n wave reflection are investigated.
The role of parallel electric fields in the gain of energy by the auroral electrons was suggested [41]
by Hans Alfve´n in 1958. Existence of electric field in a collisionless magnetospheric plasma was not
acceptable at that time. This has gained recognition after different in situ observational evidence
(e.g. [42]). In general, it was believed that there should not develop any electric field in the
magnetosphere because the resistivity (according to the classical theory) in a collisionless plasma is
nearly zero along a magnetic field line. After obtaining different evidence of its existence, various
theories were proposed on the formation of parallel electric fields. Examples of different proposed
causes or mechanisms for the formation of parallel electric fields are anomalous resistivity (e.g.
[43]), electric double layer (e.g. [44]), solitary structures (e.g. [45]), magnetic mirror effects ([46]),
etc. Relation between the parallel electric field and FAC was under speculation from the early days
(e.g. [47]). The resistive term (ηj) in Ohm’s law indicates that if the FAC density is large, this
term may introduce parallel electric field. It was suggested that in collisionless magnetosphere,
anomalous resistivity may provide the required resistivity ([48, 49]). Some researchers expressed a
difference in opinion (e.g. [50]). According to them, anomalous resistivity is far too dissipative in
presence of FACs.
Possible role of MI-coupling in auroral arc generation is an area of active research. Lyatsky and
Hamza proposed three models for the MI-coupling feedback instability in an attempt to explain
the formation of small-scale structures inside a wide arc [51]. Many scientists showed that the
magnetospheric convection may be unstable and divided into convection streams (e.g. [52, 53, 54,
55]). Formation of discrete auroral arcs by MI-coupling is a part of this research too.
More detailed discussions on the Alfve´n waves, their reflection form the ionosphere, FACs, parallel
electric fields, and thin auroral arcs are presented in the respective pertinent chapters.
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1.4 Motivation
The ionosphere-magnetosphere coupling makes the ionosphere a major supplier of plasma to the
magnetosphere and is of significant importance in understanding different phenomena of space
physics. There are many interesting and important issues in this regard. Some of them are:
formation of discrete auroral arcs; formation of parallel electric field in the auroral magnetosphere;
magnetic reconnection by the reflected Alfve´n wave; formation of ion outflow associated with auroral
structure; inverted V structure of the energy-latitude plot; precipitation of auroral electrons in a
narrow belt around the polar cap; auroral U, V or S-shaped potential structure; acceleration of the
current carrying (discharging) electrons on their way to the ionosphere.
The mechanisms involving many of the above mentioned phenomena are among the fundamental
open questions of space physics. This research investigates such mechanisms involving FACs and
parallel electric field with focus on the role of the ionospheric boundary conditions.
1.5 Outline of the thesis
The introduction to the magnetosphere, the ionosphere and different ionospheric parameters, MI-
coupling including the FACs and parallel electric field and, the motivation for this research have
been discussed in the present chapter (Chapter 1). This gives a general overview on the magneto-
sphere, ionospheric structure and different ionospheric parameters with emphasis on the ionospheric
conductivity, and significance and different aspects of MI-coupling. Alfve´nic perturbations from
the magnetosphere are partially reflected by the ionosphere having a considerable Pedersen conduc-
tance which determines the Pederson currents and in turn modifies and generates FAC. Such FACs
play a central role for the MI coupling on local and global scales. Particularly, FACs are important
in relation to parallel electric fields, which in turn are expected to play an important role in the MI
coupling. The relation between FACs, ionospheric conductance, and field-aligned electric fields is
the central topic of this research. In order to address this topic this thesis is organized as follows.
Chapter 2 describes the basic methodology of this research. It contains two sections. The first
section describes the basic numerical methods. This includes the discussions on the basic equa-
tions, their normalization, the method of discretization and the order of accuracy, description of
the simulation domain and the general boundary conditions. The second section focuses on the
implementation of the ionospheric boundary conditions to achieve a desired control on the reflection
of magnetospheric Alfve´n waves from the ionosphere. This section includes a discussion on Alfve´n
waves and related dispersion relations, reflection of Alfve´n waves from the ionosphere, expressions
for the reflection coefficient in terms of the ionospheric Pedersen conductance and the basic results
about the reflection from a set uniform ionospheric boundary.
Chapter 3 studies magnetospheric and ionospheric influences on the distribution of FACs. Partic-
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ularly, the focus of this chapter is the interaction between the Alfve´nic (magnetic and velocity)
perturbations from the magnetosphere with the ionosphere assuming different conditions for the
Pedersen conductivity. It is demonstrated that a gradient of the Pedersen conductance, its orien-
tation, and the magnitude of Pedersen conductance play a major role in the evolution of the FACs.
Chapter 4 investigates the basic physical effects associated with and required for a localized electric
field, aligned with the geomagnetic field. First the presence of a localized (both 3D and 2D) parallel
electric field that is not supported by any energy-source is examined. Then a 3D localized resistivity
of fixed magnitude is introduced at magnetospheric heights at the location of magnetospheric FAC
sheets. The effects and different aspects of the generated parallel electric fields are investigated.
Magnetic reconnection is one of the important features illustrated in this investigation.
Chapter 5 uses a current dependent resistivity to demonstrate the formation of parallel electric
field and its effects contrary to the use of a fixed-magnitude resistivity, in Chapter 4. This makes
the introduced resistivity more realistic because the resistive region is not artificially fixed and
can move depending on the evolution of the FAC density. Reconnection can be much stronger in
this case compared to the case of fixed resistivity. The investigations are repeated for different
magnitudes of uniform or nonuniform Pedersen conductance.
Chapter 6 summarizes the main and significant results of all the simulations. This chapter also
includes an overall discussion, and future works.
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Chapter 2
Methodology
Introduction
This chapter describes the basic methodology used in the conducted research and contains two
sections. The first section (2.1) describes the basic numerical methods. Details on any other
numerical approach, specific for some particular section in this thesis, are described in the respective
sections of the investigation. The second section (2.2) describes the implementation of the basic
boundary conditions for the lower (ionospheric) boundary. This implementation is common to most
of the other parts of this research and hence placed in this chapter as a part of the discussion about
the general methodology.
2.1 Basic Numerical Methods
This section discusses the basic equations and their different terms, which are significant and im-
portant for this research. Then it includes a short discussion on the normalization of the involved
quantities. Normalized equations used in this research are described next. Following is a descrip-
tion of the numerical discretization method along with its order of accuracy, a description of the
simulation domain and some details about the boundary conditions used for the simulations.
2.1.1 The Basic Equations
In these studies, I used a 3D-2fluid (ions and neutrals) model following Birk and Otto [56]. Note
that this does not differentiate between different ion and neutral species. It rather uses an effective
ion and neutral mass to account for mass, momentum, and energy density. The derivation of the
basic equations from kinetic equations implies the constraints of conservation of mass, momentum
and energy. The first basic equation is the continuity equation that determines the evolution of
the number density of the fluid as it moves from one place to another. This equation, for both ions
and neutrals, can be expressed as
∂ρ
∂t
= −∇ · (ρv) +Qc. (2.1)
Here ρ and v are the mass density and the fluid velocity, respectively. Qc denotes the source term of
the continuity equation. The source term Qc is (ι−βρ)ρ for plasma and −(ι−βρ)ρ for the neutrals
where ι and β denote the ionization frequency and the recombination coefficient, respectively. In
this case of interest these terms (Qc, for the ions and the neutrals) are small enough to allow us to
set them equal to zero.
The momentum equation for the plasma component of the fluids is
∂ρv
∂t
+∇ · (ρvv) = −∇p+ j×B + ρg +Qcv +Qp (2.2)
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with Qp as the momentum source term which describes friction between the plasma and neutral
components. The first three terms on the right hand side represent, respectively, the force due to
pressure gradient, the magnetic force, and the force of gravity. For simplicity I will assume the
neutral material at rest (vn = 0) but this condition is easily changed. The friction term applies
to the bulk of the plasma but contributes also to the electric resistance of the ions because the
bulk plasma velocity is defined by the sum of the moments of the different ion species [57]. In
this equation p, j, B and g are representing the fluid (thermal) pressure, the current density, the
magnetic induction vector, and the acceleration due to the gravity, respectively. The momentum
source terms, Qp, for the plasma and the neutrals are −ρνin(v−vn) and −ρνin(vn−v), respectively.
Here v and vn are the fluid velocity for the plasma and the neutrals, respectively, and νin is the
frequency of collisions between the ions and the neutrals.
We next consider Ohm’s law for plasma. In the most general form this law (e.g. [58]) can be
expressed as
E + v×B = ηj− 1
ne
∇pe + 1
ne
j×B + me
ne2
[
∂j
∂t
+∇ · (jv)
]
. (2.3)
Here, η and pe are, respectively, the resistivity and the electron-pressure. Among the other quan-
tities n is the plasma number density and me is the mass of an electron. The four terms on the
right hand side are, respectively, the resistive term, the electron pressure term, Hall term, and the
electron inertia term. Often the less significant terms are dropped and the equation reduces to
E + v×B = ηj. (2.4)
It should be noted here that for a collisionless plasma (ideal MHD), the resistivity η may be so
small as to satisfy E + v ×B = 0. This represents the ’frozen-in’ condition for the plasma. Now
the Equation (2.4) can be rearranged to
E = − (v×B) + ηj. (2.5)
This expression for E can then be combined with the Maxwell’s (induction) equation (Faraday’s
law)
∂B
∂t
= −∇×E (2.6)
and the obtained equation is
∂B
∂t
= ∇× [(v×B)− ηj] . (2.7)
The relation between the current density (j) and magnetic induction vector (B) is expressed using
the MHD form of another Maxwell’s equation (Ampere’s law)
∇×B = µ0j. (2.8)
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The next equation that comes from energy conservation is
1
γ − 1
(
∂p
∂t
+∇ · pv
)
= −p∇ · v + ηj2 +QE . (2.9)
where γ is the ratio between the two specific heats and QE represents the energy source terms
and may include thermalization, energy exchanges due to momentum transfer by collisions and
by ionization or recombination [56]. After the inclusion of significant source terms and some
rearrangements this equation takes the form
∂p
∂t
= −v · ∇p− γp∇ · v + (γ − 1)
[
2ηj2 − 3νinρ
mi +mn
(Ti − Tn)
]
. (2.10)
Here Ti, Tn, mi and mn are the temperatures and masses for the ions and neutrals, respectively.
The two terms inside the square bracket represent the energy from Ohmic heating and the heat flow
due to the thermal contact between the two species. The fundamental constants, their symbols,
and values used in this research are given in the following table.
Table 2.1: The fundamental constant quantities, their symbols and the values (used in this research).
Fundamental quantity Symbol Value
mass of electron me 9.1094× 10−31 kg
mass of proton mi 1.6726× 10−27 kg
mass of O+ mo+ 2.66× 10−26 kg
elementary charge e 1.6022× 10−19 C
Ratio of specific heats γ, γn 5/3
Permeability of vacuum µ0 4pi × 10−7 H ·m−1
2.1.2 Normalization
It is an advantage to normalize (or to scale) the basic equations before implementing the numerical
simulations. The normalization directly reveals the magnitude and importance of different transport
terms in the basic equation for the given application. Different quantities of the basic equations
are measured in typical units. For example B is normalized to a typical magnetic field B0, density
ρ to a typical density ρ0, length scale l to l0 (for horizontal) or lz0 (for vertical) so that B = B0Bˆ,
ρ = ρ0ρˆ, l = l0 lˆ and t = tA0tˆ etc. Here Bˆ, ρˆ, lˆ or tˆ are the normalized quantities. The choice of the
typical units depends on the physical system under investigation.
A few examples of normalization are discussed below:
Magnetic field: The guide field B = 4 × 10−5 T is normalized to B0 = 10−5 T . So, in the
simulation the guide field assumes a value of Bˆ0 =
B
B0
= 4. The horizontal magnetic field uses
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B0h = 10
−7 T because horizontal perturbations are much smaller than the vertical field. This is
justified if a similar ratio is assumed for the length scales in vertical and horizontal directions (see
below for the normalization of length scales).
Alfve´n speed: Alfve´n speed (vA) is normalized to a typical unit vA0 = B0(µ0ρ0)
− 1
2 . Now ρ0 =
m0n0 = 1.33 × 10−15 kg · m−3 where m0 = mo+, the mass of singly ionized oxygen atom and
n0 = 5× 1010 m−3 is the typical value for the number density. So, vA0 = 245 km · s−1. In all the
cases the Alfve´n speed (vA) is assumed to be 4 (in normalized scale) which represents a physical
value for vˆA = 980 km · s−1.
Length scales (lz0 and l0): In this research lz0 = 100 km for the vertical direction and l0 = 1 km
for the horizontal directions. The different normalization in the vertical and horizontal directions is
motivated mostly by the large vertical (dipole) magnetic field compared to rather small horizontal
magnetic perturbation. This is possible because the MI coupling is strongly Alfve´nic. A somewhat
similar approach is used in the so-called reduced MHD equations, which are applied for instance
to the solar magnetic field because the plasma pressure is usually small compared to the magnetic
pressure.
Velocities: For the vertical direction the velocities are measured in vA0 = 245 km · s−1 where as
for the horizontal direction the typical value for the normalization is (l0/lz0)vA0 i.e. 2.45 km · s−1.
Note that the factor of 100 between the vertical and horizontal magnetic field normalization (and
the velocities) and the same factor for the vertical and horizontal length scales cancel each other
in the characteristic Alfve´n times.
Time: The characteristic Alfve´n time tA0 = lz0/vA0 ≈ 0.41 s. So, a transit (Alfve´n) time tˆ = 30
is physically same as 12.3 s. As mentioned above, the same result is obtained for the horizontal
Alfve´n time.
For an extensive list of the normalized quantities see Table 2.2. In the following discussion the hat
(ˆ) is omitted such that all quantities are assumed to be normalized.
2.1.3 The Normalized Equations
After normalizing the basic equations (described in the previous part) the dimensionless fluid
equations are utilized for the simulation in this research and are given below. The quantities with
subscript ’n’ are linked with the neutrals where as the quantities without any subscript are for the
plasma.
∂ρ
∂t
= −∇ · ρv (2.11)
∂ρn
∂t
= −∇ · ρnvn (2.12)
∂ρv
∂t
= −∇ · (ρvv)− 1
2
∇p+ j×B− ρνin (v− vn) (2.13)
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Table 2.2: Physical quantities and their typical units for normalization
Physical quantity Typical unit
B (magnetic field) B0
ρ (mass density) ρ0 = min0
l (length scale) l0
v (velocity) vA0 =
B0√
µ0ρ0
(Alfve´n speed)
t (time) tA0 =
l0
vA0
(Alfve´n time)
p (pressure) p0 =
B20
2µ0
E (electric field) E0 = vA0B0
j (current density) j0 =
B0
µ0l0?
η (resistivity) η0
ΣP (Pedersen conductance) ΣP0 = (vA0µ0)
−1
∂ρnvn
∂t
= −∇ · (ρnvnvn)− 1
2
∇pn + ρng− ρnνin (vn − v) (2.14)
∂B
∂t
= ∇× (v×B− ηj) (2.15)
∂p
∂t
= −v · ∇p− γp∇ · v + (γ − 1)
[
2ηj2 − 3νinρ
mi +mn
(Ti − Tn)
]
(2.16)
∂pn
∂t
= −vn · ∇pn − γnpn∇ · vn + (γn − 1) 3νinρn
mi +mn
(Ti − Tn) (2.17)
j = ∇×B (2.18)
For the presented results the neutral velocity is assumed to be 0, and the momentum source terms
in Equation (2.14) and the heating/cooling terms in Equation (2.17) are small for the considered
time scales. Therefore the neutral equation reduces to the force balance equation in Equation
(2.14).
2.1.4 Numerical Discretization and Accuracy
The system under consideration is described by a set of differential equations. Different discretiza-
tion schemes are suitable for the integrations of different differential equations. The DuFort-Frankel
method for discretization that introduces centered differences in both time and space is a relevant
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scheme for this research is discussed here. This discretization method is very similar to the Leapfrog
scheme. For the discussion of this scheme the following simple linear differential equation, contain-
ing both convection and diffusion terms, is considered.
∂f
∂t
+ u
∂f
∂x
−D∂
2f
∂x2
= 0. (2.19)
Here the constants u and D in this advection-diffusion equation are the velocity and the diffusion
coefficient, respectively. The Richardson scheme uses a three-point centered difference formula and
produces a second order contribution to the truncation error. The DuFort-Frankel scheme is a
simple modification of the Richardson scheme. Using the Richardson discretization method for
space and time (about fni ) we can obtain
∂f
∂t
=
fn+1i − fn−1i
2∆t
, (2.20)
∂f
∂x
=
fni+1 − fni−1
2∆x
(2.21)
and
∂2f
∂x2
=
fni+1 − 2fni + fni−1
∆x2
. (2.22)
The subscript i and the superscript n represent the steps in space and time, respectively and are
indicated as the grid-points in the Figure 2.1. So, in discretized form, the Equation (2.19) becomes
Figure 2.1: Schematic diagram for the DuFort-Frankel scheme. The horizontal axis denotes the
spatial steps and the vertical axis denotes the temporal steps.
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fn+1i − fn−1i
2∆t
+
u(fni+1 − fni−1)
2∆x
− D
(
fni+1 − 2fni + fni−1
)
∆x2
= 0. (2.23)
This scheme is of O(∆t2,∆x2) but is unconditionally unstable according to the Von Neumann
stability analysis when D ∆t
∆x2
> 0 [59]. The unstable behavior of the Richardson scheme can be
avoided through a slight modification of the diffusion term, using the DuFort-Frankel scheme which
replaces the term 2fni in Equation (2.23) with
(
fn+1i + f
n−1
i
)
. Thus the equation becomes
fn+1i − fn−1i
2∆t
+
u(fni+1 − fni−1)
2∆x
− D
(
fni+1 − (fn+1i + fn−1i ) + fni−1
)
∆x2
= 0. (2.24)
A rearrangement of Equation (2.24) yields
fn+1i − fn−1i + c
(
fni+1 − fni−1
)− 2s (fni+1 − fn+1i − fn−1i + fni−1) = 0 (2.25)
where c is callled the Courant number and is given by
c = u
∆t
∆x
(2.26)
and
s = D
∆t
∆x2
. (2.27)
The required algorithm from the above equation is
fn+1i =
(
2s− c
1 + 2s
)
fni+1 +
(
1− 2s
1 + 2s
)
fn−1i +
(
2s+ c
1 + 2s
)
fni−1. (2.28)
The update of the value of fn+1i comes from the values of f
n−1
i , f
n
i+1 and f
n
i−1. In Figure 2.1 all
these values are represented by blue grid-points. Actually, in this chess-board like pattern of the
scheme, information is transported to a blue grid-point from the blue grid-points only and to a
red grid-point only from the red grid-points as is evident from Figure 2.1. So, the information
at the grid-points represented by two different colors are mutually independent. This implies
that the differently colored grid points (meaning odd or even numbered grid-points) can transport
information independently and hence they are decoupled in the differencing process. This can lead
to strong oscillations on the grid scale when the even and odd grids are combined. However, the
actual simulation makes use of the decoupling and employs only one half of the points (either blue
or red) thereby saving memory and simulation time.
The discretization is inevitable to solve the differential equations numerically but at the same time
this introduces errors in the solutions. The solution to fni is different from the corresponding exact
solution. The accuracy of a numerical scheme can be estimated by using the Taylor expansions
of the variable about a center location [at grid point (xi, tn)]. Expanding all the terms (f
n+1
i ,
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fn−1i , f
n
i+1 and f
n
i−1) in Equation (2.25) and combining them with Equations (2.26) and (2.27) to
determine the truncation error yields
∂f
∂t
+ u
∂f
∂x
−D∂
2f
∂x2
+ ∆x2
[
u
6
(
1− c2) ∂3f
∂x3
+D
(
s2 − 1
12
)
∂4f
∂x4
]
+ O(∆t4,∆x4) = 0. (2.29)
Hence the leading term of the truncation error is ∆x2
[
u
6
(
1− c2) ∂3f
∂x3
+D
(
s2 − 112
) ∂4f
∂x4
]
and the
scheme is second order accurate with the truncation error of order O(∆x2).
It is important to note that the choice of the time-step (∆t) is restricted by the requirement of
numerical stability. According to the CFL (Courant-Friedrichs-Lewy) condition [60] the leapfrog
scheme is stable if c ≤ 1. In order to avoid numerical instability we should maintain
∆t <
∣∣∣∣∆xu
∣∣∣∣
min
. (2.30)
The physical meaning of this condition is that any information should not travel more than one
spatial step ∆x in one time-step ∆t [59]. The update of all dependent variables occurs only from
next neighbors such that a violation of this stability condition implies an unphysical update of the
variable at the respective grid point.
It should be noted that Equation (2.19) reduces to a purely advection or a purely diffusion
equation with u = 0 or D = 0, respectively. In that case we are left with the truncation error as
u∆x2
6
(
1− c2) ∂3f
∂x3
or D∆x2
(
s2 − 112
) ∂4f
∂x4
, respectively. Thus for an advection equation the trunca-
tion error contains only the odd spatial derivatives and the scheme is then free of any numerical
diffusion term (i.e. there are no even spatial derivatives). Though this is apparently a positive
aspect for this scheme, it actually creates a problem. Every numerical solution of a nonlinear
hyperbolic partial differential equation creates two types of errors which can be characterized as
numerical dispersion and diffusion [61]. In absence of any damping of such errors through numerical
diffusion, the dispersion can generate strong grid oscillations because different wavelengths propa-
gate differently for the part of the spectrum that is close to the grid scale. In order to compensate
for the absence of numerical diffusion, small dissipation terms are introduced that effectively damp
oscillations close to the numerical grid scale in the code. These dissipation terms are implemented
similar to the diffusion term shown in Equation 2.24, however, they are applied if there is oscilla-
tion in the local grid points. Hence the inclusion of the diffusion term through the DuFort-Frankel
scheme becomes useful to balance the issues with numerical dispersion.
On the other hand if it is a purely diffusion equation then the leading term of the truncation
error is D∆x2
(
s2 − 112
) ∂4f
∂x4
and the scheme is second order accurate with the truncation error of
order O(∆x2). Then the scheme is unconditionally stable, but not without a price. A consistency
analysis shows that the method could be inconsistent. Consistency requires that the truncation
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error tends to zero when the time and spatial steps tend to zero [62]. The local truncation error
Eni is given by
Eni =
∆t2
6
∂3f
∂t3
−D∆x
2
12
∂4f
∂x4
+
(
∆t
∆x
)2 ∂2f
∂t2
+ ... (2.31)
= O
(
∆t2,∆x2,
(
∆t
∆x
)2)
. (2.32)
It is clear that if ∆t and ∆x are in linear relation that is if ∆t = k∆x with k as a constant then
the truncation error does not vanish for ∆t→ 0 and ∆x→ 0. For achieving consistency we need a
time-step ∆t = k∆x1+ε with ε > 0. Moreover accuracy requirement pose an additional constraint
on ε and it can be established that ε is constrained to be in the interval 1/2 ≤ ε ≤ 1 [63].
2.1.5 Simulation Region and Boundary Conditions
The space above the auroral region is explored in this research where the geomagnetic field is close
to being vertical (Figure 2.2). The base of the simulation box is assumed to be at an altitude of
nearly 100 km. For most considered applications the horizontal extent of the box is within a tens of
kms (but can easily be extended to hundreds of km with a corresponding reduction of the horizontal
resolution) and the vertical extent is of the order of a few Re (Earth-radii). So, the simulation region
includes both the ionosphere and the magnetosphere. The simulations use a cartesian coordinate
system in which x and y are taken perpendicular to the magnetic field. Furthermore, z is along the
unperturbed magnetic field B and in the northern hemisphere B is uniform and in the negative
z-direction in the entire simulation domain. This local simulation ignores the dipolar magnetic
field configuration including the divergence (or convergence) of B. Although the chosen magnetic
field ignores the dipolar convergence, many aspects such as the formation and evolution of current
along the magnetic field, propagation of Alfve´n wave and its interaction with a partially conducting
ionosphere, can be examined. It is noted that due to this limitation, a few aspects such as the mirror
force, variation of Alfve´n speed along the magnetic field lines, cannot be included in this study.
The model has the capability to choose between uniform and non-uniform grid distributions. For
the different cases, the grid in the y-direction is uniformly spaced at values between 0.1 km and
0.4 km. The x direction uses a uniform or nonuniform grid as specified in the respective applications.
The grid distribution in the z-direction is non-uniform and the best resolution in this direction is
≈ 20 km in the lower ionosphere. The smoothly varying non-uniform grid spacing is generated
using the following equation:
z(iz) = w + a1sin(βw) + a2sin(2βw) (2.33)
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Figure 2.2: Illustration of the simulation domain. The orientations of the coordinate axes, the
locations of the lower and upper boundaries and the geomagnetic field are shown.
where, iz represents the index of a particular grid point. w = w(iz) = kz ∗ (iz − 2) with
kz = (zmax − zmin)/(nz − 3). Here nz is the total number of grid points in the z-direction and
β = pi/(zmax − zmin). a1 and a2 are two constants selected in such a way that the grid spacing
varies smoothly in a manner as shown in Figure 2.3. For this plot, typical values of zmax and nz
are assumed to be 120 and 303, respectively, but these are not same for all the simulations. Here
the slope of the curve dzdiz increases with increasing grid-index iz which implies that the resolution
in this direction is highest (smallest ∆z) at the lower end of the simulation box (for the smallest
value of iz).
Boundary conditions are implemented through a mathematical boundary (single layer of grid
points) immediately outside the physical simulation domain. In the horizontal directions the actual
physical boundary of the system (ionosphere or magnetosphere) is far from the edge of the simu-
lation box. When appropriate, periodic boundary conditions are used for the x and y-directions.
This allows any disturbance to propagate freely through the simulation region. Boundary condi-
tions for the z-direction are case-specific and will be discussed in the appropriate places. Along the
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Figure 2.3: An example of non-uniform distribution of grid-points. This figure shows the distribu-
tion of the grid-points in the z-direction.
y-direction, the boundary conditions are periodic. Along the x-direction, the boundary conditions
are symmetric for the tangential components (of the magnetic field and velocity) where as they are
anti-symmetric for their normal components.
Density and resistivity in the simulation domain
The density of the neutrals and the plasma and, the resistivity are important for this study. The
neutral density (ρn) decreases exponentially with the height (z) from a fixed value ρn0 (at the lower
boundary) up to a certain height following the relation
ρn = ρn0e
−αgz (2.34)
with α as a scaling factor. Though this height may not be the same for all the cases, a typical
value for it is z ≈ 10 (in normalized units). Above this height, the neutral density is assumed to
remain constant at this minimum value. The plasma density (ρ) is assumed to be constant in the
entire range of the simulation domain. ρ is much smaller than ρn0 but is larger than the minimum
value of ρn.
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The resistivity (η) in the simulation domain is contributed by three different terms, in general, and
is given by
η = ηio + ηbg + ηloc. (2.35)
Here ηio depends on the local neutral density (ρn) and therefore is a height dependent term up to
a certain height. It is the dominant contribution to the ionospheric resistivity. ηbg contributes a
low value background resistivity of constant magnitude. ηloc is the spatially varying component of
the resistivity that reflects the effect of anomalous collisions, for instance in presence of very high
current density and may or may not be present in the equation. The expression for ηio is given by
ηio = η0
(
ρn
ρn0
)2
. (2.36)
As ρn decreases in the upward direction, ηio also decreases rapidly with height from η0 at the
ionospheric boundary and becomes negligible beyond a certain height in the ionosphere. At those
heights ηbg which is much smaller than η0 becomes dominant. So, ηbg, practically represents a
very small magnetospheric resistivity. The third term of the Equation 2.35 is used to introduce a
location dependent resistivity, if necessary.
2.2 Alfve´n Wave and its Reflection from the Ionosphere
This section outlines the methodology to implement wave reflection from the ionosphere by con-
trolling the ionospheric conductance as a boundary condition of the simulation. The discovery and
past experiments on the Alfve´n wave are first discussed in an introductory part. This is followed by
a discussion on the dispersion properties of Alfve´n waves. The numerical methods to achieve the
desired control of the reflection from the ionosphere are described next and the section concludes
with some basic results and a summary.
2.2.1 Alfve´n Waves
The concept of magnetohydrodynamic (MHD) waves was introduced by Hannes Alfve´n more than
70 years ago. This landmark discovery along with some other works earned him the Noble prize in
1970. In 1942, in his famous letter to Nature [64], he described “The Existence of Electromagnetic-
Hydrodynamic Waves” in an attempt to explain sunspots and sunspot cycles. He stated that if
a conducting liquid is placed in a magnetic field, the motion of the liquid develops an (induced)
electro-motive force (E.M.F.) that in turn produces electric currents, and in the presence of a mag-
netic field, these currents apply mechanical forces to produce changes in the state of motion of the
liquid. In fact, this induced current produces change in the magnetic field itself. This is basically
the fundamental concept behind MHD. According to Hannes Alfve´n, “Thus a kind of combined
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electromagnetic-hydrodynamic wave is produced which, so far as I know, has as yet attracted no
attention.” This was the starting point of a whole new branch of physics - magnetohydrodynamics,
in which hydrodynamics and electromagnetism merge. At that point of time it was not possible to
verify this fact experimentally. But by the end of the 1950s the technical capabilities to produce
high-temperature plasmas on Earth made it possible to confirm the existence of MHD waves. Ex-
perimenters such as Allen et al. (1959) [65], Jephcott (1959) [66], Wilcox et al. (1960) [67] etc. used
different methods to prove the existence of magnetohydrodynamic waves. Magnetohydrodynamic
waves are low frequency waves (frequency < ion gyrofrequency) associated with the ions in a plasma
[9] [68]. It is accepted that, for the study of many phenomena in space physics, it is necessary to
understand the interactions between the MHD waves of magnetospheric origin and the ionosphere
[69] [40].
Among the different modes (transverse, longitudinal) of MHD waves, Alfve´n waves are the simplest
one. The propagation of Alfve´n waves is commonly compared with the propagation of transverse
vibration in a string under tension. These are the transverse electromagnetic waves and propagate
parallel to the ambient magnetic field. One of the dominant processes in magnetosphere-ionosphere
coupling is the propagation of Alfve´n waves. Magnetic perturbations may result from temporal
change of convection in the magnetosphere. After their generation, these perturbations travel
downward in the form of Alfve´n waves carrying the change in perpendicular velocity (and the cor-
responding electric fields). Finally the waves interact with the ionosphere, which behaves on large
scales as a conducting shell surrounding the Earth. For a horizontal extent of a few tens of kilome-
ters (∼ the horizontal dimensions of the simulation domain) we approximate the ionosphere to be a
flat partially conducting plane. The reflection of the Alfve´n waves from the ionosphere is important
because the reflected wave (after being superposed with the incident waves) can markedly modify
the pattern of the electric field carried with the incident waves [70]. In this research, the ionosphere
is located at the lower boundary of the simulation domain. Depending on the conductivity of the
ionosphere the waves are reflected fully, partially or not at all - with higher reflection for higher
conductivity. Lessard and Knudsen[40] pointed out that the reflection coefficient is typically small
if the wavelength of the wave is much smaller compared to the dimension of the ionosphere. They
had explored the reflection of Alfve´n waves for different ionospheric density profiles and got similar
results for all the profiles. However, for long wavelengths, the reflection coefficient can be close
to 1 depending on the value of ion-neutral collision frequency (νin). The focus of this work is
on long wavelength (low frequency) Alfve´n waves to examine reflection and field-aligned current
(FAC) formation. This requires to control the lower (ionospheric) boundary conditions such that
any desired amount of reflection of the Alfve´n waves reaching the ionosphere may be observed.
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2.2.2 The Dispersion Relation for the Alfve´n Wave
To derive the dispersion relation for the Alfve´n wave propagating along the magnetic field, “0”
and “1” are used as the subscripts to represent the equilibrium quantities and the perturbations,
respectively. The unperturbed magnetic field and the propagation vector are
B0 = −B0ez and k = kez.
The velocity and magnetic field perturbations are
v1 = −δvyey and B1 = δByey.
The linearized momentum equation (2.2) and the induction equation [combining equations (2.7)
and (2.8)] can be written as
∂ρv1
∂t
=
1
µ0
(∇×B1)×B0 − ρνinv1
and
∂B1
∂t
= ∇× (v1 ×B0)−∇× ( η
µ0
∇×B1).
After substituting wave perturbations we can obtain
iωρδvy = −ikδByB0
µ0
+ νinρδvy
and
−iωδBy = ikδvyB0 − η
µ0
k2δBy.
Let us consider the terms of relative dominance at different altitudes.
When resistive interaction is dominant: For the magnetospheric altitudes where the ion-
neutral collisions are insignificant, that is, for νin = 0 and η 6= 0, the above two equations yield
ω
(
ω + ik2
η
µ0
)
= k2v2A.
Here, B0√µ0ρ is replaced by vA, the Alfve´n speed. So, in this case the dispersion relation becomes
ω = −ik2 η
2µ0
±
√
k2v2A − k4
η2
4µ20
. (2.37)
This relation shows that the waves can propagate only when kvA >
k2η
2µ0
. It may be noted here
that µ0
k2η
is the resistive diffusion time for the wavelength, λ (= 2pi/k). Thus the condition for the
Alfve´nic propagation at the magnetospheric altitudes is that the wavelength must be big enough
such that the diffusion time for its wavelength is longer than the period of the wave.
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When ion-neutral collision is dominant: At the altitudes close to the ionosphere, ion-neutral
collision term is dominant. Taking νin 6= 0 and η = 0, we can obtain
ω (ω + iνin) = k
2v2A
and the corresponding dispersion relation is
ω = −iνin
2
±
√
k2v2A −
ν2in
4
. (2.38)
This relation shows that the wave can propagate for k > νin2vA that is when the wavelength λ <
4pivA
νin
.
So, it is seen that the resistive dispersion relation demonstrates that the short wavelengths are
largely dissipated by the finite resistivity before they can actually be reflected which is consistent
with the finding of low reflection coefficient by Knudsen [69]. The dissipation relation implies strong
dissipation for λ < piηµ0vA . Here it should be noted that
1
µ0vA
is the Alfve´nic impedance. In contrast,
the ion-neutral friction shows that all waves are damped by the friction but the long-wavelength
waves with λ > 4pivAνin stop propagating such that they are partially reflected.
2.2.3 Numerical Methods
The basic equations are discussed in chapter-2. For this part of the research I try to generate
Alfve´n waves at the magnetospheric region. For this purpose, uniform magnetic perturbations are
introduced near the upper part of the simulation domain at the initial stage of the simulation. The
magnetic perturbation has the form:
δBy =
δBy0
2
[
1 + tanh
(
z − 0.8zmax
2
)]
(2.39)
and the associated velocity perturbation, consistent for the generation of Alfve´n waves, is
δvy = − vA
B0
δBy (2.40)
where vA is the Alfve´n speed. So, initially these perturbations are present at the top 20% of
the simulation domain. The amplitude of the magnetic perturbation becomes δBy0, which is
much smaller (≈ 1%) compared to the magnitude of the guide field B0 where the guide field
Bzez = −B0ez. These perturbations travel in the downward z-direction in the form of fixed
amplitude, long (infinite) wavelength Alfve´n waves (see Figure 2.4). As a first step we need to
formulate boundary conditions that reflect typical ionospheric conditions so that we can get the
desired amount of reflection of such Alfve´n waves after being incident on the ionosphere.
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Figure 2.4: Magnetic perturbations propagating in the form of long-wavelength Alfve´n waves. Here
δBy0 is the amplitude of the magnetic field perturbation.
2.2.3.1 Alfve´n wave reflection at the ionospheric boundary
To formulate partially reflective boundary conditions for low frequency Alfve´n waves, I assume an
infinitely long wave (λ → ∞). Here the quantities under consideration are independent of the
spatial variables x and y. So, assuming z (vertical) to be the only independent spatial variable and
taking the perturbations δB = δByey and δv = δvyey, - the momentum equation and Ohm’s law
become:
∂ρδvy
∂t
= − ∂
∂z
(ρδvzvy −BzδBy)− ρνinvy (2.41)
and
∂δBy
∂t
= −(∇×E)y = ∂
∂z
(δvyBz − vzδBy − ηjx). (2.42)
Here, the magnetic field is B = [0, δBy, Bz] and for the steady state without any vertical flow the
velocity is v = [0, δvy, 0]. With the simplification ηjx = 0 we obtain
∂δBy
∂z
=
νinρ
B2z
δvyBz (2.43)
and
∂δvy
∂z
= 0. (2.44)
The Equation (2.44) implies that the velocity perturbations δvy = constant and so it is independent
of the altitude. This is the condition required for a steady state and is consistent with the relation
∇ × E = 0. Equation (2.43) is equivalent to Ohm’s law for the Pedersen current density at the
ionosphere because it can be expressed in the form of the x-component of Ohm’s law as
jx = σEx (2.45)
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with
jx = −∂δBy
∂z
(2.46)
and
Ex = −δvyBz (2.47)
such that the ionospheric Pedersen conductivity, σ, is given by
σ =
νinρ
B2z
. (2.48)
The relation in Equation (2.46) can also be obtained from the Ampere’s law which is
j = ∇×B. (2.49)
Combining Equation (2.45), Equation (2.46) and Equation (2.47),
jx = −∂δBy
∂z
= −σδvyBz
or,
∂δBy = −jx∂z = −σ(δvyBz)∂z.
After integrating the above equation over the entire altitude of the simulation domain and consid-
ering the Equation (2.47) we have,
∆By = −IP,x = ΣP (δvyBz) = −ΣPEx (2.50)
where, IP,x is the height integrated Pedersen current density or the Pedersen current, and is given
by
IP,x =
∫
jx∂z
and ΣP is the height integrated Pedersen conductivity or the Pedersen conductance, and is given
by
ΣP =
∫
σ∂z.
So, the Equation (2.50) gives the x-component of a relation that satisfies,
IP = ΣPE (2.51)
which is Ohm’s law for the Pedersen current at the lower ionosphere. The ionosphere is a conducting
layer above which the plasma density is lower and is relatively nonconducting along the xy-plane and
below which there is no plasma. So, this can be considered as a conducting sheet with a thickness
much lower than the wavelength of the incident Alfve´n waves. In this situation it is appropriate to
treat the ionosphere as a partially conducting surface having a Pedersen conductance, ΣP [70].
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2.2.3.2 Pedersen current and the reflection coefficient
Let Bi(= δBy) be the incident magnetic field perturbation traveling in the downward direction and
Br be the magnetic perturbation of the upward reflected wave (see Figure 2.5). Correspondingly
the velocity perturbations are vi = −Bi vAB0 and vr = Br
vA
B0
. Here the sign changes due to the change
of direction of the propagation vector (k) after reflection. In Figure 2.5 the times are given by t0,
Figure 2.5: Schematic view of the reflection of Alfve´nic perturbations. Illustration of the reflection
of the magnetic (left) and the velocity (right) perturbations traveling in the form of Alfve´n waves.
Important to note that the the reflected velocity perturbation has a different sign from its incident
counter part.
t1 and t2 with t0 < t1 < t2. Here t1 depicts a time before reflection and t2 is a time when reflection
has already taken place. After the reflection the incident (incoming) and reflected (outgoing) waves
superpose. As the sign remains unchanged for the magnetic perturbations, after the superposition
the magnetic perturbation is enhanced in magnitude where as the superposed value of the velocity
perturbation is diminished due to the sign change. In this example (Figure 2.5) the ionosphere has
a reflection coefficient
(
r = BrBi
)
of 0.63. After reflection the total magnetic perturbation is given
by
(Bi +Br) = (vi + vr)BzΣP = −IP,x = −ΣPE
following Equation (2.50). The substitution for vi and vr yields
(Bi +Br) = (−Bi +Br) vA
B0
BzΣP .
Remembering that Bz = −B0 we obtain
(Bi +Br) = (Bi −Br)vAΣP
or,
Br(vAΣP + 1) = Bi(vAΣP − 1).
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From this we can derive an expression for the reflection coefficient:
r =
Br
Bi
=
vAΣP − 1
vAΣP + 1
(2.52)
or,
r =
ΣP − 1vA
ΣP +
1
vA
. (2.53)
So for a fixed value of the Alfve´n speed (vA) the reflection coefficient (r) should be determined
by the Pedersen conductance (ΣP ) only. This kind of expression for the reflection coefficient was
first derived by Manfred Scholer (1970) [71] in an attempt to investigate the process of momentum
exchange between the artificially generated ion-clouds and the ambient magnetospheric plasma.
It may be noted that in the above derivations, involving the Pedersen conductance and the reflec-
tion coefficient, normalized equations are used where as the standard SI system is followed in the
discussion on the dispersion relations for the Alfve´n waves in Subsection 2.2.2 .
2.2.3.3 Setting the lower boundary at a desired level of reflecion
Though the Pedersen current is mostly confined to the physical boundary (that is at grid index
iz = 2) some currents also flow in next few grid levels. So, to evaluate the Pedersen current we
need to include some of the lower grid levels. I explored this and verified that an acceptable height
integrated value of IP,x can be obtained if grid-index up to iz = 9 is taken. That means
IP,x = −(δBy,iz=9 − δBy,iz=1) = −ΣP δvy,iz=2Bz. (2.54)
To apply this I set the boundary condition for vy such that
δvy,iz=2 =
δBy,iz=9
ΣPBz
(2.55)
with
δBy,iz=1 = 0 and δvy,iz=1 = δvy,iz=2.
The last condition ensures the consistency with ∇ × E = 0. The value of ΣP is obtained from
Equation (2.53) as
ΣP =
1
vA
(
1 + r
1− r
)
. (2.56)
In this work the Alfve´n speed is vA = 4 (in normalized unit). So, for example, to produce a 50%
reflection (or r = 0.5 ) of the incident perturbation we need to take ΣP = 0.75. This corresponds to
a physical value of 2.44 mho. Now, it is possible to derive a direct relation involving the Pedersen
current (IP ) and the reflection coefficient (r)
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2.2.3.4 Relation showing the dependence of IP,x on r
The superposed velocity perturbation, after the reflection, becomes δvy0(−1 + r). Using this in
Equation 2.47, the expression for IP [as in Equations (2.50) or (2.51)] can be written as
IP,x = ΣPEx = −ΣP (−1 + r)δvy0Bz. (2.57)
Combining with Equation 2.53 the above equation can take the form
IP,x =
δvy0Bz
vA
(1 + r). (2.58)
It may be noted that the quantities outside the parenthesis are constants. Hence the value of IP,x
becomes proportional to (1 + r).
2.2.4 Basic Results and Summary
It should be noted that all quantities are in typical (normalized) units. Using (2.56) we set the
Pedersen conductance ΣP , in this case, equal to 2.25 to achieve a reflection coefficient, r = 0.8. Then
we switch on the magnetic and velocity perturbations, described in Equation (2.39) and (2.40) at the
top 20% of the simulation domain. That implies that the initial perturbations are of magnetospheric
origin. These fixed amplitude (δBy0 = 0.04 and δvy0 = 0.04 - in normalized units), long (infinite)
wavelength waves travel downward and reach the ionosphere which is at the lower boundary of the
simulation region and is capable of reflecting 80% of the incident perturbations. So, here, with
respect to our previous notations, Bi = 0.04 and vi = −0.04. After reflection, the amplitude of the
superposed magnetic and velocity perturbations are supposed to be approximately δBy0(1 + r) =
0.04 × (1 + 0.8) = 0.72 and δvy0(−1 + r) = 0.04 × (−1 + 0.8) = −0.008, respectively. Figure 2.6
plots of the altitude profiles of the propagating magnetic perturbation. The corresponding velocity
perturbations are shown in Figure 2.7 in the same time sequence from t = 0 to 56. The waves
reach the ionosphere at time t = 30 and the plots illustrated the profile of the waves before and
after the reflection. After the reflection the amplitudes of the waves at the altitude z = 20 gives
δBy = 0.07153 and δvy = −0.0084. Comparing these values with their expected (analytical) values
confirms that we have achieved the desired control over the conductivity or reflection from the
ionosphere. This achievement is important for this research as I am going to make use of this
imposed conductivity of the ionosphere to investigate the effects of ionospheric conductance on the
modification of FACs and on dynamic processes above the ionosphere that strongly depend on the
magnitude of field-aligned electric currents and thus on the ionospheric conductance.
Figure 2.8 shows the variation of the x-component of the Pedersen current density (jx) with altitude
near the lower boundary at time t = 56 and at the middle of the simulation domain both for low
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Figure 2.6: Reflection of the magnetic perturbations - simulation result. Altitude profiles of mag-
netic perturbation traveling in the form of Alfve´n waves from the ionosphere. Plotted in a time
sequence from t = 0 to t = 56 at an interval of ∆t = 4. The reflection starts at t = 30. So, t > 30
depicts the reflected waves.
(r = 0.2) and high (r = 0.8) conductance ionosphere. It is evident from this vertical profile that
the magnitude of jx is much higher at the lowest grid level than its magnitudes above it. From
nearly 0.17 (normalized value) at z = 0 (the physical boundary) it falls sharply to about 0.01 at
the next grid level at z = 0.2. The negative sign indicates that the current flows in the negative
x-direction which is consistent with our expectation.
A vector-plot is shown at the same time (t = 56) in Figure 2.9. This plot shows the current
densities perpendicular to the equilibrium magnetic field (in z-direction) in the xy-plane at grid
points iz = 2 (i.e. at z = 0 - the physical boundary). This plot indicates that the y-component of
the current density is negligible and that the x-component is uniformly distributed on this plane.
In these Figures the plot-titles imply that the vectors shown in the plots are the resultant of the
x and y components of the mentioned quantities (here, the current density). It should be noted
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Figure 2.7: Reflection of the velocity perturbations - simulation result. Altitude profiles of velocity
perturbation traveling in the form of Alfve´n waves from the ionosphere. Plotted in a time sequence
from t = 0 to t = 56 at an interval of ∆t = 4. The reflection starts at t = 30. So, t > 30 depicts
the reflected waves.
that the value for the magnitude of the plotted vectors is shown on the right upper corner outside
the plot. Another vector-plot for the Pedersen current, IP,x, at the same time (t = 56) is shown in
Figure 2.10. As derived, this is also directed along negative-x direction and is equal in magnitude
of δBy,iz=9.
It is concluded that a desired control of the ionospheric boundary conditions has been achieved.
This introduces the capability to control the amount of reflection of the Alfve´n wave from the
ionosphere in the simulation. This is actually achieved by the imposition of an estimated value
of height integrated Pedersen conductivity at the lower boundary. In the next chapter the effect
of the height integrated Pedersen (ionospheric) conductivity on the magnetospheric FACs and the
effect of the gradient in height integrated (ionospheric) Pedersen conductivity and its orientation
on the generation of ionospheric FACs will be studied.
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Figure 2.8: Variation of the current density, jx, with altitude near the ionospheric boundary. These
plots show that the currents are mostly confined at the lowest grid level (the physical boundary at
z = 0) and is along the negative x-direction.
Figure 2.9: Plot of Pedersen current density at the physical boundary (lowest grid point, z = 0)
plotted in the xy-plane.
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Figure 2.10: Plot of Pedersen current (IP,x) that is flowing in the ionosphere
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Chapter 3
Magnetospheric and ionospheric influences on the distribution of field-aligned
currents
Introduction
The formation and distribution of field-aligned current (FAC) is of major importance to understand
the coupling between the ionosphere and the magnetosphere. Physical causes for FACs are mostly
in the magnetosphere. However, the actual distribution and evolution of FAC is determined also
by the ionospheric conductance because the reflection of Alfve´nic perturbations, associated with
FACs, modifies the magnetic perturbations above the ionosphere, and therefore the intensity and
distribution of the associated currents. Therefore this chapter explores the interactions between
the Alfve´nic magnetic and velocity perturbations from the magnetosphere (associated with FACs)
and different patterns of the Pedersen conductance in the ionosphere. An introduction to the role
and importance of FACs is included in the first section (3.1) followed by the numerical methods
used for the simulations. A brief description of the methods for the generation of the magneto-
spheric perturbations and the associated FAC of different origins is added at the beginning of this
section. The next part of this section includes several cases consisting of different combinations of
magnetospheric perturbation and ionospheric conductance patterns. The interaction between the
FACs from a magnetospheric source and the ionosphere, having a uniform Pedersen conductance,
is considered first. This is followed by two cases in which the magnetospheric source perturbation is
homogeneous, i.e., carries no FACs, and such currents evolve only through a nonuniform ionospheric
response (conductance). And then their dependence on the patterns of the ionospheric Pedersen
conductance is studied. One additional case of higher complexity (non-uniform magnetospheric
source and nonuniform ionospheric conductance) is considered for a better understanding of the
role of the Pedersen conductance at the ionospheric boundary. This chapter is concluded with a
summary and discussion of all the main results.
3.1 Field-aligned current
Current along the geomagnetic field lines or the field-aligned current (FAC) is one of the most
important aspects in the coupling of the magnetosphere and the ionosphere. It is now well ac-
cepted that the field-aligned or Birkeland currents play important role in many magnetospheric
phenomena (e.g. Russell [49]) and is considered as the primary mechanism for the dissipation
of the energy in the solar wind into the upper atmosphere and the ionosphere during the solar
wind-magnetosphere-ionosphere coupling processes [72]. The Norwegian scientist K Birkeland first
proposed the importance of the current systems parallel to the magnetic field, for the coupling
43
between the magnetosphere and the ionosphere in the first decade of the last century (1908). How-
ever, the idea did not receive much recognition until it was established by the in situ observations
of intense fluctuations of transverse magnetic field in the auroral ionosphere with the satellite 1963
38C by Zmuda [32]. This also established the proposal made by Dungey [73] that the oscillations
from the outer part of the geomagnetic field propagate as hydrodynamic waves.
Studies on FACs were conducted by direct measurements using satellites and rockets and indirect
measurements using ground based magnetometers. Birkeland‘s proposal earned more appreciation
after the detection of the longitudinal extent of the FAC and its magnitude (∼ 105 A) by Cum-
mings and Dessler [34]. Gradually, more information about the configuration of the FAC system
was obtained by different experimenters (e.g. [74, 75, 76, 37]). They inferred that the FACs consist
of one or more pairs of oppositely directed flows. There are general patterns for the flow, which
are also time dependent. Zmuda and Armstrong [74] used satellite data to establish that (through
out the auroral oval) the magnetic perturbations are eastward between around 1400 and 2300 DLT
(dipole local time) with the upward FAC at the poleward side of the auroral oval and downward at
the equatorward side. Hence the closing ionospheric Pedersen current is northward in this region.
The pattern is just the opposite between around 2400 and 1000 DLT. In this sector the magnetic
perturbations are westward with upward FAC being observed at the equatorward side and the
downward current being observed at the poleward side of the region. The ionospheric Pedersen
closing current becomes southward in that case. These observations demonstrated a reversal of the
pattern between 2300 and 2400 DLT but the interval between about 1000 to 1400 DLT is character-
ized by continuous disturbances without a specific pattern. The first polar orbited satellite TRIAD
supplied magnetometer data showing large magnetic perturbation in the east-west direction. The
east-west components of perturbation indicate the presence of a current in the vertical direction
(that is the FAC). Iijima and Potemra [37] used the data obtained from the TRIAD mission to
establish the average global scale FAC system (see Figure 3.1) when the IMF (interplanetary mag-
netic field) has a southward component. Figure 3.1 shows the most characteristic features of FACs
at times (a) when the state of the magnetosphere is quiet and (b) when larger disturbances are
present. The features of the FACs depicted in Figure 3.1 are common to both the hemispheres
but an additional current system, the so-called cusp current, has a strong dependence on the IMF
and is opposite in the two hemispheres for strong perturbations in the transverse magnetic field
[77]. It is mostly accepted that the FACs are of magnetospheric origin and are formed in response
to the stress exerted by the solar wind on the magnetosphere [72]. A schematic diagram showing
combined field-aligned and ionospheric current systems is represented in Figure 3.2.
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Figure 3.1: Distribution of the FACs at high latitudes. In the same region of the auroral oval,
FACs always exist in two overlapping rings. During quiet times the pattern of FAC occurs at
higher latitude with less latitudinal extent. The currents from the inner and the outer rings are
called region-1 current and region-2 current, respectively (Taken from Iijima and Potemra, 1978
[37]).
3.2 Numerical methods
In all the cases discussed in this chapter, magnetic and velocity perturbations are introduced at the
magnetospheric boundary assuming a primary magnetospheric driver. The exact magnetospheric
cause for the FAC generation is unspecified because it is irrelevant for the goal to investigate the
modification of FACs by the ionospheric conductance. These magnetospheric perturbations can
locally be uniform or nonuniform in the xy-plane and propagate downward along the negative
z-direction parallel to the magnetic field. Note that the configuration chooses the magnetic field
for the northern hemisphere but results can easily be applied to the southern hemisphere by mir-
roring the configuration. When the Alfve´nic perturbation reaches the ionosphere, it is reflected
by a uniform or nonuniform Pedersen conductance. Therefore interaction of different choices of
magnetospheric perturbations with the ionosphere depends on the assumed horizontal distribution
of the Pedersen conductance. Obviously, any nonuniform magnetic perturbations are equivalent to
a FAC imposed at the magnetospheric boundary, which is explained in the next section followed
by an introduction on FAC of ionospheric origin.
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Figure 3.2: A schematic view of the combined field-aligned and ionospheric current systems (Taken
from Le et. al., 2010 [72]).
Field-Aligned Currents of Magnetospheric Origin
In a warm magnetized plasma three fundamental magnetohydrodynamic (MHD) waves can exist
[78]. These are the fast and slow magnetosonic waves and the shear Alfve´n wave. FAC is car-
ried only by the shear Alfve´n wave [79]. For the cases of this research where a magnetospheric
source for a FAC is imposed (case I and IV), this current is generated close to the magnetospheric
boundary by a shear of the magnetic field perturbation applied in the ±y-direction as illustrated in
Figure 3.3. Correspondingly, homogeneous magnetic perturbation used in Equation 2.39 is replaced
by a perturbation with a gradient in the x-direction at the beginning of the simulation close to
magnetospheric boundary. This perturbation is given by
δBy =
δBy0
2
[
1 + tanh
(
z − 0.8zmax
4
)]
tanh
( x
0.5
)
(3.1)
and the associated velocity perturbation, for the generation of downward propagating Alfve´n waves,
follows the same relation as Equation (2.40) and is given by
δvy = − vA
B0
δBy (3.2)
where vA is the Alfve´n speed and B0 is the magnitude of the guide-field. The quantities δBy0, vA
and B0 are constants for all the cases and have the same values (0.04, 4.0, and 4.0, respectively, in
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Figure 3.3: A sketch showing the nonuniform (sheared) magnetic perturbations traveling from the
magnetosphere toward the ionosphere. These Alfve´nic perturbations in the ±y-direction generate
FACs at the junction between the oppositely directed magnetic fields.
the normalized units) as in Chapter 2.
These Alfve´nic perturbations are nonuniform along the x-direction, that is, the perturbations are
oppositely directed in the ±y-directions across a thin boundary at x = 0. After launching, these
waves travel downward and eventually reach the ionospheric boundary. The dotted lines, or, the
solid lines in the lower part of the diagram represent the unperturbed geomagnetic field. At the
junction between the oppositely directed perturbations the gradient in the magnetic field
(
∂δBy
∂x
)
implies the z-component of ∇×B which is carried by the Alfve´n waves into the ionosphere. This
results in a FAC that propagates toward the ionosphere following Ampere‘s law [Equation (2.18)].
The following study considers 4 combinations of magnetospheric source perturbation and iono-
spheric conductance patterns. The sketch in Figure 3.4 illustrates these patterns, used for the
different cases. The second column of the table shows the type of magnetic perturbation, initially
imposed at the top (magnetospheric) part of the simulation domain in the xy-plane. Red arrows
show the directions of these perturbations. Patterns of the ionospheric Pedersen conductance, im-
posed at the lower (ionospheric) boundary, are shown in the third column. Darker shade represents
the higher conductance than the lighter one. It is noted that Cases I and IV consider the presence
of a magnetospheric source of FACs to interact with different ionospheric boundary conditions.
At the ionospheric boundary, the Pedersen conductance is varied in different ways and the effects
of different ionospheric boundary conditions on this FAC are studied. In case I the ionospheric
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Figure 3.4: Sketch illustrating the 4 combinations of magnetospheric source perturbation and
ionospheric conductance pattern. Initially imposed magnetic perturbation at the magnetospheric
level is shown in the second column. Red arrows show the directions of this perturbations in xy-
plane. Patterns of the imposed ionospheric Pedersen conductance are shown in the third column.
Darker shade represents higher conductance than the lighter one.
Pedersen conductance is uniform but in all other cases the conductance has a gradient in the x or
y-directions.
Though FACs are mostly of magnetospheric origin they may originate from the ionosphere too.
In case II and III, simple Alfve´nic perturbations travel from the magnetosphere without initial
FACs. Here, FAC forms in response to the reflection of the simple Alfve´nic perturbations through
a nonuniform Pedersen conductance. In case II the imposed ionospheric Pedersen conductance has
a gradient in the x-direction while in case III and IV, the gradient is chosen to be in the y-direction.
One additional case study is illustrated in the summary, which is not included in the above table. In
that case the simple magnetospheric perturbations without any FAC travel toward the ionosphere
with a high conductance patch in a low conductance background.
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3.2.1 Case I: Nonuniform magnetospheric perturbations and uniform ionospheric
Pedersen conductance
In this case, the effects of a uniform Pedersen conductance, at the lower (ionospheric) boundary
of the simulation region, on a FAC (imposed from the magnetosphere) are considered. Therefore,
this class of cases can serve also as a reference for other inhomogeneous ionospheric conductance
patterns.
The simulation domain has x-axis extending from −12 to 12 (in km), y-axis from 0 to 40 (in km)
and z-axis from 0 to 120 (in 100 km). The nonuniform magnetic and velocity perturbations (as
illustrated in Figure 3.3) are along the y-axis following Equations 3.1 and 3.2.
At the lower ionospheric boundary, a uniform Pedersen conductance is assumed in the simulation.
The value of this imposed Pedersen conductance, ΣP , is set to 2.25 and corresponds to a reflection
coefficient, r ≈ 0.8. In physical units this Pedersen conductance corresponds to a value ≈ 7.31 mho.
Equation (3.1) indicates that the magnetic perturbations are both in the ±y-directions. The mag-
netic perturbation is along the negative y-direction for x > 0 and is along the positive y-direction
when x < 0 and is initialized (i.e. at time, t = 0), approximately, in the top 20% of the simulation
domain (from z ≈ 96 to z = 120).
The velocity perturbations are, accordingly, consistent [Equation (3.2)] with downward propagating
Alfve´n waves. This kind of perturbation develops, for instance, if convection in the magnetosphere
has a gradient perpendicular to the local magnetic field. With this initial condition a pair of Alfve´n
waves travel along the magnetic field carrying a FAC down and reach the lower boundary eventually
at time, t ≈ 24. Figures 3.5 and 3.6 show snap-shots of the propagation of the magnetic field and
velocity perturbations at time, t = 18 before they have reached the lower (ionospheric) boundary.
These plots are taken in the xz-plane in the middle of the simulation domain (at y = 20). Though
the gradient of the plotted quantities in the x-direction (between the opposite polarities of the
Alfve´nic perturbations) appear discontinuous, it actually has a width of 1 length-unit. This width
can be chosen to be of any desired value. Within 18 Alfve´n times the fronts of the incident per-
turbations travel down to z ≈ 24 from their initial positions (z ≈ 96). In these plots, the portion
of the simulation domain below z ≈ 24 is unperturbed and above this altitude the perturbations
are of opposite sign on the two sides of x = 0. The nonzero values of
∂δBy
∂x around x = 0 in
the perturbed region implie the presence of a current sheet, in the yz-plane, following Ampere’s
law. Since the unperturbed magnetic field is also in the negative z-direction, the current from the
Alfve´nic perturbation is aligned with the magnetic field which is illustrated by the plots in Figure
3.7. These plots show the component of current density (j‖) that is parallel to the direction of
the magnetic field (B) in two orthogonal cuts through the simulation domain (a) in the xz-plane
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Figure 3.5: Case I: Plot of incident magnetic
perturbation (δBy) in the xz-plane at y = 20
before the reflection at time t = 18.
Figure 3.6: Case I: Plot of incident velocity
perturbation (δvy) in the xz-plane at y = 20
before the reflection at time t = 18.
and (b) in the xy-plane at time, t = 18. Our choice of the guide field in the negative z-direction
(northern hemisphere) implies that, a downward FAC is represented by a positive j‖ (for an upward
FAC, j‖ is negative). The plots (in Figure 3.7) show that the magnitude of the normalized value
of (downward) j‖ is ≈ 0.064 at the central plane of the current sheet. Note that the FAC shown in
Figure 3.7 is closed by a perpendicular current at the leading edge of the Alfve´n wave. This current
is easily determined through Ampere’s law and is consistent with the expected polarization current
due to the temporal change of the electric field at the Alfve´n wave front.
As described in the previous cases (in Chapter 2), the pair of Alfve´nic perturbations are reflected
by the ionosphere having a high value of Pedersen conductance. So, the superposed magnetic per-
turbations, (1 + r)δBy0, attain the enhanced values but they have opposite (±y) directions on the
two sides of x = 0 as the reflected waves propagate in the upward direction. This is illustrated
in Figure 3.8. The corresponding plot for the velocity perturbations is shown in Figure 3.9. The
superposed reflected velocity perturbation has a polarity opposite to incoming wave such that the
total amplitude is (−1 + r)δvy0. The two plots are taken at the same location as in Figures 3.5 and
3.6, at time, t = 36, that is 12 Alfve´n times after the incident waves reach the lower boundary. At
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(a) j‖-plot in the xz-plane at y = 20.
(b) j‖-plot in the xy-plane at z = 50.
Figure 3.7: Case I: Magnetospheric FAC-sheet carried by the pair of Alfve´n waves traveling down-
ward. Plots of FAC density (j‖) are taken at t = 18 before the start of reflection (at t = 24). The
magnitude of j‖ is ≈ 0.064 (normalized) at the central plane of the current sheet. (a) Plot in the
xz-plane at y = 20. (b) Plot in the xy-plane at z = 50.
this time, the reflected wave front has travelled up to z ≈ 48. Figure 3.10 shows the x-profiles at
y = 20 for the magnetic field and the velocity above the ionosphere at z = 36 to compare incident
and reflected wave perturbations. These x-profiles show the changes in the quantities (δBy and
δvy) between t = 25 (incident perturbations) and t = 45 (total perturbations after reflection). The
magnitude of δBy increases from ≈ 0.04 to ≈ 0.072. The corresponding change of δvy is from 0.040
to 0.008. The larger magnitude of the magnetic perturbation, after reflection, implies an increase
of the z-component of the current density jz =
∂δBy
∂x at x = 0. This enhancement of the FAC,
after reflection at the ionospheric boundary, is illustrated in Figure 3.11. This figure shows the
color-plots for j‖ (a) in the xz-plane and (b) in the xy-plane at time t = 36 which implies that
these snap-shots are also taken about 12 Alfve´n times after the reflection. In the first plot [Figure
3.11a] the modified FAC is observed up to an altitude of z ≈ 48 that is covered by the reflected
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Figure 3.8: Case I: Plot of total magnetic
perturbation (δBy) after reflection in the xz-
plane at y = 20 at time t = 36.
Figure 3.9: Case I: Plot of total velocity
perturbation (δvy) after reflection in the xz-
plane at y = 20 at time t = 36.
waves and the magnitude of this FAC density, j‖, is ≈ 0.105 (in normalized units) at the central
plane of the current sheet.
The FAC at this time is closed through two perpendicular currents. One of which is again a polar-
ization current at the leading edge of the reflected wave. The other is the Pedersen current at the
ionospheric boundary of the simulation.
For the FACs, before and after the reflection, Figure 3.12 is added. This figure shows the time-
evolution of the x-profile of j‖ at z = 36 between times t = 25 and t = 45. At the chosen altitude
only the incident perturbations are present at time, t = 25 and at time, t = 45 the j‖ contains
the contributions from the incident and the reflected waves. The magnitudes of the FAC densities
before and after the reflection demonstrate an increase of ≈ 64% at the central plane.
Considering the case that was discussed in Chapter 2, the generation of the Pedersen current (to
close the FAC), is expected at the ionospheric boundary. It is already seen (in Chapter 2) that
this current is mostly confined to the lowest grid levels at the physical boundary of the simulation
domain. A vector plot of the current density in the xy-plane, at the lower boundary, is shown in
Figure 3.13. This plot shows the presence of two oppositely directed Pedersen current densities,
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(a) Magnitude of magnetic perturbation increases (from 0.04 to 0.072) on
reflection.
(b) Magnitude of velocity perturbation decreases (from 0.04 to 0.008) on
reflection.
Figure 3.10: Case I: Changes of magnetic and velocity perturbations after reflection from the
ionosphere. Both plots show the x-profiles at y = 20 and z = 36. (a) Magnitude of magnetic per-
turbation becomes larger after reflection. (b) Magnitude of velocity perturbation becomes smaller
after reflection.
jx, at the lower (physical) boundary of the simulation domain. These Pedersen currents, directed
away from x = 0, connect to the downward FAC, at their junction (i.e. at x = 0), (Figure 3.11b)
to satisfy the conservation of electric current (∇· j = 0). Near the lower boundary, the electric field
is Ex = −δvyBz. This electric field along with the imposed Pedersen conductance (ΣP ) produces
the (height integrated) Pedersen current (IP,x) as IP,x = ΣPEx. Equation (2.58) illustrated the
dependence of the Pedersen current (IP,x) on the reflection coefficient (r). The plot in Figure 3.14
53
(a) j‖-plot in the xz-plane at y = 20.
(b) j‖-plot in the xy-plane at z = 50.
Figure 3.11: Case I: FAC-sheet carried by the superposed (total) Alfve´n waves. Plotts of j‖ are
taken at t = 36 after the reflection (at t = 24). The magnitude of current density is ≈ 0.105
(normalized) at the central plane of the current sheet. (a) Plotted in the xz-plane at y = 20. (b)
Plotted in the xy-plane at z = 20.
shows the x-profile of Pedersen current (IP,x) at the middle of the simulation domain. The lineplots
represent the x-profiles at times starting from t = 23 with ∆t = 1. The current is positive for x > 0
and negative when x < 0 having a magnitude of ≈ 0.071 (at steady state) on both the sides of the
central plane. The value of the current is consistent with the Equation (2.58).
This result demonstrate that the boundary conditions at the ionosphere plays a strong role for
the modification of FACs with a generator in the magnetosphere and for the magnitude of the
associated Pedersen currents at the ionospheric boundary. An ionosphere with high Pedersen con-
ductance is able to amplify such FACs significantly and correspondingly, can generate stronger
Pedersen currents. Vice versa a Pedersen conductance lower than the Alfve´nic conductance can
lower the net FAC and the respective Pederson currents. The generated Pedersen current is found
consistent with the relation between IP,x and r (Equation (2.58)), derived in Chapter 2. If the
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Figure 3.12: Case I: Plot showing the time-evolution of the x-profile of the FAC density (j‖)
at y = 20 and at an altitude z = 36, between time t = 25 and 45. The value of j‖ increases
monotonically by about 64% after reflection.
Pedersen conductance of the ionosphere is very low, the ionosphere cannot reflect the waves ef-
ficiently. In that situation, the FACs remain almost unchanged or negligibly enhanced and the
associated Pedersen current is also zero or very small. In the next section, the interaction between
a homogeneous Alfve´nic perturbation from the magnetosphere and an ionospheric boundary with
a nonuniform Pedersen conductance is considered.
3.2.2 Case II: Uniform magnetospheric perturbations and nonuniform ionospheric
Pedersen conductance (gradient in the x-direction)
In this case, the homogeneous Alfve´nic perturbations, in the y-direction, are imposed at the mag-
netospheric simulation boundary and the ionosphere has a Pedersen conductance which is nonuni-
form with a gradient in the x-direction as indicated in Figure 3.4. That is, the direction of the
conductance-gradient is perpendicular to the direction of the magnetic field and velocity polariza-
tion.
The simulation domain is same as that described in case I, except that the boundaries in the x-
direction are taken at x = −15 and x = 15. The profile of the Pedersen conductance along the
x-direction is illustrated in Figure 3.15. The profile assumes a strip of high conductance bound by
regions of much lower conductance. The conductance is changed gradually between low and high
values. The profile of the chosen Pedersen conductance is determined by
Σ(x) =
(ΣP,2 − ΣP,1)
2
tanh
(
x− (−6)
3
)
+
(ΣP,2 + ΣP,1)
2
(3.3)
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Figure 3.13: Case I: Vector plot of the current density (j) in the xy-plane at the lower boundary
(i.e. z = 0) after the reflection (at t = 36). This plot shows the presence of two oppositely directed
jx on the two sides of x = 0.
for x < 0, and
Σ(x) = −(ΣP,2 − ΣP,1)
2
tanh
(
x− (+6)
3
)
+
(ΣP,2 + ΣP,1)
2
(3.4)
for x ≥ 0.
The background value of the Pedersen conductance is ΣP,1 = 0.375 on the two sides of the central
strip within which the conductance is ΣP,2 = 2.25. For convenience the central part with the higher
conductance will be referred as region 2 (extending from -6 to 6 on the x-axis) and the remaining
part with lower conductance on its two sides as region 1. With the chosen values of ΣP , the reflec-
tion coefficient (r) at region 1 is ≈ 0.2 (≈ 20% reflection of the incident waves) and at region 2 is
≈ 0.8 (≈ 80% reflection of the incident waves).
The height (z) profiles of the magnetic and velocity perturbations are the same as in case I except
for their x-dependence and are given by the Equations (2.39) and (2.40). So, before reaching the
ionospheric boundary, from the moment of launching, the Alfve´n waves propagate downward in the
way this was described in Chapter 2.
It may be noted here, that the underlying dynamics is two-dimensional (independent of y) in this
case. It does not matter where a cut is chosen to show the results. From the geometry of this case,
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Figure 3.14: Case I: Plot of x-profiles of the ionospheric Pedersen current (IP,x). This plot shows
the presence of two oppositely directed IP,xs on the two sides of x = 0.
it is concluded that the plots in a xz-plane for any y-value or in a xy-plane for any z-value would not
be different. The physics of Alfve´n wave reflection can be fully derived from the one-dimensional
results in chapter 2. This was also true for case I. The purpose of these simulations (cases I & II)
is to confirm the expectations from the 1D results (of Chapter 1).
As discussed in Chapter-2, the incident and reflected perturbations superpose to produce the net
values of the magnetic and velocity perturbations along the y-direction after the reflection from
the ionosphere. These net values of the magnetic and the velocity perturbations [δBy0(1 + r) and
δvy0(−1 + r), respectively] are obviously different above region 1 and region 2. With Alfve´n speed
vA = 4, the perturbations reach the ionosphere at time t ≈ 24 and after this time the reflected
waves (perturbations) propagate in the upward direction.
Superposed magnetic field and velocity, after the reflection at the ionosphere, are shown in color-
plots in Figure 3.16 and Figure 3.17, respectively. These plots are taken on the xz-planes at the
middle of the simulation domain (at y = 20) at time, t = 36. As the reflection starts at time, t ≈ 24
the waves reach z ≈ 48 in a time of 12 Alfve´n times after being reflected at the ionosphere. The
two Figures (3.16 and 3.17) show that the perturbations have different values above region 1 and
region 2 up to an altitude covered by the reflected waves. Therefore the superposed (total) value
of the magnetic field [δBy0(1 + r)] above region 2 is much larger than that above region 1. The
situation is just opposite for the velocity perturbation. Higher values of the Pedersen condcutances
cause smaller magnitude of the superposed velocity perturbation [δvy0(−1+r)] above region 2 than
above region 1.
The x-profiles of the equilibrium values of the total magnetic and velocity perturbations (after
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Figure 3.15: Case II: x-profile of the Pedersen conductance imposed at the ionospheric boundary.
Here the magnetic and velocity perturbations (δBy and δvy) are perpendicular to the direction of
the conductance gradient.
reflection) above the ionosphere (at z = 20) are shown in Figure 3.18 and Figure 3.19. These
line-plots show that as the leading edge of the perturbation wave reaches a sufficient height (here,
z = 20 between time t = 24 and 52), the superposed perturbations gradually attain an equilibrium
value above region 1 and region 2 depending on its conductance (or reflection coefficient) values.
Figure 3.18 demonstrates a gradient of the y-component of the magnetic field along the x-direction(
∂δBy
∂x
)
at the boundaries between region 1 and region 2 conductances. It is noted that By = δBy
because the unperturbed field has no By-component. This gradient (Ampere’s law) implies the
evolution of two field-aligned vertical current sheets at the conductance boundaries with oppositely
directed z-components of the current density as shown in Figure 3.20. In this figure, we see an
upward (antiparallel) current at x = −6 and a downward current layer at x = 6. These two FACs
extend up to the altitude of the wave front of the reflected waves.
The ionospheric closure of these two FACs is shown in Figure 3.21. This figure shows the current
densities at the lower physical boundary (z = 0, ionospheric) of the simulation box. Arrows show
the combined x & y components of the current density and the color indicates the z-component
(jz) which is nearly same as the FACs (j‖) in magnitude. This confirms the presence of the upward
and downward FACs at the two conductance boundaries. In this figure, the arrows, representing
the Pedersen current density, jx, in the high conductance region between x = −6 and x = 6, are
larger than those in the low conductance areas. This indicates the presence of a stronger Pedersen
current across the region 2, with a higher value of Pedersen conductance.
Figure 3.22 shows the x-profiles of the Pedersen current density at the ionospheric boundary at the
middle of the simulation domain and Figure 3.23 shows the corresponding Pedersen current in the
ionosphere. The reflection conditions for the Alfve´n waves imply that, the Pedersen current (IP,x)
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Figure 3.16: Case II: Plot of magnetic per-
turbation (δBy) after reflection in the xz-
plane at y = 20 at time t = 36.
Figure 3.17: Case II: Plot of velocity pertur-
bation (δvy) after reflection in the xz-plane
at y = 20 at time t = 36.
is proportional to (1 + r). Therefore, the expected ratio of the values of IP,x in the two regions
(region 1 and 2) is IP,x,2/IP,x,1 ≈ (1 + 0.8)/(1 + 0.2) = 1.5. Figure 3.23 shows the values of IP,x,2
(in region 2) and IP,x,1 (in region 1) as 0.0715 and 0.0473, respectively. This results in a ratio of
≈ 1.51 for IP,x,2/IP,x,1. This demonstrates that the Pedersen currents are indeed consistent with
the values of the Pedersen conductance of the respective regions, in case II. The closure of the field
aligned current at the leading edge of the Alfve´n waves is again through polarization currents as
mentioned for case I.
Most of these results, similar to the results for case I, are fully consistent with the one-dimensional
reflection of Alfve´n waves by a partially conducting boundary. For instance, reflection conditions
are, within the numerical accuracy, the same as obtained in Chapter 2. The reason for the consis-
tency is the geometry, i.e., the polarization of the Alfve´n wave is along the y-direction and is exactly
aligned with the conductance boundaries. Therefore a flux tube, that is set in motion by the Alfve´n
wave, is always exposed to the same conductance at its ionospheric foot point. Therefore, effects
that can induce any two-dimensionality are negligible. Even though the system is two-dimensional
the interaction of the Alfve´n wave is one-dimensional and the two dimensional system could be
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Figure 3.18: Case II: x-profile of total mag-
netic perturbation (after reflection) above the
ionospheric boundary at z = 20 at equilibrium.
Plotted between t = 24 and 52.
Figure 3.19: Case II: x-profile of total velocity
perturbation (after reflection) above the iono-
spheric boundary at z = 20 at equilibrium.
Plotted between t = 24 and 52.
Figure 3.20: Case II: Generated FAC after reflection of the Alfve´nic perturbations, at the locations
of strong conductance gradient, in case II. These currents are present up to z = 48, that is, the
region covered by the reflected waves. At x = −6, it is upward and at x = +6, it is downward.
Plotted in the xz-plane at y = 0.
modeled by stacked field lines, where each has reflection conditions according to the specific value
of the conductance at the ionospheric boundary. The next section considers a set of cases where
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Figure 3.21: Case II: In the ionosphere, strong Pedersen current closes the FACs in region 2. The
magnitude of the currents is shown by the arrow at the upper right corner outside the plot. Colors
represent the z-components of the current that is perpendicular to the plane of the paper. Plotted
in the xy-plane at z = 0 at time t = 36.
the polarization of the Alfve´n wave is not aligned with a conductance boundary.
3.2.3 Case III: Uniform magnetospheric perturbations and nonuniform ionospheric
Pedersen conductance (gradient in the y-direction)
In case III, the simulation domain differs from that in case I only in the boundaries along the
y-direction. Here, these boundaries are located at y = 0 and y = 60 and it is noted that the system
is periodic in the y-direction. As in case II, here too, a strip with imposed higher value of Pedersen
conductance ΣP,2 (region 2), is interlaid in a background (region 1) having a much lower value of
Pedersen conductance ΣP,1 but with a different orientation relative to the Alfve´n wave polarization
(see Figure 3.4). The following equations determine the choice of the conductance profile.
Σ(y) =
(ΣP,2 − ΣP,1)
2
tanh
(
y − 17
3?
)
+
(ΣP,2 + ΣP,1)
2
(3.5)
for y < 30, and
Σ(y) = −(ΣP,2 − ΣP,1)
2
tanh
(
y − 43
3?
)
+
(ΣP,2 + ΣP,1)
2
(3.6)
for y ≥ 30.
This choice determines a strip of high conductance ΣP,2 (= 2.25) between y = 17 and y = 43.
Outside of this strip, the conductance has a lower value of ΣP,1 (= 0.375) as illustrated in Figure
3.24. Correspondingly the reflection coefficients (r) in region 1 and region 2 are ≈ 0.2 and ≈ 0.8,
respectively. In this figure, the direction of magnetic perturbation or polarization (δBy) is indicated
by arrows. The widths of the different zones, along the y-direction, are marked as d1, d2, and d3.
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Figure 3.22: Case II: x-profiles of Pedersen cur-
rent density (jx) at the ionospheric boundary
between time t = 22 and 52.
Figure 3.23: Case II: x-profiles of the iono-
spheric Pedersen current (IP,x) between time
t = 22 and 52.
Figure 3.24: Case III: y-profile of the Pedersen conductance imposed at the ionospheric boundary.
Here the magnetic and velocity perturbations (δBy and δvy) are parallel to the y-direction (direction
of the magnetic perturbation is shown by the arrows).
As in case II, the magnetic and velocity perturbations are uniform and the initial conditions for the
magnetic field and the velocity are identical to case II. Note that in this case no significant FACs
are expected because the configuration (incident wave and conductance pattern) has no gradient
along x.
After reflection from the ionosphere, the incident and reflected perturbations, δBy and δvy, are
superposed but these superposed waves have very different properties compared to case II. A plot
of the total magnetic perturbation is shown in Figure 3.25. This figure is a snap-shot at time
t = 36 and shows the superposed waves (perturbations) about 12 Alfve´n-times after reflection (at
t ≈ 24). At this time the reflected wavefronts reach a height of z ≈ 48 and above this height only
the incident perturbations are present. Comparing Figure 3.25 and Figure 3.16 it is evident that
62
Figure 3.25: Case III: Plot of total magnetic perturbation (δBy) after reflection in the yz-plane at
x = 0. The superposed magnetic perturbation covers up to z = 48 at the time (t = 36) of the plot.
the upward propagations of the reflected (and superposed) magnetic perturbations, in case II and
case III, are different. However, in case III, the perturbation is nonuniform with a dome shaped
maximum right above the enhanced conductance region (and confined by the region) and with a
strong gradient in the vertical direction that is not associated with the edge of the wave front. Also
slightly above the ionosphere, the perturbation is not anymore confined to the perimeter of the
high conductance region but spread out over the entire length of the simulation domain along y.
The time variation of the magnetic perturbation, near the ionospheric boundary is different from
the variation at a higher level. Figure 3.26 illustrates the time evolution of the y-profile of δBy at
z = 1.6 starting from the beginning of reflection at times, t = 28 to 72. In this figure, the plots
are separated by ∆t = 4. Immediately after the reflection, the values of δBy is consistent with the
local reflection conditions imposed by ΣP . These values are ≈ 0.046 and ≈ 0.072, respectively, in
region 1 and region 2. But, gradually, δBy increases to a higher value in region 2 and decreases to
a lower value in region 1 to reach a steady state value. The equilibrium values of δBy in regions
1 and 2 are ≈ 0.023 and ≈ 0.118, respectively. The significance of these plots is further discussed
later.
The structure shown in Figure 3.25 is further examined in Figure 3.27 showing the propagation
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Figure 3.26: Case III: Monotonic time evolution of the y-profile of magnetic perturbation (δBy)
near the ionospheric boundary after reflection. Plots are taken at x = 0 and z = 1.6 between times
t = 28 and 72 in an interval of 4tA0. The equilibrium value of δBy in region 2 is higher than its
initial value while it is smaller than the initial value in region 1.
of the magnetic perturbation in a series of snapshots (in a cut at x = 0). The 6 plots show the
evolution of the magnetic field between t = 28 and t = 48 at intervals of 4 Alfve´n times. These plots
show the persistence of the dome shaped magnetic field perturbation close to the lower boundary
while the perturbation becomes uniform at larger distances as time proceeds.
Figure 3.28 illustrates the evolution of the velocity perturbation in a series of snapshots above
the conducting ionosphere in the yz-plane at x = 0 at intervals of 4 Alfve´n times (from t = 28
to t = 48). These plots illustrate that the velocity perturbation evolves quite differently from
the magnetic field perturbation. While a dome shaped velocity structure is clearly present early
after the reflection, this structure fades at later times and the velocity perturbation becomes fairly
uniform in the entire region above the differently conducting boundary regions.
The evolution of velocity perturbations with time, at the ionospheric boundary (on the xy-plane)
is shown in Figure 3.29. This figure shows the plots of total velocity at the ionospheric boundary
at four different times (t = 28, 32, 36 & 40) after the reflection.
Two interesting aspects are evident from the magnetic field and velocity results (Figures 3.27,
3.28, and 3.29). Firstly, at the lower boundary and early after the reflection, the magnetic and
velocity perturbations appear consistent with the local reflection conditions implied by the local
values of the imposed conductance, ΣP . This implies that both magnetic and velocity perturbations
are different above regions 1 and 2 conductances. But, secondly, the velocity perturbation (δvy)
assumes a uniform value covering both the regions (1 and 2) at later times. This implies the
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(a) t = 28 (b) t = 32
(c) t = 36 (d) t = 40
(e) t = 44 (f) t = 48
Figure 3.27: Case III: Time evolution of magnetic perturbation after reflection. The plots in the
yz-plane are taken at the middle of the simulation domain (x = 0) at different times (shown below
the plots).
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(a) t = 28 (b) t = 32
(c) t = 36 (d) t = 40
(e) t = 44 (f) t = 48
Figure 3.28: Case III: Time evolution of velocity perturbation after reflection. The plots in the
yz-plane are taken at the middle of the simulation domain (x = 0) at different times (shown below
the plots).
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(a) t = 28 (b) t = 32
(c) t = 36 (d) t = 48
Figure 3.29: Case III: Variation of velocity perturbation at the ionospheric boundary with time
after reflection. The plots in the xy-plane at z = 0 are taken at different times (shown below the
plots). The velocity gradually becomes uniform over the different zones.
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existence of a uniform steady state value for the electric field (Ex = −δvyBz) above both regions
at the ionospheric boundary, according to Equation (2.47), because the strength of the guide field,
Bz, remains constant and unchanged. This steady state is assumed on a time scale of 4 to 8 tA0
which is approximately the fast mode travel time over the width of the different conductance
strips. Figure 3.30 illustrates the change of the y-profile of the velocity perturbation (δvy), at the
ionospheric boundary at z = 0, with time. Each line in the figure shows a snapshot of the velocity
Figure 3.30: Case III: Time evolution of the y-profile of total velocity perturbation at the lower
boundary (at z = 0) after reflection. The line plots are separated by 4 Alfve´n times and gradually
attain a uniform steady value (≈ 0.0135) at equilibrium.
profile and the profiles are separated by time-intervals of 4 Alfve´n times. The profile converges to a
steady-state value of the perturbation of δvy ≈ −0.0135 (in normalized unit). Plots for the electric
field is expected to follow a similar pattern and is shown in the later part. Based on Alfve´n wave
reflection, a uniform velocity perturbation of the same value should only be obtained if the entire
lower boundary is set at a certain uniform value of the Pedersen conductance (ΣP ).
A closer inspection reveals that this value of ΣP is same as the width-average value (ΣP,average) of
the applied Pedersen conductance (ΣP ) such that
ΣP,average =
d1ΣP,1 + d2ΣP,2 + d3ΣP,1
d1 + d2 + d3
(3.7)
where d1, d2 and d3 are the widths of the zones with different values of ΣP as shown in Figure 3.24.
For the present case d1 = d3 = 17 and d2 = 26 with ΣP,1 = 0.375 and ΣP,2 = 2.25. Using Equation
3.7, the average value of the Pedersen conductance (ΣP,average), is nearly 1.1875. A plot of the total
velocity perturbation, δvy, after reflection using a uniform conductance of ΣP = 1.1875, is shown
in Figure 3.31. This value of ΣP produces a reflection coefficient (r) ≈ 0.65, according to Equation
(2.53) and the corresponding value of total velocity is δvy = −0.0136 which is in excellent agreement
with the steady state value of the total velocity perturbation for the different conductance strips.
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Figure 3.31: Case III: y-profile of the total velocity perturbation at the lower boundary for average
uniform Pedersen conductance ΣP,average = 1.1875. This value is obtained following Equation 3.7.
The line plots attain a uniform value (δvy =≈ 0.0136) after the reflection.
This result implies that the steady state electric field, Ex, in case III, depends on the relative
widths of region 2 and region 1 along with the values of the ionospheric conductance. Therefore,
the Pedersen currents (IP,x) are different for the different regions because IP,x = ΣPEx. As the
value of ΣP is much higher in the middle zone (region 2), IP,x also has a larger magnitude in the
region 2.
Following the discussion and results shown in the previous chapter (Subsection 2.2.4) the Pedersen
current IP,x = −δBy,iz=9. Therefore the y-profiles of δBy at z(9) = 1.6 in Figure 3.26 exactly
represent the corresponding plots for magnitude of IP,x and the discussion on δBy there become
applicable for IP,x. The negative sign in IP,x = −δBy,iz=9 implies that the Pedersen current is in
the negative x-direction. These results then demonstrate that the Pederesen current is enhanced
by more than 50% compared to the simple reflection conditions and is about 5 times the value in
the low conductance region for this example.
With the increase in the height integrated Pedersen current, in region 2, a high value (compared to
that in case II) of the Pedersen current density, jx, is also expected. In Figure 3.33, the y-profile
of the Pedersen current density, jx, at the ionospheric boundary is illustrated by the green line,
after the equilibrium is attained (at t = 72). The full description of that figure is given in the next
section. This plot shows the presence of a strong Pedersen current density in region 2 accompanied
by a much smaller Pedersen current density in region 1 at the ionospheric boundary. So, it can be
concluded that the orientation of a gradient in Pedersen conductance has a strong influence on the
Pedersen current. It is interesting to study the influence of the width, d2, on the value of IP,x and
jx, which is explored in the next section.
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Influence of the width of the middle-zone (with higher conductance)
The width of region 2 (in case III) is now varied to study its effects on the strength of the Pedersen
current. It is anticipated that a decrease of the width, d2, of the high conductance region 2 should
increase the stationary value of the electric field (Ex) which should enhance the value of the Ped-
ersen current (IP,x) in both region 1 and region 2. That is, a decrease of d2 and the corresponding
increase of d1 and d3, keeping the total width of the entire zone (d1 + d2 + d3) unchanged, reduces
the value of ΣP,average or the average reflection coefficient (raverage). The total velocity perturba-
tion, after reflection, is (−1 + raverage)δvy0, such that a decrease of raverage results in an increase
of the velocity perturbation.
This, in turn, produces a larger (and uniform) magnitude of Ex, in the steady state, as shown
in Figure 3.32. The plots in this figure show the change of the y-profile with time, at the lower
boundary and at x = 0. The widths (d2) of region 2 are chosen from (a) y = 13 to 47 (d2 = 34), (b)
from y = 17 to 43 (d2 = 26) and, (c) from y = 21 to 39 (d2 = 18). In these three cases, the middle
zones are refered as wide, medium, and narrow, respectively. The plots indicate that the decrease
of the width of the region 2 enhances the magnitude of uniform stationary value of Ex to 0.047 for
(a), 0.055 for (b) and 0.067 for (c). This results in larger Pedersen currents in both regions as the
region 2 becomes narrower.
Figure 3.33 illustrates the y-profile of the Pedersen current density, jx, at the ionospheric boundary
(z = 0) for these three cases. This figure indicates that, unlike case II, the narrowing of the high
conductance (middle) zone (d2) has a great influence on the strength of the Pedersen current when
the Alfve´n wave polarization is parallel to the gradient of the Pedersen conductance.
For convenience, the estimated quantities for the average values of the Pedersen conductance
(ΣP,average), the reflection coefficients (raverage), the steady state (uniform) values of the veloc-
ity perturbations at the lower boundary (δvy), the steady state electric fields (Ex) at the lower
boundary, and the height integrated Pedersen currents in region 1 (IP,x,1) and in region 2 (IP,x,2)
are shown in Table 3.1. The columns for IP,x,1 and IP,x,2 show extra quantities within the paren-
thesis. These are the values from the simulation results.
The plots in Figure 3.34 show the Pedersen currents for the three different widths of region 2. The
values obtained from the simulations are close to the estimated values but for the region 1s, the
values are slightly bigger than the estimated values while they are marginally smaller for the region
2s.
An influence of the width of the highly conducting layer is not expected for situations corresponding
to case II where the wave polarization is perpendicular to the gradient of the conductance. In this
case (III) Alfve´n wave reflection conditions have been shown to agree well with our simulation result
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(a) region 2: wide (y = 13 to 47). Equilibrium value of Ex ≈ −0.047.
(b) region 2: medium (y = 17 to 43). Equilibrium value of Ex ≈ −0.055.
(c) region 2: narrow (y = 21 to 39). Equilibrium value of Ex ≈ −0.067.
Figure 3.32: Case III: Time evolutions of y-profiles of the electric fields (Ex) for different widths
(d2) of region 2. With decreasing width the magnitude of the equilibrium value of the electric field
(Ex) increases.
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Figure 3.33: Case III: Comparison of Pedersen current densities (jx) for different widths (d2) of
region 2 (having higher Pedersen conductance).
within the numerical accuracy. However, to further manifest this argument, Figure 3.35 shows the
invariance of the value of j‖ with change of the value of d2 in case II. In these plots the region 2s
are from x = −9 to x = +9 for the wide-width, from x = −6 to x = +6 for the medium-width
and from x = −3 to x = +3 for the narrow -width. This figure shows the x-profiles of j‖ at z = 20
and at the middle of the simulation domain (i.e. at y = 20). In these three plots identical upward
and downward FACs are observed, without any difference except in their on the x-axis. When
the fully superposed waves travel past the height at which the plots are taken (here, z = 20), the
magnitudes of j‖ attain ≈ 0.01 (normalized value) for all the 3 cases. Consequently, the Pedersen
current, that closes the upward and downward FACs at the ionosphere, are expected to be the
same. A similar comparison with the plots of the Pedersen currents (IP,x) for the different widths
of region 2 is shown in Figure 3.36. In these plots, the x-profiles of the Pedersen currents for the
different values of d2 are shown. These plots confirm that the change of d2 has no effect on the
magnitudes of IP,x in case II. The magnitudes of IP,x for different values of d2 remain ≈ 0.071 in
region 2 and ≈ 0.047 in region 1. So, their ratio also remains constant at ≈ 1.51. These results
show that the values of IP,x remain consistent with the values of ΣP for the different zones and
follow the relation shown in Equation (2.58) irrespective of the width of region 2, in case II. In the
next section, the interaction of the nonuniform magnetospheric perturbations with the ionosphere
having a nonuniform Pedersen conductance is studied.
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Table 3.1: Case III: Variation of different quantities with the change of d2. This table shows the
average values of Pedersen conductance (ΣP,average), reflection coefficient (raverage), the superposed
values of the velocity perturbation (δvy) at z = 0 at equilibrium, the electric field (Ex) at z = 0
at equilibrium, and the Pedersen currents in region 1 and region 2 (IP,x,1 and IP,x,2) for different
widths (d2) of the region 2 in case III.
conductance
pattern
ΣP,average raverage δvy Ex IP,x,1 IP,x,2
region 2: wide
d2 = 34 &
d1 = d3 = 13
1.44 0.70 −0.012 0.048 0.018
(0.021)
0.108
(0.099)
region 2: medium
d2 = 26 &
d1 = d3 = 17
1.19 0.65 −0.014 0.056 0.021
(0.024)
0.126
(0.117)
region 2: narrow
d2 = 18 &
d1 = d3 = 21
0.94 0.58 −0.017 0.067 0.025
(0.028)
0.151
(0.134)
Figure 3.34: Case III: Comparison of ionospheric Pedersen currents (IP,x) for different widths d2
of region 2 (having higher Pedersen conductance).
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Figure 3.35: Case II: x-profiles of the FAC densities (j‖) for different widths d2 of region 2 at z = 20
and y = 20 at time t = 52. The magnitudes of j‖ remain same in spite of the width-change.
Figure 3.36: Case II: Comparison of ionospheric Pedersen current (IP,x) for different widths d2 of
region 2. These plots show that the magnitude of IP,x does not change with d2 in this case and
remain consistent with the local values of ΣP .
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3.2.4 Case IV: Nonuniform magnetospheric perturbations and nonuniform ionospheric
Pedersen conductance (gradient in the y-direction)
In view of the prior results, it appears interesting to examine a case where a FAC imposed by a mag-
netospheric generator interacts with an ionospheric conductance gradient. Case IV is, effectively,
a combined form of case I (with respect to the magnetospheric perturbations) and case III (with
respect to the ionospheric Pedersen conductances) as shown in Figure 3.4. Here the simulation
domain is exactly the same as that used in case I. The perturbations from the magnetosphere are
also the same as those used in case I (as illustrated in Figure 3.3) following Equations (3.1) and
(3.2). This case is different from the case I at the lower boundary only. Instead of a uniform Ped-
ersen conductance a nonuniform Pedersen conductance having the pattern used in case III is used
here. So, the ionospheric boundary has a Pedersen conductance with a gradient in the y-direction
as illustrated in Figure 3.24 with some minor differences including the values of d1, d2 or d3 which
will be mentioned shortly.
As illustrated in the figure, a strip of high conductance separates two regions with a much lower
conductance value. Equations (3.8) and (3.9) determine the profile of Pedersen conductance at the
ionospheric boundary as a function of y.
Σ(y) =
(ΣP,2 − ΣP,1)
2
tanh
(
y − 12
3
)
+
(ΣP,2 + ΣP,1)
2
(3.8)
for y < 20 and,
Σ(y) = −(ΣP,2 − ΣP,1)
2
tanh
(
y − 28
3
)
+
(ΣP,2 + ΣP,1)
2
(3.9)
for y ≥ 20 such that region 2, having the higher Pedersen conductance, ΣP,2 = 2.25, extends from
12 to 28 along y. The background conductance, ΣP,1 = 0.375. With the chosen values, the reflec-
tion coefficient (r) at region 1 is ≈ 0.2 (≈ 20% reflection of the incident waves) and at region 2 is
≈ 0.8 (≈ 80% reflection of the incident waves). Thus the ionosphere has a nonuniform Pedersen
conductance with a gradient in the y-direcion as in case III.
On either side of x = 0, the configuration is similar to the simulation setup for case III. But in
these two halves, the polarization of the Alfve´n waves are in the opposite directions. Thus, it is
expected that away from the boundary, at x = 0, the results are similar to those in case III.
The evolution of the magnetic and velocity perturbation for this case (IV) is the same as for case I
before reflection (Figures 3.5 and 3.6) because the magnetospheric boundary is the same. For the
same reason the FAC transport is the same before reflection from the ionospheric boundary (see
Figure 3.7).
The reflection at the lower ionospheric boundary is expected to be interesting in this case because
the conductance gradient can cause a large Pedersen current as illustrated in case III. The effect
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is explored. First, by the total magnetic field perturbation, after the reflection, at four different
altitudes, in Figure 3.37. These plots show the total magnetic field perturbation, at time, t = 36,
(a) δBy at z = 0 (b) δBy at z = 2
(c) δBy at z = 8 (d) δBy at z ≈ 40
Figure 3.37: Case IV: Plots of total magnetic perturbations at different altitudes above the iono-
spheric boundary. These plots at t = 36 in the xy-planes at four different altitudes (shown below the
plots) illustrate that the magnetic perturbations gradually attain a uniform value with increasing
height in case VI.
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and at the altitudes z = 0, z = 2, z = 8, and z ≈ 40. The figure demonstrates that the magnetic
field perturbations near the lower boundary, are different in different conductance zones and do
not change, significantly, with time. A closer inspection reveals that the perturbation values are
consistent with the imposed ionospheric reflection condition only close to the central vertical plane
(at x = 0). Away from x = 0, the magnetic perturbation gradually increases and decreases, respec-
tively, in region 2 and 1 from its estimated value following δBy = δBy0(1 + r), at a slow rate.
However, the magnetic perturbation clearly varies with height similar to case III (although in oppo-
site directions on the two sides of x = 0 boundary). On both sides of this boundary, the magnetic
perturbation, gradually, attains some intermediate uniform value with increasing height.
A plot of magnetic perturbation representing a cut in the yz-plane at x = −6 at the same time
(t = 36) provides additional insight in Figure 3.38. The figure demonstrates that the magnetic
Figure 3.38: Case IV: Plot of total magnetic perturbation (δBy) after reflection. This plot is taken
in the yz-plane atx = −6. The total magnetic perturbation covers up to z = 48 at the time (t = 36)
of the plot.
perturbation tends to be more uniform (in the two regions) with increasing altitude. It is seen that
this tendency is stronger, away from the junction-plane between the oppositely directed perturba-
tions at x = 0. A similar phenomenon happens on the other half of the simulation domain (that is
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from x = 0 to x = 12) with the perturbation-direction being opposite.
The time evolutions of the x-profiles of δBy, close to the ionospheric boundary, in region 1 and 2
are not similar and have some interesting feature. Figure 3.39 illustrates the variation of x-profiles
δBy with time at z(9) = 1.6 in the two regions. In both regions and on both sides of x = 0, the
(a) At y = 20 (in region 2). (b) At y = 2 (in region 1).
Figure 3.39: Case IV: Time evolutions of the x-profiles of magnetic perturbation (δBy) above
ionospheric boundary (z = 1.6) (a) at y = 20 (region 2) and (b) at y = 2 (region 1). In both cases,
the equilibrium values of δBy develop a small gradient outside the current sheet too.
magnetic perturbations attain the estimated (based on the value of ΣP in that region) total value
after reflection (at t ≈ 27). But after that, δBy gradually develops a small gradient
(
∂δBy
∂x
)
along
the x-direction while reaching the equilibrium. In region 1 and 2, the gradients,
∂δBy
∂x > 0 and
∂δBy
∂x < 0, respectively. Following Ampere’s law (∇×B = j) there should be a small amount of
FAC (j‖) outside the current sheet also, due to the nonzero value of this gradient. This is verified
from the plots for j‖ in the later part.
In order to examine the velocity perturbation, Figure 3.40 shows plots in the xy-plane at the lower
boundary and at three other altitudes. In case III the velocity was to assume a uniform equilibrium
value over the entire region of the ionosphere after a short time from the start of the reflection. In
the present case, the velocity perturbation remains different over regions 1 and 2, at least at the
locations close to the central plane at x = 0, also at later times. Instead of assuming a uniform flow
across the conductance boundaries as in case III, a part of the flow is deflected here. At the high
conductance boundaries, the convection develops strong vortices, which deflect a large fraction of
the flow into the opposite direction across the incoming FAC region. Figure 3.40 indicates that this
horizontal convection profile is almost uniform in altitude. This impression is confirmed by Figure
3.41 which shows the altitude profile of the velocity perturbation in the yz-plane at x = −6 and
time t = 36. This plot illustrates that the total velocity perturbation, after the reflection is indeed
78
(a) δvy at z = 0 (b) δvy at z = 2
(c) δvy at z = 8 (d) δvy at z ≈ 40
Figure 3.40: Case IV: Plots of total velocity perturbations at different altitudes above the iono-
spheric boundary. These plots at t = 36 in the xy-planes at different altitudes (shown below the
plots) illustrate that the velocity perturbations remain different in different conductance regions
with increasing height.
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Figure 3.41: Case IV: Plot of total velocity perturbation (δvy) after reflection. This plot is taken in
the yz-plane at x = −6. The total velocity perturbation covers up to z = 48 at the time (t = 36)
of the plot.
fairly uniform in height.
Further insight is provided by Figure 3.42. Figures 3.42a and 3.42b illustrate the y-profiles of the
velocity perturbations (δvy), respectively, at x = −1.5 and x = −12. Here different lines represent
the y-profiles at different times between t = 32 and t = 52. Comparing these two plots, it is seen
that the total velocity perturbation is distinctly different over the two conductance regions close to
the central plane at x = 0 and varies little with time. With increasing distance from this central
plane, the perturbation tends to be more uniform. The average magnitude of velocity perturba-
tion (shown in the respective plots by dotted lines) decreases from 0.0187 at x = −1.5 to 0.0165 at
x = −12. This trend is consistent such that far away from the central plane, the velocity approaches
the uniform stationary value of δvy ≈ −0.01456 as was observed in case III (as shown in Figure
3.30). These plots also indicate that the velocity increases with the distance from x = 0 in region 2
and decreases in region 1. Note that the electric field (Ex) profile is similar to the velocity profile
because it is given by Ex = −δvyBz and the Bz (dipole) component remains basically unchanged.
So, in region 2 the magnitude of Pedersen current, IP,x, (= ΣPEx) is expected to increase with the
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(a) Near the central plane at x = 0. (b) Far from the central plane at x = 0.
Figure 3.42: Case IV: y-profiles of the total velocity pertubarions (δvy) at two different locations on
the x-axis: (a) at x = −1.5, that is, near the central plane through x = 0 and (b) at x = −12, that
is, away from the central plane. The velocity perturbations are different over the different zones.
But become uniform gradually as the observation is shifted away from the central plane. Dotted
lines show the maximum, minimum, and average values of δvy.
distance from x = 0 plane and vice versa in region 1.
The modification of the magnetospheric FAC at the lower boundary is illustrated in Figure 3.43.
The figure shows the x-profiles of FAC density (j‖) at z = 36 (a) before reflection at t = 25, (b)
after reflection (at t = 45) above the low conductance region (at y = 2), and (c) after reflection (at
t = 45) above the high conductance region (y = 20). Before reflection, the FAC (or j‖) is same as
the FAC for case I (Figure 3.7). After the reflection the figure shows an increase of ≈ 15% in the
peak value of the modified j‖ above region 1. Similarly, the corresponding increase above the high
conductance region is ≈ 61%. So, it can be concluded that the magnetospheric FAC-sheet turns
into a nonuniform one after the reflection from the ionosphere and the distribution of j‖ along y
must be nonuniform as well.
When closely inspected, Figure 3.43 shows the presence of a small amount of FAC outside the
central current sheet supporting the expectations from the plots of Figure 3.39. For a better un-
derstanding, the part of Figure 3.43 near the lower boundary, is shown (magnified) again in Figure
3.44. These plots confirm the presence of a positive j‖ (i.e. negative jz) in region 2 and a neg-
ative j‖ (i.e. positive jz) in region 1 outside the central current sheet which is consistent with
the observations from Figures 3.39 and 3.42. This additional FACs modify the distribution of the
Pedersen current and therefore it is also interesting to examine the Pedersen current distribution
in the different regions. It should be noted that the plots for the x-profile of δBy at z(9) = 1.6 in
Figure 3.39 represents the Pedersen current (IP,x) with the change of sign of the plotted quantity.
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Figure 3.43: Case IV: x-profiles of the FAC density (j‖) at z = 36 before and after reflection. The
peak values of j‖ are (a) ≈ 0.064 before the reflection at t = 25 (b) ≈ 0.077 after the reflection at
t = 45 above region 1 (at y = 2) and (c) ≈ 0.106 after the reflection at t = 45 above region 2 (at
y = 20).
The positive value of j‖ for region 2 enhances the Pedersen current (IP,x) with increasing distance
from x = 0 plane while the negative j‖ reduces the value of IP,x with increasing distance from the
central plane in region 1.
Figure 3.45 shows a plot of the Pedersen current density (jx) in the xy-plane at the ionospheric
boundary after reflection at time t = 36. Arrows show the combined x & y components. The z-
component of the current density (jz) which is nearly same as the FAC density (j‖) in magnitude,
is represented by the colors. So, the colors effectively confirm the presence of a nonuniform FAC
sheet at the junction between the two oppositely directed perturbations. This figure demonstrates
- not surprisingly - that the Pedersen current density, jx, above region 2, is much stronger than
above the low conductance region.
A closer examination again reveals that the strengths of both jx and IP,x, in any particular zone,
are not uniform along the x direction (away from x=0). Figure 3.46 shows the y-profile of IP,x at
two different cuts (at x = −1.5 and x = −12) at the lower boundary. These plots show Pedersen
current profiles from the beginning of complete reflection at time t = 27 to t = 52 in intervals of
1 tA0. The dotted lines represent the estimated values of IP,x based on the reflection condition
(ΣP ) of the two regions. Figure 3.46a shows that, the values of IP,x are almost consistent with the
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Figure 3.44: Case IV: x-profiles of the FAC density (j‖) outside the central FAC-sheetat z = 36.
These plots illustrate that after reflection, downward (in region 2) and upward (in region 1) FACs
are generated outside the central current sheet.
Figure 3.45: Case IV: Current densities at the ionospheric boundary after reflection. Arrows show
the combined x and y-components and the colors show the z-component. jx and jz are much
stronger in region 2 than in region 1.
reflection condition and do not change much with time close to the x = 0 boundary. Figure 3.46b
shows the y-profile of IP,x at x = −12 i.e. farther away from the central plane. In both regions,
values of IP,x are consistent with the reflection conditions, only at the beginning of the reflection.
As the steady state is attained, the values (of IP,x) gradually increases and decreases, respectively,
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(a) At x = −1.5 (near the central-plane).
(b) At x = −12 (far from the central-plane).
Figure 3.46: Case IV: y-profiles of Pedersen current (IP,x) at two different locations on the x-axis:
(a) at x = −1.5 (near the central plane) and (b) at x = −12 (far from the central plane). Value
of IP,x increases and decreases (monotonically), respectively, in the region 2 & 1 with increasing
distance from the central plane. Plotted from t = 27 to t = 52 in intervals of 1 tA0. Dotted lines
show the values consistent with ΣP for simple Alfve´n waves.
in regions 2 and 1 with time. These observations are consistent with the previous results (e.g.
Figure 3.39 and 3.44).
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Varying the width of high conductance region
The width of region 2 is varied in the same way as it was done in case III. The high conductance
width discussed thus far is referred to as the the medium width and two more runs with a narrower,
and a wider high conductance zone are considered for comparison. Qualitatively the results for a
different width of the high conductance zone are the same as in the reference medium width case.
Convection is partly reflected and develops vortices at the high conductance boundaries and similar
patterns of the magnetic and velocity profiles develop in the different conductance zones. The most
important quantitative difference is the gradient of the Pederson current along the x-direction as
illustrated in the results in Figure 3.47. The first and third plots show the x-profiles of IP,x in
(a) IP,x in region 1 when region 2 is wide. (b) IP,x in region 2 when region 2 is wide.
(c) IP,x in region 1 when region 2 is narrow. (d) IP,x in region 2 when region 2 is narrow.
Figure 3.47: Case IV: Time evolutions of x-profiles of Pedersen currents (IP,x) in different regions.
Different lines represent the plots in region 1 (a & c) and 2 (b & d) at times between t = 32 and
52 with ∆t = 1. The gradient of δBy along x is more significant in the region 2 for narrow d2 and
develop larger FAC outside the current sheet.
region 1 when this zone is, respectively, wide and narrow compared to the reference case. On both
sides of the central plane, the magnitude of IP,x decreases with increasing distance from x = 0
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and with time by a small amount from the value th.at is implied by simple Alfve´n wave reflection.
Conversely, in region 2, the magnitude of IP,x increases with increasing distance from x = 0 and
with time. The magnitude of this gradient of IP,x along the x-direction is higher for the case with
a narrow high conductance region. The plots in Figure 3.47 cover the time from t = 27 to 52 and
different lines present results 1tA0 apart. This demonstrates that near the central plane the values
(of IP,x or, jx) are consistent with ΣP . Away from the central plane, the values increase in region
2 and approach the steady state conditions defined by case III, i.e., with no field aligned current
imposed by magnetospheric conditions.
3.3 Summary and discussion
A FAC can be generated (e.g. Figure 3.7) in the magnetosphere by sheared magnetic field pertur-
bations (here, with a polarization in the ±y-direction) propagating downward as a pair of simple
Alfve´n waves. This FAC sheet, carried by the pair of Alfve´n waves, is then modified after the re-
flection from the ionosphere (e.g. Figure 3.11). The degree and nature of the modification depends
on the pattern of the imposed ionospheric Pedersen conductance. With the change of the FAC, the
associated Pedersen current also changes. The ionosphere having a uniform Pedersen conductance
of high value (ΣP = 2.25 or r ≈ 0.8) is used in case I. In this case the FAC density at the cen-
tral plane (at x = 0) of the current sheet increases by about 66% after the reflection. Associated
Pedersen current (IP,x) follows the relation IP,x =
δvy0Bz
vA
(1 + r) [Equation (2.58)]. Therefore IP,x
becomes proportional to (1+r) as the other quantities, δvy, Bz and vA are assumed to be constants
and thus depends on the imposed ionospheric Pedersen conductance. In all the other three cases,
the ionosphere has a nonuniform Pedersen conductance with a strip of high conductance region
interlaid in a low conductance background but the directions of its gradient are not same in all
of them. In addition, cases II and III use a uniform Alfve´nic perturbation (that do not impose a
FAC) in order to examine the role of ionospheric conductance gradients relative to the polarization
of incoming Alfve´n wave.
In case II, the conductance gradient is along the x-direction with a high value in the middle zone
and low value on the two sides of it. Therefore the direction of conductance-gradient is perpen-
dicular to the magnetic field and velocity polarization. The magnetospheric perturbations (in the
magnetic field and velocity) travel downward in the form of simple Alfve´n waves. Due to the
different degrees of reflection at the ionospheric boundary, the upward propagating superposed
perturbations contribute to a nonzero value of the z-componet of ∇×B
(
=
∂δBy
∂x
)
. This results in
the production of FAC at the two locations of the conductance-gradient on the x-axis. Consistently,
a strong Pedersen current is generated at the lower boundary in order to close these FACs. In this
case, also, the Pedersen current is related to the imposed reflection conditions being proportional
86
to (1 + r). This relation is not violated if the width of region 2 is varied.
The results of case III are highly significant. In this case the magnetospheric perturbation is uni-
form and the orientation of the gradient of Pedersen conductance is in the same direction as the
Alfve´n wave polarization. This geometry resembles a situation in which the Cowling conductance
becomes significant. In case of Cowling conductance, a stronger ionospheric current is obtained
due to the enhancement of the effective conductance in the ionosphere. In addition to the primary
electric field (Ex), the E×B force, on the ions and electrons develop a secondary electric field (Ey)
in the perpendicular direction. The Hall current corresponding to Ey enhances the net Pedersen
current resulting in an enhanced Pedersen conductance termed as Cowling conductance.
In case III, a stronger ionospheric (Pedersen) current is also obtained, but this is due to the en-
hancement of the effective electric field. The incident perturbation has same velocity at all points
in the xy-plane. After reflection the velocity above the high conductance zone (region 2) becomes
much smaller than that above the low conductance zone (region 1). However this cannot be a
steady state solution considering the incompressibility of the fluids. If the velocities are different
across the junction between the two regions then the continuity equation (2.11) is violated for an
elementary volume located right above the ionopsheric boundary, at the junction of different con-
ductance regions. As a consequence, the velocity assumes a uniform steady state value over the
entire region, which corresponds to an ionospheric boundary with the width-average value for the
imposed conductances. Following E = −v×B the entire boundary offer uniform electric field (Ex)
and the ionospheric Pedersen current (IP,x = ΣPEx) become proportional to the imposed conduc-
tance (ΣP ).
There is another significant difference that exists between case III and Cowling conductance. Unlike
the case of Cowling conductance, in case III, the effective electric field and hence the net Pedersen
current becomes stronger if the width of the region having the higher Pedersen conductance be-
comes narrower. The mechanism that is responsible for the enhancement of the Pedersen current
in case III can be summarized as:
• After reflection, the steady state velocity perturbation assumes the average value of the
imposed Pedersen conductance (ΣP,average) or, the average value of the reflection coefficient
(raverage) over the entire region of the ionosphere. Thus, the superposed velocity perturbation,
after reflection is δvy,out = δvy,in(1− raverage), where δvy,in is the incident perturbation.
• So, in the steady state, a uniform electric field (Ex) is established, over the entire region such
that Ex = −δvy,outBz.
• The Pedersen current, in different zones are developed following, IP,x,1 = ΣP,1Ex and IP,x,2 =
ΣP,2Ex.
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• With the decrease of the width of the zone with the higher conductance, the average values
of the conductance, ΣP,average or the reflection coefficient, raverage, decreases.
• This leads to an increase in the magnitude of δvy,out which in turn increases the magnitude
of steady state (uniform) electric field, Ex.
• Thus the Pedersen currents increase in both the zones. But the increase is more prominent
where the imposed Pedersen conductance is higher (i.e. in the region 2).
In case IV, FAC of magnetospheric origin propagate in the downward direction and interact with
the ionosphere. The gradient of the imposed Pedersen conductance is aligned with the Alfve´n wave
polarization. The results in this case are qualitatively different from the cases I and III combined,
or in other words they cannot be obtained by a simple superposition of these two cases. In this
case, small FACs are also observed to be generated outside the magnetospheric current sheet. The
velocity perturbation (and hence the electric field, Ex) does not attain a uniform steady state value
as in case III but instead they are nonuniform over different regions. Both, the steady state magnetic
and velocity perturbations represent a truly three-dimensional configuration. Convection in this
configuration is partially deflected from the high conductance zone. However this nonuniformity
tends to be gradually reduced as the observations are shifted away from the central plane (at x = 0).
In region 2, on both sides of and close to the current sheet, the velocity (δvy) and electric field
(Ex) are consistent with the imposed reflection condition. However, the magnitude of velocity
and electric field both increases with increasing distance from x = 0 plane before reaching a
steady state. These steady state values approach the corresponding estimated values as in case
III. This increasing electric field results in an enhancement of Pedersen current and the magnitude
of Pedersen current gradually grows larger with increasing distance from the x = 0 plane. At
locations close to the central plane (x = 0), the Pedersen currents are consistent with the imposed
reflection conditions. Following current continuity, FACs are generated outside the central current
sheet. This is consistent with the fact that gradient in the magnetic field
(
∂δBy
∂x
)
develops outside
the current sheet.
In region 1, the magnitude of velocity decreases with increasing distance from x = 0 plane in
an attempt to reach the width-average value as in case III. Consequently, the magnitudes of the
electric field (Ex), the Pedersen current (IP,x) decrease. The current continuity is ensured here by
upward FAC (negative j‖) outside the central current sheet. Consistently, a negative gradient in
the magnetic field
(
∂δBy
∂x
)
develops on two sides of this current sheet.
So, it may be concluded that, though, in general, FACs are of magnetospheric origin, these currents
can also originate from the ionosphere or can be strongly modified by the ionospheric conductance
gradients. The ionospheric Pedersen conductance plays an important role in the modification and
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amplification of FACs. The gradient of the Pedersen conductance and its orientation play a critical
role for the amplification of any FAC. When the simple Alfve´nic perturbations are reflected by the
ionosphere with a nonuniform Pedersen conductance with a gradient parallel to the incoming wave
polarization, the relative widths of the different zones play an important role in the amplification and
modification of the FACs. One such example could be the transition from high to low conductance
at the terminator for flow in the polar cap. In this study, the situations are idealized, however, the
real situation is much more complex. Different interesting flow-patterns may develop depending on
the nature of perturbations and, pattern and shape of the conductance gradient. One such example
is discussed next.
A high conductance patch in a low conductance background
For this case, a square base is considered for the simulations with both the horizontal extents (of
x & y) from −12 to 12. At the central part of this base, a circular patch (region 2, and will be
mentioned as patch hereafter) of high Pedersen conductance (ΣP,2 = 2.25) is imposed inside a low
conductance (ΣP,1 = 0.375) background (region 1). The values of corresponding reflection coeffi-
cients, r2 and r1 are 0.8 and 0.2, respectively. The value of ΣP changes linearly between the high
and low values in an annular zone inside the patch.
Simple magnetospheric perturbations (as in case II and III) travel toward the ionosphere and re-
flected back. The results are presented using different plots. The steady state magnetic and velocity
perturbations are shown in Figure 3.48. The plots show the magnetic and velocity perturbations
(a) (b)
Figure 3.48: Plots of total (a) magnetic and (b) velocity perturbations at z = 0 (after reflection) in
the xy-plane and at time t = 40 for a patch of high conductance at the lower boundary. The plots
are taken at ∆t = 16 after the start of reflection.
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in the xy-plane at the lower boundary (z = 0) at t = 40 that is ∆t = 16 after the start of the
reflection. Due to the reflection, the magnetic perturbation becomes stronger above region 2 (i.e.
the patch) than above region 1. On the other hand, the velocity perturbation becomes stronger
above region 1 than above the patch. The perturbations remain so with the lapse of time. This
case can be compared to case III as these two are similar at least in one aspect. In case III the
polarization of the perturbations is in the same direction as the gradient of Pedersen conductance
along the entire boundary of region 2. Here, in this case, this is true but only at the boundaries
between the two regions along the line x = 0.
With increasing height, the magnetic perturbation gradually becomes more uniform toward some
intermediate value in the entire region but the velocity perturbation does not change significantly.
Plots for magnetic and velocity perturbations at z = 20 at the same time, t = 40, are shown in
Figure 3.49. The reflected perturbations reach this height at t ≈ 29. So, these plots show the per-
(a) (b)
Figure 3.49: Plots of total (a) magnetic and (b) velocity perturbations at z = 20 (after reflection)
in the xy-plane and at time t = 40 for a patch of high conductance at the lower boundary. The
plots are taken at ∆t = 12 after the start of reflection.
turbations after ∆t ≈ 11 from the superposition of incident and reflected waves. At the ionospheric
boundary, the plasma velocity decreases due to the presence of the high conductance region on its
path. Therefore, a part of the plasma flow is obstructed and changes the flow-directions to move
around the patch because of the incompressibility of the fluid. Note that this kind of solution was
not possible in case III. Combined with the magnetic field, Bz, the velocity develops nonuniform
electric fields at the ionospheric boundary according to Ex = −δvyBz. Though inside the patch
the electric field is weaker compared to the electric field outside, the combined effect of this electric
field and the Pedersen conductance results in the production of stronger Pedersen current inside
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the patch according to Ohm’s law. The generated current pattern is illustrated in Figure 3.50.
This figure shows the plots for the parallel and perpendicular current densities. The plot in Figure
(a)
(b)
(c)
Figure 3.50: Current distributions for high conductance patch at the ionospheric boundary. (b)
Plot of Pedersen current density, jx, in the xy-plane at z = 0 and (a) & (c) plots of negative of
FAC density jz, in the yz planes at x = −7.1 and x = 7.1, and at time t = 40. In (b) colors also
show the presence of FAC at the edges of the patch. The plots are taken at ∆t = 16 after the start
of reflection.
3.50b illustrates the stronger Pedersen current inside the patch at the ionospheric boundary (z = 0)
which closes the FACs present at the two edges of the patch (indicated by the colors in Figure 3.50)
in the up and downward directions as illustrated in all the three plots in Figures 3.50. Figures
3.50a and 3.50c show the vector plots for the FAC densities at the patch-boundary in yz-planes at
x = −7.1 and x = 7.1, respectively. These two plots also illustrate that at the snapshot time of the
plots, the waves have travelled up to a height of ≈ 64 after the reflection from the lower boundary.
It is possible to explore the current distributions in different other combinations of the magnetosh-
eric perturbations and ionospheric conductance patterns utilizing the simulation methods followed
in this chapter.
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Chapter 4
Basic properties and effects of the localized electric field that is parallel to the
geomagnetic field
Introduction
The formation of magnetic field-aligned electric field (commonly termed as parallel electric field)
in the auroral zone is one of the fundamental unsolved problems of space plasma physics. Though
the physics for the formation of parallel electric field is unresolved there is experimental evidence
that parallel electric fields exist along the field lines connected to discrete auroral arcs (e.g. [80]).
The immediate cause of the Aurora has been known for a long time. The energetic particles
(mainly, electrons) having energies of a few keV precipitate into the upper atmosphere and excite
the ambient molecules. These excited molecules, in turn, lower their energy by emitting light (e.g.
[2]). However, the source of energy for these particles remains as a difficult problem to answer.
In a paper [41], in 1958, Alfve´n suggested that the auroral electrons gain their energy by falling
through electric double layers, an electric potential structure. The phenomenon, electric double
layer, had been known from the plasma experiments in the laboratory. It was observed that in
such a double layer a strong and localized potential drop could exist in a collisionless plasma. At
that time, however, this theory was not accepted seriously for space plasma. The existence of
a potential drop in space couldn‘t be imagined. It was considered that as the plasma in space
is highly conducting, any potential drop would be short-circuited immediately. Some theoretical
works suggest that the electric fields, E, parallel to the magnetic field, B, are zero or very small to
account for the observations in the magnetosphere and the magnetosphere under steady conditions
i.e. E · B/|B| = E‖ ∼ 0 [81]. But this assumption is apparently violated in the auroral region.
By now, the existance of parallel electric fields is observationally established. For example, in 2005
Ergun et.al. [42] reported measurements of “intense, localized parallel electric field in association
with inertial Alfve´n waves and accelerated electron fluxes in space plasma.”
Although parallel electric fields are unlikely to exist on large scales, localized electric fields parallel
to the magnetic field are of fundamental importance for many space plasma boundaries. They are
the cause for particle acceleration in discrete auroral arcs, and they also represent a key element in
the definition of magnetic reconnection. In the auroral region, localized parallel electric fields occur
in a very strong dipole magnetic field where magnetic perturbations associated with field-aligned
electric currents are minor in comparison. Often parallel electric fields are depicted as the effect of
U or V shaped electric potentials [82]. The notion of a parallel electric field based on an electric
potential, however, bears some major physical questions because a potential implies ∂B∂t = 0 and
therefore an electrostatic process. Typically, such processes are micro-physical in that they occur
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on temporal scales much faster than the large scale evolution.
In this chapter, basic physical aspects associated with and required for localized parallel electric
fields are examined. This study illustrates the basic two-dimensional and three-dimensional physics
of localized parallel electric fields and addresses the following questions:
1. Can localized parallel electric field form in constant or potential (dipole) magnetic fields?
2. What are the basic physical effects of localized parallel electric fields associated with field-
aligned electric currents?
A brief introduction to the parallel electric field and thin auroral arc are given in the next section.
The following sections consist of numerical methods and results for the simulations of the different
cases involving the localized parallel electric fields. The last section includes the summary and the
discussion about the works of this chapter.
4.1 Parallel electric fields
The presence of a parallel electric field must be consistent with generalized Ohm’s law (Equation
2.3). Although the precise physical process for the formation of a parallel electric field is microphys-
ical, general Ohm’s law provides important constraints and insight into the properties of a parallel
electric field. In order to discuss these, Equation 4.1 presents general Ohm’s law in normalized
form that is all quantities are normalized to typical values as discussed in Chapter 2 (Subsection
2.1.2). This equation is given by
E + v×B = ηj−
(
c
ωpiL0
)
∇pe +
(
c
ωpiL0
)
j×B +
(
c
ωpeL0
)2 [∂j
∂t
+∇ · (jv)
]
(4.1)
where, ωpi and ωpe are the plasma frequencies for, respectively, the ions and electrons and c =
1/
√
µ00. Here, c/ωpi is the ion inertial scale, c/ωpe is the electron inertial scale (or plasma skin
depth), and L0 is some typical length scale. The third term on the right side, the Hall term,
cannot contribute a parallel electric field as the direction of j ×B has to be perpendicular to the
direction of B. The other three terms may contribute to the presence of parallel electric fields.
The first term, i.e. the resistive term may introduce parallel electric field when the field-aligned
current (FAC) density is large. Typically the resistivity is based on classical collisions, however,
a so-called anomalous resistivity can occur for the case of very large drift speeds of the current
carriers. When this drift speed surpasses a typical plasma speed (ion acoustic speed, Alfve´n speed,
electron thermal speed) turbulence based on the respective micro-instability occurs which has the
tendency to reduce the respective drift and therefore acts as a resistivity. Ion-acoustic, two stream,
and, lower-hybrid instabilities are the examples of such instabilities. The Electron pressure term is
the second on the right side. For the normalized equation, the coefficient of ∇pe is cωpiL0 . Therefore,
the electron pressure term is significant if L0 ≈ c/ωpi i.e. when electron pressure gradient exists on
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the ion inertial scale. Note that this has been shown to operate during kinetic reconnection but
only for very small guide magnetic fields whereas the guide field (dipole field) in the auroral accel-
eration region is very large. Similarly, the fourth term scales with
(
c
ωpeL0
)2
. This electron inertial
term may contribute to the parallel electric field if L0 ≈ c/ωpe. This term directly involves the
electron inertia, however, the respective relevant length scale is by a factor of
√
(me/mi) smaller
than the ion inertial term. This discussion demonstrates that the physics of any parallel electric
field formation requires very small inertial scales or very large drift velocities of electric current
carrier (which are expected only for very thin current sheets).
The existence of parallel electric fields has great significance in space plasma physics. The conse-
quence of their existence are (1) violation of frozen-in field condition (2) rapid acceleration of the
charged particles, and (3) rapid release of magnetically stored energy [83].
The concept of frozen-in condition for the magnetic field lines was introduced by Hannes Alfve´n
along with the MHD waves that bear his name. A short time after the publication of the paper
on MHD waves [64], Alfve´n interpreted the waves in an associated paper [84]. An excerpt from
this paper reads, “Suppose that we have a homogeneous magnetic field in a perfectly conducting
fluid... . In view of the infinite conductivity, every motion (perpendicular to the field) of the liquid
in relation to the lines of force is forbidden because it would give infinite eddy currents. Thus
the matter of the liquid is fastened to the lines of force... .” In modern terminology frozen-in is
considered more appealing than fastened. Illustrations by Alfve´n and Fa¨lthammar [85] show the
frozen-in condition and its violation in Figures 4.1 and 4.2. The first figure shows that under the
frozen-in condition any two plasma elements on a common magnetic field line at a certain instant
will be on a common magnetic field line at any other instant. However, this condition is based
on assumptions, which are not always valid and should be used with care. Figure 4.2 illustrates
the concept that, in presence of parallel electric field, the frozen-in condition is no more valid.
The shaded area represents non-vanishing E‖ that is responsible for the decoupling of the plasma
elements on the same magnetic field lines. Violation of this condition has serious consequences.
Firstly, the plasma elements on a common magnetic field line may no longer remain on a common
line and secondly, the mapping of electric field along the magnetic field lines fails [83].
A magnetic field cannot accelerate a charged particle significantly along its own direction because
the magnetic force on a moving charge is always perpendicular to the velocity vector. Hence a
charged particle may be accelerated parallel to the magnetic field only by an electrostatic electric
field. There are basically two ways for achieving acceleration by the charged particles [85]. These
are (1) stochastic or multi-step acceleration and (2) direct, one-step, acceleration. An example of
the apparent exception to this general rule is the magnetic mirror force where a charged particle
may change its motion while moving along a magnetic field of varying strength.
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Figure 4.1: Illustrations of plasma frozen-in magnetic field. Two elements of plasma, A and B,
that are at any one time, t1, on a common magnetic field will remain on a common line at some
other time, t2 [85].
According to the classical theory of resistivity there should be a negligible amount of resistivity
along the magnetic field lines in the collisionless plasma of the magnetosphere and hence Alfve´n’s
proposal in favor of the parallel electric fields was almost universally dismissed. After successful
launches of the artificial satellites and space probes in the late fifties, scientists started to think
about performing experiments on space research using different measuring instruments and detec-
tors [86]. The results from the direct measurements in space have drastically changed the concepts
about the physical processes of the space environment that has become accessible to the sounding
rockets and spacecrafts. Alfve´n’s theory was finally exonerated by the experimental proofs of its
existence.
In 1960, McIlwain [87] experimented to determine the nature of particles producing visible auroras,
with the help of rocket-borne detectors. He suggested an electrostatic acceleration mechanism to
be responsible for the detected presence of monoenergetic electrons. This kind of observations of
monoenergetic electron fluxes was also made by some other experimenters (e.g. [88, 89] ). There
was also other experimental evidence in favor of the existence of parallel electric fields. A group of
such examples are the Barium cloud experiments (e.g. [90, 91, 92, 93, 94]) in which a cloud was
formed by releasing barium along a magnetic field and then the motion of the cloud (Ba+), accel-
erated away from the Earth, was tracked. Existence of parallel electric fields above a certain height
was inferred from the gain in parallel velocity by the ions [90] [91]. These experiments estimated
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Figure 4.2: Illustrations of violation of frozen-in magnetic field condition. Two elements of plasma,
A nad B, that are at any one time, t1, on a common magnetic field will be on different lines at
some other time, t2 - happening in presence of parallel electric field (E‖) [85].
the presence of a ∼ 1 kV potential drop over less than ∼ 200km (e.g. [92]). Note that although the
term potential is commonly used, these experiments really demonstrated the presence of a parallel
electric field which when integrated yields an energy change of about 1 keV over a distance of about
200 km. Different ground based observations (e.g. EISCAT radar observation [95]) also supported
the existence of parallel electric fields. Evidence from different types of observations established
the existence of parallel electric field beyond doubt. This led to different theories for the possible
causes of the formation of parallel electric fields (e.g. [96], [97]).
One of the earliest identified possible causes for the formation of parallel electric field was anomalous
resistivity [43]. It was suggested that parallel electric field, supported by anomalous resistivity can
accelerate the auroral electrons. Papadopoulos [48] gave an early review of anomalous resistivity for
the ionosphere. In collisional plasma binary collisions take place. But in case of collisionless plasma,
interactions between the particles and the waves, can replace the role of binary collisions, which is
represented by the term anomalous collision [98]. An instability always acts to reduce its original
cause. Therefore, wave turbulence caused by a fast particle drift or large current density reduces
the average momentum of the current carriers, effectively introducing a resistivity. The Buneman
instability or the ion-acoustic instability are two such examples. Different opinions are still there
regarding the role of anomalous resistivity in sustaining parallel electric fields (e.g. [99, 50]).
Another proposed mechanism to support a parallel electric field is the formation of electric double
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layers. An early review on this topic was given by Block [44]. A double layer consists of two parallel
(not necessarily plane) space charge layers, which contain equal, but opposite charges. S3-3 satellite
made the first direct measurements of such a phenomenon in 1970 [100, 101]. They found a large
number of tiny double layers, each with a potential drop of ∼ 1V . The observations indicated
the presence of thousands of such layers in series along the auroral field lines to account for the
potential drop of the order of kilovolt and could explain the acceleration of auroral electrons and
(upward) ions in terms of parallel electric field [102]. Later, observations from S3-3 satellite were
supported by other observations, - for example, by the observations on Viking or on DE 1 & DE
2 (magnetically conjugate) satellites. Figure 4.3 represents the equipotential surfaces considering
the double-layers to be connected to large-scale U-shaped structure associated with auroral arcs
[102]. The variation of potential along the magnetic field is shown near the lower left side of the
Figure 4.3: Illustrations of electric double layer. Variation of potential (lower left) along the
magnetic field and of perpendicular electric field (upper right) at a higher altitude are shown
[102].
figure. Note that double layers also require a current across the electric space charges and can form
as a result of micro-turbulence. As such they can also be considered a mechanism for anomalous
resistivity.
Some other suggested mechanisms [83] in favor of supporting parallel electric fields are solitary
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structures (e.g. [45]), magnetic mirror effect (e.g. [46]), collisionless thermoelectric effect (e.g.
[103, 104]), scarcity of charged carriers (e.g. [105]) and dynamic trapping (e.g. [106]) .
4.1.1 Thin Auroral Arcs
Auroral arcs are related to the FAC sheets which closely depend on the parallel electric field. The
thinness of auroral arcs has captured the interest of many researchers. With the development and
improvement of auroral photography and imaging systems, thicknesses have been determined with
better precision. An early report from Elvey [107] estimated the thickness of the auroral arc “to
be one-fourth the diameter of the moon, which was nearby.” That implied the thickness was not
more than 250 m. Akasofu [108] reported from the study of the photographs of auroral arcs that
they could be ∼ 200m wide. The first statistical data came form Maggs and Devis [109]. They had
studied 581 auroral structures for 5 nights in 1966 and 1967 during which local Kp-index ranged
from 3 to 6. According to their report, 50% of the measured structures were below 230 m in
thickness. They concluded that structures thinner than 70 m would exist though those could not
be measured due to some (instrumental) limitations. They also inferred that “auroral structures
tend to become thinner as their brightness increases.” More recent report came from Borovsky
[97]. He examined twenty-one theoretical mechanisms for the formation of aurora in their ability to
predict the thickness of auroral arcs. His prediction indicated the need of more careful theoretical
investigations as no theory of auroral arcs could successfully explain the observed narrow struc-
tures of aurora. Later Haerendel [110] sought a solution to this problem from formation of auroral
cavity. He suggested an erosion of cool plasma (from the topside ionosphere) by a propagating
auroral acceleration region where the upwelling ions from the leading edge of the auroral cavity
could lead to a local enhancement of the parallel potential drop and thereby the auroral electron
flux. Otto [111, 112] presented the current striation model for the formation of very thin auroral
arcs which provided explanations for some other morphological properties. The model assumed the
presence of anomalous resistivity in a sheet of FAC that allows for 3D reconnection process. The
foot-points of (newly) reconnected magnetic field lines would be the locations of the auroral display.
4.2 Numerical methods
This chapter will explore the general concept of field-aligned electric fields and the role of electric
current layer for the formation of such fields. Therefore the first set of case studies (case I and
II) explores the general conditions for the formation of parallel electric fields and the concept of a
field aligned electric potential. The basic geometry in this first set of studies explores the situation
where a parallel electric field is imposed onto a vacuum fields because the concept of field-aligned
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potentials does not provide a relation of how such a potential is connected to electric current or if
such currents are necessary at all. In contrast the third case (III) introduces a parallel electric field
caused by a localized resistive term in a field aligned electric current layer.
The basic equations described in Chapter 2 are further modified to make suitable for these studies.
In cases I and II, localized electric fields (E‖) parallel to the guide field are introduced at about
1Re (Earth-radius) above the Earth’s surface. The effects of the presence of localized E‖ are then
studied. In case III, localized resistivity, of a fixed magnitude, is introduced in a FAC sheet (having
current density, j‖) in the form of a 3D blob. This results in the production of a localized E‖. The
shape of the introduced quantities (i.e. the electric field or the resistivity), in different cases, are
specified through a three-dimensional profile parameter. This profile parameter is used to conduct
a controlled simulation experiment with a localized parallel electric field. In all the cases the main
magnetic field is the guide field which has the magnitude B0 in the vertically downward direction.
In the next subsections, the simulation domains and the use of profile parameters, for the different
cases, are described.
4.2.1 Numerical method: Cases I and II - Localized parallel electric field
In cases I, and II the simulation domain has x and y axes extending from −8 to 8 (in km), and
z-axis from 0 to 120 (in 100 km). In both cases a localized electric field of fixed magnitude, aligned
with the geomagnetic field, is initiated at an altitude corresponding to ≈ 1Re (Earth-radius) above
the Earth’s surface and the results are studied.
The schematic views of the localized electric fields for these cases are shown in Figure 4.4. In Figure
4.4a the blue spherical body indicates the presence of a localized E‖ in the form of a 3D blob for
case I. At the central part of it, the parameter has its peak value. Away from the central part, its
value decreases gradually and becomes negligible beyond a certain distance. The profile used for
the localization is given by
Eloc = 0.05
[
1
cosh2
(
x
2
)
cosh2
(y
2
)
cosh
(
z−55
3
)] . (4.2)
So, the parameter Eloc develops quantities in the form of a blob around the location (0, 0, 55) of the
simulation domain, with the peak value 0.05 at the central part (of the blob) which is horizontally
at the center of the domain and vertically at ≈ 5500 km above the ionosphere.
In Figure 4.4b the blue cylindrical body is indicating the presence of a 2D rod-like localized E‖ for
case II. The quantity has its peak value along the central axis of the colored part. Away from the
axis the value decreases gradually and becomes negligible beyond a certain distance from the axis.
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(a) (b)
Figure 4.4: Schematic viewes of introduced localized E‖ in cases I and II. (a) 3D localization of E‖
in the form of a blob, for case I and (b) 2D localization of E‖ in the form of a rod, for case II.
For this case, the profile used for the localized electric field is
Eloc = 0.05
[
1
cosh2
(
x
2
)
cosh
(
z−55
3
)] . (4.3)
This profile localizes the parallel electric field in a cylinder geometry with the peak value of 0.05
along a line which is parallel to the y-axis and passes through the point (0, 0, 55). Away from this
line, the value drops gradually and is negligible beyond a certain distance.
The parameter Eloc is then added to the z-component of Ohm’s law in the simulation. Therefore,
in both cases I and II the actual electric field in the simulation is given by
E = −(v×B) + ηj + ezEloc. (4.4)
4.2.2 Numerical method: Case III - Localized resistivity
In case III, the simulation domain is larger than that used in case I or II to provide the possibility
for longer runs without any wave interference at the simulation boundaries. The domain extends
from −8 to 8 (in km) in the x-direction, from 0 to 40 (in km) in the y-direction and from 0 to 200
(in 100 km) in the z-direction. At some location near the middle of the simulation domain lies the
localized resistivity in the form of a 3D blob. This localized resistivity is introduced by using the
101
third term ηloc of resistivity equation 2.35. The schematic view of the localized fixed resistivity, for
case III, is shown in Figure 4.5. In this case the structure of the 3D profile parameter for ηloc is
Figure 4.5: Schematic view of introduced localized resistivity, ηloc, in case III. This diagram shows
the 3D localization of resistivity in the form of a blob.
nearly same as that used in case I and is given by
ηloc = 0.05
 1
cosh2
(
x
2
)
cosh2
(
y−20
2
)
cosh2
(
z−80
3
)
 . (4.5)
So, the quantities are localized around (0, 20, 80) with a peak value of 0.05. These quantities
are then added to the existing resistivity in the simulation domain. So, a localized high value of
resistivity forms in a 3D blob-like pattern at an altitude ≈ 1.25Re above the surface of the Earth
where the background resistivity (ηbg) is about 4% of this peak value.
Magnetic and velocity perturbations are introduced at the top 16% of the simulation domain, that
is in the magnetospheric region, as illustrated in the sketch in Figure 3.3. The introduced sheared
magnetic fields that is equivalent to upward FAC layer travels in the downward direction similar
to case I (3.2.1) or case IV (3.2.4) of Chapter 3. At the beginning, perturbations cover the portion
of domain that is z ≈ 168 and above. The magnetic perturbations are along the ±y-direction on
the two sides of x = 0 and the governing equation is
δBy =
δBy0
2
[
tanh
(
z − 0.8zmax
4
)
+ 1
]
tanh(x) (4.6)
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and the equation for the associated velocity perturbations is given by
δvy = −δBy vA
B0
(4.7)
to generate downward propagating Alfve´n waves. This is the similar configuration as for the cases I
and IV exploring the effect of ionospheric conductance on the evolution of FACs in Subsection 3.2.1
and 3.2.4. The symbols in both the equations have the same meanings as before. The constant
quantities δBy0, vA and B0 have the values 1.0, 4.0, and 4.0, respectively.
The pair of Alfve´n waves, with opposite polarization, carry a sheet of FAC toward the ionosphere.
The ionospheric boundary is set at r ≈ 0.8 by choosing the imposed value of ΣP = 2.25. That is
the Pedersen conductivity of the ionosphere is set at a uniform high value and about 80% of the
incident perturbations are reflected back in the upward direction.
Around the location of the introduced resistivity, both ηio and ηbg are much smaller than ηloc. So,
the total resistivity at this location is η = ηio + ηbg + ηloc ≈ ηloc. Away from this resistive location
and at the magnetosheric heights the background resistivity ηbg is dominant so that η ≈ ηbg. Due
to the presence of the resistivity in the FAC layer, a parallel electric field (≈ ηlocj‖) is generated so
that the effective electric field in the simulation is
E = −(v×B) + ηj ≈ −(v×B) + ηlocj (4.8)
for the blob region. But at all other locations at the magnetospheric heights the electric field
becomes
E = −(v×B) + ηj ≈ −(v×B) + ηbgj. (4.9)
As the peak value of ηloc is much bigger than ηbg, the total parallel electric field is also localized by
the localization of the resistivity. The associated results of all the three cases are explored in the
next section.
4.3 Simulation results
4.3.1 Results: Case I - Localized parallel electric field of fixed magnitude in the form
of a 3D blob
In case I, the parameter, Eloc, is switched on at time, t = 0, that is, at the beginning of the
simulation and this develops a strong localized electric field in the z-direction. As the geomagnetic
field is assumed to be along the z-direction, this, basically, contributes in developing a strong E‖. As
a result, an immediate generation of the FAC is observed. The plots for the E‖ and the associated
j‖, shortly after the beginning of simulation (at t = 4), are shown in Figure 4.6. The plot on the left
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Figure 4.6: Case I: Plots of introduced E‖ and generated j‖ in the yz-plane at x = 0 at time
t = 4. (Left) Parallel electric field localized around (0, 0, 55) in the form of a 3D blob. Immediately,
a strong FAC is generated. (Right) FAC density. Both the plots are taken shortly after the
introduction of localized E‖.
side of this figure shows the introduced E‖, localized around (0, 0, 55), in a cut of the 3D system in
the yz-plane at x = 0 i.e. at the middle of the domain. The plot on the right side in the same figure
shows the FAC density (j‖) at the same cut and at the same time (t = 4). This plot illustrates the
generation of FAC immediately after the introduction of localized E‖. Plots of E‖ and j‖ in the
xz-plane at y = 0 would produce similar results. These plots also indicate that the source for the
FAC is the localized electric field and further inspection shows that the FAC region is expanding
along the magnetic field (z-direction) with Alfve´n speed.
Figure 4.7 shows the plots of E‖ and j‖, in the xy-plane at z ≈ 55, for a better perspective of
its shape and location. These plots also consistently indicate the generation of j‖ at the location
of introduced E‖. FACs are closed through polarization currents at the leading edge. Figure 4.6
(right) shows the upward currents in the yz-plane at x = 0. The closure of this current (weak,
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(a) (b)
Figure 4.7: Case I: Plots of introduced E‖ and generated j‖ in the xy-plane. (a) Plot of the
introduced parallel electric field localized in the form of a 3D blob around (0, 0, 55). (b) Plot of
generated FAC density. Both the plots are taken in the xy-plane through z = 55 at time t = 4 i.e.
shortly after the introduction of E‖.
downward) is evident in Figure 4.7b and the net current in the xy-plane is zero.
The localized electric field perturbation suggests the generation of a magnetic field perturbation
based on the induction equation. Figure 4.8 shows the vector-plot for the resultant of the x and y
components of magnetic perturbation in the xy-plane at z = 55. As in the previous vector-plots,
Figure 4.8: Case I: Plot of magnetic perturbation in the xy-plane around the FAC. The plot is
taken at z = 55 and at time t = 4.
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the magnitudes of the vectors are obtained from the vector shown outside the upper left corner of
the plot. The magnetic perturbation shown in this plot is invariant in height (z) throughout the
region covered by the generated FAC. Generation of magnetic perturbation by a localized electric
field is farther explained with the help of induction equation in the last section.
The plots of velocity perturbation provide farther insight, consistent with this interpretation. Figure
4.9 shows two vector-plots of velocity perturbations in the xy-planes at distances of ∆z ≈ ±10
from (i.e. above and below) the location where E‖ is introduced. In Figure 4.9a the velocity
(a) (b)
Figure 4.9: Case I: Plots for velocity perturbations in the xy-plane above and below z = 55, the
location of the introduced E‖, at time t = 4. (a) Plotted at z ≈ 45. (b) Plotted at z ≈ 65
perturbations, around the current (j‖) at z ≈ 45 are clockwise and the corresponding velocity
perturbations at z ≈ 65 (Figure 4.9b) are counterclockwise. That is exactly the perturbations
expected for torsional Alfve´n waves with k-vectors in the upward and downward directions carrying
energy out of the source region (z = 55).
To explore the nature of energy dissipation or generation, Figure 4.10 presents E · j in the xy-plane,
at z = 55, i.e., at a location where the parallel electric field and its associated FAC are present. The
plot shows that the dominant value of E · j is < 0 at the source region of the FAC where the parallel
electric field is localized. The negative value of E · j implies a dynamo action that is the generation
of energy from this region. However, this is unphysical because there is no free source of energy
since the magnetic field is uniform. A steady state solution with a localized Eparallel requires
two converging Alfve´n waves (here, torsional) which should exactly match the properties of the
expanding waves and carry the energy into the source region from the surrounding. This requires
prior knowledge (by the outer world) about the localized Eparallel and thus violates causality.
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Figure 4.10: Case I: Plot of E · j in the xy-plane at z ≈ 55 at time t = 4. The negative values
dominate at the location of the introduced parallel electric field.
Therefore this case provides an example that the appearance of localized parallel electric field in
absence of any source is not plausible. The next section explores a situation where a parallel electric
field is localized in a 2D geometry.
4.3.2 Results: Case II - Localized parallel electric field of fixed magnitude in the
form of a 2D cylinder
Figure 4.11 shows the parallel electric field, E‖, at t = 4 in a xz-plane at y = 0, that is at the middle
of the simulation domain. The plot shows the cross-section of the localized E‖ having a cylinder
like shape centered about (0, 55) on the xz-plane. The results of this appearance of the localized
(2D) parallel electric field are studied using the plots of generated FAC and magnetic perturbation.
Figure 4.12 shows the presence of j‖ at the same time t = 4. This current is generated along the
length of the localized parallel electric field and produces a current sheet. In Figure 4.13, a xy-cut
of the FAC is plotted in the plane through the center of the localized parallel electric field. Figures
4.12 and 4.13 together establishes the generation of the current sheet along the location of the
introduced parallel electric field.
These figures also demonstrate that the generated FAC has both, parallel and anti-parallel com-
ponents. This property of up and downward currents is also present in case I although it is not as
obvious because the magnitude of the positive parallel current density in case I is much smaller than
the antiparallel component. The cause for the presence of both current directions is straightforward
in case II, because the total current in the z direction (integrated along x) must be 0 because the
magnetic perturbation becomes negligible at large distances from the current layer. This associated
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Figure 4.11: Case II: Plot of the introduced E‖ in the xz-plane at y = 0 at time t = 4. The plot
shows that the parallel electric field is localized around the point (0, 55) on the xz-plane.
magnetic perturbation is shown in the next two plots. Figure 4.14 shows the plot of y-component
of the magnetic field on the xz-plane at y = 0 at t = 4. As no y-component was present orig-
inally, this By represents the perturbation in the magnetic field (δBy). On the two sides of the
yz-plane through x = 0, the perturbations are in opposite directions. Further insight is provided
by the plot of the magnetic field (perturbations) on the xy-plane, shown in Figure 4.15. This is
a vector-plot showing the combined x and y-components of the magnetic perturbation at z ≈ 55
at t = 4. It is evident from this figure that the x-component of this perturbation is negligible and
the y-component is much weaker than the guide magnetic field. The plots also remain same at any
other xy-cut in the region where j‖ is present.
The velocity perturbation is examined in Figure 4.16. As in case I, the plots are taken in the
xy-planes at distances of ∆z ≈ ±10 from z = 55 that is above and below the location of introduced
E‖. The directions of δvy are opposite on the two sides of x = 0.
In the plane above z = 55, δvy is positive for x > 0 and negative for x < 0 and the magnitude
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Figure 4.12: Case II: Plot of the generated FAC (j‖) in the xz-plane at y = 0 at time t = 4. The
generated current gradually covers larger distance along the z-direction.
relative to the magnetic perturbation is consistent with Alfve´n waves with a positive k-vector along
z, i.e., traveling upward above the localized parallel electric field. The polarity of the velocity
perturbation changes below the localized electric field, corresponding to negative k-vectors and
propagate in the downward direction. This illustrates that the localized electric field is the source
of a magnetic perturbation which is carried out by Alfve´n waves traveling up and downward from
the source region. The magnetic perturbation induced by the parallel electric field source and
propagated by the Alfve´n waves is consistent with the FAC density distribution in Figure 4.12.
Again it is instructive in how far this process is a source or sink of magnetic energy. The generation
of energy is explored in the plot of E · j in the xy-plane at z ≈ 55 in Figure 4.17. Obviously negative
values of E · j dominate in the center of the current sheet indicating a net generation of magnetic
energy in the absence of any free source of energy. This result is similar to the result obtained in
case I and violates causality. Different from the cases I and II, the following section considers a
case where a localized parallel electric field is caused by the interaction of a FAC and introduced
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Figure 4.13: Case II: Plot of the generated FAC density (j‖) in the xy-plane at z ≈ 55 at time
t = 4. This plot confirms that the current is generated in the form of a sheet.
(localized) resistivity is explored.
4.3.3 Results: Case III - Localized resistivity of fixed magnitude in the form of a 3D
blob
In order to illustrate the Alfve´nic perturbations which are imposed by the initial conditions and
travel toward the ionospheric boundary, Figure 4.18 shows the magnetic and velocity perturbations
in a xy-plane at t = 20 at z ≈ 150. It is seen that the x-components for both δv and δB are negli-
gible. The perturbations (magnetic and velocity) and the associated current layer travel downward
and reach the plane shown in Figure 4.18 at t ≈ 5 and eventually reach the ionospheric boundary
(at t ≈ 42) before reflection.
The FAC density associated with the magnetic field perturbation is presented in Figure 4.19a. The
plot shows the presence of the current sheet (at t = 20) at the boundary between the two oppositely
directed magnetic perturbations consistent with Ampere’s law, long before any reflection (at the
ionospheric boundary) has taken place.
In case I of Chapter 3 (Subsection 3.2.1), it is observed that in this kind of situation, magneto-
spheric FAC is enhanced after the reflection from the ionosphere. Figure 4.19b shows the increased
FAC density at z ≈ 20 at time t = 50, after reflection. The reflection from the lower boundary
starts at t ≈ 42 and reaches the location of the plot (z = 20) at t ≈ 47. The reflected waves return
to the height (z ≈ 80) of the introduced localized resistivity at t ≈ 62. So, at any time after t ≈ 62,
the value of E‖ at z ≈ 80 also becomes stronger following Equation 4.8.
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Figure 4.14: Case II: Plot of the generated magneic perturbation (δBy) in the xz-plane at y = 0
at time t = 4. This plot shows that the y-components of magnetic perturbation are oppositely
directed in the plane of the plot, on the two sides of the central yz-plane through x = 0.
In order to understand the evolution it is highly instructive to examine the change of the FAC
density and corresponding change in the parallel electric field close to z ≈ 80. Plots of j‖ and
E‖ around this site at three different times are shown in Figure 4.20. These plots are taken, re-
spectively, at times, t = 64, 80, and 96 in the xy-plane at z ≈ 80. The plots clearly indicate the
increase of both the quantities with time and the thin current sheet gradually grows stronger. In
this timespan, the maximum magnitude of j‖, increases from 2.07 to 3.48 and the corresponding
change in the maximum magnitude of parallel electric field is from 0.0970 to 0.1560.
Figure 4.21 illustrate the time variation of the maximum value of parallel electric field (E‖,max)
in the simulation domain. This plot has three distinctively different phases. In the initial phase,
before the magnetospheric FAC reaches the location of the resistive blob (at t ≈ 22), the magnitude
of E‖,max is zero. After thearrival of the incident Alfve´n waves, the value of E‖,max increases due
to the presence of the FAC carried by the incident perturbations. The next jump in its value is
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Figure 4.15: Case II: Plot of the generated magnetic perturbations in the xy-plane at y = 0 at
time t = 4. This plot also shows that on the two sides of the central yz-plane the y-components
are oppositely directed.
observed at t ≈ 62 when the reflected waves reach the blob-location. It may be noted that before
this time the shear flow is Alfve´nic by definition because it is given by the velocity perturbation of
the incident Alfve´n wave. It has been known for a long time that magnetic reconnection requires
(a) (b)
Figure 4.16: Case II: Plots for velocity perturbations in the xy-plane above and below z = 55, the
location of introduced E‖, at time t = 4. (a) Plotted at z ≈ 45. (b) Plotted at z ≈ 65
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Figure 4.17: Case II: Plot of E · j in the xy-plane at z ≈ 55 at time t = 4. The negative values
dominate at the locations of the introduced parallel electric field.
(a) (b)
Figure 4.18: Case III: Plots of introduced magnetic and velocity perturbations. These plots show
the (a) magnetic and (b) velocity perturbations introduced at the top 16% of the simulation domain.
Then they travel in the downward direction. Plots are in the xy-plane at z ≈ 150 at time t = 20.
sub-Alfve´nic flow and is not operating during the incident wave perturbation [113, 114]. But from
around t = 62 the total magnetic perturbation is enhanced and velocity perturbation is reduced
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(a) (b)
Figure 4.19: Case III: Plots of j‖ associated with the incident and reflected (total) Alfve´nic per-
turbations in the xy-plane. (a) Taken at t = 20 at z ≈ 150 associated with the incident wave. (b)
Taken at t = 50 at z = 20 associated with the superposed (total) wave after reflection. The values
of j‖ increase after reflection.
from their initial (incident) values because of the superposition with the reflected wave. This situa-
tion favors the reconnection thereby causing the increase in the value of j‖. Therefore the increase
in E‖,max observed in Figure 4.21 characterizes active reconnection after t ≈ 62.
This evolution and configuration of a very thin current layer and a localized strong parallel electric
field are typical for magnetic reconnection. This is confirmed by inspecting the magnetic and ve-
locity perturbations, along with the associated FAC density at the location of the resistivity-blob.
Figure 4.22 shows the plots for these three quantities in the xy-plane at z ≈ 80 at time t = 96.
Figure 4.22a shows combined x and y-components of the magnetic field in the xy-plane using the
arrows. Figure 4.22b shows the vector plot of the combined x and y-components of velocity in
the xy-plane. These two plots strongly indicate the occurrence of reconnection. The velocity plot
shows the typical plasma jet in the outflow region and the convergence of the flow toward the
central region where the parallel electric field is localized. The magnetic field plot shows the typical
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Figure 4.20: Case III: Variation of E‖ and j‖ with time. Plots are taken (from top) at t = 64, 80
and 96 in the xy-plane at z ≈ 80 (location of the introduced resistivity blob).
115
Figure 4.21: Case III: Plot showing the time evolution of maximum parallel electric field (E‖,max)
in the simulation domain.
(a) (b) (c)
Figure 4.22: Case III: Plots of Magnetic and velocity perturbations and, FAC density indicating
reconnection. These three plots show (a) magnetic perturbation (b) velocity perturbation and (c)
FAC density - near the location of localized resistivity at z ≈ 80 and at time t = 96 indicating the
presence of strong transport. The FAC is strong enough so that magnetic reconnection takes place.
rotation with a smaller y-component in these outflow regions. Note that the counter streaming
slower plasma on the two sides of the outflow region is the residual velocity perturbation from the
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partial reflection of the Alfve´n wave at the ionospheric (lower) boundary. In Figure 4.22c colors
show the z-component of FAC density in the xy-plane. Strong FAC associated with the magnetic
and velocity perturbations is observed near the location of magnetic reconnection.
Plots in Figure 4.23 are all showing snap-shots of the horizontal profiles of the FAC density at
time, t = 96 in a sequence of increasing altitude. These plots show the altitude variation of j‖
at a time much after the reflection. A close inspection of these plots reveals different important
features. All these plots show the presence of thin current layers of ∼ 150m (physical value) having
high value of current density imbedded in a much wider (∼ 2 km, physical value) layer of current
of comparatively lower current density. The plots show the variations in the orientation, strength,
length, and thickness of the layers of the FACs. Close to the ionosphere, the overall thickness of
the current layer is large but it shows clearly that a very strong and narrow current is embedded
into the larger scale current. Also close to the ionosphere this narrow strong current layer is very
extended along the y-direction. The overall current configuration with a broad weaker current and
a narrow embedded current remains the same but the length of the narrow and intense current
decreases up to a height somewhere below the parallel electric field region. Above this height the
length of the embedded current increases again. The maximum value of FAC density in the xy-
plane also changes with the altitude. Upward from above the ionosphere this value increases up to
an altitude (here, z ≈ 60) and it decreases after that. The values of E‖ and j‖ are consistent with
the Equations 4.8 and 4.9. Note that the maximization of the current below the localized electric
field region is interesting.
Without illustration it is remarked that distribution of E‖ and j‖ look very similar in their pattern
at sufficient distances away from the location where ηlocE‖ is localized. At these locations the
resistivity is determined by a background resistivity (ηbg) which is uniform, however, so small that
it has no influence on the overall evolution.
Another important feature can be observed from these plots. The orientation of the thin current-
layer changes gradually, with the change of its altitude. Below the location of the maximum FAC
density, the thin current-layer is oriented a small amount away from the x = 0 plane in the clock-
wise direction. Examples are Figures 5.4a or 5.4b. But above that location, the thin current-layer
is away from the x = 0 plane by a small amount but in the counterclockwise direction. Examples
are Figures 5.4d or 5.4e. This feature reveals some important information that will be discussed in
a separate subsection.
For the understanding of energy dissipation or generation, E · j plot is considered in Figure 4.24.
This plot shows that the dominant contribution from E · j > 0 at the locations of the introduced
resistivity which implies the dissipation of energy in the form of heat and thus different from the
unphysical result of cases I and II. In the next part some of the interesting aspects of case III are
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(a) (b) (c)
(d) (e) (f)
Figure 4.23: Case III: Variation of FAC density with height (z). The plots in the xy-planes are
taken at heights (a) ≈ 10, (b)= 37, (c)≈ 63, (d)= 91, (e)≈ 120 and (f)≈ 150 and at time t = 96.
118
Figure 4.24: Case III: Plot of E · j in the xy-plane at z ≈ 80 at time t = 96. The values are positive
at the locations of the introduced resistivity.
highlighted.
4.3.3.1 Some of the interesting features of case III
There are different interesting features related to case III. These are the evolution and orientation
of thin and strong current layers with respect to the large scale current sheet, a variation of plasma
density at the ionosphere, and the association of Pedersen current with the FAC, among others.
Relation between the magnetic reconnection and the thin current sheet: In case
III, the reflection of shear Alfve´n waves from a highly conductive uniform ionospheric boundary
results in the enhancement of magnetospheric FAC and the increased value of FAC favors the pro-
cess of 3D magnetic reconnection. A cartoon is shown in Figure 4.25 to illustrate the occurrence
of reconnection. This diagram shows that the diagonal at the upper boundary that contains the
field lines has changed its orientation after the reconnection. Before the reconnection, the diagonal
containing the field-lines are extended between the left-front corner and the right-back corner at
the top boundary of the simulation domain. They come closer, as they approach the location of
119
Figure 4.25: Case III: Sketch illustrating the changes in magnetic field lines in presence of FAC (j‖)
and localized parallel electric field (E‖). (Sketch: A Otto, unpublished figure, used with permission)
resistivity blob that creates the strong E‖. After reconnection they again spread along a diagonal
that is extended between the left-back corner and the right-front corner of the domain. This change
of orientation is understood by comparing the plots in Figures 5.4a and 5.4d which clearly indicate
the movement of the current sheet from one side of the central plane to the other side.
The next two Figures (4.26 and 4.27) show the similar results from a different angle. These are the
(a) j‖ at y = 10 (at higher altitude). (b) j‖ at y = 30 (at higher altitude).
Figure 4.26: Case III: x-profiles of FAC density (j‖) at an altitude z ≈ 100 i.e., above the location
of the resistivity blob and at two different positions along the y-direction. (a) at y = 10 and (b) at
y = 30.
line-plots showing the x-profiles of j‖ at different locations. Figure 4.26 shows these plots at two
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places along the y-axis at z ≈ 100. That is somewhere above the location of current-maximum.
But Figure 4.27 shows a similar plot for much lower altitude (at z ≈ 8). These four plots conclu-
(a) j‖ at y = 10 (at lower altitude). (b) j‖ at y = 30 (at lower altitude).
Figure 4.27: Case III: x-profiles of FAC density (j‖) at an altitude z ≈ 8 i.e., below the location of
the resistivity blob and at two different positions along the y-direction. (a) at y = 10 and (b) at
y = 30.
sively show the presence of very thin current sheets having a much higher magnitude of j‖ (≈ −3,
normalized value) embedded in a large scale current sheet (∼ 2000 km) with much lower value of
average magnitude of j‖ (≈ −1, normalized value). The negative values of j‖ indicate that the
direction of the currents are upward.
It can also be noted from the plots that the thin current sheet switches the side from left to right
or vice versa above and below the location of current-maximum. Looking from y = 0 along the
positive y-direction, the thin curtain of FAC shifts from x > 0 ( located at y = 10, in Figure 4.26a)
to x < 0 (located far away at y = 30, in Figure 4.26b) at z ≈ 100. On the other hand, it shifts
from x < 0 (located at y = 10, in Figure 4.27a) to x > 0 (located far away at y = 30, in Figure
4.27b) at z ≈ 8. The average locations of the thin current sheet remain, more or less, same as the
large-scale current. There is a possibility that this thin current sheet could be the proxy of the
discrete auroral arc.
If the magnetic flux in the thin current layer were conserved, the thickness in the x-direction would
decrease as it grows wider in the y-direction. This appears to be supported by these plots. But
one needs to note that the FAC is not a conserved quantity along a magnetic flux tube. With the
change of the orientation of these field lines, the flow pattern of the charged particles, traveling
along these field-lines also changes. This also implies that the field-lines which are very close in
the region, having high value of E‖ can map over a large distance along the FAC sheet at the
ionosphere. This is consistent with the results by Otto and Birk [112].
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In Figure 4.25, the reconnection plane is shown, separately, above the box representing the simu-
lation domain. This illustrates the inflow and outflow of plasma. The plot in Figure 4.22b clearly
shows the flow velocities that are consistent with this illustration. These results show the presence
of a structured current system, with narrow sheets embedded in the large-scale overall current. This
has been observed by in situ measurements, for example by Dynamic Explorer satellites [115, 116].
Plasma density variation at the ionosphere: Due the movements of the plasma from
one place to another, some density variation is expected. Particularly, if the currents, close to the
ionosphere are considered, this is more effective. The FACs (basically, carried by the electrons)
close at the ionospheric boundary by the Pedersen current. These are already discussed in Chapter-
3. Pedersen current is carried, basically, by the (heavier) ions. So, their transport can alter the
density profile. A cartoon in Figure 4.28 is used to illustrate this. The diagram shows the plasma-
Figure 4.28: Case III: Sketch illustrating the location of density enhancement due to the different
currents at the ionospheric E-region when the FAC is upward.
flows in a vertical (xz) plane for upward FAC. For this current to develop, electrons travel inside
the current sheet in the downward direction. At the ionosphere, the Pedersen current closes this
current sheet. For upward FAC, Pedersen currents are directed toward the foot of the current
sheet. So, along the ionospheric foot-point of this kind of current sheet, a density enhancement is
probable. This is shown in Figure 4.29. Figure 4.29a shows a plot for the current density of the
vertical component of current and the Pedersen current on the xy-plane at z = 0. The colors show
the vertical component of current density (jz) and the arrows show the density of Pedersen current
(converging to the center of the FAC layer). It may be noted that the vertical component of the
current density may well represent the FAC density (with a change of sign). At the lower boundary
the Pedersen currents are directed toward the FAC from both the sides. In the plot, jz is positive.
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(a) Current densities at the lower boundary. (b) Density variation at the lower boundary
Figure 4.29: Case III: Plots of current densities and plasma density near the lower boundary. These
plots show the relation between the density profile and current pattern near the lower boundary.
(a) Colors represent the vertical component of current density (jz) and the arrows are showing the
Pedersen currents near the ionospheric boundary. Effectively, jz = −j‖, in this case. (b) Density
variation at the ionospheric boundary. Enhancement of density is observed along the ionospheric
foot-points of FAC.
This means the current is upward forming a negative FAC. Figure 4.29b shows the density plot,
also on the xy-plane at the ionospheric boundary (at z = 0). The plot shows a clear enhancement
of density along the locations where the FACs are closed.
With the enhancement of the density (ρ) at the locations of FACs, the depletion of density is also
observed in the surrounding region. Figure 4.30 shows the variation of density with time using the
x-profiles of density across the current sheet (at y = 30) near the lower boundary (at z = 0.8). The
straight line at ρ = 1 shows the value of density before the Alfve´nic perturbations have reached
the ionosphere, that is, up to time t ≈ 42. Densities at three other times (t ≈ 48, 72, and 96)
are shown. These plots illustrate that after the reflection of the perturbation waves and with the
development of Pedersen current, the density decreases on the two sides and increases at the base
of the FAC sheet.
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Figure 4.30: Case III: Time evolution of x-profile of plasma density across the FAC-sheet in the
E-region (at y = 30 and z = 0.8). Plot no. 2, 3, and 4 are showing the changes in plasma density
with time compared to the initial density value, shown in plot no. 1.
Association of Pedersen current and FAC in the ionosphere: A close inspection of
Figure 4.29a may reveal some insight on how the Pedersen current and FAC are associated. This
plot shows that the Pedersen currents (i.e. jx) converge toward the center of the large scale current
but the stagnation point of Pedersen current is slightly off the center of the thin embedded FAC
(i.e. location of strongest jz in the plot) and is more pronounced at larger distances from the
symmetry point at y = 20. This is illustrated in Figure 4.31 which shows the x-profiles of both
Pedersen current (IP,x, in blue, solid line) and FAC density (jz, in red, solid line) at a small height
above the ionospheric boundary (at z ≈ 3) through y = 30 at time t = 96. The magnitude of the
gradient of IP,x along the x-direction (i.e. ∂xIP,x) is also plotted (blue, dotted line) in this figure.
The plot of jz shows the presence of a thin and strong and, a wider and weaker FAC layers (i.e.
−jz) with their peaks separated by a small distance. Actually, these two peaks almost coincide at
y = 20 (not illustrated) and away from this location, along both ±y-direction they are separated.
Moreover, on either side of y = 20 these two peaks switch their sides which is consistent with our
observations illustrated in Figure 4.26 and 4.27.
The y-component of the ionospheric horizontal current is negligibly small and thus the region of total
FAC layer is associated with the gradient of Pedersen current IP,x. Following current continuity
equation ∇· j = 0, we can obtain ∂zjz = −∂xjx. When integrated along the z-direction, this results
in jz = −∂xIP,x. As discussed in Chapter 2, jx is confined, mostly, to a few grid levels near the
lower boundary. Hence, an integration over a few grid points (here, from z(1) = 0 to z(9) ≈ 3),
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Figure 4.31: Case III: x-profiles for IP,x, jz and the magnitude of ∂xIP,x at y = 30, z ≈ 3 at time
t = 96. The variation of ∂xIP,x is in good agreement with the variation of jz.
almost includes the total Pedersen current. In Figure 4.31 the x-profiles are taken at z(9) ≈ 3 and
as expected, the plot of jz has a very good agreement with the plot of ∂xIP,x. The thin current
layer with highest magnitude of j‖ or jz is at the location of strongest gradient. Thus it should
be noted that this thin current layer need not necessarily be at the location of stagnation of the
Pedersen currents. This result is not surprising because the simulation should satisfy ∇ · j = 0,
however it presents a nice test of this property. In the next section a summary of all the three cases
and a discussion on the main results of these cases are added.
4.4 Summary and discussion
In cases I and II, a localized parallel electric field (E‖) is switched on, in a magnetic field that is
assumed to be uniform, at the beginning of the simulation. The parallel electric fields are introduced
at an altitude corresponding to ≈ 1Re above the ionosphere that is in the magnetospheric region. In
case I, the localized E‖ is in the form of a 3D blob [shown in Figures 4.5 (left) and 4.6a], the central
part of which has the peak-value. The value decreases gradually, with the distance from the center
and becomes negligible beyond a certain distance. In case II, E‖ is localized along a line, parallel
to the y-axis, in the form of a 2D rod-like structure. In both the cases, an immediate generation
of FAC [Figures 4.5 (right), 4.6b, 4.11, and 4.12] and of a corresponding magnetic perturbation
[Figures 4.7, 4.12, and 4.13] are observed. Upward and downward propagation of magnetic and
(associated) velocity perturbation indicates the production of Alfve´n waves from the location of
the introduced E‖.
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The interpretation of this result is straightforward. The localized electric field acts as a source
for the magnetic field perturbation. This can be easily seen by inspecting the induction eqaution
in spherical (for case I) or cylindrical (for case II) coordinates. For example, similar to case I,
a localized blob of parallel electric field is assumed to be located at the origin of the coordinate
system with a radial (ρ) dependence given by
E = E‖ez =
q
ρα
ez (4.10)
where q and α are constants and α > 0 so that the magnitude of E‖ decreases rapidly with the
distance from the center of the blob. In spherical coordinates, this shape of a localized parallel
electric field leads to
∂B
∂t
= −(∇×E) = q(α− 1)
ρα
sinθeφ = (α− 1)E‖sinθeφ (4.11)
for the azimuthal magnetic field components. Therefore the magnitude of the parallel electric
field determines the amount of azimuthal flux generated. Without any coupling to the ambient
magnetic field and plasma this flux would just accumulate, however, it is efficiently transported
along the background magnetic field by Alfve´n waves away from the localized electric field region.
The magnitude of this transport depends again on the amount of flux generated, i.e., on the size
and magnitude of the localized parallel electric field.
The plots of E · j in these two cases [in Figures 4.8 and 4.14] show that E · j < 0 is dominant around
the location of the E‖ blob. This indicates a dynamo action that is the presence of a generator
that produces energy. This is unphysical because it implies the production of energy in the absence
of a source of free energy.
So, from the results of cases I and II, it can be concluded that the appearance of E‖ in a
vacuum magnetic field violates causality. While it is likely the case that the presence of a parallel
electric field has micro-physical causes, the overall macroscopic evolution cannot be separated from
current carrying plasma which can provide a net dissipation associated with the presence of the
localized E‖. With the knowledge from the simulation of case I we can, for instance, construct
a solution in which no net energy increase would occur. The solution to this is the presence of
two torsional Alfve´n waves traveling toward the localized E‖ region which exactly transport and
match the amount of magnetic flux produced by the localized E‖ region. This configuration would
present a steady state solution with an E‖ blob. However, it is obvious that this requires the prior
knowledge of magnitude and distribution of any localized E‖ presence.
In case III, a fixed value of resistivity, localized in the form of a 3D blob is introduced at ≈
1.25Re at the beginning of the simulation. Ordinarily one would expect that the presence of
such a resistive region would also require corresponding microphysical processes that are typically
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current dependent. However, as a controlled computer experiment this assumption of a resistivity is
acceptable because the resistivity would not alter anything in the absence of electric currents. The
simulation experiment of case III assumes perturbations in the magnetic field and velocity at the
top part of the simulation domain. These perturbations are along the ±y-direction on the two sides
of the yz-plane dividing the simulation domain into two equal halves at x = 0. The perturbations
are chosen to be consistent with Alfve´n waves traveling in the downward direction carrying a sheet
of FAC in between. Eventually, this current reaches the level where the resistive blob is present
(at t ≈ 22), then the ionospheric boundary (at t ≈ 42) before being reflected back. The reflected
perturbations once again cross the location of the blob of localized resistivity (at t ≈ 62). Following
Ohm’s law (E‖ = ηj‖) it can be said that with the passage of FAC, strong parallel electric field is
generated at the location of the localized resistivity. Higher the strength of the current, stronger is
the electric field.
At the ionospheric boundary, the Pedersen conductance (ΣP ) is adjusted to achieve a high degree
(≈ 80%) of reflection of the incident Alfve´nic perturbations from the ionosphere. This kind of
situation is studied in Chapter-2, Subsection-3.2.1. The enhancement of FAC by the reflection plays
an important role. When this stronger FAC reaches the location of introduced localized resistivity
magnetic reconnection is observed and a gradual increase in the reconnection rate in indicated by
the increase of the parallel electric field around that location. Presence of thin and strong current
layer is observed to be embedded in large-scale current sheet. From the time when the reflected
perturbation reaches the resistive region thin FAC grows which varies in strength, orientation,
length, and thickness along the vertical direction. This thin layer is strongest and of minimum
length at some height below the resistive region. In this work the height (z) of maximization of
current density is ≈ 60. The location of maximum current density could be an interesting subject of
investigation. Below and above this location, the thin current layer becomes wider and is oriented
differently on the two sides of the yz-plane at x = 0 that separates the oppositely directed sheared
perturbations. While the thin sheet of current remains on the clockwise side with respect to this yz-
plane below the location of maximum current density, it remains on the counterclockwise side above
that location. This change of orientation is explained and explored farther in another subsection
which establishes the change of orientation of the thin current sheet that is embedded in the large
scale current sheet more clearly.
Plots of E · j in the xy-plane at the resistive region shows that its dominant values are positive in
the central part that is at the location of introduced resistivity. This indicates the dissipation of
the kinetic energy in the form of heat. Therefore the laws of physics are not violated in this case.
FAC, which is basically carried by the electrons, tend to develop polarity at its foot-points in the
ionosphere. This is neutralized by the ions converging toward the foot-points (of FACs) developing
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Pedersen currents. Movements of the (heavier) ions cause some changes in the density configuration
of plasma in the ionosphere. Along the foot-points of FAC the density increases while it decreases
on the two sides.
In the ionosphere, Pedersen currents converge from the two sides of the FAC before reaching a
stagnation point. Therefore jx changes between a positive and a negative value, only within the
range of x-axis where jz has a nonzero value. This is true as jy ≈ 0 in this case. Therefore the
total FAC sheet is observed at the locations where ∂xjx has nonzero values. This is verified that
the magnitude of ∂xjx is maximum at the location of strongest FAC and this location may not be
the location of the stagnation point for the Pedersen currents.
Case III is producing various aspects well consistent with discrete aurora such as (1) the presence of
a thin current sheet embedded in the large scale current sheet, the change of orientation, thickness,
length and, strength of the thin current sheet, (2) aspect ratio (small thickness and great length
- 10’s to 100’s of km), (3) dissipation of energy (4) association of Pedersen current and FAC,
(4) convection of tangential flow to thin arcs, (5) variation of plasma pressure and density at the
ionosphere, while it is difficult to explain the results of cases I and II with sound physical concepts.
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Chapter 5
Evolution of dynamic parallel electric fields
Introduction
The basic requirements and properties related to the formation of localized parallel electric fields
were explored in Chapter 4. It was illustrated in that chapter that a localized resistive region where
FACs are also present, is able to provide the physical explanation for the formation of localized
parallel electric fields. Though that study provides a good background on the relation of parallel
electric fields, the resistivity that was introduced in the magnetosphere was artificially fixed in
magnitude and at a particular location. To overcome this artificial constraint on the resistivity
and to make it more realistic, a pattern of current dependent resistivity is introduced at magneto-
spheric heights and the results are presented in this chapter. The possible processes that cause such
resistive interaction suggest a current density dependence of the resistivity. The magnetosphere
represents a collisionless plasma because Coulomb collisions are extremely rare. However, The ex-
ception to this rule are current sheets, where the velocity of the current carriers surpasses typical
wave velocities such as the Alfve´n or ion-acoustic speed. Micro-instabilities and turbulence develop
for velocities faster than these wave speeds. For instance, a beam of material moving faster than
the speed of sound through a background of neutrals can create shockwaves which would decelerate
that beam. Similarly, these beams, which carry large current densities, are subject to instabilities
(ion-acoustic etc.) or the formation of double layers, which have the effect of a macroscopic resis-
tivity. The precise conditions for the onset of the resistivity (such as a critical current density) and
the general current density dependence are determined by the specific microphysical processes and
are not well known. However, various studies (e.g. [117, 118]) have demonstrated that the precise
current dependence usually is of minor importance for the overall evolution.
To study the basics of parallel electric fields, Chapter 4 provides an introduction to magnetic re-
connection. Magnetic reconnection, itself, has been the subject of many analytical and numerical
studies. This process plays a fundamental role in many space and laboratory plasma configurations
[119, 120]. The conversion of magnetic energy to kinetic energy is one of the important aspects of
this process. It has been suggested, that magnetic reconnection plays a major role in the formation
of thin discrete auroral arcs (e.g. [121]). In fact, the very definition of magnetic reconnection
through a spatially localized parallel electric field [122, 123] suggests a relation to particle acceler-
ation and discrete aurora.
The basic goals of present chapter are to study (a) the dynamic evolution of parallel electric fields by
enabling the motion of parallel electric field regions through the introduction of a current dependent
resistivity, (b) to investigate the importance of the magnitude of the ionospheric conductance on the
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evolution of parallel electric field and the respective reconnection rate, and (c) to study the possible
impacts of gradient of the ionospheric conductance on the evolution of parallel electric fields and
magnetic reconnection. For this purpose, a magnetospheric FAC carried by the Alfve´nic (magnetic
and velocity) perturbations, is introduced as in Chapters 3 (cases I & IV) and 4 (case III). For the
present chapter, FACs evolve again through propagation and reflection of Alfve´n waves, but also in
response to the introduced current dependent resistivity. For our reference case the ionosphere has
a uniform high value of Pedersen conductance. Two cases with a lower conductance are introduced
to study the influence of the magnitude of a uniform ionospheric conductance. Finally, a gradient
in conductance is introduced to explore the influence of conductance gradients on magnetic recon-
nections.
This chapter also employs, the z-components of Poynting flux in order to compare the energy
transport of cases when the magnetic perturbations (a) involve magnetic reconnections and (b)
no reconnection is present. Note that the energy transport into the ionosphere is given by the
z-component of the Poynting flux Sz = (E×B)z = (E× δB). Note that the Poynting flux actually
is the perpendicular convection velocity, for application within ideal MHD. The dominant Poynting
flux is in the horizontal direction and a small component of the actual Poynting flux is directed into
the ionosphere (along the unperturbed magnetic field). The next sections present a brief summary
of the numerical methods, the results, and a summary and discussion.
5.1 Numerical methods
The basic numerical methods for this study are almost same as that of the case III of Chapter 4
(Section 4.2.2). The only difference is in the type of introduced resistivity compared to that case.
The introduced resistivity in this chapter is, current dependent with a contribution that depends
explicitly on time as well. The actual computation of the resistivity uses a function
ηsource = ηcur(j) + ηio + ηbg + ηloc(x, y, z, t). (5.1)
Here, the terms ηio and ηbg have the same meaning as before (Section 4.2.2). These quantities do not
contribute significantly at the magnetospheric heights. The fourth term, ηloc(x, y, z, t), contributes
a significant amount of resistivity that is localized in space and is briefly switched on in time defined
by
ηloc(x, y, z, t) = 0.05
 1
cosh2
(
x
2
)
cosh2
(
y−20
2
)
cosh2
(
z−80
3
)
 1
cosh
(
t−50
5
) . (5.2)
Thus the term ηloc(x, y, z, t) develops a resistivity that is localized around (0, 20, 80) of the
simulation domain as in Section 4.2.2 but only for a brief period of time, around t = 50, to trigger
the magnetic reconnection. The first term ηcur(j) contributes to resistivity, depending on the
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local values of current density (j). This term contributes only when the current density exceeds a
specified chosen value. Note, that any attempt to trigger reconnection (larger electric fields) any
time before the reflected wave arrived at z ≈ 80 failed (on the considered time scales).
In order to avoid any rapid fluctuation in the value of resistivity (η), the actual resistivity is
determined by the equation
∂η
∂t
= (η − ηsource). (5.3)
This equation implies that the resistivity relaxes on a time scale of unity (1 Alfve´n time) to ηsource
provided that ηsource remains constant. The purpose is to avoid very rapid fluctuations of the
resistivity, which can cause numerical problems. Compared to the resistivity described in Section
4.2.2 which was fixed in time and space, here, the resistive region can move depending on the values
of local FAC density. That means, in the cases in this chapter, the resistivity developes in response
to the evolution of FAC density.
5.2 Results
The introduced magnetic and velocity perturbations remain the same as described in Section 4.2.2
for the case with a fixed localized resistivity. Hence, in this case also, Figure 4.18 (Section 4.3.3)
illustrates the nature of incident Alfve´nic (magnetic and velocity) perturbations from the magne-
tosphere. Similarly, Figure 4.19 (Section 4.3.3) illustrates the FAC densities (j‖), associated with
the incident perturbations and with the superposed perturbations, shortly after the reflection in
this case too.
Figure 5.1 illustrates the variation of the maximum value of parallel electric fields (E‖,max), in
the entire simulation domain (in blue asterisks). The respective altitude of this maximum parallel
Figure 5.1: Time variation of E‖,max and its location in the simulation domain - Plot (in blue)
illustrates the time variation of maximum parallel electric field (E‖,max) in the entire simulation
domain. The other plot (in red) shows the location of E‖,max using its z-value.
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electric field is shown in red (diamonds) in the same figure. Up to about t = 22 almost no parallel
electric field is present. Only a very small value of E‖ develops because of the presence of back-
ground resistivity (ηbg) at the top of the domain once FACs are present. For t > 22, i.e., after the
arrival of the Alfve´nic perturbations at z ≈ 80, E‖ increases around the location (0, 20, 80) where
ηloc is introduced. Note that this is expected because the incoming Alfve´n wave maintains an almost
constant level of the FAC such that the increasing localized resistivity causes the increasing parallel
electric field at z ≈ 80. After t = 50, the resistivity contribution from ηloc gradually decreases till
t ≈ 57 when the contribution of ηcur(j) to the total resistivity (η) becomes dominant in increasing
the value of E‖,max up to t ≈ 62. Around this time, the reflected perturbations, with stronger FAC
density reach the region of higher value of resistivity. After a short relaxation into this new current
state the reflected perturbations and the associated FACs initiate active reconnection and the value
of E‖,max starts to increase sharply with time after t = 67. A comparision between the case of fixed
resistivity (Figure 4.21) and this present case shows a larger parallel electric field and more efficient
(faster) magnetic reconnection in this case. Here, at time t = 90, the value of E‖,max ≈ 0.21 while
it is ≈ 0.17 in case of fixed resistivity. Another important feature is the downward displacement
of the reconnection site with time. This was observed in the previous case (with fixed resistivity),
however, it is more pronounced in these plots. The reconnection site moves down to z ≈ 35 at
t = 90 from z ≈ 80 at t = 50.
This motion is actually difficult to explain. Since the resistivity is current dependent this motion
of the resistive region implies that the current density is increasing more or faster below z=80. In
some physical systems changes of current density can be attributed to simple physical processes
such as the compression or stretching of a current sheet. However this is not the case here and the
only asymmetries between the region above and below z=80 is the propagation of Alfve´n waves
across and the boundary conditions.
Figure 5.2 shows the evolution of E‖ and j‖ at z ≈ 42. In order to understand the evolution we
examine the variation of the FAC density at a location close to the average location of E‖,max after
the initiation of reconnection. Here z ≈ 42 is chosen to examine the evolution of E‖ and j‖ at three
different times t = 66, 78, and 90. These plots demonstrate that both E‖ and j‖ increase fast with
time and the current sheet also grows stronger. The magnitude of j‖,max increases from 1.81 to
2.23 in this timespan. The corresponding increase of E‖,max is from 0.0245 to 0.2119. In this case
the thin current sheet contains more structures.
For a more visual presentation of magnetic reconnection, we should also inspect the magnetic and
velocity perturbations and the associated FAC density. Figure 5.3 shows the plots for these three
quantities in the xy-plane at z ≈ 44 and t = 96. Though these plots show the similar features
as in case of the fixed resistivity in Section 4.3.3, the features are much more pronounced here.
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Figure 5.2: Time evolution of E‖ and j‖ near the location of reconnection. Plots are taken (from
top) at t = 66, 78 and 90 in the xy-plane at z ≈ 42 (average location of reconnection during this
time).
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(a) (b) (c)
Figure 5.3: Plots of Magnetic and velocity perturbations and, FAC density indicating reconnection.
These three plots show (a) magnetic perturbation (b) velocity perturbation and (c) FAC density
- near the region of reconnection at z ≈ 44 and at time t = 96 indicating the presence of strong
transport. The FAC is strong enough so that magnetic reconnection takes place.
Figure 5.3a shows the magnetic perturbation and indicates much larger rotation of the incident
perturbation compared to the case of fixed resistivity (Figure 4.22). The velocity plot in Figure
5.3b shows a stronger plasma jet, in the outflow region, and faster convergence of the flow toward
the central region (see Figure 4.22b). These quantities are typical for the magnetic reconnections.
In Figure 5.3c the FAC density is scaled to the same fixed range for all plots. Strong current sheets
are observed at the location of reconnection.
For a closer inspection of the altitude variation of the FAC density, Figure 5.4 is added. These
plots show snapshots of the horizontal profile of the FAC density at time, t = 96 in a sequence of
increasing height. This time is much after the reflection and after the triggering of reconnection.
Several important features are illustrated in these plots. First, a very strong (prominent) current
sheet is observed at the ionospheric boundary (at z = 0) of the simulation domain. Probably, it
is the consequence of the shift of the reconnection region to a lower height (as illustated in Figure
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(a) (b) (c)
(d) (e) (f)
Figure 5.4: Evolution of FAC density with height (z) for dynamic resistivity case. The plots in the
xy-planes are taken at or near z = (a) 0, (b) 15, (c) 30, (d) 60, (e) 80 and (f) 100 and at time
t = 96.
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5.1), in this case, (compared to that discussed in Section 4.3.3). Second, the thin current sheets
remain embedded inside the large-scale (∼ 2 − 4 km, physical value) currents (as before). Third,
these plots show the presence of more structures in the current system. The narrowest parts of the
current sheets are of similar order of magnitudes (∼ 150− 200 m, physical value) compared to the
case of fixed resistivity but comparatively wider current layers are also present. Fourth, the length
of the thin current sheets increase with the increasing distance from the reconnection region and
close to this region more structure is present in the current sheets. Last, the magnitude of the FAC
density is less than that obtained with the introduction of fixed localized resistivity. Note, however,
that this is to some degree arbitrary because it depends on the chosen value of the critical current
density above which resistivity is switched on.
For insight into the dissipation of energy, E · j is plotted in Figure 5.5 in a xy-plane at z ≈ 42 and
t = 90. This plot demonstrates that most of the local dissipation of energy occurs in the form of
Figure 5.5: Plot of E · j in the xy-plane at z ≈ 42 at time t = 90. The dominant positive values
indicates the dissipation of energy.
heat in the immediate vicinity of the x-line because the dominant values of E · j are positive.
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5.2.1 Transport of energy associated with Alfve´n wave dynamics and reconnection
To better understand the transport and dissipation of energy for these MI coupling cases a com-
parative study is conducted for cases with and without reconnection. In all cases, the simulation
setup is the same as described, however, with different values of a uniform ionospheric conductance.
Figure 5.6 produces a set of plots showing the z-component of the Poynting flux (Sz) in xy-planes.
The first plot (Figure 5.6a) shows this Poynting flux (Sz) at z ≈ 150 at time t = 50. At this
time, the reflected Alfve´n waves have travelled up to z ≈ 32. Therefore, the first plot presents
the Poynting flux of only the incident Alfve´n waves which is used in all the cases of Chapter 5
and case III in Chapter 4. The other three plots are showing the Poynting flux (Sz) at z = 10
for the three cases of different uniform conductance at the same time. Thus, these plots present
the Poynting flux carried by the superposed (total) perturbation after the reflection, at heights
not far above the ionospheric boundary. In all of these results the Poynting flux is negative at the
locations further from the current sheet while the values are close to zero at or near the locations of
the current sheet. A negative value indicates that Alfve´n waves carry electromagnetic energy from
the magnetosphere toward the ionosphere. The relative values of the maximum magnitudes of the
Poynting flux (Sz,max) are different for the different conductances of the ionosphere. The value of
Sz,max is largest for the incident perturbations. This value decreases for the reflected perturba-
tions, with increasing conductance of the ionosphere. For the incident perturbation, the value for
Sz,max ≈ 3.94 inside the plotted area as obtained from the color-key. However, the corresponding
values of Sz,max are 1.68, 2.95, and 3.48 when the Pedersen conductances (ΣP ) are 2.25, 0.75, and
0.464, respectively. These conductance values correspond to the reflection coefficients (r) of 80%,
50%, and 30%, respectively. This result indicates that more energy is dissipated in the ionosphere
from the magnetosphere if the Pedersen conductance (or the reflectivity) of the ionosphere has a
samller value.
Figure 5.7 introduces three plots of the Poynting flux below, at, and above the fixed localized
resistivity region for case III from chapter 4. Close inspection of the results in these plots and
the respective color scale demonstrates that the major difference for the Poynting flux close to the
reconnection site is associated with regions close to the FAC layers. Specifically, above the localized
electric field the maximum downward Poynting flux is larger and below the reconnection site the
maximum Poynting flux is smaller. This indicates a net Poynting flux into the height where the
parallel electric field maximizes. This convergent Poynting flux appears to be present mostly in
and close to the FAC regions.
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(a) (b)
(c) (d)
Figure 5.6: Plots of Poynting flux (Sz) for incident and reflected waves. These plots are in the
xy-plane at t = 50 for (a) the incident wave at z ≈ 150 and r ≈ 80% (this r is insignificant, here);
for the reflected waves for (b) r ≈ 80% at z ≈ 10; (c) r ≈ 50% at z ≈ 10; and, for (d) r ≈ 30% at
z ≈ 10.
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(a) (b) (c)
Figure 5.7: Plots of Poynting flux (Sz) involving magnetic reconnection, at time t = 96, below, at,
and above the reconnection region, i.e., at heights (a) z ≈ 70, (b) z ≈ 80, and (c) z ≈ 90.
5.2.2 Varying the conductance of the ionospheric boundary
Thus far the investigations were conducted with a uniform ionosphere having a high value of con-
ductance. The ionosphere was set at a reflectivity of 80%. It is important to understand the
evolution of reconnection and parallel electric fields in response to the ionospheric conductance.
Therefore we included two additional runs with uniform but lower ionospheric conductance. Figure
5.8 shows the results for E‖,max when the ionospheric reflectivity values (r) are set at about 30%
and 50% (corresponding to ΣP ≈ 0.464 and 0.75, respectively). The plots use the same format as
in Figure 5.1. Comparing these two plots and the plot for E‖,max in Figure 5.1 it is evident that
the ionospheric reflectivity or the Pedersen conductance has a major influence on magnetic recon-
nection. Figure 5.8a shows an enhanced electric field for 30% reflectivity, only when the resistivity
is switched on temporarily but it turns off after this artificial perturbation. In comparison, Figure
5.8b demonstrates that although the parallel electric field is much smaller than in Figure 5.1 during
the late evolution, it is nevertheless steadily increasing toward the end of the run. This shows that
reconnection has started to operate on its own without being forced. Therefore, a reflectivity of 30%
cannot generate reconnection in this set up while for r ≈ 50%, reconnection is observed, though
it is not very strong. In this case the reconnection rate increases slowly with time. For a larger
value of r, reconnection becomes stronger. For r ≈ 50%, the increase of maximum value of parallel
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(a) r ≈ 30% (b) r ≈ 50%
Figure 5.8: Plots of E‖,max and its location for different reflectivities. Plots (in blue) illustrate the
time variation of maximum parallel electric field (E‖,max) in the entire simulation domain and the
other plots (in red) show the position of E‖,max using its z-value when the ionosphere reflectivities
are (a) ≈ 30% and (b) ≈ 50%.
electric field i.e. ∆E‖,max ≈ 0.0233 (from 0.0117 to 0.035) in a timespan of ∆t = 20 (between
t = 70 and t = 90). When the reflectivity is 80%, the corresponding change is ∆E‖,max ≈ 0.1651
(from 0.0475 to 0.2126). Hence the change is ∼ 7 times larger in the later case.
It is noted that this result is somewhat dependent on the specific details of the employed resistivity
model. Particularly this model uses a critical current density of 3 in order to turn the current de-
pendent resistivity on. It may be that for a lower value of this critical current density reconnection
may still start to operate for lower reflectivity but can be expected at a much lower rate. We can
obtain a theoretical estimate of the reconnection rate or the parallel electric field through scaling
laws of magnetic reconnection. Note that these scaling laws are based on two-dimensional recon-
nection and we will discuss the influence of the three-dimensional case later. Without shear flow,
the electric field along the z (parallel) direction scales with the product of Alfve´n speed, based on
the anti-parallel magnetic field components, and the magnitude of the anti-parallel magnetic field
[121]. In addition, shear flow can reduce the reconnection rate [113, 114]. Thus the reconnection
scales with
ER ∼ vAB⊥(1− v2s/v2A) (5.4)
and with the Alfve´n speed vA = B⊥/
√
µ0ρ such that
ER ∼ B2⊥(1− v2s/v2A)/
√
µ0ρ. (5.5)
In our normalized units this becomes
ER ∼ B2⊥(1− v2s/v2A)/
√
ρ. (5.6)
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The perpendicular magnetic field and the shear flow are directly determined by the Alfve´n wave
of the incoming and reflected wave. Denoting the amplitude of the incoming wave by B0 and
noting that the shearflow is, by definition - the Alfve´n speed based on B0, denoted by vs0 = vA0.
Therefore, based only on the incoming wave, the reconnection electric field scales with
ER0 ∼ E0(1− (v2A0/vA)2) = 0 (5.7)
where E0 = B
2
0/
√
ρ is the scaling for the reconnection rate without any shear flow.
Considering the superposition of reflected and incoming perturbations, the perpendicular magnetic
field is B1 = B0(1 + r), the shear velocity is vs1 = vs0(1 − r) and the new Alfve´n speed is vA1 =
vA0B1/B0. Since the density does not change significantly we can ignore the density in the scaling.
Thus the magnetic field coefficient in the reconnection rate for the superposed wave becomes B20(1+
r)2 and the velocity ratio becomes
(vs1/vA1)
2 = v2s0(1− r)2B20/v2A0/B21 (5.8)
= (1− r)2/(1 + r)2. (5.9)
Combining the magnetic field and the velocity factors the reconnection rate should scale as
ER ∼ E0(1 + r)2(1− (1− r)2/(1 + r)2) (5.10)
= 4rE0. (5.11)
This scaling shows the strong dependence of the process on the reflection coefficient. In terms of
the physics it is obvious that a high reflection coefficient leads to a higher current density and to
smaller shear flow both aspect favoring reconnection.
There are a couple of caveats that are important, in addition to this general scaling. First, the
scaling strictly applies to two-dimensional systems. In two dimensions large shear-flow indeed
switches off reconnection by forcing the current density at any X-line to 0 [113]. However, in three
dimensions with a large guide field (Bz), magnetic perturbations which lead to a 0 current density
at the x-line in 2D are carried out of the reconnection region along the guide field by Alfve´n
waves. Therefore large shear-flow does not switch off reconnection totally. Second, the derived
reconnection scaling is indeed only a scaling law and the specific properties of the resistivity or
of boundary conditions have an additional effect. Therefore the scaling laws should be considered
more as a basic limitation to the maximum reconnection rate. Anyhow, the main point in this
discussion was to demonstrate that a low conductance is expected to lead to a lower reconnection
rate which is qualitatively consistent with the result shown in Figure 5.8.
As it is evident that the magnitude of the Pedersen conductance plays a major role in the evolution
of magnetic reconnection, it is also interesting to investigate similar cases where the ionospheric
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Pedersen conductance has a gradient. Four cases as studied. The conductance patterns for these
four cases are shown in Figure 5.9. In all the four cases the conductance gradients are along the
Figure 5.9: 4 Patterns of y-gradient of Pedersen conductance used in the study. The values of
different reflection coefficients are shown using the colors.
y-directions and the central conductance region extends from y = 12 to y = 28. The plots of E‖,max
are shown in Figure 5.10 for these cases. These plots demonstrate that similar to the magnitude
(a) (b)
(c) (d)
Figure 5.10: Plots showing the time variation of E‖,max and its height in the simulation domain
when the ionosphere has gradients in its reflectivity (or conductance) such as (a) 30% inside 80%,
(b) 80% inside 30%, (c) 50% inside 80%, and (d) 80% inside 50%.
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of uniform reflectivity, its gradient has also an important influence on the evolution of magnetic
reconnection. Compared to a uniform high reflectivity of 80% (Figure 5.1), the patterns B and
D have the same high conductance in the region where reconnection operates in the high uniform
conductance case. However, not only is the parallel electric field comparable in the runs with
patterns B and D, it develops faster in these two case, and it is largest for pattern B (Figure 5.10b).
In this case the region of 80% reflectivity is bound by the regions of much lower (30%) reflectivity,
implying a strong gradient along the direction of the polarization of the perturbations. In this
case a steep increase in the value of E‖,max is observed immediately after the reflected wave passes
through the region of the trigger resistivity after t=62.
Similarly surprising are the results for the conductance patterns A and C. In both of these runs
the conductance below the reconnection site is lower and for case A the corresponding uniform low
conductance actually switched off reconnection. In contrast the reconnection rate for pattern A
increased quite rapidly, and although somewhat lower than for the uniform high conductance case,
reconnection for pattern A was comparable to the high uniform ionospheric conductance.
For the uniform conductance cases, the height of the maximum parallel electric field was lower for
r=0.5 than for r=0.8. A rather low height for the maximum electric field is also seen for all cases
with gradients in the conductance. Particularly patterns A and C show that the maximum parallel
electric field late in the simulation is at heights corresponding to only 1000 to 1500 km above the
conducting boundary.
To shed more light into the distribution of the associated FAC densities, this evolution is shown in
Figure 5.11. Consecutive pairs of plots represent the FAC density at the height of the maximum
parallel electric field and at the ionospheric boundary (z=0) in the order of the ionospheric patterns
described in Figure 5.9. The times and xy-planes, for the plots are chosen, based on time and
location of E‖,max for each case. Actually, the plots at the ionospheric boundary show the z-
components of the current density (effectively, the FAC with a sign change) in colors and the
horizontal components of current density with the arrows.
Noteworthy insights from these plots are: (1) reconnection is more likely above the locations of
strongest gradient in Pedersen conductance when there is a low conductance strip interlaid in a
high conductance background. Cases A and C show two reconnection sites, almost directly above
the boundaries between high and low conductance regions (Figures 5.11a and 5.11e). (2) More curls
and folds are observed in the current sheets. Examples are Figures 5.11b, 5.11c, 5.11f. (3) The
FAC appears to be partially cut off or strongly modified at ionospheric heights for the cases with a
high conductance in the center (Figures 5.11d, 5.11h). In fact these cases show FAC filaments with
a strong positive (downward) FAC density in the low conductance regions. (4) Similarly, the cases
with a low conductance in the center (A and C) show downward FAC filaments in the central (low
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.11: Evolution of FAC density for different patterns of ionospheric Pedersen conductance
gradients (see Figure 5.9). With: patterns A (at t = 87) (a) z = 10 and (b) z = 0; B (at t = 81)
(c) z ≈ 32 and (d) z = 0; C (t = 90) (e) z ≈ 15 and (f) z = 0; and D (t = 82) (g) z ≈ 20 and (h)
z = 0.
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conductance) region (Figures 5.11c, 5.11g).
Figure 5.12 illustrates the convection patterns at the ionospheric boundary (z = 0) for the above
mentioned four cases, arranged in the same order. In these plots the arrows represent the horizontal
(a) (b) (c) (d)
Figure 5.12: Convection patterns at the ionospheric boundary for the 4 cases illustrated in Figure
5.9. The times corresponds to the time of E‖,max.
components of velocity perturbation and the colors represent the presence of vertical componets
which are not very significant here. The steady state velocity in each case is determined by the
incompressibility of the fluid after being influenced by the ionospheric conductances at the time
of reflection. Here, velocities are generally larger in regions of lower conductance. It is also seen
that regions with high FAC density in the ionosphere (Fig 5.11) have fairly large antiparallel flow
component on the two sides of the FAC. Furthermore the plots (a) and (c) show a large convection
vortex in the central low conductance region. This is reminisced of the convection vortices of the
case IV in Chapter 3 with an incident FAC and conductance gradients along the polarization of
the incident Alfve´n waves.
The energy transfer between the magnetosphere and the ionosphere is also one aspect of Interest.
Plots in Figure 5.13 shows the Poynting flux (Sz) in the xz-planes and integrated along the y-
direction for the different cases. The plots follow the same order and times as in last 4 figures.
Here, a few interesting features are: (1) The top-part consistently shows the transition from the
incident to the reflected waves; (2) Poynting flux is positive around the locations of reconnection;
(3) The region of positive Poynting flux is very much localized for case B and D, i.e., for the cases
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(a) (b) (c) (d)
Figure 5.13: Plots of Poynting flux for the 4 cases illustrated in Figure 5.9. These plots show the
total Poynting flux integrated along the y-direction.
with a higher conductance region interlaid in a lower conductance background. This maximum
occurs in these cases close to the ionospheric region; (4) In comparison, cases A and C, with a lower
conductance strip inside a higher conductance background, show a vertically elongated region of
positive Poynting flux; (5) Widening of the lower magnitude of the Poynting flux, at heights close
to the ionosphere is another interesting feature. This is not so prominent for case D, in which the
reconnection site (i.e., the region of localized positive Poynting flux) shifts close to the ionosphere.
Note that the reflected wave boundary (in different cases) is at different heights because the plots
are chose at the time of maximum E‖.
Overall, it can be inferred that the FAC evolution in presence of the gradient in ionospheric Pedersen
conductance is more complex. However, in all cases, reconnection starts to operate and in some,
reconnection is comparable or faster than in the uniform high conductance example.
5.3 Summary and discussion
The study in this chapter intended to examine the formation and evolution of parallel electric fields
by using (a) a more realistic resistivity model which removes the constraint of a fixed parallel electric
field region imposed in Chapter 4, and (b) a variety of different ionospheric conductance boundary
conditions. While the basic results are, qualitatively, similar to those obtained in the previous
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chapter, this study reveals a better understanding of the properties of parallel electric fields. The
employed localized resistivity has two important properties. It depends on the magnitude of the
local value of current density and it is switched on only when the local current density exceeds a
specified critical value. In order to trigger reconnection a localized resistivity at a height ≈ 1.25 RE
is switched on for a brief period of time at t = 50. This short-time contribution to the resistivity is
used to introduce a magnetic perturbation from which reconnection can grow subsequently. Note
that similarly one could have used a small magnetic or velocity perturbation.
For the formation of parallel electric fields, in presence of a resistivity, FACs are required. FACs of
magnetospheric origin are introduced in the top 16% of the simulation domain as is done before in
several cases. The presence of the FACs associated with the incident perturbations is not enough
for a fast magnetic reconnection and the incident perturbation carries an Alfve´nic velocity per-
turbation which tends to inhibit magnetic reconnection. The reference case in this chapter uses a
high value of the Pedersen conductance such that a higher fraction (≈ 80%) of the incident Alfve´n
wave is reflected yielding a higher FAC density for the sum of the incident and reflected pertur-
bation. In presence of the stronger FAC, and the associated reduced value of the total velocity
perturbation, magnetic reconnection is triggered. The reconnection rate gradually increases which
is indicated by the sharp increase of the value of E‖,max inside the domain. With the increase of
E‖,max, a reduction of height of its location is observed. This represents downward displacement
of the reconnection region. During reconnection, fast convection is observed in the outflow region
indicating the conversion of magnetic energy to kinetic energy. Around the boundary of the outflow
region, the perturbation magnetic fields are rotated developing the x-component and reducing the
y-component. The modified current sheet shows more structures (curls and folds) compared to the
case III studied in Chapter 4. Inspecting the quantity E · j demonstrates the dissipation of energy
in the form of heat in the region with a maximum value of E‖.
Alfve´n waves carry electromagnetic energy in the form of Poynting flux (S). The results for the
z-component of Poynting flux, Sz, being negative show that the incident Alfve´n waves carry electro-
magnetic energy form the magnetosphere to the ionosphere as expected. After reflection (without
reconnection), the Poynting flux remains negative although its magnitude decreases. This decrease
is more pronounced if the ionospheric Pedersen conductance is higher. This indicates that less
energy of the Alfve´n wave is dissipated for larger Pedersen conductance of the ionosphere. These
results are not unexpected and in fact can be derived analytically because the Poynting flux of the
incident and of the reflected wave are determined by the Alfve´n wave dynamics. For an magnetic
field amplitude δBy of the incident wave the incident Poynting flux along the vertical direction is
Pz,i = vAδB
2
y . After reflection the velocity decreases by a factor of (1 − r) and the magnetic field
increases by (1 + r) such that the vertical Poynting flux becomes Pz,r = vAδB
2
y(1− r2).
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In the presence of magnetic reconnection, the Poynting flux, away from the current sheet is similar
to the cases without reconnection. However, the Poynting flux in the current sheets above and
below the region of the maximum parallel electric field is downward and upward, respectively, i.e.,
converges toward the height of the maximum E‖. This is consistent with the positive value of E.j
associated with the maximum E‖.
In comparison with the reference case with uniform high value of Pedersen conductance, two ad-
ditional cases with, lower values of a uniform Pedersen conductance are considered. The results
demonstrate faster reconnection for higher values of the Pedersen conductance. Magnetic recon-
nection may not occur at all below a certain uniform value of the Pedersen conductance.
Lastly, several cases are considered to explore the influence of gradients in the ionospheric Ped-
ersen conductance. The current sheets appear more complex in these cases with folds and fairly
intense downward current filaments. Particularly, if a lower conductance region is interlaid in a
higher conductance background and the conductance gradient is high, reconnection occurs above
the regions with a strong conductance gradient. In the cases, where a region of higher conductance
is present with a background of lower conductance, fast reconnection measured by the magnitude
of the parallel electric field takes place with a sharp increase in the value of E‖,max. However, the
reconnection rate is also considerably enhanced for cases where the reconnection trigger is initially
located above a low conductance region. Overall this suggests the conclusion that while recon-
nection is certainly favored by a highly reflective ionosphere, reconnection seems also enhanced by
strong conductance gradients. For all cases the reconnection location gradually shifts downward.
This downward displacement is larger for lower conductance and it is particularly strong for cases
with strong conductance gradients.
We had briefly discussed such a downward shift of the E‖,max region. The location of this E‖,max
is not easily explained because E‖ is not transport like other plasma properties such as density
of pressure. Rather, the cause for the E‖ displacement must be the underlying dynamics that
determines the current density locally. We note that reconnection itself leads to a smaller width
of the FAC, however, why this width should decrease faster below the E‖,max region than above is
subject to speculation. It may be that the upper regions of the ionosphere with a relatively small
collisional resistivity contributes to the thinning of the FAC sheet at these heights and therefore
contributes to the downward shift.
Note that for a more realistic system a very low density and its height profile can contribute to the
height of the E‖,max region because a low density implies a much higher Alfve´n speed and therefore
a higher electric field in the reconnection scaling. A systematic study of this aspect is beyond the
scope of this research and should be conducted later.
The model of magnetic reconnection as a process for the formation of discrete aurora is not en-
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tirely new. However, prior work has not investigated this process as a result of the interaction of
incident and reflected Alfve´n waves or considered the aspect of different ionospheric conductance
boundary conditions. In the presented results the Alfve´nic interaction is obviously highly important
for the results. Particularly, the aspect of Alfve´nic shear flow, that is always present for a single
Alfve´n wave, proofs to be of major importance because this shear flow can turn off reconnection
and therefore prevents reconnection to operate. Similarly, the strong influence of the ionospheric
conductance is new and also of major importance for this process. A more detailed summary of
this process in relation to other works is presented in Chapter 6.
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Chapter 6
Summary and Discussion
Introduction
The goal of this thesis research is a better understanding of the coupling between the magneto-
sphere and the ionosphere, one of the fundamental problems of near-earth space plasma physics.
This research has been conducted using three-dimensional plasma simulations of the magnetosphere-
ionosphere interaction. The electrodynamical coupling processes between the magnetosphere and
the auroral ionosphere are the key to the energy and momentum transfer between these two re-
gions of space [25], where the prevailing characteristics of the ambient spaces are different. This
magnetosphere-ionosphere (MI) coupling is determined by field-aligned currents (FACs) and associ-
ated parallel electric fields [124]. The FACs are closed in the ionosphere through Pedersen currents
[125] and believed to be influenced by the localized electric fields parallel to the geomagnetic fields.
Here, the ionosphere is also not merely a passive element in this MI-coupling system, which only
react to the input from the magnetosphere. Rather, the ionosphere plays a dynamic role in the
evolution of MI-coupling processes through neutral winds and conductance patterns and results in
changes which in turn modify FACs and thereby the MI coupling physics.[126].
In this research, I investigated the evolution (i.e. the generation and modification) of FACs by the
ionospheric and magnetospheric causes with focus on the role of ionospheric Pedersen conductance,
and the basic physical effects associated with and required for the localized parallel electric fields.
The first part of this research addresses the influence of the ionospheric Pedersen conductance on
FACs. This interaction as well as the subsequent research required the implementation of a par-
tially conducting lower boundary that enabled desired magnitudes and profiles of the ionospheric
Pedersen conductance for the simulation experiments. The second part of this study addresses and
clarifies the relation of localized parallel electric fields and field-aligned electric currents. Specifi-
cally, it shows that a localized parallel electric field is the source of Alfve´n waves and is not physically
plausible in a magnetic field in the absence of electric currents and it presents basic properties of
parallel electric fields within FAC layers. The last part of the presented research combines the first
part of the study, i.e., the formation and modification of field aligned current through ionospheric
conditions, with the second part addressing the evolution of parallel electric fields. This last part
explores the effect of ionospheric conditions on the formation of parallel electric fields, their evo-
lution, and the resulting changes in the FAC distribution. This interaction has also implications
on the energy transport and dissipation in the MI coupling process. The following sections contain
a summary of the important aspects of this work including the main and significant results, an
overall discussion, and future works.
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6.1 Summary and main results
6.1.1 Basic methodology
In this study, all the simulations use a 3D-2fluid (ions and neutrals) model originally developed by
Birk and Otto [56]. The system under consideration is described by a set of normalized partial differ-
ential equations, which describe the basic dynamics of a fully ionized plasma interacting with a neu-
tral fluid. The discretization of the normalized equations uses the DuFort-Frankel method, which
provides a second order accurate numerical solution of the combined three-dimensional boundary
and initial value problem. The simulation domain assumes its base at about 100 km, and the
horizontal and vertical extents of the domain, are chosen in the range of 16–60 km and 2–5 RE ,
respectively. Therefore this domain extends, vertically, between the ionosphere and the magneto-
sphere. The geomagnetic field is assumed to be uniform in the vertically downward direction (for
the northern hemisphere) inside this domain.
Simple Alfve´nic (magnetic and velocity) perturbations are imposed close to the magnetospheric
boundary and travel from the magnetosphere toward the ionosphere. The magnitude of the mag-
netospheric perturbations is kept constant, thereby representing infinitely long wave trains in order
to study the low frequency ionospheric response. A part of this infinitely long wave is reflected
back in the upward direction depending on the magnitude of the imposed ionospheric Pedersen
conductance. The superposition of the incoming and reflected waves determines the total magnetic
and velocity perturbations, above the ionosphere. A simple equation uniquely relates the coefficient
of reflection (r) and Pedersen conductence (ΣP ) of the ionosphere. This allows to relate any specific
level of reflectivity of the ionosphere with a corresponding value of ΣP .
If the ionospheric Pedersen conductance is high, strong Pedersen currents develop in the ionosphere
following Ohm’s law. This Pedersen current is mostly confined to the lower boundary and a minor
fraction flows along a few grid levels above the (lower, ionospheric) boundary. This is more pro-
nounced for higher conductance. For all considered cases the entire Pedersen current is contained
close to the lower boundary below z ≈ 3 with much of this current at the actual lower boundary of
the system. This approach has better numerical stability and allows much longer integration steps
in time than a fully height resolved ionosphere. This basic method for controlling the ionospheric
conductance and reflection is then employed in all aspects of this investigation.
6.1.2 Pedersen conductance and FAC formation
Along with the applications with uniform ionospheric conductance it is demonstrated that the
gradient in the Pedersen conductance and its orientation have a major influence on the evolution
and modification of FACs. In combination with different conductance boundary conditions, this
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study uses Alfve´nic perturbations with and without FACs in the incident waves. Four different
combinations of magnetospheric perturbation types and imposed ionospheric Pedersen conductance
patterns are considered. The main results for the different cases are:
Incident FAC interacting with uniform ionospheric conductance: In this case (I) the
incident FACs are modified after reflection from the ionosphere in association with the production
of Pedersen currents. After reflection, the net FAC into the ionosphere is determined by the incident
and reflected Alfve´n waves. The ionospheric electric field (based on the total velocity perturbation)
has two polarities and combined with Ohm’s law (IP = ΣPE) implies a convergent Pederson current
which exactly matches the FAC and insures current continuity. If the magnitude of the imposed
Pedersen conductance is higher, FAC and Pedersen current are larger. The resulting currents and
electric fields can be easily derived from the incident Alfve´n wave and the reflection condition in
the ionsophere.
Uniform incident perturbation interacting with a nonuniform ionospheric conduc-
tance: In these cases (II & III), no FACs are present in the incident perturbation. However,
results are different for different orientation of the conductance gradients relative to the polariza-
tion of the incident wave. The findings are:
For conductance gradients perpendicular to polarization of the incident wave (case II):
FACs are generated along the conductance boundaries. The reflected Alfve´nic (magnetic and veloc-
ity) perturbations are nonuniform across the conductance boundaries resulting in different values
of δBy above the different conductance regions. This implies a z-component of ∇ × B
(
=
∂δBy
∂x
)
above the conductance boundary. In each conductance region, the Pedersen current is determined
by δBy of the sum of the incident and reflected perturbations. This current is consistent with
the respective electric field and conductance values for each conductance region. Both, the total
Pedersen current and FAC are independent of the width of the conductance boundary and are fully
determined by the incident wave amplitude and ionospheric reflection.
For the gradients aligned with the polarization of the incident wave (case III): Even
though this geometry cannot cause FACs, it provides significant insight into a mechanism that
can yield a significant local increase of the Pedersen currents above the values inferred by simple
Alfve´n wave reflection. The basic configuration consists of a strip of high ionospheric conductance
embedded in a region of low conductance. Different from the configuration for the other cases,
this setup does not lead to a steady state immediately after Alfve´n wave reflection. Rather, such
a steady state develops over a time period corresponding to the fast mode travel time across the
high conductance region. For the final steady state, incompressibility forces the velocity to assume
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a uniform value in the high and low conductance regions. This value is determined by the average
Pedersen conductance. This creates a dome-like strong magnetic perturbation above the high con-
ductance region with a correspondingly strong Pedersen current. Since the average conductance
decreases with decreasing width of the high conductance strip, the uniform electric field and the
high conductance magnetic perturbation increases with decreasing width of the high conductance
strip.
The explanation of Cowling conductance uses a similar geometry. However, the conducting region
is bounded by nonconducting regions on both sides. This geometry also generates an enhanced
current along the conducting strip, determined by the Cowling conductance which can be consid-
erably higher than the Pedersen conductance.
In our simulation, no Hall conductance is included and the Pedersen current is enhanced by the con-
straint of incompressibility, which implies a uniform velocity and electric field. This effect should
still be present in cases when Hall conductance is included. However, a complete discussion of
this situation requires the inclusion of Hall conductance. Such an investigation would also pro-
vide insight into a more generalized Cowling conductance where the condition of no conductance
(boundary) is replaced by low conductance. Unlike the Cowling case, here the relative widths of
the different conductance regions have a strong influence on the resulting high conductance current.
Incident FAC interacting with a nonuniform ionospheric conductance: In general,
magnetospheric currents are modified after reflection from the ionosphere. The complexity of the
modification depends on the pattern of the conductance at the lower boundary. This case (IV) is
practically a combination of cases I and III and the final steady state is a truly three-dimensional
configuration. Here, the gradient of conductance is aligned with the polarization of the Alfve´nic
perturbations. As a result the uniform FAC-sheet becomes nonuniform (and enhanced), along its
length, after reflection from the ionosphere. An intense central FAC over the high conductance
region is embedded in a wider FAC with lower current density. Lower FAC density is generated
outside the (main) current sheet. Closure of these FACs generates nonuniform, convergent (or di-
vergent) Pedersen current. In this case different quantities like electric field, velocity and Pedersen
current vary in a fully three-dimensional (complex) manner.
In contrast to case III, the steady state velocity is different over the different conductance regions
and develops flow vortices at the edges of the low conductance regions close to the FAC sheet.
Away from the FAC sheet, the velocity gradually tends to become uniform (similar to case III).
Consequently, the Pedersen currents are distinctly different in the different conductance regions at
locations, close to the FAC sheet. However, away from the FAC sheet, they tend to become more
uniform over the different conductance regions.
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In an additional case the interaction between a uniform perturbation and a high conductance patch
inside a low conductance background is studied. Here, strong Pedersen currents result inside the
high conductance patch, which close two FAC filaments on two opposite edges of the patch (sepa-
rating the high and low conductance regions). All these cases highlight that the incompressibility
of the plasma flow plays a highly significant role in the steady state velocity distribution, which
in turn determines the electric field at the ionospheric boundary. Combined with the Pedersen
conductance, the electric field generates the required Pedersen current. Current continuity links
the evolution of Pedersen currents with the evolution of FACs.
6.1.3 Properties and effects of localized parallel electric fields
Chapter 4 explores basic properties of the relation between parallel electric fields and field-aligned
electric currents. This study has two main parts. First, a localized electric field along a uniform
magnetic field (representing the geomagnetic field), is introduced in the form of a blob (3D local-
ization) and of a horizontal rod (2D localization) at heights corresponding to ≈ 1 RE .
The presence of the parallel electric field gives rise to an immediate and continuous generation of
an azimuthal magnetic perturbation caused by the horizontal gradients of the electric field. The
magnetic perturbations imply the presence of a FAC, and they expand in the up and downward
directions in the form of Alfve´n waves. An inspection of the induction equation demonstrates that
the generation of azimuthal (magnetic) flux is determined by the magnitude and the horizontal
gradient of the parallel electric field. The value of the actual magnetic perturbation depends on
the balance between the rate at which magnetic flux is produced and the Alfve´n speed which de-
termines the flux transport rate along the magnetic field away from the localized parallel electric
field.
However, an inspection of E · j shows that this quantity is mostly negative, which implies that a
localized parallel electric field acts as a generator of energy, which is consistent with simple physical
intuition, i.e., a magnetic perturbation and magnetic energy travel away from the localized electric
field. This is physically not plausible because the uniform magnetic field cannot provide a source
for the energy transport out of the E‖ region.
A steady state solution with a localized E‖ is possible if two Alfve´n waves (torsional for case I and
sheared for case II) which exactly match the properties of the expanding waves but have oppo-
site magnetic polarity would converge toward the E‖ region. However, this violates causality as
it requires a prior knowledge (by the outer world) about the localized E‖. Therefore this result
implies that a parallel electric field can form only in response to field-aligned electric current and
cannot be simply postulated. Nevertheless, this numerical experiment also implies that a localized
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parallel electric field causes a magnetic flux perturbation and Alfve´n waves traveling away from the
localized E‖ region.
The second part explores the formation of parallel electric fields by introducing localized blob of
resistivity into the system in which a FAC is introduced by two Alfve´n wave trains traveling from
the magnetosphere down into the ionosphere. In this case the Alfve´nic perturbations and the as-
sociated FACs travel downward and eventually reach the location of the resistivity blob (of fixed
magnitude). Then they are reflected at the ionospheric boundary, and travel back to the resistive
region. In the presence of the FACs, parallel electric fields are formed in the resistive region, the
magnitudes of which vary with the intensity of the FACs. FACs increase further after the reflected
wave passes the resistive region. In the chosen example with a reflection coefficient of 0.8, magnetic
reconnection is initiated in the resistive region. This process leads to a further increase of the par-
allel electric field and is documented by the magnetic field, electric current density, and horizontal
flow configuration at the height of the resistive patch, and may initiate reconnection depending on
its strength.
The location of the maximum value of parallel electric field (E‖,max) is the site of the reconnection.
During reconnection the value of E‖,max increases sharply for the chosen Pedersen conductance.
Other noteworthy features are a downward shift of the reconnection site, positive values of E · j
indicative of energy dissipation, and, the formation of very thin current sheets. These thin FAC
current sheets spread from the reconnection site up and down the field line and are embedded in a
much wider FAC system.
As the FAC intensity increases, ions converge from two sides toward the FAC sheet. It is expected
that this generates an increase of density and pressure at the base of an upward FAC filament
in the ionosphere. It is verified that the density is indeed enhanced along the foot-points of the
upward FAC sheet and depleted away from this current sheet. It is also demonstrated that the FAC
current density exactly matches that of the gradients in the Pederson current, which also implies
an excellent validity of current continuity (∇ · j = 0) in the simulation.
6.1.4 Evolution of dynamic parallel electric fields
This study is intended to investigate more realistic parallel electric field evolution. Different from
the resistivity with fixed magnitude and location (used in the prior chapter 4), here, the introduced
resistivity is current dependent and becomes active only when it exceeds a certain threshold value.
Therefore, this model removes the constraints of a fixed location and magnitude for the resistivity,
and it has more freedom in its formation, which results in the dynamic evolution of parallel electric
fields. A small localized resistivity is still switched on only for a brief period of time to trigger
reconnections. Without this trigger the evolution of reconnection would occur slower than that by
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including the resistive perturbation.
The reference case in this study employs the same high conductance used in the prior chapter and
the overall evolution is rather similar. After the incident Alfve´n wave with the FAC layer passes
the resistive trigger, a moderate parallel electric field develops with the resistive perturbation. This
parallel electric field increases significantly only after the reflected wave passes this region. Com-
parison runs with lower uniform conductance show that an amplification occurs still for a reflection
coefficient of 0.5 but reconnection is turned off for a reflection coefficient of only 0.3. Two reasons
for this behavior are: (1) that higher conductance (and reflectivity) generates higher magnetic field
perturbations and therefore principally high reconnection rates and (2) lower conductance leads to
higher velocity perturbations and reconnection is reduced or can be switched off entirely for faster
shear flow.
Interesting results are obtained with nonuniform ionospheric conductances. This comparison in-
cludes 4 cases, 2 of which use a central region of high conductance embedded in a lower conductance
background and 2 employ a central region of lower conductance embedded in a background of high
conductance. The reconnection trigger is switched on only above the central region, i.e., for two
cases above a lower conductance region. In all of the cases, reconnection start to operate as iden-
tified by the magnitude of the parallel electric field. Reconnection is faster than in the cases of
corresponding uniform ionospheric conductance. In all cases, the FAC layers exhibit more complex
patterns. The cases with a central lower conductance region, result in reconnection, approximately,
above the location of conductance gradient. Reconnection is very fast, surpassing the uniform high
conductance case, for a central strip of high conductance. In all cases with current dependent resis-
tivity, the reconnection site, characterized by the maximum value of the parallel electric field, move
closer to the ionosphere, which is more pronounced for the conductance gradient cases. Among
these, the maximum parallel electric field is at a height of only 1000 to 1500 km when reconnection
operates.
An important aspect of MI coupling is the energy flux and dissipation. For the simple system of an
incident and reflected Alfve´n wave the vertical component can be computed from the properties of
the incident wave and ionospheric reflection. An examination of the z-component of the Poynting
flux (being negative) shows that this flux is fully consistent with the analytic value away from
the FAC sheet for all cases. This flux is strongly reduced by the reflected wave compared to the
incident perturbations. This reduction increases strongly with increasing conductance where the z-
component of the Poynting flux of the superposed incident and reflected waves is Pz,r = (1−r2)Pz,i
with the incident flux Pz,i = δB
2
yvA.
The Poynting flux for all reconnection is modified strongly close to the FAC layer. Inside the cur-
rent sheets the Poynting flux can be positive, and there is a net Poynting flux toward the height
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of the maximum parallel electric field from above and below. This is particularly noticeable below
the E‖,max region where a positive contribution to the Poynting flux extends to a wider region from
the unperturbed FAC layer.
Clearly, the evolution of strong upward parallel electric fields should be related to downward elec-
tron acceleration and precipitation. The fluid simulation has no microphysical process directly
related to the acceleration of particles but it is possible to construct a proxy for auroral arc loca-
tion by integrating the parallel electric field from the ionospheric boundary upward along magnetic
field lines. In an electrostatic configuration (steady state) this integral would correspond to a
potential difference, but since this evolution is not electrostatic a better terminology might be a
‘quasi-potential’ or ‘parallel potential’. The results are shown in Figure 6.1 where the first plot
(Figure 6.1a) corresponds to a uniform high conductance (r = 80%) of the ionosphere. The other
(a) (b) (c) (d) (e)
Figure 6.1: Plots of parallel potentials for different ionospheric conductance patterns: (a) uniform
high conductance, (b-e) representing the cases illustrated in Figure 5.9, in order.
plots, in order, correspond to the 4 cases, illustrated in Figure 5.9. Here the highest values actually
correspond to highest precipitating particle energy rather than energy flux.
Figure 6.1 illustrates that the highest quasi-potential is located in filaments even thinner than the
embedded current sheets from the simulation. Generally, the morphology of a very narrow precipi-
tation region extended over a large distance is highly reminiscent of discrete auroral arcs. Similarly
the evolution of folds or curls reminds of some auroral structure. Note that in comparison to the
location of the FAC and the fact that convection is strongly sheared across the potential filaments
(compare Figures 5.11 and 5.12).
There is a clear distinction also between the uniform and the nonuniform conductance cases where
the nonuniform cases show filaments with the highest quasi-potential above high conductance re-
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gions and curls or folds above low conductance regions. Note, that the folds can in part be attributed
to the velocity vortices at the conductance boundaries.
It is instructive to compare the parallel potential difference (see quasi-potential scale in Figure 6.1)
to the maximum parallel electric field, which demonstrates that for all cases the parallel electric
field must at least extend to several 10 distance units (or several 1000 km) along the magnetic field
in the vertical direction.
One has to be careful not to interpret these results too literally for actual discrete arcs because
of several idealizations and an artificially imposed ionospheric conductance pattern. However, the
results still demonstrate many similarities to actual discrete aurora and the importance of the
ionospheric conductance for the evolution of parallel electric field and auroral acceleration regions.
6.2 Discussion
Research on the coupling between the magnetosphere and the ionosphere has been conducted for a
long time (e.g., [17, 27, 29, 30]). For the processes of different temporal and spatial scale size, various
models have developed (e.g., [22, 24, 28]). These models help to understand how the coupling
operates and how this coupling effects important space plasma processes that participate in the MI
coupling (e.g., [18, 19, 127, 25]). The investigations in this study are based on three-dimensional
simulations of the MI system and have the objective to better understand the magnetospheric and
ionospheric influences on the formation and evolution of field-aligned electric currents and their role
and influence on the evolution of field-aligned electric fields. This research applies to low frequency
coupling processes that are dominant in establishing ionospheric convection and current systems.
The most important results of this thesis are:
• The ionospheric conductance and conductance gradient are a major factor in the formation
and modification of FACs:
(a) A high value of ionospheric conductance strongly amplifies FACs that are imposed on the
ionosphere from the magnetosphere;
(b) Conductance gradients can generate strong FACs even if the incident perturbation does
not carry any significant FAC;
(c) Localized high conductance regions can generate Pedersen currents much larger than
inferred by simple Alfve´n wave reflection when the polarization of the incident wave has a
component along the conductance gradient;
(d) Interaction between the FACs, imposed from the magnetosphere, and the ionospheric
conductance gradient yields nonuniform FACs with the generation of additional FACs outside
the imposed one. This results in nonuniform Pedersen currents in the ionosphere.
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• Localized parallel electric fields act as a source of local magnetic flux generation and associated
Alfve´n waves. Such fields are not physically plausible in a magnetic field without the presence
of FACs.
• Localized parallel electric fields can form in FAC layers as a result of locally enhanced (anoma-
lous) resistivity:
(a) They are strongly enhanced by magnetic reconnection if the FAC is amplified by high
ionospheric conductances;
(b) Strongly enhanced fields cause very thin and intense embedded FAC layers with charac-
teristic fast tangential convection and perpendicular fields pointing toward the FAC layer for
upward current;
(c) Ionospheric conductance gradients have a major influence on the magnitude, evolution,
and height of the localized parallel electric fields. Conductance gradients increase the electric
field in all cases considered in this study;
(d) Parallel electric fields can be switched off entirely for low ionospheric reflectivity;
(e) the ionospheric morphology of FACs, convection, electric fields, and likely precipitation
regions have many similarities with discrete auroral arcs.
Some aspects of these finding are not entirely new or unexpected such as the amplification of FAC
by high ionospheric conductance, however, in combination these results produce a new systematic
picture of the ionospheric role for MI coupling.
This entire research can be broadly discussed in two parts. The first part of this dissertation
presents a systematic study of the magnetospheric and ionospheric influences on the evolution and
modification of FACs with focus on the role of ionospheric Pedersen conductance and its gradi-
ents. FACs are typically generated in the magnetosphere and are carried into the ionosphere by
Alfve´n waves. During their reflection from the ionosphere these FACs are modified depending on
the magnitude and distribution of ionospheric conductance. For conductance gradients, along the
polarization of the wave, strong Pedersen currents can be generated which in turn enhance the FAC
as well.
The second part of this dissertation addresses the properties and evolution of parallel electric
fields in an attempt to better understand the formation of discrete auroral arcs in response to the
evolution of FACs for predetermined ionospheric conductance patterns. First, it is demonstrated
that localized parallel electric fields generate magnetic flux such that their presence in a uniform
magnetic field is not plausible. It is shown that parallel electric fields generated in a FAC in the
presence of a (anomalous) resistivity represent a load and can provide physical explanation for the
auroral acceleration geometry. The results demonstrate that such electric fields can be significantly
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enhanced by Alfve´n wave reflection where both magnitude and gradients of the ionospheric con-
ductance are important. The strongly enhanced parallel electric field is associated with magnetic
reconnection and modifies the FAC system such that thin current layers (with curls and folds) are
observed to be embedded in the large scale current system.
Ionospheric conductance and FAC evolution: Many studies address aspects of FACs and
ionospheric conductances. For instance, Cloutier [128] investigated ionospheric effects related to
the production, maintenance, and control of FACs; in a paper on the east-west variation of mag-
netic field at the mid-latitudes, Nakano et al. [129] concluded that the variation of FACs are due
to the variation of ionospheric polar cap conductivity; Ridley et al. [130] focused their study on
quantifying the influence of the ionospheric conductance on the magnetospheric configuration dur-
ing steady southward IMF conditions.
However, almost no studies attempt a systematic relation between the local ionospheric conduc-
tance and its direct influence on the evolution or modification of such currents. A particularly
poorly understood topic appears to be the role of conductance gradients. While it has been long
established that such gradients are important for the local electric field and current configuration
in the ionosphere, for instance in the model of the Cowling conductance, a systematic study of this
interaction is not available. This represents a major lack of insight of the currents associated with
large conductance gradient such as during an auroral substorm or at the terminator where the sunlit
ionosphere has a much higher conductance than the dark ionosphere. It has also been speculated
that discrete arc formation may require nightside conditions or strong conductance gradients [131].
Furthermore, many global MHD simulations use ionospheric conductance boundaries and therefore
implicitly make use of the FAC-conductance physics.
Traditionally, the Cowling geometry has been considered as the only possibility of a strong increase
in the ionospheric currents. Such an increase is deemed important, for instance, associated with
the Harang discontinuity or substorm expansion [23, 24]. The presented results demonstrate that
an important element for a high ionospheric current can indeed be a thin strip of high conductance.
However, in the results in our models, the dominant aspect for convection across such a strip is
incompressibility, which forces a uniform value of the normal component of the convection (or a
constant value of the tangential electric field). In our model the normal component of the convec-
tion is determined by the average ionospheric Pedersen conductance, which can be rather low in
the night side ionosphere causing fast flow and a large convection electric field. Very large electric
fields have indeed been observed around narrow discrete arcs (e.g. [28]). A narrow strip of very
large conductance can therefore cause a major increase of the ionospheric current within this strip.
This can lead to strong turbulence in the ionosphere, if the current increase is large enough so that
the current carrying ions reach the speed of sound.
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It is also noted that convection across the day - night terminator appears continuous (W. Bristow,
private communication). At least the continuous normal component of this convection is explained
by the ionospheric incompressibility as demonstrated in the results in our model. However, this
would also imply a significant change of the horizontal ionospheric currents, tangential to the con-
ductance boundary.
In our model, Hall current is not included in the current system. It is argued that in case of simple
configurations Hall current is not significant in the closure of FACs. However, for the cases with
complex combinations of ionospheric configurations and magnetospheric perturbation, incorpora-
tion of Hall current into the ionospheric current system would be desirable.
Field-aligned electric fields, currents, and ionospheric conductance: This topic is of cen-
tral importance for the formation of discrete auroral arcs and has produced a wealth of research.
For instance, Block and Falthammar [102] investigated the role of parallel electric field in auroral
acceleration and discussed the significance of the fluctuations in (perpendicular and parallel) elec-
tric fields as observed by the satellites; Sugiura et al. [115, 116] used DE-2 satellite data to find a
correlation between the FACs and electric field; Sugino et al [126] worked on the determination of
relative contribution of the ionospheric conductivity and the electric field to the ionospheric current
based on EISCAT radar data.
Early research has suggested that field-aligned electric fields form as U or V shaped electric
potentials assuming micro-physical processes such as double layers or electrostatic shocks (e.g.
[132, 44, 100]) as the mechanisms for the electric field formation. Observations of perpendicular
electric fields which point toward a vertical layer of field-aligned accelerated particles ([133, 134])
have been considered as evidence for such U or V shaped postulated potentials. Our results of
imposing a localized parallel electric field shows that such localized electric field represent a con-
tinuous source for the production of magnetic flux. In our results this flux is transported along the
background magnetic field away from the localized E‖ through Alfve´n waves. Since these waves
require a source of energy, which is not available in a uniform or dipole magnetic field, it is not
plausible that localized parallel electric fields can exist without associated currents. This intuitive
expectation is confirmed through the product E · j which demonstrates that the localized electric
field region represent a dynamo process without an energy source in the absence of currents.
This situation changes entirely when localized electric fields form as a result of a resistivity within a
FAC layer. Various authors have considered this situation (e.g., [43, 48]). A comprehensive review
of theoretical models of discrete arc formation has been provided by Borovsky [97], which lists
21 mechanisms. However, except for models based on inertial Alfve´n wave acceleration [135] and
models based on localized electric fields [121, 111], models were, generally, found to be unable to
provide an explanation for the observed width and length of discrete auroral arcs. A similar model
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described as magnetic fracture [136, 137] has been proposed, which also considers the effects from
the presence of a parallel electric field along a FAC layer. These models are similar also in the
aspect that the presence of a parallel electric field breaks the so-called frozen-in condition which
implies that the actual motion of the auroral arc/precipitation is different from the convection in
the ionosphere [136, 138, 139].
The results in this thesis research use a model similar to the one described by Otto and Birk
[121, 111], and Birk and Otto [140]. These models postulated the presence of a FAC layer as an
equilibrium condition, however, none of these models actually considered a partially conducting
boundary or the actual formation of a FAC layer in response to incident Alfve´n waves from the
magnetosphere. Except for the studies by Otto and Birk, no models actually have ever been inves-
tigated quantitatively in the framework of numerical simulation.
The result presented for case III in Chapter 4 show characteristics similar to the Otto and Birk
models in terms of the evolution of magnetic reconnection (flow, magnetic field, and current evo-
lution), and confirms earlier model results. However, the results presented in Chapter 5, actually,
remove the constraint of a fixed location of the parallel electric field region, and they include the
effect that a partially conducting ionosphere has on the presence and evolution of a parallel electric
field. Specifically, they demonstrate that a low conducting ionospheric boundary can switch-off the
electric field formation. Furthermore, they demonstrate clearly that that the electric field formation
and magnitude is very different in response to the incident wave compared to the response to the
combined incident and reflected wave. In the first case, fast Alfve´nic convection prevents a strong
increase of the parallel field while the latter situation can yield a significant increase of the electric
field if a large ionospheric conductance and reflection reduces the fast shear flow and increase the
magnetic perturbation and FAC intensity.
An examination of the magnetic field-aligned Poynting flux also demonstrates that a significant
fraction of this Poynting flux is absorbed well above the ionosphere in the acceleration region,
demonstrating considerable perpendicular plasma acceleration and energy dissipation at the height
of the acceleration region. Case studies of different ionospheric conductance patterns further demon-
strate that conductance gradient yield higher values of the parallel electric field than corresponding
uniform ionospheric conductance. Although these conductance patterns are imposed as a boundary
condition and not self-consistently generated through precipitation, these results indicate that a
varying ionospheric conductance may be important for the auroral acceleration for discrete arcs.
A more self-consistent approach to determine ionospheric conductance would use the potential
computed from the parallel electric fields as a proxy for ionization and ionospheric conductance
variation. A self-consistent interaction of electric field, FACs and conductance is difficult to pre-
dict but a few observational and theoretical aspects are notable. Intense FACs can be expected
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in regions of high conductance or strong conductance gradients while intense precipitation almost
instantly causes a strong enhancement of the ionospheric conductance. Hence, the evolution of
ionospheric conductance can be highly dynamic. Typically, discrete auroral arcs move relative to
the ambient ionospheric plasma such that they should be expected at the boundary between the low
and high conductance regions in the ionosphere. An important aspect here is the relative location
of the most intense precipitation and the location of the highest current density. These are not
necessarily coincident, and in fact a comparison of Figures 5.11 and 6.1 illustrates that the largest
field-aligned potential difference is at the outer or leading edge of the FAC distribution. This is in
part explained by the different travel times of the precipitating electrons and of the evolving FAC,
which propagates at the Alfve´n speed. However the exact interplay of FAC and discrete electron
precipitation is difficult to predict. Large parallel electric fields can develop only in regions of
high conductance or conductance gradients. Discrete arcs can therefore propagate only into a low
conductance region if the parallel potential maps into regions of low conductance thereby allowing
the propagation of the FAC and parallel electric field region.
It is also interesting to note that the onset of the auroral expansion of substorms typically occurs
when the so-called growth phase or onset arc has moved close to or into the region of diffuse precip-
itation which is characterized by higher conductance. Prior to onset, the growth phase arc is weak
and propagates slowly equatorward without significant changes in brightness. The growth phase
arc for much of this evolution may not necessarily be the result of field-aligned particle acceleration
but rather be caused by scattering of electrons into the loss cone at the earthward edge of the
electron plasma sheet.
The presented results may also shed some light on the magnetic fracture model [141, 137]. This
model is, as mentioned, similar to the reconnection/localized electric field model by Seyler [135],
and by Otto and Birk [121]. However, different from the latter two models, the fracture model does
not consider the electric field localized along the FAC layer. A physical reason and distinction of
these may be the difference between the evolution for the incident wave and the superposed incident
and reflected wave. Considering only the incident wave, a sufficiently thin FAC sheet may still cause
anomalous resistivity through micro-turbulence. However, in this case the parallel electric field is
purely driven by the maintained presence of the FAC through the Alfve´n waves and the Alfve´nic
shear flow prevents a tearing instability. In this sense the electric field represents an approximately
steady state solution in the presence of micro-turbulence. In contrast, the superposed incident and
reflected waves (for high conductance or conductance gradients) is unstable with respect to the
tearing mode and magnetic reconnection. This is clearly demonstrated in all of our cases with
conductance gradients or high conductance. The difference is that the electric field in this case
becomes strongly localized along the FAC sheet while it can be present over a long distance along
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the current sheet for the incident wave alone.
Similar to the first part of this thesis there are several important aspects, which are not included
in the present model where the lack of a Hall conductance has already been mentioned. Two other
idealizations include the assumption of a uniform magnetic field, which does not contain the con-
vergence of the dipole field into the ionosphere. A second related aspect is the constancy of the
plasma density in the initial configuration. Both of these aspects are currently considered through
an appropriate normalization, which can be chosen height dependent to distinguish temporal effects
at acceleration region heights compared to ionospheric heights. Here the decreasing density and
decreasing dipole field strength with height partially compensate each other such that the actual
height dependence of the Alfve´n speed is less than, the effect from the density decrease alone.
However, it is known that, in particular, the acceleration region has very low density and therefore
a high Alfve´n speed. The presented result shows that the localized E‖ tends to shift toward lower
heights at later times. This may change with a more realistic height dependence of the Alfve´n speed.
Finally, a potentially important aspect, related to our simulation, is the evolution of inertial Alfve´n
wave which carry a magnetic field. This wave develops a significant parallel electric field if the
component of the wave vector perpendicular to be is comparable to the inverse plasma skin depth
c/ωpe. However, the consideration of the corresponding electron inertial physics would require a
much higher spatial resolution and much shorter time scales, which are beyond the capability of
current supercomputers.
6.3 Future works
In various ways, the present research can be continued farther. Though our model provides signifi-
cant insight on the role of ionospheric conductance and conductance-gradient on MI coupling, still
it has some drawbacks concerning the current-conductance relation, which deserve to be addressed
in future research.
The most important of these, for a full description of horizontal ionsopheric current, is the lack of
Hall physics. We have argued that this is secondary for the closure of FACs, which is certainly true
in simple configurations and the respective Hall current can be computed from a Hall conductance
without any change in the Pedersen current and FAC configuration. However this is less clear for
conductance gradients and a polarization of the incoming wave in the direction of the conductance
gradient. It would be very desirable to extend the present research to incorporate the Hall current
in these configurations to reconcile our results with the traditional Cowling conductance and to
extend the Cowling conductance to configurations where a high conductance region is bound by
nonzero but low conductance regions.
A second aspect of future work should be a more self-consistent distribution and generation of iono-
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spheric conductance. Here conductance should increase according to particle precipitation where
one would use the potential computed from the parallel electric field as input for ionization and
conductance changes in the ionosphere. This appears to be a central issue to obtain a more self-
consistent model of the ionospheric feedback onto the evolution of parallel electric fields. Finally, a
worthy topic of future work could be a quantitative test of other discrete arc models, particularly,
the magnetic fracture model by Haerendel [141, 137].
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