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Abstract Data integration to model-based description of biological systems incorporat-
ing gene dynamics improves the performance of microbial systems. Bioprocess perfor-
mance, typically predicted using empirical Monod-type models, is essential for a sustainable
bioeconomy. To replace empirical models, we updated a hybrid gene regulatory network-
growth kinetic model, predicting aromatic pollutants degradation and biomass growth in
Pseudomonas putida mt-2. We modelled a complex biological system including exten-
sive information to understand the role of the regulatory elements in toluene biodegrada-
tion and biomass growth. The updated model exhibited extra complications such as the
existence of oscillations and discontinuities. As parameter estimation of complex biolog-
ical models remains a key challenge, we used the updated model to present a dual pa-
rameter identification approach (the “dual approach”) combining two independent method-
ologies. Approach I handled the complexity by incorporation of demonstrated biological
knowledge in the model-development process and combination of global sensitivity anal-
ysis and optimisation. Approach II complemented Approach I handling multimodality, ill-
conditioning and overfitting through regularisation estimation, global optimisation and iden-
tifiability analysis. To systematically quantify the biological system, we used a vast amount
of high-quality time-course data. The dual approach resulted in an accurately calibrated ki-
netic model (NRMSE:0.17055) efficiently handling the additional model complexity. We
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2 Tsipa et al.
tested model validation using three independent experimental data sets, achieving greater
predictive power (NRMSE:0.18776) than the individual approaches (NRMSE I:0.25322,
II:0.25227) and increasing model robustness. These results demonstrated data-driven pre-
dictive modelling potentially leading to bioprocess’ model-based control and optimisation.
Keywords Bioprocess development · Parameter estimation · Complex biological systems ·
Predictive modelling · Pseudomonas putida
1 Introduction
Mechanistic dynamic models (also known as kinetic models) of non-linear systems, such as
biological systems, are playing an increasingly important role in biotechnology and biopro-
cessing [1, 9, 49, 58]. Integration of data and model-based description of biological systems
incorporating gene dynamics allow us to both quantitatively and systematically understand,
extract meaningful knowledge and ultimately improve the performance of microbial sys-
tems and cell factories [1].
Bioprocess performance, which is typically modelled through unstructured and empiri-
cal Monod-type growth kinetic models, and scalability are essential to ensure sustainable
growth of the bioeconomy (i.e. industrial biotechnology, biomedicine and synthetic biol-
ogy). Monod-type models are based on black box approximations ignoring molecular inter-
actions and gene regulation in each micro-organism. Consequently, they inaccurately predict
bioprocess kinetics under different conditions [29, 44]. Furthermore, although systems bi-
ology approaches (in combination with omics and computational tools) seek to describe
cellular behaviour in detail, certain limitations, such as application of Monod-type models
to predict bioprocess kinetics result in lack of predictability and prevent their further appli-
cability in bioprocess development [10, 30, 37].
Pseudomonas putida is a metabolically versatile soil bacterium, with biotechnological ca-
pacities ranging from chemical production [3] to mineralisation of a large number of in-
dustrially important aromatic pollutants [39]. It is considered a cell factory platform for
producing targeted chemicals through metabolic engineering [19] and a workhorse in syn-
thetic biology [36]. The strain mt-2 contains the TOL plasmid, which represents a paradigm
of global and specific gene regulation [41]. The TOL gene regulatory network (GRN) con-
sists of the Pr, Ps, Pu and Pm promoters which control the biodegradation of toluene and
m-xylene pollutants [52]. Modelling of gene dynamics of the TOL network facilitates model
analysis towards gene regulatory network optimisation, model-based control and engineer-
ing strategies. Towards this direction, Koutinas et al. 2010 [28] modelled the regulatory logic
of Pr/Ps node upon m-xylene oxidative catabolism, providing a systemic understanding of
the causality and connectivity of the regulatory elements.
Koutinas et al. (2011) [27] extended their previous framework to capture m-xylene biodegra-
dation and biomass growth through modelling of the TOL GRN. Specifically, the bioprocess
performance was predicted through the GRN model which informed the formulation of
growth kinetics, leading to m-xylene biodegradation and biomass growth prediction through
gene dynamics. Toluene is the primary P. putida mt-2 substrate [52] and it was observed that
the m-xylene-based Koutinas et al. (2011) [27] model inaccurately captures TOL promoters
behaviour and bioprocess kinetics upon toluene biodegradation. Tsipa et al. (2016, 2017,
2018) proved that toluene efficiently activates the ortho-cleavage GRN [53–55]. This acti-
vation occurred due to enzyme activity encoded by the TOL pathway which led to toluene
biotranformation, triggering expression of BenR protein [12] of the ortho-cleavage path-






























































Parameter identification for predictive modelling of GRN-growth kinetics in Pseudomonas putida 3
way. BenR is controlled by the ortho-cleavage PbenR promoter [13] and it is a transcrip-
tional regulator of both ortho-cleavage PbenA and TOL plasmid Pm promoters. Therefore,
BenR expression interconnects the TOL and ortho-cleavage regulatory networks triggering
the metabolic cascade of the latter [31]. This interconnectivity is the prerequisite step for
Krebs cycle metabolites formation which are essential for biomass growth.
The development of kinetic models is a complex procedure with a number of different stages
starting with model structure development and parameter estimation. Usually, this model-
building process is implemented as an iterative closed-loop procedure [4, 25] whereby once
a model structure has been proposed, parameter estimation (i.e. model calibration) must
be performed, using the available experimental data. Parameter estimation in nonlinear dy-
namic models is a challenging inverse problem [51, 56]. In a frequentist framework, the
problem is usually formulated as a maximum likelihood estimation, which takes the form of
a nonlinear optimisation problem, subject to dynamic and algebraic constraints. This class
of problems has many potential pitfalls due to frequent non-convexity (multimodality), ill-
conditioning and lack of identifiability [11, 24, 32, 35, 56]. The typical ill-conditioning of
these problems originates from (a) lack of information due to scarce and noisy data and (b)
identifiability issues due to over-parameterisation of the models. Further, even when good
fits are obtained, one should be aware of possible overfitting (i.e. fitting the noise rather than
the signal).
In addition to the aforementioned challenges in parameter estimation problems of kinetic
models two extra complications exhibited in the updated model are considered here: (a)
the presence of oscillatory behaviour [53, 55] and (b) the existence of discontinuities (both
explicit and implicit) in the model. Models that can fit oscillatory behaviour are generally
remarkably flexible and thus rather prone to overfitting [40]. A clear example of this issue
is the difficulty in finding a unique period, or frequency for the oscillations. In many cases,
it is possible to represent the same data set equally well by simply changing the frequency
of the oscillations. Discontinuities introduce non-smoothness into the optimisation function,
creating additional difficulties for optimisation solvers.
In this paper, the hybrid GRN-growth kinetic model of Koutinas et al. (2011) [27] is up-
dated to capture toluene biodegradation, including more biological information at the gene
level and integrating a vast amount of data. This way a more comprehensive and univer-
sal understanding of the causality and connectivity of the regulatory elements coupled with
bioprocess performance prediction is achieved. We also introduce a simple mathematical
characterisation connecting gene regulation machinery to bacterial lag phase. Lag phase
was not modelled by Koutinas et al. (2011) [27]. Development of biologically relevant lag
phase model equations is challenging due to limited physiological knowledge. Therefore,
most modelling definitions of lag phase are mathematical or geometric [5, 34].
We address the parameter estimation challenge using a dual parameter identification ap-
proach, the dual approach, which combines two methods: (I) the biologically inspired and
(II) the purely statistical. Approach I follows a model-building process based on the existing
biological knowledge, exploiting global sensitivity analysis and optimisation. Approach II
meets Approach I when the model structure is finalised and is based on a novel regulari-
sation estimation, exploiting global optimisation and identifiability analysis [40]. The dual
approach results in prediction envelopes, defined by the individual estimates. To test the
predictive power of the calibrated model and detect issues such as overfitting, we adopt a
data-driven validation scheme. Specifically, the available data are partitioned into two sets.
The first set is used to calibrate the model (i.e. the parameter estimation problem, also called
training). Then, the predictive quality of the calibrated model is tested utilising the second






























































4 Tsipa et al.
independent set in which we use three independent experimental data sets.
2 Methods
2.1 Problem statement
We consider dynamic models of biosystems, described by sets of nonlinear ordinary dif-
ferential equations (ODEs), with discrete events in the state space. In particular, we study
models of the following type:
dx(t,θ)
dt
= fi (t,u(t),x(t,θ) ,θ) f or ti−1 < t < ti (1)
y(x,θ) = g(x(θ , t) , t,θ) (2)
x(t0,θ) = x0 (3)
Where x ∈ RNx represents the states of the system as time-dependent variables under the
initial conditions x0, θ ∈ RNθ is the parameter vector, u(t) represents the vector of time-
dependent inputs (e.g. stimuli) affecting the system and t ∈ [t0, tend ]⊂R is the time variable.
Each ti represents the switching time from the ith explicit discontinuity, with each fi repre-
senting the nonlinear function during that specific period of time. The observation function
g : RNx×Nθ 7→RNy maps the states to a vector of observables y ∈RNy , that can be measured.
Each implicit discontinuity also has a switching condition given by:
h j (x(t j,θ)) = 0 (4)
Where the jth implicit discontinuity is switched at the time t j when the condition is satisfied.
Here for the jth implicit discontinuity, we have a change function given by:









Where t+j = limε→0 t j +ε and t
−
j = limε→0 t j−ε . We now consider the parameter estimation
problem for the aforementioned discontinuous nonlinear dynamic system. We formulate this
problem as an optimisation problem, where we seek to optimise the maximum likelihood






















Where Ne is the number of experiments, Ny,k the number of observables within the said
experiment and Nt,k, j is the number of time points within each observable. Additionally,
ỹk ji represents the measured behaviour of the ith time point, of the jth observable, in the kth
experiment and with σk ji representing the standard deviation of said point.
(7)




































































Fig. 1 An overview of the dual parameter identification procedure followed.
2.2 Model Development
The integrated work-flow for the combined method is shown in Fig 1. We use Approach
I to re-develop the Koutinas et al. (2011) [27] model using the biological knowledge ob-
tained from the literature and the systematic evaluation of the Pr, Ps, Pu, Pm, PbenR and
PbenA transcriptional kinetics of the interconnected TOL and ortho- cleavage GRNs [53].
The model structure is based on Fig 2, which represents the interconnected TOL and ortho-
cleavage regulatory networks as a set of genetic circuit logic gates signals transmitted be-
tween different molecular components [57]. These specified combinations of the logic gates
facilitate simpler descriptions of the current inherent regulatory loops. Hill functions were
employed as input functions to the genes, enabling dynamic characterisation of biopro-
cess components [2]. The model development process based on biological knowledge is
explained below and the mathematical representation of the model is described in Table 1.
Upon toluene entry, the inactive form of dimer XylR (XylRi) is oligomerised to the hex-
amer XylRa and becomes transcriptionally competent [41]. Both inactive and active XylR
forms act as auto-repressors of XylR expression, down-regulating Pr expression [6] (Equa-
tion 8). The Pr expression however, restores to the basal level for toluene concentrations
below 0.3 mM, possibly because XylR stops down-regulating Pr [53]. Therefore, we di-
verge from Koutinas et al. 2011 [27] for toluene concentrations below the 0.3 mM threshold
(Equation 9). XylRa dynamically equilibrates with XylRi [15] (Equation 10 [27]).
Tsipa et al. (2016) [53] observed that Ps and Pu mRNA expression peaked at 60 mins,
suggesting completion of equilibrium between XylRi and XylRa below this time point and
XylRa subsequent degradation (Equation 11). We modify the XylRa association rate con-
stant of Koutinas et al. 2011 [27] to depend on initial toluene concentration (Equation 12) as
shown by [53]. Ps expression is modelled by Ps1 promoter using Equations 13, 14 [7, 27].
XylS dimerises to become transcriptionally active and up-regulates Pm; we model the dy-
namic equilibria between inactive (XylSi) and active (XylSa) forms diverging from Koutinas
et al. 2011 [27] as the Pm depends on the initial toluene concentration [53]. We express the
association rate constant as shown in Equation 15. Equations 16, 17 express the inactive and
active forms of XylS [27].
Pu is expressed in Equations 18, 19 [27]. Although all the enzymes encoded in the upper
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Fig. 2 Upon toluene entry, the inactive form of XylR (XylRi) oligomerises forming the active molecule XylRa
which activates Pu and Ps promoters. Both XylR forms down-regulate their own promoter, Pr. Upon Pu
activation the genes of the upper operon encode for the enzymes which catalyse toluene catabolism. Ps
activation and toluene catabolism lead to overexpression of the xylS gene dimerising the inactive XylS protein
(XylSi) to the active protein form (XylSa). XylS dimerisation activates the Pm promoter. In the chromosomal
pathway, PbenR controls benR gene transcription, which encodes for the inactive BenR protein form (BenRi).
Toluene catabolsim activates BenR (BenRa) which up-regulates the Pm promoter of TOL and PbenA of the
chromosome. PbenA controls ben operon transcription which encodes for the enzymes responsible for further
transformation of toluene to Krebs cycle metabolites necessary for biomass growth.
operon are expressed, one has been considered as the rate-limiting and dominates on control-
ling the pathway, XylU [27] (Equation 20). Toluene biotransformation activates the BenR
protein of the ortho-cleavage pathway [12]. BenR, like XylS belongs to AraC family [16],
so we assume that BenR dimerises, becomes transcriptionally active (BenRa), and exists in
dynamic equilibrium with its inactive form (BenRi) (Equation 21). We express the associ-
ation rate constant between BenRi and BenRa as shown in Equation 22, due to dependence
on toluene initial concentration [53].
PbenR and Pm expression peaks at 90 min [53]. Ps and Pu expression, which are both acti-
vated by XylRa, reached their maximum at 60 min [53]. Under different growth conditions,
Marques et al. (1994) [33] found that both Ps and Pu reach maximal expression simul-
taneously after 10 mins of induction. We, therefore, assume that Pm and PbenR are both
triggered by BenRa, suggesting auto-up-regulation of BenR protein (Equation 23). Equation
24 proposes a dynamic equilibrium between BenRi and BenRa in the first 90 mins, followed
by BenRa dissociation after 90 mins.
BenRa up-regulates Pm [12]. So, we modify the Koutinas et al. (2011) [27] Pm function
to capture both BenRa and XylSa regulatory mechanism (Equations 25, 26). Meta-operon
encodes for enzymes catabolising further toluene into Krebs cycle metabolites through the
TOL pathway. It has been assumed that an enzyme expressed by the meta-operon is rate-
limiting, naming it XylM [27] (Equation 27).
BenR up-regulates PbenA which is modelled as seen in Equations 28, 29. PbenA expression
controls ben operon expression (benABCDKX) [48] assisting on further catabolism to Krebs
cycle intermediates. Therefore, we assume that a ben operon enzyme is the rate-limiting of
the ortho-cleavage pathway, calling it BenB (Equation 30).
Microbial growth kinetics was linked to the updated GRN by focusing on the enzymatic
steps of the GRN model that catalyse substrate degradation and biomass growth. Toluene
biodegradation kinetics is dependent on XylU enzyme (Table 2, equation 31, 32). Instigated






























































Parameter identification for predictive modelling of GRN-growth kinetics in Pseudomonas putida 7
by biomass growth co-dependence on the expression of the XylM and BenB rate-limiting
enzymes, we reformulate the mathematical representation of the specific biomass growth
rate (Table 2, equation 33,34) taking into account the decay rate (Table 2, Equation 35). The
parameters of the model are presented as supplementary material (Tables S1.2).
2.3 Oscillatory Pm behaviour
The oscillatory behaviour of Pm has been observed at population level at toluene con-
centration threshold above 0.9 mM [53, 55]. There is currently no existing biological expla-
nation for specific Pm oscillatory expression in the literature. The most common cause of
oscillations is a negative feedback loop [2]. Here, we propose and explore the consequences
of a scenario where Pm participates in a negative feedback loop with 2 transcription factors
(R and I) of another pathway(s) (Fig 3). In a scenario based on Ferrell et al. 2011 [20] the
transcription factor R down-regulates Pm expression and I is between Pm and R. We hypoth-
esise that Pm controls I gene expression leading to I expression, which in turn up-regulates
R gene expression encoding for R protein whose expression down-regulates Pm (Fig 3). The
ODE Eqs (Table 2, 36 – 39) describe the promoter of the oscillatory behaviour, as sustained
limit cycle oscillations. We assume mass action kinetics combined with Hill functions for




Fig. 3 The proposed scenario, describing the oscillatory behaviour of Pm via a negative feedback loop. I:
intermediate protein, R: regulatory protein of Pm.
2.4 Mathematical modelling of lag phase
We propose a simple lag phase description based on maximum expression of the pro-
moters controlling toluene bioconversion (Eq 40). Where lTOL is the time point (60 minutes)
where the Pu promoter of TOL peaked [53], lchrom is the time point (90 minutes) where the
PbenR promoter of the ortho-cleavage pathway of the chromosome (which interacts with
TOL) peaked [53] and tolINI is the initial toluene concentration in the total count. Eq 40
indicates that we can estimate lag phase duration (at least for this system), using the time
point where key promoters are maximally expressed. This demonstrates the critical role of
the promoters’ kinetics in the bioprocess.
2.5 Experimental methods
The experimental data were generated using the following methods (which are described
in detail in [53]): (i) microbial cultivation, (i) substrate and biomass analyses, (iii) prepara-






























































8 Tsipa et al.
tion and isolation of total RNA, cDNA Synthesis and qPCR. The qPCR results were sta-
tistically analysed. Three independent cultures were grown at each condition tested, while
the promoters of the mRNA expression were measured in triplicates for each time point.
For each promoter, the average mRNA expression and its standard deviation were calcu-
lated. The experimental error bars for promoter expression at each time point were derived
from three independent (biological) replicates and three qPCR internal (technical) replicate
measurements. One way ANOVA (SigmaStat version 3.5, Systat Software UK Ltd, UK)
was conducted, to clarify significant differences in the mRNA expression profiles of all the
promoters. P-values were calculated through comparison of the average mRNA expression
between two given time points. The level of significance was accepted at P-values lower
than 0.05.
3 Parameter identification with a dual approach
3.1 Approach I: Biologically inspired parameter estimation
3.1.1 Solution strategy
Herein, we present a solution strategy which is based on the framework described in detail
by Kiparissides et al. (2011) [25]. Collecting experimental data in-vivo is combined with in-
silico approaches to model biological systems resulting in a closed loop approach between
in-silico and in-vivo. In this closed loop, developing a mathematical model describing bi-
ological phenomena is followed by global sensitivity analysis and parameter estimation.
The model is built and tested using one set of data. Another set of data is used for global
sensitivity analysis and parameter estimation. Once the model is complete, its predictive ca-
pability is tested with independent experimental data sets. This leads to a mathematical bio-
process representation, with an adequate predictive capability and model validation. [25,26].
The model simulation and parameter estimation processes were implemented in the process
modelling environment gPROMS® (Process Systems Enterpris , 2014) and were computed
on an Intel Core i7-2600 PC with 8GB RAM running Windows 7.
3.1.2 Global sensitivity analysis
Global Sensitivity Analysis (GSA) was performed in order to systematically determine
output variability (due to the nonlinearities in the model) and evaluate the relative influence
of the uncertainty of the parameters in the outputs. The observed outputs of the model are:
Pr, Ps, Pu, Pm, PbenR, PbenA, substrate (tol) and biomass (X). Nominal values from the
Koutinas, et al. 2011 [27] model initialised the GSA. For the nominal BenR synthesis, the
parameter values of the ortho-cleavage regulatory network in Koutinas, et al. 2011 [27] of
XylS synthesis were used because of the functional similarities [12]. The nominal PbenR
and PbenA expression was set to nominal Pm values, since PbenR and PbenA are regulated
by BenR analogously to Pm by XylS. The nominal value of transition parameter values
kxylRa and kBenRa was set to 10. Sobol’s method [50] was used for GSA; the method was
implemented in Matlab and connected to gPROMS via goMATLAB. Parameter importance
was established using sensitivity indices (SI) ranging from 0 (low significance) to 1 (high






























































Parameter identification for predictive modelling of GRN-growth kinetics in Pseudomonas putida 9
significance); it is assumed that parameters with SIs higher than 0.1 (which corresponds
to 10% experimental error) are significant [47] . The sensitivity indexes were calculated
on the GUI-HDMR [59] Matlab package. GSA identifies the significant model parameters,
initialising the parameter estimation process. The random intervals used were 50000 and
the nominal values were ranged±20. The time intervals examined were selected before and
after the 60 and 90 minutes where the different behaviour of the promoters Ps, Pu and PbenR
was observed and at later time points. Specifically, these time points were 50, 70, 100 and
400 minutes.
3.1.3 Optimisation
The maximum likelihood formulation (Eq 6) can be reformulated to the maximal log
function (Eq 8), when we assume independent normally distributed errors with zero means
and constant standard deviation. The parameters were estimated by optimising the maximal
log function. This, simultaneously provides parameter estimation in both the physical pro-
cess model and the measuring instrument variance model. The objective function maximises
































2 = ω2 (9)
Subject to the system described in Eqs 1 - 5 and the parameter bounds described in 12,
with n being the total number of data points. We denote the solution of this optimisation as
ϑ . The above formulation can be reduced to a recursive least squares parameter estimation,
if no variance model for the sensor is selected. The constant variance used in the optimisation
process is calculated by Eq 9. The constant variance of the experimental results at each time
point was set to 0.1. Following GSA, the significant parameters are estimated in gPROMS.
3.2 Approach II: Regularised estimation
3.2.1 Solution strategy
Here, we use a solution strategy designed to deal with both the issu s of multimodality
and overfitting [40]. We use a hybrid optimisation solver, combining the robustness of global
optimisation with the efficiency of local optimisation and regularisation methods.
The resulting procedure is based on a two-step optimisation approach: (i) an initial ex-
ploratory optimisation is performed and subsequently used to tune the regularisation term,
(ii) a second optimisation stage is used to find the regularised global minimum. The first
optimisation step is used as an efficient sampling procedure for tuning the regularisation.
Then, the second optimisation step is used to find the actual solution of the estimation prob-
lem. The initial optimisation step uses no prior knowledge and all the sampled points in the
parameter space are saved and subsequently analysed. The resulting information is used to
tune the regularisation term in the second optimisation step.
Parameter values that are not identifiable can take almost any value inside a large feasible
range without having an impact to the cost function value (i.e. the model fit is independent






























































10 Tsipa et al.
of their value). In order to avoid this effect, we perform a practical identifiability analysis
after the exploratory optimisation, to judge which parameter samples need to be combined
with prior information (e.g. available in the literature, or from previous knowledge of the
experimentalists). Parameters that are deemed to be unidentifiable are assigned a reference
value including this prior information.
3.2.2 Optimisation 1
Under specific conditions [45], the maximisation of the likelihood formulation is equivalent












yk ji (x(ti,θ) ,θ)− ỹk ji
σk ji
)2
= r(θ)T r(θ) (10)
The parameter estimation problem can, therefore, be posed as the following minimisation
of the weighted least squares cost:
min
θ
QNLS(θ) = r(θ)T r(θ) (11)
Subject to the system described in Eqs 1 - 5, with the additional parameter bounds:
θ
min
i ≤ θi ≤ θ maxi ∀θi ∈ θ (12)
The optimal parameter vector θ̂ that solves the above problem is the maximum likelihood
estimate of the model parameters.




















The above (Eq 13) is the log likelihood cost, i.e. the difference between predictions and
experimental data, weighted by their individual standard deviations. Q̂NLS is a version of




to avoid a bias due to scaling.
min
θ
Q̂NLS(θ) = r̂(θ)T r̂(θ) (14)
This minimisation is subject to Eq 1 - 5, with the additional parameter bounds:
θ
min
i ≤ θi ≤ θ maxi ∀θi ∈ θ (15)
Where we denote the solution to the optimisation as θ̂ . For this minimisation subject
to the dynamic constraints, we adopt a single-shooting procedure, where we need to solve
the initial value problem (IVP, i.e. the dynamics and initial conditions) for each evaluation
of the objective function in the outer optimisation. The IVP is solved using AMICI [21],






























































Parameter identification for predictive modelling of GRN-growth kinetics in Pseudomonas putida 11
a high level wrapper for the CVODES solver [46], currently regarded as state of the art.
One major advantage of AMICI is its capability to efficiently deal with discontinuities. For
the outer minimisation we use the enhanced scatter search (eSS) [18] approach. eSS is a
hybrid meta-heuristic, combining aspects of both global (non-deterministic) and local (de-
terministic) optimisation solvers. As the local optimiser within eSS we use NL2SOL [14],
an efficient gradient based solver. The results presented here correspond to the MEIGO [17]
toolbox implementation of eSS. We provide NL2SOL with accurate (local) sensitivity in-
formation, calculated via AMICI, which results in faster and more robust convergence, in
comparison to a finite difference calculation. The gradient based nature of NL2SOL allows
us to exploit AMICI’s strength dealing with discontinues.
In this initial optimisation step, we assume no prior knowledge of the system (with
the exception of parameter bounds) and focus on the problem from a purely computational
standpoint. During this process, we save all the evaluated parameter points together with
their cost function value, and we re-use this information in the posterior sampling analy-
sis procedure. We save every parameter point θ S,i selected by eSS during our exploratory
optimisation stage, along with the cost Q̂NLS(θ S,i) associated with the parameter point. We
create a matrix Θ (Eq 16), where each column is a parameter vector (selected in the optimi-
sation) and a vector ζ (Eq 17) with the cost for each of these parameter vectors.
Θ =
[
θ S,1, . . . ,θ S,NS
]
∈ RNθ ×RNS (16)
ζ =
[
Q̂NLS(θ S,1), . . . , Q̂NLS(θ S,NS)
]
∈ RNS (17)
Where NS is the number of parameter points selected by eSS.
3.2.3 Sampling analysis
We incorporate this latter type of prior knowledge (i.e parameter values and/or certain
aspects of the dynamic behaviour of the system) by analysing the samples obtained during
our initial parameter estimation. In particular, we scan the sample for points in parameter
space that are in agreement with the prior knowledge about the dynamics (e.g. the frequency
of the oscillations of certain states). We then select the point that has the lowest cost from
this subset of parameter points as a reference achieved via sampling. We denote the set of
all possible dynamics that fit our prior knowledge with respect to the dynamics as XD. We
then reduce our parameter sample set Θ to the subset Θ D (Eq 18) that coincides with XD.
We also reduce our cost vector in the same way (Eq 19).
Θ D = {[θ S,1, . . . ,θ S,ND ]⊂Θ : x(t,θ S,i) ∈ XD ∀θ S,i ∈Θ D} (18)
ζ D = {Q̂NLS(θ S,i) ∈ ζ ∀θ S,i ∈Θ D} ∈ RND (19)
Where ND is the number of parameter points within the sample that match the dynamics
classified in XD. We now find the parameter value within our reduced sample with the lowest
cost, i.e. the parameter vector with the lowest cost that matches the expected dynamics. This
is used as the sample input into the reference parameter (Eq 23).
θ
re f
S = θ S,i ∈Θ D : ζD,i = min(ζ D) (20)






























































12 Tsipa et al.
3.2.4 Identifiability analysis 1
During our initial parameter estimation, we have disregarded all prior knowledge about
the system, likely leading to said estimation resulting in an overfit solution. Therefore, we
will use a regularisation term in the second minimisation, for which we need a reference
parameter vector (i.e. a good guess). For the particular bioprocess considered here, some
prior knowledge for parameter values can be found in the literature [27] but not enough to
assign a reference value to every parameter. We, therefore, use our previously obtained sam-
ple of parameter space to generate the rest of the information needed. In this step, we also
take into account identifiability issues. Due to a lack of identifiability, some parameters can
take any value without changing the corresponding cost function, this will be reflected in the
sample obtained in the first step. It should be noted that the size and complexity (especially
the discontinuities) of our model restricts the effectiveness of structural identifiability anal-
ysis tools. Thus, we use theVisId [22] toolbox to perform a practical identifiability analysis.
VisId computes collinearity indices between sets of parameters to determine, which subsets
can be uniquely identified and uses sensitivity information around one particular parameter
point to perform its analysis.
V (θV ) :
∂x(t,θV )
∂θ
7→ θ Iden f or a given θV (21)
VisId maps (denoted here as V ) the sensitivities (of the states with respect to the parame-
ters) calculated at a given point in parameter space to the set of identifiable parameters, as
described in [22]. Here (Eq 22), we use our first (overfit) solution θ̂ ∈Θ as this parameter
vector and calculate the sensitivities at said point using AMICI. As a result of this identi-
fiability analysis, we determine which parameters are identifiable and use this information,
together with the sampling, to find the reference vector to be used in the regularisation
term. From our identifiability analysis we find a set θ̂ Iden containing the parameters that are











7→ θ̂ Iden (22)
3.2.5 Regularisation tuning
We use our sampling reference parameter (Eq 20) as our reference values for all the
parameters, where no information was available in the literature. When it comes to the pa-
rameters where we have found prior information in both the literature and our sampling
procedure, we apply a slightly different approach. If a parameter has this prior information
available and has been deemed identifiable in the previous step, we use the value from our
sample. For the unidentifiable parameters, we combine (by averaging) the sample value with
the literature value. In this way we balance the effect of lack of identifiability using the sam-
pling approach. We take the prior knowledge information given in the literature and form a
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i f ∃θ re fL,i ∈ θ
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We perform a second minimisation using a Tikhonov regularisation term (Eq 24) with a
normalisation factor (Eq 25) with respect to θ re f , to avoid bias due to scaling. This second
minimisation will produce a refined fit, without overfitting (i.e. a more generalisable one).We
set up the second optimisation problem (Eqs 24 - 26) in a similar fashion to our original run
(i.e. with log likelihood, AMICI, eSS and NL2SOL), the only exception being the addition of
a regularisation term (Eq 24) in our cost function.
Γ (θ) = (θ −θ re f )T WT W
(
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QR(θ) = Q̂NLS(θ)+αΓ (θ) (26)
Subject to the system described in Eqs 1 - 5 and the parameter bounds described in Eq
12. Where α is the regularisation parameter weighting the cost between the quality of fit
and the effect of the regularisation, and the θ re f parameter vector is the reference vector of
parameter values obtained in the previous steps. We denote the solution to this optimisation
as θ̃ .
3.2.7 Identifiability analysis 2
Once we have achieved a regularised fit, we need to perform several analyses on the
resulting calibrated model. In particular, we need to perform a new identifiability analysis
using VisId at the new optimal (regularised) parameter values. We map our final optimal











7→ Θ̃ Iden (27)
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4 Model evaluation
4.1 Envelope intervals
Due to the independent nature of the two different methods used, the two methods have










Where ŷ gives the behaviour observed by the dual approach, given by the midpoint of the
predictions of the biologically driven and the regularised estimation calibration. From our















Where I j is the prediction interval for each t j ∈ [t0, tend ] giving a smooth envelope over the
time period. The prediction interval is the area between smallest and largest predictions
given by the two methods used.
4.2 Metric of model calibration and validation
Using the normalised root mean square error (NRMSE, Eq 30) as a metric for quality of
fit, we can assess our model on the quality of both calibrated fit and predictive power. For
the assessment of predictive power the NRMSE is calculated based on all of the validation
data sets available simultaneously. We use the NRMSE metric in order to have a general
metric that is directly comparable, using the normalised version of the metric in order to
avoid any bias due to scaling. This metric allows us to quantitatively measure the quality of
both our fit and of our predictive power and can be used for direct comparison. We simulate
our calibrated model under each of the conditions associated with each validation data set, in
order both to calculate the residuals needed for the NRMSE metric and for a visual plotting
(qualitative) of the model kinetics under each set of conditions.













Where n is the total number of data points.
5 Results
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5.1 Identifiability Analysis and Global Sensitivity Analysis
The objective using the dual approach is not simply to produce a unique parameter vector,
which explains the data (and performs well in additional validation tests). Instead, we seek
a dual parameterer identification, which results in prediction envelopes (i.e. those defined
by the two-state prediction trajectories of Approach I and Approach II). The dual approach
combines the biological inspired (Approach I) and statistical (Approach II) parameter es-
timation methods, following well-specified procedures (as depicted in Fig 1). The Global
sensitivity analysis (GSA) in Approach I and the identifiability analysis in Approach II pro-
vide significant information for each estimation and by extension to the dual fit and the
prediction envelopes of the biological system studied.
Global sensitivity analysis (GSA) enables the connection of the mathematics with the sys-
tem’s biology. GSA identifies the significant parameters of the mathematical model, allow-
ing us to initialise the parameter estimation (Supplementary material, S1.1.1, Figs S1.2,
S1.2) and reduce model uncertainty (caused by a large number of model parameters). The
GSA results reveal and demonstrate the biological relevance between parameters (inputs)
and variables (outputs), confirming accurate model structure of such a complex biological
system. For the biological system studied, GSA demonstrates that the significant parame-
ters for Pr, Ps, Pu, PbenR and PbenA promoters are the ones associated with their expres-
sion. In addition, the parameters related to XylR and BenR synthesis are also found to be
significant. BenR synthesis of the ortho-cleavage GRN is the main additional biological
component that we added to the Koutinas et al. (2011) [27] model to increase biological
information and model fidelity. The parameters related to BenR synthesis are found to be
important for accurately expressing Pm, toluene and biomass concentration. This corrobo-
rates the importance of the ortho-cleavage pathway to model the transcriptional regulation
and subsequently bioprocess kinetics. In the parameter estimation process, we prioritised
estimation of the significant parameters as defined by GSA method.
Identifiability analysis explores a large number of parameters in complex biological models.
The analysis is focused on the mathematical model without requiring any prior knowledge
(i.e. parameter values, systems dynamics) of the modelled biological system and is per-
formed as an analytical step in Approach II (S1.1.2, Figs. S1.3, S1.4). In the current model,
some parameters are deemed to be unidentifiable due to collinearity between them and lack
of sensitivity. It should be noted that partial lack of identifiability for a model of this com-
plexity (21 states, but with only 8 observed, and more than 50 parameters) is not unexpected.
Simply combining sets of independent estimations is not possible here as parameters form
collinear groups within which relationships between parameters generat certain model out-
puts. Using the VisId analysis we find that there are 105 pairwise collinear relationships
(Figs S1.5, S1.6), which means that there is a large lack of identifiability within the sys-
tem. Simply combining parameter values can break these relationships, leading to artefacts.
We circumvent this behaviour by instead combining the estimations of our two approaches
directly.
5.2 Model calibration
Approach I is based on the model-building process which incorporates biological knowl-
edge of the system while Approach II is based on the regularised estimation which when
compared to the non-regularised estimation indicates more precise model calibration (S1.1.3).
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Our approach results in a combined prediction trajectory, the dual fit, for each output (i.e.
Pr, Ps, Pu, Pm, PbenR, PbenA, toluene and biomass), a prediction envelope to indicate the
space of the predicted kinetics formed between the two individual approaches (Figure 4)
and two sets of estimated parameter values (Table S1.2). The results demonstrate a good
agreement between the calibrated model using the dual fit and the data (as shown by the
NRMSEs values in Table 3). We note that the lag phase is also accurately predicted (Figure
4). The obtained envelope of the dual approach which captures Pr, Ps, Pu expression levels
was narrow (Figure 4) suggesting an agreement between the individual approaches and the
beneficiary effect of dual parameter identification to increase confidence over model struc-
ture process and purposes.
With respect to Pm, PbenR and PbenA simulated behaviour (Figure 4), the envelope space
of the dual approach is broader as compared to the previous promoters expression. This
could be due to a lack of identifiability of certain parameter, or to the increased variability
when dealing with oscillations. Furthermore, PbenR and PbenA expression is not accurately
represented in the model structure. PbenR has been modelled as being auto up-regulated as
suggested by Tsipa et al. (2016, 2017) [53,55] but this transcriptional regulation mechanism
has not been experimentally validated yet and may lead to insufficient model structure. Fur-
thermore, PbenA is most probably co-up-regulated by both ortho-cleavage BenR and TOL
XylS transcriptional factors [38, 53, 55]. The latter transcriptional regulation mechanism is
not included in the developed model. The dual fit accounts for the shortcomings of each ap-
proach which results in an enhanced representation of the GRN system and provides more
accurate representation of the mRNA expression patterns of both promoters (Fig 4) as com-
pared to each individual approach. With respect to the oscillatory behaviour of Pm, despite
the different trajectories predicted by each individual approach, the dual approach was able
to represent the Pm calibration data well (Table S1.3). The purpose of the current modelling
framework is to link the GRN to growth kinetics. Through this framework, the bioprocess is
faced as an intracellular informatory process rather than a black box. We show that our dual
approach, despite model deficiencies at the GRN level, was able to achieve a good fit to the
experimental kinetic patterns of the bioprocess. The dual parameter identification accurately
simulates toluene degradation and biomass formation calibration data (Table S1.3).
5.3 Model Validation
The best model fit to the calibration data is not always the best solution and can be
misleading. We could have a case of overfitting, where the calibrated model would have
poor predictive power for conditions different from the ones used in the calibration. To
ensure that a model does not suffer from overfitting, its performance must be tested with
a validation study (i.e independent data sets not used in the calibration). Herein, we have
considered validation of a vast amount of independent data corresponding to experiments
with three different initial conditions, namely initial toluene concentrations at 0.4, 0.6 and
1.2 mM which include systematic monitoring (i.e. every 30 min) of Pr, Ps, Pu, Pm, PbenR
and PbenA promoters and toluene and biomass kinetics. These toluene concentration levels
were chosen to represent extreme culture conditions, where the P.putida mt-2 culture may
be unable to grow and thus the TOL and ortho-cleavage promoters may not be activated.
Low levels (i.e. 0.4, 0.6 mM) could be an insufficient carbon source unable to support mi-
croorganism’s growth, whereas high (i.e 1.2 mM) concentrations may be lethal due to the
toxicity of toluene. The validation results are shown in Figs 5, 6, 7.
At every initial toluene concentration, the GRN model reproduces the magnitude and trend
of all six promoters and recognises the different initial conditions. Furthermore, the dual





















































































































































































































































Fig. 4 A figure showing the simulation of the dual fit and envelopes resulting from the dual approach under
the calibration conditions. The data here is the data used for the calibration of the model. The results for tran-
scriptional kinetics are obtained as an average from nine individual measurements (three biological replicates
and three technical replicates) at each point and the error bars are calculated for standard error. The results for
substrates degradation and biomass formation are obtained as an average from three individual measurements
at each point and the error bars are calculated for standard deviation
approach captures the Pr, Ps and Pu behaviour better than the individual approaches (NRM-
SEs shown in Tables S1.4-S1.6). For these variables, in every condition studied, the envelope
space is narrow. Interestingly, the envelope space of the dual approach enclosing the trajec-
tories of PbenR and PbenA is broader. These behaviours are under-estimated by the dual
approach, indicating possible model deficiencies due to incomplete knowledge of the regu-
latory mechanisms involved. However, the dual approach results in a better representation
and prediction of the experimental patterns, compared to the individual methods (NRM-
SEs shown in Tables S1.4-S1.6). With respect to the Pm predicted expression pattern, under
the non-oscillatory conditions (Figs 5 - 6) , parameter αPm, which expresses the degrada-
tion of Pm mRNA, is responsible for the negative effect in the differential equation. The
identifiability analysis performed with Approach II found this parameter to be practically
unidentifiable, i.e. there is a lack of available information in the data to adequately estimate
this parameter. This causes direct difficulty to capturing the state’s decline. Approach I was
able to better capture the decline. In the oscillatory case (i.e. 1.2 mM initial toluene concen-
tration, Fig 7), the varying amplitude of experimental oscillations results in a discrepancy
between the predicted fit of each individual approach. However, at every condition tested,
the fit of the dual approach captures these dynamics more accurately compared to the indi-
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vidual approaches (NMRSEs shown in Tables S1.4-S1.6). Overall, despite some prediction
errors at the GRN level, the two most significant bioprocess design variables (i.e. toluene,
and biomass) were adequately captured (NRMSEs shown in Tables S1.4-S1.6). The dual fit
computed with the dual approach was able to capture the different patterns better than the
individual approaches. The superiority of the dual approach in validation is quantitatively
shown in Table 3, indicating a quality of validation similar to that of the calibration.
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Fig. 5 A simulation of the dual fit and prediction envelopes under model validation conditions with initial
toluene levels of 0.4 mM. The results for transcriptional kinetics are obtained as an average from nine individ-
ual measurements (three biological replicates and three technical replicates) at each point and the error bars
are calculated for standard error. The results for substrates degradation and biomass formation are obtained
as an average of three individual measurements at each point and the error bars are calculated for standard
deviation.
6 Discussion
Parameter estimation of nonlinear kinetic models of biological systems is a crucial yet, cur-
rently, a rather intractable methodology. Traditional parameter estimation methods often
result in an inaccurately calibrated model, mostly due to noisy data, over-parameterisation
and strong nonlinearities (which can result in objective function with many local optima).
Standardisation of this methodology could lead to robust models, assisting in optimal de-
sign, large-scale development, control and optimisation of bioprocesses.





















































































































































































































































Fig. 6 A simulation of the dual fit and prediction envelopes under model validation conditions with initial
toluene levels of 0.6 mM. The results for transcriptional kinetics are obtained as an average from nine individ-
ual measurements (three biological replicates and three technical replicates) at each point and the error bars
are calculated for standard error. The results for substrates degradation and biomass formation are obtained
as an average of three individual measurements at each point and the error bars are calculated for standard
deviation.
We present the dual approach, a parameter identification method, combining mathematics
with biology. The dual approach uses common mathematical tools and incorporates prior
biological knowledge. Approach I allows the incorporation of demonstrated knowledge of
the biological system in the model-development process handling any issues raised in the
model structure due to the complexity of the biological system. Approach II is specifically
intended to handle the issues of multimodality, ill-conditioning and overfitting complement-
ing and verifying the parameter identification of Approach I.
We employ the dual approach in the hybrid GRN-growth kinetic model, which predicts bio-
process performance of aromatic pollutants degradation and biomass growth in P.putida
mt-2 and is a paradigm of model and biological complexity. The dual approach exploits the
advantages of each individual method, resulting in an accurately calibrated and validated ki-
netic model, which overcomes the challenges of parameter estimation of kinetic biological
models. We improve the robustness of the model overcoming the many computational issues
and pitfalls in modelling of complex biological systems. We are able to efficiently deal with
the additional model complexity caused by multiple (implicit and explicit) discontinuities
and oscillatory behaviour. Significantly, we increase the predictive capability of the model.
When dealing with prior information, one may be tempted to lean towards Bayesian ap-
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Fig. 7 A simulation of the dual fit and prediction envelopes under model validation conditions with initial
toluene levels of 1.2 mM. The results for transcriptional kinetics are obtained as an average from nine individ-
ual measurements (three biological replicates and three technical replicates) at each point and the error bars
are calculated for standard error. The results for substrates degradation and biomass formation are obtained
as an average of three individual measurements at each point and the error bars are calculated for standard
deviation.
proaches for parameter inference. However, here, we avoid using such methods due to the
increased computational burden and known issues with the convergence of Bayesian algo-
rithms in the presence of a lack of identifiability [42]. There is also a direct link between
Bayesian estimation and regularisation [24], which we exploit in order to include our prior
knowledge. One particular type of analysis that could be desirable is uncertainty quantifi-
cation. Typically, this type of analysis is performed via the Fisher Information Matrix (or
FIM) [23, 43], however, in the presence of a lack of identifiability, the FIM becomes ill-
conditioned. This leads to numerical artefacts, and therefore the resulting uncertainty quan-
tification becomes unreliable. A more rigorous method would be to use a bootstrapping
approach. This, however, is highly computationally demanding [23] and extreme for the
size and complexity of the model we have here.
Currently, the kinetic model-building process is lagging behind in producing high-throughput
time-course reliable data [8]. Herein, we use a data-driven parameter estimation by means
of high-quality time-series data through technical and biological triplicates, measured at 30-
minute intervals, assisting in the efficiency of parameter estimation and model validation.
In the dual approach, we combine practical identifiability analysis and GSA, which each
have different purposes and complementary roles in experimental design and model-building
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process. This may potentially lead to efficient utilisation and distribution of laboratory re-
sources. Identifiability analysis (Approach II) is a useful mathematical tool to guide and
enhance the experimental design, suggesting additional variables that should be measured
to resolve any identifiability issues. In the current model, some parameters are unidentifi-
able suggesting that experimental data of additional states could be beneficial. Knowledge
of the regulatory mechanisms of the complex biological system (Approach I) identifies the
difficulty to measure such state variables, due to cost and time limitations of the existing
experimental methods. Furthermore, unlike local sensitivity analysis, which is common in
kinetic biological modelling [1], we employ GSA. The aim of GSA is to determine the
degree of change of a model property such as gene expression in response to a change in
the model parameters. As the parameters may represent quantities that can be manipulated
by genetic engineering, such as protein concentrations, the analysis enables predictive links
between potential targets and their effect on the behaviour of the biological system. For in-
stance, in the model studied, based on the significance of the parameters of XylRa on Pr,
Ps, Pu, and that of BenRa on Pm, a change on the structure of XylR and BenR protein may
affect and accelerate the biodegradation process.
The complementarity of Approaches I and II enhances the purely mathematical background
usefulness. One aspect of this is that Approach II explicitly uses the standard deviation of the
experimental results in the estimation process. This complements the limitation of Approach
I, which assumes independent, normally distributed measurement errors with zero means
and constant variance. Further, model reduction could be applied to the studied model to de-
crease the complexity and therefore the computational burden of simulation. For instance,
the nonlinearity caused by XylRa and BenRa could be described by a single equation, as the
second equation describes a slower state of the biological system, which can be excluded as
in the model described by Tsipa et al. (2018) [54]. Such decisions are usually dependent on
a combination of factors such as (a) the purpose of the model and (b) the prior knowledge
available for the modelled system.
The predictive power (via model validation) of kinetic models is often unexplored, usually
due to lack of data. The ability of the model to explain experimental data used for param-
eter estimation cannot guarantee model validation. In this study, we use three independent
datasets for validation. The high performance of the dual approach in validation suggests
a promising parameter estimation method with respect to mod l robustness. Our validation
results indicate an enhanced predictive power of the calibrated model, which could be used
as a tool of in-depth understanding of the biological system. The prediction envelopes pro-
vided by the dual approach allow us to better describe the noisy datasets that are typical in
biotechnological applications. The robustness of the hybrid GRN-growth kinetic model can
be further exploited in model-based optimisation and control strategies in bioremediation
and biotechnological applications [54].
Supplementary material
S1 File.Details of Approaches I and II and detailed results.
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Table 1 The equations forming the GRN model.
Variables Equations























3 rXylRXylRi−rR,XylR ·XylRa i f t≤60 min
−kXylRa·XylRa otherwise (11)







dt = βPs,tot −αPs ·Ps (14)
rXylS rXylS = b · tolINI (15)
XylSi
dXylSi






2 rXylS ·XylSi− rR,XylS ·XylSa (17)









XylU dXylUdt = βXylU ·Pu−aXylU ·XylU (20)
BenRi
dBenRi
dt = βBenRi ·PbenR− rBenR ·BenRi (21)
+2rR,BenR ·BenRa−aBenRi ·BenRi
rBenr rBenR = c · tolINI (22)







2 rBenR ·BenRi+rR,BenRBenRa i f t≤90 min
−kBenRa ·BenRa otherwise (24)


















XylM dXylMdt = βXylM ·Pm−αXylM ·XylM (27)





dt = βPbenA,tot −αPbenA ·PbenA (29)
BenB dBenBdt = βBenB ·PbenA−αBenB ·BenB (30)
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Table 2 Lag phase equation and microbial growth kinetics equations for biomass growth rate, specific growth












0 i f t<lagdur and tol≤0mM
−rtoluene·X otherwise (32)


























− rI · Iin (37)












− rR,R ·Ra−β3 ·Rin (39)
Lag phase lagdur = lTOL + lchrom · tolINI (40)
NRMSE table Calibration Model validation
Dual approach 0.17055 0.18776
Approach I (biologically inspired estimation) 0.17402 0.25322
Approach II (regularised estimation) 0.19830 0.25227
Table 3 Normalised root mean square errors (NRMSEs) of the different approaches for the calibration and
validation data sets. Model validation costs are computed considering data from 3 different experiments.
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Prediction envelope Dual fit Data
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S1.1 Approach I: Biologically inspired parameter estimation
S1.1.1 Global sensitivity analysis
S1.1.1.1 GSA for model variables
The 8 observed variables of the model are the promoters of the GRN model: Pr, Ps, Pu, Pm,
PbenR, PbenA, the bioprocess (i.e. biodegradation) variables toluene and biomass. We examined
the sensitivity at 50, 70, 100 and 400 minutes. The variables of the GRN were affected by parameters
perturbation at 50, 70 and 100 minutes whereas at 400 minutes there is no effect on the GRN
variables. This is due to the up-regulatory behaviour of the promoters. Tsipa et al. (2016) [1]
noticed that upon toluene entry promoters expression increased and reached maximum levels at
60 or 90 minutes. Following these specific time points, most of the promoters’ expression was
gradually decreased reaching basal levels. Therefore, the effect of parameters transition on the
decline phase does not have any impact on promoters behaviour. The bioprocess variables were
affected by parameters perturbation at 400 minutes only. This is because the lag phase lasts for at
least 180 minutes for the training data. Therefore, upon toluene degradation and, thus, biomass
formation the only point at which parameters transition affect bioprocess design variables is 400
minutes. For the bioprocess variables, the fact that parameters related to GRN are significant
underlies the importance of GRN mathematical expression to model microbial growth kinetics.
1
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A 
Fig. S1.1 Global sensitivity analysis results of: A)Pr, B)Ps, C)Pu, D)PbenR, E)Pm, F)PbenA, G)toluene
(tol), H) biomass (X) at 50, 70, 100 and 400 minutes
S1.1.1.2 GSA for Pm oscillatory behaviour
The oscillatory behaviour of Pm was consistently observed by Tsipa et al. (2016, 2017) [1, 2]
above 0.9 mM toluene concentration threshold and 90 minutes upon toluene entry. However, the
transcriptional regulation mechanisms causing this expression pattern is not yet known. Usually,
the oscillatory behaviour is caused by participation in negative feedback loop regulation [3]. In an
attempt to model this novel behaviour we followed the Ferrell et al. 2011 [4] scenario. In order to
check the effect of this model parameter perturbations on the Pm variable, we applied GSA at 110,
130, 140, 160, 170, 190 minutes because at these time points the oscillatory behaviour started to be
presented.
2


















































































Fig. S1.2 Global sensitivity analysis results of the oscillatory behaviour of Pm following the scenario of
Ferrell et al (2011)[4]
S1.1.2 Identifiability analysis results
Within approach I we use two different identifiability analyses steps to help reduce the effect of a
lack of identifiability on our procedure. The first identifiability analysis is performed after the first
optimisation step, using the non-regularised parameter vector to initialise the VisId analysis. The
results of this analysis are then used to help tune the regularisation procedure as described in S1.7.
The second identifiability analysis is the last step of the procedure and is used to update the results
of the initial identifiability analysis to account for the fact that we now have achieved the global
optima avoiding overfitting. As well as performing the analysis VisId [5] also provides a visualisation
of the network showing all of the parameters, giving a reason as to why they are not identifiable
(Figs S1.3 - S1.4).
Using the VisId analysis we find that there are 105 pairwise collinear relationships (Fig. S1.5) and
195 collinear triplets (Fig. S1.6)(S.I), which means that there is a large lack of identifiability within
the system. Simply combining parameter values can break these relationships, leading to artefacts.
We circumvent this behaviour by instead combining the estimations of our two approaches directly
3














































































































































Unidentifiable parameters due to correlation





Fig. S1.3 Network representation, showing results of the final identifiability analysis performed. Results
from the VisId toolbox performed with the non-regularised parameters from the initial estimation.
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Unidentifiable parameters due to correlation





Fig. S1.4 Network representation showing results of the final identifiability analysis performed. Results
from the VisId toolbox performed with the parameters from the regularised estimation.
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Fig. S1.5 A figure showing the collinear pair relationships. Each edge joins two collinear parameters.
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Fig. S1.6 A figure showing the collinear triplet relationships. Each edge joins two collinear parameters.
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S1.1.3 Regularisation effect in Approach II
The application of regularisation as described in S1.7 - S1.10 allows for increase predictive power
for the regularised estimate over the initial optimisation in approach II. We compare the regularised
estimation to the original estimation in approach II both for the calibration (Fig S1.7) and cross-
validation sets 1-3 (Figs S1.8 - S1.10 respectively). We also calculate the NRMSE for both estimates
(Table S1.1). Without regularisation, we are able to achieve an extremely high-quality calibration
(better than the dual approach), but the model has minimal predictive power as can be seen in Figs
S1.8 - S1.10 and by the large NRMSE value in Table S1.1. This is a perfect illustration of overfitting.
After the application of our regularisation techniques, we are able to sacrifice some of the quality of























































Fig. S1.7 Figure showing the difference between the regularised and non-regularised fits to the calibration
data as per the costs described in table S1.1.
NRMSE table Calibration Cross-validation
Regularised estimation 0.19830 0.25227
Non-regularised estimation 0.16936 1.45720
Table. S1.1 A table showing the NRMSE for the regularised and non-regularised fits obtained within the
regularised estimation process for both the fit and the total validation.
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Fig. S1.8 Comparison between the validation of the regularised and non-regularised to validation data set
1 (initial toluene level of 1.2 mM). With the total cost of validation described in table S1.1.






















































Fig. S1.9 Comparison between the validation of the regularised and non-regularised to validation data set
2 (initial toluene level of 0.4 mM). With the total cost of validation described in table S1.1.
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Fig. S1.10 Comparison between the validation of the regularised and non-regularised to validation data set
3 (initial toluene level of 0.6 mM). With the total cost of validation described in table S1.1.
10






























































S1.1.4 Parameter vectors from the individual approaches
The two solutions from the parameter estimation approaches can be found in the table below.
Parameter Approach I Approach II




























































































































Table. S1.2 A table showing the parameter values resulting from the solution of optimisations in Approaches
I and II.
S1.1.5 NRMSE values of the variables for each approach
Observable-wise Approach I Approach II Dual approach
NRMSEs biologically inspired regularised
Fitting estimation estimation
Pr 0.15257 0.15413 0.14436
Ps 0.12148 0.10708 0.10317
Pu 0.11977 0.12922 0.12289
Pm 0.15678 0.21603 0.13971
PbenR 0.16684 0.1949 0.1481
PbenA 0.14941 0.12349 0.10965
toluene (tol) 0.052008 0.037484 0.043672
biomass (X) 0.07342 0.083351 0.072549
Table. S1.3 A table showing the NRMSE for each of the methods calculated for each individual observable
in the calibration experiment (initial toluene level of 1 mM).
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Observable-wise Approach I Approach II Dual approach
NRMSEs biologically inspired regularised
Validation exp 2 estimation estimation
Pr 0.22528 0.4918 0.34712
Ps 0.16596 0.24395 0.20286
Pu 0.18611 0.1469 0.1653
Pm 0.3194 0.32351 0.28207
PbenR 0.35935 0.38773 0.37341
PbenA 0.3233 0.42889 0.22792
toluene (tol) 0.1303 0.10611 0.11795
biomass (X) 0.046155 0 .15622 0.098102
Table. S1.4 A table showing the NRMSE for each of the methods calculated for each individual observable
in the first cross-validation experiment (initial toluene level of 0.4 mM).
Observable-wise Approach I Approach II Dual approach
NRMSEs biologically inspired regularised
Validation exp 3 estimation estimation
Pr 0.41632 0.51913 0.4607
Ps 0.18701 0.1864 0.17979
Pu 0.14021 0.15735 0.14791
Pm 0.18378 0.32498 0.24263
PbenR 0.23862 0.27532 0.25547
PbenA 0.28813 0.19488 0.16606
toluene (tol) 0.071077 0.053557 0.061126
biomass (X) 0.11335 0.12287 0.11764
Table. S1.5 A table showing the NRMSE for each of th methods calculated for each individual observable
in the second cross-validation experiment (initial toluene level of 0.6 mM).
Observable-wise Approach I Approach II Dual approach
NRMSEs biologically inspired regularised
Validation exp 1 estimation estimation
Pr 0.12129 0.1497 0.12697
Ps 0.055988 0.089403 0.065574
Pu 0.073406 0.083678 0.077684
Pm 0.26107 0.346 0.28939
PbenR 0.15974 0.24372 0.18095
PbenA 0.21412 0.20807 0.20762
toluene (tol) 0.046795 0.053439 0.049501
biomass (X) 0.099545 0.048165 0.047068
Table. S1.6 A table showing the NRMSE for each of the methods calculated for each individual observable
in the third cross-validation experiment (initial toluene level of 1.2 mM).
13
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