Fabrication of silicon carbide fibres reinforced silicon carbide composite (SiC/SiC) by chemical vapour infiltration (CVI) process was investigated in this research with the help of both simulation and experimental set-up. CVI of silicon carbide preform was carried out through the pyrolysis of methyltrichlorosilane (MTS) over a broad temperature range at atmospheric pressure. The overall aim was the morphological description of the matrix (co-deposition of Si, SiC and C) during pyrolysis of MTS by CVI process and its state-of-the-art numerical calculation. Phase-field model was developed and deployed to predict the evolution of the microstructures and to describe the influence of the infiltration conditions on the properties of the composite during CVI process in conjunction with the implication of finite element method. Both mass transport and fluid motion in gas phase were considered. Experimental results exhibit three deposition regimes at different temperature ranges as predicted by the numerical simulation results. This also implies different deposition kinetics involved as investigated in the present research. The great difference of the steady-state deposition rate exceeding three orders of magnitude was explained in terms of a multiple steady-state surface reaction model of co-deposition of SiC, Si and C. Corresponding gas-phase compositions, over the temperature region covered in the present experiments, were calculated with a detailed pyrolysis reaction mechanism of MTS.
INTRODUCTION
Silicon carbide fibre reinforced silicon carbide matrix composite (SiC/SiC composite) has attracted increasing attention in the industrial applications because of their useful properties such as improved fracture toughness, resistance to abrasion and light weight [1, 2] . They are widely used in the space industries, in defence industry as bullet proof vest, in automotive industries as break disk and many more to mention [3] [4] [5] [6] [7] [8] . Large-scale production of SiC/SiC composite is still restricted by its production cost. One of the ways to reduce the production cost without compromising the quality is chemical vapour infiltration (CVI) [9] [10] [11] process, a special form of widely known chemical vapour deposition (CVD) . In this particular process, a thin solid film is synthesized from the gaseous phases by chemical reactions at elevated temperature to form fibre-reinforced composites [12] . It is this reactive process that differentiates CVD from physical deposition processes, such as evaporation, sputtering and sublimation. During this process, fibrous preform is supported on a porous metallic plate through which a mixture of carrier gas along with matrix material is passed at an elevated temperature. Preforms can be made of yarns, woven fabrics, filament wound or braided three-dimensional (3D) shapes [13] . The infiltration process takes place in a reactor which is connected to an effluent treatment plant where the gases and residual matrix material are chemically treated. In this process, the residual stresses of the structure are lower due to lower infiltration temperature, and complex large shapes can be produced in a cost-effective way with minimum damage to the fibre preform [14] . The composites prepared by this method have enhanced mechanical properties, corrosion resistance and thermal shock resistance. Various matrices and fibre combinations can be used to produce different composites such as SiC, C, Si 3 N 4 , BN, B 4 C, ZrC, etc. and thereby allow considerable flexibility in selecting fibres and matrices. Very pure and uniform matrix can be obtained by carefully controlling the purity of these gases. To strictly control the morphology and porosity of SiC film, CVI methods with isothermal and isobaric conditions were explored, where both reactant concentrations and reaction rates remain constant, theoretically, during the whole process [14] . It is worth to mention that CVI is now considered as one of the most important methods of SiC/ SiC composite production in large scale. During this process, SiC matrix is deposited on the porous SiC preform by pyrolysis of methyltrichlorosilane (CH 3 SiCl 3 ) commonly abbreviated as MTS. MTS has high deposition rate, over 110 µm/h [15] . In addition, it acts as SiC precursor, providing both carbon and silicon to the gas mixture. However, the C/Si ratio will be fixed at 1, if only MTS is used as the precursor. Therefore, to adjust the C/Si ratio, which has been proved to be an important way of controlling the morphology and the amount of impurities in the composite structure, H 2 was used as the carrier gas [16] . This process obviously involves the complicated interactions among gaseous flow, mass/heat transport phenomena as well as chemical reactions. Usually, CVI process suffers from non-uniform densification and high residual void fraction (porosity) in the overall composite structure. To address these issues, measures were taken to ensure that mass transport rates are higher than that of deposition rates during the process. These take extremely long process times, up to several weeks in some cases, and hence, make the experimental investigation very difficult, while simulation provides an alternative solution. Therefore, the most important challenge is finding the optimal technological parameters followed by verification of the simulation results by experimental set-up, with the best-fit process parameters. An examination of the available literature shows that there are large numbers of publications on CVI modelling [17] ; however, most of the papers generally described 1D model to account the phenomena occurring inside the preform without considering the transport processes in the whole reactor system. Therefore, the objective of the present research is twofold: (i) to model and simulate SiC/SiC composite manufacturing through CVI process in a 3D model to overcome the current limitations as stated before and (ii) verification of the simulation results with experimental data. The overall goal is to achieve the morphological description of the matrix (co-deposition of Si, SiC and C) during the process and its state-of-the-art numerical calculation. The research is expected to improve our understanding on microstructural evolution of SiC/SiC composite under different process parameters.
EXPERIMENTAL
The schematic of the deposition apparatus and the reactor flow chart are shown in Fig. 1 . The gases were taken from gas cylinders under controlled flow rates regulated by mass flow meters (MFC). A fraction of hydrogen was flowing through an evaporator for the uptake of MTS. Concentrations of vapours are made by bubbling the carrier gas (H 2 in this case). This method requires optimum pressure and temperature control of the bubbler system. In the present work, hydrogen was used not only as a dilution/carrier gas to transport the reactants to the hot surface but also as a reactant for the chemical reaction to form SiC and to remove organic contaminations on the substrate surface immediately before the film deposition. After flowing through the reactor, the exhaust stream passes a post-processing system to get rid of most hazard composition and then the left was output by an electronically controlled membrane pump. The experiments were performed under atmospheric pressure, measured at the entrance of the reactor. The liquid source, MTS was taken from a container and flows through the L-MFC. MTS and H 2 flowing through a three-way valve were mixed in the controlled evaporation system (CEM) for the uptake of MTS. The CEM system offers an optimum pressure and temperature control of the liquid source.
Graphite-resistive heating elements were placed in the centre of the reactor, as shown in Fig. 1c . The gas-phase precursor enters the reaction chamber from above and exits from below with a high flow rate, which leads to a convective freshening of the outer surface of the preform, a distinct temperature gradient within the preform and in the gap existing between the preform and the reactor wall. As pure SiC matrix could be formed only at higher temperatures, normally above 1050°C, the temperature of the graphite-resistive heating element was set at 1100°C [18, 19] .
In the reactor, a SiC fibre felt preform with a fibre volume fraction of 30% was used. The diameter of SiC fibre was approximately 12 µm and the equivalent diameter of pore was approximately 24 µm. Conical inlet and outlet nozzles were connected to the deposition space to reduce pre-decomposition of MTS. Prior to SiC deposition, the substrate was coated with pyrolytic carbon using C 3 H 8 /CH 4 as precursor at 1000-1100°C for several hours in order to fill-up the porous surface. Since the pre-coated pyrolytic carbon exhibits similar thermal expansion coefficient to that of SiC, it is beneficial for the formation of thick SiC coatings without cracks.
MULTIPHASE FIELD MODEL OF THE CVI PROCESS
Growth mechanism description of SiC/SiC composite during CVI processing through an accurate mathematical model is extremely complex [20] , as the time and length scales where chemical and physical processes take place differ by several orders of magnitude: from macro-scale through meso-scale and micro-scale towards atomic scale. A macro-scale model is frequently adopted if the scope of the modelling is the optimization of the film growth rate and its profile. A meso-scale model is used when the interest is towards the study of the filling between the pores. A micro-scale modelling can aid to investigate the film morphological evolution, while atomistic models are usually used to examine the surface and gas-phase chemistry. Kulik et al. [21] considered a 2D model of CVI process and used for the simulation of CVI by analysing flow patterns, thermal field and distributions of species concentrations in the fibrous preform and in the gas region of the reactor. Though CVI modelling has reached rather a mature stage, fully integrated multiscale approaches are not yet well developed as evident in various review papers [21, 22] . A multiscale model should intend to deal simultaneously with all the scales recognized in the CVI process, such as: (1) a macroscopic scale (the whole reactor cavity and the perform, considered as a homogeneous medium), (2) one or more scales related in detail to the pore space (their dimensions depend on the type of preform and fabrication methods) and (3) eventually a 'atomic' scale referring to the dimension of the atoms/molecules and the species reagent between each other and with the substrate. Vignoles et al. [22] proposed a global scheme and obtained a unique modelling tool to be used for the predictions and infiltration process parameter optimization. Three critical issues were identified, namely: (1) reaction scheme kinetics, which involve homogeneous and heterogeneous reactions; (2) models of porous media at various densification levels, related to the description of geometry and transfer mechanism and (3) appropriate methods for coupling. By taking into consideration the above-mentioned issues, phase-field method was used in this study to predict the microstructural evolution during the CVI process. It is very important to choose a proper model to simulate the impact of process conditions. Presently two methods, namely (i) the sharp interface model and (ii) the Eulerian techniques are often adopted. Though they enjoy great popularity, each of them has their own cons. For sharp interface model, it is difficult to precisely track the interface. While Eulerian techniques lack the complete conservation of mass and volume-fluid methods when calculating the interface curvature from volume fractions, phase-field model utilize a diffusive region instead of a sharp interface to describe the interface difference between gas and solid phase. As the parameter varies from one phase to another continuously, this model is pretty suitable for the motion interface depending on the external field normal to the interface and the regional curvature of the interface. Some scientist has proved that the solution of phase-field model converges to the results of corresponding sharp interface model when the thickness of the interface approaches zero [23] . In this work, we aim to build a phase-field model specific for CVI process to describe the evolution of the SiC/SiC composite microstructure.
Compared with other meso-scale methods, the phase-field model is capable of avoiding the explicit tracking of the interface and the complicated re-meshing of the computational domain in the moving boundary problem. It assembles many features of level-set method but avoids the numerical instability through an advection-diffusion equation. The phase-field method is a potential method that can be applied in the different multiphysics field problems by adoption of different system free energy.
Thermodynamics and kinetics of CVI process
During CVI process of SiC/SiC composite fabrication, MTS was used as the precursor in the presence of hydrogen (H 2 ), which acts as the carrier gas in the reactor. For thermal decomposition of MTS, the reduced mechanism was adopted, which allows a detailed thermodynamics description. Based on the work by Zhang and Hüttinger [24] , Allendorf and Melius [25] and Fitzer and Kehr [26] , a model of both homogeneous gas-phase chemistry and heterogeneous surface chemistry was presented. Here, CH 3 and C 2 species were assumed to be the carbon sources, while SiCl 3 and HSiCl 3 were assumed to be the silicon sources for the deposition of C, Si and SiC and the dissociation reaction of MTS was as follows [27] :
(1)
Formation of the depositions ( * indicates the adsorption of the intermediate species on free surface site):
SiCl 3 * + 3H ⇌ Si * + 3HCl
HSiCl 3 * + 2H ⇌ Si * + 3HCl (8) Si * + C * ⇌ SiC (9) 3.2 Phase-field equation
As shown in Fig. 2 , the gas-solid interface was implicitly denoted by the spatially diffusive phase-field order parameter (j) instead of sharp interface. Therefore, the spatio-temporal behaviour of phase-field order parameter reproduces the deposited SiC microstructure evolution. Multiphase field order parameters were adopted in case of the co-deposition of condensed solid phases b-SiC(s) with Si(s) or b-SiC(s) and C (graphite) under specific CVI processing conditions. The existence of bulk phase i was represented by phase-field order parameters (j i , i = 1,...N, N is the number of phases) to be 1, otherwise 0 in the rest phases, and 0 < j i < 1 in the interfaces between ith and the other phases. The sum of these phase-field order parameters should be conserved as [27] : (10) where j 1 denotes multicomponent gaseous phase and j 2 , j 3 , j 4 denote silicon, silicon carbide and carbon respectively. Chemical reactions, as stated in Section 3.1, were governed by thermodynamics and kinetics. The thermodynamics defines the driving force which indicates the potential direction that the reaction would precede. The kinetics defines the transport process and subsequently determines the rate-control step during the process. Both of these two aspects of information should be introduced into the multiphase field model. The free energy changing for a reaction was defined as [27] : (11) where z i is the stoichiometric coefficient of species i in reaction (negative for reactants, positive for products), R (J mol 1 K 1 ) the ideal gas constant, Q the reaction quotient which was related to the activity and partial pressure of species i, G 0 f,i the standard free energy of formation of species i at temperature T (K) and at 1 atm pressure according to Eqn. (12) [27] : (12) where the enthalpies H and the entropies S can be calculated based on JANAF thermochemical tables [28] . The thermodynamics properties of individual substances can be found by referring to Ref. [29] .
The Ginzburg-Landau type of system free energy can be expressed as [27] : (13) where e ij is the gradient energy coefficient and W ij the height of the energy barrier. e ij is dependent on the interface tensor and the interface thickness [31] . Anisotropy of the interface energy was incorporated into the model by the dependence of e ij on the orientation (j i , ∇j i ) [32] . The Lagrange multiplier l L was introduced to account for the sum of phase field in the system to be conserved. Details of the derivation and interpretation can be found in our previous works [30, 33, 34] . In the following sections, fluid flow, mass and heat transport will be coupled with phase-field order parameters, which account for the interfacial dynamics implicitly.
Mass transport
The modified mass transport of the species in the process of CVI can be stated in the compact form of a time-dependent convection-diffusion problem [27] : (14) where c i is the molar concentration of gaseous species i, i ∈ indicates that the diffusion of each species in solid phases was disregarded due to its low diffusivity, u the velocity vector and D the diffusivity. Details of the derivation and interpretation can be found in our previous works [30, 33, 34] .
Fluid transport
A modified Navier-Stokes equation was employed to describe the evolution of the gaseous fluid motion [27] :
where u is the velocity, ρ the density (the same density assumed for different gaseous species for simplicity), h the viscosity, I the unit metric, T the inversion sign and B the parameter depending on the gradient energy coefficient e. The last term in eqn. (16) was the force term, which was chosen such that 'no-slip' condition can be accurately reproduced regardless of the diffusive interface thickness [35] . Details of the derivation and interpretation can be found in our previous works [30, 33, 34] .
Heat transport
Heat transport plays a key role in the case of thermal gradient process (TGCVI). The vapour precursor diffuses through the preform from the cool side to the hot regions. Both gas diffusion and chemical reaction rate in high temperature region were greatly enhanced. The uniform formulation of heat balance can be applied for both solid and gas phase in the whole domain except that heat convection should be included in gas phase as a fluid. The following heat convection and conduction equation was used [27] : (17) where T is the temperature, u the velocity, ρ the density, C p the heat capacity at constant pressure and k the thermal conductivity. Q was a heat source or a heat sink by chemical reaction. For simplicity, Q was assumed to be zero. The interpolation of convective term by j 1 was to ensure that the convection is limited in gas phase and diffusive interface. The density and heat capacity of the gaseous phase and solid phase differ greatly. Details of the derivation and interpretation can be found in our previous works [30, 33, 34] . In summary, the multiphase field model consists of the following coupled components: phase-field eqns. (13), mass transport eqns. (14) , fluid motion eqns. (15) and (16) as well as heat transport eqns. (17).
Finite element implementation for multiphase field model
The usual finite element analysis would proceed from the selection of a mesh and basis to the generation of a solution to an accuracy appraisal and analysis. Generally speaking, with more elements in a mesh, the solution is more precise. This is because there are more nodes that are available for calculating response and thus the solution is more precise, and more elements mean smaller elements so discretization error is minimized. Accuracy appraisals typically require the generation of a second solution on a finer mesh or with a higher order polynominal and a comparison of the two solutions [36] [37] [38] . The experience demanding general FEM causes trouble for the complex problem, thus scientists are focusing on the development of a more intelligent method-adaptive FEM. Adaptive procedure try to automatically refine, coarsen or relocate a mesh or adjust the basis to achieve a solution having a specified accuracy in an optimal fashion [39] [40] [41] [42] . All adaptive techniques revolve around the same algorithmic flow of the program:
1. create an initial coarse mesh, 2. solve the system of equations on the mesh (using FEM or FVM or BEM), 3. estimate the error at either each node (for node-based adaptation techniques) or each element (for element-based adaptation techniques) or each edge (for edge-based adaptation techniques), 4. adapt the grid based on the adaptivity criteria generated based on the error estimation, and 4. interpolate the previous solution over the new mesh and repeat from the second step until end of solution.
Let Ω be a continuous and smooth domain and R d (d = 1, 2 or 3) be its piecewise polygonal boundary and τ is the initial triangulation of the domain. Then, for any triangle T ∈τ as shown in Fig. 3 , the following statements are true:
1. its included angles are a, b, g, where a ≥ b ≥ g and 2. its edges are l 1 , l 2 , l 3 , where their lengths,
Additionally, a set of operations on the mesh are defined as follows:
1. A refinement operation on a node N of the mesh is defined as f R (N, t i ) = t i+1 where (t 0 ,… t i …t n ) form a set of nested triangulations where t i is obtained by a local refinement of t i-1 . 2. A refinement operation on a triangle T of the mesh is also defined as f R (T, t i ) = t i+1 . 3. A coarsening operation at a node N or a triangle T is defined as f C (T, t i ) = t i-1 and f C (T, t i ) = t i-1 respectively.
With these definitions, the adaptation procedures were developed for this work, details of which can be found in our previous communications [40] . With appropriate initial and boundary conditions, the multiphase field model was implemented on the geometric model as shown in Fig. 4 for unidirectional fibre-reinforced composite. For 3D cases, the one-fibre or the multifibres model can be used. Due to the [41] . symmetry along the radial section of the fibre, this 3D model often can be reduced to a 2D model. The numerical discretization for the multiphase field formulation consists of two parts: temporal discretization and spatial discretization. In this work, we use the implicit Euler finite difference approximation for temporal discretization and Galerkin weighted residual method for spatial discretization. The numerical simulations were performed based on the software 'COMSOL Multiphysics' with the relative tolerance 1e-2 and 1e-4. The high-performance computing clusters 'InstitutsCluster' in Karlsruhe Institute of Technology performed the distributed parallelization calculation (1,048,944 DOF). Each node contains two Quad-core Intel Xeon processors with clock speed of 2.667 GHz with 16 GB of main memory and four local disks (250 GB each). The MATLAB ® script for parallelized nonoverlapping domain decomposition (DD) was integrated into COMSOL software interface LiveLink TM [27] . The simulation of 3D SiC deposition by parallel performance was determined by solver. It indicates that the best balance between computation load and communication overhead was to choose CPU number as 6-8. Details of finite element implication can be found in our previous works [27, 41] in addition to non-overlapping DD, algorithm and error estimation.
RESULTS AND DISCUSSION

Numerical simulation results
The model parameters used during numerical simulation are listed in Table 1 . Simulation results of microstructural evolution during SiC deposition are shown in Fig. 5 . The growth of solid phase near the precursor inlet side was much faster than that of outlet side, which implies the risk of blockage of the premature pores. Also we can find that the C (graphite) phase tends to be eliminated by SiC phase due to its overgrowth. This was in line with experiments [27, 42] that only co-deposition of Si(s) and SiC(s) exists while C (graphite) phase was absent under high ratios of H 2 to MTS (>104). As deposition time progresses, the concentration of MTS near the inlet side was much higher than that of the rest, and this distribution favours the growth of the solid phase near the inlet side. The concentration of MTS at sections A and B at different time-step moments was shown in Fig. 6 . The step increasing in the curves along section B indicates the location of gas/solid interface, with the left part in solid phase and the right part in gas phase. This shows that as time progresses, This homogenization of MTS was in favour of even deposition to reduce the potential pore blockages which cause the porosity in matrix. After chemical reaction was introduced into the diffusion equation as in case (c), the concentration at nearby inlet side quickly decreased to a small value compared with nearby outlet side of the reactor, which indicates that MTS was highly reactive and prone to decompose. As the decomposition of MTS was highly temperature dependent, the thermo-gradient CVI (TGCVI) was employed in practice to improve the SiC deposition environment. From this simulation, it can be concluded that the fluid flow was in favour of infiltration conditions and single-phase SiC was deposited. Figure 8a shows the growth of multi-SiC grains with different initial seed sizes. It was observed that as deposition proceeds, the SiC grains with small size tend to be eliminated by those surrounding grains due to competitive growth. The 3D simulation of SiC grains growth with uniform seeds was shown in Fig. 8b . The SiC deposition on SiC fibre surface under the constant fluid was simulated as shown in Fig. 9 . It clearly shows that the premature pore blockage occurs with narrow entrance and wide end.
During TGCVI process, a faster SiC deposition occurs near the outlet side (hot region) compared with an inlet side (cold region) as shown in Fig. 10 . In this figure, the marked line was the solid-gas interface between deposited SiC matrix (downside area) on fibre and gaseous phase (upside area). Therefore, the temperature gradient helps to prevent the formation of pore blockage at nearby inlet side in which the fibre was exposed to precursor gases in the low-temperature region first. Due to significant difference in thermal conductivities of gaseous and solid phase (fibre and matrix), the temperature distribution shows a transition area along the deposition surface. In addition, the temperature distribution at gaseous phase was also affected by gas fluid. Comparing Fig. 10a and b, it could be concluded that the faster the gas from cold inlet side to hot wall, the steeper the temperature gradient nearby outlet side.
Surface coverage and change of deposition rate at isothermal temperature T (1000-1373 K) was shown in Fig. 11 . Details of the standard numerical computations to find the real roots of the corresponding equations of the system can be found in our earlier communications [30, 33, 34] . For appropriate values of T, the system has three branches of solutions (Fig. 11) . It clearly shows that the (Si + C) co-deposition rate and the surface coverage of adsorbed Siand C-precursor species present multiplicity of steady states. It is also not difficult to find that the intermediate sigmoid branch is unstable. The unstable equilibrium branch connects the high-temperature branch with the lower one, leading to relay-type hysteresis behaviour. Further calculations exhibits high deposition rates due to deposition of SiC formed by bi-molecular cross reactions between adsorbed Si-and C-precursor species, while lower deposition rates at lower temperatures consists of formation of silicon and carbon from dechlorination and dehydrogenation of adsorbed Si-and C-precursor species, respectively, as shown schematically in Fig. 12 . Using scanning electron microscopy (SEM), X-ray diffraction and energy dispersive spectroscopy (EDS), a sharp change in the composition of deposit coinciding with the abrupt change in the deposition rate hysteresis regime was reported by Papasouliotis and Sotirchos [43] and Zhang and Hüttinger [24] . Deposition obtained at high deposition rates consists of polycrystalline b-SiC, whereas Papasouliotis and Sotirchos [43] confirmed that deposits formed at the low reactivity branch consist of amorphous carbon and Zhang and Hüttinger [24] detected only free Si within the same temperature region. This should be due to the different MTS/H 2 ratios (the former used a higher ratio of 10, while the latter used a smaller ratio of 4) employed by the researchers.
To understand the influence of temperature on gas-phase composition by using this multistep reaction mechanism, a plug reactor model is proposed to simulate the present experiments [16, 18, 19] . Under isothermal/isobaric conditions, the effect of temperature on gas-phase composition is shown in Fig. 13 along the distance from the inlet at a H 2 /MTS ratio of 4 with various isothermal temperatures of the reactor. A significant decrease in MTS concentration was predicted with increasing temperature, as well as concentration of CH 4 , SiHCl 3 and HCl. At a temperature of 850°C, the mole fraction of MTS approaches less than 10% at the end of substrate. Due to high H 2 /MTS ratio in the reactor feed gas, the mole fraction of hydrogen changes by a small amount along the axial direction of the reactor, implying its lesser effect on gas-phase composition. With the temperature approaching 950°C, MTS was nearly decomposed. SiCl 2 and SiCl 4 were exhibiting relatively stable mole fractions at 950°C and were the dominant intermediate species, while CH 4 was showing higher temperature stability. As is well known, HCl is one of the main by-products of CVI of SiC from MTS. However, only a small mole fraction of HCl was predicted during the pyrolysis of MTS at temperatures below 950 °C. As shown in Fig. 13 , the formation of HCl is always accompanied by the formation of SiHCl 3 along the substrate axial direction and exhibits higher fraction than that of SiHCl 3 due to uni-molecular dissociation reaction of SiHCl 3 on the formation of HCl. Sensitivity and reaction rate analysis will be among the objectives of our future studies in order to figure out the key steps of MTS pyrolysis and the formation of dominant species in the gas phase.
Experimental investigation
The temperature distribution within the reactor during TGCVI process is shown in Fig. 14 . Densification of the SiC fibre felt was performed with a total pressure of 8 kPa, a total flow rate of 330 ml/min, and a H 2 /MTS molar ratio of 10.
The residence time of the gas phase in the reactor chamber is <1 s. For each run, the densification duration was about 10 h. The initial temperature profile consists of two branches: one linear distribution within the fibre and another one linear distribution within the gaseous gap. However, with increasing densification time, the deposition front moves very slowly. Moreover, the temperature profile was divided into three sections and the temperature gradient was increasing with the movement of the deposition front. The porosity of densified and (b) 950°C [27] .
region reaches 15%, implying that a higher temperature gradient was needed for a better densification degree. Two subsequent deposition experiments of about 3 h were performed for each operating temperature (800, 850, 900, 950, 1000, 1050 and 1100°C) under a H 2 /MTS mole ratio of 4 or 8. The steady-state deposition rate per surface area was determined as a function of the length of the substrate. The effect of temperature on the deposition rate of SiC (with H 2 / MTS = 4), as shown in Fig. 15 , was presented in Arrhenius plot coordinates, i.e., as the surface related deposition rate vs. 1/T, with T being the absolute temperature in the reactor and three regimes namely, I, II and III were observed.
Regime-I extends from 800 to 850°C, the steady-state deposition rate differs by about two orders of magnitude. From temperatures above the upper limit of regime-I, regime-II of a relatively even deposition rate exists with an inconspicuous maxima at 900°C. From temperatures above the upper limit of regime-II, the deposition rate increases monotonically and proceeds at a significant rate varying from 0.002 to 0.1 mg cm 2 . min 1 . The significant variation of SiC deposition rates within regime-I was already studied with a hysteresis model by Papasouliotis and Sotirchos [43] and Sotirchos and Papasouliotis [44] . The hysteresis behaviour on temperature within regime-I was a characteristic signature of steady-state multiplicity of the ignition-extinction phenomena appearing in the catalytic reactions, the location of which depends on the exact processing parameters such as residence time, pressure and substrate position [44] . Further investigation shows that the Langmuir-Hinshelwood mechanism [43] of intermediate species in gas phase as well as the bimolecular reactions of various adsorbed species on the surface can be used to explain the hysteresis behaviour. This clearly shows that the (Si + C) co-deposition rate and the surface coverage of adsorbed Si-and C-precursor species present multiplicity of which the sigmoid part corresponds to the regime-I as already predicted by numerical simulation results as described in Section 4.1 (Fig. 11) . The regimes II and III in Fig. 15 have also experimental data points) [27] .
been predicted by this surface reaction model (Fig. 11 ) thus confirming the agreement of the simulation results with the experimental data. Microstructure morphology and composition of the composites using SEM, EDS and electron probe microanalysis (EPMA) are foreseen and recommended as a further study of this current investigation.
CONCLUSIONS
The multiphase field model was presented in this research to predict the microstructural evolution through simulation during the CVI process of SiC/SiC composite fabrication and was verified by experimental results. By this multiphase field model, multi-solid phase co-deposition behaviour was described instead of single SiC deposition. The model consists of Ginzburg-Landau phase-field equations, mass/heat/fluid transport equations and the modified Navier-stokes equations. Both homogeneous process and heterogeneous process were included in the model through process intensities. The microstructural evolution of the preferential co-deposition of Si(s), SiC(s) was reproduced with kinetic inhibition of C (graphite) phase, which was in accordance with experimental research. Meanwhile, the potential risk of blockage of the premature pores during CVI process was predicted. Simulations show that the concentration of MTS was homogenized by fluid flow which was in favour of the even deposition, and this concentration field was mainly dominated by the chemical reaction. The multi SiC-grains deposition simulation reproduces the competitive growth mechanism during the coarsening process. The simulation found that thermal gradient helps to prevent the formation of pore blockage and the gradient at gaseous phase near the outlet side will be enhanced by accelerated gas flow. With the help of experiment results, together with simulation outcomes, a heterogeneous surface reaction model was proposed, which successfully predicts the rate behaviour with the temperature ranging from 800 to 1100°C. High deposition rates were ascribed to the deposition of SiC formed by bi-molecular cross reactions between adsorbed Si-and C-precursor species, while lower deposition rates at lower Figure 15 : Surface-related deposition rate (H 2 /MTS = 4) as a function of the reciprocal temperature [27] .
temperatures consist of formation of silicon and carbon from dechlorination and dehydrogenation adsorbed Si-and C-precursor species, respectively. So far, to the best of authors' knowledge, there has not been a study to combine both numerical and experimental investigation of CVI (gas route) process of SiC/SiC composites with MTS as the precursor (by pyrolysis). ACKNOWLEDGEMENT The financial support by the German Research Foundation (DFG Schn 245/31-1/2) is gratefully acknowledged.
