Compressed sensing is a promising technique that attempts to faithfully recover sparse signal with as few linear and nonadaptive measurements as possible. Its performance is largely determined by the characteristic of sensing matrix. Recently several zero-one binary sensing matrices have been deterministically constructed for their relative low complexity and competitive performance. Considering the implementation complexity, it is of great practical interest if one could further improve the sparsity of binary matrix without performance loss. Based on the study of restricted isometry property (RIP), this paper proposes the near-optimal binary sensing matrix, which guarantees nearly the best performance with as sparse distribution as possible. The proposed near-optimal binary matrix can be deterministically constructed with progressive edge-growth (PEG) algorithm. Its performance is confirmed with extensive simulations.
. This type of matrices enjoys much higher sparsity than others, e.g., empirically only about 3 nonzero entries are required for each column of 'good' LDPC codes. Nevertheless, their performance cannot be ensured to be the best for compressed sensing. Clearly it is hard to determine the optimal binary matrix both in performance and sparsity only with aforementioned works. An interesting question then arises:
does there exist some optimal distribution for binary sensing matrix such that it could achieve the best performance with as high sparsity as possible? Inspired by the graph-based analysis method for sparse binary matrix [22] [23] [24] , this paper successfully determines the near-optimal distribution of binary sensing matrix. The proposed approach proceeds into two steps: first, the binary matrix is categorized into two types in terms of graph structure, and then the sparsity of near-optimal binary sensing matrix is derived by evaluating the restricted isometry property (RIP).
The rest of the paper is organized as follows. In the next Section, we provide the fundamental knowledge about compressed sensing as well as the binary matrix characterized with bipartite graph.
In section III, the binary matrix is divided into two types in terms of graph structure, and then the nearoptimal sensing matrix is derived by analyzing their RIP. In Section IV, the proposed near-optimal matrix is deterministically constructed with progressive edge-growth (PEG) algorithm, and its performance is confirmed by performing extensive comparisons with other matrices. Finally, this paper is concluded in Section V. To make the paper more readable, several long proofs are presented in a series of appendices.
II. PRELIMINARIES

A. Compressed sensing
Suppose that a k-sparse signal x ∈ R N with at most k nonzero entries, is sampled by an undetermined matrix A ∈ R M ×N with M << N as follows y = Ax.
(
Compressed sensing asserts that x could be perfectly recovered from a low-dimensional observation y ∈ R M , if the sensing matrix A satisfies RIP [2] . The solution to formula (1) is customarily formulated as an 1 -regularized minimization problem min ||x|| 1 subject to y = Ax,
which could be well solved or approximated by numerous algorithms as reviewed in [25] . May 11, 2014 DRAFT Prior to introducing RIP, we have to review a term called k-restricted isometry constant (RIC), denoted as δ k , which is the smallest quantity obeying
for arbitrary submatrix A T ∈ R M ×|T | and corresponding vector x T ∈ R |T | under |T | ≤ k, where T ⊂ {1, ..., N } denotes the column index subset of A, and |T | is its cardinality. Then RIP is stated by asserting that a k-sparse signal can be recovered faithfully with formula (1), if δ 2k is less than some given threshold. In practice, to recover x with large k, compressed sensing obviously requires that δ 2k
is as small as possible. Equivalently, Gramian matrix A T A T is preferred to approximate isometry as |T | increases, where A T is the transpose of A T .
1) Solution to RIP:
In practice, to evaluate a given sensing matrix, it is crucial to derive the largest k with δ 2k bounded by RIP. Theoretically, the solution to the RIC of A T A T , can be transformed to the pursuit for the extreme eigenvalues of A T A T , since
where λ 1 and λ k represent the two extreme eigenvalues of A T A T . For notational convenience, in the following part we let |T | = k, though |T | ≤ k is used in the former definition of RIC. Clearly, for a given sensing matrix, the solution to the extreme eigenvalues of A T A T is NP-hard [26] [27] [28] . In practice, this problem tends to be tackled by analyzing the distribution of the elements of A T A T , by regrading it as a random symmetric matrix since practically the combinatorial number of the subset T is likely to be very large [29] . As it is known, Wigner semicircle law [30] is suitable for bounding the extreme eigenvalues of random symmetric matrix [31] . However, this algorithm presents an obvious drawback, its solution accuracy could be ensured only when the size of A T A T gets close to infinity. This is contradictory to the fact that RIP is preferred to be accurately derived as |T | is relatively small, especially when the size of sensing matrix is not large enough. Gershgorin circle theorem [32] is also a popular solution algorithm for the eigenvalues of square matrix. Similar with Wigner semicircle law, this algorithm also suffers from inaccuracy. Exactly speaking, with Gershgorin circle theorem, it can be observed that the bound of any eigenvalue of binary matrix can be achieved only when the following two conditions are simultaneously satisfied: 1) the nonzero entries of the eigenvector share the same magnitude; 2) the elementwise products between the eigenvector and the off-diagonal elements of the corresponding matrix row vector should hold the same sign. Obviously it seems hard to ensure that actual matrices fulfill these two conditions. Furthermore, for a square matrix of given distribution, it is unknown to what extent two previous conditions can be satisfied, such that one cannot intuitively judge the accuracy of the bounds derived with Gershgorin circle theorem.
Based on the above observations, this paper exploits a more practical algebra algorithm [33] to explore the extreme eigenvalues of A T A T . This algorithm can accurately bound the extreme eigenvalues of random symmetric matrix of arbitrary size, under the assumption that random matrix A T A T could achieve some specific distribution which will be detailed in the next Section. Of course, such algorithm is also imperfect, because the required specific distributions for the extreme eigenvalues seem hard to be satisfied for all actual sensing matrices. However, for a given sensing matrix, the accuracy of the solution allows to be intuitively judged, since the accuracy depends on the the distribution of A T A T while in practice the distribution usually could be characterized. This is also one advantage of the adopted algorithm [33] over Wigner semicircle law and Gershgorin circle theorem.
B. Binary matrix characterized with bipartite graph
In this paper, we mainly study the regular binary matrix, which has the same number of nonzero entries in columns/rows. Figure 1 . Note that sensing matrix is typically required to be normalized with columns. In this paper, assume that binary matrix has degree d, namely holding d nonzero entries in each column, the nonzero entries are thus set to 1/
To explore the potential sparsest sensing matrix, here we propose two critical definitions as shown in Definitions 1 and 2, which categorize the binary matrices into two classes in terms of girth distribution.
Note that, the binary matrix with g > 4 is preferred for LDPC codes as parity-check matrix, so its construction has been extensively studied in practice. In contrast, for the binary matrix with g = 4, there is still no explicit way to construct a binary matrix with a given maximum correlation
But recall that the nomarlized random binary matrix with uniform degree d, denoted as R(M, N, d), is a typical binary matrix with g = 4 while without specific constraint on the maximum correlation s/d.
So in the following study, it is exploited as a practical version of the binary matrix with g = 4.
Definition 1 (Binary matrix with girth g > 4): It is known that the maximum correlation between distinct columns, denoted as µ, has been a basic performance indicator for the sensing matrix [34] . So in the following Lemmas 1 and 2, we derive the correlation distributions of the binary matrices with g > 4 and with g = 4 (random binary matrix), respectively. It can be observed that the correlation distribution of the binary matrix with g > 4 is simply binary, while the distribution of random binary matrix is relatively complicated. With the formula (7) for random binary matrix, it can be deduced that the probability of taking correlation value s/d will 
it is reasonable to expect that the binary matrix with g > 4 probably approaches the best sensing performance, as d achieves its upper bound. In the next Section, we further confirm this conjecture with RIP analysis.
Lemma 1 (Correlation distribution of binary matrix with g > 4): Any two distinct columns of binary matrix A(M, N, d) with g > 4 take correlation values as
where a i and a j denote two distinct columns of A(M, N, d). Since variable node v i has girth g > 4, we have V be V bf = ∅, and then derive
, where e, f ∈ {1, ..., k} and e = f . Therefore, among N − 1 variable nodes, there are
connected to variable node v i through one measurement node. This reveals that any column of
correlated columns with correlation value 1/d. Then the probability that any two distinct columns correlate to each other is derived as
Lemma 2 (Correlation distribution of random binary matrix with g = 4): Any two distinct columns of random binary matrix R(M, N, d) take correlation values as
where r i and r j denote two distinct columns, and 0 ≤ s ≤ d.
Proof:
The correlation between columns is determined by the overlap rate of nonzero positions of two columns. Assume that two columns have s same nonzero positions, 0 ≤ s ≤ d, then the corresponding probability can be easily derived as 
III. NEAR-OPTIMAL BINARY MATRIX FOR COMPRESSED SENSING
In this section, the RIPs of binary matrices with g > 4 and g = 4 are first evaluated in Theorems 1-3, and then the near-optimal binary matrix is derived with Theorem 4 and related remarks.
A. RIP of binary matrix with girth larger than 4
As sated before, RIP can be derived by searching the extreme eigenvalues of random symmetric matrix A T A T with arbitrary T ⊂ {1, ..., N }. In terms of Lemma 1 and the normalization of columns, we can easily derive that A T A T ∈ {0, 1, 1/d} k×k has the diagonal equal to 1, and the corresponding off-diagonal holds binary distribution as shown in Lemma 1. With above given distribution, the extreme eigenvalues of A T A T can be derived according to the algebraic algorithm [33] . Then the RIP is derived from Theorem 1.
Theorem 1 (RIP-1):
The binary matrix A(M, N, d) with g > 4 satisfies RIP with
Proof: Please see Appendix A.
Remark: From the proof of Theorem 1, it can be observed that the bounds of the two extreme eigenvalues are achieved only on the condition that the proportion p of nonzero entries in the off-diagonal of A T A T , could take value 1 or 0.5, for any |T |. However, as Lemma 1 discloses, this condition cannot be satisfied all the time, because with high probability the proportion p should center on ρ < 1 as |T | increases. This is demonstrated by a real example in Figure 2 , which shows the simulation results from a binary matrix A(200, 400, 7) with g > 4 constructed with PEG algorithm. As can be seen in Figure 2 , the corresponding proportion p will rapidly converge to the theoretical value ρ = 0.2281 < 0.5, as |T | increases. Therefore, for a large size binary matrix with k large enough such that p = ρ, it is preferable to derive RIP with Wigner semicircle law [30] , if the condition of |T | → ∞ could also be approximately satisfied. The related RIP-2 is provided in Theorem 2. Note that, to obtain a relatively fair comparison, in the next Section we only adopt RIP-1 and RIP-3 which are derived with the same solution algorithm [33] .
Theorem 2 (RIP-2): Assume that the off-diagonal elements of A T A T take nonzero values with
can be approximately formulated as 
Proof: Please see Appendix C.
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Remark: Similar with RIP-1, the bounds of the two extreme eigenvalues for RIP-3 are achieved as the off-diagonal elements of A T A T can take the maximum nonzero value s/d with probability 1, or take binary value {0, s/d} with equal probability. Unfortunately, two previous conditions cannot be ensured by a practical matrix which possibly takes µ = s/d with a relative low probability as Lemma 2 shows.
This means that the RIP-3 cannot reasonably describe the RIP of the binary matrix that takes nonzero correlation values 1/d with high probability rather than {2/d, ..., s/d}. In this case, its RIP is more close to RIP-1. Due to the inaccuracy of RIP-3, we have to specifically discuss this case in the following pursuit of the best sensing matrix. 
Remark: According to Theorem 4, we know that there are two reverse conditions for which the binary matrix with g = 4 will outperform the near-optimal matrix A(M, N, d max ). However, in practice it seems hard to construct such kind of matrices based on the observations below:
• For the reverse condition of d > sd max , it seems hard to construct the binary matrix with a desired • With the reverse condition of d max < (k+1)(2d−M ) 6s+2(2d−M ) , it seems difficult to directly analyze or determine the binary matrix with desired degree d. But note that the reverse condition is derived on the assumption that M/2 < d ≤ M − 2, which is out of our interest of searching the sparsest matrix in the context that sparse matrix can propose comparable performance with dense matrix.
Besides above two reverse cases, in fact, there remains a specific subclass of binary matrices with g = 4, which possibly outperforms A(M, N, d max ). This type of matrices has degree d slightly larger than d max , such that the associated bipartite graph tends to hold relative few shortest cycles with length equal to 4, and equivalently with high probability the nonzero correlations between distinct columns thus take value
, where s is also slightly larger than 1. In this case, this type of matrices can be approximately regarded as the binary matrices with g > 4 but d (> d max ), and so they probably obtain better RIP than A(M, N, d max ). In practice, this type of matrices tends to occur at a relative small region, e.g., d − d max < 3 in our experiments, since with the observation on Lemma May 11, 2014 DRAFT 2, the probability of taking correlation value 1/d will dramatically decrease as d increases. This means that their performance gain over A(M, N, d max ) is relatively small, as can be seen from the following experiments. In addition, it is interesting to understand why this specific case is not disclosed in the proof of Theorem 4. As the remark of Theorem 3, this is because the RIP of the matrices with high probability taking correlation values 1/d rather than {2/d, ..., s/d}, cannot be accurately described with RIP-3, such that they are ignored during the RIP comparison of Theorem 4.
Note that in this paper the binary matrix is evaluated only with the regular form. Similar conclusion can be expanded to the irregular binary matrix of uneven degrees, that is, the irregular matrix with larger average degree tends to have better RIP when g > 4. Significantly, in practice the irregular matrix probably obtains better RIP than the regular matrix, since the former usually can be constructed with larger average degree than the latter under the constraint of g > 4 [35] .
IV. SIMULATION RESULTS
A. Simulation setup
The proposed near-optimal binary sensing matrix A(N, M, d max ) is evaluated by comparing it with four types of matrices below:
1) deterministic binary matrix with g > 4 and d < d max constructed with PEG algorithm;
2) deterministic binary matrix with g = 4 and d > d max constructed with PEG algorithm;
3) random binary matrix with uniform column degree; 4) random Gaussian matrix.
Recall that up to now the binary matrix with g = 4 and µ = s/d cannot be explicitly constructed. Here PEG algorithm is adopted to construct the binary matrices with g > 4 for the following two reasons. readers may refer to the experimental results shown in [1] . Given the matrix size of (200, 400), the near-optimal matrix with d max = 7, namely A(200, 400, 7), is determined with PEG algorithm.
The simulation exploits four representative decoding algorithms: orthogonal matching pursuit (OMP) algorithm [36] [37], iterative hard thresholding (IHT) algorithm [38] , subspace pursuit (SP) algorithm [39] and basis pursuit (BP) algorithm [40] . Each simulation point is derived after 10 4 iterations. Both binary random matrix and Gaussian matrix are randomly generated at each iteration. The sparse signal has nonzero entries drawn from N (0, 1). And the correct recovery rates are measured with 1−||x−x|| 2 /||x|| 2 .
B. Near-optimal performance over varying sparsity
The binary matrices of varying degree d are evaluated by the maximum sparsity k of sparse signal that can be correctly recovered with a rate over 99%. Obviously, larger k indicates better performance.
As performance reference, the maximum k for Gaussian matrix is also provided. All results are shown in Table 1 . For notational simplicity, in Table 1 Among all binary matrices of g > 4 (namely A in the Table 1 ), clearly A(200, 400, 7) is indeed the only case that can achieve the best performance simultaneously for above four decoding algorithms.
Note that, although the matrices A(200, 400, d ∈ {4, 5, 6}) achieve same k with A(200, 400, 7) under BP decoding, their correct decoding precisions in fact are less than the latter. However, compared with the cases of g = 4 (namely A e in the Table 1 Table 1 and [1] , it is obvious that this type of matrices constructed with PEG algorithm lies in a relative small region, e.g. d − d max ≤ 2 in our simulations. Therefore they practically can be easily derived after the near-optimal binary matrix is determined. Overall, the proposed binary matrix indeed shows nearly the best performance with the highest sparsity.
Moreover, it is interesting to point out that the binary matrices constructed with PEG, A(200, 400, d < d max ), still outperform random binary matrix and even Gaussian matrix for most decoding algorithms, if d is slightly smaller than d max , e.g. d max − d < 3 in our experiments. This allows us to practically construct the binary matrix with a more hardware-friendly structure [21] , i.e. the quasi-cyclic structure, while preserving favorable performance in the negative case where the quasi-cyclic structure tends to slightly lower the value of d max [41] [21].
C. Performance over sparse signals of low sparsity or Gaussian noise
This section evaluates the practical performance of the near-optimal matrix with sparse signal suffering from the following two potential challenges: 1) sparsity k beyond the tolerance limit of sensing matrix;
2) additive Gaussian noise. Random binary matrix R(200, 400, 7) 1 and Gaussian matrix are also tested for comparison. The performance over sparse signals of excessive sparsity k is illustrated in Figure 3 .
In Figure 4 , we depict the influence of Gaussian noise N (0, σ 2 ) on normalized sparse signals of the sparsity k = 40, which can be well decoded by three types of matrices as shown in Table 1 , such that the following comparison under noises is fair. Similar with the results shown in Table 1 , the proposed near-optimal matrix still shows better performance than other two types of matrices, except for the case of sparse signals of excessive k with BP decoding, as shown in Figure 3 (c), where it performs slightly worse than Gaussian matrix. In addition, due to the low performance resolution of Figure 4 (c), it is necessary to point out that the near-optimal matrix also obtains tiny gains over other two competitors on the case of sparse signals of Gaussian noise decoded by BP.
V. CONCLUSION
This paper has proposed the near-optimal distribution of binary sensing matrices through the analysis of RIP. In practice, the proposed matrix of expected performance can be approximately constructed with PEG algorithm. Specifically, it even shows better performance over Gaussian matrix with popular greedy decoding algorithms. As stated before, the term 'near-optimal' is derived due to the fact that in practice there exists a class of matrices with sightly better RIP. These matrices hold degrees slightly larger than that of the near-optimal matrix, such that they can be easily found in practice. However, they are not formally defined in the literature since their structures are hard to be explicitly formulated. One must note that, as a sufficient condition, RIP is not an ideal tool for evaluating the performance of sensing matrices.
So a more effective way is expected to be developed in the future to tackle this problem. In addition, it should be mentioned that the ideal degree of the proposed near-optimal matrix is only approximately bounded in this paper; and the practical construction algorithm, PEG algorithm, is also suboptimal due to its greediness. Consequently, it might be interesting in the future to further investigate the real degree of the proposed near-optimal matrix both in theory and practice. 
where • denotes the Hadamard product and 1 = (1, . . . , 1) ∈ R k . Since B is symmetric, by simultaneous permutations of the rows and columns of B, we can suppose x i ≥ 0 for i = 1, . . . , n and x i < 0 for i = n + 1, . . . , k, and then xx is divided into four parts:
where the entries in X n×n and X (k−n)×(k−n) are nonnegative, while the entries in X n×(k−n) and X (k−n)×n are nonpositive. Further, define a novel matrixB of same size with B B =
where 1 a×b is an a × b matrix with all entries equal to 1. It is easy to deduce that
Since the rank ofB is at most 2, it has at most two nonzero eigenvalues. Considering the trace and the Frobenius norm, we have
, with the limitation attained at k is even and n = k/2. So, we have the minimum eigenvalue
Let normalized x = (x 1 , . . . , x k ) be the eigenvector corresponding to λ 1 (C). By simultaneous permutations of C and x, we can suppose x i ≥ 0 for i = 1, . . . , n and x i < 0 for i = n + 1, . . . , k, and the maximal eigenvalue is formulated as
Since the rank ofC is at most 2, it has at most two nonzero eigenvalues. Considering the trace and the Frobenius norm, we have λ 1 (C) = k + |k − 2n| 2d .
Then λ 1 (C) ≤ λ 1 (C) ≤ k d , with '=' at n = 0 or n = k. Thus, we can further derive
3) Finally, it follows from the results of both 1) and 2) that where I is an identity matrix. And clearly B is a symmetric matrix of the diagonal elements equal to 0, and the off-diagonal elements equal to 1/d with property ρ and 0 with property 1 − ρ.
With [43] , suppose
where 1 is a all-ones matrix. Then Q has entries with mean zero and variance one. With Wigner semicircle law [30] , the extreme eigenvalues With cauchy interlacing inequality [45] , one can further derive
for 1 < i ≤ k, if B − ρ1 and ρ1 are Hermitian matrices, and ρ1 is positive semi-definite and has rank equal to 1. As a result, it is easy to derive that
As for λ 1 (B) 2 , it is known that [47] λ 1 (B) ≈ 1 d (kρ + 1).
In this sense, the extreme eigenvalues of A T A T can be approximately formulated as The proof is similar to that for Theorem 1 in Appendix A. So in the following we just give a sketch. 
