Intensity modulated radiation therapy (IMRT) inverse planning is conventionally done in two steps. Firstly, the intensity maps of the treatment beams are optimized using a dose optimization algorithm. Each of them is then decomposed into a number of segments using a leaf-sequencing algorithm for delivery. An alternative approach is to pre-assign a fixed number of field apertures and optimize directly the shapes and weights of the apertures. While the latter approach has the advantage of eliminating the leaf-sequencing step, the optimization of aperture shapes is less straightforward than that of beamlet-based optimization because of the complex dependence of the dose on the field shapes, and their weights. In this work we report a genetic algorithm for segment-based optimization. Different from a gradient iterative approach or simulated annealing, the algorithm finds the optimum solution from a population of candidate plans. In this technique, each solution is encoded using three chromosomes: one for the position of the left-bank leaves of each segment, the second for the position of the rightbank and the third for the weights of the segments defined by the first two chromosomes. The convergence towards the optimum is realized by crossover and mutation operators that ensure proper exchange of information between the three chromosomes of all the solutions in the population. The algorithm is applied to a phantom and a prostate case and the results are compared with those obtained using beamlet-based optimization. The main conclusion drawn from this study is that the genetic optimization of segment shapes and weights can produce highly conformal dose distribution. In addition, our study also confirms previous findings that fewer segments are generally needed to generate plans that are comparable with the plans obtained using beamlet-based optimization. Thus the technique may have useful applications in facilitating IMRT treatment planning.
Introduction
Intensity modulated radiation therapy (IMRT) inverse planning aims to conform the high dose of radiation to the planning target volume (PTV) while reducing as much as possible the doses to the organs at risk (OARs) and normal tissue. During an inverse planning calculation the fluence maps are changed iteratively under the guidance of an objective function until the optimum dose distribution is obtained. After the dose optimization, each fluence map is transformed into a set of MLC-shaped segments by using a leaf-sequencing algorithm (Convery and Rosenbloom 1992 , Spirou and Chui 1994 , Stein et al 1994 , Xia and Verhey 1998 , Crooks et al 2002 . The above approach separates the dose optimization and MLC leaf-sequencing processes and often requires a large number of segments (typically, 20-150 , depending on the complexity of the fluence map) to produce the obtained fluence maps and the optimal dose distributions. Physical characteristics of the MLC (e.g., intra-leaf leakage of the MLC, head scatter and tongue-and-groove effect) are considered in the leaf-sequencing process (Yang and Xing 2003) or during the dose optimization (Siebers et al 2002) .
An alternative approach is to optimize directly the objective function with respect to the shapes and weights of the segmented fields (Bednarz et al 2002 , De Gersem et al 2001 , Shepard et al 2002 . The number of segments for each incident beam is pre-specified in the so-called aperture-based dose optimization. Along this line, Bednarz et al used mixedinteger programming to optimize the weights of some pre-defined field segments. A special segmentation tool was used to create a pool of allowable delivery segments. In the same category one can also include the work of Cotrutz et al (2000) , who developed an aperturebased optimization method for intensity modulated arc therapy (IMAT), and more recently the work by Earl et al (2003) . De Gersem et al (2001) implemented a technique in which the MLC leaf positions of each segment and the segment weights are adjusted iteratively. The initial segments are determined by using an anatomy-based segmentation tool. At each iteration step, a trial configuration is accepted only if it leads to a reduction of the objective function. Recently, Shepard et al (2002) reported a direct aperture optimization (DAO) algorithm, in which the leaf positions are initialized to match the beam's eye view of the target. The aperture shapes and weights are optimized using a simulated annealing technique. Generally speaking, it is more computationally involved to optimize an objective function with respect to the segment shapes and weights because of the nonlinear dependence of the dose on the leaf coordinates.
The present paper describes the implementation of a genetic algorithm for the optimization of both segment shapes and weights. A genetic algorithm is a class of search techniques inspired from the biological process of evolution by means of natural selection. It has been used to construct numerical optimization techniques that perform robustly on problems characterized by ill-behaved search spaces (Michalewicz 1996) . The main advantage of the method over the simulated annealing algorithm lies in the fact that, instead of randomly sampling the trial solutions, the probability of a given solution being selected to survive is proportional to its fitness; better trial solutions have higher probabilities of survival. In our implementation, the system variables consist of the coordinates of the MLC leaves, and the weights of the MLC-defined segments. We do not impose restrictions on the topological shape of the segments as long as they are permissible by the delivery system (for instance, for Varian's MLC, a segment can be composed of two or more topologically disconnected apertures). A hypothetical phantom and a prostate case are used to illustrate the feasibility of the segment-based optimization algorithm. 
Method and materials

Genetic algorithms for radiation therapy dose optimization
Genetic algorithms (GAs) have been successfully used to optimize the weights of open/wedged beams (Ezzell 1996, Wu and Zhu 2000) and the beam orientations (Haas et al 1998) in conformal 3D radiation therapy, and the dwell times of the HDR sources in brachytherapy (Lahanas et al 1999) . The algorithms encode potential solutions in chromosome-like data structures and apply different recombination operators to explore the search space but meanwhile preserving critical information. The fittest individuals sexually recombine and bear descendants that keep the same characteristics as their parents. Due to the natural environment conditions some of the individuals can suffer mutations that can lead to individuals with better adaptive qualities to the environment. Most of the mutations will lead to individuals that are not fit and will therefore disappear. Eventually the whole population of solutions (individuals) converges towards the fittest configuration.
As shown in figure 1 , the following features usually characterize the genetic algorithms: (i) a representation of potential solutions to the problem; (ii) a specific method for initializing the whole population of solutions; (iii) an evaluation function that ranks the quality of each solution (individual) and (iv) genetic operators (crossover and mutation) that determine the information exchange between the individuals of the population. The genetic algorithms search for a solution in a parallel fashion. Instead of using a single searcher as in calculusbased methods, a population of solutions is used to 'scan' the solution space. Similar to the simulated annealing algorithms, a GA is stochastic in nature and less likely to be trapped in local minima. However, instead of randomly sampling the trial solutions, the probability of a given solution being selected to survive depends on its fitness; better trial solutions have higher probabilities of survival.
Segment shape and weight encoding
The GA used for segment-based optimization is shown in figure 1 . The variables that need to be optimized include the weights of the segments and the corresponding leaf positions of the involved leaf pairs of the segments. These variables are encoded in three chromosome-like structures for each potential solution (individual). The weights of the apertures are represented in integer format, by the concatenation of the individual weights of each segment. Figure 2 shows the weight encoding for a potential solution formed out of four beams, each with four apertures. The total length of such a weight chromosome will then be 16. The variables defining a segment are encoded using two chromosomes. The first chromosome encodes the positions of the left leaves, while the second one the positions of the right leaves. This is schematically represented in figure 2, where for each of the considered segments, the positions of the left and right leaves are shown for each of the 40 Varian leaf pairs. Therefore, each of the leaf-position chromosomes will have a length of 4(beams) × 4(segments/beam) × 40(leaves/segments) = 640. The encoding of any leaf position is realized in integer format, and represents the index of the first open beamlet for the segment start and the last open beamlet for the segment end. The dimension of a beamlet projected at the isocentre plane is usually 0.5 × 1 cm.
The GA optimization starts with the initialization step where for each member of the solution population, the aperture shapes and weights are initialized to random values. The size of the population can differ from case to case, typically ranging from 100 to 200 members. The physical constraints of MLC leaf positions are considered in the initialization and subsequent optimization process.
Fitness evaluation
The quality of a solution i is evaluated according to its fitness F i , which is defined as
where O i is the conventional quadratic objective function, w σ is the importance factor of a structure σ ( 
A detailed description of the dose calculation is described in a previous publication (Cotrutz et al 2001) .
Fitness-based selection
The fitness is evaluated for every encoded solution (chromosome-triplet) in the population. The selection process is based on the principle of 'survival of the fittest' and critically determines the convergence properties of the GA. The chance of a particular solution characterized by fitness F i being part of the next generation population is proportional to its survival probability defined by
where Pop i=1 F i is the total fitness of the considered population. A more fit solution has a higher probability of being selected for the next generation. The new population is then selected by simulating the spinning of a suitable roulette wheel, N times, where N equals the number of solutions in the current generation (Michalewicz 1996) . In addition to the fitness-based selection process the best members of the current population are allowed to be copied automatically into the next generation. This process called elitism leads to a faster convergence and keeps track of the best solutions obtained at each iteration.
Genetic operators
The solutions chosen in the fitness-based selection process serve as progenitors for a new generation of solutions. Several recombination techniques such as crossover and mutation are applied to the selected solutions in order to exchange information and create new, improved solutions. The genetic operators are applied three times for each pair of selected solutions, firstly for the chromosomes encoding the positions of the left leaves, then for those encoding the positions of the right leaves and finally for the weight encoding chromosomes. The one-point crossover operator (Michalewicz 1996) used in our GA seeks to construct better segment shapes and weights by combining the features of the surviving ones. Initially the entire population is paired off at random to give N/2 potential parents. Following, each pair of solutions is chosen to undergo crossover with probability P C , which is defined at the beginning of the optimization. The crossover probability P C usually takes values of 0.80-0.95. If the probability condition is met, a randomly chosen crossing point is selected for each of the corresponding chromosomes. The offspring solutions are formed by swapping the genes (bits) located past the break-up point.
The purpose of a mutation operator is to ensure the diversity of the potential solutions and prevent the loss of genetic information that occurs when only crossover recombination is used. The mutation operator usually produces solutions far from those considered the best and usually occurs with very low probability P M (of the order of 0.03 or less). The role of these mutated solutions is to ensure a large range search of the solution space. Like the crossover operator, mutation occurs on both the segment shape and weight encoding chromosomes. In the latter case, a selected gene is replaced by a new value, which is randomly chosen within the interval 0, maxweight, where maxweight is the maximum allowed segment weight. The mutation mechanism is also applied to the aperture shape encoding chromosomes. The mutation results in either opening or closing the leaf gaps, which are assigned with equal probabilities, in order to avoid biasing the algorithm towards large or small apertures.
Results and discussion
C-shape tumour
The performance of the newly developed GA is first tested using a synthetic case. The geometry of the phantom, the C-shape PTV and circularly shaped OAR are shown in figure 4. Nine 6 MV equispaced beams were used to irradiate the tumour. The optimization was carried out successively for one, three, five and seven segments per beam. Figure 3 dose-volume histograms (DVHs) for the target and critical structure when different numbers of segments are employed.
It is clear from these DVHs that as the number of segments per beam increases, better PTV dose coverage and OAR dose sparing are achieved. This is consistent with our intuition because an increase in the number of apertures enhances the degree of intensity modulation. It is remarkable though that by using only three to five apertures per beam one can get very good results. The general observation here is in accordance with previous studies that used simulated annealing algorithms (Shepard et al 2002) . Figure 4 shows the dose distribution obtained with seven apertures per beam. The dose conformation to the tumour is very good, and furthermore, the dose gradient in the region proximal to the OAR is steep, ensuring thus a good OAR protection.
Using the same phantom, we also investigated the convergence properties of the genetic algorithm. Figure 5 shows the fitness of the best member in the population as a function of iteration step for the plans with three and seven apertures per beam. For both runs we used the same parameters for the population size (150 members) and crossover (P C = 0.95) and mutation (P M = 0.03) probabilities. A rapid increase in the fitness is observed in the first 1500 iterations for both runs. Following, the convergence slope decreases until a plateau region is reached. We note that the optimization run performed with seven segments per beam converges more slowly than that when only three apertures per beam are used, which is explainable considering that the number of variables in the latter case is much less than in the former one.
Prostate patient
The genetic algorithm was applied to plan an IMRT prostate treatment. Seven 6 MV equispaced beams were used with three apertures per beam. The OARs in this case included the rectum, bladder and the two femoral heads. Figure 6 shows an axial slice of the final dose distribution. It is seen that even with as few as three segments per beam, the 95% isodose line can encompass the prostate and the seminal vesicles. The bladder and rectum are also spared nicely. The femoral heads receive less than 45% of the prescribed dose. Figure 7 shows the DVHs of the prostate, bladder and rectum and femoral heads for this plan. We compared the segment-based optimization with a beamlet-based optimization algorithm described in a previous publication (Cotrutz et al 2001) . The same organ tolerances were used in both calculations. To have a more meaningful comparison, we chose the structure importance factors in the segment-based optimization in such a way that similar prostate dose coverage and comparable DVHs for the rectum and bladder were obtained. Figures 8(a) -(c) show the DVHs of the prostate (a), bladder and rectum (b) and femoral heads (c), for the two optimization approaches. As can be seen from figure 8, there is no clear-cut conclusion on which plan is better. While the prostate is better covered in beamlet-based optimization, the segment-based approach performs equally well or better for the rest of the structures. The rectum and bladder DVHs in figure 8(b) show a reduction of approximately 8% of the maximum dose for the segment-based optimized plan, whereas for the right femoral head, the volumes receiving high doses are increased as compared to the beamlet-based optimized plan. Generally speaking, a segment-based optimization represents a special case of the beamlet-based optimization and the plan obtained using the former approach should therefore be equal or less conformal in comparison with the general beamlet-based approach. In practice, however, there are many parameters (such as beamlet size, number of intensity levels, etc) in the beamlet-based optimization that may influence the quality of the final plan and even invert the above statement in some unfavourable situations.
We have also planned the patient using five and seven segments per beam, and a similar trend as described for the synthetic phantom case (section 3.1) was observed. In general, it seems true that for relatively simple cases, such as the prostate case studied here, three to seven segments per beam are sufficient to produce a clinically acceptable IMRT plan. A technique with beam specific number of segments instead of a uniform number of segments for all treatment fields could be easily implemented.
Note that in this study we do not restrict a segment to be topologically connected. The three intensity maps shown in figure 9 correspond to the anterior and anterior-lateral beams used for the prostate plan. The intensity maps are topologically connected, and could be deliverable by any MLC. If topologically disconnected segments resulted following the optimization, beams would be deliverable by a Varian MLC, but not by a Siemens or an Elekta accelerator, because interdigitation of adjacent leaves is not allowed. In general, the MLC constraints of the treatment machine should be considered in the segment-based optimization process.
Conclusions
A simple genetic algorithm is developed to simultaneously optimize the segment shapes and their weights for IMRT. The segment-based genetic optimization exploits a number of trial solutions in a variety of directions based on genetic selection rules. Application of the new technique to two test cases shows that with only a small number of segments per beam, it can produce plans comparable to those obtained with a conventional beamlet-based algorithm. Another advantage of the segment-based optimization is that it eliminates the intermediate leaf-sequencing process, leading to a solution that is directly deliverable.
