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Introduction
Ten to fifteen years ago, most numerical weather prediction models incorporated relatively little of what is usually called model physics in climate models. Radiative fluxes were computed in only the crudest ways, surface processes were largely ignored, and clouds were only considered for their impact on precipitation. This has changed dramatically in recent years. The current generation of weather prediction models tends to include full-physics packages very similar to those employed in climate models. Because of the high spatial resolution of weather models and the scarcity of highquality measurements of surface and hydrologic properties, these model fields are very attractive for use in a variety of regional budget and climatology studies. The
The long-term archiving of model time series, however, provides another approach if high-quality data are available at the time series location. In such a case, model evaluation can be based on a comparison of the two time series over a longer interval.
The purpose of this study is to provide an assessment of the quality of time series output produced by the Eta model by comparing this output with accurate observations made at a single location for an extended period of time, namely the 6 months from January to June, 1997. Fels and Schwarzkopf [1975] . These full radiative transfer routines were run every second forecast hour. Between these runs, the shortwave surface fluxes and surface albedo were adjusted every 8 rain using updated values of the solar zenith angle. At the same intervals, the downward longwave flux was scaled according to the temperature of the lowest atmospheric level, while the upward infrared flux was computed from the surface skin temperature. Clouds were predicted explicitly using an algorithm developed by Zhao and Cart [1997] and Zhao et al. [1997] . This routine distinguished between frozen and liquid hydrometeors and was run every 8 rain in the model. Surface sensible, latent, and ground heat fluxes were also calculated every 8 min using the land-surface scheme described by Chen et al. [1997] . This scheme applies a single surface energy balance equation to obtain a single effective skin temperature for the aggregate soil/vegetation/snow surface state.
Because the Eta model is in operational service, improvements and corrections are made regularly though infrequently. For example, in February of 1997, refinements to the cloud, radiation, and land-surface schemes were implemented. The most recent major update to the Eta model occurred in June 1998. At that time, the Eta Data Assimilation System adopted fully continuous, 3-hourly, Eta-based cycling. As a result of these changes, the version of the model used currently in NCEP forecasting is not identical to that described in this paper. However, the model output from 1997 is still available for research use in the GCIP archive, and the fundamental radiative transfer, cloud prediction, and land-surface schemes remain the same. (A complete history of Eta system changes can be found at http://nic.fb4.noaa.gov:8000/research/gcip.html.)
Measured Energy Fluxes
The measured data used in the comparisons here were taken from the ARM SGP central facility in Lamont, Oklahoma. The goal of the ARM program is to improve the accuracy and utility of numerical models used in climate study and prediction. One thrust of the program is to obtain high-quality long-term data sets of variables that are as yet poorly understood or modeled in a number of climatologically important regions. The SGP site, located at 36.605øN, 97.485øW, at an elevation of 317 m, is the first of several locations to be A variety of data from the ARM southern Great Plains facility were used in this study. Downward radiative fluxes were obtained from instruments in the baseline surface radiation network (BSRN). Total (direct q-diffuse) shortwave radiation was measured over the 0.285-to 2.8-•m wavelength range by an Eppley precision spectral pyranometer with a hemispheric field of view. Downwelling infrared radiation was measured using an Eppley precision infrared pyrgeometer. This instrument also had a hemispheric field of view but was sensitive to radiation in the 3.5-to 50-•m wavelength range. Both of these instruments are accurate to a few percent. Measurements were reported as 1-min averages of samples taken every second.
Upward radiative fluxes were taken from measurements by the solar and infrared observation system (SIROS) using similar instruments. These measurements were made at a height of 10 m above the surface, and values were recorded at 15-sec intervals. Expected accuracies for these instruments are also a few percent.
Surface heat fluxes were derived from data collected by the energy balance Bowen ratio (EBBR) system. Instrumentation in this system provided the air temperature and relative humidity at two heights, soil temperature and moisture, and the 5-cm soil heat flux. Latent, sensible, and ground heat fluxes computed from these values were provided as ARM products. Individual 30-min averages of the latent and sensible heat fluxes are accurate to -,•10% or 10 W m -2, whichever is larger.
Ground heat flux measurements are accurate to about 15%. The latent and sensible heat fluxes determined by this system are generally incorrect when the Bowen ratio approaches-1. At these points, smoothing was applied to these heat flux time series.
The surface temperatures discussed here were measured by the surface meteorological observing system (SMOS) using a thermistor 2 m above the ground. The accuracy of this sensor is better than 0.6øC.
The water vapor content of the column of air above the central facility was determined from microwave radiometer (MWR) measurements at 23.8 and 31.4 GHz.
Because the radiometers are also sensitive to liquid water, it was necessary to eliminate measurements that were made in the presence of standing water on the radiometer dome or that occurred during periods of heavy rain. This was done by discarding radiometer returns that were recorded while an electrical sensor detected water on the cover of the radiometer. 
Total Energy Budget
It would appear to be superfluous to calculate the total energy budget for a numerical weather prediction model because most models explicitly require zero net energy flux. However, the Eta energy balance equation It should be emphasized that the energy balance and its subterms discussed to this point have been analyzed at the timescale of 1 day for ease in presentation. However, individual terms and therefore the entire energy budget can vary on much shorter timescales. An example of this is given in Figure 6 , which shows the energy budget terms for one clear-sky day. From this figure, it appears that the level of agreement between the forecasted and measured energy terms varies with the time of day. To determine whether this is true for the entire 6-month period, we examined the total radiative forcing, = SW.l. + swt + LW.I., 
Cloud Comparison

Data Description
The accurate prediction of cloud presence or absence, height, and liquid water content is essential to obtaining correct energy budget results. Clouds reflect solar radiation away from the Earth and reradiate absorbed infrared radiation toward the surface. Correct timing of cloud predictions is especially important for solar radiation since the intensity of incoming shortwave radiation depends strongly on time of day. With this in mind, we analyzed cloud prediction in the Eta model by comparison to measurements made by the millimeter wavelength cloud radar at the ARM SGP site.
The 35-GHz cloud radar at the SGP central facility measured the Doppler power spectrum of any hydrometeors in the column above it. From this, vertical profiles of reflectivity, Doppler velocity, and Doppler width were derived. Unfortunately, a precise determination of cloud water content is not possible from these data alone. Instead, the presence of hydrometeors was inferred from the magnitude of the radar return after correction for clutter due to noise, flying insects, or other airborne material. The received radar signal was considered to indicate the presence of a cloud when the clutter-reduced returned power was distinguishable from the noise produced by the radar receiver. However, such signals could also be caused by precipitation or unwanted returns missed by the clutter-reduction algorithm. Therefore, this criterion did not definitively indicate the presence of a cloud above the SGP site. Nevertheless, the radar's high sensitivity and the fact that radar waves can penetrate through low clouds to detect higher layers above made these some of the most reliable cloud observations available. Measured cloud files were constructed by analyzing ARM SGP cloud radar reflectivity data that had been mapped onto a 5 min by 45 m time-height grid as described in the appendix. The radar height bins were mapped to the corresponding Eta model pressure levels, and the number of significant returns detected per hour at each pressure level was determined. Detection of significant return in at least 50% of the 5-min samples constituting an hour was considered to indicate that cloud had been present during that hour. To test the sensitivity of this criterion, data sets were also created for which the minimum fraction of significant returns required to indicate detection of a cloud was fixed at 17% and 83% of the 5-min samples, respectively. If fewer than six 5-min samples were available for a given hour, no cloud information was recorded.
The only cloud-related variables available from the Eta model for the entire 6-month period under consideration were the liquid and/or ice water mixing ratio, in kg kg -•, and the cloud fraction for each pressure level and fbrecast hour. We chose to examine the ice/water content, calculated from the reported mixing ratios, because it has a clearer relationship to radar cloud measurements than cloud fraction does. Still, the use of this variable presented some difficulties. Color scheme is as follows: grey, no cloud, both Eta and ARM; cyan, no cloud Eta, cloud ARM; yellow, cloud, both Eta and ARM; magenta, cloud Eta, no cloud ARM; black, no data. Cloud prediction by the Eta model was mixed. Synoptic-scale systems were reproduced well by the model, while convective towers were frequently missed. Undertaking this analysis highlighted the difficulties inherent in working with cloud data. Since neither the measurements nor the model output explicitly specified the presence or absence of clouds, there was a dilemma regarding how clouds could be defined meaningfully and consistently in terms of the measurement and model variables. For the model, we ultimately chose a constant limit of 0.01 gm -3, which is somewhat low for stratus clouds but high for cirrus. Nevertheless, excessive amounts of cirrus cloud were predicted by the model, especially in the winter. At the same time, there was always some uncertainty in exactly what was being detected by a given radar return. Another problem stemmed from the methods used by the prognostic cloud scheme. Most models that attempt to track liquid water through the atmosphere necessarily produce some residual water, so that extra condensate is present throughout the system. This not only adds to the difficulty of defining the occurrence of a cloud but may also affect the emission and transmission of infrared radiation through the atmosphere. More effort is required to improve cloud modeling. The ability to obtain routine cloud measurements that specify liquid water content and hydrometeor type would also be a dramatic im- and +20 dBZ. This is sufficient to detect most clouds, with the possible exception of those that fail to fill the radar sample volume or that are composed of extremely small drops and are far from the radar. The signal received from a radar sample volume is considered significant when the returned power is large enough to be distinguished from the noise produced by the radar receiver. However, the source of the significant backscattered power may be precipitation or atmospheric particulates, such as dust or insects, as well as clouds. The radar-based cloud masks used in this paper were constructed from a cloud database that is being created for analysis of clouds and radiation in climate and weather prediction models [Marchand et al., 1998 ].
Clutter-reduced gridded cloud data with a 10-s resolu- 
