The larval development of the Drosophila melanogaster wings is organized by the protein Wingless, which is secreted by cells adjacent to the dorsal-ventral (DV) boundary. Two signaling processes acting between the second and early third instars, and between the mid and late third instar control the expression of Wingless in these boundary cells. Here, we integrate both signaling processes into a logical multivalued model encompassing four cells, i.e. a boundary and a flanking cell at each side of the boundary. Computer simulations of this model enable a qualitative reproduction of the main wild type and mutant phenotypes described in the experimental literature. During the first signaling process, Notch becomes activated by the first signaling process in an Apterous dependent manner. In silico perturbation experiments show that this early activation of Notch is unstable in the absence of Apterous. However, during the second signaling process, the Notch pattern becomes consolidated, and thus independent of Apterous, through activation of the paracrine positive feedback circuit of Wingless. Consequently, we propose that appropriate delays for Apterous inactivation and Wingless induction by Notch are crucial to maintain the wild-type expression at the dorsal-ventral boundary. Finally, another mutant simulation shows that cut expression might be shifted to late larval stages because of a potential interference with the early signaling process.
INTRODUCTION
Developmental boundaries are established through the juxtaposition of two different cell populations and fulfill two functions during animal development. First, they act as cell lineage border as demonstrated through the induction of marked clones in Drosophila melanogaster From the mid third larval instar (96h AEL), the Ap product is progressively inactivated in the dorsal compartment (Milán and Cohen, 2000) . At this stage, wg expression is triggered in boundary cells by active N. The Wg signal induces the expression of Dl and Ser in flanking cells, i.e. adjacent to boundary cells, and causes its own repression in cells next to the boundary (Rulifson et al., 1996) Whereas the two signaling processes at the DV boundary are well defined, the precise contribution of each process in the global regulatory network is less understood. In the absence of precise kinetic data, to rigorously establish the global mechanism defining the DV boundary, we delineate here a logical, multi-level model of the epistatic relationships between relevant genes. Qualitative simulations of this model enable the qualitative recovery of the wild type dynamics, as well as the delineation of abnormal behaviors. The analysis of the abnormal dynamical pathways provide new insight into the core mechanisms at the basis of the wildtype behavior. More specifically, our analysis indicates that the early N signaling process cannot be maintained in the absence of Ap. Consequently, a temporal overlap between the action of the Ap dependent mechanism and the operation of the Wg paracrine feedback circuit is necessary to reach the wild-type expression pattern.
MATERIALS AND METHODS

Model delineation
Logical variables and functional levels: Our modeling approach leans on the generalized logical formalism previously developed by R. Thomas and collaborators (Thomas and D'Ari, 1990; Thomas et al., 1995) . This logical approach is particularly useful to formally integrate disperse experimental data whenever quantitative experimental information is scarce. The mapping from genetic experiments to a logical model is thus intuitive and straightforward. In this logical framework, each product of a regulatory network is modeled as a (Boolean or multi-level) "logical variable". This approach has been previously applied to the modeling of the segmentation genetic system during the early embryonic development (see (Sánchez and Thieffry, 2003) and references therein). In the present case, our model explicitly encompasses the following regulatory elements: Apterous (Ap), Cut (Ct), Dl, Fringe (Fng) , N, Ser, and Wg. The number of values of a given variable is chosen to distinguish the different relevant concentration ranges, at which the corresponding gene product exerts its functions. In the present model, all the elements, excepting Dl and Ser, can take two values, 0 or 1, corresponding to the inactive or active state of the gene. In the case of Dl and Ser, it is well established that low concentrations have a positive non cellautonomous effect, whereas high concentrations also exert a negative cell-autonomous effect (de Celis and Bray, 1997; Klein et al., 1997; de Celis and Bray, 2000; Sakamoto et al., 2002) . Hence, in our model, Dl and Ser can take the values 0, 1 or 2, corresponding to negligible, low and high product levels. The sets of values associated with the seven regulatory elements in the model are thus: Ap= {0, 1}, Ct= {0, 1}, Dl= {0, 1, 2}, Fng= {0, 1}, N= {0, 1}, Ser= {0, 1, 2}, Wg= {0, 1}.
Simplifying assumptions: In our model, the N and Wg pathways have been simplified to a single step reaction. This simplification does not affect the resulting dynamics, because the absolute reaction delays are implicit during the asynchronous simulation. The assumptions behind the asynchronous simulation are further explained below.
The second simplification regards the various components that have been involved in the restriction of the activation of N and Wg pathways to boundary cells, namely: (i) Dsh (Axelrod et al., 1996) , (ii) the Wg signal (Rulifson et al., 1996) , (iii) Delta (Dl) and Serrate (Ser) at high levels (de Celis and Bray, 1997; Sakamoto et al., 2002), (iv) nubbin (Neumann and Cohen, 1998) , (v) lethal(2) giant discs (Klein, 2003) , (vi) defective proventriculus (Nakagoshi et al., 2002) , and (vii) the transmembrane protein Crumbs (Herranz et al., 2006) . Here, only the inhibition of N by Dl and Ser at high levels is taken into account, as the explicit inclusion of other mechanisms does not provide new clues in our network analysis.
Multicellular framework:
During the early signaling process, the network dynamics depends on interactions across the DV boundary (Figures 1(a) and 1(b) ). Consequently, the most important features of this first regulatory mechanism can be modeled in terms of two -Evidences: Up to the early/mid third larval instar ap is expressed in dorsal cells (Diaz-Benjumea and Cohen, 1993; Williams et al., 1994) . Later on, the Ap protein becomes inactivated (Milán and Cohen, 1999, 2000) . -Evidences: Inactivation of the N pathway leads to the reduction of ct and wg expressions. Conversely, ectopic activation of N induces ct and wg (Diaz-Benjumea and Cohen, 1995; de Celis et al., 1996; Doherty et al., 1996; Neumann and Cohen, 1996; de Celis and Bray, 1997; Micchelli et al., 1997; Brennan et al., 1999; de Celis and Bray, 2000) . 2000).
-Parameters: K Dl ({N, 1}) = 1. That is, active N induces low levels (value 1) of Dl.
Wg → Dl: {Wg , 1}.
-Evidences: Ectopic Wg non cell-autonomously induces Dl and Ser (Micchelli et al., 1997).
Dl in neighboring cells at high levels (value 2) as usually assumed during the late larval stages. et al., 1995; de Celis et al., 1996; Doherty et al., 1996; de Celis and Bray, 1997; Klein et al., 1997; Panin et al., 1997; Klein and Martínez-Arias, 1998; Brückner et al., 2000; de Celis and Bray, 2000) .
That is, Dl at low levels (value 1) requires Fng to activate N. The interaction from Ser to N, i.e. {Ser , [1, 2]} present in the second parameter is described below.
-Evidences: Ectopic expression of Ser in the absence but not in the presence of Fng in the signal receiving cells induces non cell-autonomously ectopic margins (Irvine and Wieschaus, 1994; Speicher et al., 1994; Kim et al., 1995; de Celis and Bray, 1997; Fleming et al., 1997; Klein et al., 1997; Panin et al., 1997; Klein and Martínez-Arias, 1998 ). -Parameters:
That is, Dl at high levels (value 2), and Ser at both low and high levels (values 1 and 2) redundantly activate N in neighboring cells. et al., 1995; Yan et al., 2004 ).
-Parameters: K Ser ({Ap, 1}) = K Ser ({Ap, 1}, {N, 1}) = 1. That is, Ap activates Ser.
Ct Ser: {Ct, 1}.
-Evidences: Confer the description of the interaction: Ct Dl. Wg → Ser: {Wg , 1}.
-Evidences: Confer the description of the interaction Wg → Dl.
vates Ser in neighboring cells at high levels (value 2) as usually assumed during the late larval stages.
Wg) N → Wg: {N, 1}.
-Evidences: Confer the description of the interaction: N → Ct. In parallel, we use GNU Prolog to solve the systems of logical equations underlying the regulatory graphs. Indeed, standard constraint programming techniques can be applied to solve such discrete systems (Devloo et al., 2003) . A specific plugin will be soon provided in the public release of GINsim to ease the export of logical models into GNU prolog. Finally, we also provide a piecewise linear equation transposition of our model stored into the SBML format (level 2, version 1) as Supplemental Data.
RESULTS
Simulations of wild-type and known mutations
To gain insight into each signaling process, the model is simulated in two steps, where only the genes involved at each step are explicitly considered. The other genes are blocked to zero (Figure 3 ). GINsim provides an easy way to block regulatory element values without redefining the model or parameter values (González et al., 2006) . After the simulation of the wild-type model, simulations of known mutations are presented (Table 1 ).
[ Simulation of this step leads to a stable state, where Ct, N and Wg are active in boundary cells, and Dl and Ser are active in flanking cells at high levels (state st3a in Figure 3 ). This simulation thus agrees with experimental observations regarding the late signaling process (Figure 1(c) ).
Besides the wild-type dynamics, this regulatory network has the inherent capacity to generate other non-observed stable states (states st3b to st3e in Figure 3) . The "trivial" stable state (st3b in Figure 3 ) implies the inactivation of the whole regulatory network, and corresponds experimentally to the complete loss of gene expression in boundary and flanking cells. The origin of this in silico phenotype will be discussed later in the context of a mutant simulation ( Figure 5 ).
The other non-observed stable states (st3c, st3d and st3e in Figure 3 ) arise from symmetries of the intercellular regulatory network. The stable states st3c and st3d correspond to phenotypes with alternating flanking-like and boundary-like cell fates, specified by the expression of Dl and Ser at high levels in either one or the other boundary cell. Along the trajectories leading to these abnormal stable states, Wg from one boundary cell induces Dl and Ser at high levels in the other boundary cell, further leading to the downregulation of the N signal in that cell. In vivo, this situation is prevented through the appropriate induction of Ct, which inhibits cell-autonomously Dl and Ser (de Celis and Bray, 1997).
Simulations of experimentally observed mutations
Our model can be further validated through the simulation of known loss-of-function mutations or ectopic gene expression experiments. Mutant simulations are performed through the blockage of the expression of a gene at a given level, e.g. at level 0 to simulate a loss-of-function mutation. wg − mutant discs and large clones reaching the boundary produce notches of the wing margin (Couso et al., 1994) . Simulation of this genotype also results in a mutant phenotype (mutant 2 in Table 1 ).
Simulation of mutations involved in the first
Simulation of a ct − mutant disc does not lead to the wild-type stable state, but rather to an ectopic upregulation of the N ligands in boundary cells (mutant 3 in Table 1 ). et al. (1997) . To model the redundant activation of N by Dl and Ser, Dl at high levels has to be independent of Fng.
This contrasts with low Dl levels, which require the presence of Fng.
In conclusion, the simulation of mutant clones involved in the second signaling step agrees with the experimental phenotypes reported in the literature.
Ct might perturb the early signaling process
Although Wg and Ct are similarly induced by N, there are notable differences in the expression timing of these genes. Whereas, the expression of Wg is observed since the early third larval instar (Couso et al., 1995) , Ct is not expressed until the late third larval instar (de Celis and Bray, 1997; Micchelli et al., 1997) . Furthermore, thermosensitive N fly alleles reread at different temperatures suggest a higher threshold of N to induce ct expression (Herranz et al., 2006) . These observations emphasize a constraint shifting ct expression towards late larval stages.
To clarify the impact of this late expression, we modify the timing of Ct activity and impose its ectopic expression during the first signaling process. A first step simulation is performed, where the value of Ct is blocked to 1. This in silico mutation leads to the loss of N in boundary cells (Figure 4(b) ). The reason for this phenotype is that during the early signaling process, Dl and Ser are required in boundary cells to activate N (see control in Figure   4 (a)). Precocious Ct represses autonomously Dl and Ser activity, and so active N is lost in boundary cells.
[ Figure 4 about here.]
The repression of Dl and Ser by Ct has been demonstrated through genetic experiments (de Celis and Bray, 1997), which do not discriminate between direct and indirect interactions. Here for the sake of computational simplicity, we have assumed that Ct directly inhibits Dl and Ser. Under this assumption, we conclude that ct expression in vivo has evolved to late larval stages to avoid a possible interference of Ct with the early signaling process.
Coupling between the early and late signaling processes
The analysis of abnormal dynamical trajectories gives insight about the actual network mechanism. For example, the stable state st3b (Figure 3) , which implies the complete inactivation of the system, coincides with the unique stable state reached by the wg − mutant simulation (mutant 2 in Table 1 ), so that state st3b could arise from a delayed Wg activation.
Alternatively, state st3b could arise from the precocious activation of Ct, which also leads to the complete inactivation of the boundary (Figure 4(b) ). These hypotheses could be distinguished through the simultaneous inactivation of ct and wg during the second signaling process.
To simulate a double loss-of-function ct − wg − mutant, we blocked the values of Ct and Wg to value 0 during the second step. In this mutant simulation, the network is normally activated during the first step (st1 to st2 in Figure 5 ). However, after inactivation of Ap during the second step, the boundary is inactivated as in the wg − mutant simulation (st2 to st3b in Figure 5 ).
[ Figure 5 about here.]
This simulation shows that the paracrine Wg feedback circuit constitutes the true differentiation switch, since the first signaling process fades out in the absence of Ap. Hence, the trajectory of the system towards state st3b in the wild-type simulation (Figure 3 ) arises from the precocious inactivation of the first signaling process prior to the induction of the Wg feedback circuit. We conclude that the overlapping of the first signaling process and the Wg feedback circuit is thus essential to stabilize the DV boundary at late larval stages. We have simulated this model in two steps that correspond to the two successive signaling processes involved. The stable states reached by the wild-type simulation agree with experimental observations (states st2 and st3a in Figure 3 ). Simulations of known mutants also validate our model (Table 1; González et al., 2006) . Figure 5 ) independently of Ap activity. This contradicts some current understanding of this process (Panin et al., 1997; Yan et al., 2004) .
The proposal of the early feedback circuit largely relies on the observation that active N is able to induce its ligands Dl and Ser (Panin et al., 1997) . However, the induction of Figure 1(c) ). The other, abnormal stable states found (states st3b-st3e) provide further insight into the actual network mechanism (see text). Notation: "a" stands for Ap=1, "c" stands for Ct=1, "d1" for Dl=1, "d2" for Dl=2, "f" for Fng=1, "n" for N=1, "s1" for Ser=1, "s2" for Ser=2, and "w" stands for Wg=1. In the simulation of a double mutant disc for ct − wg − induced at the second instar stage, the network is activated normally during the first step (st1-st2). However, the early regulatory interactions become inactivated during the second step (st2-st3b). The notation of regulatory components is described in the legend of Figure 3 . . Gene notation is described in Figure 3 .
