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Resumo
Neste trabalho propusemos o algoritmo PSIFA, do inglês Pattern Search and Implicit
Filtering Algorithm, que é um algoritmo sem derivadas desenvolvido para resolver problemas
de otimização com restrições lineares e ruído na função objetivo, e que combina elementos
do método de busca padrão de Lewis e Torczon (2000) e do método de filtragem implícita
de Kelley (2011). Apresentamos a teoria de convergência global para o método, com
enfraquecimento de hipóteses, a qual engloba o caso degenerado. Realizamos experimentos
numéricos com problemas da literatura e problemas com restrições lineares degeneradas,
obtidos definindo o conjunto viável a partir de cones poliedrais 3D com diversos graus de
degeneração na solução. O algoritmo também foi testado com uma função objetivo cujo
ruído não satisfaz as hipóteses teóricas de convergência do método. Como uma aplicação
com ruído inerente foi abordado um problema de identificação de parâmetros, para o
qual restrições lineares podem ser consideradas na formulação do problema. Os resultados
obtidos pelo PSIFA em todos os experimentos foram comparados com os dos métodos
de busca padrão e filtragem implícita, sendo o desempenho da nossa proposta bastante
promissor em todas as instâncias testadas.
Palavras-chave: Otimização sem derivadas. Minimização com restrições lineares. Oti-
mização com ruídos. Análise de Convergência. Restrições degeneradas. Experimentos
Numéricos. Problema de identificação de parâmetros.
Abstract
In this work we have introduced the algorithm PSIFA –Pattern Search and Implicit
Filtering Algorithm– which is a derivative-free algorithm that has been designed for linearly
constrained problems with noise in the objective function, combining some elements of the
pattern search approach of Lewis and Torczon (2000) with ideas from the method of implicit
filtering of Kelley (2011). The global convergence analysis is presented, encompassing the
degenerate case, under mild assumptions. Numerical experiments with linearly constrained
problems from the literature and also with the feasible set defined by polyhedral 3D-cones
with several degrees of degeneration at the solution were performed, including noisy
functions that are not covered by the theoretical hypotheses. Furthermore, an instance of
a parameter identification problem was considered as an application with inherent noise
on the objective function for which linear constraints are present in the model. To put
PSIFA in perspective, comparative tests with the Pattern Search and the Implicit Filtering
algorithms have been prepared, with encouraging results.
Keywords: Derivative-free optimization. Linearly constrained minimization. Noisy opti-
mization. Global convergence. Degenerate constraints. Numerical experiments. Parameter
identification problem.
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1 Introdução
Em otimização não linear, métodos que não utilizam derivadas têm sido objeto
de interesse desde a década de 1960. Exemplos são o clássico método de Nelder-Mead [45],
bem como os trabalhos pioneiros de Fletcher [21], Powell [49] e Polak [48]. Os motivos para
usar métodos sem derivadas, no entanto, foram se modificando ao longo dos anos. Com o
contínuo aumento da capacidade de processamento dos computadores, também cresceu a
complexidade dos problemas que podem ser efetivamente resolvidos. Muitos problemas
envolvem funções para as quais o cálculo das derivadas, quando possível, é complexo e
trabalhoso. São também comuns os casos em que as funções são programas comerciais, cujos
códigos das operações envolvidas não estão disponíveis. Por consequência, não é possível
sequer empregar algoritmos de diferenciação automática [27] para calcular suas derivadas.
Aplicações da otimização sem derivadas são descritas, por exemplo, em [8, 13, 33].
Há diversas classes de algoritmos sem derivadas, sendo as mais conhecidas as dos
métodos baseados em simplex [45, 59, 62], buscas direcionais [6, 16, 39, 47, 48, 61], regiões
de confiança [42, 52, 54] e os métodos que usam interpolação polinomial [10, 11, 50, 51, 53].
Podemos citar também diversos métodos que não seriam caracterizados em nenhuma
dessas classes, como o método conhecido como SID-PSM (do inglês Simplex Derivatives
- Pattern Search Method), proposto por Custódio e Vicente [14], o qual, embora não se
enquadre na categoria dos métodos simplex, utiliza derivadas simplex nas suas iterações.
Outra classe de métodos que também faz uso de derivadas simplex são os métodos de
filtragem implícita [20, 31, 32, 63], os quais possuem teoria de convergência considerando
ruídos na função objetivo e utilizam as derivadas simplex para implementar uma estratégia
de aceleração do tipo quase-Newton. Há também diversos outros estudos que consideram
problemas com ruídos na função objetivo, como [5, 40, 55]. Uma referência atual bastante
completa é o livro de Conn, Scheinberg e Vicente [11], o qual aborda métodos de todas
as classes destacadas. Outra referência geral, voltada para métodos sem derivadas para
otimização irrestrita é o trabalho de Diniz-Ehrhardt, Lopes e Pedroso [15], desenvolvido
com o intuito de ser material de apoio para um minicurso introdutório sobre otimização
sem derivadas.
O comportamento prático dos algoritmos sem derivadas, incluindo muitos dos
trabalhos citados, é tratado com bastante detalhes em [57], onde é feita uma comparação
entre 22 implementações sem derivadas para a resolução do problema de otimização em
caixas. O conjunto de testes composto por 502 problemas inclui problemas convexos,
não convexos, suaves e não suaves e a comparação é feita sob diferentes pontos de vista,
buscando explorar a aplicabilidade de cada método.
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Merecem destaque, pela relevância no desenvolvimento deste trabalho, os
métodos de busca padrão [35, 37, 61] que pertencem à classe dos métodos de busca direta
direcional. Em [29] foi introduzida a nomenclatura busca direta para designar os métodos
em que os valores da função objetivo não são explicitamente utilizados em cálculos, apenas
comparações entre esses valores são permitidas. A abrangência desta nomenclatura, no
entanto, foi se modificando com o passar do tempo, como relatado nos trabalhos de Kolda,
Lewis e Torczon [33] e Lewis, Torczon e Trosset [36]. A ideia básica dos métodos de
busca padrão surge com a proposta de uma versão do conhecido e intuitivo algoritmo
de busca coordenada, apresentado por Polak [48], sob o nome de variações locais, o qual
posteriormente foi classificado como sendo um algoritmo de busca padrão [61].
A dissertação de mestrado [18] foi a precursora deste trabalho. Nela foi estudado
e implementado o método de busca padrão para restrições lineares introduzido por Lewis
e Torczon [37], com a proposta de novas estratégias de busca, de atualização do tamanho
do passo e de um novo padrão de direções de busca. Além de preservar todas as condições
teóricas exigidas em [37], que garantem a convergência do método, os resultados numéricos
se mostraram promissores e nos motivaram a seguir nessa linha.
Nesta tese aliamos ao conjunto adequado de direções geradas pelo método de
busca padrão, estudado na dissertação [18], a liberdade permitida pelo método de filtragem
implícita [32], de modo a resolver problemas restritos e com ruído na função objetivo. Na
sequência apresentamos as principais ideias do método proposto.
PSIFA (Pattern Search Implicit Filtering Algorithm) é um método sem derivadas
para resolver problemas de otimização com restrições lineares e cuja função objetivo pode
conter ruídos e possíveis descontinuidades. Trabalharemos com o seguinte problema
pP q
#
minimizar fpxq
sujeita a ` ď Ax ď u,
em que f : Rn Ñ R, x P Rn, A P Rmˆn, `, u P Rm.
Estamos interessados no caso em que a função objetivo f é a perturbação de
uma função suave fs da seguinte forma
f “ fs ` Φ. (1.1)
O termo Φ será chamado de ruído, que a princípio pode ser qualquer tipo de perturbação.
Por questões teóricas é assumido que esse ruído produza pouco efeito nas proximidades
da solução do problema, ou seja, o ruído tende a zero e a função objetivo se aproxima
de uma função suave na vizinhança de pontos estacionários. Na prática, o interesse é
resolver problemas em que esse ruído possua alta frequência porém baixa amplitude, o que
aparece, por exemplo, em erros de truncamento de um simulador, em cálculos estocásticos
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ou aleátorios dentro da função ou quando o valor da função é baseado em tabela de dados
experimentais. Sendo assim, vamos testar situações em que as hipóteses teóricas nem
sempre serão satisfeitas. O método também se aplica a problemas com funções descontínuas
ou mesmo a casos em que não é possível avaliar a função objetivo em todos os pontos
visitados pelo algoritmo.
Destacamos que o método é desenvolvido para trabalhar com restrições lineares,
tanto não-degeneradas quanto degeneradas, de cuja estrutura o método tira proveito para
obter melhores resultados. No entanto, restrições não lineares e mesmo não disponíveis
analiticamente podem ser consideradas indiretamente, reportando os pontos inviáveis como
falhas no cálculo da função objetivo.
A Figura 1, com uma perturbação da função suave fspxq “ x2, representa o
tipo de problema que estamos interessados em resolver. Um dos objetivos do método é
fugir dos falsos minimizadores locais produzidos pelo ruído, detectando assim a solução
esperada para o problema.
-2 -1 1 2
1
2
3
4
Figura 1 – Perturbação na parábola y “ x2, com pouco efeito nas proximidades da solução
global do problema.
O método combina uma abordagem de busca padrão para resolver problemas
com restrições lineares [37, 38] e ideias do método de filtragem implícita (IMFIL) [32].
Métodos de busca padrão têm sido amplamente estudados na literatura, em
especial os voltados para a resolução de problemas apenas com restrições lineares. O
método de busca padrão generalizado, conhecido como GPS (Generalized Pattern Search),
foi introduzido por Torczon [61], inicialmente para o caso irrestrito. Tal trabalho serviu
como base para a abordagem de Lewis e Torczon [35], em que a análise é estendida para
o problema contendo apenas restrições de caixas. Posteriormente, em [37], a teoria foi
generalizada para problemas com restrições lineares.
O método GPS para restrições lineares introduzido por Lewis e Torczon, uma
das referências de apoio para esta tese, serviu como base para diversas outras contribuições
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[2, 5, 18, 38]. Em [37], os autores provam que, se a função objetivo é continuamente
diferenciável, se o conjunto de direções de busca, padrão de direções, é escolhido levando
em consideração a fronteira da região viável, com componentes inteiras e, além disso,
a matriz que define as restrições do problema possui componentes racionais, então a
sequência gerada pelo método possui ao menos um ponto viável que satisfaz as condições
de Karush-Kuhn-Tucker (KKT) [7, 46].
Os métodos GPS são efetivos para diversos problemas práticos, em que a
avaliação da função objetivo é cara. Na prática o desempenho do método é satisfatório
ainda que a função objetivo seja não suave, caso que não é contemplado pela teoria.
Observando isso, em [5], Audet e Dennis simplificam a análise das referências [35, 37, 61]
e introduzem novos resultados de convergência para problemas com vários graus de não
suavidade. O comportamento de segunda ordem dos métodos GPS é estudado em [1].
Algoritmos GPS para restrições lineares geram uma sequência de iterandos
viáveis xk P Rn, k “ 0, 1, . . . , com valor de função objetivo não crescente. A cada iteração
o conjunto de direções de busca deve levar em conta a fronteira da região viável próxima
ao iterando corrente. A ideia chave foi sugerida inicialmente por May [43] e aplicada aos
métodos de busca padrão em [37]. A cada iteração, o conjunto de busca deverá conter um
gerador para o cone de direções viáveis a partir do iterando corrente. Em [37], os autores
provam a existência desse conjunto gerador tanto para o caso não degenerado quanto
para o degenerado, e apresentam um algoritmo para a construção do padrão no caso não
degenerado.
O caso degenerado é retomado juntamente com outros autores em [33, 38],
onde tratam o problema como um caso particular de determinar os pontos extremos de
um poliedro. O caso degenerado também é estudado, sob diferentes pontos de vista, por
Abramson em [2] e por Price e Coope [55]. Em [55] os autores apresentam um resultado
que pode ser utilizado na construção do conjunto de direções para o caso degenerado,
no entanto não são fornecidos detalhes da implementação. Assim como em [33, 38], a
construção das direções recai em um processo enumerativo, o que pode resultar em um
alto custo computacional. Em [2] é proposta uma estratégia para o caso degenerado que
busca identificar as restrições redundantes e apenas as restrições não redundantes são
consideradas na construção do padrão de direções, e assim como em [33, 38, 55], o caso
degenerado é considerado separadamente da estratégia utilizada quando as restrições são
não-degeneradas.
Nesta tese, o caso degenerado é tratado juntamente com o caso não degenerado.
Uma generalização da Proposição 8.2 de [37], Proposição 2.1, nos fornece uma forma relati-
vamente simples de gerar o padrão de direções, que se aplica tanto para o caso degenerado
quanto para o caso não degenerado, o que possibilita uma análise conjunta simplificando o
resultado de convergência do método. Esta generalização é uma consequência direta do
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algoritmo PSIFA não se restringir a uma malha racional.
Merecem destaque também os trabalhos de Lucidi et al. [39, 40, 41], nos quais
os autores combinam abordagens de busca padrão com busca linear, obtendo uma nova
classe de métodos, com o intuito de explorar ao máximo as vantagens de cada uma dessas
abordagens. São estabelecidas condições gerais para garantir a convergência global para
tais métodos, para o caso irrestrito [39], com restrições de caixa [40] e restrições mais gerais
[41]. Em cada caso é apresentado ao menos um algoritmo satisfazendo tais condições. Em
[40], além do caso suave, a análise de convergência é estendida para problemas com ruído,
nos quais a função objetivo é uma perturbação de uma função suave, o que é semelhante ao
contexto que trabalhamos nessa tese, ainda que as hipóteses sobre o ruído sejam diferentes.
O IMFIL, do inglês Implicit Filtering, é um método sem derivadas para resolver
problemas de otimização com restrições de caixa. Ele foi desenvolvido para minimizar
funções com ruído, não suaves, e possivelmente descontínuas e que podem não estar
definidas em todos os pontos visitados pelo algoritmo.
Assim como o método de Busca Padrão, o método de filtragem implícita é um
método de amostragem, que utiliza a busca coordenada [29] aliada a abordagens baseadas
na amostra para construir representações para as derivadas da função objetivo, com o
intuito de acelerar sua convergência por meio de estratégias do tipo quase-Newton, e
contornar as dificuldades decorrentes do fato da função objetivo possuir um ruído inerente.
Nesse sentido, diferem dos métodos de interpolação, que explicitamente utilizam modelos
baseados em informações de primeira e ou segunda ordens da função objetivo.
O termo filtragem implícita também é utilizado em estratégias para minimizar
os ruídos decorrentes das discretizações na resolução de equações diferenciais [3], o que
está relacionado com a abordagem amostral utilizada no IMFIL e que também utilizamos
no PSIFA. Como já mencionamos, o papel da filtragem é fugir de falsos minimizadores
produzidos pelo ruído e não possui qualquer relação com os métodos que empregam filtros
como estratégia de globalização em programação não linear (ver por exemplo [23] e suas
referências).
O IMFIL, embora seja direcionado para resolver problemas com restrições de
caixas, permite a resolução de problemas com restrições gerais, inclusive restrições que
não podem ser descritas algebricamente. As restrições são tratadas indiretamente nas
avaliações da função objetivo (hidden constraints). Assim, toda vez que uma restrição é
violada, é retornada uma falha na avaliação da função objetivo e o ponto é descartado; o
mesmo tipo de falha ocorre quando a função objetivo não pode ser calculada no ponto.
O PSIFA, método introduzido nesta tese, difere do IMFIL no sentido de que
a estrutura decorrente das restrições lineares é considerada na geração das direções de
busca. A viabilidade destas restrições é garantida pelo algoritmo, e apenas restrições não
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conhecidas ou não lineares são abordadas indiretamente. Desse modo, além de gerar direções
mais adequadas, que levam em consideração a geometria da fronteira, não avaliamos a
função objetivo em pontos inviáveis, o que em geral envolve um custo computacional alto.
O método de Busca Padrão [37] possui teoria de convergência para o problema
com restrições lineares, com as hipóteses de que a matriz de restrições é racional e que
as direções de busca, associadas ao padrão construído, tenham componentes inteiras. A
primeira hipótese é aceitável, mas a segunda impossibilita uma adaptação dessa teoria para
o PSIFA, uma vez que a direção quase-Newton incorporada ao método possui componentes
reais, o que não nos permite assegurar que os iterandos se manterão na malha racional em
que a teoria de convergência do método de Busca Padrão se baseia.
Quanto ao IMFIL, a teoria foi desenvolvida (cf. [20, 24, 25]) assumindo que a
função objetivo possui ruído, mas as hipóteses sobre o conjunto de direções de busca e o
fato de não serem permitidas variáveis ilimitadas não estão de acordo com as características
do PSIFA.
Sendo assim, o desenvolvimento da teoria de convergência do PSIFA não provém
de uma simples adaptação de resultados presentes na literatura, sendo necessário produzir
uma teoria original e própria do método, a qual, além de ingredientes da Busca Padrão e
do IMFIL, agrega elementos de [41].
No desenvolvimento da teoria de convergência, primeiramente foram estabeleci-
das condições de otimalidade para o problema com ruído, o que inclui condições necessárias
e suficientes de otimalidade (Teoremas 4.1 e 4.2, respectivamente), condições KKT para
o problema no formato considerado (Teorema 4.3), além de propriedades referentes ao
gradiente projetado da parte suave da função objetivo, o que forneceu uma condição
necessária e suficiente de otimalidade para o problema com ruído e restrições lineares
(Lema 4.2).
Após a caracterização de otimalidade do problema estudado, foram analisados e
propostos resultados mais específicos do método, alguns deles baseados em ideias presentes
na teoria de convergência do IMFIL, porém com uma abordagem mais geral e específica
para o PSIFA. Além disso, levando em conta que os trabalhos de Lucidi et al. não dependem
de malhas racionais, frequentes na análise de convergência de todos os métodos baseados
em Busca Padrão, resultados de [41] foram adaptados para o contexto do PSIFA na
presença de ruídos, enriquecendo a análise teórica do método.
Provamos ainda que o método identifica o conjunto de restrições ativas em um
número finito de iterações (Teorema 4.5), o que é interessante levando em consideração que,
em [37], Lewis e Torczon ressaltam não ser uma característica possível para os métodos de
Busca Padrão.
Para concluir, o resultado de convergência global do PSIFA (Teorema 4.7) é
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estabelecido, apoiado em resultados próprios desse algoritmo (Proposição 4.3, Lemas 4.3 e
4.4 e Teorema 4.6).
1.1 Principais contribuições
Em resumo, as principais contribuições da tese são:
• Proposta de um método para resolver problemas de otimização com restrições lineares
e ruído na função objetivo;
• Caracterização das condições de otimalidade para a classe de problemas abordada;
• Desenvolvimento da teoria de convergência global para o método proposto, casos
não degenerado e degenerado;
• Implementação computacional do método proposto;
• Testes numéricos com ruídos artificiais, restrições degeneradas e uma aplicação com
ruído inerente, acompanhados da análise detalhada dos resultados.
1.2 Organização do trabalho
Este trabalho foi organizado da seguinte maneira. O Capítulo 2 contém os
principais ingredientes que caracterizam métodos de Busca Padrão para o problema de
interesse. No Capítulo 3, com a descrição das representações amostrais para as derivadas
e o uso de estratégias do tipo quase-Newton, completamos os elementos necessários e
apresentamos o algoritmo PSIFA. A caracterização das condições de otimalidade para
a classe de problemas abordada bem como a teoria de convergência do PSIFA são tra-
tadas no Capítulo 4. Os testes computacionais são descritos e analisados no Capítulo
5 e considerações finais são feitas no Capítulo 6. Os gráficos, figuras e tabelas com as
informações referentes às análises dos resultados computacionais compõem os Apêndices
A e B, respectivamente.
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2 Elementos de busca padrão
A abordagem de busca padrão consiste em um procedimento iterativo no qual,
a cada iteração k, são conhecidos o ponto corrente xk e um conjunto de direções, chamado
de padrão, Pk Ă Rn,
Pk “ tdk1, dk2, . . . dkrku,
onde rk é a cardinalidade de Pk. O novo iterando xk`1 será da forma
xk`1 “ xk ` αkdki , para algum i P t1, 2, ...rku, onde αk é o tamanho do passo. Usu-
almente, αk é fixo na iteração corrente e o procedimento determina xk`1 de maneira
monótona, isto é, satisfazendo
fpxk`1q ă fpxkq. (2.1)
De modo geral, nos métodos que utilizam busca monótona, a escolha das
direções de busca é determinante para obter um bom desempenho. Neste sentido, o
gradiente da função objetivo, quando disponível, desempenha um papel importante, pois
permite verificar se uma determinada direção é ou não de descida. Ao abandonar o uso de
derivadas, perdemos tal ferramenta e não temos garantias de que estaremos caminhando
por direções de descida. Dessa forma, o padrão deve ser construído de modo a garantir que
ao menos uma direção de busca será de descida. Além disso, ao trabalhar com restrições
lineares, gerando pontos viáveis, é preciso cuidar para que as restrições sejam sempre
satisfeitas.
Neste trabalho, tendo em vista as restrições lineares do problema, é fornecido
um ponto inicial viável para o algoritmo e, a cada iteração, a viabilidade não pode ser
perdida. Assim, ao aceitar um novo iterando, além de pedir que no novo ponto o valor
da função objetivo seja menor do que no iterando anterior, precisamos garantir que o
ponto seja viável. Dessa forma, ao construir o padrão de direções de busca deve-se levar
em consideração a geometria da fronteira, de modo a ter a possibilidade de dar passos
suficientemente longos sem deixar o conjunto viável.
A etapa referente à busca padrão da k-ésima iteração do algoritmo PSIFA
preserva idéias do método de busca padrão generalizado [18, 37, 38], porém alguns aspectos
característicos dessa classe de métodos, como as hipóteses sobre a busca descritas acima,
serão adaptados, conforme veremos a seguir.
Primeiramente, é importante lembrar que o algoritmo PSIFA, ao contrário dos
métodos de busca padrão citados anteriormente, foi desenvolvido para resolver problemas
contendo ruído no cálculo da função objetivo e visa fugir de falsos minimizadores locais
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produzidos pelo ruído. Além disso, não queremos assumir as hipóteses da racionalidade da
matriz de restrições e da integralidade das direções de busca.
Nesse contexto, a busca monótona com decréscimo simples não se mostrou
adequada, principalmente do ponto de vista teórico. Sendo assim, na etapa de busca
padrão do PSIFA, a condição (2.1) é substituída por
fpxk`1q ď fpxkq ´ pαkqpγ ` ηk, (2.2)
onde p ą 1, γ ą 0 e ηk ą 0, @k. A sequência forçante tηku, assim como em [16], é uma
sequência somável que, atrelada a uma estratégia de globalização similar à proposta em
[41], garante que a sequência gerada pelo algoritmo está bem definida e converge para um
ponto estacionário do problema considerado, conforme será visto na análise de convergência
do Capítulo 4. Na abordagem do PSIFA, a condição (2.2) é mais adequada que a condição
usual de decréscimo simples do método de busca padrão. Na prática, a condição (2.2)
permite aumentar o valor da função objetivo de modo a escapar de minimizadores locais
possivelmente produzidos pelo ruído.
Outra mudança, que merece destaque em relação ao método usual de busca
padrão, é o fato de que a iteração só é finalizada após obter um novo ponto que satisfaça
a condição (2.2), ou seja o ponto muda efetivamente em toda iteração, ao invés de
simplesmente haver um ajuste do tamanho do passo. A boa definição do algoritmo,
atrelada a um conjunto adequado de direções de busca garantem que sempre é possível
obter um novo ponto satisfazendo tal condição, desde que não se esteja em um ponto
estacionário do problema (cf. Capítulo 4).
As principais etapas referentes à busca padrão da k-ésima iteração do algoritmo
PSIFA serão descritas a seguir, com a apresentação dos respectivos algoritmos.
2.1 O padrão de direções
Para que o método funcione bem, a escolha adequada do padrão de direções é
essencial. Quando aplicamos o método a um problema irrestrito, a principal característica
do padrão é que as direções de busca gerem positivamente1 o Rn.
Para problemas com restrições, a escolha do padrão é mais restritiva. Para o
problema com restrições lineares é preciso considerar informações específicas da estrutura
do conjunto viável. A ideia geral, nesse caso, é que o padrão de direções de busca contenha
um conjunto de geradores positivos para o conjunto de direções viáveis. Como o padrão
deve seguir a fronteira da região viável, é natural que modifiquemos as direções de busca a
1 Um conjunto de direções é gerador positivo para Rn se qualquer direção do Rn pode ser escrita como
combinação linear das direções desse conjunto com todos os coeficientes da combinação não negativos.
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cada iteração, o que é feito de acordo com as restrições quase ativas no ponto corrente,
conforme detalharemos em seguida.
Definimos, a partir do padrão de direções Pk, uma matriz P k P Rnˆrk , onde rk
é a cardinalidade do conjunto Pk, que pode variar a cada iteração.
2.1.1 Informações das restrições no padrão
No problema de minimização com restrições lineares, o padrão Pk deve refletir
a geometria da região viável quando o iterando encontra-se próximo à sua fronteira. Por
outro lado, é preciso garantir que, se não estamos na solução do problema, as direções do
padrão nos permitam sair do ponto corrente, diminuindo o valor da função objetivo. Além
disso, é necessário garantir que seja possível dar passos suficientemente longos sem deixar
a região viável. Vamos discutir agora as condições geométricas no padrão que tornam isso
possível na presença de restrições lineares.
Definimos o conjunto viável
Ω “ tx P Rn | ` ď Ax ď uu , (2.3)
em que A P Rmˆn e `, u P Rm, bem como, para i “ 1, . . . ,m, as regiões próximas à fronteira
BΩ`ipεq “ tx P Ω : 0 ď Api, :qx´ `i ď εu
e
BΩuipεq “ tx P Ω : 0 ď ui ´ Api, :qx ď εu ,
em que Api, :q denota a i-ésima linha da matriz A, que determina a i-ésima restrição do
problema.
O conjunto viável ε-ativo será dado por
BΩpεq “
mď
i“1
pBΩ`ipεq Y BΩuipεqq . (2.4)
Note que o conjunto BΩpεq contém todos os pontos viáveis que estão suficiente-
mente próximos da fronteira da região, conforme ilustrado na Figura 2. Assim, para um
ponto x, queremos saber sua localização em relação à fronteira da região de busca. Para
tanto consideramos os conjuntos de índices abaixo. Dados x P Ω e ε ą 0, sejam
I`px, εq “ ti P t1, . . . ,mu |x P BΩ`ipεqu , (2.5)
e
Iupx, εq “ ti P t1, . . . ,mu |x P BΩuipεqu . (2.6)
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(a) Ponto na fronteira (b) Ponto interior
Figura 2 – Representação do conjunto viável ε-ativo. Em (a) o ponto destacado está na
fronteira da região viável Ω e, em (b) o ponto pertence ao interior de Ω.
Dessa maneira, dados os conjuntos I`px, εq e Iupx, εq, podemos construir o
conjunto de direções viáveis a partir do ponto x. Para descrevermos o cone2 de direções
viáveis são necessárias algumas definições preliminares.
Dados os vetores v1, . . . , vr em Rn, o cone gerado por esses vetores é definido
como
K “
#
v | v “
rÿ
i“1
tivi, ti ě 0, i P t1, . . . , ru
+
.
Definimos o conjunto Kpx, εq como o cone gerado pelos vetores ´Api, :qT(
iPI`px,εq Y
 
Api, :qT(
iPIupx,εq . (2.7)
Os geradores em (2.7) são os gradientes das restrições ε-ativas no ponto x, e
portanto são ortogonais às faces correspondentes da região viável e apontam para fora
dessa região. Seu polar, denotado por K˝px, εq, é definido por
K˝px, εq “ tp P Rn | pTd ď 0, @d P Kpx, εqu,
ou seja,
K˝px, εq “ tp P Rn | Api, :qp ě 0, i P I`px, εq ou Api, :qp ď 0, i P Iupx, εqu . (2.8)
Esses cones estão ilustrados na Figura 3. Se andarmos por direções no cone K˝px, εq,
permaneceremos dentro do conjunto viável, desde que o tamanho do passo não ultrapasse o
tamanho máximo admissível pela primeira das restrições que venha a ser violada (teste da
razão). O conjunto K˝px, εq é o cone de direções viáveis (associadas às restrições) ε-ativas
a partir de x. O cone de direções viáveis a partir de x é o conjunto K˝px, 0q.
2 Um subconjunto não vazio C Ă Rn é um cone quando para todo escalar t ě 0 e todo d P C tem-se
td P C.
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(a) Ponto na fronteira (b) Ponto interior
Figura 3 – Ilustração do cone normal Kpx, εq e seu polar Kopx, εq .
Portanto, o padrão de direções deverá englobar um conjunto de direções que
contenha um gerador positivo para o cone K˝px, εq. Na prática permitimos que a tolerância
ε varie a cada iteração k. Existe uma grande flexibilidade na escolha desses valores [34].
Nossa escolha será descrita no Capítulo 5, dos experimentos numéricos.
Em geral, para construir o padrão, precisamos considerar o tipo de problema
com o qual estamos trabalhando e criar estratégias específicas. Discutiremos os detalhes
na próxima seção.
2.2 Construindo o padrão de direções
A escolha do conjunto de direções de busca adequadas para o tipo de problema
com o qual estamos trabalhando é a chave para o bom desempenho do método. Nesta
subseção, discutimos diferentes formas de gerar o padrão de direções, considerando as
características das restriçoe˜s originais do problema e o conjunto de trabalho na iteração
corrente, ou seja, o conjunto dos gradientes das restrições ε-ativas no ponto corrente.
2.2.1 Minimização em caixas
Em problemas de otimização, é comum nos depararmos com a necessidade de
resolver um problema onde as restrições se resumem a limitantes para o valor das variáveis,
ou seja, um problema da seguinte forma
#
min fpxq
s.a `x ď x ď ux,
em que f : Rn Ñ R, x, `x, ux P Rn. Quando o problema apresentar somente esse tipo de
restrições, diremos que estamos minimizando em uma caixa, que é um caso particular do
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problema de minimização com restrições lineares, no qual a matriz de restrições A é igual
à matriz identidade.
Dessa maneira, percebemos que o cone Kpx, εq será gerado sempre por um
subconjunto dos vetores coordenados ˘ei (ver (2.7)). Logo, pela definição de cone polar, é
fácil perceber que o cone K˝px, εq será gerado pelas direções ˘ei que não estão no conjunto
gerador do cone Kpx, εq.
Portanto, podemos conhecer de antemão todos os possíveis geradores para o
cone K˝px, εq, independentemente do ponto x P Ω e do valor de ε. Como sabemos que o
padrão Pk deve conter um conjunto de geradores positivos para o cone K˝px, εq, podemos
tomar P k “ rI, ´Is e utilizar este padrão de direções em todas as iterações do método.
Assim, ao utilizar este padrão, realizamos no pior caso 2n avaliações de função
por iteração, o que em geral não ocorre, uma vez que não calculamos o valor da função
objetivo em pontos que estão fora da caixa. Além disso, ao manter o mesmo padrão em
todas as iterações, não é necessário atualizá-lo, diminuindo assim o custo da iteração.
2.2.2 Restrições lineares de igualdade
Nesta subseção vamos considerar o caso em que os vetores ` e u em (2.3)
coincidem e temos um problema de minimização com restrições lineares de igualdade, que
pode ser escrito da seguinte forma
#
min fpxq
s.a Ax “ b,
em que f : Rn Ñ R, A P Rmˆn, x P Rn e b P Rm.
Ao aplicar o método a este problema, temos pouca flexibilidade ao gerar o
padrão, uma vez que passos que se desviem de um um conjunto específico, ainda que
levemente, podem fazer com que a viabilidade seja perdida.
Tendo em vista que a principal característica do método é manter a viabilidade
em todas as iterações, a cada iteração devemos ter Apxk ` αkdki q “ b, onde dki P Pk,
i “ 1, . . . , rk. Mas como o ponto xk é viável, ou seja, Axk “ b, obtemos que as direções
de busca devem satisfazer Adki “ 0 @i, uma vez que αk ‰ 0. Logo, as direções de busca
devem necessariamente estar no núcleo da matriz de restrições A, denotado por NupAq.
Assim, temos que o padrão Pk deve conter um conjunto gerador positivo para NupAq.
Portanto, se todas as restrições do problema são de igualdade, construímos um
padrão contendo uma base positiva para NupAq antes de iniciar o passo de busca, e o
mesmo padrão é utilizado em todas as iterações, uma vez que nenhuma outra direção de
busca é possível.
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2.2.3 Conjunto de trabalho vazio
Estamos trabalhando com problemas restritos, porém, caso estejamos no interior
do conjunto viável, ou seja, o ponto corrente não está próximo da fronteira de nenhuma
das restrições, então, pelo menos com uma certa folga, podemos andar livremente em
qualquer direção do Rn. Deste modo momentaneamente recaímos no caso de minimizar
sem restrições.
No entanto, em geral, as restrições influenciam na solução do problema, e
portanto os pontos gerados permanecem no interior do conjunto viável e a uma distância
maior que ε da fronteira das restrições do problema apenas durante algumas iterações. Por
simplicidade, neste caso, realizamos uma busca coordenada. Isso quer dizer que utilizamos
a matriz P k “ rI, ´Is como padrão, sempre que nenhuma restrição for ε-ativa no ponto
corrente.
2.2.4 Problemas com restrições lineares gerais
Como vimos, em alguns casos o padrão de direções P k pode ser obtido facilmente.
No entanto, em geral, nem sempre esta tarefa é trivial, e muitas características do problema
podem dificultar no momento de escolher o padrão mais adequado.
Inicialmente, segue a definição para os conjuntos de trabalho degenerado e
não-degenerado.
Definição 2.1. Seja V a matriz cujas colunas de A geram o cone Kpxk, εq. Se as
colunas de V são linearmente independentes, diremos que o conjunto de trabalho em
xk, ou seja, na iteração corrente, é não-degenerado. Caso contrário, diremos que o
conjunto de trabalho na iteração corrente é degenerado.
Para nosso problema de interesse sempre é possível determinar um padrão de
direções, como é demonstrado em [37], onde R. Lewis e V. Torczon provaram analiticamente
a existência de uma base para o cone K˝pxk, εq para o caso não degenerado, propondo uma
forma simples de gerar o padrão de direções. No entanto, para o caso degenerado, muitos
autores tratam o problema como um caso particular de determinar os pontos extremos de
um poliedro, o que em geral não é uma tarefa fácil [2, 38].
Na Proposição 2.1, como consequência do método não estar restrito a uma
malha racional, estendemos o resultado de R. Lewis e V. Torczon (c.f. [37, Proposição
8.2]) propondo uma forma geral de construir o padrão de direções, tanto para o caso não
degenerado, quanto para o caso degenerado.
Capítulo 2. Elementos de busca padrão 38
Proposição 2.1. Dado x P Ω, suponha que para algum δ ą 0, o cone Kpx, δq possui
um conjunto de geradores que está contido nas colunas de uma matriz V ” V px, δq.
Seja N uma matriz cujas colunas geram o núcleo de V T . Então para qualquer
ε P r0, δs, um conjunto de geradores positivos para K˝px, εq pode ser obtido entre as
colunas de N,´N, V pV TV q: e ´V pV TV q:.
Demonstração: Dados x P Ω e δ ą 0, sejam K “ Kpx, δq e K˝ seu polar. Suponha
w P K˝, então para todo v P K temos, pela definição de cone polar, que
wTv ď 0.
Como as colunas de V contém um gerador do cone K, temos que qualquer v P K pode ser
escrito da forma v “ V λ, λ ě 0. Assim, temos:
wTV λ ď 0. (2.9)
Seja w “ wN ` wI , com wN P NupV T q e wI P ImpV q. Substituindo em (2.9) obtemos
pwN ` wIqTV λ ď 0 ñ pwN qTV λ` pwIqTV λ ď 0.
Como NupV T q e ImpV q são complementos ortogonais no Rn, temos que o primeiro termo
se anula. Além disso, podemos escrever wI “ V y, onde y é uma solução do problema
min
y
||V y ´ w||2. (2.10)
A solução de norma mínima do problema (2.10) pode ser expressa por
y “ V :w,
e então
pwIqTV λ ď 0 ñ pV V :wqTV λ ď 0 ñ wT pV V :qTV λ ď 0.
Como propriedades de V : temos que pV V :qT “ pV V :q e V V :V “ V , assim obtemos
wTV V :V λ ď 0 ñ λT V Twlomon
τ
ď 0
ñ λT τ ď 0.
Logo, como a desigualdade é válida para todo λ ě 0, temos que τ ď 0. Das equações
normais do problema (2.10) temos
V TV y “ V Tw ñ V TV y “ τ.
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Ademais, usando a decomposição em valores singulares para a matriz V , é possível mostrar
que
pV TV q:V T “ V :.
Assim, a solução de norma mínima do problema de quadrados mínimos (2.10) também
pode ser expressa por
y “ pV TV q:τ ñ wI “ V y “ V pV TV q:τ, com τ ď 0.
Utilizando a hipótese de que N é uma matriz cujas colunas geram NupV T q, temos que
w P K˝ pode ser escrito como
w “ rN ´N sςloooomoooon
P NupV T q
`p´V pV TV q:τ¯qlooooooomooooooon
P ImpV q
,
onde ς ě 0 e τ¯ ě 0.
Portanto, as colunas de N, ´N e ´V pV TV q: compõem um conjunto gerador
positivo para K˝. Entretanto, para ε P r0, δq, obtemos rK “ Kpx, εq gerado apenas por
um subconjunto das colunas de V . Sem perda de generalidade, assuma que a matriz V
possui p colunas, mas as r primeiras, r ď p, não pertencem a esse subconjunto gerador.
Considerando w P rK˝ e repetindo o desenvolvimento anterior, obtemos wTV λ ď 0, com
λ ě 0 e λ1 “ ¨ ¨ ¨ “ λr “ 0. Logo, definindo τ “ V Tw, temos τTλ ď 0 com τr`1, . . . , τp ď 0,
mas τ1 . . . τr livres de sinal. Com isso, as primeiras r colunas de V pV TV q: e seus negativos,
as últimas p´ r colunas de ´V pV TV q: e as colunas de N e ´N geram positivamente rK˝.
Sendo assim, de modo a abranger todos os casos, temos que, se tomarmos as colunas de
V pV TV q:, ´V pV TV q:, N e ´N , sempre obteremos um conjunto gerador positivo para
K˝px, εq, para qualquer ε P r0, δs, conforme queríamos demonstrar.
Observação: Se o conjunto de trabalho é não degenerado, então a matriz V tem posto
completo e portanto V TV é simétrica definida positiva, logo pV TV q: “ pV TV q´1, recaindo
no resultado demonstrado em [37].
Esse resultado é importante e nos fornece um modo simples de construir o
padrão de direções, que deve conter um gerador positivo para o cone K˝px, εq. Abaixo
descrevemos em detalhes o padrão de direções que propomos.
Primeiramente, vamos discutir as alterações necessárias no conjunto de índices,
de modo a identificar as restrições de igualdade. Vale destacar que, quando aplicamos o
método com restrições lineares gerais, ou mesmo contendo somente restrições de igualdade,
não incluímos na matriz A as restrições de caixa que o problema possa ter. Ao invés
disso, analisamos se essas restrições estão sendo violadas no momento de verificar a
viabilidade do passo. Verificar se restrições de caixa são satisfeitas em um ponto teste é
computacionalmente barato. Caso o ponto não satisfaça alguma dessas restrições, este é
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descartado e o valor da função objetivo não é calculado. Dessa forma, diminuímos o número
de restrições consideradas na geração do padrão e evitamos o aparecimento desnecessário
de restrições degeneradas.
Como discutimos na Seção 2.2.2, quando o problema possui restrições de
igualdade, só podemos nos mover por direções que estejam no núcleo da matriz que define
tais restrições. Deste modo, é fundamental para o bom funcionamento do método que
essas restrições sejam corretamente consideradas no momento de gerar o padrão.
Da forma com que definimos o problema (P), temos uma restrição de igualdade
quando `i “ ui, para algum i. Consideremos os seguintes conjuntos de índices, de modo a
identificar as restrições de igualdade (denotado por E, do inglês, equality) e desigualdade
(denotado por I, do inglês, inequality):
E “ ti : `i “ uiu e I “ ti : `i ă uiu .
As restrições de desigualdade ε-ativas serão identificadas pelos conjuntos de
índices I`px, εq e Iupx, εq, definidos em (2.5) e (2.6), respectivamente. Pode acontecer
também de uma determinada restrição estar no conjunto de restrições ε-ativas, tanto pelo
seu limitante inferior quanto pelo limitante superior. Neste caso
Iepx, εq “ ti : i P I`px, εq X Iupx, εqu .
Embora a restrição cujo índice esteja em Iepx, εq seja de desigualdade, ela
se torna ε-ativa em x tanto pelo seu limitante inferior, quanto pelo limitante superior.
Então, ao ser considerada como restrição de desigualdade, nesta iteração, a restrição
aparecerá duas vezes no conjunto gerador do cone Kpx, εq, com sinais opostos, originando
um conjunto de trabalho degenerado.
De modo a evitar trabalhar desnecessariamente com conjuntos degenerados,
quando esse fato ocorrer diremos que as restrições envolvidas são momentaneamente de
igualdade, e as adicionaremos às restrições de igualdade do problema.
Sendo assim, vamos separar os vetores geradores da seguinte forma:
Weqpx, εq “ tApi, :q : i P Eu Y tApi, :q : i P Iepx, εqu (2.11)
e
Winpx, εq “
!
Api, :q : i P pI`)Y !´Api, :q : i P pIu) , (2.12)
onde pI` “ I`px, εqzIepx, εq e pIu “ Iupx, εqzIepx, εq.
O padrão que propomos nessa tese se apoia no resultado obtido na Proposi-
ção 2.1. Além disso, da experiência adquirida a partir do trabalho [18], percebemos que
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ao alcançar a face ótima, o método de busca padrão progredia mais lentamente. Isso
acontecia pois as direções do padrão, geradas considerando direções ε-ativas, em alguns
casos só permitiam sair do ponto corrente por pontos viáveis diminuindo o valor da função
objetivo, para tamanhos de passo muito pequenos, o que frequentemente era menor que
a tolerância utilizada na prática, causando estagnação. Embora o ponto corrente ainda
não seja a solução do problema, e exista um resultado teórico que garante que o padrão
contenha direções de descida viáveis, esse resultado é assintótico para tamanhos de passo
suficientemente pequenos. Na prática, o processo pode ser interrompido prematuramente,
de acordo com a tolerância pré-estabelecida, em um ponto apenas viável e não ótimo.
Por esse motivo, quando estamos em uma das faces, ou seja, uma ou mais
restrições de desigualdade atingiram um de seus limitantes, adicionamos ao padrão direções
que estejam no núcleo destas restrições. Dessa forma permitimos que o método possa se
mover na face. A inclusão dessas direções e a busca na face são os diferenciais do método
desenvolvido em [18]. Além disso, em [18] destacamos que os resultados melhoraram
significativamente em comparação aos resultados obtidos apenas com a implementação
das ideias propostas em [37].
É importante ressaltar que essas direções são consideradas separadamente, uma
vez que, se não estamos em uma face ótima, deve ser possível sair desta face. Para tanto,
considere
Ibpxk, ε¯q “
 
i : 0 ď Api, :qxk ´ `i ď ε¯ ou 0 ď ui ´ Api, :qxk ď ε¯
(
,
Wb “
 
Api, :q : i P Ibpxk, ε¯q
(
, (2.13)
onde 0 ă ε¯ ă ε é fixo e representa a tolerância numérica para determinar que a restrição
se cumpre na igualdade.
Uma vez definidos os conjuntos geradores de Weq, Win e Wb, consideramos as
matrizes Veq, Vin e Vb cujas colunas são os vetores desses conjuntos, respectivamente. Para
construir o padrão Pk nos moldes da Proposição 2.1 seguimos o roteiro abaixo:
• Determinar bases para os espaços nulos das matrizes V Teq , V Tin e V Tb , que vão compor
as colunas das matrizes Teq, Tin e Tb respectivamente;
• Obter a matriz F “ VinpV TinVinq:;
• Normalize cada uma das colunas das matrizes Teq, Tin, Tb e F ;
• Construir a matriz P k da seguinte forma
P k “ r´Teq, Teq, ´Tin, Tin, F, ´F, Tb, ´Tbs.
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Pela forma com que o padrão é construído, podemos provar que o número
de direções de busca é limitado, independentemente da iteração k, uma característica
interessante pois temos sempre um número finito de direções a serem testadas. A prova
desse resultado é apresentada a seguir.
Proposição 2.2 (Limitação do número de direções de busca). Considere o problema
(P). Então, a cada iteração k, o número rk de direções de busca do padrão de direções
Pk é limitado, independentemente da iteração k; com
rk ď 6n` 2m´ 6. (2.14)
Demonstração: Inicialmente vamos determinar limitantes para o número de colunas
das submatrizes Teq, Tin Tb e F que compõem a matriz P k, e que são construídas a partir
das matrizes V Teq , V Tin e V Tb . Tais limitantes são obtidos da seguinte maneira:
• Teq - Note que se o conjunto Weq, definido em (2.11), é vazio, a submatriz Teq não
aparece em P k. Assim suponha queWeq possui q direções linearmente independentes,
com q ě 1. Portanto, a dimensão de NupV Teq q é n´ q. Logo, a submatriz Teq terá no
máximo n´ 1 colunas, independentemente da iteração k.
• Tin - Supondo que o conjunto Win ‰ H, definido em (2.12), possui p ě 1 direções
linearmente independentes, analogamente ao caso anterior, a submatriz Tin terá n´p
colunas, e no máximo n´ 1 colunas.
• F - Levando em conta que Win possui p direções (não necessariamente linearmente
independentes) temos que
F “ Vinlomon
nˆp
pV TinVinq:looomooon
pˆploooooooomoooooooon
nˆp
.
Assim, a submatriz F terá sempre p direções, e independentemente da iteração k
temos p ď m, que é o número total de restrições do problema.
• Tb - Analogamente ao desenvolvimento para Teq, a submatriz Tb também terá no
máximo n´ 1 colunas.
Logo, para o padrão P k teremos
P k “ r´Teq, Teq,looooomooooon
ď2pn´1q
´Tin, Tin,looooomooooon
“2pn´1q
F, ´F,looomooon
ď2m
Tb, ´Tblooomooon
ď2pn´1q
s.
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Portanto, o número máximo r de direções no padrão é dado por
r “ 2pn´ 1q ` 2pn´ 1q ` 2m` 2pn´ 1q “ 6n` 2m´ 6, (2.15)
obtendo (2.14), conforme queríamos demonstrar.
Segue abaixo o algoritmo utilizado na construção do padrão em uma iteração k.
Algoritmo 1: Construção do Padrão
Entrada: matrizes Veq, Vin e Vb, associadas, respectivamente, aos conjuntos Weq,
Win e Wb.
Saída: padrão de direções P k.
1 se Weq “ H e Win “ H então
P k “ rI , ´Is
senão
2 Usando escalonamento, determine:
i. uma base para o núcleo da matriz V Teq , cujos vetores formarão as colunas
da matriz Teq
ii. uma base para o núcleo da matriz V Tb , cujos vetores formarão as colunas
da matriz Tb
iii. uma base para o núcleo da matriz V Tin , cujos vetores formarão as colunas
da matriz Tin
3 Obtenha a pseudo-inversa da matriz V TinVin
4 Determine F através de F “ VinpV TinVinq:
5 Faça
P k “ r´Teq, Teq, ´Tin, Tin, F, ´F, Tb, ´Tbs
6 Normalize as colunas de P k
fim
2.3 Estratégias de busca
No método de busca padrão, a cada iteração k, após obter o padrão de direções
P k considerando um tamanho de passo fixo αk, queremos escolher uma direção dk P P k
que, com esse tamanho de passo, produza o decréscimo simples no valor da função objetivo.
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Caso não seja possível obter tal decréscimo, a iteração é fracassada, o iterando se mantém
e atualiza-se o tamanho de passo e o padrão de direções para a próxima iteração.
No PSIFA, a etapa de busca padrão atua como uma iteração interna. O tamanho
de passo α, em cada iteração k, é fixo para essa busca, que pode ser realizada de duas
formas, através do Algoritmo 2, que realiza uma busca completa, testando todas as direções
do padrão para escolher a que fornece o maior decréscimo no valor da função objetivo
ou, seguindo o Algoritmo 3, que finaliza a busca após obter uma direção que satifaz a
condição de decréscimo exigida.
Essa condição também difere da condição de decréscimo simples exigida pelo
método de busca padrão. A condição de decréscimo não monótono (2.2), baseada em [16],
oferece maior liberdade à busca, uma vez que a sequência somável tηku, com ηk ą 0, permite
aumentar o valor da função objetivo, para escapar de minimizadores locais possivelmente
produzidos pelo ruído. Por outro lado, o decréscimo suficiente associado, com p ą 1, é a
chave para a demonstração de convergência do método sem as hipóteses de racionalidade
presentes na teoria de convergência do método de busca padrão.
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Algoritmo 2: Busca padrão (busca completa)
Entrada: xk P Ω, vk “ fpxkq, α, γ, ηk, p P R, ηk ą 0, p ą 1 e P k P Rnˆrk
Saída: dk P P k e sucesso.
1 vbest “ vk
2 sucesso “ 0
3 para i “ 1, . . . , rk faça
4 Calcule x “ xk ` αP kp:, iq
5 se x é viável então
6 Busque no histórico de avaliações de função se fpxq foi avaliada anteriormente
7 se f(x) não foi avaliada então
8 Calcule v “ fpxq
9 se v ď vk ´ αpγ ` ηk então
10 se sucesso “ 0 então
11 dk “ P kp:, iq
12 vbest “ v
13 sucesso “ 1
senão
14 se v ă vbest então
15 vbest “ v
16 dk “ P kp:, iq
fim
fim
fim
fim
fim
fim
Observação: No passo 9 do Algoritmo 2, o termo do lado direito da desigualdade é fixo,
devendo ser avaliado inicialmente. O mesmo ocorre com o Algoritmo 3.
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Algoritmo 3: Busca padrão (busca oportunista)
Entrada: xk P Ω, vk “ fpxkq, α, γ, ηk, p P R, ηk ą 0, p ą 1 e P k P Rnˆrk
Saída: dk P P k e sucesso.
1 vbest “ vk
2 sucesso “ 0 e i “ 1
3 enquanto sucesso “ 0 e i ď rk faça
4 Calcule x “ xk ` αP kp:, iq
5 se x é viável então
6 Busque no histórico de avaliações de função se fpxq foi avaliada anteriormente
7 se f(x) não foi avaliada então
8 Calcule v “ fpxq
9 se v ď vk ´ αpγ ` ηk então
10 dk “ P kp:, iq
11 vbest “ v
12 sucesso “ 1
fim
fim
fim
13 i “ i` 1
fim
Os Algoritmos 2 e 3 correspondem à iteração interna da etapa de busca padrão
do algoritmo PSIFA. Se a busca fracassar para o tamanho de passo α, este é reduzido e a
busca é refeita. Assim, o tamanho de passo da iteração corrente, αk, será o passo α que
produzir sucesso na busca. Como ηk ą 0 é fixo durante toda a iteração, sempre é possível
obter αk suficientemente pequeno que satisfaça a condição (2.2) e, portanto, a busca está
bem definida.
O algoritmo PSIFA será apresentado no final do próximo capítulo, após serem
discutidos os detalhes referentes à iteração quase-Newton.
2.4 Estratégia de extrapolação
O tamanho do passo pode aumentar caso haja decréscimo real no valor da
função objetivo na iteração externa com o passo completo da iteração interna. Criamos
um parâmetro βk, que é incrementado sempre que a iteração k é bem sucedida. Quando
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o passo é reduzido na iteração interna, atribuímos zero a este parâmetro, que volta a
ser incrementado somente quando o passo completo da iteração interna produzir sucesso
novamente. A estratégia de extrapolação, chamada sempre que βk ‰ 0, segue o algoritmo
abaixo.
Algoritmo 4: Extrapolação do tamanho do passo
Entrada: ρ ą 1, αmax ą 0, βk ą 0 e α ą 0
Saída: α ą 0.
1 Atualize α por
α “ mintαmax, ρβkαu
Adotamos essa estratégia pensando na possibilidade de dar passos mais ambi-
ciosos quando o método está indo bem. É importante ressaltar também que estabelecemos
um limitante para o tamanho do passo, que não pode crescer indefinidamente. O tamanho
de passo máximo aceitável pode ser definido de acordo com as características do problema.
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3 Gradiente na malha, iteração quase-
Newton e o algoritmo PSIFA
O Algoritmo PSIFA combina ideias de Busca Padrão, descritas no capítulo
anterior, com estratégias propostas por Kelley [32] no método de filtragem implícita
(IMFIL), resumidamente descrito na próxima seção.
3.1 Filtragem implícita
O elemento básico do IMFIL é a amostragem efetuada a partir de uma estratégia
de busca coordenada. As restrições aparecem de maneira indireta na função objetivo.
O método trabalha explicitamente apenas com as restrições de caixa, com limitantes
obrigatoriamente finitos, pois a caixa original é normalizada para r0, 1sn.
Com o objetivo de acelerar a convergência do método, o IMFIL realiza uma
busca linear, com decréscimo simples, ao longo de uma direção do tipo quase-Newton,
gerada a partir das informações obtidas no passo de busca coordenada. Com base nas
direções viáveis do passo de busca, ou seja, as direções escaladas pelo tamanho do passo
corrente que estão dentro da caixa, é calculado o gradiente na malha (stencil gradient), o
qual é utilizado para representar as derivadas da função objetivo e assim obter a direção
do tipo quase-Newton.
Há outros dois ingredientes do IMFIL que merecem destaque. O primeiro é sua
forma de trabalhar com as falhas ao avaliar a função objetivo. Isso nos permite resolver
problemas com descontinuidades na função objetivo, nos quais não é possível obter o valor
da função objetivo em todos os pontos visitados pelo algoritmo. O outro é a estratégia de
armazenar as informações dos valores de função dos pontos visitados pelo algoritmo, com
o intuito de evitar avaliações de função desnecessárias.
Em resumo, IMFIL é um método de amostragem, uma vez que baseia-se em
busca coordenada, mas que, com o intuito de filtrar possíveis ruídos presentes no cálculo
da função objetivo, explora as características da amostra (malha local) para construir a
direção do tipo quase-Newton. Tal estratégia tenta recuperar a convergência local rápida
dos métodos de interpolação baseados em “bons” modelos para a função objetivo, os quais
apresentam bons resultados para funções suaves.
Incorporamos ao PSIFA os elementos acima descritos, porém adaptamos a
estratégia de amostragem para agregar informações das restrições lineares no cálculo das
direções de busca, que definem a malha local, e na direção do tipo quase-Newton.
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3.2 Gradiente na malha
O gradiente na malha é uma generalização do gradiente simplético (simplex
gradient) que foi proposto por C.T. Kelley [31] e visa substituir o gradiente da função
objetivo em métodos sem derivadas. Para problemas com ruídos, aproximar as derivadas
da função por diferenças finitas produz muitos erros numéricos e não é indicado. Em
métodos com derivadas, minimizadores locais produzidos pelo ruído podem facilmente ser
localizados como solução do problema.
O gradiente simplético considera as informações dos valores da função em um
conjunto de pontos para construir uma aproximação que pode ser utilizada para substituir
o gradiente, ou sua aproximação por diferenças finitas, porém sem nenhuma garantia de
que de fato a direção obtida os represente bem.
Definição 3.1 (Simplex). Um simplex S P Rn é o envoltório convexo de n ` 1
pontos, txjun`1j“1 , onde xj é o j-ésimo vértice de S. Chamaremos de V pSq à matriz
nˆ n de direções simplex,
V pSq “ px2 ´ x1, x3 ´ x1, . . . , xn`1 ´ x1q, (3.1)
e de δpf : Sq P Rn ao vetor de diferenças de valores de função
δpf : Sq “ pfpx2q ´ fpx1q, fpx3q ´ fpx1q, . . . , fpxn`1q ´ fpx1qqT . (3.2)
Um simplex S é dito não singular se a matriz do simplex (3.1) é não singular.
Assim, o gradiente simplético é calculado em x1 por
∇Sfpx1, Sq “ V pSq´T δpf : Sq. (3.3)
No PSIFA, na etapa de busca padrão, o valor da função é calculado em um con-
junto de pontos, determinado pelo padrão de direções, e este não constitui necessariamente
um simplex. Sendo assim usaremos o gradiente na malha, definido em [32], que generaliza
o gradiente simplético para uma malha qualquer. Seja a matriz W , cujas colunas são as
direções testadas e que produziram pontos viáveis no passo de busca padrão,
W “ pw1, w2, . . . wqq P Rnˆq.
Definimos o gradiente na malha como
∇fpx,W, αqT “ Dfpx,W, αq “ 1
α
δpf, x,W, αqTW :, (3.4)
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onde α é o tamanho do passo na etapa de busca padrão,
δpf, x,W, αq “
¨˚
˚˝˚˚ fpx` αw1q ´ fpxqfpx` αw2q ´ fpxq
...
fpx` αwqq ´ fpxq
‹˛‹‹‹‚. (3.5)
Note que os valores fpx ` αwiq, i “ 1, . . . , q, são conhecidos da etapa de busca padrão,
portanto nenhuma avaliação de função adicional é necessária na construção do gradiente
na malha, que pode ser interpretado como o gradiente de um modelo de regressão linear
para a função objetivo [11].
3.3 Iteração quase-Newton
Para construir a direção quase-Newton, nos baseamos na atualização BFGS
(Broyden, Fletcher, Goldfarb e Shano) [9, 22, 26, 58], tomando o gradiente na malha
definido em (3.4) como uma representação para o gradiente da função objetivo no ponto
corrente.
A ideia do método quase-Newton é obter a direção dk, ao longo da qual será
feita uma busca linear, resolvendo o seguinte sistema linear:
Bkdk “ ´∇fpxk,W k, αkq, k “ 0, 1, . . . , (3.6)
onde B0 é dada, Bk é uma representação para a Hessiana da função objetivo no ponto
corrente e ∇fpxk,W k, αkq é o gradiente na malha (cf. (3.4)) , calculado na iteração k.
Obtemos Bk da seguinte forma:
s “ xk ´ xk¯,
y “ ∇fpxk,W k, αkq ´∇fpxk¯,W k¯, αk¯q,
Bk “ Bk¯ ` yy
T
yT s
´ B
k¯ssTBk¯
sTBk¯s
, (3.7)
onde k¯ é a última iteração na qual a direção quase-Newton foi calculada. Observe que os
denominadores das frações na relação (3.7) devem ser não nulos, o que deve ser controlado
pelo algortimo, uma vez que, pela natureza das aproximações, não temos garantias teóricas
que a cada iteração a matriz BK é definida positiva, e que a direção quase-Newton obtida
é uma direção de descida. Na prática, caso esses denominadores sejam muito próximos de
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zero, a atualização não é realizada e continuamos com a aproximação utilizada na última
iteração.
Uma vez obtida a direção BFGS, existem alguns aspectos que devem ser levados
em conta antes de realizar a busca nesta direção.
Primeiramente, é importante frisar que o BFGS foi desenvolvido para resolver
problemas irrestritos. No nosso caso, estamos trabalhando com restrições lineares e portanto
é possível que a direção obtida não seja viável. Neste caso, antes de mais nada é preciso
verificar a viabilidade da direção e aplicar alguma estratégia para torná-la viável, caso não
seja.
Quando o problema possui restrições de igualdade (o que inclui as restrições
momentaneamente de igualdade (2.11)), para não perder a viabilidade, só é possível
caminhar por direções que estejam no núcleo da matriz associada a essas restrições. Neste
caso, é muito pouco provável que a direção quase-Newton calculada seja viável. O que
fazemos nesta situação é projetar a direção nesse núcleo, obtendo assim uma direção viável.
Caso não existam restrições de desigualdade, podemos tomar o passo completo ao longo
dessa direção.
Havendo restrições de desigualdade (incluindo restrições de caixa), para man-
termos a viabilidade na iteração k, realizamos o teste da razão, verificando o quanto é
possível andar ao longo da direção quase-Newton (ou sua projeção), que denotaremos por
dk. O teste é feito da seguinte forma:
1. Para os índices i tais que Api, :qdk ą 0 obtenha
t¯1 “ min
Api,:qdką0
"
ui ´ Api, :qxk
Api, :qdk
*
. (3.8)
2. Para os índices i tais que Api, :qdk ă 0 obtenha
t¯2 “ min
Api,:qdkă0
"
`i ´ Api, :qxk
Api, :qdk
*
. (3.9)
3. O maior passo que podemos tomar nessa direção é dado por
tk,0 “ min
 
t¯1, t¯2, 1
(
. (3.10)
Como não podemos garantir que a direção obtida seja de descida, devemos
ser cautelosos e não podemos investir muito nessa direção. Sendo assim, realizamos uma
busca linear, exigindo decréscimo simples da função objetivo e permitindo um número
máximo (pequeno) de reduções, de modo a evitar avalições de funções excessivas. Caso
essa busca não seja bem sucedida, realizamos o mesmo procedimento para a direção ´dk,
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uma vez que, se a direção calculada não foi promissora, e já empregamos um certo esforço
para obtê-la, andar no sentido oposto pode produzir bons resultados.
Ao final, o novo iterando será o ponto que possui menor valor de função entre
os pontos analisados, na etapa de busca padrão e na iteração quase-Newton. É importante
destacar que só realizamos a iteração quase-Newton quando já obtivemos sucesso no passo
de busca padrão, uma vez que, se as direções testadas não resultaram em sucesso, pode
não valer a pena investir no cálculo de uma nova direção que tem como base esse conjunto
de direções.
Discutidos todos os detalhes referentes à iteração quase-Newton, apresentamos
a seguir o algoritmo, o qual é chamado pelo PSIFA quando, na iteração k, a etapa de
busca padrão retorna um ponto para o qual ocorreu decréscimo real no valor da função
objetivo.
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Algoritmo 5: Iteração quase-Newton
Entrada: W k P Rnˆq, xk, xps P Rn, Bk¯, αk, jmax (número máximo de reduções na
busca linear) e o histórico de avaliações de função
Saída: xk`1 P Rn, Bk¯
1 Calcule o gradiente na malha, ∇fpxk,W k, αkq, segundo (3.4)
2 Obtenha Bk, segundo (3.7)
3 Calcule a direção quase-Newton dk, segundo (3.6)
4 se Veq ‰ H então projete dk no núcleo de V Teq
5 Realize o teste da razão segundo (3.8),(3.9) e (3.10) para obter tk,0
6 Faça uma busca linear na direção dk partindo do tamanho do passo tk,0, j “ 0
enquanto j ă jmax faça
7 x “ xk ` tk,jdk
8 se fpxq ă fpxkq então
9 xqN “ x
10 j “ jmax
senão
11 Reduza tk,j
12 x “ xk ` tk,jdk;
13 j “ j ` 1.
fim
fim
14 se fpxqNq ă fpxpsq então
15 xk`1 “ xqN
senão
16 xk`1 “ xps
fim
17 Atualize Bk¯ “ Bk
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Observações:
1. Observe que Bk é obtida no início da iteração uma vez que, ao contrário dos métodos
quase-Newton tradicionais, a direção quase-Newton não é calculada em todas as
iterações, mas somente nas que produziram decréscimo real na etapa de busca padrão.
Além disso, as informações obtidas nessa etapa são utilizadas no cálculo de Bk.
2. Perceba que, se a direção quase-Newton calculada aponta para fora da região viável,
o teste da razão no passo 5 do algoritmo retornará tk,0 “ 0, indicando que não é
possível andar ao longo dessa direção mantendo a viabilidade do ponto.
3. No passo 6 do algoritmo realizamos um número máximo de reduções jmax. Caso a
busca não tenha produzido sucesso, é testada a direção oposta ´d, voltando ao passo
4 com esta direção. O mesmo procedimento é adotado no caso em que a direção é
inviável, como citamos no item anterior. Se após testar os dois sentidos, respeitando
o número máximo de reduções, o fracasso persistir, a busca é encerrada e o novo
iterando será obrigatoriamente o ponto obtido pela etapa de busca padrão.
3.4 O algoritmo PSIFA
Uma vez discutidas as principais características do método proposto, apresen-
tamos a seguir o algoritmo propriamente dito, e alguns comentários adicionais referentes à
sua implementação.
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Algoritmo 6: PSIFA
Entrada: tηku Ă R``, x0 viável, α0, ε0, γ, p P R``, p ą 1
Saída: x P Rn.
1 Construa a matriz que define o padrão inicial P 0 P Rnˆr0
2 β0 “ 0
3 Calcule fpx0q
4 Inicialize o histórico de avaliações de função
5 para k “ 0, 1, . . . faça
6 j “ 0
7 sucesso “ 0
8 se k ě 1 então
9 α “ αk´1
senão
α “ α0
fim
enquanto sucesso “ 0 faça
10 Busque dk P Pk, segundo Algoritmo 2 ou 3
11 se sucesso “ 1 do Algoritmo 2 ou 3 então
12 αk “ α
13 xps “ xk ` αkdk
14 se j “ 0 então βk “ βk ` 1
senão
15 βk “ 0
16 α “ 0.5α
17 j “ j ` 1
fim
fim
18 se fpxpsq ă fpxkq então
19 Prossiga com o Algoritmo 5
fim
20 Atualize, εk e, se βk ‰ 0, atualize αk, de acordo com o Algoritmo 4.
21 Atualize o conjunto de trabalho
22 Atualize P k, de acordo com o Algoritmo 1
fim
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Boa definição do Algoritmo PSIFA
O decréscimo requerido nos passos 10 ´ 17 do algoritmo sempre pode ser obtido,
uma vez que ηk ą 0 é fixo na iteração corrente e garante que a desigualdade do
passo 9, dos Algoritmos 2 e 3, será satisfeita para α suficientemente pequeno. Sendo
assim o algoritmo está bem definido.
Observações:
1. A iteração quase-Newton só é realizada caso tenha ocorrido ao menos decréscimo
simples no valor da função objetivo, ou seja, se fpxpsq ă fpxkq. É importante destacar
que o fracasso do passo 10, sucesso “ 0, só é declarado depois de testar todas as
direções do padrão. Perceba que em caso de falha no passo 10, o valor de α é
atualizado e a busca é refeita até que o sucesso seja obtido, quando então a execução
do algoritmo segue para o passo 18.
2. Durante a busca, todos os valores de função calculados são armazenados. Antes de
avaliar a função em um ponto, verificamos no histórico se o valor da função, nesse
ponto, já foi calculado anteriormente. Assim, evitamos avaliar a função mais de uma
vez no mesmo ponto.
3. Ao avaliar a função objetivo podem ocorrer falhas. Essas falhas podem ser decorrentes
de descontinuidades na função objetivo ou não viabilidade de restrições consideradas
indiretamente. Neste caso, o ponto é desconsiderado e continuamos a busca.
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4 Análise de convergência
Neste capítulo organizamos as definições e resultados envolvidos na demonstra-
ção do resultado de convergência global do PSIFA.
4.1 Preliminares
Nos resultados teóricos obtidos, assim como no IMFIL [32], vamos assumir que
a função objetivo f : Rn Ñ R é uma perturbação de uma função suave fs,
f “ fs ` Φ, (4.1)
em que Φ é o ruído. Teoricamente vamos considerar que o ruído Φ possui alta frequência,
baixa amplitude e deve produzir pouco efeito próximo o suficiente da solução esperada
para o problema (cf. Figura 1). Tais condições foram necessárias para que fosse possível
demonstrar que a sequência gerada pelo algoritmo converge para esta solução. Na prática
o método pode lidar com qualquer tipo de ruído, o qual inclusive pode mudar a solução
que o problema teria se não houvesse o ruído.
Adicionalmente, assim como no método de busca padrão [37], precisamos impor
condições sobre a busca para assegurar a convergência do método. Essas hipóteses, que
chamaremos de hipóteses sobre os movimentos exploratórios, são:
Hipóteses sobre os movimentos exploratórios Dado o tamanho do passo
αk ą 0, o novo ponto xk`1 é definido como xk`1 “ xk ` αkdk desde que
H1. A viabilidade seja preservada:
pxk ` αkdkq P Ω; (4.2)
H2. Valha a condição de decréscimo suficiente
fpxk ` αkdkq ď fpxkq ´ pαkqpγ ` ηk, (4.3)
onde γ ą 0, p ą 1 é uma constante do algoritmo e tηku, ηk Ă R``, é uma sequência
somável pré-determinada.
Essas hipóteses, que devem ser satisfeitas pelo algoritmo a cada iteração, são
importantes, pois vão garantir a convergência do método. A primeira hipótese assegura que
a sequência de pontos gerados é sempre viável, e a segunda, que a busca satisfaz a condição
Capítulo 4. Análise de convergência 58
de decréscimo não monótono considerada em toda a análise. A seguir apresentamos algumas
definições que serão necessárias ao longo do texto.
Definição 4.1 (Norma local do ruído). Seja Spx, t,Vq o conjunto de pontos viáveis
determinados por direções em V Ă Rn, partindo do ponto x P Ω e tamanho de passo
t ą 0, ou seja, os pontos z P Ω da forma
z “ x` td, @d P V .
Então a norma local do ruído é definida como sendo
}Φ}Spx,t,Vq “ max
zPtxuYSpx,t,Vq
|Φpzq|. (4.4)
Definição 4.2 (Cone tangente). Dado um subconjunto Ω Ă Rn e um vetor x¯ P Ω,
dizemos que d P Rn é uma direção tangente ao conjunto Ω no ponto x¯, se d “ 0 ou
existe uma sequência txku Ă Ω, tal que xk ‰ x¯ para todo k, xk ÝÑ x¯ e
xk ´ x¯
}xk ´ x¯} ÝÑ
d
}d} . (4.5)
Denotamos por TΩpx¯q o conjunto de todas as direções tangentes ao conjunto Ω no
ponto x¯.
Figura 4 – Ilustração para o cone tangente para o caso não linear. Figura extraída de [56].
É claro, pela Definição 4.2, que todas as direções viáveis em relação ao conjunto
Ω são direções tangentes, uma vez que se d é uma direção viável, então x¯` td P Ω, @t ą 0.
Essa afirmação vale para Ω geral, e é ilustrada na Figura 4.
No caso de interesse, em que Ω é um poliedro, todas as direções tangentes
também são viáveis. Assim, o cone de direções tangentes coincide com o cone de direções
viáveis, definido em (2.8), com ε “ 0, ou seja
TΩpx¯q “ K˝px¯, 0q. (4.6)
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Note que, pela Proposição 2.1, dado δ ą 0, o padrão Pk contém um conjunto
gerador para o cone das direções ε-viáveis K˝pxk, εq, com ε P r0, δs. Logo, pela relação
(4.6), o padrão Pk contém um conjunto gerador para TΩpxkq.
4.2 Condições de otimalidade
A seguir apresentamos a condição de otimalidade de primeira ordem na forma
primal para o problema com ruído. No caso de problemas suaves, essa condição é bastante
conhecida na literatura (cf. [30, Teorema 1.4.1]). Antes, estabelecemos uma propriedade
satisfeita pelo ruído em um dado ponto, sob a hipótese de que o ruído vai para zero mais
rápido do que o tamanho do passo, para um padrão de direções fixado.
Proposição 4.1 (Propriedade do ruído). Sejam um ponto viável x¯ P Ω, um tamanho
de passo t ą 0 e um conjunto de direções V Ă Rn. Se Φpx¯q existe e
lim
tÓ0
}Φ}Spx¯,t,Vq
t
“ 0, (4.7)
então
Φpx¯q “ 0. (4.8)
Demonstração: Suponha, por contradição, que Φpx¯q “ a ‰ 0. Pela Definição 4.1,
}Φ}Spx¯,t,Vq “ max
zPtx¯uYSpx¯,t,Vq
|Φpzq|
“ max t|Φpx¯q|,max
dPV |Φpx¯` tdq|u
ě |Φpx¯q| “ |a|.
Dividindo a expressão anterior por t ą 0, temos
}Φ}Spx¯,t,Vq
t
ě |a|
t
,
e então
lim
tÓ0
}Φ}Spx¯,t,Vq
t
ě lim
tÓ0
|a|
t
“ `8,
o que contradiz a hipótese (4.7). Logo Φpx¯q “ 0.
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Teorema 4.1 (Condição necessária de otimalidade - problema com ruído). Sejam
Ω Ă Rn, f : Rn Ñ R, e o problema#
min fpxq
s.a x P Ω, (4.9)
onde fpxq “ fspxq ` Φpxq, fs é diferenciável no ponto x‹ P Ω e Φ é tal que
lim
tÓ0
}Φ}Spx‹,t,TΩpx‹qq
t
“ 0. (4.10)
Se x‹ é um minimizador local de (4.9) então
∇fspx‹qTd ě 0 @d P TΩpx‹q. (4.11)
Demonstração: Para TΩpx‹q “ t0u, a desigualdade (4.11) é satisfeita trivialmente. Seja
d P TΩpx‹qzt0u arbitrário. Pela Definição 4.2, existem as sequências tξku Ă Rn e txku Ă Ω
tais que xk ‰ x‹ para todo k, ξk ÝÑ 0, xk ÝÑ x‹ e
xk ´ x‹
}xk ´ x‹} “
d
}d} ` ξ
k. (4.12)
A partir de (4.12), defina tk “ }xk ´ x‹} e dk “ d}d} ` ξ
k. Então ttku Ă R`` é tal que
tk Ó 0, dk ÝÑ d}d} e x
‹` tkdk “ xk P Ω para todo k. Como x‹ é minimizador local de (4.9)
temos
0 ď fpx‹ ` tkdkq ´ fpx‹q (4.13a)
“ fspx‹ ` tkdkq ` Φpx‹ ` tkdkq ´ fspx‹q ´ Φpx‹q (4.13b)
ď fspx‹ ` tkdkq ´ fspx‹q ` }Φ}Spx‹,tk,TΩpx‹qq, (4.13c)
onde (4.13b) vem da definição da função f e (4.13c) segue de (4.4) e da Proposição 4.1.
Observe que, como xk e x‹ pertencem a Ω, que é um poliedro, temos que xk ´ x‹ “ tkdk é
uma direção viável, então dk P TΩpx‹q, uma vez que os cones de direções viáveis e direções
tangentes coincidem.
Aplicando a expansão de Taylor em (4.13c) e como lim
kÝÑ8x
‹ ` tkdk “ x‹, e a
sequência tdku é limitada, para todo k suficientemente grande obtemos
0 ď fspx‹q ` tk∇fspx‹qTdk ` optkq ´ fspx‹q ` }Φ}Spx‹,tk,TΩpx‹qq
“ tk∇fspx‹qTdk ` optkq ` }Φ}Spx‹,tk,TΩpx‹qq.
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Dividindo por tk ą 0 os dois lados da desigualdade acima e tomando o limite, como cada
um dos limites existe, temos
0 ď lim
kÑ8∇fspx
‹qTdk ` lim
kÑ8
optkq
tk
` lim
kÑ8
}Φ}Spx‹,tk,TΩpx‹qq
tk
.
Logo, como o segundo e o terceiro limites são zero e dk ÝÑ d}d} , obtemos (4.11).
Este resultado é importante, pois obtemos uma condição de otimalidade para
o problema com ruído, no formato em que estamos trabalhando. Assumindo que a função
objetivo é uma perturbação de uma função suave e que no ponto ótimo o ruído tende
a zero, obtemos uma condição necessária de otimalidade para o problema com ruído. A
seguir definimos o que é um ponto estacionário para o problema (4.9).
Definição 4.3 (Ponto estacionário). Dizemos que um ponto x‹ P Rn é um ponto
estacionário do problema (4.9) se x‹ P Ω e vale (4.11).
Assumindo as mesmas hipóteses para o problema obtemos também uma condi-
ção suficiente estabelecida no resultado a seguir.
Teorema 4.2 (Condição suficiente de otimalidade - problema com ruído). Sejam
Ω Ă Rn e f : Rn Ñ R tais que
fpxq “ fspxq ` Φpxq,
onde fs é diferenciável no ponto x‹ P Ω e Φ satisfaz
lim
tÓ0
}Φ}Spx‹,t,TΩpx‹qq
t
“ 0.
Então
∇fspx‹qTd ą 0 @d P TΩpx‹q z t0u, (4.14)
se, e somente se, f satisfaz no conjunto Ω, em torno de x‹, a condição de crescimento
linear: existem uma vizinhança D¯ de x‹ e um número β ą 0 tais que
fpxq ´ fpx‹q ě β}x´ x‹} @x P ΩX D¯. (4.15)
Em particular, (4.15) implica que x‹ é um minimizador local estrito do problema
(4.9).
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Demonstração: Suponhamos que (4.14) valha, mas não (4.15). Então existe uma sequên-
cia txku Ă Ωztx‹u tal que lim
kÑ8x
k “ x‹ e
fpxkq ´ fpx‹q ă 1
k
}xk ´ x‹} @k. (4.16)
Definimos
tk “ }xk ´ x‹} ą 0 (4.17)
e
dk “ x
k ´ x‹
}xk ´ x‹} ; (4.18)
E então temos que
xk “ x‹ ` tkdk P Ω @k. (4.19)
Como tdku é limitada, existe uma subsequência tdku, k P K¯ Ă8 N, que converge
a d P Rn, }d} “ 1. Pela Definição 4.2, temos que d P TΩpx‹qzt0u. Por (4.16) e (4.19), temos
que
1
k
}xk ´ x‹} ą fpx‹ ` tkdkq ´ fpx‹q,
ùñ 1
k
}xk ´ x‹} ą fspx‹ ` tkdkq ` Φpx‹ ` tkdkq ´ fspx‹q ´ Φpx‹qlomon
“0
ùñ ´Φpx‹ ` tkdkq ` 1
k
}xk ´ x‹} ą fspx‹ ` tkdkq ´ fspx‹q
ùñ |Φpx‹ ` tkdkq| ` 1
k
}xk ´ x‹} ą fspx‹ ` tkdkq ´ fspx‹q
ùñ }Φ}Spx‹,tk,TΩpx‹qq `
1
k
}xk ´ x‹} ą fspx‹ ` tkdkq ´ fspx‹q.
Para k suficientemente grande, substituindo fspx‹ ` tkdkq por sua expansão de
Taylor de primeira ordem obtemos
}Φ}Spx‹,tk,TΩpx‹qq `
1
k
}xk ´ x‹} ą fspx‹q ` tk∇fspx‹qTdk ` optkq ´ fspx‹q
ùñ }Φ}Spx‹,tk,TΩpx‹qq `
1
k
}xk ´ x‹} ą tk∇fspx‹qTdk ` optkq.
Dividindo por tk ą 0 os dois lados da desigualdade acima e tomando o limite
quando k P K¯, como cada um dos limites existe temos:
lim
kPK¯
}Φ}Spx‹,tk,TΩpx‹qq
tk
` lim
kPK¯
1
k
ą lim
kPK¯
∇fspx‹qTdk ` lim
kPK¯
optkq
tk
.
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Como os dois primeiros e o último limites se anulam obtemos
∇fspx‹qTd ď 0,
com d P TΩpx‹qzt0u, o que contradiz (4.14).
Suponhamos agora que valha a condição de crescimento linear (4.15). Fixemos
d P TΩpx‹qzt0u arbitrário e as sequências associadas ttku Ă R`zt0u e tdku Ă Rn tais que
tk Ó 0, dk Ñ d pk Ñ 8q e x‹ ` tkdk P Ω @k.
Para todo k suficientemente grande, x‹ ` tkdk P ΩX D¯. Portanto, utilizando
(4.15), obtemos que
βtk}dk} “ β}px‹ ` tkdkq ´ x‹}
ď fpx‹ ` tkdkq ´ fpx‹q
“ fspx‹ ` tkdkq ` Φpx‹ ` tkdkq ´ fspx‹q ´ Φpx‹q
ď |Φpx‹q| ` |Φpx‹ ` tkdkq| ` fspx‹ ` tkdkq ´ fspx‹q.
Pela Proposição 4.1 temos que Φpx‹q “ 0 e substituindo fspx‹ ` tkdkq por sua expansão
em série de Taylor obtemos
βtk}dk} ď }Φ}Spx‹,tk,TΩpx‹qq ` fspx‹q ` tk∇fspx‹qTdk ` optk}dk}q ´ fspx‹q.
Dividindo por tk ą 0 os dois lados da desigualdade acima e tomando o limite
quando k ÝÑ 8, como cada um dos limites existe temos
lim
kÑ8 β}d
k} ď lim
kÑ8
}Φ}Spx‹,tk,TΩpx‹qq
tk
` lim
kÑ8∇fspx
‹qTdk ` lim
kÑ8
optk}dk}q
tk
0 ă β}d} ď ∇fspx‹qTd,
o que prova (4.14).
Os resultados apresentados nos Teoremas 4.1 e 4.2 fornecem condições de
otimalidade essenciais para o problema que estamos trabalhando. No entanto, do ponto de
vista prático, tais condições não podem ser verificadas. Então provamos também outros
dois resultados que podem ser úteis na prática. Antes disso, considere a definição dos
conjuntos de índices abaixo, os quais serão utilizados nas provas que seguem.
Epxq “ ti P t1, . . . ,mu | Api, :qx “ biu, (4.20)
Ipxq “ ti P t1, . . . ,mu | Api, :qx ă biu. (4.21)
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No Teorema a seguir, generalizamos as condições necessárias de otimalidade de
Karush-Kuhn-Tucker (KKT) [7] para o problema (4.9), com ruído na função objetivo.
Teorema 4.3 (Condições de KKT - problema com ruído). Sob as mesmas hipóteses
do Teorema 4.1, com Ω “ tx : Ax ď bu, em que A P Rmˆn e b P Rm, então existe
µ‹ P Rm tal que
∇fspx‹q ` ATµ‹ “ 0, (4.22)
µ‹ ě 0, (4.23)
µ‹i pApi, :qx‹ ´ biq “ 0, i P t1, 2, . . . ,mu. (4.24)
Demonstração: Como x‹ P Ω “ tx : Ax ď bu, definimos
E‹ ” Epx‹q “ ti P t1, . . . ,mu | Api, :qx‹ “ biu “ ti1, i2, . . . , i|E‹|u, (4.25)
e
I‹ ” Ipx‹q “ ti P t1, . . . ,mu | Api, :qx‹ ă biu,
em que |E‹| denota a cardinalidade do conjunto E‹. Note que E‹ Y I‹ “ t1, . . . ,mu.
Neste caso,
TΩpx‹q “ td P Rn | Api, :qd ď 0, i P E‹u,
e
T ˝Ω px‹q “ tp P Rn | pTd ď 0, @d P TΩpx‹qu,
logo o cone polar T ˝Ω px‹q é gerado pelas combinações lineares não negativas dos vetores
Api, :qT , i P E‹.
Como x‹ é minimizador local para o problema (4.9) e por hipótese vale (4.10),
então, pelo Teorema 4.1, temos que
´∇fspx‹qTd ď 0, @d P TΩpx‹q,
ou seja, ´∇fspx‹q P T ˝Ω px‹q. Assim, existe µ P R|E‹|, µ ě 0, tal que
´∇fspx‹q “
|E‹|ÿ
k“1
µkApik, :qT , µk ě 0. (4.26)
Para j P t1, . . . ,mu definimos
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µ‹j “
#
µk, se j “ ik P E‹, com k P t1, 2, . . . , |E‹|u
0, c.c. (isto é, se j P I‹q
e então (4.26) nos dá
∇fspx‹q ` ATµ‹ “ 0, µ‹ ě 0.
Além disso, da definição de µ‹ segue a complementaridade
µ‹i pApi, :qx‹ ´ biq “ 0, i P t1, 2, . . . ,mu,
e a prova está completa.
A seguir apresentamos a definição de derivada direcional.
Definição 4.4 (Derivada direcional). Seja uma função ϕ : Rn ÝÑ R. Definimos a
derivada direcional de ϕ no ponto x P Rn, na direção do vetor u P Rn, por
Duϕpxq “ lim
tÑ0
ϕpx` tuq ´ ϕpxq
t
,
se o limite existir.
Proposição 4.2. Se ϕ : Rn ÝÑ R é uma função diferenciável que possui derivadas
parciais contínuas, então ϕ possui derivada direcional no ponto x P Rn na direção
de qualquer vetor u P Rn e
Duϕpxq “ ∇ϕpxqTu. (4.27)
Demonstração: Ver [60].
Definição 4.5 (Gradiente projetado). Sejam Ω Ă Rn um conjunto não vazio,
convexo e fechado, e f : Rn ÝÑ R diferenciável em Ω. O gradiente projetado de f
em Ω é definido por
∇Ωfpxq ” argmint}v ´ p´∇fpxqq} : v P TΩpxqu. (4.28)
No Lema 4.2 abaixo, obtemos uma condição de otimalidade para o problema
com ruído, alternativa às que já apresentamos. O resultado para o caso suave foi obtido
por P. H. Calamai e J.J. Moré em [12, Lema 3.1]. Enunciamos a seguir os dois primeiros
resultados auxiliares de [12], pois os usaremos na demonstração do Lema 4.2.
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Lema 4.1 (Propriedades do gradiente projetado - problema suave). Seja ϕ : Rn ÝÑ
R, com ϕ Lipschitz continuamente diferenciável. Seja ∇Ωϕpxq o gradiente projetado
de ϕ em Ω, então:
1. ´∇ϕpxqT∇Ωϕpxq “ }∇Ωϕpxq}2;
2. min t∇ϕpxqTv : v P TΩpxq, }v} ď 1u “ ´}∇Ωϕpxq}.
Demonstração: Ver [12, Lema 3.1].
Lema 4.2 (Condição de otimalidade com o gradiente projetado - problema com
ruído). Seja f : Rn ÝÑ R, com f “ fs ` Φ, onde fs é Lipschitz continuamente
diferenciável e Φ satisfaz a condição (4.10). Seja ∇Ωfspxq o gradiente projetado
de fs em Ω, então o ponto x P Ω é um ponto estacionário do problema (4.9) se e
somente se
∇Ωfspxq “ 0.
Demonstração: Se x P Ω é um ponto estacionário para (4.9), então pela Definição 4.3
temos que
∇fspxqTv ě 0, @v P TΩpxq. (4.29)
Do Lema 4.1 temos que
min t∇fspxqTv : v P TΩpxq, }v} ď 1u “ ´}∇Ωfspxq} ď 0. (4.30)
Assim das relações (4.29) e (4.30) temos que
}∇Ωfspxq} “ 0.
Assuma agora que }∇Ωfspxq} “ 0, vamos mostrar que x P Ω é um ponto
estacionário para o problema (4.9).
Do Lema 4.1 temos que ∇fspxqTv ě ´}∇Ωfspxq} para @v P TΩpxq tal que
∇fspxqTv ě 0, com }v} ď 1. (4.31)
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Suponha que x P Ω não é um ponto estacionário do problema (4.9). Então, pela
Definição 4.3, existe d P TΩpxq, d ‰ 0 tal que
∇fspxqTd ă 0. (4.32)
Dividindo ambos os lados da desigualdade por }d} ą 0 obtemos
∇fspxqTd
}d} ă 0.
Assim temos v “ d}d} P TΩpxq com }v} “ 1, o que contradiz (4.31). Portanto x
é ponto estacionário para o problema (4.9).
Por completitude, reproduzimos aqui o Teorema 4.1 de [12], no qual a hipótese
de não degeneração no ponto limite x‹ significa que os gradientes das restrições ativas nesse
ponto são linearmente independentes, e tal ponto satisfaz a condição de complementaridade
expressa em (4.24) de maneira estrita, isto é, os multiplicadores associados às restrições
ativas em x‹ são estritamente positivos. Tal resultado será utilizado na demonstração do
Teorema 4.5.
Teorema 4.4. Seja f : Rn ÝÑ R continuamente diferenciável em Ω “ tx|Ax ď bu,
e seja txku uma sequência arbitrária em Ω que converge para x‹ P Ω. Se t}∇Ωfpxkq}u
converge para zero e x‹ é não degenerado, então Epxkq “ Epx‹q (cf. (4.25)) para
todo k suficientemente grande.
Demonstração: Ver [12, Teorema 4.1].
Teorema 4.5 (Identificação do conjunto ativo). Seja f : Rn ÝÑ R tal que f “ fs`Φ
com fs Lipschitz continuamente diferenciável em Ω “ tx|Ax ď bu, e seja txku uma
sequência em Ω que converge para x‹, não degenerado. Se para todo k suficientemente
grande temos Dvfspxkq ě 0 @v P TΩpxkq, tal que }v} ď 1, então
1. lim
kÑ8 }∇Ωfspx
kq} “ 0;
2. Epxkq “ Epx‹q ùñ TΩpxkq “ TΩpx‹q.
Demonstração: 1. Por hipótese, temos que existe k¯ ą 0 tal que para todo k ą k¯
Dvfspxkq ě 0.
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Logo temos que
min
kąk¯
t∇fspxkqTv : }v} ď 1, v P TΩpxkqu ě 0. (4.33)
Do item 2 do Lema 4.1, sabemos que
min t∇fspxkqTv : }v} ď 1, v P TΩpxkqu “ ´}∇Ωfspxk} ď 0. (4.34)
Logo de (4.33) e (4.34) concluímos que
lim
kÑ8 }∇Ωfspx
kq} “ 0.
2. Como fs é continuamente diferenciável em Ω, por hipótese x‹ é não degenerado e,
pelo item 1, t}∇Ωfspxkq}u converge para zero, então podemos aplicar o Teorema 4.4
à função fs. Assim temos que para k suficientemente grande
Epxkq “ Epx‹q.
Portanto, para k suficientemente grande
TΩpxkq “ TΩpx‹q.
4.3 Convergência global
A seguir, apresentamos uma série de resultados necessários para a prova do
Teorema de convergência do PSIFA.
Proposição 4.3. Seja Pk “ tdk1, . . . , dkj , . . . , dkrku o padrão de direções gerado pelo
Algoritmo 6 na iteração k, e txku a sequência de pontos em Ω gerada pelo Algoritmo
6. Se existe d P TΩpxkq tal que ∇fspxkqTd ă 0, para todo k, então existe dkj P Pk tal
que
∇fspxkqTdkj ă 0. (4.35)
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Demonstração: Primeiramente note que
TΩpxkq “ K˝pxk, 0q.
Seja d P TΩpxkq “ K˝pxk, 0q. Pela Proposição 2.1, o padrão Pk contém um
gerador positivo para K˝pxk, 0q, isto é, existe w P Rrk` tal que
d “ P kw.
Assim temos que
∇fspxkqTd ă 0 ùñ ∇fspxkqTP kw ă 0. (4.36)
Como w P Rrk` , para que (4.36) se cumpra temos que existe dkj P Pk tal que
vale (4.35), conforme queríamos demonstrar.
Teorema 4.6. Seja f “ fs ` Φ, limitada inferiormente em Ω e fs continuamente
diferenciável. Sejam tηku Ă R`` uma sequência somável, txku a sequência de pontos
em Ω gerada pelo Algoritmo 6 e tαku a sequência de tamanhos de passo associada.
Então
lim
kÑ8αk “ 0. (4.37)
Demonstração: Como por hipótese f é limitada inferiormente em Ω, temos que
fpx0q ´M ě fpx0q ´ fpxkq.
Por um argumento de soma telescópica, temos
fpx0q ´M ě
k´1ÿ
i“0
pfpxiq ´ fpxi`1qq. (4.38)
Pela Hipótese H2 (4.3) sobre os movimentos exploratórios temos que, @k,
fpxk`1q ď fpxkq ´ pαkqpγ ` ηk,
fpxkq ´ fpxk`1q ě pαkqpγ ´ ηk.
Aplicando em (4.38) obtemos
fpx0q ´M ě
k´1ÿ
i“0
ppαiqpγ ´ ηiq
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fpx0q ´M ě
k´1ÿ
i“0
pαiqpγ ´
k´1ÿ
i“0
ηi
k´1ÿ
i“0
pαiqpγ ď fpx0q ´M `
k´1ÿ
i“0
ηi. (4.39)
Como a sequência tηku é somável temos que
8ÿ
i“0
ηi ă 8.
Tomando o limite em (4.39) quando k Ñ 8 temos
8ÿ
i“0
pαiqpγ ď fpx0q ´M `
8ÿ
i“0
ηilomon
ă8
ùñ
8ÿ
i“0
pαiqpγ ă 8. (4.40)
De (4.40), como a série é convergente e γ ą 0 é constante, obtemos (4.37), conforme
queríamos demonstrar.
Observação: Ω “ tx : ` ď Ax ď uu pode ser reescrito de forma equivalente
como Ω “ tx : A¯x ď b¯u onde
A¯ “
«
A
´A
ff
e b¯ “
«
u
´`
ff
.
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Lema 4.3. Seja Ω “ tx : Ax ď bu, em que A P Rmˆn e b P Rm. Seja txku uma
sequência de pontos em Ω convergindo para x¯ P Ω, então
1. existe um escalar ε¯ ą 0, dependendo somente de x¯, de modo que, @ε P p0, ε¯s, Dkε
tal que
Ipxk, εq “ Epx¯q, @k ě kε, (4.41)
onde
Ipxk, εq “ ti P t1, . . . ,mu|bi ´ Api, :qxk ď εu,
Epx¯q “ ti P t1, . . . ,mu|bi ´ Api, :qx¯ “ 0u.
2. Para todo k suficientemente grande
Ipxk, εkq Ď Epx¯q, (4.42)
onde εk ą 0@k e lim
kÑ8 εk “ 0.
Demonstração: 1. Primeiramente consideramos g : Rn ÝÑ Rm definida componente a
componente como
gipxq “ bi ´ Api, :qx, i P t1, . . . ,m.u (4.43)
Perceba que, pela definição de gi, temos que gipxq ě 0 @x P Ω e i P t1, . . . ,mu e temos
ainda que, se a restrição i é ε-ativa em xk, ou seja, i P Ipxk, εq, então gipxkq ď ε. Seja Npx¯q
o conjunto de índices das restrições inativas em x¯, ou seja,
Npx¯q “ ti P t1, . . . ,mu : gipx¯q ą 0u,
e seja
ε¯ “
$&%
1
3 miniPNpx¯q gipx¯q se Npx¯q ‰ H
1 caso contrário.
(4.44)
Assim, da definição de ε¯ (4.44) temos que para todo ε P p0, ε¯s
gipx¯q ě 3ε ą 2ε, @i P Npx¯q. (4.45)
Capítulo 4. Análise de convergência 72
Por outro lado, dado ε P p0, ε¯s, pela continuidade de gi temos que existe δε ą 0 de modo
que
max
i“1,...,m |gipxq ´ gipx¯q| ď ε @x P Bδεpx¯q. (4.46)
Como txku ÝÑ x¯, existe kε ą 0 tal que, @k ě kε, temos que xk P Bδεpx¯q. Então para
qualquer k ě kε, da relação (4.46) temos
´ε ď gipxkq ´ gipx¯q ď ε, @i “ 1, . . . ,m. (4.47)
Para todo i P Npx¯q, das relações (4.45) e (4.47) temos
gipxkq “ gipx¯qlomon
ą2ε
`pgipxkq ´ gipx¯qqloooooooomoooooooon
ě´ε
ą ε. (4.48)
Logo, para todo i P Npx¯q temos que gipxkq ą ε, portanto @ε P p0, ε¯s temos que i R Ipxk, εq,
ou seja, se
i P Ipxk, εq ùñ i R Npx¯q ùñ i P Epx¯q.
Assim, desde que x¯ P Ω, temos que
Ipxk, εq Ă Epx¯q. (4.49)
Vamos mostrar agora que Epx¯q Ă Ipxk, εq. Da relação (4.47) temos que, @i P Epx¯q e k ě kε
gipxkq ´ gipx¯qlomon
“0
ď ε.
Portanto temos que
i P Epx¯q ùñ gipxkq ď ε ùñ i P Ipxk, εq.
Logo
Epx¯q Ă Ipxk, εq. (4.50)
De (4.49) e (4.50) obtemos (4.41), conforme queríamos demonstrar.
2. Sejam gipxq e ε¯, como definidos no item anterior. Assim temos que para todo ε P p0, ε¯s,
se gipxkq ď ε então gipxkq ď ε¯ e portanto
Ipxk, εq Ď Ipxk, ε¯q.
Então, como εk ÝÑ 0, existe k¯ tal que @k ą k¯, εk ď ε¯ e portanto
Ipxk, εkq Ď Ipxk, ε¯q. (4.51)
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Além disso, do item anterior, temos que existe kε¯ de forma que @k ą kε¯
Ipxk, ε¯q “ Epx¯q. (4.52)
Logo, para todo k ě max tk¯, kε¯u, das relações (4.51) e (4.52) obtemos (4.42), conforme
queríamos demonstrar.
Lema 4.4. Se txku é uma sequência de pontos em Ω convergindo para x¯, então
para k suficientemente grande temos
K˝pxk, εkq “ K˝px¯, 0q, (4.53)
onde a sequência tεku é tal que εk ą 0 @k e εk Ñ 0.
Demonstração: Por definição os cones da relação (4.53) são dados por
K˝pxk, εkq “ td P Rn : Api, :qd ď 0, @i P Ipxk, εkqu, (4.54)
K˝px¯, 0q “ td P Rn : Api, :qd ď 0, @i P Epx¯qu. (4.55)
Por hipótese temos que txku converge para x¯. Logo, pelo item 1 do Lema 4.3, existe ε¯ ą 0
de modo que @ε P p0, ε¯s existe kε tal que @k ą kε
Ipxk, εq “ Epx¯q. (4.56)
Além disso, temos que εk ą 0 e εk ÝÑ 0. Sendo assim, existe k¯ tal que, @k ą k¯, εk P p0, ε¯s.
Portanto de (4.56), para k suficientemente grande, obtemos
Ipxk, εkq “ Epx¯q. (4.57)
Combinando as relações (4.54) e (4.55) com a igualdade (4.57), obtemos (4.53), conforme
queríamos demonstrar.
Finalmente, estabelecemos a seguir o resultado de convergência global do
algoritmo PSIFA. É importante destacar que embora a Hipótese (4.58) seja uma hipótese
sobre a sequência gerada, isto é, essencialmente algorítmica, trata-se de uma hipótese
assintótica, que juntamente com o fato de que lim
kÑ8αk “ 0, caracteriza o ponto limite.
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Teorema 4.7 (Convergência do PSIFA). Seja txku Ă Ω uma sequência de pontos
gerada pelo Algoritmo 6, e seja tPku, com Pk “ tdk1, . . . , dkrku, a sequência de conjun-
tos de direções de busca gerada pelo PSIFA. Considere εk “ Opαkq e tηku a sequência
somável associada. Assuma que a função objetivo f é limitada inferiormente em Ω e
é tal que f “ fs ` Φ, com fs continuamente diferenciável e Φ satisfazendo
lim
kÑ8
}Φ}Spxk,αk,Pkq
αk
“ 0. (4.58)
Assuma também que x‹ P Ω é um ponto limite da sequência txku. Então x‹ é um
ponto estacionário para o problema (4.9), isto é,
∇fspx‹qTd ě 0, @d P TΩpx‹q. (4.59)
Demonstração: Seja K Ă t1, 2, . . . u um subconjunto infinito tal que
lim
kPK x
k “ x‹, x‹ P Ω.
Pelo Teorema 4.6 temos que
lim
kÑ8αk “ 0. (4.60)
Como αk ă αk´1 se, e somente se, ocorre fracasso nos passos 10-17 do Algoritmo 6, seja
K1 “ tk P t2, 3, 4, . . . u|αk ă αk´1u o subconjunto de índices para os quais houve fracasso.
Tendo em vista que o esquema de atualização para o tamanho do passo permite que este
aumente em caso de sucesso (Algoritmo 4), definimos
K2 “ tk P K1|tαk´1u é estritamente decrescenteu.
Note que, tanto K1 quanto K2 são conjuntos infinitos de índices. Tomamos K¯ “ K XK2 e
definimos α1k “ αk´1 para k P K¯. Então, por (4.60)
lim
kPK¯
α1k “ 0. (4.61)
Além disso, para todo k P K¯ existe i P t1, . . . , rku tal que xk ` αkdki produz sucesso na
condição de decréscimo suficiente, mas para todo j P t1, . . . , rku, o ponto xk`α1kdkj produz
fracasso em tal condição, isto é,
fpxk ` α1kdkj q ą fpxkq ´ pα1kqpγ ` ηk.
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Assim, para todo k P K¯ e para todo dkj P Pk temos,
fpxk ` α1kdkj q ą fpxkq ´ pα1kqpγ ` ηk
ùñ fspxk ` α1kdkj q ` Φpxk ` α1kdkj q ą fspxkq ` Φpxkq ´ pα1kqpγ
ùñ fspxk ` α1kdkj q ą fspxkq ´ pα1kqpγ ´ Φpxk ` α1kdkj q ` Φpxkq
ùñ fspxk ` α1kdkj q ą fspxkq ´ pα1kqpγ ´ 2}Φ}Spxk,α1k,Pkq. (4.62)
Substituindo, para k P K¯ suficientemente grande, fspxk`α1kdkj q em (4.62) por sua expansão
de Taylor obtemos
fspxkq ` α1k∇fspxkqTdkj ` opα1kq ą fspxkq ´ pα1kqpγ ´ 2}Φ}Spxk,α1k,Pkq.
Dividindo ambos os lados da desigualdade por α1k ą 0, obtemos
∇fspxkqTdkj ` opα
1
kq
α1k
ą ´pα1kqγ ´
2}Φ}Spxk,α1
k
,Pkq
α1k
. (4.63)
Além disso temos, de modo particular, que a subsequência txkukPK¯ é uma sequência
convergindo para x‹. Sendo assim, aplicando o Lema 4.4 a txkukPK¯, temos que, @k P K¯
suficientemente grande,
K˝pxk, εkq “ K˝px‹, 0q, (4.64)
desde que εk Ñ 0. Temos também de (4.64) que, @k P K¯ suficientemente grande,
Kpxk, εkq “ Kpx‹, 0q. (4.65)
Em relação ao padrão Pk temos, pela Proposição 2.1, que este é construído a partir da
matriz V pxk, εkq, cujas colunas são as linhas de A associadas às restrições εk-ativas no
ponto xk, as quais geram o cone Kpxk, εkq. Logo, de (4.65), para k suficientemente grande,
V pxk, εkq “ V px‹, 0q. (4.66)
Portanto temos que, @k P K¯ suficientemente grande,
Pk “ P ,
onde P é o padrão de direções construído pelas colunas de V px‹, 0q. Em outras palavras
temos que
tPkukPK¯ ÝÑ P , (4.67)
ou seja, dkj Ñ dj, onde dkj P Pk, k P K¯ e dj P P. Além disso, da Proposição 2.1 e (4.64)
temos que P contém um conjunto de geradores positivos para
K˝px‹, 0q “ TΩpx‹q.
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Temos também, pela Proposição 4.3, que se existe d P TΩpx‹q tal que ∇fspx‹qTd ă 0, então
existe dj P P tal que
∇fspx‹qTdj ă 0. (4.68)
Tomando o limite em (4.63) para k P K¯ obtemos
lim
kPK¯
∇fspxkqTdkj ` lim
kPK¯
opα1kq
α1k
ą ´ lim
kPK¯
pα1kqγ ´ lim
kPK¯
2}Φ}Spxk,α1
k
,Pkq
α1k
. (4.69)
Logo, de (4.58), (4.61), (4.67) e (4.69) temos que
∇fspx‹qTdj ě 0, @dj P P . (4.70)
Dessa forma, como (4.68) não se cumpre para nenhuma direção dj em P , temos que não
existe d P TΩpx‹q tal que
∇fspx‹qTd ă 0.
Portanto vale (4.59), conforme queríamos demonstrar.
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5 Testes computacionais
Os experimentos numéricos foram rodados em um notebook Dell Inspiron com
um processador Intel Core i74510U de 2.6 GHz e 16GB de memória RAM. A implementação
do PSIFA foi realizada em matlab versão R2014a de 64-bits. Comparamos os resultados
obtidos com os de dois métodos disponíveis para a mesma versão do software: o método de
busca padrão distribuído com os toolboxes de otimização do matlab, função patternsearch,
e Implicit Filtering (IMFIL1)[32].
Para o IMFIL consideramos duas configurações:
1. IMFIL - em que utilizamos a configuração original do método. Nesta configuração
alteramos apenas o parâmetro ‘scaledepth’ de modo a padronizar os critérios de
parada para todos os métodos; esse parâmetro também foi alterado para a segunda
configuração considerada.
2. IMFIL (enriched) - utilizando a opção ‘add_new_directions’, que permite incluir
direções de busca adicionais ao IMFIL; as direções do padrão geradas pelo PSIFA são
adicionadas ao IMFIL. Sendo assim, nesta configuração, o IMFIL possui um conjunto
de direções de busca mais adequado aos problemas que estamos resolvendo. Vale
destacar que as direções originais geradas pelo método são mantidas e o conjunto
fornecido é adicionado, lembrando que essas novas direções são fornecidas pelo
usuário e o método não tem controle nenhum sobre elas.
Para facilitar a diagramação e sistematizar a apresentação, todas as figuras,
gráficos e tabelas associados às análises dos testes estão organizados nos Apêndices A
(Figuras e Gráficos) e B (Tabelas).
5.1 Um exemplo ilustrativo
Primeiramente vamos apresentar um exemplo ilustrativo abordado em [5], que
reúne as características do tipo de problema que gostaríamos de resolver com o PSIFA.
Como trata-se de um problema com apenas uma variável, as restrições lineares se resumem
apenas a restrições de caixa. Exploraremos em detalhes o comportamento do método na
1 código em matlab disponível em http://www4.ncsu.edu/~ctk/darts/imfil.m
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resolução deste problema. A função objetivo é a seguinte
fpxq “ 2x2lomon
fspxq
`x2sen
´pi
x
¯
looooomooooon
Φpxq
. (5.1)
Neste exemplo, temos a parte suave representada por fspxq “ 2x2, cujo gráfico
é uma parábola com vértice na origem, que é convexa e limitada inferiormente, portanto
satisfaz todas as hipóteses teóricas sob fs. O termo Φpxq “ x2sen
´pi
x
¯
é o ruído. Vamos
analisar com detalhes seu efeito na função objetivo.
Observe o gráfico da função (5.1) na Figura 5. Como podemos ver, o termo do
ruído tem um efeito mais visível no intervalo r´1, 1s, produzindo diversos minimizadores
locais para os quais os métodos tradicionais poderiam convergir, ficando distantes da
solução desejada. Note que, à medida que nos aproximamos da solução, a amplitude do
ruído diminui, porém, a frequência aumenta, produzindo infinitos minimizadores locais.
Logo, o ruído possui a característica desejada, ou seja, possui alta frequência e baixa
amplitude e converge para zero na solução.
Outra característica importante da função (5.1) é que ela não está definida
na solução, uma vez que o termo do ruído teria uma divisão por zero na origem, o que
representa uma dificuldade tanto numérica quanto teórica. Na prática, o método é capaz
de resolver o problema ainda que a função objetivo não esteja definida em todos os pontos
visitados pelo algoritmo. Isso ficará claro quando detalharmos o funcionamento do método.
5.1.1 Detalhando o comportamento do método
O comportamento prático do PSIFA será detalhado durante a resolução do
problema de minimizar a função objetivo (5.1) no intervalo r´3, 3s. As Figuras 6, 7 e 8,
ilustram as etapas do processo de otimização e a Tabela 1 apresenta as informações numé-
ricas detalhadas a cada iteração. Com isso, é possível acompanhar as sequências geradas
bem como os sucessos e fracassos. Em relação à Tabela 1, cada linha é correspondente a
uma iteração do PSIFA e nas colunas, temos as seguintes informações:
• k - número da iteração;
• innerit - número de iterações internas realizadas na iteração k;
• eval - número de avaliações de função até a iteração k;
• xps - ponto com melhor valor de função obtido pela etapa de busca padrão;
• fpxpsq - valor de função em xps;
• xqN - ponto obtido pela iteração quase-Newton;
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• fpxqNq - valor de função em xqN ;
• xit - melhor ponto entre a etapa de busca padrão e a iteração quase-Newton, portanto
o ponto obtido na iteração;
• fpxitq - valor da função no ponto xit;
• αk - tamanho do passo ao final da iteração k;
• ηk - valor do termo de decréscimo não monótono utilizado na iteração k.
Acompanhando as primeiras iterações do método, temos na primeira linha da
Tabela 1 os dados iniciais k “ 0, e avaliando a função no ponto inicial x0 “ 3 obtemos o
valor de função fpx0q “ 25.79 (veja Figura 6). O tamanho do passo inicial é α0 “ 1 e o
termo de decréscimo não monótono, cuja sequência é pré-definida, e η0 “ 10´5. Para esses
testes adotamos o parâmetro de decréscimo suficiente γ “ 10´5 e ηk “ γ
k3
.
Estamos resolvendo um problema com apenas uma variável e restrições de
caixa, portanto, em todas as iterações, o passo de busca padrão testará as direções 1 e
´1, pois são as únicas possíveis. A partir de x0 “ 3, com tamanho de passo α0 “ 1, são
testados os pontos xptrial “ 4, o qual não é avaliado pois é inviável, e xptrial “ 2 que é
viável, e para o qual avaliamos o valor da função e obtemos fp2q “ 12. Como temos que
fp2q ă fp3q, a condição de decréscimo (4.3) é satisfeita e apenas uma iteração interna
é necessária, fazemos xps “ 2 e α1 “ 1 (veja ponto destacado em azul na Figura 6[a]) e
prosseguimos com a iteração quase-Newton, pois ocorreu decréscimo no valor da função
objetivo na etapa de busca padrão. A direção quase-Newton calculada excede os limites
da caixa, sendo necessário realizar o teste da razão, assim testamos o outro extremo do
intervalo xqNtrial “ ´3, obtendo o valor de função fp´3q “ 10.21. Como fp´3q ă fp3q,
finalizamos a iteração quase-Newton e fazemos xqN “ ´3 (veja ponto destacado em verde
na Figura 6[a]). Concluindo a iteração quase-Newton, comparamos o valor de função obtido
pela etapa de busca padrão e pela iteração quase-Newton. Como fpxqNq ă fpxpsq, o novo
iterando é x1 “ ´3 (veja Figura 6[a]). Avaliamos a função duas vezes, todos esse dados
podem ser observados na segunda linha da Tabela 1. Para finalizar a iteração, observe
que o sucesso na etapa de busca padrão foi obtido com apenas uma iteração interna, ou
seja, sem a necessidade de diminuir o tamanho do passo, então aumentamos o tamanho
do passo seguindo o Algoritmo 4, utilizando ρ “ 2, e como é a primeira iteração bem
sucedida, temos β “ 1, e assim obtemos αtrial “ 2, que será o tamanho de passo inicial
para a próxima iteração.
Iniciando a segunda iteração a partir de x1 “ ´3 (veja ponto destacado
em vermelho na Figura 6[b]), obtemos xps “ ´1 com valor de função fp´1q “ 2, e
α2 “ 2. Como a iteração foi bem sucedida com apenas uma iteração interna, produzindo
decréscimo real no valor da função objetivo, prosseguimos com a iteração quase-Newton.
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É possível testar o passo completo que resulta em xqN “ ´1.625, com valor de função
fp´1.625q “ 2.811 (veja Figura 6[b]). Comparando os valores de função obtidos em cada
etapa, verificamos que fpxpsq ă fpxqNq, logo o novo iterando é x2 “ ´1. Atualizando
o tamanho do passo, como temos dois sucessos consecutivos, com apenas uma iteração
interna em cada, β “ 2 e portanto, obtemos αtrial “ 8, finalizando a iteração.
Com tamanho de passo αtrial “ 8, a partir do ponto x2 “ ´1 em ambas
as direções do padrão, obtemos um ponto inviável, logo a iteração interna é finalizada
sem avaliar a função objetivo e o tamanho do passo é reduzido para o valor do último
passo que resultou em sucesso, ou seja αtrial “ 2, prosseguindo para a segunda iteração
interna com o novo tamanho de passo. Com esse tamanho de passo, as direções do padrão
retornam o ponto xptrial “ ´3, que não é testado pois já foi anteriormente avaliado, e o
ponto xptrial “ 1 que não satisfaz a condição de decréscimo não monótono (4.3). Assim, a
iteração interna é finalizada novamente sem sucesso e o tamanho de passo é reduzido para
αtrial “ 1. Os pontos tentativos são xptrial “ ´2 e xptrial “ 0. O primeiro ponto é testado,
porém não satisfaz a condição de decréscimo não monótono (4.3). Já no segundo ponto,
a função é avaliada e retorna NaN2, uma vez que o termo do ruído não está definido na
origem, sendo assim, o ponto é simplesmente descartado e o processo iterativo continua
normalmente. Logo, como a terceira iteração interna também é fracassada, o tamanho do
passo é reduzido para αtrial “ 0.5. Os pontos tentativos são xptrial “ ´1.5 e xptrial “ ´0.5;
ambos são avaliados e o decréscimo é obtido no ponto xps “ ´0.5, como pode ser observado
na Figura 6[c], assim, α3 “ 0.5.
Na iteração quase-Newton com o passo completo não é possível obter o decrés-
cimo simples no valor da função objetivo. Sendo assim, é realizada uma busca linear ao
longo da direção calculada, permitindo três reduções no tamanho do passo. Após avaliar a
função objetivo nesses três pontos sem sucesso, testamos a direção oposta, a qual retorna
o ponto xqN “ ´0.7411 com valor de função fpxqNq “ 1.587. A direção oposta é testada,
pois não temos garantias teóricas de que a direção quase-Newton calculada é uma direção
de descida. Por esse exemplo simples é possível verificar que de fato é válido testar ambas
as direções e não vale a pena investir muito em uma busca linear ao longo da direção
obtida, uma vez que esta pode não ser uma direção promissora. Comparando os valores
de função obtidos em cada etapa do método, é possível observar pela Figura 6[c] que
fpxpsq ă fpxqNq, logo x3 “ ´0.5, e como foi necessário reduzir o tamanho do passo, não
aumentamos o tamanho de passo inicial para a próxima iteração e αtrial “ α3 “ 0.5.
Como pode ser observado na Tabela 1 e na Figura 8, as próximas iterações
seguem o mesmo esquema, ocorrendo duas iterações internas por iteração. O resultado
vai sendo refinado até atingir o tamanho de passo αk ă 10´8 estipulado como critério
de parada, o que ocorre para k “ 25. O resultado final é apresentado na Figura 8[d].
2 Not a Number - é retornado pelo matlab como resultado de uma operação matemática não definida.
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Observe que o resultado obtido está dentro da tolerância dada pelo tamanho do passo.
Vale destacar que, a partir de k “ 16, o tamanho do passo fica menor do que a raiz
quadrada da precisão estipulada para o critério de parada, portanto não realizamos mais a
iteração quase-Newton, pois a direção gerada é muito pequena e, como podemos observar
na Figura 8, os pontos obtidos pela etapa de busca padrão conseguem filtrar o ruído com
mais eficiência, sendo assim o custo dessa iteração não vale a pena.
5.2 Testes comparativos preliminares
Para os primeiros experimentos comparativos, consideramos todos os problemas
sujeitos a restrições lineares e restrições de caixas extraídos de [28], totalizando 32 proble-
mas. As principais informações de cada problema e sua correspondência com a numeração
de [28] podem ser consultadas na Tabela 2. Todos os problemas foram implementados em
matlab.
Primeiramente, resolvemos os problemas exatamente como foram propostos,
ou seja, embora em muitos casos os problemas sejam de difícil solução, a função objetivo é
suave e sem ruído. Os resultados são analisados na Seção 5.2.1.
Na Seção 5.2.2, apresentamos os resultados obtidos considerando problemas
com ruído, criados a partir dos problemas suaves de [28], adicionando um ruído artificial à
função objetivo de modo a satisfazer a teoria de convergência do PSIFA.
Em todos os testes os parâmetros que utilizamos no PSIFA foram: α0 “ 1,
ε0 “ 1, p “ 1.5, ρ “ 2, γ “ 10´5, η0 “ γ, e ηk “ γ
k3
, o critério de parada é αk ă 10´8 ou
até atingir o orçamento estipulado (número máximo de avaliações de função permitido).
Comparamos os métodos utilizando performance profiles [17] e data profiles [44].
Em todos os métodos utilizamos um orçamento de no máximo 2000 avaliações de função
e critérios de parada equivalentes. A seguir, apresentamos os resultados utilizando os
seguintes valores para o parâmetro de tolerância: τ “ 10´1, τ “ 10´3 e τ “ 10´5, em que
τ é tal que:
fpxq ď fL ` τpfpx0q ´ fLq,
com fL o menor valor obtido pelos métodos sob comparação.
5.2.1 Problemas da literatura
O algoritmo PSIFA foi desenvolvido para resolver problemas com ruído na
função objetivo e portanto seu desempenho ao aplicá-lo para problemas sem ruídos pode
ser inferior comparado a métodos com derivadas ou que não se preocupam com o ruído e
assumem que a função é suave, como o pattern search. Isso ocorre pois estratégias utilizadas
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para filtrar o ruído podem resultar em avaliações de função desnecessárias em muitos casos.
No entanto, problemas sem ruídos também estão cobertos pela teoria de convergência do
método, sendo portanto natural analisar o comportamento do método quando aplicado à
resolução desses problemas.
Os gráficos de performance profiles e data profiles referentes ao conjunto de
testes sem ruído podem ser observados na Figura 9. É interessante ver que o algoritmo
PSIFA se mostrou bastante robusto e eficiente, independentemente do valor do parâmetro
de tolerância τ , como pode ser acompanhado na Tabela 6.
O PSIFA foi o método mais eficiente independentemente da tolerância τ
considerada. Para τ “ 10´1, 24 dos 32 problemas atingem a precisão com o menor número
de avaliações de função, o que representa uma eficiência de 75% contra 15.62% do pattern
search (5 problemas) e 9.37% do IMFIL (3 problemas). Diminuindo a tolerância para
τ “ 10´3, a eficiência do PSIFA é de 68.75%, contra 25% do pattern search e 6.25% do
IMFIL. Com a exigência maior dada pela tolerância τ “ 10´5, temos uma eficiência de
62.5% para o PSIFA, 25% para o pattern search, 6.25% para o IMFIL enriched e 6.25%
para o IMFIL.
Quanto à robustez, o PSIFA só perde para o pattern search para a maior
tolerância considerada, ou seja, para τ “ 10´1, onde o pattern search resolve 96.9% dos
problemas (31 problemas resolvidos) contra 93.75% do PSIFA (30 problemas resolvidos).
O IMFIL (enriched) consegue resolver 68.75% dos problemas (22 problemas) e o IMFIL
resolve apenas 43.75% dos problemas (14 problemas). Ao aumentar a exigência sobre a
qualidade da solução todos os métodos perdem um pouco da robustez. O PSIFA apresenta
os melhores resultados; para τ “ 10´3 mantém a robustez resolvendo 93.75% dos problemas,
enquanto a robustez do pattern search cai para 78.12%, a do IMFIL (enriched) cai para
62.5% e a do IMFIL fica em 37.5%. Para τ “ 10´5, a robustez do PSIFA é de 78.1%, a
do pattern search é de 68.75%, a do IMFIL (enriched) é de 53.1% e a do IMFIL fica em
31.25%. Todos esses dados podem ser observados na Figura 9 e na Tabela 6.
Pelos resultados apresentados fica claro que, embora o foco do PSIFA seja
resolver problemas com ruído, seu desempenho para problemas suaves pode ser muito bom.
Considerando τ “ 10´1, aproximadamente 60% dos problemas são resolvidos com menos
de 30 avaliações de função e mais de 90% deles com menos de 100 avaliações de função, o
que para o pattern search ocorre em menos de 70% dos casos. Além disso, é evidente que
o PSIFA fornece os resultados mais precisos, em relação aos demais métodos testados, o
que pode ser observado através do bom desempenho ao diminuir o valor do parâmetro de
tolerância τ .
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5.2.2 Problemas com ruído
Os problemas com ruído foram criados a partir do primeiro conjunto de testes,
adicionando um ruído artificial à função objetivo. Esse ruído foi gerado de modo a satisfazer
a teoria de convergência tanto do PSIFA quanto do IMFIL. Seja f a função objetivo para
o problema suave de [28], a função objetivo do problema com ruído é dada por
fn “ fpxq ` µp}x´ x‹}29|cosp80}x´ x‹}q|q, (5.2)
onde x‹ é a solução do problema reportada em [28], e µ é o nível de ruído considerado,
tal perturbação foi baseada no exemplo proposto em [44]. Observe que o termo do ruído
é não suave devido ao módulo no cosseno e tende a zero ao se aproximar da solução x‹.
Além disso, o cosseno produz infinitos minimizadores locais, causando o efeito desejado.
Ilustramos o efeito desse ruído em uma parábola na Figura 10[a] e o zoom próximo da
solução na Figura 10[c], e para uma função de duas variáveis temos as curvas de nível de
uma função quadrática na Figura 11[a].
Os testes foram realizados com dois níveis de ruído, µ “ 0.01 (Figura 12 e
Tabela 7) e µ “ 0.05 (Figura 13 e Tabela 8). Analogamente à análise realizada na seção
anterior, observamos pelas tabelas e gráficos de performance profiles e data profiles, que
o PSIFA foi o mais robusto e eficiente dos métodos testados, para todos os valores do
parâmetro τ considerados. Comparando as Figuras 12 e 13, vemos que o desempenho do
PSIFA é ainda melhor ao aumentarmos o nível de ruído, o que indica que as estratégias
utilizadas para trabalhar com os ruídos são válidas e eficientes.
É interessante observar que, mesmo o IMFIL sendo um método desenvolvido
para trabalhar com problemas contendo ruídos, seu desempenho na resolução dos problemas
testados é bem ruim. Com a versão do método sem as direções geradas pelo PSIFA, mesmo
considerando uma precisão pior, da ordem de 10´1, aproximadamente 40% dos problemas
são resolvidos, um desempenho muito ruim uma vez que, com a mesma precisão, o PSIFA
resolve praticamente todos os problemas e o pattern search, que não possui estratégias para
trabalhar com ruídos, resolve 93.75% dos problemas. Assim, fica evidente a importância
de investir no cálculo de direções de busca adequadas às características do problema que
estamos resolvendo.
5.3 Restrições lineares degeneradas
A teoria de convergência do PSIFA engloba também o caso degenerado, sem
a necessidade de nenhuma estratégia diferenciada para gerar as direções de busca. Para
testar o desempenho do método na resolução dessa classe de problemas, como proposto
em [4], definimos o conjunto viável por cones poliedrais 3D com controle do número de
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faces geradas e vértice na origem, como ilustrado na Figura 14. O conjunto viável é então
dado por tx P R3 | Ax ě 0u, onde a i-ésima linha da matriz A P Rmˆ3 é o vetor
Api, :qT ”
¨˚
˚˚˚˚
˚˝˚˚
sen
ˆ
2pi
m
i
˙ˆ
cos
ˆ
2pi
m
˙
´ 1
˙
´ cos
ˆ
2pi
m
i
˙
sen
ˆ
2pi
m
˙
cos
ˆ
2pi
m
i
˙ˆ
1´ cos
ˆ
2pi
m
˙˙
´ sen
ˆ
2pi
m
i
˙
sen
ˆ
2pi
m
˙
rsen
ˆ
2pi
m
˙
‹˛‹‹‹‹‹‹‹‚
, i “ 1, . . . ,m.
O número de faces varia em m P t4, 5, 6, 9, 12, 15, 18u e a abertura das arestas é controlada
pelo parâmetro r P t0.1, 1, 10u, o que resulta em 21 instâncias para o conjunto viável.
Duas possibilidades foram escolhidas para compor a parte suave da função
objetivo, de forma que a solução do problema estivesse na origem, sendo portanto um
problema degenerado. A primeira opção para fs é a função quadrática
fQs pxq “ x21 ` x22 ` px3 ` 1q2, (5.3)
que é contínua e está definida em R3; a segunda opção para fs é a função
fNs pxq “
mÿ
i“1
a
Api, :qx, (5.4)
cujo domínio varia de acordo com o conjunto viável. É interessante observar que a função
fNs é não diferenciável na origem e, portanto, não satisfaz as hipóteses teóricas da análise
de convergência do método.
Para o ruído, também foram consideradas duas possibilidades, a primeira como
definida em (5.2), satisfazendo todas as hipóteses teóricas, com µ “ 0.05. O segundo
caso considerado foi um ruído branco, com amplitude aleatória, constante por partes
em uma malha 3D de tamanho 0.05, e uniformemente gerado no intervalo r´0.05, 0.05s.
Consequentemente, não é possível apresentar uma expressão analítica para esse ruído. No
entanto, para fins de reprodutibilidade, detalhamos as etapas da geração utilizada a seguir.
Inicialmente, definimos o intervalo para cada uma das variáveis no qual o ruído
foi gerado. Como restrição de caixa do problema temos que 0 ď x3 ď 1, e assim o conjunto
viável fica limitado de forma que, ´10 ď x1 ď 10 e ´10 ď x2 ď 10, para todas as 21
instâncias do conjunto viável consideradas, portanto o ruído foi gerado dentro dessa caixa.
Em seguida, definimos três vetores, um para cada variável, contendo a discreti-
zação dos intervalos. Por exemplo, com uma malha de tamanho 0.05 e utilizando a notação
do matlab, os vetores foram definidos da seguinte forma
x1 “ r´10 : 0.05 : 10s, x2 “ r´10 : 0.05 : 10s e x3 “ r0 : 0.05 : 1s.
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Sejam a, b e c as dimensões dos vetores x1, x2 e x3 respectivamente. O ruído branco foi
armazenado em um tensor Φ de dimensão aˆ bˆ c. Para obtermos um ruído contendo
valores positivos e negativos geramos dois tensores auxiliares de mesma dimensão, da
seguinte forma
Φ1 “ µˆ randpa, b, cq e Φ2 “ µˆ onespa, b, cq.
Note que Φ1 tem elementos aleatórios no intervalo r0, µs e Φ2 tem todos os elementos
iguais a µ. Assim, definindo
Φ “ 2Φ1 ´ Φ2,
os elementos do ruído assumem valores no intervalo r´µ, µs.
Uma vez gerado o ruído branco, ao avaliar a função objetivo, este é adicionado
ao valor de fs de acordo com a malha considerada em sua construção. Suponha que
queremos calcular o valor de fpx, y, zq. Primeiramente, detectamos nos vetores x1, x2 e x3
os valores que mais se aproximam de x, y e z; localizados esses valores, registramos suas
posições de armazenamento, denotadas por i, j e k, respectivamente. Assim, o valor da
função com o ruído branco é dado por
fpx, y, zq “ fspx, y, zq ` Φi,j,k.
Para ambas as escolhas de fs, a solução sem o ruído é a origem, e isso se
mantém com o ruído artificial, no entanto, como o ruído branco não se anula na solução
de fs, esta pode mudar. Observe as características de cada tipo de ruído aplicado a uma
função quadrática unidimensional na Figura 10, e nas curvas de nível de uma função
quadrática bidimensional na Figura 11.
5.3.1 Ruído não suave
Vamos analisar os resultados obtidos pelos métodos na resolução do conjunto
de problemas com o ruído não suave, restrições degeneradas e as duas funções descritas
acima. Observe pela Figura 10[a] e pelo zoom na Figura 10[c] que o ruído produz infinitos
minimizadores locais que podem ser obtidos como solução pelos métodos. Além disso, a
função é não diferenciável em todos esses pontos. O mesmo pode ser observado na curva
de nível da Figura 11[a]. Observe também que a amplitude do ruído diminui conforme nos
aproximamos da solução do problema, o que está de acordo com a teoria de convergência
do PSIFA e do IMFIL.
Os resultados obtidos para a função objetivo quadrática (5.3) podem ser
observados na Figura 15 e nas Tabelas 9 e 13. Para todos os métodos o ponto inicial é
dado por
x0 “
ˆ
r
2 cos
ˆ
2pi
m
˙
,
r
2sen
ˆ
2pi
m
˙
, 1
˙T
.
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Este ponto foi escolhido de forma a estar sempre estritamente no interior do conjunto
viável. Pelos gráficos de performance e data profiles na Figura 15 observa-se que o PSIFA
só perde em eficiência para τ “ 10´1, indicando que o método obtém resultados mais
precisos com um número menor de avaliações de função, evidenciado pelos resultados da
Tabela 13.
Além disso, fica evidente na Tabela 9 que o PSIFA é o método que melhor se
aproxima da solução do problema. Note que }x‹} ă 10´7 para todos os problemas, sendo
que o tamanho do passo utilizado como critério de parada é α ă 10´8, ou seja, o método
convergiu para a solução em 100% dos problemas. Isso indica que o método não ficou
preso em minimizadores locais produzidos pelo ruído, uma vez que a distância da solução
em todos os casos é condizente com o critério de parada utilizado.
Para a função objetivo com a parte suave dada por (5.4), os resultados podem
ser observados na Figura 16 e nas Tabelas 10 e 14. Com base nos gráficos da Figura 16,
nota-se que o desempenho do PSIFA foi muito superior ao dos demais métodos. Com
τ “ 10´1, a eficiência é de 76.19% contra 23.81% do pattern search, que consegue uma
robustez de apenas 47.14% dos problemas resolvidos e cai para apenas 9.52% com τ “ 10´3,
enquanto o PSIFA resolve todos os problemas em ambos os casos. O IMFIL consegue
resolver apenas 4.76% dos problemas, para τ “ 10´1 e 10´3, e somente o PSIFA consegue
resolver os problemas para τ “ 10´5, como pode ser constatado nas Tabelas 10 e 14.
Esse resultado é bastante expressivo, uma vez que esta função não satisfaz
todas as hipóteses teóricas, pois não é diferenciável na origem. Além disso, a função
considerada só está definida se as restrições forem estritamente satisfeitas. Porém, na
prática, trabalhamos com tolerâncias. Neste caso adotamos uma tolerância de 10´10 para
violação das restrições, e eventualmente dentro da tolerância estipulada, Api, :qx ă 0
retornando um valor de função complexo, o que provavelmente deve ter ocasionado o
mau desempenho do pattern search, que não está preparado para trabalhar com falhas. O
PSIFA consegue facilmente superar essas falhas e seguir com o processo de otimização,
chegando à solução desejada, novamente atingindo uma distância da origem de acordo
com o esperado pelo critério de parada (cf. Tabela 10).
5.3.2 Ruído branco
O ruído branco é o mais comum em situações práticas, originado por erros de
arredondamento ou falta de precisão nos dados do problema. É um ruído para o qual não
temos a expressão analítica. Além disso, ele não satisfaz as hipóteses teóricas necessárias
para provar a convergência do método. Entretanto, é interessante analisar o comportamento
dos métodos na resolução de problemas com esse tipo de ruído, tendo em vista seu caráter
prático. Nas Figuras 10 e 11 fica claro que o efeito causado na função pelo ruído branco
é bem maior do que no primeiro tipo de ruído considerado, uma vez que pode mudar a
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solução do problema e a não continuidade é evidente, deixando o problema muito mais
difícil de ser resolvido.
Os resultados obtidos pelos métodos para esse ruído associado à função (5.3)
estão na Figura 17 e nas Tabelas 11 e 15. É possível constatar, pelos gráficos e tabelas,
que o PSIFA é o único método que consegue resolver 100% dos problemas para todos os
valores de τ considerados. Em relação à eficiência, o pattern search é ligeiramente melhor
para esse conjunto de problemas. No entanto, observando os resultados finais na Tabela
11, fica claro que o PSIFA é o método cujos pontos finais mais se aproximam da origem,
solução original do problema, sendo assim, demonstra eficiência em filtrar os ruídos e
trabalhar com as restrições degeneradas.
Para a função (5.4), os resultados podem ser observados na Figura 18 e nas
Tabelas 12 e 16. Novamente, assim como para o ruído não suave, fica claro que o fato
do PSIFA estar preparado para lidar com as falhas é um diferencial para a qualidade
da solução obtida, uma vez que seu desempenho foi muito superior aos demais métodos,
independentemente do valor do paramêtro τ utilizado. Porém, ao aumentar a precisão,
vemos que o método se sobressai ainda mais em relação aos demais métodos. No geral,
o IMFIL é pouco eficiente na resolução desses problemas, uma vez que na maioria dos
casos a robustez é menor que 40%. Para esse conjunto específico, nenhum problema foi
resolvido pelo método, ainda que este também esteja preparado para lidar com as falhas. A
dificuldade do IMFIL neste caso reside nas restrições, que provocam um efeito muito grande
nessa coleção de problemas, uma vez que além de serem degeneradas, estão presentes
na definição da função. O uso das direções geradas pelo PSIFA no IMFIL melhoram
significativamente o desempenho do método, ainda que com muito menos eficiência (cf.
Tabela 16).
5.4 O problema do Oscilador Harmônico Amortecido
Existem diversas situações práticas para as quais conhecemos um modelo físico
geral para representá-las. Porém, com informações pouco precisas, vindas de simulações e
experimentos práticos, ajustar os parâmetros do modelo de modo a descrever, da melhor
forma possível, a situação em questão não é uma tarefa trivial. Esse tipo de problema é
conhecido como problema de identificação de parâmetros (PID - parameter identification)
e pode ser modelado como um problema de otimização.
O termo PID é utilizado de forma mais geral para qualquer situação onde
existe uma certa liberdade de escolhas para determinados parâmetros. Além de ajustes
de modelos, outra aplicação bastante comum neste contexto é o ajuste de parâmetros
de algoritmos, os quais em geral possuem parâmetros livres ou sujeitos a restrições que
fornecem uma certa liberdade de escolha do ponto de vista teórico; uma escolha otimizada
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para estes parâmetros pode influenciar drasticamente no desempenho do algoritmo.
Métodos sem derivadas são os mais indicados, e em muitos casos, são a única
opção, para resolver esse tipo de problema de otimização. O principal motivo é que
muitas vezes não é possível obter uma expressão explícita para a função objetivo, o que
impossibilita o cálculo e uso das derivadas. Além disso, é fácil perceber que o custo de
avaliar a função objetivo é muito alto, pois pode envolver simulações complexas, bem
como a resolução de diversos problemas para poder otimizar os parâmetros desejados.
Neste contexto, problemas de identificação de parâmetros constituem uma
aplicação ideal, que representa bem a classe de problemas que desejamos resolver com o
PSIFA. Observe que, além do alto custo de avaliação da função objetivo, as informações
vindas de simulações são pouco precisas e muito vulneráveis a erros que caracterizam os
ruídos, acrescentando-se ainda a possibilidade de falhas, situações que são contornadas
pelo algoritmo PSIFA. Uma aplicação interessante e acessível, para a qual é possível impor
restrições lineares, é o problema do oscilador harmônico amortecido, proposto por Kelley
em [32], em que impôs apenas restrições de caixa ao problema.
O oscilador harmônico é um modelo matemático para o movimento de uma
partícula em torno de uma força central (ver, por exemplo, [19]). Esse movimento de vai e
vem é caracterizado por uma função harmônica. Considerando a segunda lei de Newton,
temos que a expressão que descreve o oscilador harmônico simples é dada pela seguinte
equação diferencial
my2 ` κy “ 0, (5.5)
onde m é a massa da partícula em movimento, yptq é a distância à origem do sistema em
um instante de tempo t, e κ é uma constante positiva.
Se no oscilador atuar uma força contrária ao movimento, e proporcional à velo-
cidade, teremos um oscilador harmônico amortecido, representado pela equação diferencial
my2 ` µy1 ` κy “ 0, (5.6)
onde µ é uma constante positiva.
A equação (5.6) descreve todo tipo de movimento caracterizado como oscilador
harmônico amortecido. O que muda em cada caso são as constantes, as quais estamos
interessados em determinar, de modo a descrever a situação real simulada ou observada.
5.4.1 Formulação do problema
Na prática, são conhecidos valores numéricos observados ou computados para
yptq em diferentes instantes de tempo, que são os valores reais. O objetivo é modelar a
equação (5.6) determinando as constantes µ e κ de forma que a solução da equação (5.6),
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para o instante de tempo t, se aproxime do valor real yptq. Vamos inicialmente analisar a
solução analítica desta equação diferencial.
Primeiramente, podemos reescrever a equação (5.6) da seguinte forma
y2 ` 2ν y1 ` ω2 y “ 0, (5.7)
onde 2ν “ µ
m
e ω2 “ κ
m
. Assim (5.7) é uma equação diferencial linear homogênea de
segunda ordem com coeficientes constantes, cuja resolução é simples (veja [19, Seção 4.2.2])
e o comportamento da solução depende das raízes da equação característica que é dada
por
λ2 ` 2νλ` ω2 “ 0. (5.8)
Mais especificamente, estamos interessados no sinal do discriminante da equação (5.8),
que é dado por
∆ “ 4ν2 ´ 4ω2. (5.9)
Temos três possibilidades para o sinal de ∆:
i) ∆ “ 0 - Ocorre quando ν “ ω; a equação característica possui uma raiz real com
multiplicidade 2, originando o amortecimento crítico;
ii) ∆ ą 0 - Ocorre quando ν ą ω; a equação característica possui raízes reais e distintas,
originando o amortecimento forte;
iii) ∆ ă 0 - Ocorre quando ν ă ω; a equação característica possui raízes complexas
conjugadas, originando o amortecimento oscilatório.
As raízes da equação (5.8) são dadas pela expressão
λ “ ´2ν ˘ 2
?
ν2 ´ ω2
2 “ ´ν ˘
?
ν2 ´ ω2. (5.10)
Oscilalor harmônico crítico: De (5.10) temos que λ “ ´ν, logo a solução geral para a
equação diferencial (5.7) é
yptq “ e´νtpC1 ` C2tq, (5.11)
onde as constantes C1 e C2 são determinadas a partir das condições iniciais do problema.
Oscilador harmônico forte: De (5.10), como ν ą ω, as raízes são reais e distintas e a
solução geral de (5.7) é dada por
yptq “ C1e´ν`
?
ν2´ω2t ` C2e´ν´
?
ν2´ω2t, (5.12)
onde as constantes C1 e C2 são determinadas a partir das condições iniciais do problema.
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Oscilador harmônico oscilatório: De (5.10), como ν ă ω, as raízes são complexas
conjugadas e a solução geral de (5.7) é
yptq “ e´νtpC1cosp
a|ν2 ´ ω2|tq ` C2senpa|ν2 ´ ω2|tqq, (5.13)
onde as constantes C1 e C2 são determinadas a partir das condições iniciais do problema.
5.4.1.1 O problema de otimização
Queremos determinar os parâmetros pν, ωq do modelo geral do oscilador harmô-
nico amortecido (5.7), com condições iniciais ypt0q “ y0 e y1pt0q “ y10, de modo a obter a
expressão que melhor se aproxime da situação prática, simulada ou observada, para a qual
temos um conjunto de valores yi ” yptiq, para i “ 1, ...,M , medidos em um intervalo de
tempo rt0, tf s, isto é, t0 ă ti ď tf , i “ 1, . . . ,M .
Função objetivo
A função objetivo do problema de otimização consiste no seguinte problema de
quadrados mínimos não lineares
fpν, ωq “ 12
Mÿ
i“1
pypti : ν, ωq ´ yiq2 , (5.14)
onde ypti : ν, ωq é a solução numérica obtida para o problema de valor inicial para cada
um dos instantes de tempo ti P rt0, tf s, i “ 1, ...,M , em termos dos parâmetros pν, ωq.
Observe que a função objetivo (5.14) possui um ruído inerente ao problema, o
qual é originado pela possível falta de precisão nos dados observados yi e também pelo erro
associado à resolução numérica da equação diferencial. Além disso, o custo computacional
de avaliar a função objetivo é alto, uma vez que envolve a resolução numérica de uma
equação diferencial.
Restrições lineares
As restrições do problema variam de acordo com o tipo de amortecimento
presente na situação a ser modelada. Por razões teóricas, temos que ν ě 0 (parâmetro
associado à condição de amortecimento) e ω é livre, assim as restrições do problema são
dadas por
ν ě 0 e
$’&’%
ν ´ ω “ 0 amortecimento crítico,
ν ´ ω ě 0 amortecimento forte,
ν ´ ω ď 0 amortecimento oscilatório.
5.4.2 Experimentos Numéricos
Para os experimentos numéricos, construímos uma solução para cada um dos
casos, com escolhas apropriadas para pν, ωq, de modo a obter cada um deles. A Figura 19
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ilustra o gráfico da solução considerada nos experimentos em cada uma das situações. Os
detalhes serão discutidos juntamente com os resultados obtidos.
O problema de valor inicial considerado nos três casos foi
PV I
$’’’’&’’’’%
y2 ` 2ν y1 ` ω2 y “ 0,
yp0q “ 0,
y1p0q “ 5,
t P r0, 10s.
(5.15)
O intervalo r0, 10s foi discretizado de modo que ti “ pi ´ 1q{100, i “ 1, . . . , 101. Consi-
deramos duas amostras da solução verdadeira, construídas pela avaliação nos pontos da
discretização. A primeira foi constituída pelo valor exato da solução construída, avaliada
para cada ti da discretização, ou seja, yi “ yptiq, i “ 1, . . . , 101, como podemos ver
na Figura 20. A segunda amostra foi uma perturbação aleatória da ordem de 10´3 em
cada ponto da primeira amostra, com os diferentes casos ilustrados na Figura 21. Essa
perturbação visa contemplar o ruído presente nos dados do problema. Note que, esse tipo
de ruído altera a solução construída para o problema. No entanto, como a definição da
função objetivo vem de um problema de quadrados mínimos, o nível de dificuldade para
resolver o problema é o mesmo, independentemente do ruído presente nos dados.
Para calcular a função objetivo (5.14), os valores ypti : ν, ωq são obtidos por
meio da rotina ode15s do matlab, com tolerância tol “ 10´3 ou tol “ 10´2. O orçamento
considerado foi 200 avaliações de função e a precisão do critério de parada é αk ď 10´5.
De modo a verificar computacionalmente a propriedade de convergência global
do método e comparar o desempenho com outros métodos, foi gerado um conjunto contendo
100 pontos iniciais aleatoriamente distribuídos no conjunto viável de cada problema. Os
resultados obtidos pelo PSIFA foram comparados, utilizando performance profiles e data
profiles, com os do pattern search, e a versão de quadrados mínimos para o IMFIL e IMFIL
enriched, com a opção no código para a atualização da Hessiana via Levenberg-Marquardt.
5.4.2.1 Oscilador harmônico crítico
A equação do oscilador harmônico crítico considerada nestes experimentos é
dada por
y2 ` 2 y1 ` y “ 0. (5.16)
Logo, os parâmetros ótimos que queremos recuperar são ν “ 1 e ω “ 1. A solução de
(5.16) com condições iniciais dadas por (5.15) está ilustrada na Figura 19[a], e sua equação
é dada por
yptq “ 5 e´t t. (5.17)
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A partir dos dois conjuntos de dados, sem ruído na Figura 20[a] e com ruído na
21[a], podemos combinar as duas precisões para a resolução numérica da EDO considerada,
tol “ 10´3 e tol “ 10´2, originando assim quatro instâncias do problema do oscilador
harmônico crítico:
• Versão 1: Sem ruído nos dados e precisão tol “ 10´3;
• Versão 2: Sem ruído nos dados e precisão tol “ 10´2;
• Versão 3: Com ruído nos dados e precisão tol “ 10´3;
• Versão 4: Com ruído nos dados e precisão tol “ 10´2.
As superfícies-gráfico da função objetivo do problema de otimização para cada
um desses casos estão na Figura 22, e as respectivas curvas de nível estão na Figura 23,
na qual a reta vermelha representa a restrição do problema, que no caso do oscilador
harmônico crítico é uma restrição de igualdade.
É possível observar pelos gráficos (Figuras 22 e 23) que o ruído nos dados
altera pouco a função objetivo, enquanto que ao aumentarmos o nível de ruído associado
à resolução numérica da EDO, aumentando o valor de tol, o efeito na função objetivo é
maior. Isso pode ser notado pela diferença entre as superfícies e curvas de nível.
Na Figura 58[a], ilustramos o comportamento do algoritmo PSIFA na resolução
das quatro versões descritas do problema do oscilador harmônico crítico, partindo do ponto
inicial x0 “ p26.278, 26.278qT com valor de função inicial fpx0q “ 31.23. As informações
detalhadas estão na Tabela 29 para a versão 1, na Tabela 30 para a versão 2, na Tabela 31
para a versão 3 e na Tabela 32 para a versão 4.
Analisando as tabelas, vemos que em todas as versões do problema a iteração
quase-Newton forneceu um valor de função objetivo melhor que o da etapa de busca
padrão em 3 iterações, e de fato podemos ver que essa busca acelera a convergência do
método. Observe, por exemplo, a segunda iteração k “ 2, onde o ponto obtido pela etapa
de busca padrão foi xps “ p23.278, 23.278qT , enquanto o passo quase-Newton obteve o
ponto xqN “ p12.639, 12.639qT , que é um ponto muito melhor levando em consideração
que deseja-se convergir para o ponto x‹ “ p1, 1qT . Vale lembrar que o problema possui
uma restrição de igualdade e, portanto, a direção quase-Newton foi projetada no núcleo
dessa restrição de modo a garantir sua viabilidade.
Outro diferencial do nosso método, que pode ser observado claramente nas
tabelas, é o papel da extrapolação do passo para acelerar a convergência. Note que, o
tamanho de passo na terceira iteração é α3 “ 8, e na próxima iteração começa a diminuir,
pois está próximo da solução do problema. Em geral, observamos que, sempre que o
ponto inicial está distante da solução, ocorre a expansão do tamanho do passo até o
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iterando estar próximo o suficiente da solução. Isso fornece estabilidade para o método,
que independentemente do ponto inicial, converge para a solução com um número de
avaliações de função aproximadamente constante, e com uma variação muito pequena no
tempo de execução.
Observe na Figura 58[a] que o comportamento do método praticamente não
muda até atingir o valor de função da ordem de 10´4, e o resultado é semelhante para
os demais pontos iniciais testados. Isso indica que, dentro da tolerância considerada para
gerar os gráficos de data profiles e performance profiles, não há mudanças significativas nos
resultados obtidos para as diferentes versões consideradas. Sendo assim, por simplicidade,
para o caso do oscilador harmônico crítico será realizada uma análise conjunta dos
resultados obtidos nas quatro versões do problema.
As Figuras 24 (versão 1), 26 (versão 2), 28 (versão 3) e 30 (versão 4) ilustram a
convergência de cada método a partir dos pontos iniciais gerados. Cada gráfico representa
um método, os pontos em laranja representam os pontos iniciais gerados que estão
conectados aos pontos verdes para o qual o método convergiu partindo deste ponto. Devido
à necessidade de partir de pontos viáveis, todos os pontos iniciais foram gerados em cima
da restrição. Note que, exceto pelo IMFIL, gráficos [c] nas respectivas figuras, todos os
métodos convergem para a solução construída para o problema. No caso do IMFIL, sem
as direções geradas pelo PSIFA, a restrição linear de igualdade origina falhas ao avaliar
a função objetivo, uma vez que esta versão do método não possui direções de busca
adequadas para se mover mantendo a viabilidade dos pontos. Portanto, o método fica
estagnado no ponto inicial em todos os casos.
Nas Figuras 25, 27, 29 e 31 temos os gráficos de performance e data profiles,
para as versões 1, 2, 3 e 4 respectivamente, e as Tabelas 17, 18, 19 e 20 apresentam os dados
de eficiência e robustez associados aos gráficos. É possível observar que, embora todos os
métodos, exceto o IMFIL, consigam convergir em praticamente 100% dos pontos iniciais,
o PSIFA é o mais eficiente. Para a versão 1, por exemplo, com τ “ 10´1, o PSIFA utiliza
o menor número de avaliações de função em 87% dos pontos e em 94% para τ “ 10´3.
O oscilador harmônico crítico é o de mais fácil resolução entre os problemas
considerados, uma vez que a restrição de igualdade do problema limita o conjunto de
direções viáveis, bastando apenas duas direções para descrever positivamente o núcleo
da restrição. Sendo assim, os métodos que constróem adequadamente essas restrições
convergem rapidamente para a solução e portanto o efeito do ruído em todos os casos
é desprezível, embora influencie na precisão da solução final obtida, como mostrado na
Figura 58[a].
Nas Figuras 32 e 33 apresentamos os tempos de execução, para cada um
dos pontos iniciais, considerando τ “ 10´1 e 10´3 respectivamente. Ambas as figuras
apresentam essencialmente os mesmos resultados, uma vez que o valor de τ é considerado
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para penalizar os métodos que não convergem para um determinado problema e, nestes
casos, o valor de τ pouco influenciou no resultado. Observe que o tempo de resolução é
muito pequeno para todos os casos considerados. Assim, em termos de tempo de execução,
dado um conjunto adequado de direções de busca, todos os métodos são competitivos. É
importante deixar claro que, em métodos sem derivadas, o custo das iterações é medido
através do número de avaliações de função. No entanto, julgamos importante apresentar o
tempo de execução para fornecer ao leitor uma perspectiva comparativa, entre os métodos,
da ordem de grandeza do tempo demandado em cada caso.
5.4.2.2 Oscilador harmônico forte
A equação do oscilador harmônico forte considerado nestes experimentos é
dada por
y2 ` 3 y1 ` 5 y “ 0. (5.18)
Logo, os parâmetros ótimos que queremos recuperar são ν “ 3 e ω “ ¯?5. A solução de
(5.18) com condições iniciais dadas por (5.15), ilustrada na Figura 19[b], é
yptq “ 54 pe
´t ´ e´5 tq. (5.19)
Assim como para o oscilador harmônico crítico, também temos duas amostras
da solução, em 20[b] sem ruído nos dados e em 21[b] com o ruído branco aleatório da
ordem de 10´3. Testaremos quatro versões do problema do oscilador harmônico forte, com
as mesmas características já descritas no caso crítico.
As superfícies-gráfico da função objetivo do problema de otimização para as
quatro versões do problema do oscilador harmônico forte estão na Figura 34, e as curvas
de nível estão na Figura 35. Novamente observe que o ruído que mais perturba a função é
o associado à precisão da solução numérica da equação diferencial, gráficos na segunda
coluna das figuras, o que era esperado pela natureza do ruído. Além disso, note que o
problema possui diversos minimizadores locais e dois minimizadores globais que são a
solução desejada, e com uma restrição de desigualdade o problema deixa de ser tão simples
como no caso do oscilador harmônico crítico.
Na Figura 58[b], temos o comportamento do algoritmo PSIFA para as qua-
tro versões do problema do oscilador harmônico forte partindo do ponto inicial x0 “
p26.061, 24.519qT com valor de função inicial fpx0q “ 2.065. Os detalhes das iterações
estão nas Tabelas 33, 34, 35 e 36 para as versões 1, 2, 3 e 4 respectivamente. Pela Figura
58[b] podemos ver que o desempenho do método tem uma alteração significativa ao mudar
a versão do problema considerada, o que mostra que o problema do oscilador harmônico
forte é mais sensível às variações na função objetivo. Sendo assim, vamos analisar cada
uma das versões do problema separadamente.
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Versão 1: Sem ruído nos dados e precisão tol “ 10´3
Esta é a versão menos ruidosa do problema e, portanto, é aquela para a qual
esperamos obter os resultado mais precisos. Na Figura 36 podemos observar a convergência
dos quatro métodos testados. Na figura vemos que o PSIFA e o pattern search convergem
para a região de uma das soluções desejadas para todos os problemas. O mesmo não
acontece com o IMFIL, para o qual, em ambas as versões, o método não converge para
algumas escolhas de ponto inicial, em geral os que estão mais distantes da solução desejada.
Na Figura 37 temos os gráficos de performance profiles e data profiles e a
Tabela 21 contém os dados de eficiência e robustez associados. Para esse problema podemos
ver que o pattern search é mais eficiente, resolvendo 65% dos problemas com o menor
número de avaliações de função para τ “ 10´1, e atingindo a robustez de 100%. Tomando
τ “ 10´3, o pattern search mantém aproximadamente a mesma eficiência, mas perde em
robustez resolvendo 94% dos problemas. Quanto ao PSIFA, a eficiência é de 35% para
τ “ 10´1 e 28% para τ “ 10´3, no entanto consegue manter a robustez de 100% dos
problemas resolvidos para ambos os casos.
Pela Figura 37, fica claro que o IMFIL não teve um bom desempenho, em
ambas as versões do método, o que já era evidente pela Figura 36, na qual observamos
que não ocorre a convergência para diversas escolhas de pontos iniciais. Vemos na Tabela
21 que a eficiência obtida é desprezível, quando comparada aos outros dois métodos, e a
robustez é de apenas 66% para o IMFIL enriched, para ambos os valores de τ . Por outro
lado, o IMFIL é um pouco melhor, resolvendo aproximadamente 90% dos problemas.
As Figuras 44[a] e 45[a] apresentam o tempo de execução de cada método
para cada um dos pontos testados, considerando as tolerâncias τ “ 10´1 e τ “ 10´3,
respectivamente. Os pontos para os quais o método não convergiu foram penalizados de
modo que encontram-se na região superior da figura, onde na primeira figura temos 34
pontos do IMFIL enriched e 9 do IMFIL, enquanto na segunda figura temos 34 pontos do
IMFIL enriched, 11 pontos do IMFIL e 6 pontos do pattern search. Observe também que,
para esse conjunto de problemas, os métodos pattern search e PSIFA são bastante estáveis
em relação ao tempo de execução, resolvendo o problema com uma pequena variabilidade
no tempo, independentemente do ponto inicial escolhido. O mesmo não acontece com as
duas versões do IMFIL, para as quais o tempo de execução varia bastante.
Versão 2: Sem ruído nos dados e precisão tol “ 10´2
Nesta versão mantemos a amostra com o valor exato calculado da solução na
discretização considerada, e aumentamos o nível de ruído associado à resolução numérica
da equação diferencial. Pelos gráficos de convergência na Figura 38, observamos um
comportamento semelhante à versão 1, porém já notamos um efeito do ruído no pattern
search, que convergia para a região da solução para todos os pontos iniciais, e nesta versão
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vemos um ponto no centro da figura para o qual o método convergiu partindo de dois dos
pontos iniciais testados.
Observando os gráficos de performance profile e data profile na Figura 39 e a
Tabela 22 associada, vemos que o pattern search continua sendo o mais eficiente entre os
métodos, resolvendo 65% dos problemas com o menor número de avaliações de função
independente do valor de τ . No entanto, o PSIFA passa a ser o único que resolve 100% dos
problemas. O desempenho do IMFIL é semelhante ao observado na versão 1 do problema.
Em relação ao tempo de execução, pelas Figuras 44[b] e 45[b], vemos um
comportamento semelhante à versão 1. No entanto, note que os tempos de execução são
ligeiramente menores, uma consequência da função objetivo estar sendo calculada com
um precisão menor para a resolução da EDO e, consequentemente o tempo de execução
diminui.
Versão 3: Com ruído de 10´3 nos dados e precisão tol “ 10´3
Nesta versão temos uma perturbação da ordem de 10´3 nos dados de nossa
amostra e, como a precisão na resolução da EDO é maior, vamos verificar o efeito do
ruído proveniente de falta de precisão nos dados do problema. Analisando a convergência
pela Figura 40, vemos que, de fato, o ruído proveniente da falta de precisão nos dados
do problema influencia na solução obtida. No caso, isso fica evidente novamente pelo
desempenho do pattern search, o qual, para um dos pontos, não convergiu para a solução.
Isso não aconteceu com a versão 1, que possui a mesma precisão na resolução da EDO,
mas não possui ruído nos dados do problema. Outro detalhe importante é que, o ponto
inicial a partir do qual o método não converge para a região da solução, difere dos pontos
da versão 2 que não levaram à convergência. Isso indica que o efeito causado pelo ruído é
diferente.
Os gráficos de performance profile e data profile na Figura 41 e a Tabela 23,
associada aos gráficos, estão de acordo com o esperado. O pattern search mantém a
eficiência em torno de 65%; observamos também que o PSIFA, assim como na versão 2,
é o único método que resolve 100% dos problemas para os dois valores de τ , e o IMFIL
enriched possui o pior desempenho, resolvendo apenas 57% dos problemas com τ “ 10´3.
Já o tempo de execução, como podemos analisar nas Figuras 44[c] e 45[c], é equivalente ao
observado para a versão 1, o que indica que o ruído nos dados, para este problema, não
influencia no custo de avaliação da função objetivo.
Versão 4: Com ruído de 10´3 nos dados e precisão tol “ 10´2
Com ruído nos dados do problema e uma precisão menor na resolução numérica
da EDO, esta é a versão mais ruidosa com a qual trabalhamos. A partir dela, podemos
retomar as versões anteriores, de modo a observar qual dos dois tipos de ruído considerados
exerce maior influencia na solução final do problema. Observando a convergência na Figura
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42, note que as características de convergência dos pontos se assemelha mais ao que foi
observado para a versão 2 do problema, o que leva a crer que o ruído proveniente da
resolução numérica da EDO se sobressai em relação ao ruído proveniente da falta de
precisão nos dados do problema.
Com respeito aos gráficos de performance profile e data profile na Figura 43, e
na Tabela 24 associada, vemos que, de fato, o desempenho dos métodos é essencialmente
o mesmo observado para a versão 2 do problema. O mesmo ocorre em relação aos tempos
de execução, como ilustrado nas Figuras 44[d] e 45[d], bastante semelhantes ao observado
para a versão 2.
Através da Figura 58[b], e das Tabelas 33 (versão 1), 34 (versão 2), 35 (versão
3) e 36 (versão 4), podemos entender um pouco melhor o comportamento do PSIFA
na resolução do problema do oscilador harmônico forte, para cada uma das versões
consideradas. Pela figura fica claro que os ruídos modificam o problema que está sendo
resolvido, uma vez que, ao contrário do caso crítico, em que a diferença só é notada em
termos de precisão, para o caso forte, logo nas primeiras iterações já se nota a diferença.
Observe que, embora para todas as versões, o valor de função final seja menor do que a
precisão τ considerada, as versões menos ruidosas resultam em valores de função mais
precisos.
Para esse problema também fica fácil observar o papel da iteração quase-Newton
e da estratégia de extrapolação do tamanho do passo para acelerar a convergência do
método. Observe, pelas tabelas, que o passo aumenta até atingir o tamanho de passo
máximo αmax “ 10, e só é reduzido quando de fato o ponto corrente está a uma distância
da solução desejada que é menor do que o tamanho do passo corrente. Veja também que
ocorrem em média 5 iterações quase-Newton bem sucedidas durante o processo iterativo, o
que indica uma melhora no valor de função que vai além do que a busca padrão forneceria.
5.4.2.3 Oscilador harmônico oscilatório
A equação do oscilador harmônico oscilatório considerado nestes experimentos,
que apresenta a característica de amortecimento oscilatório visível no intervalo considerado,
é dada por
y2 ` 6 y1 ` 625 y “ 0. (5.20)
Logo, os parâmetros ótimos que queremos recuperar são ν “ 3 e ω “ 25. A solução de
(5.20), com condições iniciais dadas por (5.15), ilustrada na Figura 19[c] e seu zoom em
[d], é
yptq “ 5 e
´3 t senp2?154 tq
2
?
154
. (5.21)
As amostras da solução sem e com ruído estão ilustradas nas Figuras 20[c] e
21[c] respectivamente, e podemos observar o zoom correspondente nas Figuras 20[d] e
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21[d]. Note que, ao contrário dos outros dois casos, o ruído nos dados é mais evidente no
problema do oscilador harmônico oscilatório. Isso acontece porque os pontos da amostra
sem ruído assumem valores pequenos, em valor absoluto menor do que 0.2. Sendo assim,
um ruído da ordem de 10´3 é maior, em valor absoluto que o próprio valor que está sendo
perturbado, a partir de um determinado ponto da discretização.
Observando as superfícies-gráfico de cada uma das versões do problema do
oscilador harmônico oscilatório na Figura 46, e as respectivas curvas de nível na Figura 47,
verificamos facilmente que de fato essa versão é a mais sensível aos ruídos, tanto nos dados
como numericamente. Isso fica evidente pelas manchas nas superfícies e pelas curvas de
nível que mudam substancialmente de uma versão para outra. Sendo assim, é esperado
que o comportamento dos métodos seja diferente em cada uma das versões do problema,
portanto vamos analisar cada uma separadamente.
Versão 1: Sem ruído nos dados e precisão tol “ 10´3
Analisando a convergência dos métodos através da Figura 48, vemos que, de
fato, trata-se de um problema mais difícil de resolver. Note que, exceto pelo PSIFA,
que converge independentemente do ponto inicial, os métodos se perdem no processo
de otimização para vários dos pontos iniciais testados, convergindo para pontos muito
distantes da solução, os quais não aparecem na área visível do gráfico.
Com base nos gráficos de performance profile e data profile na Figura 49 e
na Tabela 25 associada aos gráficos, temos que o PSIFA é o método mais robusto e
eficiente para resolver o problema do oscilador harmônico oscilatório. O PSIFA resolve 54%
dos problemas com o menor número de avaliações de função para τ “ 10´1 e 56% para
τ “ 10´3, e resolve 100% dos problemas em ambos os casos, enquanto que o pattern search
resolve 94% dos problemas para τ “ 10´1 e 87% para τ “ 10´3. O IMFIL não tem um
bom desempenho, possui uma robustez de apenas 67% para τ “ 10´1 e 56% para τ “ 10´3
e o IMFIL enriched atinge 66% e 61% para τ “ 10´1 e τ “ 10´3, respectivamente.
Em relação ao tempo de execução, vemos nas Figuras 56[a] e 57[a], que o tempo
de execução é muito superior aos dos osciladores harmônicos crítico e forte, o que evidencia
ainda mais a dificuldade do problema. No entanto, vale destacar que o PSIFA, assim como
em todos os outros testes, foi muito estável em relação ao tempo de execução. Para a
versão 1 do problema, que possui uma precisão maior, todos os problemas são resolvidos
em média em 15 segundos, enquanto que os demais métodos não convergem a partir de um
número considerável de pontos. Além disso, há casos em que o pattern search levou mais
de 12 horas para resolver o problema. Note que os gráficos estão em escala logarítmica,
e existem diversos pontos fora da curva, o que indica um tempo de execução elevado,
comparado com a média.
Versão 2: Sem ruído nos dados e precisão tol “ 10´2
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Pela Figura 50, que ilustra a convergência dos métodos, não é possível observar
a diferença entre a versão 1 e 2 do problema, uma vez que, em ambos os casos, muitos
pontos convergem para fora da região visível, exceto para o PSIFA, então não é possível
comparar efetivamente com a versão 1.
Já observando os gráficos de performance profile e data profile, na Figura 51
e na Tabela 26 associada, vemos que aumentar o nível de ruído associado à resolução
numérica da EDO não afetou significativamente o desempenho do PSIFA, do pattern
search e do IMFIL, mas diminui em média 8% a robustez do IMFIL enriched, portanto,
para o problema do oscilador harmônico oscilatório, o IMFIL enriched foi o mais sensível
a erros numéricos.
Quanto ao tempo de execução, vemos, pelas Figuras 56[b] e 57[b], que o tempo
médio para resolver os problemas diminui consideravelmente. Note que a escala para a
versão 1 em [a] vai até 106, enquanto na versão 2 vai até 104, o que deixa claro o custo de
avaliação da função objetivo, e o motivo pelo qual muitas vezes se trabalha com precisões
menores, ainda que isso introduza mais ruídos ao problema. Observe ainda que muitos
pontos que estavam fora da curva, considerando τ “ 10´1, acabam ficando no topo da
figura, o que indica que para esses pontos, além de o tempo de execução ser superior,
a qualidade da solução obtida é inferior e não satisfaz a condição de convergência para
τ “ 10´3.
Versão 3: Com ruído de 10´3 nos dados e precisão tol “ 10´3
Como discutimos inicialmente, para o caso do oscilador harmônico oscilatório,
a perturbação na amostra tem um efeito maior que nos casos anteriores, sendo assim é
interessante ver que o comportamento muda. Pela Figura 52, ainda que não seja possível
observar os pontos de convergência, para alguns casos é possível ver que muitos pontos
estão convergindo para outras direções. Inclusive para o IMFIL enriched, há dois pontos
verdes no interior, para onde o método está convergindo, que não estavam nas versões
anteriores.
Porém, ao analisar os gráficos de performance profile e data profile na Figura
53 e as informações de robustez e eficiência na Tabela 27, vemos que o desempenho dos
métodos é semelhante à versão 1 do problema. Isso nos leva a crer que existem pontos fora
da região de convergência do método que possuem valor de função aproximadamente igual
ao observado na solução construída para o problema, uma vez que o teste de convergência
leva em consideração apenas o valor de função na solução obtida.
Com relação ao tempo de execução nas Figuras 56[c] e 57[c], vemos um resultado
semelhante ao observado para a versão 1, o que evidencia mais uma vez o custo de avaliação
da função objetivo, com a precisão de 10´3 na resolução da EDO.
Versão 4: Com ruído de 10´3 nos dados e precisão tol “ 10´2
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Para a versão mais ruidosa do problema, novamente não é possível observar
grandes mudanças na Figura 54 em relação à versão 2 do problema.
No entanto, pelos gráficos de performance profile e data profile na Figura 55 e
pela Tabela 28 vemos que o pattern search é afetado pelo ruído e resolve em média 2%
menos problemas que para as versões anteriores, embora seja ligeiramente mais eficiente.
O IMFIL enriched e o IMFIL também perdem robustez para τ “ 10´3 e resolvem apenas
52% e 54% dos problemas, respectivamente.
O tempo de execução apresentado nas Figuras 56[d] e 57[d] é semelhante ao
observado para a versão 2 do problema.
Para analisar com mais detalhes o desempenho do PSIFA na resolução do
problema do oscilador harmônico, selecionamos dois pontos iniciais, um próximo da
solução e outro distante, para acompanhar as iterações do método. Ilustramos na Figura
58[c] e [d] a evolução no valor da função no decorrer do processo e, como cada caso tem
suas particularidades, vamos analisá-los separadamente.
Primeiramente, vamos analisar o ponto inicial x0 “ p2.504, 3.995qT , com valor
de função fpx0q “ 0.7891, ilustrado para cada versão na Figura 58[c]; as informações
detalhadas estão nas Tabelas 37 (versão 1), 38 (versão 2), 39 (versão 3) e 40 (versão
4). Este é o ponto para o qual o pattern search levou mais de 12 horas para resolver o
problema, o IMFIL também demandou um tempo considerável, enquanto o PSIFA resolveu
em aproxidamente 15 segundos. Portanto, este é um ponto que, provavelmente, se encontra
em uma região difícil e o PSIFA, de alguma forma, rapidamente deixa essa região.
Acompanhando as iterações do PSIFA na Tabela 37, vemos que o tamanho do
passo aumenta até atingir αmax “ 10 na quarta iteração, permanece com esse tamanho
de passo durante 3 iterações consecutivas e diminui, de modo que α7 “ 5. Nesta iteração,
o passo quase-Newton retorna um ponto muito próximo da solução desejada e então o
tamanho vai diminuindo para refinar a solução encontrada. Observando as tabelas das
outras versões, vemos que de fato a expansão do tamanho do passo é determinante para a
convergência rápida do método e tudo leva a crer que, o fato do PSIFA permitir passos
mais ambiciosos, fez com o método escapasse de uma região complicada para o processo
de otimização ou mais difícil de avaliar a função. Comparando as versões do problema
verificamos que, como esperado, o menor valor de função foi obtido para a versão 1 seguida
da versão 2, ambas sem ruído nos dados do problema, o que indica que, para este problema,
o ruído nos dados interfere na qualidade da solução final obtida.
Partindo agora do ponto x0 “ p4.692, 25.666qT , com valor de função fpx0q “
0.1471, que está relativamente próximo da solução desejada, vemos pela Figura 58[d], e
pelas Tabelas 41 (versão 1), 42 (versão 2), 43 (versão 3) e 44 (versão 4), que o método
rapidamente converge para a região da solução desejada. Então, como o valor da função já
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é pequeno e αk ainda é grande, pois a convergência foi rápida, observamos uma estagnação.
Sendo assim, o valor da função aumenta, de forma que se o ponto fosse um minimizador
gerado pelo ruído, o processo de otimização poderia seguir convergindo para a solução
do problema. Como, de fato, o ponto encontrado é a solução, o valor de função volta a
diminuir, e o método é atraído pelo minimizador.
Logo, vimos que, dentre os problemas do oscilador harmônico amortecido, o
caso crítico é o de mais fácil resolução se o conjunto de direções for suficientemente rico, e
o caso oscilátório é o mais difícil. Além disso, podemos concluir que o efeito do ruído de
um problema depende muito mais do problema do que das características do ruído em si.
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6 Considerações Finais
A proposta do PSIFA é resolver problemas de otimização para os quais não
podemos confiar na função objetivo, que possui ruídos, e pode ser aplicado em diversas
situações, como quando:
• A função objetivo é suave, mas é muito sensível a erros de arredondamento e
truncamento, originando o ruído;
• Não podemos confiar no valor da função obtido;
• Não temos uma expressão explícita para a função objetivo, cujo valor pode vir de
simulações ou das chamadas caixas pretas;
• A função objetivo é descontínua;
• A função objetivo não está definida em todos os pontos.
Todas essas situações são possíveis na prática, embora nem todas estejam cober-
tas pela teoria de convergência. O algoritmo foi testado e apresenta um bom desempenho
em muitos desses casos. Foi possível observar, pelos resultados numéricos apresentados,
que o método proposto é robusto e eficiente mesmo quando as hipóteses teóricas não são
completamente satisfeitas.
Durante o desenvolvimento da teoria de convergência do PSIFA, muitos re-
sultados foram demonstrados. Boa parte deles não entraram nesse trabalho, uma vez
que fez-se necessária uma abordagem nova e mais geral do que a análise realizada nos
métodos que foram a base da proposta do algoritmo. Sendo assim, vários caminhos foram
explorados até chegarmos no resultado de convergência do Teorema 4.7. O enfraquecimento
de hipóteses tornou o método mais geral e abrangente. Na sequência destacamos alguns
de seus diferenciais e resultados obtidos na análise de convergência:
• Sem a exigência de racionalidade, imposta pelo método de busca padrão, foi possível
propor um conjunto de direções gerais que garantem a convergência do método para
os casos não-degenerado e degenerado;
• Ao contrário do IMFIL, não é necessário que todas as variáveis sejam limitadas;
• Com a proposta da busca na face e extrapolação do tamanho do passo, foi possível
melhorar os resultados computacionais sem prejudicar a análise de convergência;
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• Sem as exigências de racionalidade do método de busca padrão e de limitação das
variáveis do IMFIL, a análise de convergência ficou mais difícil e não foi possível obter
um resultado satisfatório apenas com a condição de decréscimo simples, presente
em ambos os métodos. A alternativa foi utilizar a condição de decréscimo não
monótono (4.3) associada a uma busca pelo tamanho do passo adequado em uma
iteração interna. Essa condição se mostrou apropriada em vários aspectos, uma vez
que permite aumentar o valor da função objetivo, o que ajuda a filtrar possíveis
minimizadores locais produzidos pelo ruído. Além disso, com base na condição de
decréscimo não monótono (4.3), foi possível demonstrar o Teorema 4.6, garantindo
que a sequência de tamanhos de passo gerada converge para zero. Na análise do
método de busca padrão, tal comportamento é obtido apenas para uma subsequência,
fornecendo um resultado de convergência mais fraco. Alternativamente, em [37,
Teorema 4.4] a convergência dos tamanhos de passo para zero é assumida como
hipótese para chegar a um resultado de convergência semelhante ao do PSIFA;
• Adaptamos a iteração quase-Newton do IMFIL, para considerar as restrições lineares.
Após o cálculo da direção, realizamos o teste da razão para garantir a viabilidade das
restrições lineares de desigualdade, e a direção é projetada no núcleo das restrições
de igualdade do problema, quando necessário;
• Foi feita a caracterização do problema de interesse com a proposta de condições de
otimalidade de primeira ordem, necessária e suficiente, definição de ponto estacionário,
além das condições de KKT e propriedades do gradiente projetado da parte suave
da função objetivo, relacionadas também com a otimalidade do ponto;
• Provamos que ocorre a identificação das restrições ativas para k suficientemente
grande, o que o método de busca padrão reporta não ser possível; consequentemente,
obtemos a convergência da sequência de padrões de direções gerada;
• Concluindo nossa análise, foi provado que todo ponto limite de uma sequência gerada
pelo algoritmo PSIFA é um ponto estacionário para o problema de interesse.
Além do desenvolvimento teórico do método, foi realizada sua implementação
computacional e um conjunto de experimentos numéricos para validar nossa proposta.
Foram testados:
• Problemas da literatura com um ruído artificial e satisfazendo todas hipóteses
teóricas consideradas na análise de convergência do método. Os resultados obtidos
foram satisfatórios, o PSIFA se mostrou um método robusto e eficiente e apresentou
resultados superiores comparado ao patternsearch e ao IMFIL;
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• Para validar a proposta do padrão de direções, testamos problemas com vários
graus de degeneração nas restrições. Também foram testados problemas com função
objetivo e ruído branco que não satisfazem as hipóteses teóricas de convergência
do método. Os resultados obtidos foram muito bons, o que, além de validar nossa
proposta, deixa espaço para possíveis melhorias na análise de convergência do método;
• Como uma aplicação para o algoritmo, consideramos um problema de identificação
de parâmetros, proveniente do oscilador harmônico amortecido. Trata-se de uma
aplicação com ruído inerente vindo da resolução numérica de equações diferenciais
e falta de precisão nos dados, para o qual é possível considerar restrições lineares
de igualdade ou desigualdade, dependendo das características do problema. Os
resultados obtidos foram excelentes, sendo possível recuperar a solução do problema
em 100% dos casos.
Para finalizar, vale destacar que as contribuições dessa tese são relevantes. Foi
proposto um método sem derivadas com aplicações abrangentes, e foram apresentados
uma análise teórica cuidadosa e completa, e excelentes resultados computacionais.
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Figura 5 – Em [a] temos a representação da função objetivo no intervalo [-3.5,3.5], em [b] para o intervalo [-1.0,1.0], em [c] para o intervalo
[-0.5,0.5] e em [d] para o intervalo [-0.05,0.05].
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Figura 6 – Cada figura representa uma iteração do algoritmo PSIFA, nesta figura temos as quatro primeiras iterações do método. Em
vermelho temos o iterando corrente, em azul o ponto obtido pela etapa de busca padrão e em verde o ponto obtido pela iteração
quase-Newton.
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Figura 7 – Quinta, sexta, sétima e oitava iterações do algoritmo PSIFA.
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Figura 8 – Nona, décima e décima primeira iterações e em [d] a solução obtida no final do processo.
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Figura 9 – Problemas da seleção HS sem ruído.
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Figura 10 – Ilustração do ruído aplicado a uma função de uma variável real com o ruído não suave em [a] (zoom em [c]) e o ruído branco em
[b] (zoom em [d]).
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Figura 11 – Curvas de nível de uma função quadrática de duas variáveis com o ruído não
suave em [a] e o ruído branco em [b].
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Figura 12 – Problemas da coleção HS com nível de ruído µ “ 0.01.
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Figura 13 – Problemas da coleção HS com nível de ruído µ “ 0.05.
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Figura 14 – Exemplos de conjunto viável degenerado.
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Figura 15 – Problemas degenerados com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído não suave.
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Figura 16 – Problemas degenerados com fspxq “
mÿ
i“1
a
Api, :qx e ruído não suave.
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Performance profile: τ = 10−1
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Figura 17 – Problemas degenerados com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído branco.
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Figura 18 – Problemas degenerados com fspxq “
mÿ
i“1
a
Api, :qx e ruído branco.
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Figura 19 – Soluções para o oscilador harmônico: caso crítico em [a], caso forte em [b], caso oscilatório em [c], com um zoom do trecho
inicial de [c] em [d].
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Figura 20 – Amostras da solução sem ruído para o oscilador harmônico: caso crítico em [a], caso forte em [b], caso oscilatório em [c], com
um zoom do trecho inicial de [c] em [d].
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Figura 21 – Amostras da solução com ruído da ordem de 10´3 para o oscilador harmônico: caso crítico em [a], caso forte em [b], caso
oscilatório em [c], com um zoom do trecho inicial de [c] em [d].
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Figura 22 – Superfície da função do oscilador harmônico crítico no espaço dos parâmetros. Em [a] e [b] sem ruído nos dados e com precisão
de 10´3 e 10´2, respectivamente na solução da EDO, em [c] e [d] com ruído de 10´3 nos dados e com precisão de 10´3 e 10´2,
respectivamente na solução da EDO.
APÊNDICE A. Gráficos e Figuras 130
0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[a] 0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[b]
0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[c] 0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[d]
Figura 23 – Curvas de nível da função do oscilador harmônico crítico no espaço dos
parâmetros. Em [a] e [b] sem ruído nos dados e com precisão de 10´3 e 10´2,
respectivamente na solução da EDO, em [c] e [d] com ruído de 10´3 nos dados
e com precisão de 10´3 e 10´2, respectivamente na solução da EDO.
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Figura 24 – Convergência de cada método para o oscilador harmônico crítico (sem ruído
nos dados e precisão de 10´3 para a solução da EDO), partindo de 100 pontos
aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern search,
[c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmonico Crítico (ruído 10−3) − τ = 10−1
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Figura 25 – Resultado oscilador harmônico crítico sem ruído nos dados e com ruído de 10´3 na resolução numérica da EDO.
APÊNDICE A. Gráficos e Figuras 133
0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[a] 0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[b]
0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[c] 0 5 10 15 20 25 30
-30
-20
-10
0
10
20
30
[d]
Figura 26 – Convergência de cada método para o oscilador harmônico crítico (sem ruído
nos dados e precisão de 10´2 para a solução da EDO), partindo de 100 pontos
aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern search,
[c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmonico Critico (ruído 10−2) − τ = 10−1
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PSIFA
Pattern search
IMFIL−LM (hid./enr.)
IMFIL−LM (hidden)
100 101 102
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Data profile: Oscilador Harmônico Crítico (ruído 10−2) −  τ = 10−3
 
 
PSIFA
Pattern search
IMFIL−LM (hid./enr.)
IMFIL−LM (hidden)
Figura 27 – Resultado oscilador harmônico crítico sem ruído nos dados e com ruído de 10´2 na resolução numérica da EDO.
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Figura 28 – Convergência de cada método para o oscilador harmônico crítico (com ruído
de 10´3 nos dados e precisão de 10´3 para a solução da EDO), partindo de 100
pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern
search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmonico Crítico (ruído 10−3) − τ = 10−1
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Figura 29 – Resultado oscilador harmônico crítico com ruído da ordem de 10´3 nos dados e com ruído de 10´3 na resolução numérica da
EDO.
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Figura 30 – Convergência de cada método para o oscilador harmônico crítico (com ruído
de 10´3 nos dados e precisão de 10´2 para a solução da EDO), partindo de 100
pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern
search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmonico Critico (ruído 10−2) − τ = 10−1
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Data profile: Oscilador Harmônico Crítico (ruído 10−2) −  τ = 10−3
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Figura 31 – Resultado oscilador harmônico crítico com ruído da ordem de 10´3 nos dados e com ruído de 10´2 na resolução numérica da
EDO.
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Figura 32 – Tempo de execução de cada método, ao resolver o problema do oscilador harmônico crítico para cada um dos 100 pontos iniciais,
com τ “ 10´1. Em [a] e [b], sem ruído nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO. Em [c] e [d],
com ruído da ordem de 10´3 nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO.
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Figura 33 – Tempo de execução de cada método, ao resolver o problema do oscilador harmônico crítico para cada um dos 100 pontos iniciais,
com τ “ 10´3. Em [a] e [b], sem ruído nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO. Em [c] e [d],
com ruído da ordem de 10´3 nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO.
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Figura 34 – Superfície da função do oscilador harmônico forte no espaço dos parâmetros. Em [a] e [b], sem ruído nos dados e com precisão
de 10´3 e 10´2, respectivamente na solução da EDO; em [c] e [d], com ruído de 10´3nos dados e com precisão de 10´3 e 10´2,
respectivamente na solução da EDO.
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Figura 35 – Curvas de nível da função do oscilador harmônico forte no espaço dos pa-
râmetros. Em [a] e [b], sem ruído nos dados e com precisão de 10´3 e 10´2,
respectivamente na solução da EDO; em [c] e [d], com ruído de 10´3 nos dados
e com precisão de 10´3 e 10´2, respectivamente na solução da EDO.
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Figura 36 – Convergência de cada método para o oscilador harmônico forte (sem ruído
nos dados e precisão de 10´3 para a solução da EDO), partindo de 100 pontos
aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern search,
[c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Forte (ruído 10−3) − τ = 10−1
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Figura 37 – Resultado oscilador harmônico forte sem ruído nos dados e com ruído de 10´3 na resolução numérica da EDO.
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Figura 38 – Convergência de cada método para o oscilador harmônico forte (sem ruído
nos dados e precisão de 10´2 para a solução da EDO), partindo de 100 pontos
aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern search,
[c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Forte (ruído 10−2) − τ = 10−1
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Figura 39 – Resultado oscilador harmônico forte sem ruído nos dados e com ruído de 10´2 na resolução numérica da EDO.
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Figura 40 – Convergência de cada método para o oscilador harmônico forte (com ruído de
10´3 nos dados e precisão de 10´3 para a solução da EDO), partindo de 100
pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern
search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Forte (ruído 10−3) − τ = 10−1
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Figura 41 – Resultado oscilador harmônico forte com ruído da ordem de 10´3 nos dados e com ruído de 10´3 na resolução numérica da EDO.
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Figura 42 – Convergência de cada método para o oscilador harmônico forte (com ruído de
10´3 nos dados e precisão de 10´2 para a solução da EDO), partindo de 100
pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern
search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Forte (ruído 10−2) − τ = 10−1
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Data profile: Oscilador Harmônico Forte (ruído 10−2) −  τ = 10−3
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Figura 43 – Resultado oscilador harmônico forte com ruído da ordem de 10´3 nos dados e com ruído de 10´2 na resolução numérica da EDO.
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Figura 44 – Tempo de execução de cada método, ao resolver o problema do oscilador harmônico forte para cada um dos 100 pontos iniciais,
com τ “ 10´1. Em [a] e [b], sem ruído nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO. Em [c] e [d],
com ruído da ordem de 10´3 nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO.
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Figura 45 – Tempo de execução de cada método, ao resolver o problema do oscilador harmônico forte para cada um dos 100 pontos iniciais,
com τ “ 10´3. Em [a] e [b], sem ruído nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO. Em [c] e [d],
com ruído da ordem de 10´3 nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO.
A
PÊN
D
IC
E
A
.
G
ráficos
e
Figuras
153
[a] [b]
[c] [d]
Figura 46 – Superfície da função do oscilador harmônico oscilatório no espaço dos parâmetros. Em [a] e [b], sem ruído nos dados e com
precisão de 10´3 e 10´2, respectivamente na solução da EDO; em [c] e [d], com ruído de 10´3 nos dados e com precisão de 10´3
e 10´2, respectivamente na solução da EDO.
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Figura 47 – Curvas de nível da função do oscilador harmônico oscilatório no espaço dos
parâmetros. Em [a] e [b], sem ruído nos dados e com precisão de 10´3 e 10´2,
respectivamente na solução da EDO; em [c] e [d], com ruído de 10´3 nos dados
e com precisão de 10´3 e 10´2, respectivamente na solução da EDO.
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Figura 48 – Convergência de cada método para o oscilador harmônico oscilatório (sem
ruído nos dados e precisão de 10´3 para a solução da EDO), partindo de 100
pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern
search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Oscilatório (ruído 10−3) − τ = 10−1
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Figura 49 – Resultado oscilador harmônico oscilatório sem ruído nos dados e com ruído de 10´3 na resolução numérica da EDO.
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Figura 50 – Convergência de cada método para o oscilador harmônico oscilatório (sem
ruído nos dados e precisão de 10´2 para a solução da EDO), partindo de 100
pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] - Pattern
search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Oscilatório (ruído 10−2) − τ = 10−1
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Figura 51 – Resultado oscilador harmônico oscilatório sem ruído nos dados e com ruído de 10´2 na resolução numérica da EDO.
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Figura 52 – Convergência de cada método para o oscilador harmônico oscilatório (com
ruído de 10´3 nos dados e precisão de 10´3 para a solução da EDO), partindo
de 100 pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] -
Pattern search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Oscilatório (ruído 10−3) − τ = 10−1
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Figura 53 – Resultado oscilador harmônico oscilatório com ruído da ordem de 10´3 nos dados e com ruído de 10´3 na resolução numérica da
EDO.
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Figura 54 – Convergência de cada método para o oscilador harmônico oscilatório (com
ruído de 10´3 nos dados e precisão de 10´2 para a solução da EDO), partindo
de 100 pontos aleatoriamente gerados no conjunto factível. [a] - PSIFA, [b] -
Pattern search, [c] - IMFIL e [d] - IMFIL enriched.
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Performance profile: Oscilador Harmônico Oscilatório (ruído 10−2) − τ = 10−1
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Data profile: Oscilador Harmônico Oscilatório (ruído 10−2) −  τ = 10−3
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Figura 55 – Resultado oscilador harmônico oscilatório com ruído da ordem de 10´3 nos dados e com ruído de 10´2 na resolução numérica da
EDO.
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Figura 56 – Tempo de execução de cada método, ao resolver o problema do oscilador harmônico oscilatório para cada um dos 100 pontos
iniciais, com τ “ 10´1. Em [a] e [b], sem ruído nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO. Em
[c] e [d], com ruído da ordem de 10´3 nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO.
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Figura 57 – Tempo de execução de cada método, ao resolver o problema do oscilador harmônico oscilatório para cada um dos 100 pontos
iniciais, com τ “ 10´3. Em [a] e [b], sem ruído nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO. Em
[c] e [d], com ruído da ordem de 10´3 nos dados e precisão de 10´3 e 10´2, respectivamente na resolução da EDO.
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Figura 58 – Variação no valor da função objetivo ao longo das iterações do PSIFA.
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Iterações detalhadas do exemplo ilustrativo
k innerit eval xps fpxpsq xqN fpxqNq xit fpxitq αk ηk
0 0 TP 3.000e+00 2.579e+01 - - 3.000e+00 2.579e+01 1.000e+00 1.000e-05
1 TP 3 2.000e+00 1.200e+01 -3.000e+00 1.021e+01 -3.000e+00 1.021e+01 1.000e+00 1.000e-05
2 TP 5 -1.000e+00 2.000e+00 -1.625e+00 2.811e+00 -1.000e+00 2.000e+00 2.000e+00 1.000e-05
3 4 14 -5.000e-01 5.000e-01 -7.411e-01 1.587e+00 -5.000e-01 5.000e-01 5.000e-01 1.250e-06
4 2 20 -2.500e-01 1.250e-01 -4.113e-01 1.731e-01 -2.500e-01 1.250e-01 2.500e-01 3.704e-07
5 2 26 -1.250e-01 3.125e-02 -2.410e-01 9.003e-02 -1.250e-01 3.125e-02 1.250e-01 1.562e-07
6 2 32 -6.250e-02 7.813e-03 -1.186e-01 1.439e-02 -6.250e-02 7.813e-03 6.250e-02 8.000e-08
7 2 38 -3.125e-02 1.953e-03 -6.192e-02 5.942e-03 -3.125e-02 1.953e-03 3.125e-02 4.630e-08
8 2 44 -1.563e-02 4.883e-04 -3.083e-02 9.729e-04 -1.563e-02 4.883e-04 1.563e-02 2.915e-08
9 2 50 -7.813e-03 1.221e-04 -1.559e-02 3.766e-04 -7.813e-03 1.221e-04 7.813e-03 1.953e-08
10 2 56 -3.906e-03 3.052e-05 -7.786e-03 6.204e-05 -3.906e-03 3.052e-05 3.906e-03 1.372e-08
11 2 62 -1.953e-03 7.629e-06 -3.904e-03 2.362e-05 -1.953e-03 7.629e-06 1.953e-03 1.000e-08
12 2 68 -9.766e-04 1.907e-06 -1.951e-03 3.897e-06 -9.766e-04 1.907e-06 9.766e-04 7.513e-09
13 2 74 -4.883e-04 4.768e-07 -9.764e-04 1.477e-06 -4.883e-04 4.768e-07 4.883e-04 5.787e-09
14 2 80 -2.441e-04 1.192e-07 -4.882e-04 2.439e-07 -2.441e-04 1.192e-07 2.441e-04 4.552e-09
15 2 86 -1.221e-04 2.980e-08 -2.441e-04 9.236e-08 -1.221e-04 2.980e-08 1.221e-04 3.644e-09
16 2 88 -6.104e-05 7.451e-09 - - -6.104e-05 7.451e-09 6.104e-05 2.963e-09
17 2 90 -3.052e-05 1.863e-09 - - -3.052e-05 1.863e-09 3.052e-05 2.441e-09
18 2 92 -1.526e-05 4.657e-10 - - -1.526e-05 4.657e-10 1.526e-05 2.035e-09
19 2 94 -7.629e-06 1.164e-10 - - -7.629e-06 1.164e-10 7.629e-06 1.715e-09
20 2 96 -3.815e-06 2.910e-11 - - -3.815e-06 2.910e-11 3.815e-06 1.458e-09
21 2 98 -1.907e-06 7.276e-12 - - -1.907e-06 7.276e-12 1.907e-06 1.250e-09
22 2 100 -9.537e-07 1.819e-12 - - -9.537e-07 1.819e-12 9.537e-07 1.080e-09
23 2 102 -4.768e-07 4.547e-13 - - -4.768e-07 4.547e-13 4.768e-07 9.391e-10
24 2 104 -2.384e-07 1.137e-13 - - -2.384e-07 1.137e-13 2.384e-07 8.219e-10
25 0 104 - - - - -2.384e-07 1.137e-13 2.384e-07 7.234e-10
Tabela 1 – Informações e resultados obtidos em cada iteração do PSIFA durante a resolução do exemplo ilustrativo.
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A forma geral da classificação presente na última coluna da Tabela 2 é
OCD ´Kr ´ s
onde
O - função objetivo
C função constante
L função linear
Q função quadrática
S soma de quadrados
P função polinomial generalizada
G função geral
C - restrições
U problema irrestrito
B restrições de caixa
L funções lineares
Q funções quadráticas
P funções polinomiais generalizadas
G funções gerais
D - regularidade: um problema é regular se a primeira e a segunda derivadas existem na
região viável para todas as funções do problema, caso contrário é irregular.
R problema regular
I problema irregular
K - informação sobre a solução, isto é quando uma solução exata é conhecida ou não
T solução exata conhecida (problema teórico)
P solução exata não conhecida (problema prático)
r - ordem das derivadas parciais
0 derivadas não implementadas
1 derivadas de primeira ordem implementadas
s - número de série em uma classe
TP - tamanho do passo menor do que a tolerância estipulada.
AF - indica que atingiu o número máximo de avaliações de função.
VF - variação no valor da função menor que uma tolerância
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Informações sobre os problemas testes
Prob. Prob. HS n caixas desigualdades igualdades informações adicionais
1 1 2 1 0 0 PBR-T1-1
2 3 2 1 0 0 QBR-T1-1
3 4 2 2 0 0 PBR-T1-3
4 5 2 4 0 0 GBR-T1-1
5 9 2 0 0 1 GLR-T1-1
6 21 2 4 1 0 QLR-T1-1
7 24 2 0 3 0 PLR-T1-1
8 25 3 6 0 0 SBR-T1-1
9 28 3 6 0 1 QLR-T1-2
10 35 3 3 1 0 QLR-T1-3
11 36 3 6 1 0 PLR-T1-2
12 37 3 6 2 0 PLR-T1-3
13 38 4 8 0 0 PBR-T1-4
14 41 4 8 0 1 PLR-T1-4
15 44 4 4 6 0 QLR-T1-4
16 45 5 10 0 0 PBR-T1-5
17 48 5 0 0 2 QLR-T1-5
18 49 5 0 0 2 PLR-T1-5
19 50 5 0 0 3 PLR-T1-6
20 51 5 0 0 3 QLR-T1-6
21 52 5 0 0 3 QLR-T1-7
22 53 5 10 0 3 QLR-T1-8
23 54 6 12 0 1 GLR-T1-2
24 55 6 8 0 6 GLR-T1-3
25 62 3 6 0 1 GLR-P1-1
26 76 4 4 3 0 QLR-P1-1
27 86 5 5 10 0 PLR-P1-1
28 105 8 16 1 0 GLR-P1-2
29 110 10 20 0 0 GBR-P1-1
30 112 10 10 0 3 GLR-P1-3
31 118 15 30 29 0 QLR-P1-2
32 119 16 32 0 8 PLR-P1-2
Tabela 2 – Correspondência e informações sobre os problemas testes da coleção [28].
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Problemas da literatura sem ruído
Prob. PSIFA Pattern search IMFIL IMFIL EnrichedAval. valor stop Aval. valor stop Aval. valor stop Aval. valor stop
1 500 0.000e+00 VF 123 0.000e+00 TP 2005 7.713e+00 AF 2007 7.925e+00 AF
2 102 0.000e+00 VF 107 0.000e+00 TP 2004 8.086e-10 AF 2005 3.049e-08 AF
3 105 2.667e+00 TP 65 2.667e+00 TP 86 2.667e+00 TP 115 2.667e+00 TP
4 332 -1.913e+00 VF 339 -1.913e+00 TP 241 -1.913e+00 TP 341 -1.913e+00 TP
5 59 -5.000e-01 VF 325 -5.000e-01 TP 133 -4.650e-16 TP 325 -5.000e-01 TP
6 149 -9.996e+01 VF 125 -9.996e+01 TP 118 -9.996e+01 TP 2001 -9.996e+01 AF
7 83 -1.000e+00 TP 206 -1.000e+00 TP 261 -1.000e+00 TP 375 -8.832e-01 TP
8 2009 3.245e-03 AF 1036 5.781e-03 TP 2002 1.936e-03 AF 1155 1.795e-12 TP
9 672 1.233e-32 VF 247 1.048e-30 TP 186 1.300e+01 TP 399 4.900e-16 TP
10 368 1.111e-01 VF 405 1.111e-01 TP 225 1.250e-01 TP 465 1.129e-01 TP
11 160 -3.299e+03 TP 165 -3.300e+03 TP 218 -3.300e+03 TP 413 -3.300e+03 TP
12 408 -3.456e+03 VF 341 -3.456e+03 TP 222 -3.200e+03 TP 462 -3.380e+03 TP
13 2006 8.280e-02 AF 2000 6.628e+00 AF 853 6.459e-10 TP 1251 1.202e-10 TP
14 75 1.926e+00 VF 504 1.926e+00 TP 189 2.000e+00 TP 625 1.927e+00 TP
15 147 -1.500e+01 TP 115 -1.500e+01 TP 365 -1.482e+01 TP 535 -1.423e+01 TP
16 259 1.000e+00 TP 39 1.000e+00 TP 214 1.000e+00 TP 226 1.000e+00 TP
17 248 2.219e-31 VF 431 3.402e-30 TP 292 8.400e+01 TP 688 8.940e-14 TP
18 2003 5.904e-03 AF 2000 6.709e-05 AF 292 2.660e+02 TP 2001 1.151e-06 AF
19 272 1.080e-12 VF 511 9.953e-28 TP 292 7.516e+03 TP 563 1.663e-12 TP
20 221 7.396e-32 VF 351 1.233e-30 TP 292 1.450e+01 TP 576 2.937e-16 TP
21 97 5.327e+00 VF 691 5.327e+00 TP 297 6.000e+00 TP 566 5.327e+00 TP
22 95 4.093e+00 VF 811 4.093e+00 TP 297 6.000e+00 TP 639 4.093e+00 TP
23 129 -3.375e-279 VF 1097 -1.000e+00 TP 2003 -1.000e+00 AF 2004 -1.000e+00 AF
24 41 6.333e+00 TP 477 6.333e+00 TP 333 6.763e+00 TP 468 6.667e+00 TP
25 290 -2.627e+04 TP 413 -2.627e+04 TP 183 -2.570e+04 TP 415 -2.627e+04 TP
26 160 -4.680e+00 TP 397 -4.678e+00 TP 316 -4.576e+00 TP 638 -4.557e+00 TP
27 1182 -3.235e+01 VF 499 -3.231e+01 TP 498 -2.369e+01 TP 657 -2.763e+01 TP
28 2008 1.146e+03 AF 2000 1.138e+03 AF 1592 1.136e+03 TP 2002 1.136e+03 AF
29 2011 -4.578e+01 AF 2000 -4.578e+01 AF 970 -4.578e+01 TP 755 -4.578e+01 TP
30 300 -7.157e+01 TP 582 -7.103e+01 TP 501 -4.265e+01 TP 810 -4.279e+01 TP
31 2013 6.665e+02 AF 2000 6.823e+02 AF 970 9.037e+02 TP 2037 8.816e+02 AF
32 1720 2.347e+02 VF 138 6.835e+02 TP 659 6.835e+02 TP 659 6.835e+02 TP
Tabela 3 – Tabela com os resultados obtidos pelos métodos na resolução dos problemas da literatura sem ruído.
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Problemas suaves com ruído não suave da ordem de 0.01
Prob. PSIFA Pattern search IMFIL IMFIL EnrichedAval. valor stop Aval. valor stop Aval. valor stop Aval. valor stop
1 489 0.000e+00 VF 123 0.000e+00 TP 200 8.894e+00 TP 270 9.027e+00 TP
2 158 1.972e-03 TP 155 1.961e-03 TP 873 4.232e-06 TP 673 3.829e-08 TP
3 105 2.667e+00 TP 65 2.667e+00 TP 86 2.667e+00 TP 115 2.667e+00 TP
4 295 -1.913e+00 VF 339 -1.913e+00 TP 206 -1.913e+00 TP 278 -1.913e+00 TP
5 50 -5.000e-01 VF 325 -5.000e-01 TP 133 1.313e-01 TP 299 -5.000e-01 TP
6 155 -9.996e+01 VF 125 -9.996e+01 TP 1214 -9.996e+01 TP 2001 -9.996e+01 AF
7 115 -1.000e+00 TP 206 -1.000e+00 TP 364 -8.372e-01 TP 405 -9.386e-01 TP
8 540 2.207e+00 TP 403 2.001e+00 TP 267 3.903e+00 TP 448 1.653e-15 TP
9 618 1.245e-32 VF 247 1.052e-30 TP 186 1.303e+01 TP 399 8.695e-16 TP
10 352 1.111e-01 VF 405 1.111e-01 TP 225 1.250e-01 TP 449 1.139e-01 TP
11 199 -3.300e+03 TP 165 -3.300e+03 TP 182 -3.300e+03 TP 413 -3.300e+03 TP
12 469 -3.456e+03 VF 308 -3.456e+03 TP 223 -3.199e+03 TP 463 -3.380e+03 TP
13 2002 1.071e-01 AF 2000 8.153e+00 AF 751 5.581e-01 TP 707 5.200e+00 TP
14 311 1.926e+00 VF 506 1.926e+00 TP 189 2.005e+00 TP 457 1.927e+00 TP
15 149 -1.500e+01 TP 123 -1.500e+01 TP 382 -1.441e+01 TP 558 -1.445e+01 TP
16 259 1.000e+00 TP 39 1.000e+00 TP 187 1.000e+00 TP 217 1.000e+00 TP
17 424 2.236e-31 VF 431 3.492e-30 TP 292 8.428e+01 TP 704 5.689e-13 TP
18 382 4.668e-01 VF 1451 1.529e-04 TP 292 2.671e+02 TP 859 7.275e-04 TP
19 272 1.093e-12 VF 511 1.003e-27 TP 292 7.531e+03 TP 608 1.118e-13 TP
20 219 7.470e-32 VF 351 1.240e-30 TP 292 1.457e+01 TP 559 7.022e-15 TP
21 171 5.327e+00 VF 691 5.327e+00 TP 297 6.003e+00 TP 566 5.327e+00 TP
22 271 4.093e+00 VF 811 4.093e+00 TP 297 6.011e+00 TP 624 4.093e+00 TP
23 397 5.045e+07 TP 846 5.045e+07 TP 64 1.553e+08 TP 106 1.553e+08 TP
24 41 6.333e+00 TP 477 6.333e+00 TP 333 6.766e+00 TP 577 6.674e+00 TP
25 305 -2.627e+04 VF 413 -2.627e+04 TP 183 -2.570e+04 TP 415 -2.627e+04 TP
26 157 -4.680e+00 TP 532 -4.678e+00 TP 316 -4.575e+00 TP 638 -4.555e+00 TP
27 1058 -3.235e+01 VF 499 -3.231e+01 TP 512 -2.365e+01 TP 657 -2.770e+01 TP
28 1022 1.163e+03 TP 1236 1.157e+03 TP 526 1.163e+03 TP 928 1.163e+03 TP
29 1991 -4.578e+01 VF 2000 -4.578e+01 AF 901 -4.578e+01 TP 755 -4.578e+01 TP
30 307 -7.155e+01 TP 582 -7.101e+01 TP 501 -4.264e+01 TP 855 -4.288e+01 TP
31 1589 7.472e+02 TP 2000 6.876e+02 AF 926 9.166e+02 TP 2086 9.279e+02 AF
32 1529 2.347e+02 VF 138 6.837e+02 TP 659 6.837e+02 TP 659 6.837e+02 TP
Tabela 4 – Tabela com os resultados obtidos pelos métodos na resolução dos problemas da literatura com ruído artificial na função objetivo
da ordem de 0.01.
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Problemas suaves com ruído não suave da ordem de 0.05
Prob. PSIFA Pattern search IMFIL IMFIL EnrichedAval. valor stop Aval. valor stop Aval. valor stop Aval. valor stop
1 483 0.000e+00 VF 123 0.000e+00 TP 184 8.919e+00 TP 264 9.029e+00 TP
2 236 1.806e-01 TP 102 0.000e+00 TP 714 2.549e-12 TP 720 3.866e-12 TP
3 105 2.667e+00 TP 65 2.667e+00 TP 86 2.667e+00 TP 115 2.667e+00 TP
4 288 -1.913e+00 VF 339 -1.913e+00 TP 204 -1.913e+00 TP 328 -1.913e+00 TP
5 73 -5.000e-01 VF 349 -5.000e-01 TP 133 6.566e-01 TP 386 -5.000e-01 TP
6 162 -9.996e+01 VF 125 -9.996e+01 TP 1274 -9.996e+01 TP 2001 -9.996e+01 AF
7 122 -1.000e+00 TP 206 -1.000e+00 TP 179 -1.196e-02 TP 346 -3.668e-01 TP
8 250 1.524e+01 TP 220 1.524e+01 TP 404 3.862e-09 TP 1457 1.627e-02 TP
9 211 2.355e-01 TP 247 1.069e-30 TP 186 1.315e+01 TP 410 3.994e-15 TP
10 316 1.111e-01 VF 405 1.111e-01 TP 225 1.252e-01 TP 449 1.140e-01 TP
11 159 -3.299e+03 TP 165 -3.300e+03 TP 234 -3.300e+03 TP 413 -3.300e+03 TP
12 408 -3.456e+03 VF 1671 -3.456e+03 TP 263 -3.201e+03 TP 463 -3.380e+03 TP
13 607 1.744e-01 TP 1322 1.864e+01 TP 682 1.356e-01 TP 618 4.667e+00 TP
14 343 1.926e+00 VF 506 1.926e+00 TP 189 2.025e+00 TP 537 1.927e+00 TP
15 149 -1.500e+01 TP 123 -1.500e+01 TP 393 -1.463e+01 TP 513 -1.467e+01 TP
16 259 1.000e+00 TP 39 1.000e+00 TP 202 1.000e+00 TP 220 1.000e+00 TP
17 421 2.305e-31 VF 431 3.853e-30 TP 292 8.541e+01 TP 668 1.925e-13 TP
18 398 1.528e+00 TP 811 1.330e-02 TP 292 2.717e+02 TP 598 3.129e-03 TP
19 272 1.143e-12 VF 531 1.036e-27 TP 292 7.589e+03 TP 608 2.284e-12 TP
20 219 7.765e-32 VF 391 3.698e-30 TP 292 1.486e+01 TP 562 3.210e-15 TP
21 194 5.327e+00 VF 691 5.327e+00 TP 297 6.013e+00 TP 533 5.327e+00 TP
22 240 4.093e+00 VF 811 4.093e+00 TP 297 6.056e+00 TP 590 4.093e+00 TP
23 397 2.522e+08 TP 846 2.522e+08 TP 75 7.763e+08 TP 123 7.763e+08 TP
24 41 6.333e+00 TP 477 6.333e+00 TP 333 6.779e+00 TP 481 6.333e+00 TP
25 288 -2.627e+04 TP 413 -2.627e+04 TP 183 -2.570e+04 TP 415 -2.627e+04 TP
26 167 -4.677e+00 TP 393 -4.586e+00 TP 316 -4.572e+00 TP 638 -4.548e+00 TP
27 668 -3.235e+01 TP 515 -3.231e+01 TP 524 -2.365e+01 TP 653 -2.527e+01 TP
28 1144 1.245e+03 TP 2000 1.245e+03 TP 494 1.168e+03 TP 2020 1.166e+03 AF
29 2005 -4.578e+01 AF 2000 -4.578e+01 AF 890 -4.578e+01 TP 755 -4.578e+01 TP
30 289 -7.136e+01 TP 582 -7.094e+01 TP 501 -4.259e+01 TP 1159 -4.330e+01 TP
31 1740 7.606e+02 TP 1510 9.270e+02 TP 887 9.388e+02 TP 2013 9.233e+02 AF
32 1621 2.347e+02 VF 138 6.843e+02 TP 659 6.843e+02 TP 659 6.843e+02 TP
Tabela 5 – Tabela com os resultados obtidos pelos métodos na resolução dos problemas da literatura com ruído artificial na função objetivo
da ordem de 0.05.
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Problemas da literatura
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´5 τ “ 10´1 τ “ 10´3 τ “ 10´5
PSIFA 75% 68.75% 62.5% 93.75% 93.75% 78.1%
Pattern Search 15.62% 25% 25% 96.87% 78.12% 68.75%
IMFIL enriched 0% 0% 6.25% 68.75% 62.5% 53.1%
IMFIL 9.37% 6.25% 6.25% 43.75% 37.5% 31.25%
Tabela 6 – Eficiência e robustez dos métodos na resolução dos problemas da literatura.
Problemas da literatura com ruído artificial da ordem de 0.01
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´5 τ “ 10´1 τ “ 10´3 τ “ 10´5
PSIFA 53.12% 56.25% 56.25% 96.87% 81.25% 81.25%
Pattern Search 37.50% 31.25% 34.37% 93.75% 78.13% 71.87%
IMFIL enriched 6.25% 9.37% 3.13% 84.37% 56.25% 56.25%
IMFIL 3.12% 3.12% 6.25% 40.62% 28.13% 21.87%
Tabela 7 – Eficiência e robustez dos métodos na resolução dos problemas da literatura
com ruído artificial da ordem de 0.01.
Problemas da literatura com ruído artificial da ordem de 0.05
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´5 τ “ 10´1 τ “ 10´3 τ “ 10´5
PSIFA 59.37% 50% 53.12% 93.75% 84.38% 84.37%
Pattern Search 37.5% 40.62% 37.5% 81.25% 68.75% 65.62%
IMFIL enriched 3.12% 6.25% 6.25% 84.37% 56.25% 56.35%
IMFIL 0% 3.13% 3.12% 34.37% 21.87% 21.87%
Tabela 8 – Eficiência e robustez dos métodos na resolução dos problemas da literatura
com ruído artificial da ordem de 0.05.
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Problemas degenerados com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído não suave
Prob. r m PSIFA Pattern search IMFIL IMFIL EnrichedAval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor
1 0.1 4 12 2.01e-14 1.000e+00 563 1.22e-04 1.000e+00 412 4.43e-01 2.083e+00 564 7.49e-09 1.000e+00
2 1.0 4 12 6.27e-16 1.000e+00 172 7.63e-06 1.000e+00 776 1.13e-03 1.002e+00 282 4.78e-14 1.000e+00
3 10.0 4 186 8.70e-09 1.000e+00 112 3.06e-16 1.000e+00 427 1.07e-07 1.000e+00 286 1.52e-13 1.000e+00
4 0.1 5 267 2.92e-08 1.000e+00 300 6.64e-04 1.000e+00 369 4.73e-01 2.176e+00 654 9.75e-06 1.000e+00
5 1.0 5 28 7.75e-16 1.000e+00 144 1.02e-04 1.000e+00 2007 7.44e-02 1.120e+00 886 1.74e-06 1.000e+00
6 10.0 5 29 5.78e-15 1.000e+00 342 1.13e-08 1.000e+00 628 6.53e-03 1.002e+00 650 4.56e-08 1.000e+00
7 0.1 6 21 5.30e-15 1.000e+00 281 4.50e-04 1.000e+00 808 2.94e-01 1.673e+00 965 1.27e-01 1.268e+00
8 1.0 6 85 5.33e-16 1.000e+00 114 3.10e-05 1.000e+00 635 1.79e-02 1.027e+00 335 3.55e-15 1.000e+00
9 10.0 6 146 4.44e-16 1.000e+00 260 3.21e-09 1.000e+00 545 6.80e-06 1.000e+00 803 1.82e-08 1.000e+00
10 0.1 9 479 4.97e-09 1.000e+00 271 1.08e-04 1.000e+00 424 4.81e-01 2.198e+00 1016 1.89e-06 1.000e+00
11 1.0 9 38 5.96e-16 1.000e+00 135 3.42e-06 1.000e+00 779 1.44e-03 1.002e+00 1524 1.72e-02 1.025e+00
12 10.0 9 15 4.24e-14 1.000e+00 394 9.70e-09 1.000e+00 509 1.21e-03 1.000e+00 1096 1.01e-07 1.000e+00
13 0.1 12 20 5.95e-14 1.000e+00 330 3.21e-04 1.000e+00 442 3.06e-01 1.706e+00 1075 4.40e-08 1.000e+00
14 1.0 12 20 8.41e-15 1.000e+00 271 9.07e-04 1.000e+00 785 6.14e-02 1.091e+00 1090 9.32e-09 1.000e+00
15 10.0 12 252 4.47e-16 1.000e+00 250 3.21e-09 1.000e+00 555 6.59e-08 1.000e+00 1266 2.02e-08 1.000e+00
16 0.1 15 40 1.23e-14 1.000e+00 344 7.90e-04 1.000e+00 379 4.73e-01 2.175e+00 1179 3.74e-08 1.000e+00
17 1.0 15 617 8.38e-09 1.000e+00 200 9.85e-04 1.000e+00 945 1.35e-01 1.210e+00 1684 4.90e-05 1.000e+00
18 10.0 15 26 1.93e-13 1.000e+00 375 7.33e-09 1.000e+00 550 5.18e-04 1.000e+00 1652 1.57e-08 1.000e+00
19 0.1 18 743 1.60e-08 1.000e+00 294 5.24e-04 1.000e+00 349 4.73e-01 2.175e+00 1697 1.21e-05 1.000e+00
20 1.0 18 390 4.64e-16 1.000e+00 253 9.99e-04 1.000e+00 1014 8.05e-02 1.121e+00 1600 7.13e-09 1.000e+00
21 10.0 18 491 4.45e-16 1.000e+00 350 1.03e-08 1.000e+00 602 3.01e-03 1.001e+00 1607 5.17e-08 1.000e+00
Tabela 9 – Resultado obtido pelos métodos para os problemas degenerados com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído não suave. Exceto para
o problema 8 que o PSIFA parou por falta de progresso no valor da função, para todos os demais problemas, todos os métodos
pararam ao atingir a tolerância para o tamanho do passo.
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Problemas degenerados com fspxq “
mÿ
i“1
a
Api, :qx e ruído não suave
Prob. r m PSIFA Pattern search IMFIL IMFIL EnrichedAval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor
1 0.1 4 12 3.68e-12 1.754e-06 134 2.49e-03 4.456e-02 242 5.02e-01 6.426e-01 498 5.02e-01 6.426e-01
2 1.0 4 12 6.54e-16 1.004e-07 183 7.55e-05 2.067e-02 193 7.07e-01 2.025e+00 554 3.54e-01 1.420e+00
3 10.0 4 40 9.03e-16 8.396e-08 429 3.30e-03 5.129e-02 237 1.56e-09 1.578e-04 476 1.76e-01 3.744e-01
4 0.1 5 37 5.21e-15 1.081e-07 255 1.83e-03 5.248e-02 227 5.02e-01 8.179e-01 564 2.47e-07 6.630e-04
5 1.0 5 39 5.15e-16 1.067e-07 413 1.07e-08 4.692e-04 236 7.07e-01 2.579e+00 556 9.48e-03 3.076e-01
6 10.0 5 212 6.25e-09 1.865e-04 457 2.10e-03 6.622e-02 445 1.71e+00 1.974e+00 603 1.50e-02 1.485e-01
7 0.1 6 18 5.16e-15 1.330e-07 334 3.59e-03 9.705e-02 191 5.02e-01 1.068e+00 656 7.49e-09 1.294e-04
8 1.0 6 44 6.06e-16 1.417e-07 296 1.32e+00 5.129e+00 191 7.07e-01 3.370e+00 661 1.05e-08 4.048e-04
9 10.0 6 33 1.86e-14 2.743e-07 315 4.54e+00 3.691e+00 262 1.24e+00 1.966e+00 613 8.05e-01 1.584e+00
10 0.1 9 418 3.87e-09 1.762e-04 310 9.85e-04 7.850e-02 235 5.02e-01 1.778e+00 741 5.03e-01 1.763e+00
11 1.0 9 46 5.70e-16 2.102e-07 479 2.25e-08 1.039e-03 244 7.07e-01 5.391e+00 764 1.01e-08 7.018e-04
12 10.0 9 45 2.78e-14 4.734e-07 466 3.87e+00 4.984e+00 300 2.18e+00 3.842e+00 821 3.05e-02 4.232e-01
13 0.1 12 72 1.27e-14 4.324e-07 285 1.24e-02 3.884e-01 191 5.02e-01 2.477e+00 942 7.48e-09 3.243e-04
14 1.0 12 20 1.71e-14 1.204e-06 396 1.35e+00 1.053e+01 191 7.07e-01 7.421e+00 934 9.73e-09 9.730e-04
15 10.0 12 106 5.17e-14 8.305e-07 394 4.46e+00 7.266e+00 271 1.55e+00 4.281e+00 969 6.28e-02 8.270e-01
16 0.1 15 47 5.58e-15 3.689e-07 451 8.83e-04 1.300e-01 245 5.02e-01 3.104e+00 1053 5.03e-01 3.107e+00
17 1.0 15 134 4.86e-16 3.294e-07 361 1.97e-03 5.002e-01 256 7.07e-01 9.347e+00 1093 3.43e-07 6.710e-03
18 10.0 15 25 9.16e-15 5.285e-07 327 7.05e+00 1.185e+01 275 2.57e+00 6.847e+00 1102 5.60e-01 3.208e+00
19 0.1 18 642 1.62e-08 7.018e-04 310 1.69e-02 6.905e-01 237 5.02e-01 3.753e+00 1237 5.03e-01 3.769e+00
20 1.0 18 476 4.51e-16 3.819e-07 408 1.48e-03 5.207e-01 232 7.07e-01 1.129e+01 1280 9.87e-09 1.454e-03
21 10.0 18 734 9.67e-09 5.464e-04 408 4.54e+00 1.090e+01 279 4.89e+00 1.141e+01 1294 4.90e-01 3.552e+00
Tabela 10 – Resultado obtido pelos métodos para os problemas degenerados com fspxq “
mÿ
i“1
a
Api, :qx e ruído não suave. Para todos os
problemas, todos os métodos pararam ao atingir a tolerância para o tamanho do passo.
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Problemas degenerados, fspxq “ x21 ` x22 ` px3 ` 1q2 com ruído branco da ordem de 0.05 e malha uniforme de tamanho 0.05
Prob. r m PSIFA Pattern search IMFIL IMFIL EnrichedAval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor
1 0.1 4 436 1.06e-08 9.757e-01 563 1.22e-04 9.757e-01 2001 8.10e-03 9.918e-01 559 7.49e-09 9.757e-01
2 1.0 4 12 6.28e-16 9.757e-01 172 7.63e-06 9.757e-01 688 1.84e-02 1.004e+00 318 7.94e-15 9.757e-01
3 10.0 4 194 1.36e-08 9.757e-01 112 3.06e-16 9.757e-01 533 1.10e-04 9.757e-01 670 1.78e-07 9.757e-01
4 0.1 5 22 5.16e-15 9.757e-01 300 6.64e-04 9.757e-01 1734 4.07e-01 1.952e+00 741 9.67e-06 9.757e-01
5 1.0 5 37 7.62e-16 9.757e-01 144 1.02e-04 9.757e-01 764 4.41e-03 9.825e-01 904 7.00e-04 9.767e-01
6 10.0 5 307 1.23e-08 9.757e-01 342 1.13e-08 9.757e-01 581 3.22e-03 9.764e-01 637 8.19e-08 9.757e-01
7 0.1 6 322 8.41e-09 9.757e-01 281 4.50e-04 9.757e-01 2004 1.51e-01 1.300e+00 962 7.66e-05 9.758e-01
8 1.0 6 32 5.14e-16 9.757e-01 114 3.10e-05 9.757e-01 964 3.88e-03 9.813e-01 397 9.24e-14 9.757e-01
9 10.0 6 419 3.31e-09 9.757e-01 260 3.21e-09 9.757e-01 553 2.41e-05 9.757e-01 876 8.10e-05 9.757e-01
10 0.1 9 479 4.97e-09 9.757e-01 271 1.08e-04 9.757e-01 2001 1.83e-01 1.374e+00 972 2.19e-06 9.757e-01
11 1.0 9 464 1.18e-08 9.757e-01 135 3.42e-06 9.757e-01 774 1.09e-05 9.757e-01 1522 2.01e-02 1.005e+00
12 10.0 9 35 2.17e-15 9.757e-01 332 6.40e-09 9.757e-01 588 9.61e-03 9.777e-01 834 1.26e-01 1.014e+00
13 0.1 12 773 9.97e-09 9.757e-01 330 3.21e-04 9.757e-01 1458 2.35e-01 1.499e+00 981 1.36e-08 9.757e-01
14 1.0 12 586 1.06e-08 9.757e-01 271 9.07e-04 9.757e-01 797 3.91e-03 9.813e-01 1135 4.27e-08 9.757e-01
15 10.0 12 883 7.22e-09 9.757e-01 449 1.26e-01 1.011e+00 471 7.23e-08 9.757e-01 1021 1.77e-01 1.024e+00
16 0.1 15 691 1.63e-08 9.757e-01 344 7.90e-04 9.757e-01 2007 1.21e-01 1.231e+00 1173 3.74e-08 9.757e-01
17 1.0 15 544 9.54e-09 9.757e-01 200 9.85e-04 9.757e-01 1002 1.79e-01 1.259e+00 1688 4.90e-05 9.757e-01
18 10.0 15 146 4.86e-16 9.757e-01 488 1.76e-01 1.016e+00 606 3.91e-04 9.757e-01 1174 1.76e-01 1.019e+00
19 0.1 18 834 1.34e-08 9.757e-01 294 5.24e-04 9.757e-01 1981 7.28e-02 1.126e+00 1696 1.25e-05 9.757e-01
20 1.0 18 865 1.30e-08 9.757e-01 258 5.76e-09 9.757e-01 854 8.09e-03 9.872e-01 1456 8.16e-09 9.757e-01
21 10.0 18 1105 9.19e-09 9.757e-01 495 1.76e-01 1.016e+00 560 3.87e-07 9.757e-01 1653 3.78e-08 9.757e-01
Tabela 11 – Resultado obtido pelos métodos para os problemas degenerados, fspxq “ x21 ` x22 ` px3 ` 1q2 com ruído branco da ordem de
0.05 e malha uniforme de tamanho 0.05. Exceto pelos problemas 1, 7, 10 e 16, em que o IMFIL atinge o orçamento, em todos
os demais todos os métodos pararam ao atingir a tolerância para o tamanho do passo.
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Problemas degenerados, fspxq “
mÿ
i“1
a
Api, :qx com ruído branco da ordem de 0.05 e malha uniforme de tamanho 0.05
Prob. r m PSIFA Pattern search IMFIL IMFIL EnrichedAval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor Aval. }x‹} valor
1 0.1 4 33 4.55e-15 -2,44E+01 134 2.49e-03 2,02E+01 261 5.02e-01 6,08E+02 498 5.02e-01 6,08E+02
2 1.0 4 12 5.76e-16 -2,44E+01 183 7.55e-05 -3,68E+00 193 7.07e-01 1,98E+03 554 3.54e-01 1,39E+03
3 10.0 4 108 5.52e-16 -2,44E+01 201 3.00e-03 2,45E+01 193 5.02e+00 1,98E+03 445 1.71e+00 1,14E+03
4 0.1 5 22 5.05e-15 -2,44E+01 255 1.83e-03 2,81E+01 262 5.02e-01 7,83E+02 564 2.47e-07 -2,37E+01
5 1.0 5 36 6.58e-16 -2,44E+01 412 9.38e-04 6,89E+01 243 7.07e-01 2,59E+03 562 7.45e-09 -2,39E+01
6 10.0 5 279 9.10e-09 -2,42E+01 335 2.53e-03 5,23E+01 223 6.75e+00 3,36E+03 506 5.65e-01 1,01E+03
7 0.1 6 18 5.22e-15 -2,44E+01 361 2.23e-03 5,18E+01 191 5.02e-01 1,03E+03 656 7.49e-09 -2,42E+01
8 1.0 6 227 1.16e-08 -2,39E+01 640 1.69e-08 -2,37E+01 191 7.07e-01 3,34E+03 661 1.05e-08 -2,39E+01
9 10.0 6 213 4.67e+00 3,27E+03 362 1.57e-03 4,53E+01 191 5.02e+00 3,38E+03 648 3.93e-02 2,77E+02
10 0.1 9 399 1.34e-08 -2,40E+01 310 9.85e-04 5,42E+01 223 5.02e-01 1,79E+03 773 5.06e-01 1,78E+03
11 1.0 9 43 4.84e-16 -2,44E+01 479 2.25e-08 -2,33E+01 216 7.07e-01 5,39E+03 764 8.97e-09 -2,36E+01
12 10.0 9 40 2.92e-14 -2,44E+01 339 2.94e+00 4,12E+03 245 2.85e+00 4,39E+03 757 5.63e-02 5,57E+02
13 0.1 12 418 4.94e-09 -2,41E+01 285 1.24e-02 3,64E+02 191 5.02e-01 2,49E+03 942 7.48e-09 -2,40E+01
14 1.0 12 38 9.46e-16 -2,44E+01 454 3.52e-09 -2,37E+01 191 7.07e-01 7,43E+03 934 9.73e-09 -2,34E+01
15 10.0 12 218 4.45e-16 -2,44E+01 297 8.97e+00 9,85E+03 219 8.70e+00 9,73E+03 976 6.58e-08 -2,34E+01
16 0.1 15 81 5.67e-15 -2,44E+01 451 8.83e-04 1,06E+02 229 5.02e-01 3,12E+03 1053 5.03e-01 3,07E+03
17 1.0 15 51 9.10e-16 -2,44E+01 361 1.97e-03 4,76E+02 228 7.07e-01 9,35E+03 1104 1.79e-01 4,72E+03
18 10.0 15 618 7.76e-09 -2,40E+01 428 9.54e-03 3,95E+02 195 5.02e+00 9,38E+03 1141 7.49e-08 -2,32E+01
19 0.1 18 53 9.48e-15 -2,44E+01 310 1.69e-02 6,66E+02 229 5.02e-01 3,77E+03 1237 5.03e-01 3,78E+03
20 1.0 18 681 1.03e-08 -2,29E+01 408 1.48e-03 4,96E+02 232 7.07e-01 1,13E+04 1245 6.48e-02 3,43E+03
21 10.0 18 182 3.59e-15 -2,44E+01 478 8.70e-03 4,55E+02 195 5.02e+00 1,13E+04 1277 7.80e-02 1,44E+03
Tabela 12 – Problemas degenerados, fspxq “
mÿ
i“1
a
Api, :qx com ruído branco da ordem de 0.05 e malha uniforme de tamanho 0.05. Para
todos os problemas, todos os métodos pararam ao atingir a tolerância para o tamanho do passo.
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Problemas com restrições degeneradas com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído não suave
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´5 τ “ 10´1 τ “ 10´3 τ “ 10´5
PSIFA 38.1% 61.9% 61.9% 100% 100% 100%
Pattern Search 57.14% 23.81% 33.33% 100% 100% 100%
IMFIL enriched 0% 4.76% 4.76% 95.24% 90.48% 76.19%
IMFIL 4.76% 9.52% 0% 52.38% 33.33% 19.04%
Tabela 13 – Eficiência e robustez dos métodos na resolução dos problemas degenerados
com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído não suave.
Problemas com restrições degeneradas com fspxq “
mÿ
i“1
a
Api, :qx e ruído não suave
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´5 τ “ 10´1 τ “ 10´3 τ “ 10´5
PSIFA 76.19% 100% 100% 100% 100% 100%
Pattern Search 23.81% 0% 0% 47.14% 9.52% 0%
IMFIL enriched 0% 0% 0% 47.62% 38.1% 0%
IMFIL 0% 0% 0% 4.76% 4.76% 0%
Tabela 14 – Eficiência e robustez dos métodos na resolução dos problemas degenerados
com fspxq “
mÿ
i“1
a
Api, :qx e ruído não suave.
Problemas com restrições degeneradas com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído branco
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´5 τ “ 10´1 τ “ 10´3 τ “ 10´5
PSIFA 42.86% 42.86% 42.85% 100% 100% 100%
Pattern Search 52.38% 47.62% 47.62% 100% 85.71% 85.71%
IMFIL enriched 0% 0% 0% 95.23% 76.19% 57.14%
IMFIL 4.76% 9.52% 9.52% 66.66% 33.33% 23.81%
Tabela 15 – Eficiência e robustez dos métodos na resolução dos problemas degenerados
com fspxq “ x21 ` x22 ` px3 ` 1q2 e ruído branco.
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Problemas com restrições degeneradas com fspxq “
mÿ
i“1
a
Api, :qx e ruído branco
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´5 τ “ 10´1 τ “ 10´3 τ “ 10´5
PSIFA 57.14% 95.24% 95.24% 95.24% 95.24% 95.24%
Pattern Search 42.85% 4.76% 4.76% 80.95% 19.05% 4.76%
IMFIL enriched 0% 0% 0% 47.62% 42.85% 4.76%
IMFIL 0% 0% 0% 0% 0% 0%
Tabela 16 – Eficiência e robustez dos métodos na resolução dos problemas degenerados
com fspxq “
mÿ
i“1
a
Api, :qx e ruído branco.
Oscilador harmônico crítico sem ruído nos dados e tol “ 10´3
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 87% 94% 100% 100%
Pattern search 13% 6% 100% 99%
IMFIL enriched 0% 0% 100% 99%
IMFIL 0% 0% 0% 0%
Tabela 17 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico crítico sem ruído nos dados e com precisão de 10´3 na resolução
numérica da EDO.
Oscilador harmônico crítico sem ruído nos dados e tol “ 10´2
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 87% 95% 100% 100%
Pattern search 13% 5% 99% 99%
IMFIL enriched 0% 0% 99% 99%
IMFIL 0% 0% 0% 0%
Tabela 18 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico crítico sem ruído nos dados e com precisão de 10´2 na resolução
numérica da EDO.
APÊNDICE B. Tabelas 180
Oscilador harmônico crítico com ruído de 10´3 nos dados e tol “ 10´3
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 87% 94% 100% 100%
Pattern search 13% 6% 100% 99%
IMFIL enriched 0% 0% 100% 99%
IMFIL 0% 0% 0% 0%
Tabela 19 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico crítico com ruído de 10´3 nos dados e com precisão de 10´3 na
resolução numérica da EDO.
Oscilador harmônico crítico com ruído de 10´3 nos dados e tol “ 10´2
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 87% 95% 100% 100%
Pattern search 13% 5% 99% 98%
IMFIL enriched 0% 0% 99% 98%
IMFIL 0% 0% 0% 0%
Tabela 20 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico crítico com ruído de 10´3 nos dados e com precisão de 10´2 na
resolução numérica da EDO.
Oscilador harmônico forte sem ruído nos dados e tol “ 10´3
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 35% 28% 100% 100%
Pattern search 65% 67% 100% 94%
IMFIL enriched 0% 1% 66% 66%
IMFIL 0% 4% 91% 89%
Tabela 21 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico forte sem ruído nos dados e com precisão de 10´3 na resolução
numérica da EDO.
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Oscilador harmônico forte sem ruído nos dados e tol “ 10´2
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 34% 29% 100% 100%
Pattern search 65% 65% 98% 97%
IMFIL enriched 0% 1% 65% 59%
IMFIL 1% 5% 92% 90%
Tabela 22 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico forte sem ruído nos dados e com precisão de 10´2 na resolução
numérica da EDO.
Oscilador harmônico forte com ruído de 10´3 nos dados e tol “ 10´3
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 35% 28% 100% 100%
Pattern search 65% 68% 99% 94%
IMFIL enriched 0% 1% 66% 57%
IMFIL 0% 3% 92% 89%
Tabela 23 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico forte com ruído de 10´3 nos dados e com precisão de 10´3 na
resolução numérica da EDO.
Oscilador harmônico forte com ruído de 10´3 nos dados e tol “ 10´2
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 34% 29% 100% 100%
Pattern search 65% 65% 98% 97%
IMFIL enriched 0% 1% 65% 59%
IMFIL 1% 5% 92% 90%
Tabela 24 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico forte com ruído de 10´3 nos dados e com precisão de 10´2 na
resolução numérica da EDO.
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Oscilador harmônico oscilatório sem ruído nos dados e tol “ 10´3
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 54% 56% 100% 100%
Pattern search 45% 24% 94% 87%
IMFIL enriched 0% 0% 66% 61%
IMFIL 1% 20% 67% 56%
Tabela 25 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico oscilatório sem ruído nos dados e com precisão de 10´3 na resolução
numérica da EDO.
Oscilador harmônico oscilatório sem ruído nos dados e tol “ 10´2
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 52% 58% 100% 100%
Pattern search 46% 28% 96% 87%
IMFIL enriched 0% 0% 58% 53%
IMFIL 2% 14% 64% 57%
Tabela 26 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico oscilatório sem ruído nos dados e com precisão de 10´2 na resolução
numérica da EDO.
Oscilador harmônico oscilatório com ruído de 10´3 nos dados e tol “ 10´3
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 54% 60% 100% 100%
Pattern search 46% 23% 94% 87%
IMFIL enriched 0% 0% 64% 60%
IMFIL 0% 17% 64% 55%
Tabela 27 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico oscilatório com ruído de 10´3 nos dados e com precisão de 10´3 na
resolução numérica da EDO.
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Oscilador harmônico oscilatório com ruído de 10´3 nos dados e tol “ 10´2
Método Eficiência Robustez
τ “ 10´1 τ “ 10´3 τ “ 10´1 τ “ 10´3
PSIFA 50% 55% 100% 100%
Pattern search 49% 30% 94% 85%
IMFIL enriched 0% 0% 59% 52%
IMFIL 1% 15% 63% 54%
Tabela 28 – Eficiência e robustez dos métodos na resolução dos problemas do oscilador
harmônico oscilatório com ruído de 10´3 nos dados e com precisão de 10´2 na
resolução numérica da EDO.
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Oscilador harmônico Crítico - ponto inicial p26.278, 26.278q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.278,26.278) 3.123e+01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 4 (25.278,25.278) 3.123e+01 (26.276,26.276) 3.123e+01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 10 (23.278,23.278) 3.122e+01 (12.639,12.639) 3.107e+01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 16 (4.639,4.639) 2.877e+01 (6.320,6.320) 3.010e+01 PS 8.000e+00 1.250e-06 -8.750e-06
4 4 25 (2.639,2.639) 2.258e+01 (2.320,2.320) 2.009e+01 QN 2.000e+00 3.704e-07 -9.630e-06
5 2 33 (1.320,1.320) 4.784e+00 (1.160,1.160) 1.650e+00 QN 1.000e+00 1.562e-07 -9.844e-06
6 3 44 (0.910,0.910) 9.691e-01 (1.160,1.160) 1.650e+00 PS 2.500e-01 8.000e-08 -1.170e-06
7 2 51 (1.035,1.035) 1.034e-01 (0.910,0.910) 9.691e-01 PS 1.250e-01 4.630e-08 -3.956e-07
8 2 58 (0.972,0.972) 7.793e-02 (1.035,1.035) 1.034e-01 PS 6.250e-02 2.915e-08 -1.271e-07
9 2 65 (1.004,1.004) 1.085e-03 (0.972,0.972) 7.793e-02 PS 3.125e-02 1.953e-08 -3.571e-08
10 4 76 (1.000,1.000) 2.277e-05 (1.004,1.004) 1.085e-03 PS 3.906e-03 1.372e-08 1.128e-08
11 3 80 (1.001,1.001) 2.233e-05 - - PS 9.766e-04 1.000e-08 9.695e-09
12 2 82 (1.000,1.000) 2.056e-07 - - PS 4.883e-04 7.513e-09 7.405e-09
13 6 92 (1.000,1.000) 2.056e-07 - - PS 7.629e-06 5.787e-09 5.786e-09
Tabela 29 – Oscilador harmônico crítico com ponto inicial p26.278, 26.278q e versão 1: sem ruído nos dados e com precisão de 10´3 na
resolução da EDO.
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Oscilador harmônico Crítico - ponto inicial p26.278, 26.278q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.278,26.278) 3.123e+01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 4 (25.278,25.278) 3.123e+01 (26.276,26.276) 3.123e+01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 10 (23.278,23.278) 3.122e+01 (12.639,12.639) 3.107e+01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 16 (4.639,4.639) 2.877e+01 (6.320,6.320) 3.010e+01 PS 8.000e+00 1.250e-06 -8.750e-06
4 4 25 (2.639,2.639) 2.258e+01 (2.320,2.320) 2.009e+01 QN 2.000e+00 3.704e-07 -9.630e-06
5 2 33 (1.320,1.320) 4.857e+00 (1.160,1.160) 1.700e+00 QN 1.000e+00 1.562e-07 -9.844e-06
6 3 44 (0.910,0.910) 9.778e-01 (1.160,1.160) 1.700e+00 PS 2.500e-01 8.000e-08 -1.170e-06
7 2 51 (1.035,1.035) 1.014e-01 (0.910,0.910) 9.778e-01 PS 1.250e-01 4.630e-08 -3.956e-07
8 2 58 (0.972,0.972) 8.005e-02 (1.035,1.035) 1.014e-01 PS 6.250e-02 2.915e-08 -1.271e-07
9 2 65 (1.004,1.004) 8.856e-04 (0.972,0.972) 8.005e-02 PS 3.125e-02 1.953e-08 -3.571e-08
10 4 76 (1.000,1.000) 8.558e-05 (1.004,1.004) 8.856e-04 PS 3.906e-03 1.372e-08 1.128e-08
11 3 80 (1.001,1.001) 1.906e-05 - - PS 9.766e-04 1.000e-08 9.695e-09
12 3 84 (1.000,1.000) 1.890e-05 - - PS 2.441e-04 7.513e-09 7.475e-09
13 2 86 (1.000,1.000) 1.759e-05 - - PS 1.221e-04 5.787e-09 5.774e-09
14 4 92 (1.000,1.000) 1.759e-05 - - PS 7.629e-06 4.552e-09 4.551e-09
Tabela 30 – Oscilador harmônico crítico com ponto inicial p26.278, 26.278q e versão 2: sem ruído nos dados e com precisão de 10´2 na
resolução da EDO.
A
PÊN
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E
B.
Tabelas
186
Oscilador harmônico Crítico - ponto inicial p26.278, 26.278q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.278,26.278) 3.123e+01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 4 (25.278,25.278) 3.122e+01 (26.276,26.276) 3.123e+01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 10 (23.278,23.278) 3.122e+01 (12.639,12.639) 3.107e+01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 16 (4.639,4.639) 2.877e+01 (6.320,6.320) 3.010e+01 PS 8.000e+00 1.250e-06 -8.750e-06
4 4 25 (2.639,2.639) 2.257e+01 (2.320,2.320) 2.008e+01 QN 2.000e+00 3.704e-07 -9.630e-06
5 2 33 (1.320,1.320) 4.784e+00 (1.160,1.160) 1.650e+00 QN 1.000e+00 1.562e-07 -9.844e-06
6 3 44 (0.910,0.910) 9.689e-01 (1.160,1.160) 1.650e+00 PS 2.500e-01 8.000e-08 -1.170e-06
7 2 51 (1.035,1.035) 1.036e-01 (0.910,0.910) 9.689e-01 PS 1.250e-01 4.630e-08 -3.956e-07
8 2 58 (0.972,0.972) 7.790e-02 (1.035,1.035) 1.036e-01 PS 6.250e-02 2.915e-08 -1.271e-07
9 2 65 (1.004,1.004) 1.143e-03 (0.972,0.972) 7.790e-02 PS 3.125e-02 1.953e-08 -3.571e-08
10 4 76 (1.000,1.000) 7.195e-05 (1.004,1.004) 1.143e-03 PS 3.906e-03 1.372e-08 1.128e-08
11 4 82 (1.000,1.000) 5.061e-05 - - PS 4.883e-04 1.000e-08 9.892e-09
12 6 92 (1.000,1.000) 5.060e-05 - - PS 1.526e-05 7.513e-09 7.513e-09
13 1 92 (1.000,1.000) 5.060e-05 - - PS 7.629e-06 5.787e-09 5.786e-09
Tabela 31 – Oscilador harmônico crítico com ponto inicial p26.278, 26.278q e versão 3: com ruído de 10´3 nos dados e com precisão de 10´3
na resolução da EDO.
A
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Tabelas
187
Oscilador harmônico Crítico - ponto inicial p26.278, 26.278q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.278,26.278) 3.123e+01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 4 (25.278,25.278) 3.122e+01 (26.276,26.276) 3.123e+01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 10 (23.278,23.278) 3.122e+01 (12.639,12.639) 3.107e+01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 16 (4.639,4.639) 2.877e+01 (6.320,6.320) 3.010e+01 PS 8.000e+00 1.250e-06 -8.750e-06
4 4 25 (2.639,2.639) 2.258e+01 (2.320,2.320) 2.009e+01 QN 2.000e+00 3.704e-07 -9.630e-06
5 2 33 (1.320,1.320) 4.857e+00 (1.160,1.160) 1.701e+00 QN 1.000e+00 1.562e-07 -9.844e-06
6 3 44 (0.910,0.910) 9.776e-01 (1.160,1.160) 1.701e+00 PS 2.500e-01 8.000e-08 -1.170e-06
7 2 51 (1.035,1.035) 1.015e-01 (0.910,0.910) 9.776e-01 PS 1.250e-01 4.630e-08 -3.956e-07
8 2 58 (0.972,0.972) 8.001e-02 (1.035,1.035) 1.015e-01 PS 6.250e-02 2.915e-08 -1.271e-07
9 2 65 (1.004,1.004) 9.321e-04 (0.972,0.972) 8.001e-02 PS 3.125e-02 1.953e-08 -3.571e-08
10 4 76 (1.000,1.000) 1.225e-04 (1.004,1.004) 9.321e-04 PS 3.906e-03 1.372e-08 1.128e-08
11 3 80 (1.001,1.001) 5.838e-05 - - PS 9.766e-04 1.000e-08 9.695e-09
12 3 84 (1.000,1.000) 5.761e-05 - - PS 2.441e-04 7.513e-09 7.475e-09
13 2 86 (1.000,1.000) 5.660e-05 - - PS 1.221e-04 5.787e-09 5.774e-09
14 3 90 (1.000,1.000) 5.659e-05 - - PS 3.052e-05 4.552e-09 4.550e-09
15 2 92 (1.000,1.000) 5.657e-05 - - PS 1.526e-05 3.644e-09 3.644e-09
16 1 92 (1.000,1.000) 5.657e-05 - - PS 7.629e-06 2.963e-09 2.962e-09
Tabela 32 – Oscilador harmônico crítico com ponto inicial p26.278, 26.278q e versão 4: com ruído de 10´3 nos dados e com precisão de 10´2
na resolução da EDO.
A
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188
Oscilador harmônico forte - ponto inicial p26.061, 24.519q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.061,24.519) 2.062e+00 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (26.061,23.519) 2.058e+00 (26.061,24.516) 2.062e+00 PS 1.000e+00 1.000e-05 0.000e+00
2 1 17 (26.061,21.519) 2.050e+00 (26.060,15.041) 1.988e+00 QN 2.000e+00 1.000e-05 0.000e+00
3 1 27 (26.060,7.041) 1.686e+00 (26.059,5.179) 1.547e+00 QN 8.000e+00 1.250e-06 -8.750e-06
4 1 39 (18.988,-1.892) 1.292e+00 (26.058,2.371) 1.424e+00 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 50 (8.988,-1.892) 7.943e-01 (18.988,-1.892) 1.292e+00 PS 1.000e+01 1.562e-07 -9.844e-06
6 2 65 (3.988,-1.892) 2.076e-01 (6.741,-3.478) 7.130e-01 PS 5.000e+00 8.000e-08 -9.920e-06
7 3 84 (2.738,-1.892) 1.734e-01 (4.074,-2.605) 1.531e-01 QN 1.250e+00 4.630e-08 -9.954e-06
8 1 92 (2.824,-2.605) 1.029e-01 (4.030,-2.242) 7.788e-02 QN 1.250e+00 2.915e-08 -9.971e-06
9 2 110 (2.780,-2.242) 6.316e-03 (4.030,-2.242) 7.788e-02 PS 1.250e+00 1.953e-08 -9.980e-06
10 3 132 (3.093,-2.242) 9.694e-04 (2.780,-2.242) 6.316e-03 PS 3.125e-01 1.372e-08 -1.733e-06
11 2 148 (2.936,-2.242) 5.202e-04 (3.093,-2.242) 9.694e-04 PS 1.563e-01 1.000e-08 -6.076e-07
12 2 164 (3.014,-2.242) 5.324e-05 (2.936,-2.242) 5.202e-04 PS 7.813e-02 7.513e-09 -2.109e-07
13 3 186 (2.995,-2.242) 3.385e-05 (3.014,-2.242) 5.324e-05 PS 1.953e-02 5.787e-09 -2.151e-08
14 2 200 (3.002,-2.235) 1.704e-06 (2.995,-2.242) 3.385e-05 PS 9.766e-03 4.552e-09 -5.099e-09
Tabela 33 – Oscilador harmônico forte com ponto inicial p26.061, 24.519q e versão 1: sem ruído nos dados e com precisão de 10´3 na resolução
da EDO.
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189
Oscilador harmônico forte - ponto inicial p26.061, 24.519q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.061,24.519) 2.062e+00 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (26.061,23.519) 2.059e+00 (26.061,24.516) 2.062e+00 PS 1.000e+00 1.000e-05 0.000e+00
2 1 17 (26.061,21.519) 2.050e+00 (26.061,16.448) 2.009e+00 QN 2.000e+00 1.000e-05 0.000e+00
3 1 27 (26.061,8.448) 1.774e+00 (26.060,7.861) 1.741e+00 QN 8.000e+00 1.250e-06 -8.750e-06
4 1 37 (26.060,-2.139) 1.433e+00 (26.059,-1.737) 1.461e+00 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 43 (16.060,-2.139) 1.156e+00 (26.055,2.830) 1.417e+00 PS 1.000e+01 1.562e-07 -9.844e-06
6 1 51 (6.060,-2.139) 3.717e-01 (7.584,2.645) 5.542e-01 PS 1.000e+01 8.000e-08 -9.920e-06
7 3 70 (3.560,-2.139) 3.813e-02 (3.030,-1.920) 1.247e-01 PS 2.500e+00 4.630e-08 -9.954e-06
8 3 89 (2.935,-2.139) 1.039e-02 (3.556,-2.267) 2.830e-02 PS 6.250e-01 2.915e-08 -4.912e-06
9 3 111 (2.935,-2.295) 3.640e-03 (2.935,-2.139) 1.039e-02 PS 1.563e-01 1.953e-08 -5.981e-07
10 1 118 (3.046,-2.185) 2.860e-03 (3.096,-2.258) 1.508e-03 QN 1.563e-01 1.372e-08 -6.039e-07
11 2 133 (2.940,-2.258) 8.058e-04 (3.049,-2.272) 1.481e-03 PS 1.563e-01 1.000e-08 -6.076e-07
12 2 149 (3.018,-2.258) 4.858e-04 (2.940,-2.258) 8.058e-04 PS 7.813e-02 7.513e-09 -2.109e-07
13 2 165 (3.046,-2.230) 3.196e-04 (3.018,-2.258) 4.858e-04 PS 3.906e-02 5.787e-09 -7.142e-08
14 1 175 (3.007,-2.230) 5.550e-05 (3.046,-2.230) 3.196e-04 PS 3.906e-02 4.552e-09 -7.265e-08
15 3 191 (2.987,-2.230) 5.164e-05 (3.004,-2.242) 4.714e-05 QN 1.953e-02 3.644e-09 -2.365e-08
16 2 200 (3.004,-2.232) 2.665e-05 (3.006,-2.233) 2.964e-05 PS 9.766e-03 2.963e-09 -6.688e-09
17 0 200 - - - - PS 9.766e-03 2.441e-09 -6.688e-09
Tabela 34 – Oscilador harmônico forte com ponto inicial p26.061, 24.519q e versão 2: sem ruído nos dados e com precisão de 10´2 na resolução
da EDO.
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190
Oscilador harmônico forte - ponto inicial p26.061, 24.519q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.061,24.519) 2.065e+00 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (26.061,23.519) 2.061e+00 (26.061,24.516) 2.065e+00 PS 1.000e+00 1.000e-05 0.000e+00
2 1 17 (26.061,21.519) 2.052e+00 (26.060,15.061) 1.991e+00 QN 2.000e+00 1.000e-05 0.000e+00
3 1 27 (26.060,7.061) 1.690e+00 (26.059,5.218) 1.553e+00 QN 8.000e+00 1.250e-06 -8.750e-06
4 1 39 (18.988,-1.853) 1.299e+00 (26.058,2.418) 1.424e+00 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 50 (8.988,-1.853) 8.141e-01 (18.988,-1.853) 1.299e+00 PS 1.000e+01 1.562e-07 -9.844e-06
6 2 65 (3.988,-1.853) 2.429e-01 (6.741,-3.424) 6.958e-01 PS 5.000e+00 8.000e-08 -9.920e-06
7 3 84 (3.104,-2.737) 1.600e-01 (4.080,-2.622) 1.606e-01 PS 1.250e+00 4.630e-08 -9.954e-06
8 2 96 (3.104,-2.112) 1.691e-02 (3.544,-2.298) 2.931e-02 PS 6.250e-01 2.915e-08 -4.912e-06
9 2 109 (2.883,-2.333) 1.027e-02 (3.105,-2.270) 2.354e-03 QN 3.125e-01 1.953e-08 -1.727e-06
10 2 124 (2.949,-2.270) 1.491e-03 (3.104,-2.233) 1.269e-03 QN 1.563e-01 1.372e-08 -6.039e-07
11 1 136 (2.948,-2.233) 3.775e-04 (3.104,-2.233) 1.269e-03 PS 1.563e-01 1.000e-08 -6.076e-07
12 3 155 (3.026,-2.233) 1.425e-04 (2.990,-2.246) 1.880e-04 PS 7.813e-02 7.513e-09 -2.109e-07
13 2 167 (2.987,-2.233) 7.961e-05 (2.993,-2.241) 9.912e-05 PS 3.906e-02 5.787e-09 -7.142e-08
14 2 180 (3.006,-2.233) 6.725e-05 (2.998,-2.237) 6.082e-05 QN 1.953e-02 4.552e-09 -2.274e-08
15 4 200 (3.000,-2.235) 5.787e-05 - - PS 2.441e-03 3.644e-09 2.438e-09
Tabela 35 – Oscilador harmônico forte com ponto inicial p26.061, 24.519q e versão 3: com ruído de 10´3 nos dados e com precisão de 10´3 na
resolução da EDO.
A
PÊN
D
IC
E
B.
Tabelas
191
Oscilador harmônico forte - ponto inicial p26.061, 24.519q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (26.061,24.519) 2.065e+00 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (26.061,23.519) 2.061e+00 (26.061,24.516) 2.065e+00 PS 1.000e+00 1.000e-05 0.000e+00
2 1 17 (26.061,21.519) 2.052e+00 (26.061,16.464) 2.012e+00 QN 2.000e+00 1.000e-05 0.000e+00
3 1 27 (26.061,8.464) 1.777e+00 (26.060,7.893) 1.746e+00 QN 8.000e+00 1.250e-06 -8.750e-06
4 1 37 (26.060,-2.107) 1.437e+00 (26.059,-1.678) 1.467e+00 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 43 (16.060,-2.107) 1.161e+00 (26.055,2.710) 1.419e+00 PS 1.000e+01 1.562e-07 -9.844e-06
6 1 51 (6.060,-2.107) 3.764e-01 (7.595,2.825) 5.886e-01 PS 1.000e+01 8.000e-08 -9.920e-06
7 3 70 (3.560,-2.107) 4.541e-02 (3.030,-1.848) 2.007e-01 PS 2.500e+00 4.630e-08 -9.954e-06
8 3 89 (2.935,-2.107) 1.810e-02 (3.556,-2.258) 2.816e-02 PS 6.250e-01 2.915e-08 -4.912e-06
9 2 102 (2.714,-2.328) 1.806e-02 (3.098,-2.107) 1.759e-02 QN 3.125e-01 1.953e-08 -1.727e-06
10 1 110 (2.877,-2.328) 9.475e-03 (3.099,-2.288) 3.711e-03 QN 3.125e-01 1.372e-08 -1.733e-06
11 3 130 (2.943,-2.288) 2.968e-03 (3.098,-2.201) 2.390e-03 QN 1.563e-01 1.000e-08 -6.076e-07
12 1 138 (2.942,-2.201) 1.571e-03 (3.099,-2.246) 1.353e-03 QN 1.563e-01 7.513e-09 -6.101e-07
13 2 155 (2.943,-2.246) 5.070e-04 (3.104,-2.241) 1.349e-03 PS 1.563e-01 5.787e-09 -6.118e-07
14 2 171 (3.021,-2.246) 2.588e-04 (2.943,-2.246) 5.070e-04 PS 7.813e-02 4.552e-09 -2.138e-07
15 2 185 (2.982,-2.246) 2.049e-04 (3.022,-2.227) 2.112e-04 PS 3.906e-02 3.644e-09 -7.356e-08
16 2 200 (2.996,-2.232) 7.560e-05 (2.982,-2.246) 2.049e-04 PS 1.953e-02 2.963e-09 -2.433e-08
Tabela 36 – Oscilador harmônico forte com ponto inicial p26.061, 24.519q e versão 4: com ruído de 10´3 nos dados e com precisão de 10´2 na
resolução da EDO.
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192
Oscilador harmônico oscilatório - ponto inicial p2.504, 3.995q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (2.504,3.995) 7.898e-01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.211,4.702) 4.469e-01 (2.878,4.444) 5.574e-01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 12 (4.625,6.116) 1.876e-01 (6.096,6.557) 1.256e-01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 19 (11.753,12.213) 2.337e-02 (7.325,7.325) 8.549e-02 PS 8.000e+00 1.250e-06 -8.750e-06
4 1 23 (18.824,19.285) 1.208e-02 (11.876,12.336) 2.285e-02 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 26 (11.753,26.356) 8.517e-03 (18.833,19.294) 1.207e-02 PS 1.000e+01 1.562e-07 -9.844e-06
6 1 32 (1.753,26.356) 6.106e-03 (11.562,26.517) 8.483e-03 PS 1.000e+01 8.000e-08 -9.920e-06
7 2 43 (6.753,26.356) 4.605e-03 (3.019,25.291) 8.099e-05 QN 5.000e+00 4.630e-08 -9.954e-06
8 5 72 (3.019,24.979) 5.118e-07 (3.019,25.291) 8.071e-05 PS 3.125e-01 2.915e-08 -1.718e-06
9 5 101 (3.019,24.998) 3.185e-07 (3.019,24.979) 5.103e-07 PS 1.953e-02 1.953e-08 -7.765e-09
10 1 106 (3.005,24.984) 2.671e-07 (3.019,24.998) 3.183e-07 PS 1.953e-02 1.372e-08 -1.358e-08
11 3 122 (3.005,24.994) 1.861e-07 (3.005,24.984) 2.670e-07 PS 9.766e-03 1.000e-08 3.495e-10
12 2 133 (3.010,24.994) 1.838e-07 (3.005,24.994) 1.861e-07 PS 4.883e-03 7.513e-09 4.101e-09
13 2 143 (3.007,24.994) 1.791e-07 - - PS 2.441e-03 5.787e-09 4.581e-09
14 2 153 (3.007,24.993) 1.795e-07 - - PS 1.221e-03 4.552e-09 4.125e-09
15 1 157 (3.008,24.994) 1.792e-07 - - PS 1.221e-03 3.644e-09 3.218e-09
16 2 166 (3.007,24.994) 1.792e-07 - - PS 1.221e-03 2.963e-09 2.536e-09
Tabela 37 – Oscilador harmônico oscilatório com ponto inicial p2.504, 3.995q e versão 1: sem ruído nos dados e com precisão de 10´3 na
resolução da EDO.
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193
Oscilador harmônico oscilatório - ponto inicial p2.504, 3.995q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (2.504,3.995) 7.843e-01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.211,4.702) 4.432e-01 (2.890,4.432) 5.542e-01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 12 (4.625,6.116) 1.846e-01 (6.209,6.641) 1.199e-01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 19 (11.866,12.298) 2.293e-02 (7.391,7.391) 8.301e-02 PS 8.000e+00 1.250e-06 -8.750e-06
4 1 23 (18.937,19.369) 1.206e-02 (11.980,12.413) 2.247e-02 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 26 (11.866,26.440) 8.555e-03 (18.945,19.378) 1.206e-02 PS 1.000e+01 1.562e-07 -9.844e-06
6 2 38 (6.866,26.440) 4.649e-03 (10.999,27.211) 8.443e-03 PS 5.000e+00 8.000e-08 -9.920e-06
7 1 47 (3.330,22.905) 3.685e-03 (6.103,27.112) 4.549e-03 PS 5.000e+00 4.630e-08 -9.954e-06
8 3 64 (3.330,25.405) 2.128e-04 (2.498,23.623) 3.435e-03 PS 2.500e+00 2.915e-08 -9.971e-06
9 3 86 (3.330,24.780) 2.360e-05 (3.330,25.405) 2.128e-04 PS 6.250e-01 1.953e-08 -4.922e-06
10 3 108 (3.330,24.936) 4.762e-06 (3.330,24.780) 2.360e-05 PS 1.563e-01 1.372e-08 -6.039e-07
11 2 124 (3.252,24.936) 3.975e-07 (3.330,24.936) 4.762e-06 PS 7.813e-02 1.000e-08 -2.084e-07
12 4 152 (3.262,24.936) 2.994e-07 (3.252,24.936) 3.975e-07 PS 9.766e-03 7.513e-09 -2.137e-09
13 1 162 (3.262,24.926) 2.683e-07 (3.262,24.936) 2.994e-07 PS 9.766e-03 5.787e-09 -3.863e-09
14 3 183 (3.262,24.931) 2.626e-07 (3.262,24.926) 2.683e-07 PS 4.883e-03 4.552e-09 1.140e-09
15 2 193 (3.262,24.929) 2.602e-07 - - PS 2.441e-03 3.644e-09 2.438e-09
16 2 200 (3.262,24.930) 2.601e-07 - - PS 1.221e-03 2.963e-09 2.536e-09
Tabela 38 – Oscilador harmônico oscilatório com ponto inicial p2.504, 3.995q e versão 2: sem ruído nos dados e com precisão de 10´2 na
resolução da EDO.
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Oscilador harmônico oscilatório - ponto inicial p2.504, 3.995q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (2.504,3.995) 7.893e-01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.211,4.702) 4.467e-01 (2.878,4.444) 5.573e-01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 12 (4.625,6.116) 1.875e-01 (6.100,6.559) 1.252e-01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 19 (11.757,12.216) 2.321e-02 (7.324,7.324) 8.532e-02 PS 8.000e+00 1.250e-06 -8.750e-06
4 1 23 (18.828,19.287) 1.198e-02 (11.880,12.339) 2.270e-02 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 26 (11.757,26.358) 8.470e-03 (18.837,19.296) 1.198e-02 PS 1.000e+01 1.562e-07 -9.844e-06
6 1 32 (1.757,26.358) 5.962e-03 (11.564,26.522) 8.436e-03 PS 1.000e+01 8.000e-08 -9.920e-06
7 2 43 (6.757,26.358) 4.589e-03 (3.105,25.223) 8.537e-05 QN 5.000e+00 4.630e-08 -9.954e-06
8 5 72 (2.884,25.002) 6.370e-05 (3.105,25.223) 8.525e-05 PS 3.125e-01 2.915e-08 -1.718e-06
9 2 83 (3.040,25.002) 4.627e-05 (2.884,25.002) 6.370e-05 PS 1.563e-01 1.953e-08 -5.981e-07
10 3 100 (3.040,25.041) 4.571e-05 (3.040,25.002) 4.627e-05 PS 3.906e-02 1.372e-08 -6.349e-08
11 1 105 (3.013,25.014) 4.524e-05 (3.040,25.041) 4.571e-05 PS 3.906e-02 1.000e-08 -6.720e-08
12 3 121 (3.013,25.033) 4.502e-05 (3.013,25.014) 4.524e-05 PS 1.953e-02 7.513e-09 -1.978e-08
13 3 138 (3.013,25.028) 4.501e-05 (3.013,25.033) 4.502e-05 PS 4.883e-03 5.787e-09 2.375e-09
14 1 143 (3.016,25.032) 4.500e-05 (3.013,25.028) 4.501e-05 PS 4.883e-03 4.552e-09 1.140e-09
15 3 158 (3.016,25.029) 4.500e-05 - - PS 2.441e-03 3.644e-09 2.438e-09
16 2 168 (3.015,25.029) 4.500e-05 - - PS 1.221e-03 2.963e-09 2.536e-09
Tabela 39 – Oscilador harmônico oscilatório com ponto inicial p2.504, 3.995q e versão 3: com ruído de 10´3 nos dados e com precisão de 10´3
na resolução da EDO.
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Oscilador harmônico oscilatório - ponto inicial p2.504, 3.995q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (2.504,3.995) 7.838e-01 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.211,4.702) 4.430e-01 (2.890,4.432) 5.541e-01 PS 1.000e+00 1.000e-05 0.000e+00
2 1 12 (4.625,6.116) 1.845e-01 (6.214,6.644) 1.195e-01 QN 2.000e+00 1.000e-05 0.000e+00
3 1 19 (11.870,12.301) 2.278e-02 (7.390,7.390) 8.285e-02 PS 8.000e+00 1.250e-06 -8.750e-06
4 1 23 (18.941,19.372) 1.196e-02 (11.985,12.416) 2.232e-02 PS 1.000e+01 3.704e-07 -9.630e-06
5 1 26 (11.870,26.443) 8.508e-03 (18.950,19.381) 1.196e-02 PS 1.000e+01 1.562e-07 -9.844e-06
6 1 32 (1.870,26.443) 8.358e-03 (11.829,26.480) 8.501e-03 PS 1.000e+01 8.000e-08 -9.920e-06
7 2 43 (6.870,26.443) 4.632e-03 (3.719,24.809) 2.194e-04 QN 5.000e+00 4.630e-08 -9.954e-06
8 4 67 (3.094,24.809) 1.043e-04 (3.718,24.809) 2.190e-04 PS 6.250e-01 2.915e-08 -4.912e-06
9 2 81 (3.315,25.030) 4.976e-05 (3.094,24.809) 1.039e-04 PS 3.125e-01 1.953e-08 -1.727e-06
10 3 98 (3.260,24.975) 4.425e-05 (3.315,25.030) 4.975e-05 PS 7.813e-02 1.372e-08 -2.046e-07
11 4 121 (3.269,24.975) 4.416e-05 (3.260,24.975) 4.425e-05 PS 9.766e-03 1.000e-08 3.495e-10
12 1 126 (3.269,24.965) 4.410e-05 (3.269,24.975) 4.416e-05 PS 9.766e-03 7.513e-09 -2.137e-09
13 4 147 (3.269,24.967) 4.410e-05 - - PS 2.441e-03 5.787e-09 4.581e-09
14 1 151 (3.268,24.966) 4.410e-05 - - PS 2.441e-03 4.552e-09 3.345e-09
15 1 155 (3.270,24.966) 4.410e-05 - - PS 2.441e-03 3.644e-09 2.438e-09
16 3 170 (3.270,24.967) 4.410e-05 - - PS 1.221e-03 2.963e-09 2.536e-09
17 1 174 (3.269,24.966) 4.410e-05 - - PS 1.221e-03 2.441e-09 2.015e-09
18 2 183 (3.269,24.967) 4.410e-05 - - PS 1.221e-03 2.035e-09 1.609e-09
19 1 186 (3.268,24.966) 4.410e-05 - - PS 1.221e-03 1.715e-09 1.288e-09
20 1 190 (3.270,24.966) 4.410e-05 - - PS 1.221e-03 1.458e-09 1.031e-09
21 3 200 (3.270,24.967) 4.410e-05 - - PS 6.104e-04 1.250e-09 1.099e-09
Tabela 40 – Oscilador harmônico oscilatório com ponto inicial p2.504, 3.995q e versão 4: com ruído de 10´3 nos dados e com precisão de 10´2
na resolução da EDO.
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Oscilador harmônico oscilatório - ponto inicial p4.692, 25.666q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (4.692,25.666) 1.677e-03 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.985,24.959) 6.287e-04 (4.691,25.665) 1.676e-03 PS 1.000e+00 1.000e-05 0.000e+00
2 2 20 (2.985,24.959) 1.848e-06 (3.540,24.514) 3.921e-04 PS 1.000e+00 1.000e-05 0.000e+00
3 5 48 (3.029,25.003) 7.103e-07 (3.004,24.996) 1.953e-07 QN 6.250e-02 1.250e-06 1.094e-06
4 3 66 (3.020,24.996) 3.304e-07 - - PS 1.563e-02 3.704e-07 3.508e-07
5 1 70 (3.009,24.985) 2.511e-07 - - PS 1.563e-02 1.562e-07 1.367e-07
6 2 79 (3.009,25.001) 2.247e-07 - - PS 1.563e-02 8.000e-08 6.047e-08
7 2 91 (3.009,24.993) 1.810e-07 (3.011,24.996) 1.966e-07 PS 7.813e-03 4.630e-08 3.939e-08
8 2 101 (3.005,24.993) 1.868e-07 - - PS 3.906e-03 2.915e-08 2.671e-08
9 1 105 (3.008,24.996) 1.821e-07 - - PS 3.906e-03 1.953e-08 1.709e-08
10 2 114 (3.008,24.992) 1.827e-07 - - PS 3.906e-03 1.372e-08 1.128e-08
11 1 117 (3.010,24.994) 1.870e-07 - - PS 3.906e-03 1.000e-08 7.559e-09
12 1 122 (3.006,24.994) 1.805e-07 (3.010,24.995) 1.866e-07 PS 3.906e-03 7.513e-09 5.072e-09
13 3 137 (3.008,24.994) 1.800e-07 - - PS 1.953e-03 5.787e-09 4.924e-09
14 1 141 (3.007,24.993) 1.795e-07 - - PS 1.953e-03 4.552e-09 3.688e-09
15 2 150 (3.007,24.995) 1.807e-07 - - PS 1.953e-03 3.644e-09 2.781e-09
16 1 153 (3.009,24.995) 1.824e-07 - - PS 1.953e-03 2.963e-09 2.100e-09
17 1 157 (3.008,24.994) 1.788e-07 - - PS 1.953e-03 2.441e-09 1.578e-09
18 3 170 (3.008,24.995) 1.796e-07 - - PS 9.766e-04 2.035e-09 1.730e-09
19 1 174 (3.007,24.994) 1.793e-07 - - PS 9.766e-04 1.715e-09 1.410e-09
20 2 183 (3.008,24.994) 1.790e-07 - - PS 9.766e-04 1.458e-09 1.153e-09
21 1 186 (3.007,24.993) 1.792e-07 - - PS 9.766e-04 1.250e-09 9.448e-10
22 1 190 (3.007,24.994) 1.792e-07 - - PS 9.766e-04 1.080e-09 7.746e-10
Tabela 41 – Oscilador harmônico oscilatório com ponto inicial p4.692, 25.666q e versão 1: sem ruído nos dados e com precisão de 10´3 na
resolução da EDO.
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Oscilador harmônico oscilatório - ponto inicial p4.692, 25.666q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (4.692,25.666) 1.471e-03 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.985,24.959) 3.856e-04 (4.691,25.665) 1.470e-03 PS 1.000e+00 1.000e-05 0.000e+00
2 2 20 (2.985,24.959) 9.098e-05 (3.628,24.602) 1.908e-04 PS 1.000e+00 1.000e-05 0.000e+00
3 2 31 (3.485,24.959) 4.559e-05 (3.254,24.824) 1.040e-05 QN 5.000e-01 1.250e-06 -2.286e-06
4 3 52 (3.254,24.949) 6.614e-07 (3.200,24.897) 5.316e-06 PS 1.250e-01 3.704e-07 -7.157e-08
5 3 71 (3.254,24.918) 4.538e-07 (3.267,24.927) 2.936e-07 QN 3.125e-02 1.562e-07 1.010e-07
6 3 92 (3.260,24.927) 2.683e-07 (3.264,24.932) 2.746e-07 PS 7.813e-03 8.000e-08 7.309e-08
7 1 96 (3.265,24.933) 2.825e-07 - - PS 7.813e-03 4.630e-08 3.939e-08
8 1 100 (3.265,24.925) 2.861e-07 - - PS 7.813e-03 2.915e-08 2.225e-08
9 1 104 (3.257,24.925) 2.971e-07 - - PS 7.813e-03 1.953e-08 1.263e-08
10 1 110 (3.263,24.931) 2.623e-07 (3.256,24.927) 2.965e-07 PS 7.813e-03 1.372e-08 6.812e-09
11 3 125 (3.260,24.928) 2.649e-07 - - PS 3.906e-03 1.000e-08 7.559e-09
12 1 129 (3.264,24.928) 2.663e-07 - - PS 3.906e-03 7.513e-09 5.072e-09
13 2 139 (3.262,24.928) 2.618e-07 - - PS 1.953e-03 5.787e-09 4.924e-09
14 1 143 (3.262,24.930) 2.600e-07 - - PS 1.953e-03 4.552e-09 3.688e-09
15 2 152 (3.261,24.928) 2.619e-07 - - PS 1.953e-03 3.644e-09 2.781e-09
16 1 155 (3.263,24.928) 2.612e-07 - - PS 1.953e-03 2.963e-09 2.100e-09
17 2 163 (3.263,24.930) 2.614e-07 - - PS 1.953e-03 2.441e-09 1.578e-09
18 1 165 (3.261,24.929) 2.602e-07 - - PS 1.953e-03 2.035e-09 1.172e-09
19 3 179 (3.262,24.930) 2.599e-07 - - PS 9.766e-04 1.715e-09 1.410e-09
20 1 183 (3.262,24.929) 2.602e-07 - - PS 9.766e-04 1.458e-09 1.153e-09
21 1 187 (3.263,24.929) 2.604e-07 - - PS 9.766e-04 1.250e-09 9.448e-10
22 1 190 (3.262,24.929) 2.598e-07 - - PS 9.766e-04 1.080e-09 7.746e-10
23 3 200 (3.262,24.929) 2.599e-07 - - PS 4.883e-04 9.391e-10 8.312e-10
Tabela 42 – Oscilador harmônico oscilatório com ponto inicial p4.692, 25.666q e versão 2: sem ruído nos dados e com precisão de 10´2 na
resolução da EDO.
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Oscilador harmônico oscilatório - ponto inicial p4.692, 25.666q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (4.692,25.666) 1.679e-03 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.692,25.666) 6.488e-04 (4.691,25.665) 1.678e-03 PS 1.000e+00 1.000e-05 0.000e+00
2 2 20 (2.985,24.959) 5.068e-05 (2.932,25.665) 4.230e-04 PS 1.000e+00 1.000e-05 0.000e+00
3 4 43 (3.073,25.047) 4.843e-05 (2.999,25.039) 4.534e-05 QN 1.250e-01 1.250e-06 8.081e-07
4 3 64 (3.030,25.039) 4.528e-05 (3.006,25.024) 4.512e-05 QN 3.125e-02 3.704e-07 3.151e-07
5 2 80 (3.017,25.035) 4.503e-05 (3.007,25.024) 4.510e-05 PS 1.563e-02 1.562e-07 1.367e-07
6 2 93 (3.017,25.028) 4.500e-05 (3.019,25.031) 4.501e-05 PS 7.813e-03 8.000e-08 7.309e-08
7 1 97 (3.009,25.028) 4.504e-05 - - PS 7.813e-03 4.630e-08 3.939e-08
8 1 101 (3.015,25.033) 4.501e-05 - - PS 7.813e-03 2.915e-08 2.225e-08
9 2 110 (3.015,25.025) 4.502e-05 - - PS 7.813e-03 1.953e-08 1.263e-08
10 1 113 (3.020,25.031) 4.502e-05 - - PS 7.813e-03 1.372e-08 6.812e-09
11 1 117 (3.012,25.031) 4.501e-05 - - PS 7.813e-03 1.000e-08 3.095e-09
12 3 135 (3.016,25.031) 4.500e-05 (3.014,25.029) 4.500e-05 PS 3.906e-03 7.513e-09 5.072e-09
13 2 145 (3.015,25.029) 4.500e-05 - - PS 1.953e-03 5.787e-09 4.924e-09
14 1 149 (3.017,25.029) 4.500e-05 - - PS 1.953e-03 4.552e-09 3.688e-09
15 1 153 (3.016,25.028) 4.500e-05 - - PS 1.953e-03 3.644e-09 2.781e-09
16 1 157 (3.016,25.030) 4.500e-05 - - PS 1.953e-03 2.963e-09 2.100e-09
17 3 172 (3.016,25.029) 4.500e-05 - - PS 9.766e-04 2.441e-09 2.136e-09
18 1 176 (3.016,25.030) 4.500e-05 - - PS 9.766e-04 2.035e-09 1.730e-09
19 2 185 (3.015,25.030) 4.500e-05 - - PS 9.766e-04 1.715e-09 1.410e-09
20 1 188 (3.016,25.030) 4.500e-05 - - PS 9.766e-04 1.458e-09 1.153e-09
21 1 192 (3.016,25.029) 4.500e-05 - - PS 9.766e-04 1.250e-09 9.448e-10
22 3 200 (3.016,25.030) 4.500e-05 - - PS 4.883e-04 1.080e-09 9.719e-10
Tabela 43 – Oscilador harmônico oscilatório com ponto inicial p4.692, 25.666q e versão 3: com ruído de 10´3 nos dados e com precisão de
10´3 na resolução da EDO.
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Oscilador harmônico oscilatório - ponto inicial p4.692, 25.666q
k innerit eval xps fpxpsq xqN fpxqNq xit αk ηk Decréscimo
0 0 1 (4.692,25.666) 1.471e-03 - - PS 1.000e+00 1.000e-05 0.000e+00
1 1 8 (3.985,24.959) 4.168e-04 (4.691,25.665) 1.469e-03 PS 1.000e+00 1.000e-05 0.000e+00
2 2 20 (2.985,24.959) 1.394e-04 (3.659,24.633) 2.450e-04 PS 1.000e+00 1.000e-05 0.000e+00
3 2 30 (3.485,24.959) 8.494e-05 (3.519,24.736) 1.365e-04 PS 5.000e-01 1.250e-06 -2.286e-06
4 2 46 (3.235,24.959) 4.537e-05 (3.485,24.959) 8.494e-05 PS 2.500e-01 3.704e-07 -8.796e-07
5 3 66 (3.298,24.959) 4.488e-05 (3.239,24.979) 4.518e-05 PS 6.250e-02 1.562e-07 0.000e+00
6 2 77 (3.266,24.959) 4.416e-05 (3.278,24.993) 4.482e-05 PS 3.125e-02 8.000e-08 2.476e-08
7 2 88 (3.266,24.974) 4.416e-05 (3.262,24.966) 4.415e-05 QN 1.563e-02 4.630e-08 2.677e-08
8 1 94 (3.278,24.966) 4.416e-05 - - PS 1.563e-02 2.915e-08 9.623e-09
9 2 106 (3.270,24.966) 4.410e-05 (3.273,24.974) 4.416e-05 PS 7.813e-03 1.953e-08 1.263e-08
10 2 116 (3.270,24.970) 4.411e-05 - - PS 3.906e-03 1.372e-08 1.128e-08
11 1 120 (3.267,24.967) 4.410e-05 - - PS 3.906e-03 1.000e-08 7.559e-09
12 2 129 (3.271,24.967) 4.410e-05 - - PS 3.906e-03 7.513e-09 5.072e-09
13 2 138 (3.270,24.966) 4.410e-05 - - PS 1.953e-03 5.787e-09 4.924e-09
14 1 142 (3.270,24.968) 4.410e-05 - - PS 1.953e-03 4.552e-09 3.688e-09
15 1 146 (3.268,24.966) 4.410e-05 - - PS 1.953e-03 3.644e-09 2.781e-09
16 1 150 (3.270,24.966) 4.410e-05 - - PS 1.953e-03 2.963e-09 2.100e-09
17 3 165 (3.269,24.966) 4.410e-05 - - PS 9.766e-04 2.441e-09 2.136e-09
18 1 169 (3.270,24.967) 4.410e-05 - - PS 9.766e-04 2.035e-09 1.730e-09
Tabela 44 – Oscilador harmônico oscilatório com ponto inicial p4.692, 25.666q e versão 4: com ruído de 10´3 nos dados e com precisão de
10´2 na resolução da EDO.
