1 Introduction 1.1 Let N be the monoid of non-negative integers. Denote by i := (i 1 ; : : :; i n ) an arbitrary element in the power N n . The usual order on N, as well as the partial order it induces on N n , will be denoted by .
De ne an n-dimensional Ferrers diagram to be any nite ideal of the poset N n , i.e. any non-empty nite subset F N n such that j < i 2 F =) j 2 F. An element i = (i 1 ; : : :; i n ) 6 2 F is said to be a co-minimal element for the Ferrers diagram F if it is a minimal element of the complementary lter N n n F, i.e. if (i 1 ; : : :; i r?1 ; i r ? 1; i r+1 ; : : :; i n ) 2 F for each r such that i r 1. Of course, i 6 2 F is a co-minimal element i F 0 := fig F is a Ferrers diagram.
We will write for any term-ordering on N n , i.e. a linear ordering which is compatible with the monoid structure on N n : 0 i for every i 6 = 0 in N n ; i j =) i + r j + r for every i; j; r 2 N n : It is well known that every term-ordering on N n is also a well-ordering. 1.2 Let K be a eld and let X := fx 1 ; x 2 ; : : :; x n g be a given set of indeterminates. Let us consider the usual polynomial algebra K X] := K x 1 ; : : :; x n ]. Denote by M X K X] the free abelian monoid on X. The elements of M X (i.e. the monic monomials) will be called terms of K X] and denoted by x i := x i1 1 x in n with i := (i 1 ; : : :; i n ) 2 N n . The orders and on N n , as well as the notion of Ferrers diagram, extend to M X in an obvious way.
An ideal J of the algebra K X] is said to be co nite if codim(J) := dim(K X]=J) < 1: Given a nite set P := fP 1 ; : : :; P N g K n , the ideal =(P) := fp 2 K X] j (8P 2 P)(p(P) = 0)g of the algebraic set P is co nite. More generally, when K is algebraically closed, from the Nullstellensatz it follows that an ideal J K X] is a co nite ideal i the algebraic set of J, i.e. P ! MB(P), P i 7 ! d i . Notice that now and in the following notations such as P and F always denote ordered sets whose underlying sets are P and F, respectively; moreover, the order on F, as well as the map P , depends on both the ordered set P and the Algorithm MB. One could think that MB(P) is ill-de ned, namely that it depends on the order which has been used for arranging the points P 1 ; : : :; P N when starting Algorithm MB (i.e. on the list P) rather than on the set P = fP 1 ; : : :; P N g itself. Well, this is not true. In fact, the following properties hold.
V(J)
Lemma 1 Let P := (P 1 ; : : :; P i ; P i+1 ; : : :; P N ), P 0 := (P 1 ; : : :; P i+1 ; P i ; : : :; P N ). is the longest initial segment of the coordinates that P N shares with some P j , j < N. By arguing separately in the three cases t = r, t < r and t > r, it is not di cult to prove that d 0 N = d N .
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As a straightforward consequence of Lemma 1 we obtain the following proposition.
Prop. 1 Let P and F be as in Lemma 1. Let Proof.
When calculating the rst i ? 1 coordinates d N;1 ; : : :; d N;i?1 of d N = P (P N ), we have to consider the set fP j1 ; : : :; P js ; P js+1 = P N g P, j 1 < : : : < j s < N, of all points P jr 2 P such that i ( P (P jr )) = (d N;i ; : : :; d N;n ).
PuttingP := ( i?1 (P j1 ); : : :; i?1 (P js ); i?1 (P N )), we have i?1 ( P (P N )) = Proof. By induction on the dimension n of K n .
For n = 1, we have P = f 1 ; : : :; N g, i 2 K, and =(P) = (g), with g = N i=1 (x ? i ). Algorithm MB gives MB(P) = f0; 1; : : :; N ? 1g; hence L P = fx d + =(P) j d 2 MB(P)g = f1 + (g); x + (g); : : :; x N?1 + (g)g, which is a monomial basis for K X]=(g).
Suppose now that the statement is true for every nite subset of K n 0 , n 0 < n, and prove it for P = fP 1 ; : : :; P N g K n . As dimK X]==(P) = N = #MB(P), it remains to prove that the residue classes modulo =(P) of the monomials x d , d 2 MB(P), are linearly independent over K X]==(P); in other words, we have to prove that any polynomial p(x 1 ; : : :; x n ) = X d2MB(P)
belonging to =(P) is the zero polynomial. Putting F := MB(P), F r := fd = (d 1 ; : : :; d n ) 2 F j d n = rg and P r := fP 2 P j P (P) 2 F r g, it is easy to check that MB( n?1 (P r )) = n?1 (F r ): The polynomial p(x 1 ; : : :; x n ) 2 =(P) has to vanish at every point in P. Consider a point P = (a 1 ; : : :; a n ) 2 P h P; because of MB5, there exists in P exactly h+1 points that have the same rst n?1 coordinates as P = (a 1 ; : : :; a n ). It follows that the polynomial p(a 1 ; : : :; a n?1 ; x n ) = h X r=0 p r (a 1 ; : : :; a n?1 )x r n vanishes identically. In particular p h (a 1 ; : : :; a n?1 ) = 0 for every (a 1 ; : : :; a n?1 ) 2 2 Q h := n?1 (P h ). Hence p h (x 1 ; : : :; x n?1 ) 2 =(Q h ) K x 1 ; : : :; x n?1 ]:
By (2) and (4) Arguing for r = h ? 1; h ? 2; : : :; 1; 0 as for r = h, we conclude that p r (x 1 ; : : :; x n?1 ) is the zero polynomial for every r 2 f0; : : :; hg. (that is, the evaluation at P s of the list of monomials x d1 ; : : :; x d N 0 ?1 ; x d ) is a singular matrix. In order to prove this, consider the h + 1 points P t1 ; : : :; P th and P th+1 = P N 0 (1 t j N 0 ) which have the same n ? 1 rst coordinates as P N 0 (MB5 ensures that P contains h+1 such points). Let A 0 be the h+1 by N 0 submatrix of A whose rows correspond to these points. It is enough to show that A 0 has rank less than h+1. In fact, any h+1 by h+1 minor C of A 0 has columns which correspond to monomials x i = x i1 Let us now prove that we have p(P l ) = 0 for every P l 2 P n P 0 . Let Proof. Let P = (a 1 ; : : :; a n ). Let i 2 F J (P) and let j < i. Let us prove that j 2 F J (P). Let f := (x ? P) i?j = (x 1 ? a 1 ) i1?j1 (x n ? a n ) in?jn . We
h . >From (10) we deduce that for every g 2 J we
Hence j 2 F J (P). The second part of the statement is a straightforward consequence of i) and of (10). 2 We de ne a nite n-dimensional algebraic multiset, or simply an algebraic multiset, to be a set } := f(P 1 ; F 1 ); : : :; (P N ; F N )g; each element (P j ; F j ) 2 } consists of a point P j of K n together with an n-dimensional Ferrers diagram F j N n , which will be called the algebraic diagram of the point P j . We shall freely make use of the notation (P; i) 2 }, or also P 2 }, to mean that P = P j and i 2 F j for some j 2 f1; : : :; Ng. To every algebraic multiset } = f(P 1 ; F 1 ); : : :; (P N ; F N )g we associate the set =(}) :
It is not di cult to prove that =(}) is a co nite ideal of K X] and that F =(}) (P j ) = F j for every j 2 f1; : : :; Ng. Moreover, one can prove that
The question now is: how do we get a monomial linear basis for K X]==(})? Once more the problem can be solved by applying a slightly modi ed version of Algorithm MB (in fact Algorithm MB itself with a few obvious changes) to a suitable set R(}) (K N) n associated with the algebraic multiset }. The set R(}) will be called the canonical representation of the algebraic multiset }.
To be precise, consider the bijection u: K n N n ?! (K N) n ((a 1 ; : : :; a n ); (i 1 ; : : :; i n )) 7 ?! ((a 1 ; i 1 ); : : :; (a n ; i n )): 
