In this paper, we provide a new non-local method for image denoising. The key idea we develop is to denoise the components of the image in a well-chosen moving frame instead of the image itself. We prove the relevance of our approach by showing that the PSNR of a grayscale noisy image is lower than the PSNR of its components. Experiments show that applying the Non Local Means algorithm of Buades et al. [5] on the components provides better results than applying it directly on the image.
Introduction
Image denoising has been prevalent in the image processing literature for a number of decades. Anisotropic diffusion [14] and total variation based regularization [15] pioneered a rich line of research on edge preserving variational and PDE based methods. More recently, sparsity and self similarity have been used to develop state of the art denoising approaches in the form of patch based and nonlocal methods, e.g. [5, 8, 9] . In fact, it can be argued these techniques are on their way to approaching optimal results [7, [10] [11] [12] .
In [4] the authors demonstrate that for sufficient noise levels, the unit normals of an image have higher PSNR than the image itself, and the curvature of its level lines have even higher PSNR still and thus theoretically should be easier to denoise. This was reflected in the results obtained from smoothing unit normals beginning with [13] , as well as smoothing the curvature [4] . In this framework one generates a denoised image whose unit normals, resp. curvature, matches the smoothed results and whose average intensity along level lines matches that of the noisy image. Challenges do still exist however, mainly in developing an optimal reconstruction algorithm, as well as determining mathematically sound approaches for denoising curvature or normal vector field data.
In [1] [2] [3] , a new approach was developed where one regularizes the components of a noisy image in a moving frame, the results of which are used to reconstruct a denoised image. An immediate benefit of this approach is that the denoised image is obtained from its components in the moving frame using a straightforward invertible transform. Furthermore, denoising the components using a variational framework is mathematically sound and experimental results show improvement over comparable approaches.
In this work we demonstrate that patch based methods can also be used to denoise the components of the noisy image in a moving frame, yielding even better results. To this end, the paper is organized as follows. The moving frame approach is described in section 2. In section 3 we provide experimental evidence that the PSNR of the components in a moving frame is higher than that of the image itself, further justifying this approach. Section 4 contains experimental results demonstrating that patch based methods can be used to denoise the components in this framework, resulting in higher PSNR than comparable approaches. Section 5 contains conclusions and future work.
The moving frame approach
Let I be a grey-level image defined on a domain Ω of R 2 . We construct a surface S embedded in (R 3 , 2 ) parametrized by
Therefore, with the standard orthonormal frame (e 1 , e 2 , e 3 ), where e 1 = (1, 0, 0), e 2 = (0, 1, 0), e 3 = (0, 0, 1), the surface S is given by ψ(x, y) = xe 1 + ye 2 + µ I(x, y) e 3 . Note that for µ = 1 we obtain the graph of the function I.
We construct an orthonormal frame field (Z 1 , Z 2 , N ) of (R 3 , 2 ) over Ω, where Z 1 , Z 2 ∈ Γ (T S), i.e. Z 1 , Z 2 are tangent vector fields of the surface S. It follows that N is normal to the surface. In this paper we choose Z 1 as the unit vector field indicating the directions of the gradient and Z 2 as the unit vector field (up to a sign) indicating the directions of the level-lines. Fig. 1 illustrates the construction of the moving frame (Z 1 , Z 2 , N ) for a simple image.
Denoting by P the change frame field from (e 1 , e 2 , e 3 ) to (Z 1 , Z 2 , N ), we have
where we have omitted, for clarity purposes, the point coordinates (x, y) where the spatial derivatives I x and I y are evaluated, but it should be noted that when we write I x it is implied that we mean I x (x, y), and likewise for I y . Note that Z 1 , Z 2 are not defined on homogeneous regions of I, i.e. at point locations (x, y) where I x (x, y) = I y (x, y) = 0. In such cases we take P (x, y) as the identity matrix.
Given a grey-level image I and a moving frame associated to I (e.g. the one defined by Eq. (2)), we denote by J = (J 1 , J 2 , J 3 ) the components of I in the new frame, i.e. we have, for each image point (x, y), the following:
It can easily be shown that the component J 2 is always zero. Fig. 2 shows the grey-level image "Lena" and its components J 1 and J 3 when µ = 0.05. We observe that the component J 1 encodes the gradient information of the image, which was expected since the vector field Z 1 is pointing in the direction of the gradient. The component J 3 is similar to the original image, but with highlighted details (contours, textures).
The approach that we take in our proposed framework is that, given a denoising method, it's better to apply it to the components of the noisy image than directly to the image itself. Specifically, let I 0 be a (noisy) grey-level image and (J 1 0 , J 2 0 , J 3 0 ) its components in a moving frame associated to I 0 (see formula (3)). The idea developed in [1] , [2] , [3] is first to apply a regularization method on the components (J 1 0 , J 2 0 , J 3 0 ) instead of the original image I 0 , obtaining regularized components (J 1 , J 2 , J 3 ), and then find the regularized image I whose components are (J 1 , J 2 , J 3 ), through the inverse transform: 
The final output of the regularization method is the grey-level image I, while and δ should be close to zero everywhere.
In [3] , a Euclidean heat diffusion is performed on the function J 0 yielding an edge-preserving scale-space of the initial image I 0 . In [2] , this geometric context was applied to image denoising, dealing with a vectorial extension of the (regularized) Rudin-Osher-Fatemi denoising model. More recently, in [1] , the regularized Total Variation in [2] has been replaced by the Vectorial Total Variation (VTV), and this new denoising model is shown to outperform state-of-the-art (local) denoising methods.
The noise level is higher on an image than on its components in a moving frame
Let I be a clean grey-level image, with components J k , k = 1, 2, 3,. We add to I Gaussian noise of standard deviation σ, obtaining a noisy image which we call I 0 . The aim of this section is to show that the components J k 0 , k = 1, 2, 3, of I 0 are less noisy than I 0 . For this, we compute the PSNR between J k and J k 0 and see that it is consistently higher than the PSNR between I and I 0 , for different noise levels and for all images in the standard Kodak database (http://r0k.us/graphics/kodak/). The computation of the PSNR requires the specification of the peak value, which is 255 for I and it can be shown that it is also 255 for J 3 , and
for J 1 under the assumption that central differences are used in order to compute the derivatives I x , I y . Table 1 shows the results for σ = 5, 10, 15, 20, 25 and µ =1.0, 0.1, 0.01, 0.005, 0.001, 0.0001. We observe that the PSNR of the components is higher than the PSNR of the image for µ ∈]0, 0.005] and for each noise level aforementioned.
Noise level
Function µ = 1 µ = 0.1 µ = 0.01 µ = 0.005 µ = 0.001 µ = 0.0001 
Experiments and comparisons
As we mentioned above, our general framework is the following: given a denoising method, its better to apply it to the components of the noisy image than directly to the image itself. This was proved to work for local denoising methods in [2, 1] , and here we want to show it is also the case for non-local denoising methods. Therefore, in this section we take a clean image I and add Gaussian noise to it to create the noisy image I 0 , and then we use a state of the art non-local denoising method like Non-local Means (NLM) [6] to perform the following experiments:
1. Apply NLM to I 0 , obtaining a denoised image which we call I N LM . 2. Compute the components (J 1 0 , J 2 0 , J 3 0 ) of I 0 and apply NLM to them, obtaining the denoised components (J 1 d , J 2 d , J 3 d ), from which we reconstruct a regularized image I d using Eq. (4).
Knowing the ground truth I, we can compute and compare the PSNR values of I N LM and I d .
We have done this for several noise levels and for all images in the Kodak database, and the numerical results are shown in Table 2 . We can see that our approach is consistently better, for all noise levels. The increase in PSNR that we obtain, while modest, is in agreement with the optimality bounds estimated in [7, 11, 12] . Table 3 lists the parameter values that we have used for each noise level: apart from µ, defined in Eq. (1), we have σ k , k = 1, 2, 3, which is the parameter value employed by NLM when denoising J k 0 . These parameters are fixed for the whole image database. We must point out that although theoretically J 2 = 0, in practice and due to numerical errors in the estimation of the derivatives I x and I y , J 2 is not exactly 0 and that's why we denoise it anyway. Figure 3 shows several example results where we can compare the output of our method with that of applying NLM directly to the noisy image. We can see that, with our approach, homogeneous regions are better restored, while details are preserved as well.
Finally, let us briefly mention that the approach that we have proposed for denoising greyscale images can be extended in a natural way to deal with color images. The moving frame will now be five-dimensional, but otherwise the procedure remains the same: computing the components, denoising them, reconstructing an image from these regularized components. Alternatively, we could just apply the proposed approach to each color channel separately. Figure 4 shows an example result, which again compares favorably with NLM applied directly to the image. Table 3 . Parameter values for each noise level.
Conclusions and future work
In this paper we have shown that the components of a noisy image in a moving frame are less noisy than the image itself, and therefore it's more convenient, given a denoising method such as Non-local Means, to use it to denoise the components and then reconstruct from them a denoised image result, rather than applying Non-local Means directly to the image. We are currently working on determining the optimum parameter values for the color case, testing whether or not we can improve the results by using a denoised frame for the reconstruction, and also trying our framework on BM3D [8] , which is a more recent non-local denoising method. 
