Given a finite set of points in R n and a positive radius, we study theČech, Delaunay-Čech, alpha, and wrap complexes as instances of a generalized discrete Morse theory. We prove that the latter three complexes are simple-homotopy equivalent. Our results have applications in topological data analysis and in the reconstruction of shapes from sampled data.
The main theoretical insight needed to establish the relations between the complexes is that these complexes arise as sublevel sets of generalized discrete Morse functions; see [14] for an introduction to discrete Morse theory and [15] for the generalization that allows for intervals larger than pairs in the discrete vector field. Our constructions are elementary, using the radii of smallest empty circumspheres and smallest enclosing spheres to define the generalized discrete Morse functions, which are then used to prove the collapsibility results.
Outline.
Section 2 presents the background in combinatorial topology and discrete Morse theory. Section 3 introduces the radius functions and proves technical lemmas relating the corresponding gradients. Section 4 introduces the filtration of wrap complexes and proves the collapsing hierarchy. Section 5 concludes the paper.
BACKGROUND
All complexes in this paper are simplicial, either concrete geometric or abstract. After presenting the general background on simplicial complexes, we introduce three of the four types of complexes studied in this paper, and we give quick reviews of discrete Morse theory and its generalization.
Simplicial complexes.
We recall that a geometric p-simplex is the convex hull of p + 1 affinely independent points in Euclidean space. The faces of the psimplex are the simplices defined by subsets of the p + 1 points. A simplicial complex is a collection of simplices that is closed under the face relation and has the property that the intersection of any two simplices in the complex is either empty or a common face. In this paper, we only consider finite simplicial complexes. The maximum number of affinely independent points in R n is n + 1. If we want simplices spanned by more than this number of points, we need to define them abstractly. Given a finite set, an abstract simplicial complex over this set is a system of subsets that is closed under the inclusion relation. Each collection in this system is referred to as an abstract simplex whose dimension is its cardinality minus 1. For example, the collections of vertices of the simplices in a geometric simplicial complex form an abstract simplicial complex. Another example is the nerve of a collection of sets, which is the system of subcollections whose sets have a non-empty common intersection. We can geometrically realize an abstract simplicial complex by mapping the initial collection to points, but we may have to go to high dimensions to avoid improper intersections among the simplices. If the maximum dimension of any abstract simplex in the complex is m, then 2m + 1 dimensions suffice for a geometric realization [12, Chapter III] .
To apply standard concepts from point set topology, we associate with a (geometric) simplicial complex K in R n its underlying space, |K |, which is the union of the simplices of K endowed with the subspace topology inherited from R n . Two topological spaces X and Y are homeomorphic if there is a continuous bijection h : X → Y whose inverse is also continuous. A weaker but often more useful notion is the following. The two spaces have the same homotopy type if there are continuous maps f : X → Y and g : Y → X such that g • f is homotopic to the identity on X and f • g is homotopic to the identity of Y. Here, two maps are said to be homotopic if there is a continuous deformation from one map to the other. To apply this concept in the abstract setting, we first construct geometric realizations of all abstract simplicial complexes, which is done without mention. A useful tool in this context is the Nerve Theorem, which asserts that under certain conditions, the nerve of a collection of spaces has the same homotopy type as the union of the spaces [3, 18] . It applies, for example, if the collection is finite and the sets are convex.
Proximity complexes.
Let X be a finite set of points in R n . For r ≥ 0, let B r (x) = {y ∈ R n | x − y ≤ r } be the closed ball of radius r centered at x ∈ X. TheČech complex for radius r,
is isomorphic to the nerve of the collection of closed balls. For r ≤ s, we have Cech r (X ) ⊆ Cech s (X ). For sufficiently large radius, theČech complex is the full (abstract) simplex spanned by X, which we denote as ∆(X ) = 2 X \ {∅}. Using the Euclidean metric in R n , we define the Voronoi cell of x ∈ X as the set of points a ∈ R n such that x−a ≤ y−a for all y ∈ X. Every Voronoi cell is a convex polyhedron, any two such polyhedra intersect at most along shared boundaries, and together the Voronoi cells cover R n . Letting Vor (x) be the Voronoi cell of x ∈ X, we write Vor (Q) = x ∈Q Vor (x) for the common intersection of Voronoi cells, for every Q ⊆ X. The Delaunay triangulation, denoted by Del(X ), is a simplicial complex over X that is isomorphic to the nerve of the collection of Voronoi cells: it consists of all simplices Q ⊆ X with Vor (Q) ∅. A mild general position assumption is required to ensure that taking the convex hulls of the abstract simplices in Del(X ) gives a simplicial complex in R n .
There are two natural ways to combine the two constructions. For the first, we intersect B r (x) with Vor (x) and we construct a complex isomorphic to the nerve of the collection of such sets:
The complex Del r (X ) is called the Delaunay complex for radius r. In the literature, often α is used as the radius parameter, and Del α (X ) is simply known as the α-complex or alpha complex; see e.g. [13] . In the context of this paper, we always specify the type of construction together with the radius parameter. By the Nerve Theorem, Cech r (X ) and Del r (X ) have the same homotopy type.
In the second construction, we restrict theČech complex to the Delaunay triangulation:
The complex DelCech r (X ) is referred to as the Delaunay-Čech complex for radius r. For growing radius, both complexes give rise Figure 1 : The Delaunay complex for the given radius has three vertices and two edges. In contrast, the Delaunay-Čech complex (not shown) has three vertices, three edges, and a triangle.
to a filtration of the Delaunay triangulation. While the two complexes are similar, they are not necessarily the same; see Figure 1 . Instead of equality, we have Del r (X ) ⊆ DelCech r (X ), for all r. To see this, we just note that if the sets B r (x) ∩ Vor (x) have a nonempty common intersection, then the sets B r (x) have a non-empty common intersection and so do the sets Vor (x).
Discrete Morse theory.
Let K be a simplicial complex, geometric or abstract. Note that the face relation defines a canonical partial order on K. We call a simplex P a facet of another simplex Q iff P is a face of Q and dim P = dim Q − 1, and we call (P,Q) a facet pair. The Hasse diagram of K is the directed graph whose nodes are the simplices and whose arcs are the facet pairs. It is the transitive reduction of the face relation. A discrete vector field is a partition V of the faces of K into singleton sets and facet pairs.
The Hasse diagram of K induces a digraph on V , denoted as H (V ), obtained by contracting each facet pair in V . Specifically, the nodes of H (V ) are the singletons and pairs in V , and there is an arc from µ to ν if there are simplices P ∈ µ and Q ∈ ν such that (P,Q) is a facet pair. The discrete vector field is acyclic, or a discrete gradient field, if H (V ) is acyclic. In this case, the transitive closure of H (V ) is a partial order on V , and we call H (V ) the Hasse diagram of V . To prove acyclicity, we may construct a function f : K → R that satisfies f (P) = f (Q) whenever (P,Q) is a facet pair in V , and f (P) < f (Q) whenever (P,Q) is a facet pair not in V . Such an f is called a discrete Morse function that has V as its gradient. A simplex that does not belong to a pair in V is a critical simplex, and the corresponding value is a critical value of f .
To provide an intuition for the concept, we note that the pairs in a discrete gradient field correspond to elementary collapses (see e.g. [12, Chapter III]), except that the lower-dimensional simplex does not have to be free. An elementary collapse can be realized continuously by a deformation retraction. This implies that if we can transform a simplicial complex K to another simplicial complex K using a sequence of such collapses, denoted by K K , then the two complexes have the same homotopy type. Indeed, the relation is slightly stronger, which is usually expressed by saying that K and K are simple-homotopy equivalent [8] . A discrete Morse function can encode a simplicial collapse [14] : Theorem 2.1 (Collapsing Theorem). If f : K → R is a discrete Morse function and all critical simplices of f are contained in a subcomplex
Generalized discrete Morse theory.
To generalize the concepts of discrete Morse theory, we recall that an interval of the poset K, with the partial order given by the face relation, is a subset of the form
The interval is non-empty iff P is a face of R. In this case, the interval contains both simplices, and we refer to P as the lower bound and to R as the upper bound of the interval. Next, consider a partition of K into intervals. Borrowing from the nomenclature of [15] , we call this set of intervals a generalized discrete vector field, denoting it by V . Indeed, a discrete vector field is the special case in which all intervals are either singletons or pairs. The corresponding directed graph, denoted again as H (V ), has the intervals as its nodes and an arc from µ to ν if there are simplices P ∈ µ and Q ∈ ν such that (P,Q) is a facet pair in K. The generalized discrete vector field is acyclic if H (V ) is acyclic, and if it is, then V is called a generalized discrete gradient field and H (V ) the Hasse diagram of V . As before, acyclicity of V is asserted by the existence of a function f : K → R that satisfies f (P) = f (Q) whenever P is a face of Q and both belong to the same interval, while f (P) < f (Q) whenever P is a face of Q but they belong to different intervals. We call such an f a generalized discrete Morse function that has V as its (generalized) gradient. We call an interval of cardinality 1 singular and the simplex it contains critical. Correspondingly, the value of a critical simplex is a critical value of f .
It is easy to see that for every generalized discrete gradient field, there is a discrete gradient field that refines the non-singular intervals into pairs; see the proof of the Faithful Restriction Lemma (4.1). Both have the same critical simplices, implying that the Collapsing Theorem (2.1) also applies to generalized Morse functions [2, Theorem 2.14]. The refinement is in general not unique.
RADIUS FUNCTIONS
The proximity complexes introduced in Section 2 have equivalent dual definitions, which are more convenient for our purposes. We begin by introducing these dual definitions, together with a precise statement of the general position assumption we use throughout this paper.
Cech and Delaunay functions.
A circumsphere of a finite set Q ⊆ R n is an (n − 1)-sphere that passes through all points of Q. A sufficient condition for the existence of a circumsphere is that Q is affinely independent. For p < n, the circumsphere is not unique, but there is only one smallest circumsphere, namely the one whose center lies in the affine hull of Q. We formulate conditions under which the smallest circumspheres do not contain more than the necessary points. Definition 3.1 (General position). A finite set X ⊆ R n is in general position if for every subset Q of at most n + 1 points in X, (i) Q is affinely independent, and (ii) the smallest circumsphere of Q does not pass through any points of X \ Q.
From now on, let X be a finite set of points in general position in R n . A circumsphere of a subset Q is empty if the open ball bounded by the sphere contains no point of X. It is not difficult to see that the Delaunay triangulation, as defined in Section 2, consists of all simplices Q ⊆ X that have empty circumspheres; see also [9] . By Condition (i) of our general position assumption, all sets Q that have empty circumspheres are affinely independent, which suffices for Del(X ) to be geometrically realizable in R n . To make the step from the Delaunay triangulation to the Delaunay complexes for a given radius, we note that among the empty circumspheres of a set Q ∈ Del(X ), there is a unique one with smallest radius [20] . We denote this smallest empty circumsphere by S D (Q). We then define the Delaunay function,
by mapping Q to the squared radius of S D (Q). We will see shortly that f D can be used to characterize Delaunay complexes.
Before we get there, we note that an enclosing sphere of Q ⊆ R n is an (n − 1)-sphere S such that the closed ball conv S contains all points of Q. Among all enclosing spheres, there is a unique one with smallest radius. We denote this smallest enclosing sphere by S C (Q), and we define theČech function,
by mapping Q to the squared radius of S C (Q). With these two functions, it is easy to say which simplices belong to the complexes. Lemma 3.2 (Radius Functions Lemma). Let X be a finite set of points in general position in R n . Then
for every r ≥ 0.
Proof. A subset Q of X belongs to theČech complex for radius r iff the closed balls with radius r centered at the points in Q have a non-empty common intersection. The points in this intersection are precisely the centers of all enclosing spheres of radius r. This implies (1) .
The subset Q belongs to the Delaunay complex for radius r iff the Voronoi cells of the points in Q have a common intersection that contains points at a distance at most r from the points in Q. These points are precisely the centers of all empty circumspheres of radius at most r. This implies (2).
We have f C (Q) ≤ f D (Q) for every Q ∈ Del(X ), since every empty circumsphere of Q is also an enclosing sphere of Q. This gives an alternative proof of the fact that Del r (X ) ⊆ DelCech r (X ) ⊆ Cech r (X ) for every r ≥ 0.
Cech intervals.
We will prove collapsibility using structural properties of the two radius functions. We begin with the easier case of theČech function. Given a simplex Q ⊆ X, recall that S C (Q) is the smallest enclosing sphere of Q. We determine two simplices spanning an interval that we will show consists of the simplices with the same smallest enclosing sphere as Q:
Note that S C (Q) is the enclosing sphere and the smallest circumsphere of L C (Q). Write V C for the collection of suchČech inter-
, over all Q ⊆ X. We show that V C is a generalized discrete gradient field. Proof. Let Q ⊆ X and write L = L C (Q), U = U C (Q), and
First we show that S C (Q ) = S implies L ⊆ Q ⊆ U . We have Q ⊆ U by the fact that S encloses Q and U is the set of all points of X enclosed by S. Now assume for a contradiction that x ∈ L\Q . Then U = U \ {x} has a smallest enclosing sphere S = S C (U ), which is the smallest circumsphere of L = L C (Q ), and x L . In particular, L L and so S S . Since S is an enclosing sphere of U , its smallest enclosing sphere S is smaller than S. But S is an enclosing sphere of L, contradicting the fact that S is the smallest enclosing sphere of L.
Next we show that L ⊆ Q ⊆ U implies S C (Q ) = S. To see this, note that S = S C (Q ) encloses L, so S is not smaller than S, the smallest enclosing sphere of L. On the other hand, S encloses Q , so S is not smaller than S , the smallest enclosing sphere of Q . Hence, the interval [L,U] consists exactly of the simplices Q with the same smallest enclosing sphere S C (Q ) = S.
Note that V C is a generalized discrete vector field: its intervals partition
. It remains to show that V C is a generalized gradient. But this is clear because V C is defined by f C , which is non-decreasing along increasing chains of the face relation, and it stays constant only within the intervals of V C .
We recall that our general position assumption implies that a simplex Q ⊆ X has a smallest circumsphere iff dim Q ≤ n, and that the smallest circumspheres of different simplices are different. We thus have n p=0 dim X +1 p+1
smallest circumspheres and the same number ofČech intervals. Very few of them are singular, namely only the ones for which L C (Q) = U C (Q). In other words, the critical simplices are the Q ⊆ X such that the smallest enclosing sphere of Q is also an empty circumsphere. All these simplices also belong to the Delaunay triangulation.
Delaunay intervals.
Given a simplex Q ∈ Del(X ), we now find determine two simplices spanning an interval that we will show consists of the simplices with the same smallest empty circumsphere. To motivate the definition, we first investigate the intersections of simplices having a common smallest empty circumsphere: Lemma 3.4 (Delaunay Face Lemma). Let X be a finite set of points in general position in R n . If Q,Q ⊆ X have the same smallest empty circumsphere, then this is also the smallest empty circumsphere of Q ∩ Q .
Proof. Setting P = Q ∩ Q , we note that Vor (P) contains both Vor (Q) and Vor (Q ) as faces. Indeed, Vor (P) is the smallest common intersection of Voronoi cells with this property. The center of the common smallest empty circumsphere satisfies z ∈ Vor (Q) ∩ Vor (Q ) and therefore z ∈ Vor (P). Let now x be a point in P. Among the points in Vor (Q), z minimizes the distance to every point in Q and therefore also to x. Equivalently, the hyperplane H normal to x − z that passes through z weakly separates x from Vor (Q), i.e., z is contained in one closed half-space bounded by H, and Vor (Q) is contained in the other; see [4, Section 4.2.3]. Similarly, H weakly separates x from Vor (Q ). Since Vor (P) is the smallest common intersection of Voronoi cells that contains Vor (Q) and Vor (Q ) as faces, this implies that H also weakly separates z from Vor (P), and hence, z minimizes the distance to x among all points in Vor (P). We conclude that P has the same smallest empty circumsphere as Q and Q .
Writing S D (Q) for the smallest empty circumsphere of Q, the lower bound, L D (Q), is the intersection of all faces of Q whose smallest empty circumsphere is S D (Q), while the upper bound,
, over all simplices Q ∈ Del(X ). Using the Delaunay Face Lemma (3.4), we show that V D is a generalized discrete gradient field. Proof. Given Q ∈ Del(X ), write F = L D (Q), T = U D (Q), and S = S D (Q). We first show that S D (Q ) = S iff F ⊆ Q ⊆ T. By definition, T contains all points of X on S, so S D (Q ) = S implies Q ⊆ T. Hence, it remains to show that S is the smallest empty circumsphere of Q ⊆ T iff F ⊆ Q .
If S is the smallest empty circumsphere of Q then, by definition of F, we have F ⊆ Q . On the other hand, if F ⊆ Q , then S is the smallest empty circumsphere of Q , since any empty circumsphere of Q is also an empty circumsphere of F ⊆ Q , and S is an empty circumsphere of Q and the smallest empty circumsphere of F according to the Delaunay Face Lemma (3.4).
The intervals of
, over all Q ∈ Del(X ). These intervals partition the Delaunay triangulation. Finally, f D is non-decreasing along increasing chains of the face relation, and stays constant only within the constructed intervals, so
, and if it is, then our general position assumption implies that it is an interior point of the simplex. This case is noteworthy since the above implies that every singular interval of f D is also a singular interval of f C . Conversely, every singular interval of f C is a singular interval of f D . In other words, f C and f D have the same critical simplices. We summarize:
In particular, if an interval (r, s] ⊂ R contains no critical values, then Cech s (X ) Cech r (X ) and Del s (X ) Del r (X ). For theČech complexes, a slightly weaker version of this statement appeared in [1] ; for the Delaunay complexes, see [12] .
Radon's theorem.
We prepare the analysis of the relation betweenČech and Delaunay intervals by discussing a variant of Radon's theorem. In the original form, it asserts that any p + 1 points in R p−1 can be partitioned into two non-empty sets whose convex hulls have a nonempty common intersection [19] . We are interested in a version of this theorem in which the p + 1 points are the vertices of a psimplex. Writing T = {x 0 , x 1 , . . . , x p }, we express the center of the smallest circumsphere as an affine combination:
The coefficients satisfy ζ 0 + ζ 1 + . . . + ζ p = 1, but they are not necessarily all non-negative because z is not necessarily contained in conv T. The p-simplex has p + 1 facets, namely T i = T \ {x i } for 0 ≤ i ≤ p. We call T i a front facet if the coefficient of the excluded vertex x i is ζ i < 0, and a back facet if ζ i > 0. Assuming general position, z does not lie in the affine hull of any facet, so every facet is either front or back. We call
the smallest front face and the smallest back face of T, noting that F is either T or the common intersection of all front facets, and B is the possibly empty common intersection of all back facets. Observe that each front facet has the same smallest empty circumsphere as T, while every back facet has a smaller such sphere. If T = U D (Q) is an upper bound of a Delaunay interval, the Delaunay Face Lemma (3.4) asserts that F = L D (Q) is the smallest face that shares the smallest empty circumsphere with T. The new version of Radon's theorem is an assertion about the position of the circumcenter relative to these two faces.
Lemma 3.7 (Front-Back Separation Lemma). Let T be a set of p + 1 points in general position in R n such that the center z of the smallest circumsphere lies outside conv T. Any hyperplane that weakly separates the smallest front face from the smallest back face also weakly separates z from the smallest back face.
Proof. We identify the affine hull of T with R p by choosing the center z of the smallest circumsphere as the origin. Using 0 = ζ 0 x 0 + ζ 1 x 1 + . . . + ζ p x p we define
and observe that y F = −y B . Scaling the two points to
we note that they are convex combinations of F and B, and that the two points are still collinear with the circumcenter at the origin; see Figure 2 . By construction, the order of the points along the common line is such that y F lies between z and y B . Any hyperplane that weakly separates F from B intersects this line in a point between y F and y B . It then follows that this hyperplane also weakly separates z from y B , as claimed.
To elucidate the connection to the Radon Theorem, we note that the central projections of F and of B from the circumcenter to a suitable (p − 1)-plane give the Radon partition of the projection of T to that plane.
Interval intersection.
By the Critical Value Lemma (3.6), theČech and the Delaunay functions have the same critical simplices, which form singular intervals. All other intervals are non-singular. While Delaunay intervals tend to be smaller thanČech intervals, there is no particular relation between them. Consider for example L = L C (Q) and F = L D (Q), for some Q ∈ Del(X ). As illustrated in Figure 3 , it is possible that F is a proper subset of L, that L is a proper subset of F, and that L and F are incomparable. Nevertheless, we have one important relationship, namely that the intersection of two nonsingular intervals is also non-singular.
Lemma 3.8 (Excluded Singularity Lemma). Let X be a finite set of points in general position in R n . The intersection of a nonsingularČech interval and a non-singular Delaunay interval is a possibly empty non-singular interval.
Proof. Writing [L,U] for theČech interval and [F,T] for the
Delaunay interval, we assume that their intersection is non-empty. This common intersection is necessarily an interval, with lower bound L ∪ F and upper bound U ∩ T. Setting Q = L ∪ F, we aim to show that there exists a point x ∈ U ∩ T that does not belong to Q. It then follows that Q ∪ {x} is a second simplex in the intersection, implying that the intersection is not singular, as desired.
To establish the existence of such a point x, we set S 0 = S C (Q) and S 1 = S D (Q). Let H be the hyperplane that contains S 0 ∩ S 1 , which is an (n − 2)-sphere. The center z 0 of S 0 is interior to conv L, and L is a face of T contained in H. Because T is non-critical, by assumption, the center z 1 of S 1 lies outside conv T and in front of H. We orient H by defining the open half-space containing z 1 to be in front of H and the other open half-space to be behind H. Specifically, in front of H, S 1 encloses S 0 , and behind H, S 0 encloses S 1 ; see Figure 4 . All points of T lie on S 1 , and the points of Q ⊆ T lie on or behind H. Recall that by the Delaunay Face Lemma (3.4), F is the smallest front face of T, and B = T \ F is the smallest back face of T.
Assume for a contradiction that Q = T. From Q = F ∪ L, T = F ∪ B, and F ∩ B = ∅ it follows that B ⊆ L. Hence, B ⊆ L lies on H, F ⊆ Q lies on or behind H, and so H weakly separates F from B. By the Front-Back Separation Lemma (3.7), F lies on or in front of H. Hence F must lie on H, implying that all points of T lie on H and therefore on S 0 ∩ S 1 . In particular, S 0 is a circumsphere of T. But S 0 has a smaller radius than S 1 , contradicting the fact that S 1 is the smallest circumsphere of T. We conclude that Q does not contain all points of T.
We aim at proving that at least one of the points in T \ Q lies behind H. If so, then this point x is enclosed by S 0 and therefore x ∈ U ∩ T, as desired. Note that T \ Q = B \ L. To derive a contradiction, we assume that all points of B \ L lie in front of H. All points of L lie on H, so all points of B lie on or in front of H. Moreover, recall that all points of F ⊆ Q lie on or behind H. Hence, H weakly separates F from B. But both B \ L and z 1 are in front of H, so H does not weakly separate z 1 from B, which contradicts the Front-Back Separation Lemma (3.7).
COLLAPSING HIERARCHY
In this section, we prove our main result, which is the collapsibility of the Delaunay-Čech to the Delaunay complex, and of the Delaunay complex to the wrap complex. We begin with a sufficient condition for collapsibility.
Faithful restrictions.
We prove our collapsibility results using a structural insight into gradients. Let V be a generalized discrete gradient field on a simplicial complex K, let K ⊆ K be a subcomplex, and let V be the restriction of V to K . We say that V restricts faithfully to K if V is again a generalized discrete gradient field, and a singular interval belongs to V iff it belongs to V . Proof. We prove the claim by refining V to a (non-generalized) discrete gradient field W on K that restricts faithfully to K . Let [L,U] be a non-singular interval in V . Its intersection with K is either empty or a non-singular interval [L,T] in K . In the first case, we choose an arbitrary vertex x ∈ U \ L and decompose [L,U] into pairs [Q,Q ∪ {x}] for all Q ∈ [L,U] with x Q. The second case is similar, except we make sure to choose x ∈ T \ L. Clearly, W is a discrete vector field on K. We note that Q ∈ K iff R ∈ K for every pair [Q, R] ∈ W . Since V restricts faithfully to K , this implies that W restricts faithfully to K . To prove that W is acyclic, we construct a discrete Morse function g : K → R with gradient W from a generalized discrete Morse function f : K → R with generalized gradient V . Specifically, for each singular [Q,Q] ∈ W , we set g(Q) = f (Q), and for each pair [ 
where ε > 0 is less than the smallest absolute difference between different values of f , and λ is greater than the largest difference between values of f . It is straightforward to verify that g is a discrete Morse function with gradient W . Finally, to prove that K collapses to K , we let t = max Q ∈K f (Q) so that K = g −1 (−∞,t]. Moreover, since all critical simplices of V belong to K , no critical value of g is larger than t. Now the Collapsing Theorem (2.1) yields K K .
Wrap complex.
Recall that the Delaunay function defines a generalized discrete gradient field, represented by the Hasse diagram, H (V D ), whose nodes are the Delaunay intervals. This defines a partial order on V D . The lower set of a subset A ⊂ V D , denoted by ↓ A, is the collection of intervals from which A can be reached along directed paths in H (V D ). The lower set of a singular interval is akin to the stable manifold of a critical point in smooth Morse theory, except that the lower sets of the critical simplices do not necessarily form a partition. Indeed, the lower sets can overlap, and some of the simplices may not belong to the lower set of any critical simplex. The latter can be considered to belong to the lower set of the "outside", but it will not be necessary to formalize this intuition. The wrap complex for r ≥ 0 consists of the lower set of all singular intervals [Q,Q] with smallest empty circumsphere of radius at most r:
Clearly, Wrap r (X ) ⊆ Wrap s (X ) whenever r ≤ s. Alternatively, we can define the wrap complexes as sublevel sets of another function, namely of f W : Del(X ) → R defined by mapping P ∈ Del(X ) to the minimum f D (Q) of any critical simplex Q for which I D (P) ≤ [Q,Q] in the partial order on V D , and to ∞ if I D (P) does not belong to the lower set of any singular interval. Note that f D (P) ≤ f W (P) for every P, which implies Wrap r (X ) ⊆ Del r (X ) for every r ≥ 0.
Collapses.
We are ready to state and prove the main result of this paper.
Theorem 4.2 (Main Theorem)
. Let X be a finite set of points in general position in R n . Then
Proof. We use the Faithful Restriction Lemma (4.1) for both collapsibility results. Consider first the case K = DelCech r (X ) and K = Del r (X ). The generalized discrete gradient field is obtained by intersecting the Delaunay intervals with theČech intervals:
To see that V is indeed acyclic, we consider f : Del(X ) → R defined by f (Q) = 1 2 ( f C (Q) + f D (Q)). It is not difficult to see that f has the described partition V of the Delaunay triangulation as its gradient. Each interval of V is either disjoint of K or contained in K, which implies that the restriction of V to K is the gradient of the restriction of f to K. The Critical Value Lemma (3.6) implies that all critical simplices of K are contained in K . Together with the Excluded Singularity Lemma (3.8), this implies that the restriction of V to K restricts faithfully to K . Thus, by the Faithful Restriction Lemma (4.1), we have DelCech r (X ) Del r (X ). Consider second the case K = Del r (X ) and K = Wrap r (X ). Here we use the Delaunay intervals V D . Each Delaunay interval is either disjoint of K or contained in K, and similar for K . Moreover, by construction, a critical simplex belongs to K iff it belongs to K . Hence, the generalized discrete gradient field faithfully restricts to K , and the Faithful Restriction Lemma (4.1) implies Del r (X ) Wrap r (X ).
DISCUSSION
The two main contributions to the state of the art are new insights into the relationship between theČech and the Delaunay complex -two constructions heavily used in topological data analysis -and a generalization of the wrap algorithm -a methodology for surface reconstruction used also in industry. In particular, we show that the restriction of theČech complex for radius r to the Delaunay triangulation collapses to the Delaunay or alpha complex of the same radius. Furthermore, this Delaunay complex collapses to the wrap complex for the same radius. We leave the question whether or not theČech complex itself collapses to the Delaunay-Čech complex as an open problem. The wrap algorithm is generalized in two ways:
• it depends on a parameter that selects the critical simplices contributing to the construction;
• it works in Euclidean space of any fixed dimension.
The flow complex introduced in [16] is conceptually similar to the wrap complex. Being based on the gradient flow of the distance function to a point set, this construction is however less combinatorial. It has been shown to have the same homotopy type as the Delaunay complex for the same radius [5] . Our results imply that it has the same homotopy type as the Delaunay-Čech complex and the wrap complex, all for the same radius. In general, the flow complex is not a subcomplex of the Delaunay triangulation, and its computation remains challenging [6] . An algorithm for computing the adjacency structure of the stable flow regions developed in [17] uses ideas closely related to the concepts developed in the present paper. The Morse theoretic view on Delaunay filtrations may shed additional light on the connection between the two constructions.
