Bootstrap aggregation (Bagging) and boosting are two popular ensemble learning approaches, which combine multiple base learners to generate a composite learner. This article proposes BoostForest, which is an ensemble learning approach using BoostTree as base learners and can be used for both classification and regression. BoostTree constructs a tree by gradient boosting, which trains a linear or nonlinear model at each node. When a new sample comes in, BoostTree first sorts it down to a leaf, then computes the final prediction by summing up the outputs of all models along the path from the root node to that leaf. BoostTree achieves high randomness (diversity) by sampling its parameters randomly from a parameter pool, and selecting a subset of features randomly at node splitting. BoostForest further increases the randomness by bootstrapping the training data in constructing different BoostTrees. BoostForest is compared with four classical ensemble learning approaches on 30 classification and regression datasets, demonstrating that it can generate more accurate and more robust composite learners.
: BoostTree and BoostForest. a, a BoostTree with 4 leaves. BoostTree uses GBM to train a linear or nonlinear function at each node. For a given input, BoostTree first sorts it down to a leaf, then computes the final prediction by summing up the outputs of all node models along the path (given by P ath q(x) ) from the root to the leaf q(x). The parameters of BoostTree are randomly selected from a parameter pool. b, a BoostForest with K BoostTrees. Bootstrap is used to obtain K replicas of the training set.
How fast does
BoostForest converge as the number of base learners increases, compared with classical ensemble learning approaches?
3. How does the base learner model complexity affect the generalization performance of BoostForest, compared with classical ensemble learning approaches?
4. Can our proposed approach for constructing BoostForest, i.e., data replica by bootstrapping and random parameter selection from the parameter pool, also be used to integrate other base learners, e.g., classification and regression tree 7 (CART), model tree 31 , and logistic model tree 32 (LMT)?
5. How does the performance of BoostForest change when different node functions, e.g., ridge regression, ELM and SVR, are used in BoostTrees?
Datasets We performed experiments on 30 real-world datasets (15 for classification and 15 for regression) from the UCI machine learning repository 1 . Table 1 shows a summary of them. Overall, they cover a wide range of conditions in terms of the number of features (between 4 and 166) and the sample size (between 103 and 10,000).
For each dataset, the categorical features were converted to numerical ones by one-hot encoding. The numerical features were scaled to [0, 1], and the labels were z-normalized for regression datasets.
Algorithms and parameters Our proposed BoostForest was compared with two classical bagging approaches, random forest 13 and Extra-Trees 17 , and also two classical boosting approaches, XGBoost 6 and LightGBM 8 .
The parameters to be tuned for the four baselines are summarized in Table 2 . The best parameter combination was determined by grid-search using inner 5-fold cross-validation.
The number of base learners in BoostForest and its variants was set to 100 in our experiments. Its parameter pool consisted of the minimum number of samples on each leaf MinSamplesLeaf and the regularization coefficient λ. Unless stated otherwise, we set their candidate values to {5, 6, 7, 8, 9, 10, 11, 12, 13, 14 , 15} and {0.001, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, respectively.
Performance measures We used the classification accuracy and the root mean squared error (RMSE) as the main performance measure for classification and regression, respectively. Additionally, we also computed a rank for each algorithm on each dataset. For K algorithms, the best one has rank 1, and the worst rank K.
Generalization performance of BoostForest First, we compared the generalization performance of Boost-Forest with the four baselines. Table 3 shows the results, averaged over five repeats of 2-fold cross-validations. BoostForest achieved the best generalization performance on 26 out of the 30 datasets, and comparable performance with the best baseline on another two datasets (QB and ILP).
To validate if BoostForest significantly outperformed the baselines (α = 0.05), we first calculated the pvalues using the standard t-test, and then performed Benjamini Hochberg false discovery rate correction 33 to adjust them. The statistically significant ones are marked by • in Table 3 . BoostForest significantly outperformed RandomForest on 21 datasets, Extra-Trees on 23 datasets, XGBoost on 18 datasets, and LightGBM on 21 datasets.
Note that BoostForest only has one parameter (the number of BoostTrees) to tune, which can be easily specified. On the contrary, the four baselines all need inner cross-validation to optimize their parameters. So, Boost-Forest is much easier to use in practice.
Generalization performance with respect to the number of base learners As mentioned above, Boost-Forest only needs to specify the number of BoostTrees in it. So, it is important to study how the performance of BoostForest changes with it.
On each dataset, we gradually increased the number of base learners from 3 to 100, and tuned other parameters of the four baselines by grid-search using inner 5-fold cross-validation. Note again that BoostForest does not have other parameters to tune. Figure 2 shows the accuracies of the five algorithms on the last four classification datasets, averaged over two repeats of 5-fold cross-validations. The complete results on all 15 classification datasets are shown in Supplementary Figure 1 . Generally, as the number of the base learners increased, the performances of all ensemble learning approaches first quickly increased and then converged. BoostForest achieved the highest classification accuracy on 13 of the 15 datasets, and the second highest classification accuracy on the remaining two (VC3 and PID). Figure 3 shows the RMSEs of the five algorithms on the last four regression datasets, averaged over two repeats of 5-fold cross-validations. The complete results on all 15 regression datasets are shown in Supplementary  Figure 2 . Again, as the number of the base learners increased, generally the performances of all algorithms rapidly increased and then converged. BoostForest achieved the smallest RMSE on 13 datasets (except PM and CCS).
Generally, the generalization performance of BoostForest converged within 50 BoostTrees.
Generalization performance with respect to the base learner model complexity We also evaluated the generalization performance of the five ensemble approaches, as the base learner model complexity increased. Figure 2 : Generalization performance with respect to the number of base learners, averaged over two repeats of 5-fold cross-validation. a, average classification accuracies on the last four classification datasets, with different number of base learners. The complete results on all 15 classification datasets are shown in Supplementary  Figure 1 . b, average RMSEs on the last four regression datasets, with different number of base learners. The complete results on all 15 regression datasets are shown in Supplementary Figure 2 .
Generally, as the model complexity increases, the bias of the model may decrease, but the variance may increase. Among the two popular ensemble learning strategies, Bagging is suitable for integrating complex base learners to reduce the variance of the ensemble, and boosting for integrating simple base learners to reduce the bias of the ensemble. In this study, the base learner model complexity was controlled by the maximum number of leaves per tree 2 , which was gradually increased from 2 to 30 for classification and 2 to 256 for regression. We fixed the number of base learners at 100, and tuned other parameters of the four baselines by grid-search using inner 5-fold cross-validation. Figure 4 shows the accuracies of the five algorithms on the last four classification datasets, averaged over two repeats of 5-fold cross-validation. The complete results on all 15 classification datasets are shown in Supplementary Figure 3 . For most datasets, the performances of all algorithms increased as the maximum number of leaves per tree increased. Regardless of the maximum number of leaves per tree, BoostForest achieved the highest classification accuracy on 11 datasets, and second highest on the remaining four datasets. Figure 5 shows the average RMSEs of the five algorithms on the last four regression datasets. The complete results on all 15 regression datasets are shown in Supplementary Figure 4 . Again, for most datasets, the performances of all algorithms increased as the maximum number of leaves per tree increased. BoostForest achieved the smallest RMSE on most datasets. Figure 3 : Generalization performance with respect to the base learner model complexity, averaged over two repeats of 5-fold cross-validation. a, average classification accuracies on the last four classification datasets, with different maximum number of leaves. The complete results on all 15 classification datasets are shown in Supplementary Figure 3 . b, average RMSEs on the last four regression datasets, with different maximum number of leaves. The complete results on all 15 regression datasets are shown in Supplementary Figure 4 .
Use other base learners in BoostForest Next, we studied if the strategy that BoostForest uses to combine multiple BoostTrees (data replica by bootstrapping and random parameters selection from a parameter pool) can also be extended to other tree models, i.e., whether we can still achieve good ensemble learning performance when BoostTree is replaced by another base learner, e.g., CART, model tree, and LMT. The resulting forests are denoted as LMForest, ModelForest, and CARForest, respectively.
The earliest model tree 31 (M5), proposed by Quinlan in 1992 for regression tasks, combines the advantages of tree models and linear models. It constructs a linear regression function at each leaf to approximate a target function. When a new sample comes in, it is first sorted down to a leaf, then the linear model at that leaf is used to predict its output. M5P 34 is a famous model tree algorithm proposed by Wang and Witten in 1997, which trains linear models at each leaf of a pruned tree to reduce the risk of over-fitting.
Landwehr et al. 32 proposed LMT in 2005, which extends model tree from regression to classification by integrating logistic regression into the tree model. LMT uses Stepwise Model Tree Induction 35 to construct the tree. The final logistic regression model at a leaf consists of all linear models at the nodes in the path from the root to that leaf. SimpleLogistic 32 (a variant of LogitBoost) is used to incrementally refine the linear logistic model. In each iteration, instead of using all features to perform linear regression, SimpleLogistic uses only one feature to train the model. In this way, only the relevant features are selected, and the risk of over-fitting is reduced.
The LMT and M5P implementations in Weka 3 were used in our experiments. We stopped SimpleLogistic training if the minimum error on the validation set had not changed for 20 iterations. For each M5 model tree in ModelForest, the number of samples at a leaf node should not be too small, so the minimum number of samples at its leaf its was randomly sampled from the parameter pool {10, 20, 30}. To improve its stability, ridge regression models with regularization coefficient λ = 0.001 were trained at every leaf. The parameters to be tuned for the baseline CART were maxDepth and minSamplesLeaf, and we set their candidate values to {4, 6, 8} and {5, 10, 15}, respectively. The best parameter combination of CART was determined by grid-search using inner 5-fold cross-validation. More details about the parameters for CART can be found in SKlearn 4 . Table 4 compares the performances of LMT with LMForest on the 15 classification datasets. Table 5 compares the performances of M5P with ModelForest on the 15 regression datasets. Table 6 compares the performances of CART with CARForest on all 30 datasets. All results were averaged over five repeats of 2-fold cross-validations. We also used t-test to check if LMForest, ModelForest and CARForest significantly outperformed LMT, M5P and CART (α = 0.05), respectively. LMForest outperformed LMT on 10 of the 15 datasets, and four were statistically significant. ModelForest outperformed M5P on 14 of the 15 datasets, and 12 were statistically significant. CARForest outperformed CART on 27 of the 30 datasets, and all were statistically significant. So, generally our strategy for integrating BoostTrees into BoostForest can also be used to integrate other base learners into a composite learner for improved performance.
Comparing Tables 3-6 together, we can find that BoostForest achieved better average classification performance than LMForest and CARForest, and also better average regression performance than ModelForest and CARForest, indicating that BoostTree is a more effective base learner than LMT, M5P and CART.
Use other regression models in BoostTree Finally, we studied if other more complex and nonlinear regression models, e.g., ELM and SVR, can be used to replace ridge regression as node functions in BoostTree. The resulting trees are denoted as BoostTree-ELM and BoostTree-SVR, respectively, and the forests as BoostForest-ELM and BoostForest-SVR. ELM, proposed by Huang et al. 29 in 2006, is a single-hidden layer neural network. It randomly generates the hidden nodes, and analytically determines the output weights through generalized inverse or ridge regression. Its model complexity can be controlled by the number of hidden nodes NumHiddenNodes and the regularization coefficient λ of the ridge regression. We set their candidate values to {10, 20, 30} and {0.01, 0.1, 1}, respectively, to construct the parameter pool. Sigmoid activation functions were used in the hidden layer.
Linear SVR 30 was used in BoostTree-SVR and BoostForest-SVR. The parameter pool for the regularization parameter C and the slack variable ǫ was {0.1, 1, 2, 5, 10} and {0.1, 0.2, 0.4, 0.8}, respectively. More details about the SVR parameters can be found in SKlearn 5 .
The best parameter combinations of the baseline ELM and SVR was determined by grid-search from their parameter pool using inner 5-fold cross-validation. The parameter to be tuned for BoostTree-ELM and BoostTree-SVR was the maximum number of leaves MaxNumLeaf, and we set the candidate values to {5, 10, 15}. The best MaxNumLeaf of BoostTree-ELM and BoostTree-SVR was determined by grid-search from its candidate values Table 7 compares ELM and BoostTree-ELM with BoostForest-ELM on the 15 regression datasets, and Table 8 compares SVR and BoostTree-SVR with BoostForest-SVR. Their results were averaged over five repeats of 2fold cross-validations. We also used the t-test adjusted by Benjamini Hochberg false discovery rate correction to check if BoostForest-ELM (BoostForest-SVR) significantly outperformed the baselines (α = 0.05).
BoostTree-ELM statistically significantly outperformed ELM on nine datasets, and BoostTree-SVR outperformed SVR on 10 datasets. So, generally our strategy for integrating ridge regression into a BoostTree is also applicable to other more complex and nonlinear regression models.
BoostForest-ELM statistically significantly outperformed ELM and BoostTree-ELM on all 15 datasets. BoostForest-SVR statistically significantly outperformed SVR (BoostTree-SVR) on 14 (15) datasets. When the number of samples is small, BoostTree-ELM and BoostTree-SVR are more likely to over-fit because of its high model complexity and the random parameters. So, it is necessary to combine multiple BoostTrees into a BoostForest to reduce over-fitting.
Conclusions and Future Research
This article has proposed a new decision tree model, BoostTree, that integrates GBMs into a single decision tree. BoostTree trains a linear or nonlinear function at each node. For a given input, BoostTree first sorts it down to a leaf, then computes the final prediction by summing up the outputs of all node models along the path from the root to that leaf. BoostTree achieves high randomness (diversity) by sampling its parameters randomly from a parameter pool, and selecting a subset of features randomly at node splitting.
Using BoostTrees as the base learners, we also proposed a new ensemble learning approach, BoostForest. It uses bootstrap to obtain replicas of the training set, and trains a BoostTree on each replica. It has only one parameter (the number of BoostTrees) to be specified by the user. Moreover, classical base learners, e.g., decision trees, can also be used to replace BoostTrees in BoostForest.
BoostForest performs favorably over classical ensemble learning approaches, e.g., random forest, Extra-Trees, XGBoost and LightGBM, in both classification and regression tasks, because it simultaneously uses three of the four randomness injection strategies 1 to increase the base learner diversities: 1) data sample manipulation through bootstrapping; 2) input feature manipulation through random feature subset selection at BoostTree node splitting; and, 3) learning parameter manipulation through random selection from the parameter pool. The fourth strategy, output representation manipulation, will be considered in our future research.
Recently, Zhou and Feng 36 showed that random forests can be assembled into a deep forest to achieve better performance than deep learning models. As we have demonstrated that BoostForest generally outperforms random forest, it is also expected that replacing random forests in deep forest by BoostForests may result in better performance. This is also one of our future research directions.
Methods

Given a dataset with N training examples
, where x n ∈ R D×1 and D is the feature dimensionality. An ensemble φ generated by gradient boosting 5, 6 uses K base learners to predict the output:
where each f k is a base learner (usually a decision tree). The GBM 5 generates the ensemble via an iterative process. In each iteration, gradient boosting learning first trains a new base learner according to the negative gradient direction, and then performs line search to determine the optimal step size.
Different from GBM, LMT 32 for classification generates only one tree instead of multiple trees. It integrates logistic regression into a decision tree, and uses LogitBoost 28 to train a set of linear models iteratively at each node.
Our proposed BoostTree is inspired by LMT. Assume a BoostTree has M nodes, excluding the root. Then, we train a function f m (x) for the m-th node, m ∈ [1, M]. For an input x, BoostTree first determines q(x), the leaf node it belongs to, and then all f m (x) along the path from the root to that leaf node is summed up to predict the output, i.e.,ŷ
where Path q(x) is the collection of the node indices along the path from the root to the leaf node q(x).
BoostTree minimizes the following regularized loss function:
where λ m is the regularization coefficient of f m . The second term above penalizes the complexity of the BoostTree to reduce over-fitting.
Different loss functions ℓ can be used to deal with regression and classification problems. For the ease of optimization, we require ℓ to be convex and differentiable.
In general, the objective function in (3) cannot be optimized directly. Inspired by LMT and GBM, BoostTree is inducted in an additive manner. Assume a tree with T (T ≥ 2) leaves have been generated after T −1 iterations. Then, there are M = 2T − 2 nodes, excluding the root. We can rewrite (3) as:
where
i.e., I t is the set of all training samples belonging to Leaf t. LeafLoss t measures the impurity score of Leaf t. In each iteration, the leaf with the highest impurity score is selected to be split. Then, a greedy learning scheme is used to add branches to that leaf.
Let I m be the set of all training samples belonging to node m to be split. After the split, I m is divided into two subsets: I L (of the left node) and I R (of the right node). Let f L and f R be the linear models of the left and the right nodes trained separately using I L and I R , respectively. Then, the reduction of the loss in equation (3) is:
is the ensemble of the models along the path from the root node to node m, and λ L (λ R ) represents the regularization coefficient of f L (f R ) trained in the left (right) child node. The splitting algorithm of BoostTree is shown in Supplementary Algorithm 2, where the subfunction FitModel assumes different forms according to different learning tasks, as shown in Supplementary Algorithms 3-5. We use gradient boosting to train the linear models for f L and f R in both regression and classification.
BoostTree for regression For regression problems, we use ℓ(y n ,ŷ n ) = (y n −ŷ n ) 2 ,
and linear f m (x):
where w m ∈ R D×1 is a vector of the regression coefficients, and b m is the intercept.
The loss function for the m-th node is:
In each iteration, GBM fits the pseudo-responseỹ n = y n − F I (x n ), which is the residual between the true value and the prediction, to minimize the above loss.
A real-world dataset may contain outliers. To increase the robustness of BoostTree, we (optionally) filter out samples whose absolute values are larger than the 95% quantile of the absolute values of the pseudo-responses. Supplementary Algorithm 3 shows the details.
BoostTree for binary classification In classification tasks, a BoostTree is built using a LogitBoost-like algorithm, which iteratively updates the logistic linear models F (x) by adding a new model f m (x) to F (x). We perform a Newton update to fit the linear model at each node.
For binary classification problems, we use the cross entropy loss:
f m (x) is again linear, as in equation (10). The loss function for the m-th node can still be expressed by equation (11) .
To improve the robustness of BoostTree to outliers, we (optionally) filter out samples whose weights are smaller than 5% quantile of all weights, limit the minimum value of weights to 2ǫ (ǫ is the machine epsilon), and clip the value of the pseudo-responseỹ to:
where y max ∈ [2, 4] (according to Friedman et al. 28 ). y max = 4 was used in our experiments.
Supplementary Algorithm 4 shows the details of BoostTree for binary classification.
BoostTree for J-class (J > 2) classification For J-class classification, we use
where y n = [y 1 n , y 2 n , ..., y J n ] T ∈ R J×1 is the one-hot encoding label vector,ŷ n = [ŷ 1 n ,ŷ 2 n , ...,ŷ J n ] T ∈ R J×1 is the estimated one-hot encoding label vector, and
is the estimated probability of Class j for an input x n .
is used to calculate the output for Class j.
The loss function for the m-th node then becomes:
where f m = f 1 m , f 2 m , · · · , f J m is a set of linear models, w j m is the coefficient vector of f j m .
Supplementary Algorithm 5 shows the details of BoostTree for J-class (J > 2) classification.
BoostForest Two techniques are used in random forest to improve the diversity of each tree, and hence to reduce overfitting: 1) Bagging, i.e., each tree is trained with a bootstrap replica drawn from the original training set; and, 2) feature sub-sampling, i.e., for each node of the tree, a subset of k features is randomly selected from the complete feature set, then an optimal feature is selected from the subset to split the node. k is usually set to ceil( √ D) or ceil(log 2 D + 1). In this way, the computational cost of training a base learner is greatly reduced.
BoostForest integrates multiple BoostTrees into a forest. It does not require cross-validation to select the parameters for each BoostTree. We simply put all possible parameter values into a parameter pool, from which each BoostTree randomly selects its parameters, i.e., the minimum number of samples at a leaf N min , and the regularization coefficient λ. This increases the diversity of BoostTrees.
Supplementary Algorithm 6 shows the details of training a BoostForest.
Implementation details A real-world dataset may include both numerical features and categorical features. We use one-hot encoding to convert categorical features to numerical ones. This increases the feature dimensionality, which leads to higher risk of over-fitting, and higher computational cost. In BoostForest, the numerical features converted from categorical features are only considered in splitting the nodes, but not in training the linear models for the nodes.
Another trick to reduce the computational cost is to reduce the number of calls to FitModel. For each numerical feature, we first find its minimum and maximum, and extract 100 evenly spaced values between them. Let N s be the total number of possible values of all features at a node (e.g., N s = 100 × 5 = 500 if there are 5 numerical features). Then, we randomly select ceil( √ N s ) splits to find the optimal split.
The loss function of BoostTree-ELM is the same as the original BoostTree's loss function, because the objective functions of ELM and ridge regression are the same. The loss function of BoostTree-SVR needs to be modified according to the loss function of SVR. We set λ m in (3) to 1 2Cm , where C m is the regularization coefficient of the m-th SVR model. Then, the loss function in (3) can be rewritten as:
and (7) can be rewritten as:
where C L (C R ) is the regularization coefficient of SVR trained in the left (right) child node. Calculate the impurity scores of all leaves using equation (5); Identify node * , the leaf node with the highest impurity score; split(node * ); end end } Algorithm 3: FitModel for linear regression.
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Input: {x n , y n } n∈I , sample set of the current node; F I , ensemble of the models along the path from the root node to the parent node of the current node;
λ, the ℓ 2 regularization parameter. Output: Linear regression model f m for the current node. y n = y n − F I (x n ), n ∈ I; q 95% = Quantile({|ỹ n | | n ∈ I}, 95); D ′ = {(x n ,ỹ n ) | |ỹ n | < q 95% , n ∈ I}; Fit f m = RidgeRegression(D ′ , λ) using ridge regression on D ′ with regularization parameter λ.
Algorithm 4: FitModel for binary classification.
Input: {x n , y n } n∈I , sample set of the current node; F I , ensemble of the models along the path from the root node to the parent node of the current node; λ, the ℓ 2 regularization parameter. Output: Linear classifier f m for the current node.
p(x n ) = sigmod[F I (x n )], n ∈ I;
, n ∈ I; y n = Clip(ỹ n ) in equation (14), n ∈ I; w n = p(x n )(1 − p(x n )), n ∈ I; q 5% = Quantile({w n | n ∈ I}, 5); D ′ = {(x n ,ỹ n , w n ) | w n > q 5% , n ∈ I}; Fit f m = WeightedRidgeRegression(D ′ , λ) using weighted ridge regression on D ′ with regularization parameter λ. Calculate the impurity scores of all leaves using equation (5); Identify node * , the leaf node with the highest impurity score; split(node * ); end end } 27 if |I L | ≥ N L min and |I R | ≥ N R min then Randomly select C L and C R from P ool C ; Randomly select ǫ L and ǫ R from P ool ǫ ; f L = FitModelSVR({x n , y n } n∈I L , F I , C L , ǫ L ); f R = FitModelSVR({x n , y n } n∈I R , F I , C R , ǫ R ); Calculate δ L in equation (19) using (I, Calculate the impurity scores of all leaves using equation (5); Identify node * , the leaf node with the highest impurity score; split(node * ); end end } 29
Algorithm 11: FitModelSVR for regression. Input: {x n , y n } n∈I , sample set of the current node; F I , ensemble of the models along the path from the root node to the parent node of the current node;
C, the regularization parameter of SVR; ǫ, the slack variable of SVR. Output:
The SVR model f m for the current node. y n = y n − F I (x n ), n ∈ I; q 95% = Quantile({|ỹ n | | n ∈ I}, 95); 
