Introduction and Preliminaries
The Nielsen's β-function, β(x) which was introduced in [9] is defined as
and by change of variables, the representation (1) can be written as
1 + e −t dt, x > 0.
The function β(x) is also defined as [9] β(x) = 1 2
where
is the digamma function and Γ(x) is the Euler's Gamma function. See also [1] , [3] , [5] and [7] .
It is known that function β(x) satisfies the following properties [1] , [9] .
β(x) + β(1 − x) = π sin πx , .
In particular, β(1) = ln 2, β and β(2) = 1 − ln 2.
Date: Received: xxxxxx; Revised: xxxxxx; Accepted: xxxxxx.Proposition 1.1. The function β(x) is related to the classical Euler's beta function, B(x, y) in the following ways.
β(x) + β(1 − x) = B(x, 1 − x).
Proof. By the Euler's beta function B(x, y) =
Γ(x)Γ(y) Γ(x+y)
, we obtain
yielding the result (7). The result (8) follows easily from the relation (6). Remark 1.2. The function β(x) is referred to as the incomplete beta function in [1] and [7] . However, this should not be confused with the incomplete beta function which is usually defined as
or the regularized incomplete beta function which is defined as
Also, the function should not be confused with Dirichlet's beta function which is defined as [4] 
We shall use the notations N = {1, 2, 3, . . . , } and N 0 = N ∪ {0} in the rest of the paper.
By differentiating m times of (1), (2) and (3), we obtain
for m ∈ N 0 . It is clear that β (0) (x) = β(x). In particular, we have
where η(x) is the Dirichlet's eta function and ζ(x) is the Riemann zeta function defined as
Then by differentiating m times of (4) and (5), we obtain respectively
and
For rational arguments x = p q , the function ψ (m) (x) takes the form
which implies
in (16). Then we obtain
which by (18) can be written as
Now let m = 1 in (20). Then we obtain
where G = 0.915965594177... is the Catalan's constant.
Remark 1.3. The Catalan's constant has several interesting representations [2] , and amongst them are:
Thus, (21) is a consequence (22) and (23) .
Equivalently, by letting m = 1 in (19) we obtain
See [1] and [6] . By using (13), (14), (15) and (21), we derive the following special values.
More special values may be derived by using similar procedures. As shown in [1] and [5] , the Nielsen's β-function is very useful in evaluating certain integrals.
Main Results
To start with, we recall the following well-known definitions.
Definition 2.1. A function f : I → R is said to be logarithmically convex if
for each x, y ∈ I and u, v > 0 such that u + v = 1.
Definition 2.2.
A function f : (0, ∞) → R is said to be completely monotonic if f has derivatives of all order and
Lemma 2.3. For x > 0, the following statements hold .
Proof. These follow easily from (3) and (12).
Proposition 2.4. The function β(x) is completely monotonic.
Proof. Let x > 0 and k ∈ N 0 . Then by (12) obtain
1 + e −t dt ≥ 0 which completes the proof.
Remark 2.5. More generally, β (m) (x) is completely monotonic if m is even and −β (m) (x) is completely monotonic if m is odd. To see this, note that for x > 0 and k, m ∈ N 0 , we obtain
respectively for even(odd) m.
Theorem 2.6. The double-inequality
holds for a, b > 0.
Proof. We employ the classical Hermite-Hadamard inequality which states that
Without loss of generality, let b ≥ a > 0 and f (x) = −β ′ (x) for x ∈ [a, b]. Then f (x) is convex and consequently, we obtain
which gives the result (24). Alternatively, since β ′ (x) is continuous and concave (i.e. β ′′′ (x) < 0) on (0, ∞), then by Theorem 1 of [8] , we obtain the desired result.
Theorem 2.7. Let m, n ∈ N 0 , a > 1,
holds for x, y > 0.
Proof. By the relation (12) and the Hölder's inequality, we obtain
which completes the proof.
Remark 2.8. Note that the absolute signs in (25) are not required if m and n are even.
Remark 2.9. If m = n is even in Theorem 2.7, then the inequality (25) becomes
which implies that the function β (m) (x) is logarithmically convex for even m. Moreover, if m = 0 in (26), then we obtain
implies that β(x) is logarithmically convex.
Remark 2.10. Let a = b = 2, x = y and m = n + 2 in Theorem 2.7. Then we obain the Turan-type inequality
Furthermore, if n = 0 in (28) then we get
Theorem 2.11. Let m ∈ N 0 be even. Then the function
is convex for x > 0 and any real number a.
Proof. Let m be even and a be any real number. Then for x > 0, 
is convex for x > 0 and α > 0.
Proof. Let m be even, x > 0 and α > 0. Then
That is,
β (m) (x) and then
as a result of (28).
Theorem 2.13. Let m ∈ N 0 be even. Then the function
is increasing if k > 1 and decreasing if 0 < k ≤ 1.
Proof. For x > 0 and m even, define a function S by
Then direct differentiation yields
and by (28), we conclude that S ′ (x) ≥ 0. Hence S(x) is increasing. Next, let u(x) = ln U(x). Then we obtain
Since S(x) is increasing, it follows that u ′ (x) > 0 if k > 1 and u ′ (x) ≤ 0 if 0 < k ≤ 1. This completes the proof. Corollary 2.14. Let m ∈ N 0 be even and 0 < x ≤ y. Then the inequality
Proof. This follows from the monotonicity property of U(x) as defined in (32).
Theorem 2.15. Let m ∈ N 0 be even and a > 0. Then for x > 0, the function
is increasing and logarithmically concave, and the inequality
is satisfied.
Proof. Define µ for m ∈ N 0 even, a > 0 and x > 0 by
which implies that µ(x) in increasing. Consequently, Ω(x) = e µ(x) is increasing. Next, we have
which implies that Ω(x) is logarithmically concave. Furthermore, Then since Ω(x) is increasing, we obtain the result (34).
Theorem 2.16. Let m ∈ N 0 . Then the following inequalities hold for x, y > 0.
if m is even, and
if m is odd.
Proof. Let m be even and
Then for a fixed y, we obtain
Hence, H(x) is increasing. Moreover,
Therefore, H(x) ≤ 0 which gives the result (35). Similarly, for m odd, we obtain H ′ (x) ≤ 0 and lim x→∞ H(x) ≥ 0 which implies that H(x) > 0 and this gives the result (36). 
for all x ∈ (0, ∞) and α ∈ (0, 1].
Proof. Let m be odd and T (x) = β (m) (αx) − αβ (m) (x). Then for x ∈ (0, ∞) and α ∈ (0, 1], we have
Thus, T (x) is increasing. Recall that β (n) (x) is decreasing for even n. Then since 0 < αx ≤ x, we have β
1 + e −t dt = 0. Therefore, T (x) ≤ 0 which completes the proof. 
holds for x ≥ 1 and y ≥ 1.
Proof. We have xy ≥ x and xy ≥ y since x ≥ 1 and y ≥ 1. If m is even, then we obtain 0 < β (m) (xy) ≤ β (m) (x) and 0 < β 
holds for x i ≥ 1, i = 1, 2, 3 . . . , n.
Proof. Since x i ≥ 1 for i = 1, 2, 3 . . . , n, we have n i=1 x i ≥ x j for j = 1, 2, 3 . . . , n. For m even, we have
Then by taking products of these inequalities, we obtain
