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ABSTRACT
Tropical cyclones - also called hurricanes and typhoons - result in major damage and fatalities around the world almost every year due to the massive coastal
and inland flooding. Integrating coastal and inland regional flooding models as
well as assessing the impacts of climate change helps better understand the overall
risk of a hurricane at the present and in the future. Coastal flooding causes damages to the coastal structures. While regional models are not capable of accurately
predicting the damage to the coastal structures, the high-fidelity computational
fluid dynamics (CFD) models can be implemented to simulate the flow properties
around the coastal structures. These CFD models should be forced by regional
models due to their high computational cost. This dissertation tries to address
some knowledge gaps in the literature with regard to coastal flood risk using both
numerical and experimental techniques. In particular, compound coastal-inland
flooding, climate change and sea level rise, and multi-scale numerical modeling
have been focused.
In the first manuscript of this dissertation, the impacts of a number of factors
(reservoirs, historical textile mill dams, and bridges) on the severity of a recordbraking flood within a watershed in the New England, Pawtuxet River, were assessed. These factors are currently omitted within the risk assessments tools such
as flood insurance rate maps. Further, to better understand possible future risks
in a warmer climate, an extreme flood event under a synthetic wet hurricane was
simulated. It was shown that this hurricane can generate a flooding equivalent
to a 500-yr event in this watershed. Further research is necessary to develop the
integrated coastal and inland flood models that are forced by a single atmospheric
model.
In the second manuscript, the impact of sea level rise (SLR) to estimate the

water elevation in the regional storm surge models was studied using two methods.
The linear method superimposes the SLR linearly to the estimated water elevations
while the nonlinear method uses a new model with updated data to include the impact of SLR. A simplified theoretical formulation, a number of idealized cases, and
two real case studies were assessed to compare the linear and nonlinear methods.
In general, based on the results of the idealized and real studies, a discrepancy of
up to 10% between the linear and nonlinear approaches is expected in estimation of
maximum water elevation. Further research is necessary to investigate the effect of
SLR and climate change on the boundary forcing of regional storm surge models.
Finally, in the third manuscript, to better understand the flood risk around an
array of buildings during coastal storms, the impacts of waves and combined wavecurrents on a tandem configuration of two model structures in the scale of 1:100
were assessed using the experimental and numerical methods. Smoothed Particle
Hydrodynamics (SPH) technique was implemented for the numerical simulation,
and the experimental data was used to validate this model and observe the flow
field. Results showed that SPH can do a good job in prediction of wave-current
interaction in the flume. It was shown that the forces exerted on the aft structure
decreased when it was located equal to its size apart from the forward structure;
then, forces increased when the aft structure was shifted away from the forward
structure. Numerical simulation of the waves in the presence of the following
current showed that forces exerted on the forward and aft structures increased 18
% and 3 %, respectively, compared to those in the absence of currents.
Further research is necessary to examine a variety of buildings configurations
and how the array configuration affects the flood forces.
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PREFACE
This dissertation was prepared in the manuscript format according to the
University of Rhode Island guidelines for the format of thesis and dissertation.
This dissertation consists of three manuscripts as follows:

Manuscript I: Flood Risk in Past and Future: A Case Study For the Pawtuxet
River’s Record Breaking March 2010 Flood Event. This manuscript is under review
in the “Journal of Flood Risk Management”.

Manuscript II: Modeling the Impact of Sea Level Rise on the Maximum Flood
Elevation Using Idealized and Real Case Studies. This manuscript is under review
in the “Climatic Change Journal”.

Manuscript III: Modeling Wave-Surge-Structure Interactions Around an Array of Coastal Structures. This manuscript is prepared for submission to the
“Coastal Engineering Journal”.
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CAHPTER 1
Introduction
Tropical cyclones - also called hurricanes and typhoons - result in major damage and fatalities around the world almost every year. Much research have been
carried out to quantify the coastal flood risk using high resolution wind, hydrodynamic, and wave models (e.g., [1, 2]).
In addition to coastal flooding as a result of storm surge and waves, hurricanes
can produce massive rainfalls; Hurricane Harvey Aug 2017 is an example of a
wet hurricane (Fig. 1.1a) [3]. It landed over Texas and caused extreme rainfall,
particularly on Houston area.(Fig. 1.1b) [3]. The river and inland flooding caused
by hurricanes can be assessed using traditional hydrologic and hydraulic models.
These models are forced by observed atmospheric data or predictions. Integrating
coastal and inland flooding models helps better assess the overall impact and risk
of a hurricane; for instance, to forecast timing of the storm surge in relation of
inland flooding in an area [4].

(a)

(b)

Figure 1.1. Coastal flooding in Port O’Connor (a) Buffalo Bayou River flooding
(b) during Hurricane Harvey, 2017. Photo Credit, (a) Johanna Strickland, US
Coast Guard, (b) Paul Jordan Anderson, DoubleHorn Photography.
Climate change is a major factor in flood risk assessments because it can lead
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to changes in the intensity and frequency of rainfall [5, 6], tropical storms [7, 8],
and rise in the sea level [9]. Several studies have reported the importance of sea
level rise (SLR) in flood risk assessments [10, 11].
Coastal flooding causes damages to the coastal structures due to combined
actions of wind, storm surge, and waves (Fig. 1.2). A damage function that estimates the percentage of damage as a function of coastal storm parameters (e.g.,
inundation depth, wave height, wind speed), and a structure type can be used to
estimate the damage. Databases that provide the detailed information about individual structures along the coast are usually combined with damage functions to
for regional risk assessments (e.g., E911 database;[12]). However, storm surge and
wave heights that are used in these assessments are usually estimated by regional
models that ignore fluid-structure interactions and are validated at offshore observation points away from coastal zones. Therefore, the uncertainty associated with
storm parameters in the vicinity of coastal properties leads to inaccurate damage
predictions. High-fidelity computational fluid dynamics (CFD) models that are
able to better simulate wave processes (e.g., reflection and run-up), wave-surge
interactions, and wave-surge-structure interactions can be implemented to simulate the flow properties more accurately. These models should be forced by larger
regional models due to their high computational cost. Mesh-free Lagrangian based
models such as SPH (Smoothed Particle Hydrodynamics [13]) have been applied
to simulate complex flow field around coastal structures. SPH can simulate a flow
field with multiple free surfaces and processes such as wave breaking in 3D. SPH
can be coupled with other Eulerian-based numerical models for simulation of large
domain [14].
Based on the above background, Fig. 1.3 shows the overall approach followed in this dissertation. The green, blue, and violet colors are representative
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(a)

(b)

Figure 1.2. Propagation of storm surge and waves through and around an array of
objects during Hurricane Sandy, 2012 (a) a damaged house after Hurricane Harvey,
2017. Photo Credit, (a) Erik Swanson, US Coast Guard, (b) Joe Raedle, Getty
Images, AFP.
of Manuscript I, Manuscript II, and Manuscript III, respectively. Manuscript I
focused on the inland flooding as a result of hurricanes and precipitation. Flood
risk assessment considering some climate change scenarios for a case study in the
Pawtuxet River, RI was presented. Manuscript II the impact of SLR on the
storm surge was discussed. Idealized and real case studies were used to investigate efficient and accurate modeling methodologies. A comparison between the
linear (i.e., superimposing SLR) and the nonlinear methods (properly revise model
inputs for SLR) to simulate the impact of SLR on the coastal flooding was car-

Figure 1.3. The framework of the dissertation; multi-scale assessment of coastal
and inland flooding.
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ried out. In Manuscript III, experimental and numerical studies were performed
to quantify the wave-current and fluid-structure interactions at a numerical tank
scale. A SPH model for a wave-current flume was developed and validated with
the observed data. Effect of spacing between structures on flood forces were also
investigated in this manuscript.
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Abstract
In March 2010, a sequence of three major rainfall events in New England
(USA) led to a record breaking flooding event in the Pawtuxet River Watershed
with a peak flow discharge of about 500-yr return period. After development of
hydrological and hydraulic models, a number of factors that played important roles
in the impact of this flooding and other extreme events including river structures
(reservoirs, historical textile mill dams, and bridges) were investigated. These
factors are currently omitted within risk assessments tools such flood insurance
rate maps. Some management strategies that should be considered for future flood
risk mitigation were modeled and discussed. Further, to better understand possible
future risks in a warmer climate, another extreme flood event was simulated. The
synthetic/hypothetical storm (Hurricane Rhody with 2 landfalls) was created based
on the characteristics of the historical hurricanes that severely impacted this region
in the past. It was shown that while the first landfall of this hurricane did not lead
to significant flood risk, the second landfall can generate more rain and flooding
equivalent to 500-yr event. Results and the methodology of this study can be used
to better understand and assess future flood risk in similar watersheds.
keywords: climate change, flood risk, HEC-RAS, hurricanes, river flooding
2.1

Introduction
River flooding is a major cause of catastrophic loss in the US and around the

world. Table 2.1 shows catastrophic loss by cause for about two decades in the
US (1996-20161 ). 91.9% of losses were caused by weather related events including
tornadoes, hurricanes, and winter storms in which flooding has a significant contribution. Previous studies indicated that the risk of riverine flooding is increasing
due to climate change [1], sea level rise [2] (for the rivers draining to the open seas
1
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and the ocean), and growth in populations/urbanization [3, 4] in flood zones.
Table 2.1. Insured catastrophe losses by cause during 1997-2016 (adjusted for
inflation).
Cause of loss

Loss (billion $ )

Loss %

Tornadoes
Hurricanes and Tropical Storms
Other wind/hail/flood
Winter Storms
Terrorism
Fires
Other
Total

168.1
161.1
29.7
28.2
25.0
8.4
0.8
421.2

39.9
38.2
7.1
6.7
5.9
2.0
0.2
100.0

In the US, FEMA (Federal Emergency Management Agency) generates FIRMs
(Flood Insurance Rate Maps) for assessment of flood risk in the flood zone. FIRMs
provide a general guidance to estimate the river and coastal storm risk to structures/infrastructure in the flood zone corresponding to various exceeding probabilities or return periods (500-yr and 100-yr). Nevertheless, several factors that can
potentially affect the flood risk are not provided in those maps. For instance, management of river structures such as reservoirs and small dams can affect flood risk
(e.g., dam removal/failures, how water elevation in a reservoir is managed during
a flood event). Over 75000 dams, including many small dams constructed during
industrial revolution in the 18th century for textile industry, are built on rivers in
the US, while less than a thousand of them have been removed [5]. Additionally,
wood debris is abundantly found along the rivers, and can enhance the flood risk
upstream of bridges [6]. Trends in average and extreme precipitation due to climate change can affect the flood risk. It is not clear how these factors can change
the estimated flood risk (e.g., 500-yr and 100-yr) which are used in FEMA FIRMs.
In the eastern US, in addition to winter and spring storms, wet hurricanes
can lead to major inland flooding. Hurricane Harvey (Category 4) is a recent

9
examp le that led to more than a 100 cm of rainfall in some areas and caused a
massive damage [7]. Previous studies also suggest that tropical cyclone intensity
will increase as the climate warms [8]. Further, extreme precipitations generated
by recent wet hurricanes have been linked to climate change [9]. Therefore, there
is a possibility of extreme precipitation events due to wet hurricanes as another
cause of flood risk.
Our case study, the Pawtuxet Watershed, is located on the western side of
Narragansett Bay in Rhode Island (Fig. 2.1), on the US Northeast. The frequency
of floods at the main USGS (United States Geological Survey) stream gauge on this
river at Cranston, is shown in Fig. 2.2. As this figure shows, after the late 1960’s,
the frequency of flooding, the frequency of multiple floods over a given year, and
severity of floods have been increasing during the past decades. In March 2010,
there were three major rainfall and runoff events in New England, which led to
the worst flooding event recorded in 200 years in the Pawtuxet River. Therefore,
this event will be the focus of this study. Further, Climate Solutions New England
(CSNE2 ; initiated through the Sustainability Institute in the University of New
Hampshire) has prepared an analysis for climate change that has occurred in the
past decades, and has forecasted these changes to 2100 for the New England at the
regional scales [10]. CSNE analysis indicates an increasing trend in the average
precipitation based on the historical and forecasts data (i.e., 1960-2099) for low
and high global greenhouse gas emission scenarios. For instance, the annual average precipitation in Rhode Island has increased 10-12% since 1960 and is expected
to increase 27% during 1960-2099. Results from the cited study predict an increase in the number of extreme precipitation events, more frequent flooding, and
more severe flooding for the time period 2020-2099. This is consistent with other
research that show extreme precipitation is increasing with temperature in moist
2
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and energy-limited regions, and decreasing in dry and moisture-limited areas [11].
Therefore, it is necessary to take into account these factors for risk assessments for
future.

Figure 2.1. Map of the Pawtuxet River watershed. The watershed and subbasins
borders are shown in black. The locations of the USGS stream gauges, meteorological station, reservoirs, and a few river structures are also shown. Locations of
CFSR nodes to extract hindcast rainfall data are shown on the top right subfigure.
Here, we conducted a detailed assessment of the flood risk in past and future
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for a case study in Pauwtuxet Watershed considering factors that are ignored in
the existing flood risk maps. Some recommendations for flood risk management
were discussed based on this assessment. Results and methods applied here, can
help other investigators and decision makers to better understand future flood risks
and develop strategies to address them.

Figure 2.2. Historical flood frequency per year at the USGS 01116500 in Cranston
from 1940 to 2017. The color of the bars show the severity of the floods based on
the flowrate.

2.2 Methodology
2.2.1 Study area
The Pawtuxet River is located on the western side of Narragansett Bay in
Rhode Island (Fig. 2.1). It drains a watershed of 594 km2 into the Providence
River in the upper Narragansett Bay. The Pawtuxet River watershed is the largest
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in Rhode Island, and includes 12 Rhode Island communities. The river includes
three branches where many structures such as dams and bridges exist on each of
the branches. The North Branch with the length of 10.7 km starts at the Scituate
Reservoir. The South Branch with the length of 14.7 km starts at Flat River
Reservoir, and connects to the North Branch in Warwick. The Main Branch (18
km) begins at the confluence of the South and North Branches, and drains to
the Providence River in upper Narragansett Bay. Two USGS stream gauges are
located in the watershed: the USGS 01116500 on the Main Branch at Cranston
and the USGS-01116000 on the South Branch at Washington (See Fig. 2.1). Table
2.2 provides more details about drainage areas in this watershed.
Table 2.2. Important drainage areas in the Pawtuxet River watershed (See Fig.
2.1).

Total Watershed

Area (km2 )
595

Percentage
100%

235

40%

162

27%

103

17%

95

16%

Drainage area of the Scituate Reservoir
on the North Branch
Drainage area of the USGS 01116000
2
on the South Branch
Drainage area of the USGS 01116500
3
on the Main Branch (excluding items 1 and 2)
Rest of the watershed
4
downstream of the USGS 01116500
1

2.2.2

River structures and their role in flooding

In the aftermath of March 2010 event, the affected communities, stakeholders,
and flood management authorities were looking for main causes of this catastrophe
and what could have been done to reduce the impacts of this event, and future
similar events. Several hydraulic structures and bridges are built in the river
over the centuries. In particular, the impact of Scituate Reservoir and its dam
(Gainer Memorial Dam) as the largest structure on the river has been an issue
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of interest. Further, the majority of the historical diversion dams that were used
for hydropower are still on the river, and can affect the flood risk. Due to high
vegetation of river banks, the impact of debris is another issue. The increased risk
due to possible blockage of debris is not addressed in the FEMA maps. Details
of these structures have been provided here. The impact of these structures on
flooding will be investigated using numerical models.
The Scituate Reservoir
Two relatively large reservoirs have been constructed in the watershed: the
Scituate Reservoir (the largest) on the North Branch and the Flat River Reservoir
on the South Branch. Here, for brevity, we only present the results related to the
Scituate Reservoir. The Scituate Reservoir with a maximum storage of 148,000,000
m2 (corresponding to surface area of 13.7 km 2 ) provides over 60% of the RI’s
drinking water. The reservoir’s main structures include an earth-filled dam with
a length of 975 m and height of 30 m, and an ogee spillway with a crest elevation
of 87.21 m (NAVD 88) and a crest length of 134.11 m. The drainage area of
the reservoir is 235.5 km2 which is about 45% of the total watershed area of the
Pawtuxet River.
Historical dams
Although textile mills were gradually decommissioned in New England and
Rhode Island, the majority of the historical diversion dams that were used for
hydropower are still in the river. There are four dams along the Main Branch,
eight dams along the North Branch, and eleven along the South Branch of the
Pawtuxet River. Among those, the removal of the Pontiac Dam was discussed
here because it is located in a highly commercial area, and just downstream of a
large shopping center (Warwick Mall, Fig. 2.3) which was flooded in the March
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2010 event. Fig. 2.4 shows aerial photos of Pontiac Dam during March 2010
flooding event. The location of Pontiac Dam and the Warwick Mall are shown in
Fig. 2.1. Pontiac Dam has a width of 30 m and a height of about 2.5 m.
Debris accumulation at bridges
Apart from dams, bridges can also affect the flood risk. In many rivers, debris
such as broken trees can be frequently found in the floodplains and the watershed
(Fig. 2.5). Although debris can significantly increase the risk of flooding, its
impacts on flooding are not considered in FEMA FIRMs. Additional obstruction
due to debris results in decreased flow speed, reduced passage area, and increased
inundation in areas upstream of a bridge. Along the Pawtuxet river and sunbasins,
there are 17 bridges in the Main Branch, 7 bridges in the North Branch, and 11
bridges in the South Branch.

Figure 2.3. Flooding of Warwick Mall (in the Main Branch of Pawtuxet River)
during March 2010 event; credit AP.
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Figure 2.4. The aerial photo of the Pontiac Dam (in the Main Branch of the
Pawtuxet River) during March 2010 event [12].

Figure 2.5. A snapshot of the Pawtuxet Village Bridge and some wood debris
upstream of this bridge in the river channel that might be mobilized during a
flooding event.
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2.2.3

Additional flood risk due to climate change and wet hurricanes

Referring to Fig. 2.6, the average annual precipitation in RI has increased
9.5 % from 1960 to 2010. It is expected that the average annual precipitation
will continue to increase up to 27% by 2100 based on climate projections [10].
Some studies suggest that many regions in the US may experience more intense
extreme precipitation events up to 20%. The frequency of these extreme events is
also expected to increase (e.g., [13]) due to warming climate (As mentioned before,
Fig. 2.2 shows that these changes are already happening in RI). These studies
recommend generating Intensity-Duration-Frequency (IDF) curves that include
the trends due to changing climate [14, 15]. Therefore, flood risk assessments
should consider projected changes in precipitation due to climate change.

Figure 2.6. Rhode Island annual precipitation from 1960, and projected to 2099.
Two projections are shown corresponding to low and high emissions scenarios [10].
The straight lines show linear trendlines for each scenario.
Seal level rise (SLR) is another consequence of climate change that can increase
the flood risk. Apart from flow over very steep slopes (e.g., spillways, waterfalls,
and steep mountain rivers), the flow regime in rivers is mainly subcritical. In a
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river/estuary with a subcritical flow regime, flooding extent is not only controlled
by upstream inflow discharge, it also depends on water level at downstream (i.e.,
ocean water level). Therefore, tide and mean seal level rise (SLR) can increase
the risk of river flooding in areas near the ocean [2]. The Pawtuxet River empties
into the Providence River in the upper Narragansett Bay. Therefore, water level
variations in the Narragansett Bay will potentially impact the flooded areas in the
Main Branch of the river. The projected SLR according to NOAA, in the Extreme
Scenario is about 3.5 m in 2100.
Previous research show a relationship between warming climate and the river
flood risk. Extreme precipitation can occur as a result of various weather events.
In the US East Coast, in addition to winter storms, wet hurricanes and tropical
storms can lead to extreme rainfall events [7]. In other regions such as the US
West Coast and United Kingdom, atmospheric rivers are one of the major causes
of extreme flooding (e.g., [16]). Atmospheric rivers have a long and narrow extratropical structure and can transport large amounts of moisture and lead to extreme
precipitation. Some studies suggest up to 39% increase in the magnitude of atmospheric rivers in 2100 due to warming of climate [17]. Recent studies also suggest
that tropical cyclone intensity will increase as the climate warms [8], and extreme
precipitation of recent wet hurricanes have been linked to climate change [9]. To
assess the potential impact of a wet hurricane, a hypothetical wet hurricane that
was created in a recent study is considered in this study[18, 19]. More details
about this hurricane are provided in the results section.
2.2.4

Data

The Digital Elevation Model (DEM) with a resolution of 1 m was obtained
from the Light Detection and Ranging (LiDAR) ground elevations. Airborne LiDAR technology was applied to collect elevation data for the state of Rhode Island
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in detail from April 22 to May 6, 2011, which was part of the USA Northeast LiDAR Project 3 . The Land Use/Land Cover (LULC) data for the watershed were
provided by the digital dataset for the state of Rhode Island in Spring 2011. The
classification scheme is similar to Anderson Level III modified coding in Rhode Island in 1988, 2003, and 2004 [20]. This dataset is available through RI Geographic
Information System (GIS) database4 . Soil type data was provided by the Web Soil
Survey (WSS), produced by the National Cooperative Soil Survey. The USDA
Natural Resources Conservation Service (NRCS) has provided soil maps and online data for more than 95% of the nation’s counties.5 The NRCS classifies soils
into four different Hydrologic Soil Groups (HSG): A, B, C, and D. Group A soils
absorb water readily (e.g., sand). The subsequent groups have lower infiltration
rates. Group D soils, like clay, do not allow significant water infiltration, causing
more runoff. In general, the northern part of the watershed is mostly covered by
soils classified as C, the western part by B, the eastern part by A, and the southern
parts by the mixture of all the types. NOAA’s National Centers for Environmental Information (NCEI) hourly precipitation data is available at the T.F. Green
Airport in Warwick, RI. Flow discharge and water elevation data are provided at
two USGS stream gauges 01116000 and 01116500 since 1940 (Fig. 2.1).
The spatial variability of the rainfall can be significant in the watershed model.
As mentioned, the TF Green Airport is the only precipitation station in the Pawtuxet River Watershed. In order to investigate the spatial variability of precipitation, we used available hindcast data from National Centers for Environmental
Prediction Climate Forecast System Reanalysis (NCEP CFSR) database. Daily
precipitation hindcast data can be extracted from this database. The locations
of nine CFSR model nodes (closest to the watershed were chosen) and TF Green
3

http://www.rigis.org/pages/2011-statewide-lidar-project-details”
http://www.rigis.org
5
http://websoilsurvey.nrcs.usda.gov
4
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Airport Station are shown in Fig. 2.1. Fig. 2.7a compares the observed daily
precipitation data of the TF Green Station with the closest CFSR model (node 5)
during 2008-2012 period. Fig. 2.7b,c,d show how precipitation varies among all
nodes during 2008-2012 period. As these hindcast data show, the spatial distribution of the daily precipitation over the nodes is almost uniform and no significant
gradient in the area that covers the watershed can be observed. This can be explained due to relatively small size of the watershed and also because the watershed
is not mountainous (the maximum elevation difference is 75 m). A relatively good
agreement of the watershed model and the observed data also shows the validity
of this assumption.
2.2.5

Numerical modeling

Hydrologic Engineering Center’s Hydrologic Modeling System (HEC-HMS)
and River Analysis System (HEC-RAS) were implemented to simulate runoff and
river flooding, respectively. The detailed descriptions of these popular models
can be found elsewhere [21, 22, 23, 24, 25]. Fig. 2.8 shows the steps applied in
the modeling process. Spatial distributed data were pre-processed in ArcGIS and
HEC-GeoHMS to produce the drainage network, and build the rain-runoff model
in HEC-HMS. The HEC-HMS model requires distributed basin data (calculated
in HEC-GeoHMS), meteorological data, baseflow, and modeling control specifications (i.e., time interval and duration) to simulate and route the runoff as a result
of a precipitation event. The time series of flow discharge calculated by HEC-HMS
were used as input/boundary condition in the river model (HEC-RAS). Additionally, river cross sections (provided by USGS), channel geometry, river structures
(geometry of bridges and dams along the river), and channel roughness are required by HEC-RAS. Some of the geometric data were provided by USGS [26],
and some were extracted using the DEM and HEC-GeoRAS. Along the river and
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(a)

(b)

(c)

(d)

Figure 2.7. Spatial variability of daily precipitation in the area. Comparison of
precipitation at various hindcast nodes as well as observed data are shown. See
Fig. 2.1 for locations of the nodes.
sunbasins, there are 17 bridges and 4 dams in the Main Branch, 7 bridges and 7
dams including the Scituate Reservoir Dam in the North Branch, and 11 bridges
and 11 dams including the Flat Reservoir Dam in the South Branch. Simulated
water elevations by HEC-RAS were then superimposed with the DEM to compute
the flood maps in HEC-GeoRAS and GIS environment.

21

Figure 2.8. The flowchart of a distributed hydrologic and hydraulic modeling
system for flood risk assessment [27].
HEC-HMS has various options and methods that can be selected for runoff
modeling. The methods used in the rainfall-runoff calculations in HEC-HMS were
Soil Conservation Service (SCS) runoff Curve Number (CN) for surface runoff calculation, monthly constant method for the baseflow calculation, SCS unit hydrograph for subbasin flow routing, and lag time method for reach routing calculations.
Selections are mostly based on the similar studies in the United States [27, 28].
Other choices may also lead to similar results by proper calibration, but the most
appropriate methods should be based on the physical characteristics of a watershed
[29]. The terrain pre-processing was carried out based on a 30 m resolution DEM in
HEC-GeoHMS. Terrain pre-processing includes stream definition, watershed delineation, and computation of subbasins properties. The watershed was divided into
nine subbasins which included points of interest such as large reservoirs (Scituate
and Flat River) and USGS stream gauges (validation stations).
In the SCS method, the infiltration and runoff are predicted based on the
empirical loss rate parameter (CN), which depends on the soil type, land use, and
hydrologic condition. The direct runoff is estimated as [24],

Pe =

(P − 0.2S)2
P + 0.8S

(2.1)
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where Pe is excess rainfall (direct runoff), P is precipitation, and S is potential
maximum soil moisture which in SI units is evaluated as,

S=

25400 − 254CN
CN

(2.2)

where 30 ≤ CN ≤ 100. In order to calculate CN, the soil type data and land cover
data were combined in the GIS environment. A lookup table was used to evaluate
the spatial variation of CN [30]. The resulting CN map of the Pawtuxet watershed
is shown in Fig. 2.9. CN values are higher in the eastern (more urbanized) areas of
the watershed which leads to more runoff. The estimated routing time lags varied
from 100 to 600 minutes. The baseflow values for the subbasins varies monthly
and was provided using USGS data.
HEC-RAS was used both in the steady and unsteady state modes. For steady
state case, the peak discharge for each river reach was used to estimate maximum
flood extent. The unsteady mode (which is computationally expensive and time
consuming) was used as a comparison. HEC-GeoRAS used the 1 m resolution DEM
for mapping the flood or complete missing geometric data (e.g., flood plains of some
cross sections). In general, the Manning coefficients were set based on FEMA Flood
Insurance Studies (FIS) of the region [31, 32], and also using the USGS reference
for roughness characteristics of natural channels [33]. The Manning coefficients
was initially set to 0.04 for the main channel and increased to 0.08 for the river
banks due to increase in vegetation cover. Further tuning were carried out to
change these numbers at various cross sections to calibrate the HEC-RAS model
based on the observed high water marks as will be explained in the calibration
section.
The flow hydrographs produced by HEC-HMS were applied as the upstream
boundary conditions. For the steady state cases, the peak discharge or the com-
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Figure 2.9. The CN map of the Pawtuxet River watershed. High CN values
indicate reservoirs (water bodies) and urbanized areas (east region) that generate
more runoff.
puted discharge for specific return periods [34] were applied. The downstream
boundary condition was the stage hydrograph that was extracted from NOAA
database at a nearby station in Narraganset Bay: NOAA Providence Station
8454000.
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Calibration
Model calibration is a critical step to develop an accurate watershed model.
For model calibration, a starting set of model parameters was selected, and runoff
and peak flow discharge were calculated. The parameters were adjusted (automatically in HEC-HMS) until the computed runoff best matched the observed data. To
calibrate the watershed model, two events from 2010 in which hourly precipitation
data were available from the T.F. Green Airport Station were selected. The first
event was started at 11:00 PM on March 28, 2010 and continued until 12:00 AM
on April 4, 2010: the record breaking flood event in this area; the second event
started at 1:00 AM on March 11, 2010 and lasted until 11:00 PM on March 21,
2010. The depth of precipitations (rainfall) were 224 mm and 140 mm, for the
first and second events, respectively. Volume of runoff and peak discharge were
the two model output parameters in the calibration process. Parameters such as
time lag and CN in a feasible range were adjusted automatically to calibrate the
model. Based on the model results, the estimated CN values based on the land use
and soil cover produced convincing runoff values. However, time lags of subbasins
needed to be adjusted to minimize the discrepancies of observed and calculated
peak flow discharge. During the calibration process, the Scituate Reservoir was
considered to be at full capacity (i.e. at its maximum water level of 87.21 m
NAVD88) which is consistent with the reservoir water level data provided by National Weather Service. Fig. 2.10 compares the hydrographs of the observed and
simulated discharges for the two selected events at the USGS station 01116500 in
Cranston. Model errors are about 6% for the peak discharges at both events.
The performance of the model was also assessed for two events which produced
significant flow discharges (and we could find a continuous observed rainfall-runoff
record for them considering data gaps): June 1, 1982 to June 30, 1982 and another
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Figure 2.10. Comparison of hydrographs based on the observed data and calibrated
HEC-HMS model for (a) March 29 to April 4, 2010 (peak error of 6 %), and (b)
March 11 to March 21, 2010 (peak error of 6%) at USGS 01116500 in Cranston,
RI.
event from Jun 1, 2006 to Jun 15, 2006 using observed discharge data from the
Cranston stream gauge (Fig. 2.11). The model hydrographs for these two events
compare relatively well in terms of number of peaks and peak discharge values.
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Apart from model parameters such as CN and lag time, an important source of
uncertainty is precipitation data because there is only a single precipitation gauge
near the watershed. Here, in addition to the precipitation data at T.F. Green Airport Station, three alternative precipitation datasets were examined: European
Centre for Medium-Range Weather Forecast (ECMWF), National Centers for Environmental Prediction Climate Forecast System Reanalysis (NCEP CFSR), and
hindcast data provided by National Weather Service (NWS) [35]. Fig. 2.12a shows
the precipitation time series for observed, ECMWF, CFSR, and NWS datasets as
well as the upper 90% and lower 90% confidence intervals for the period that led
to March 2010 event. Fig. 2.12b shows the discharge time series corresponding to
these time series. The calculated hydrograph based on the observed rainfall is in a
good agreement with observed discharge data as expected from model calibration.
However, there is a significant uncertainty in terms of precipitation data which
leads to errors in estimation of discharge; this uncertainty cannot be addressed
by adjusting the parameters of rainfall-runoff model. This issue is particularly
important while using the model for forecasting purposes when observed data are
not available. Installing more precipitation gauges in the watershed (particularly
upstream of Scituate reservoir) will reduce the uncertainty for both hindcast and
forecast purposes.
The HEC-RAS model was calibrated for the same events as HEC-HMS
model: March 28, 2010 to April 4, 2010 and March 11 to March 21, 2010. Channel
roughness (i.e., Manning coefficient) is a sensitive parameter which can be used to
the calibrate a river hydrodynamic model. The Manning coefficient was adjusted
for cross sections along the river. Several High Water Marks (HWM) obtained
from a previous USGS study [36] were used to calibrate the model based on
water elevations. Fig. 2.13 compares the time series of water elevation (stage
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Figure 2.11. Comparison of the HEC-HMS model results and the observed data
for (a) June 1982 (peak error of 10 %), and (b) June 2006 (peak error of 3 %) at
USGS 01116500 in Cranston, RI.
hydrographs) for the observed and model data at the USGS station 01116500 in
Cranston. The results show a good agreement between HEC-RAS model results
and the observed data.
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Figure 2.12. Effect of precipitation data on simulated flow discharge at USGS
01116500 in Cranston (a) Uncertainty in the several sources of the precipitation
data: observed precipitation, NWA, ECMWF, CFSR, upper 90% limit, and lower
90% limit, and (b) Uncertainty in the HEC-HMS flow discharges corresponding to
several sources of precipitation data.
2.2.6

Overview of the model scenarios

After the development of the watershed and river models, several simula-
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Figure 2.13. Comparison of modeled (HEC-RAS) and observed stage hydrographs
at USGS 01116500 in Cranston, RI; (a) March 29 to April 4, 2010 ( 2% error
for peak elevation), and (b) March 11 to March 21, 2010 ( 1.8 % error for peak
elevation). Elevations are in NAVD 88.
tions were performed to assess the flood risk and how various factors can affect
it. Table 2.3 summarizes the simulation scenarios. Based on [34], flow discharges
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corresponding to the 50-, 100-, 500-yr were estimated as 196, 250, and 424 m3 /s,
respectively at the USGS Gauge 01116500 in Cranston.

Category

Table 2.3. Overview of model runs
Contributing factor
Model scenario
Scituate Reservoir

River
structures

Poniac Dam
Pawtuxet Village
bridge debris

Climate
Change

Full reservoir during 2010 flood event
Partially filled reservoir during 2010 flood event
50-yr event with and without the dam
500-yr event with and without the dam
50-yr event with and without debris
500-yr event with and without debris

Change in precipitation

100-yr event estimated before 2010
100-yr event estimated after 2010
100-yr upper 95% CI estimated after 2010

Sea Level Rise

100-yr event considering mean sea level
100-yr event during high tide and surge
100-yr event considering SLR downstream

Extreme wet hurricane

Hurricane Rhody’s synthetic rainfall

2.3 Results and discussion
2.3.1 Modeling the impact of river structures on flooding
Using the watershed and river models, the impact of river structures (described
in Section 2.2.2) on flooding and some recommendations for flood risk management
are discussed here. Due to similarities of this case study and other watershed in
the Northeast of the US and elsewhere, these results will be of interest of flood
management researchers and decision makers. Although Scituate reservoir was
constructed and operated for water supply purposes, it has a significant role in
flood risk. According to reservoir surface elevation data [37], during March 2010
event, the reservoir was at its full capacity. Using volume-elevation curve and other
detailed characteristics of the reservoir and spillway, the reservoir was modeled in
HEC-HMS. As an initial estimate, the total runoff of March 2010 event upstream
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of the reservoir was about 28 MCM. This volume of runoff could be captured in the
reservoir with approximately 2 m of capacity (considering the reservoir’s surface
area of 13.8 km2 ). As an additional analysis, Fig. 2.14 compares the simulated
inflow and outflow at the reservoir for a full capacity (87.21 NAVD88), and 1.21
m below full capacity (86.00 NAVD88). As the figure shows, the peak outflow
discharge will reduce around 60% (from 216 m3 /s to 88 m3 /s) if 1.21 m capacity
is allocated to flood storage. This is equivalent of reducing the return period from
500-yr (very extreme) to 10-yr (moderate flood event).
Therefore, management of this reservoir has a crucial impact on flooding in
this area. Since the original design of the reservoir was only based on water supply
purpose, more study and initiatives are necessary to optimize the reservoir operations to minimize the flood risk and meet water supply demand (considering other
constraints). Methods to add the capacity of the reservoir (e.g., gates-controlled
spillways [38] instead of stop-logs) should be considered in this assessment. Further, due to uncertainty in future extreme precipitation events as well as stress
associated with a growing water demand, traditional reservoir management techniques that are based on historical data may not be that effective. More advanced
reservoir management techniques [39] that consider the uncertainty in flood risk
and can adapt to new data should be employed (e.g., [40, 41, 42]).
The impact of Pontiac Dam on flooding was simulated in HEC-RAS model
for 50-, 100-, and 500-yr flooding events. Although many processes and variables
such as flow speed, water depth, and sediment transport will be affected by dam
removal [43], here, we only considered the inundation extent. Fig. 2.15 shows the
reduced inundation areas (if the dam is removed) corresponding to floods with
various return periods. As this figure shows, the impact is noticeable for 50-yr
event but not that significant for the larger 500-yr (or March 2010) event. In other
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Figure 2.14. Inflow and outflow hydrographs at the Scituate Reservoir during
March 2010 event; (a) assuming a full reservoir; (b) when the initial water level at
the reservoir is assumed 1.2 m below the spillway crest.
words, the size of these diversion dams can be considered small compared to the
huge impact of a very extreme flooding event. This is mainly because the main
channel of a river accommodates a small portion of the flood discharge during
large event (Bankfull discharge has usually a return period of about 2 years [44]).
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Based on the results, it can be concluded that during the huge flood of March
2010 (which has a 500-yr return period), the existence of the Pontiac Dam did not
significantly intensify the flood around the Warwick Mall.
Further, Fig 2.4 indicates that an extreme flood event may lead to the failure
of the dam. This failure may happen because these historical dams were not
designed for the hydrodynamic loadings associated with the recent (such as March
2010 record breaking flood), and future extreme events; also, they have not been
well maintained. Large volumes of contaminated sediments stored behind these
dams would be released/redistributed upon failure or improper removal. These
sediments may contain persistent high concentrations of contaminants deposited
especially during the period before the Clean Water and Clean Air Acts in the
1970s [45]. As there are many historical dams in this river, further research is
necessary to identify the contaminants in sediments (by coring), and simulate the
possible contamination of the river as a result of dam-break events. These studies
should consider safe removal of dams that pose a significant contamination risk
even if the flooding risk may not be reduced significantly.
As mentioned before, accumulation of debris upstream of bridges is another
factor that can increase the flood risk. Here, the increased flood risk due to debris
will be presented, as an example, for the Pawtuxet Village Bridge (Fig. 2.5), which
is located in a residential area. In the HEC-RAS model, the height and the width
of a block can be specified by the user [21] to simulate debris. Based on previous
guidelines [46], the average width of the block should be considered up to 15 times
of the pier width; the height of the block should be around 0.33-0.5 of the water
depth. The pier width of the Pawtuxet Bridge is 2.2 m, the span of the river at
the bridge is 28 m, and the water depth is about 1.5 m during a 100-yr flood.
Therefore, a block of 20 m long and 0.5 m height was used to model the debris
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Figure 2.15. Impact of the Pontiac Diversion Dam on the flood. Reduced flooding
areas (if the dam was removed) are shown in yellow: (a) 50-yr flooding event, and
(b) 500-yr flooding event.
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impact on flooding.
The impact of debris on the extent of flooding is shown in Fig. 2.16. The
inundated areas are compared before and after adding debris for 50- and 500-yr
flooding events. In both events, there is a significant increase inundated area;
contrary to dam removal case, the impact is higher for the larger return period
(500-yr). Also, the results shows a 2.1, 4, and 4.3 m of increase in water elevation
due to debris accumulation for 50-, 100-, and 500-yr flooding events, respectively.
2.3.2 Flood risk in past and future
Uncertainty in flood risk due to precipitation changes
Referring to Section 2.2.3, climate change has led to an increase in the precipitation rate in the study area. Here, we discuss how changes in extreme precipitation, and consequently in flood flow discharges, will result in a large uncertainty in
the prediction of the 100-yr flood event which is a basis for determination of flood
zones. The 100-yr flow discharge at the USGS 01116500 was 188 m3 /s until 2009
, and was was increased to 250 m3 /s after the 2010 event [47]. There is an additional uncertainty in the extreme value analysis as the peak flow data usually do
not exactly follow a generalized extreme value distribution curve. This uncertainty
is larger if only a few very extreme events (e.g., March 2010 event in RI) occur in
a watershed. Therefore, confidence intervals are reported for the peak discharge
values corresponding to various return periods. For the 100-yr event, the lower and
upper 95% confidence limits are reported as 180 m3 /s and 680 m3 /s, respectively
[47]. The upper confidence limit is more than twice the mean value. Consequently,
relying only on the mean predicted 100-yr event for flood risk assessments, given
this large uncertainty is not justified. As Fig. 2.17 shows many areas will be added
to flood risk zone if instead of the mean 100-yr event, the upper confidence limit
is used for risk assessment.
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Figure 2.16. Change in flooding extent due to accumulation of debris at the Pawtuxet Village Bridge assuming (a) 50- and (b) 500-yr event scenarios.
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There is a significant uncertainty associated with mapping a flood zone or
the area that can be inundated by a flood with a 100-yr return period. Therefore,
there is a need to communicate this uncertainty to local communities living in these
areas as well as flood plain managers. Several previous research have suggested
methods to address the uncertainty in flood mapping; for instance, using flood
probability maps [48, 49, 50], and using a probabilistic framework for flood mapping
by employing coupled hydrologic and hydraulic models [51]. This uncertainty has
implications for flood insurance purposes since, currently, FEMA FIRM maps do
not show the upper and lower confidence intervals of flood zones for a specific return
period. Further, it is necessary to reduce this uncertainty by adding/enhancing
observational stations for precipitation and water level as suggested in this study.
It is also necessary to continuously revise flood risk studies and numerical models
that are the basis of flood risk maps, particularly after major hydrological events.
Therefore, in flood risk assessments and inundation mapping, the uncertainty
due to trend in extreme precipitation and lack of sufficient data should be communicated to stakeholders and decision makers as suggested in previous research
[52, 53].
Sea level rise
To assess the maximum impact of SLR on flooding extent, the flooded area for
a 100-yr event was plotted assuming the current mean sea level, and was compared
with the flood area for an extreme scenario (based on NOAA’s recent estimation in
this region [54] if sea level rises 3.5 m (Fig. 2.18). In both scenarios, it was assumed
that flood occurs during high tide. As this figure shows, for this case study, the
impact is not very significant compared with other risks (e.g., debris in the river).
Nevertheless, impact of SLR on flooding is highly dependent on topography of the
region, and may become very large for other regions (e.g., [55]). Fig. 2.18 also
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Figure 2.17. Change in the flood zone in the vicinity of the Warwick Mall due
to the change in precipitation for a 100-yr event for before 2010, after 2010, and
relative 95% confidence limits.
compares the SLR scenario with combined inland and coastal flooding scenario
(i.e., 100-yr inland and 100-yr storm surge) which shows a similar impact: a slight
increase in the flooded area.
Risk of wet coastal storms, Hurricane Rhody
To assess the potential impact of a plausible wet hurricane in future, a synthetic wet hurricane that was created in a recent study was considered [18, 19].
Hurricane Rhody is an extreme hypothetical or synthetic hurricane which was created based on the characteristics of the historical hurricanes that have severely
impacted Northeastern US. The tropical storm forms near the Bahamas and propagates northward on a similar track as of Hurricane Carol (1954). The forward
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Figure 2.18. Comparison of the flooded area for a 100-yr flood event in the Main
Branch assuming several scenarios at downstream of the river for tides (i.e., high
tides), storm surge (100-yr), and sea level rise (SLR; 3.5m).
speed of the storm is similar to that of 1938 New England Hurricane. The storm
makes its first landfall as a strong category 3 hurricane to the west of Rhode Island. After the initial landfall, the hurricane executes a loop, similar to Hurricane
Esther (1961). It makes a second landfall in Rhode Island in which it is a weaker,
slower category 2 storm with a heavy rainfall. Although it is not possible to provide an accurate (or even an estimate) of the probability of this hurricane, several
local and federal agencies6 have shown interest in using this storm for extreme risk
assessments.
To estimate the rainfall produced by this synthetic hurricane, a simple parametric method was implemented [56, 57]. The Rainfall CLImatology and PERsistence (R-CLIPER) model estimates the rainfall produced by the landfalling
6

e.g., US Department of Homeland Security which has sponsored a project based on this
hurricane
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of tropical storms. R-CLIPER is based on the satellite-derived tropical cyclone
rainfall observations, and has been used by National Hurricane Center (NHC) to
forecast the rainfall. It assumes a symmetric distribution of rainfall along the
track of a tropical cyclone. The rainfall distribution depends on the storm intensity (maximum wind speed) and the storm size. This parametric model has been
further refined [57] using rain gauge data and Tropical Rainfall Measuring Mission
(TRMM) data [58]. Based on this model, the TRMM rainfall rate (or intensity in
mm/hr or in/day) profiles and storm intensity can be correlated as follows [57],

R(r, V ) =




R0 + (Rm − R0 ) r
rm

for r < rm



Rm e−(r−rm )/re )

for r ≥ rm

(2.3)

where R is the rain rate/intensity, r is the radius from the storm center, V is the
tropical storm maximum wind which indicates its intensity. R varies linearly from
R0 at r = 0 to maximum rain rate Rm at r = rm ; it then decays exponentially
for r ≥ rm . All parameters of this equation (i.e., R0 , Rm , rm , and re ) linearly
depend on the maximum wind speed of a tropical storm; empirical linear regression
equations have been provided for them based on observed data [57].
By implementing the R-CLIPER model, the precipitation data was extracted
for the Pawtuxet River Watershed during Hurricane Rhody. Since the size of the
watershed is very small compared to the synthetic storm and its precipitation field,
a uniform distribution of rain rate was assumed. As mentioned before, Hurricane
Rhody has two landfalls on its track. Therefore, the precipitation and the storm
surge generated by the Hurricane Rhody include two peaks during the storm. It
is also assumed that the Rhody Hurricane occurs during 3 days (72 hours) from
September 1, 2050 to September 4, 2050. Fig. 2.19 shows the Hurricane Rhody’s
precipitation time series at the Pawtuxet River Watershed and the discharge calcu-
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lated by HEC-HMS model. The time series of discharge is calculated at the USGS
stream-gauge in Cranston, RI. The peak discharge for the Hurricane Rhody is 465
m3 which is slightly greater than the discharge for March 2010 event (i.e., 422
m3 /s). It means that the return period for the flood caused by Hurricane Rhody
at the Pawtuxet River is more than 500 years. Therefore, the risk of wet hurricanes
should be considered in future risk assessments of flooding for both coastal and
inland areas. The risk assessment can be conducted by building synthetic storms
based on historical data. This will inform decision makers about possible combined
inland and coastal flooding in coastal watersheds.

Figure 2.19. Time series of the rainfall generated by Hurricane Rhody in the
Pawtuxet River Watershed (top), and the simulated discharge by HEC-HMS at
the USGS stream gauge in Cranston (bottom). The peak flow discharge of the
record breaking March 2010 is shown for comparison.
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2.4

Conclusion
In this study, a detail assessment of several factors that can influence the

flood risk was presented. This case study in the Pawtuxet Watershed resulted in
the following conclusions that are important to consider in flood risk management
policies and strategies, and are ignored in existing tools and databases such as
FEMA (Federal Emergency Management Agency) FIRMs (Flood Insurance Rate
Maps).
The management of river related structures such as reservoirs, diversion dams,
and bridges can highly impact the flood risk zones. For instance, in this study, it
was shown that regulating water level in the Scituate reservoir can decrease the
risk of an extreme precipitation event (March 2010) from a 500-yr event to a 10-yr
event. In particular, new studies should be carried out to assess the feasibility of
flood risk mitigation using existing reservoirs that currently operate only for water
supply purposes. More advanced reservoir management techniques that consider
uncertainty in flood risk and water supply maybe able to address both objectives
of minimizing the risk and meeting the demand.
For this case study, it was shown that small diversion dams (e.g., historical
textile mill dams) have more impact on the risk of more frequent floods while
their impact on very extreme events is not that significant. Nevertheless, large
volumes of contaminated sediments stored behind these dams [45] would be released/redistributed upon failure after extreme floods or improper removal. These
sediments may contain persistent high concentrations of contaminants deposited
especially during the period before the Clean Water and Clean Air Acts in the
1970s. As there are many historical textile mill dams in this region, further research is necessary to identify the contaminants in sediments (by coring), and
simulate the possible contamination risk as a result of dam-break events.
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It was shown that debris can highly increase the flood risk and consequently
flood risk zones. Therefore, it is recommended to generate flood risk maps for
similar regions for both scenarios (with and without debris). Otherwise, flood risk
may be highly underestimated.
It was demonstrated that changes in extreme precipitation, and consequently
in flood flow discharges, resulted in in a large uncertainty in the prediction of the
100-yr flood event and consequently flood zones in this area. In flood risk mapping,
these uncertainties should be communicated to stakeholders and decision makers
using methods that are presented in previous research.
Wet hurricanes can potentially pose a high risk of inland flooding. In particular, it was demonstrated that a synthetic hurricane with two landfalls (Hurricane
Rhody) can generate a record breaking rainfall, while the first landfall of this hurricane did not lead to significant flood risk. It is recommended to predict the future
flood risk associated with wet hurricanes by considering scenarios (i.e., synthetic
hurricanes based on historical hurricanes) that can lead to more rainfall to better
understand and assess this risk.
Changes in precipitation and predicted sea level rise, as other studies have
shown, should be considered in flood risk management. It was shown that in this
case study, extreme flooding has a trend, and historical data do not represent
the future flood risk. Therefore, at least, an uncertainty should be included in
flood maps that are generated based on the historical data. This uncertainty
can be quantified based on trend in the historical data as well as climate model
predictions.
In general, this study highlights several issues concerning the use of 100yr maps for flood risk assessments. More comprehensive and probabilistic approaches that include the effects of river structures (dams, reservoir operation,
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and bridges/debris), possible changes in the future due to climate change (change
in extreme precipitation and projected sea level rise), and other sources of uncertainty (e.g., land use changes) can provide a more reliable tool for flood risk
management as well as communication of the risk to stakeholders and decision
makers.
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optimal operation of water supply reservoir under flood control stress using
model predictive control,” Water Resources Management, vol. 32, no. 2, pp.
583–597, 2018.
[42] D. Raje and P. Mujumdar, “Reservoir performance under uncertainty in hydrologic impacts of climate change,” Advances in Water Resources, vol. 33,
no. 3, pp. 312–326, 2010.
[43] A. T. Bednarek, “Undamming rivers: a review of the ecological impacts of
dam removal,” Environmental Management, vol. 27, no. 6, pp. 803–814, 2001.
[44] F. Petit and A. Pauquet, “Bankfull discharge recurrence interval in gravel-bed
rivers,” Earth Surface Processes and Landforms: The Journal of the British
Geomorphological Group, vol. 22, no. 7, pp. 685–693, 1997.
[45] J. Corbin, “Recent and Historical Accumulation of Trace Metal Contaminants
in Narragansett Bay Sediments, RI,” Master’s thesis.
[46] P. Lagasse, P. Clopper, L. Zevenbergen, W. Spitz, and L. Girard, “Effects of
debris on bridge pier scour, NCHRP Rep. 653,” Transp. Res. Board, Washington, D. C, 2010.
[47] “Magnitude of flood flows for selected Annual Exceedance Probabilities in
Rhode Island through 2010,” Tech. Rep.
[48] C. M. Smemoe, E. J. Nelson, A. K. Zundel, and A. W. Miller, “Demonstrating
floodplain uncertainty using flood probability maps 1,” JAWRA Journal of
the American Water Resources Association, vol. 43, no. 2, pp. 359–371, 2007.
[49] G. Di Baldassarre, A. Castellarin, A. Montanari, and A. Brath, “Probabilityweighted hazard maps for comparing different flood risk management strategies: a case study,” Natural Hazards, vol. 50, no. 3, pp. 479–496, 2009.
[50] P. K. Bhola, J. Leandro, and M. Disse, “Hazard maps with differentiated
exceedance probability for flood impact assessment,” Nat. Hazards Earth Syst.
Sci. Discuss., https://doi. org/10.5194/nhess-2019-158, in review, 2019.
[51] T. A. Stephens and B. P. Bledsoe, “Probabilistic mapping of flood hazards:
Depicting uncertainty in streamflow, land use, and geomorphic adjustment,”
Anthropocene, vol. 29, p. 100231, 2020.
[52] K. Beven, R. Lamb, D. Leedal, and N. Hunter, “Communicating uncertainty
in flood inundation mapping: a case study,” International Journal of River
Basin Management, vol. 13, no. 3, pp. 285–295, 2015.

49
[53] C. Kuklicke and D. Demeritt, “Adaptive and risk-based approaches to climate
change and the management of uncertainty and institutional risk: The case
of future flooding in England,” Global Environmental Change, vol. 37, pp.
56–68, 2016.
[54] A. Grilli, M. L. Spaulding, B. A. Oakley, and C. Damon, “Mapping the coastal
risk for the next century, including sea level rise and changes in the coastline:
application to Charlestown RI, USA,” Natural Hazards, vol. 88, no. 1, pp.
389–414, 2017.
[55] R. Wassmann, N. X. Hien, C. T. Hoanh, and T. P. Tuong, “Sea level rise
affecting the Vietnamese Mekong Delta: water elevation in the flood season
and implications for rice production,” Climatic Change, vol. 66, no. 1-2, pp.
89–107, 2004.
[56] M. Lonfat, R. Rogers, T. Marchok, and F. D. Marks Jr, “A parametric model
for predicting hurricane rainfall,” Monthly Weather Review, vol. 135, no. 9,
pp. 3086–3097, 2007.
[57] R. E. Tuleya, M. DeMaria, and R. J. Kuligowski, “Evaluation of GFDL and
simple statistical model rainfall forecasts for US landfalling tropical storms,”
Weather and forecasting, vol. 22, no. 1, pp. 56–70, 2007.
[58] C. Kummerow, W. Barnes, T. Kozu, J. Shiue, and J. Simpson, “The tropical
rainfall measuring mission (TRMM) sensor package,” Journal of atmospheric
and oceanic technology, vol. 15, no. 3, pp. 809–817, 1998.

50

CAHPTER 3
Modeling the Impact of Sea Level Rise on The Maximum Flood
Elevation Using Idealized and Real Case Studies

Soroush Kouhi a , M. Reza Hashemi
a
b

a,b

, Malcolm Spaulding a , Tetsu Hara

Department of Ocean Engineering, University of Rhode Island, USA.
Graduate School of Oceanography, University of Rhode Island, USA.

This manuscript is under review in the “Climatic Change Journal”.

b

51
Abstract
Storm-surge models are commonly used to assess the impacts of hurricanes
and coastal storms in coastal areas. Including the impact of the projected future
sea level rise (SLR) in these models is a necessary step for a realistic flood risk
assessment. Commonly, SLR is superimposed linearly to the estimated water elevation. This approach while efficient may lead to inaccuracies. Further, developing
a new model with updated data that includes the impacts of SLR (i.e., nonlinear
approach) is time consuming. We compared the linear and nonlinear approaches to
include the effect of SLR to predict Maximum Water/Flood Elevations (MWE) as
a result of storm surge and SLR. After a simplified theoretical analysis, a number
of idealized cases based on the typical coastal bodies of water (i.e., bay, lagoon,
and estuary) were modeled to assess the impact of SLR on MWE using the linear
superposition and nonlinear approaches. Additionally, two case studies were carried out: Narragansett Bay, RI and Long Island Sound, CT (USA). Results showed
that for the idealized cases with variable depth, in general, the linear superposition
of SLR to MWE is conservative relative to the nonlinear approach. However, if a
constant depth were considered, results were not consistent (i.e. linear superposition can overestimate or underestimate MWE, and the results depended on the
geometry). The simulated MWE from the Narragansett Bay simulation confirms
the outcome of idealized cases showing linear assumption is conservative up to 10%
relative to the nonlinear approach. For this study, Hurricane Sandy and a Synthetic Storm from the US Army Corps of Engineers North Atlantic Comprehensive
Coastal Study (NACCS) dataset were simulated. Long Island Sound model results
were also consistent with the idealized lagoon case. In general, based on the results
of the idealized and real studies, a discrepancy of up to 10% between the linear
and nonlinear approaches is expected in estimation of MWE which can be under-
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or over-estimation of flood elevation.
keywords: Sea Level Rise, storm surge, water elevation, idealized case, hydrodynamic model, ADCIRC
3.1

Introduction
The rate of sea level rise (SLR) has been accelerating in the recent century

[1, 2, 3] due to a warming climate which has led to melting of ice, and thermal
expansion. While ocean surface waves, tsunamis, storm surges, tides, seasonal
cycles, and ocean circulations may result in a relative rise in sea level [4, 5], the
average SLR is associated with warming of climate [6]. SLR is not uniform over the
world [7]. Global mean sea level rise is estimated in the range of 0.3 - 2.5 meters
until 2100 [8]. It is expected that the US northeast will experience a high rate of
SLR in the order of 1 to 3.5 m (extreme highs; [4]). For instance, it is predicted
that Boston, MA will have an intermediate SLR scenario of 1.2 m and an extreme
SLR scenario of 3.3 m by 2100 [4].
The effect of SLR should be considered for coastal flood risk assessments [9].
Some studies add SLR linearly to estimate the flood level. The linear approach
is attractive since it does not require additional simulations, is simple, and fast
to implement. However, in some studies a new model that includes changes in
the bathymetry and/or boundary conditions of the model due to SLR [10] has
been developed (i.e., nonlinear approach). The coastal hydrodynamic response
(i.e., storm surge and waves) under combined SLR and storm events was studied
in [11]. The authors reported for the region-scale simulation of Gulf of Mexico
under concurrent Hurricane Gustav and hypothetical SLR scenarios, the change
in the MWE was linearly proportional to the SLR for most of the regions. In
another study, it was shown that it is not appropriate to linearly add SLR to the
design water levels in southeastern Louisiana [12]. They showed in the areas with
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maximum surge, the MWE generated under the SLR scenarios increased relatively
linear with SLR. However, in the areas with moderate peak surges and in isolated
areas, the surge increased much more than those from linearly adding the SLR.
The North Atlantic Coast Comprehensive Study (NACCS) simulated winds,
waves, and water levels for 100 real extratropical and 1050 synthetic tropical storm
events for the US East-coast from Virginia to Maine [13]. The results of the
study were archived in around 18,000 save points within the internet-based Coastal
Hazard System [14]. Three storm scenarios were simulated in the NACCS study:
base case with the current mean sea level, base case combined with a single random
tide per storm, and base case combined with a single random tide and a single sea
level change.
This research presents a more comprehensive comparison of linear and nonlinear approaches (considering various geometries and bathymetries) to include the
impact of SLR on coastal flooding - In the linear approach, the SLR is simply added
to MWE. whereas in the nonlinear approach, simulations are carried out based on
the updated model input data such as bathymetry- This assessment provides a
range of uncertainty when applying the linear approach. At first, a theoretical
analysis based on the simplified shallow water equations will be presented. MWE
will be calculated for a few typical idealized cases using the two approaches. Two
case studies were also considered and discussed: Narragansett Bay, RI and Long
Island Sound, CT (USA). Finally, discussion and conclusion have been provided
as a summary of analytical, idealized, and real case studies.
3.2

Simplified theoretical analysis
The effect of SLR on water elevation can be theoretically studied using a

simplified shallow water or 1-D Saint-Venant equations. These equations are commonly used to simulate long waves (for instance, storm surge or tides) and in
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flood simulation studies of rivers and coastal zones. Shallow water equations are
derived from the Navier-Stokes equations by integrating over the depth assuming
that the vertical acceleration is small, and flow is nearly horizontal. A number of
mathematical representations can be used for shallow water equations based on
different hydrodynamic parameters (for example, velocity or flow rate as the state
variable; [15, 16]). The simplified continuity and momentum equations for a wide
rectangular channel (i.e., channel width is much larger than the water depth) and
using water surface elevation and velocity as state variables may be written as [16],
1 ∂AU
∂η
+
= 0 & A = B(h + η)
∂t B ∂x

(3.1)

∂η
n2 U |U |
∂U
+g
+g
4 = 0
∂t
∂x
(h + η) 3

(3.2)

where η is the water level above still water level (see Fig. 3.1), A is the cross
sectional area, U is the depth averaged velocity in the x direction, B is the width
of the channel, h is the channel depth, and n is the Manning coefficient. It should be
notified that the surface wind stress is not included in Eq. 3.2 as it is independent
of the water depth. The wind shear stress is a function of wind drag coefficient
(C) and wind velocity (Vw ) as follows,
τ = ρa CVw |Vw |cos(θw )

(3.3)

in which τ is the wind stress, ρa is the air density, and θw is the wind direction
measured from the x axis in Equation 3.2.
∂η
) and the friction force (i.e.,
In Equation 3.2, the pressure force (i.e., g ∂x
2 U |U |

gn

4

(h+η) 3

) are balanced by inertia force (i.e.,

∂U
).
∂t

Also, the convective acceleration

is ignored for simplicity. This is a reasonable approximation in many storm surge
modeling and flood mapping applications, for instance, in Sea, Lake, and Overland
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Surges from Hurricanes (SLOSH) model [17]. It has also been shown that the
bottom friction is usually much more significant (sometimes 10 times more) than
the convective acceleration in the momentum equation for simulation of long waves
[18]. The convective terms are significant when there is a sharp curvature in the
geometry or bathymetry of the area [19]. As the analysis is 1D, the Corilols forces
are not considered.
Applying SLR to the equations of motion leads to a change in the still water
depth h. Here, we investigate which terms of these equations are affected and
whether these effects are linear or nonlinear. Therefore, to account for the SLR
in Equations 3.1 and 3.2, water depth was increased by h1 (SLR) (i.e., the mean
water or still water depth is increased to h + h1 . See Fig. 3.1). Consequently, Eq.
3.1 and 3.2 will be changed to,
0

0

0

1 ∂B(h + h1 + η )U
∂η
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=0
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0

0

0

(3.4)
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(3.5)

in which prime notation “ 0 ” indicates the values for the nonlinear approach. η

0

shows the calculated storm surge assuming a nonlinear approach. It is clear that
0

if η = η, the linear and nonlinear approaches result in the same water elevation
(i.e, h + η + h1 ).
To simplify the new nonlinear friction term in Eq. 3.2, the Taylor series
expansion was applied to the denominator of the friction term as follows,

0

4

0

4

(h + h1 + η )− 3 = (h + η )− 3 −

7
10
4h1
14h21
0
0
(h + η )− 3 +
(h + η )− 3 + O(h31 ) (3.6)
3
9

Expanding Eq. 3.1 and substituting Eq. 3.6 the above equation in into Eq.
3.2, the modified continuity and momentum equations can be written as,
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Figure 3.1. Schematic of the problem to estimate water level for the linear and
nonlinear approaches. (SWL: Still Water Level).
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III

The modified equations of the motion include three additional terms: two
terms in the continuity equation and one term in the momentum equation. The
term I in Eq. 3.7 is proportional to the convective acceleration which is not
that significant in many storm surge modeling applications. Nevertheless, sharp
gradients in water depth can lead to a significant spatial gradient in velocity or
0

∂U
∂x

. Term II in Eq. 3.7 is generated by a change in the geometry of the channel.

For instance, in a bay with a variable width (funnel shape) this term can be
significant. When the width of the water body (B) is constant, this term is zero.
If the friction and convective terms are neglected in the momentum equation (e.g.,
in deep waters), the geometry is the main source of discrepancy between linear
and nonlinear method. Further discussion will be provided after modeling some
idealized geometries.
Referring to Eq. 3.8, term III causes a decrease in the bottom friction force
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due to SLR. To better quantify this term, ξ is defined as the relative magnitude
of this additional term to the friction term,

ξ=

0

0
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|
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gh1 n U |U
0 7
3
(h+η ) 3

g

n2 U 0 |U 0 |
4
(h+η 0 ) 3


III

=

4 h1
3h+η

(3.9)

Fig. 3.2 shows how ξ varies with SLR scenarios and water depth. For instance,
in 10 m water depth and assuming 1 m SLR, this term leads to around 14%
reduction in friction. As storm surge is important in shallow water zones, it is
clear that this term can be significant in propagation of storm surge in flood zones.
Term III also leads to changes in the velocity field (e.g., faster currents due to
reduced bottom friction). While this simplified theoretical analysis provides some
hypotheses about the discrepancy between linear and nonlinear approaches, as
discussed above, more detailed analysis will be provided in the idealized and real
case studies in the following sections.
In the next section, three idealized cases will be introduced. The SLR will
be applied to each case in order to estimate the water elevations using the linear
superposition of SLR and the nonlinear method. The presented results will show
how the potential sources of nonlinearity derived in this section, will affect the
MWE in each scenario.
3.3 Numerical analysis
3.3.1 Model description
To simulate the MWE for the idealized and real cases, a popular numerical
model [20], ADvanced CIRCulation (ADCIRC) was implemented. ADCIRC 2D
solves the depth averaged shallow water equations for the free surface circulation
based on the hydrostatic pressure and the Boussinesq approximations. ADCIRC
uses the Galerkin finite-element method for spatial discretization and a three-level
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Figure 3.2. Variation of (ξ) in Eq. 3.9 with water depth for a number of SLR
scenarios. Larger values indicates the importance of friction for accurate flood
simulations in presence of SLR.
finite-difference method to estimate the temporal derivatives. In ADCIRC, the
surface water elevation is computed using the continuity equation. The depthintegrated current velocities are computed from the momentum equations. ADCIRC is usually forced along the open ocean boundaries by water elevation/tides
and surface wind stress and pressure over the model domain.
3.3.2

Idealized cases

Study of idealized cases [21, 22] helps better understand and generalize the
impact of SLR on the MWE for similar geometries. For idealized cases a constant
2 m SLR was applied. This SLR approximately corresponds to 1.9 m SLR for the
Intermediate-High SLR Scenario [4] in Boston, MA (USA).
Three idealized cases were simulated. In terms of dimensions and the geom-
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etry, these cases were generated to represent the realistic dimensions of a bay, a
lagoon (tidal inlets), and an estuary. However, there is a large variation among
these water bodies around the world, and these selections represent a sample. Table
3.1 and Fig. 3.3 show the details of the idealized cases. The Bristol Channel (UK)
and the Narragansett Bay, RI are examples of similar geometries to the idealized
bay case [23]. The geometry of the second idealized case is similar to Long Island
Sound, CT or Pamlico Sound, NC in the US. The third idealized case represents
an estuary geometry; for instance, Chesapeake or Delaware Bays on the east coast
of the US.
The idealized bay, case I, has 200 km length. It is 100 km wide at the ocean
boundary (Fig. 3.3a) which linearly reduces to 10 km at the head of the bay. The
mesh resolution is variable in the domain and includes 3873 nodes. The finest
resolution is 500 m at the head of the bay and 4 km near the ocean boundary.
Wetting and drying are allowed in the model.
The idealized lagoon case is also 200 km long. It includes an inlet of 10 km
width (Fig. 3.3b). The numerical mesh has 6085 nodes with the finest resolution
of 800 m at the inlet and 8 km at the ocean boundary. It is assumed that the
depth linearly decreases from 100 m at the ocean boundary to 40 m at the inlet,
and linearly reduces to zero at the coastline.
Fig. 3.3c shows the the idealized estuary case and its bathymetry. The total
length for this case is 200 km. It includes a wide section of 200 km (ocean) which
is connected to a 10 km width channel (estuary). The numerical mesh includes
4086 nodes with the finest resolution of 800 m in the channel and the coarsest
resolution of 8 km at the ocean boundary. The idealized estuary case has a depth
of 100 m at the ocean boundary which reduces with a constant slope to zero at
the coastline (Table 3.1).
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For all three cases, two scenarios for the depth were considered: a) constant
depth of 20 m; b) variable depth of 100 m at the ocean boundary reducing to zero
at the coastline assuming a constant gradient.
Table 3.1. Specifications of the idealized cases.
Idealized
case

Geometry

Length (km)

Ocean boundary Number of
length (km)
gird nodes

I

Bay

200

100

3873

II

Lagoon (Inlet)

200

190

6085

III

Estuary

200

200

4086

Example realistic bodies
Dimensions (km)
of water
length * average width
Bristol Channel
Narragansett Bay
Long Island Sound
Pamlico Sound
Chesapeake Bay
Delaware Bay

120 * 75
40 * 10
177 * 34
48 * 130
320 * 20
84 * 10

Model setting
The time series of water elevation associated with Hurricane Sandy was used to
force the model at the ocean boundary. Hurricane Sandy (Oct. 2012) was selected
because it was a slow moving storm that severely impacted the US east coast from
Florida to Maine with a long duration (interacted with several tidal cycles). The
sample time series of the water elevations for this model was extracted from a
previous study [24] 140 km offshore the Atlantic City (the landfall of Hurricane
Sandy), where the depth of water is 80 m. Fig. 3.3d shows the time series of water
elevations used to force the ocean boundary nodes from Oct. 28 to Oct. 31, 2012.
The three idealized cases were run during the period of Oct. 28 to Oct.
31, 2012 for three days. The model ramp up time was 12 hours, and the time
step was 0.5 seconds. The bottom friction for all models was set based on the
Manning coefficient n of 0.018 for sandy beds [25]. The weighting factor (T au0)
in the Generalized Wave-Continuity Equation (GWCE), which weighs the relative
contribution of the primitive and wave portion of the GWCE was set to 0.005
in the deep water and 0.02-0.03 in shallower waters according to the ADCIRC’s
User Manual recommendation. Typical values of T au0 are between 0.005 to 0.1
[26]. The advective terms in the momentum equation and the wetting/drying [27]
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(a)

(c)

(b)

(d)

Figure 3.3. The geometry and the bathymetry of the idealized
boundary condition: (a) bay, (b) lagoon, (c) estuary, (d) water
series during Hurricane Sandy used as the boundary conditions.
illustrate the bathymetric depth in which positive values represent

cases and the
elevation time
The colorbars
water depth.

options were included in the simulations.
Results of the idealized cases
The linear superposition and the nonlinear methods were used to compute
the MWE for the idealized cases. As mentioned, in the linear approach, the SLR
is simply added to MWE. In the nonlinear approach simulations were carried out
based on the updated bathymetry which includes SLR. For each scenario,two bottom friction formulations were implemented: a constant bottom drag coefficient
and the Manning formulation. Due to the similarities of the results, only the re-
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sults that are based on the Manning coefficient are presented. Fig. 3.4 shows
the percentage difference of the MWE between the linear and the nonlinear approaches. The percentage of difference, or error of the linear superposition method,
is calculated as follows,

Er =

(max water elevations)L − (max water elevations)NL
× 100
(max water elevations)NL

(3.10)

in which the subscripts L and N L represent the linear and nonlinear methods.
The left column of Fig. 3.4 shows the error for the constant depth of 20m, and
the right column shows the error for the variable depth scenarios. As this figure
shows, for the idealized bay and lagoon cases with constant depth (Fig. 3.4a,c),
the MWE based on the nonlinear method near the coastline are up to 7% higher
than those from the linear method (negative error). In contrast, for the idealized
estuary case (Fig. 3.4e), the MWE based on the linear superposition are higher
up to 3.5% (positive value).
Considering a variable depth, Fig. 3.4b for the idealized bay, the MWE estimated from the linear superposition of SLR are up to 10% higher than those
from the nonlinear approach (in contrast to Fig. 3.4a). Referring to Section 3.2,
this contrast shows the relative importance of change in width and bathymetry of
the domain. For the idealized lagoon case with a variable depth (3.4d), the MWE
based on the linear method are up to 5% lower near the coast consistent with
the constant depth case. However, the linear approach overestimates the MWE in
other parts of the lagoon. Finally, for the idealized estuary case with variable depth
the error oscillates between positive and negative values. Based on these results,
for the variable depth scenarios, the linear method is a conservative approach for
the idealized bay case while it is underestimating the MWE for the lagoon and
the estuary cases by 6%. Further, it was shown that the maximum expected error
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of the linear superposition method is about 7% in nearshore areas which is in the
range of the accuracy of the storm surge models [28].

(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.4. Percentage of difference (Eq. 3.10) based on the linear superposition
method for three ideal cases: a,b) bay c,d) lagoon (inlet) e,f) estuary. The left
columns show the constant depth of 20 m, and right column shows the variable
depth.
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3.3.3 Real case studies
Narragansett Bay
Rhode Island has been impacted by several hurricanes over the past decades
including Hurricane Bob (1991), Hurricane Irene (2011), and Hurricane Sandy
(2012). To protect the downtown of Providence from the storm surge, a hurricane
barrier was constructed in 1960s on the Providence River [29]. Prediction of flood
risk with inclusion of impacts of the SLR is of interest of coastal communities and
coastal managers in this region as reported in several other studies [30, 31]. For
this case study, the North East Coastal Ocean Forecasting System (NECOFS) for
the northeast of the US is used as the base for the model domain [32, 33]. The
NECOFS mesh (Fig. 3.5a) was enhanced in the Narragansett Bay, Rhode Island
to improve the accuracy of the simulation within the bay, and used as the current
ADCIRC mesh. It includes 105,560 nodes with the finest resolution of 20 m in the
nearshore zones. Fig. 3.5b displays the ADCIRC’s mesh in Narragansett Bay, RI
including corresponding bathymetric data of the region.

(a)

(b)

Figure 3.5. ADCIRC mesh for Narragansett Bay study area: (a) the entire
NECOFS domain (b) magnified higher resolution mesh in Rhode Island coastal
waters. The tracks of Synthetic Storm 492 from the NACCS dataset and Hurricane Sandy are also shown the left subfigure.
The ADCIRC model was implemented. The bathymetric and topographic
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data with resolution of 30 m and 1m, respectively, were provided by the RIGIS
[34], and were used to create the model mesh. The detail validation of the model
is presented in [33]. The model was forced by M2, S2, N2, K1, and O1 tidal
components at the ocean boundaries and hurricane wind fields over the domain.
The model was run under two scenarios: during Hurricane Sandy from Oct. 28
to Oct. 31, 2012, and during a Synthetic Storm 492 from the NACCS dataset
[35]. The time step was 0.5 s for both models. The Synthetic Storm 492 was
selected as it approximately produces the same water level as a 100-yr event (at
the upper 95% confidence limit) at the available NOAA (National Oceanic and
Atmospheric Administration) water level stations in Newport and Providence. For
instance, at the Newport Station 8452660, the water elevation for the upper 95%
limit of the 100-yr storm is estimated 2.9 m, and the MWE from the NACCS
Storm 492 at the same location is 3.2 m. To generate the wind field for this
synthetic storm, the ADCIRC parametric asymmetric Holland model was used
[36]. The Synthetic Storm 492 parameters (track, intensity, and forward speed)
were extracted from the NACCS dataset. The wind forcing for Hurricane Sandy
was obtained from the meteorological datasets of the NECOFS Weather Research
and Forecasting (WRF). For each hurricane, two cases were simulated: 1) using the
current bathymetry of the domain and 2) adding 2 m to the bathymetry throughout
the domain. The former scenario was used to simulate MWE based on the linear
superposition of 2 m SLR, and the latter was used to produce the nonlinear results.
Fig. 3.6 shows a map for the error of the linear superposition approach (Eq.
3.10) in the Narragansett Bay for Hurricane Sandy (Fig.3.6a) and the Synthetic
Storm 492 (Fig.3.6b). Areas with blue color are regions where linear superposition
of SLR is conservative (i.e. positive error, linear results higher than nonlinear
results). The ADCIRC results for both Hurricane Sandy and Synthetic Storm 492
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simulations show 4 - 10 % overestimation using the linear superposition method.
The results are consistent with the the bay idealized case shown in Fig. 3.4b. Both
indicate that linear approach is conservative and overestimates the MWE by 10
%.

(a)

(b)

Figure 3.6. The error of the linear superposition approach in the Narragansett
Bay, RI during (a) Hurricane Sandy (b) Synthetic Storm 492.

Long Island Sound
Long Island Sound located in the US Northeast, is a large estuary lying between Connecticut and New York states. It has an area of 3350 km2 and 960
km coastline [37]. More than 90 % of the Connecticut population live in Long Island Sound coastlines. New York City is located at the western end of the sound.
Nearly fourfold amplification of the semi-diurnal (M2 and S2) tides can be observed within the sound due to tidal resonance [38] which leads to larger risk of
storms during high tides. Long Island Sound has experienced several devastating
storms including Hurricane Sandy [39] and Hurricane Carol in 1954 [40]. Similar
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to the previous case study in the Narragansett Bay, the NECOFS domain was
re-meshed with a better resolution along Long Island Sound. The updated mesh
contains 139,351 nodes. The bathymetric data were obtained from the interpolated
bathymetric/topographic data of 1/9 arc second (3 m) resolution from NOAA’s
Continuously Updated Digital Elevation Model [41]. Fig. 3.7 shows the domain
of the simulation in which the finest resolution of the grid is 200 m in the shallow
regions.

Figure 3.7. Bathymetric and numerical mesh of the ADCIRC model for Long
Island Sound (CT, USA) case study. Red dots show the available NOAA water
level stations.
The ADCIRC model was forced by M2, N2, S2, K1, and O1 tidal constituents
at the boundary. Manning coefficient was assumed 0.018. The wind forcing for hurricane Sandy was extracted from the European Center for Medium-Range Weather
Forecasts (ECMWF) model [42]. The ECMWF implements a number of physical
parameterizations in a combined data-assimilation and circulation model for real
time climate analysis. It should be noted that similar to Narragansett Bay case
study, the NECOFS wind was initially used for simulation of Hurricane Sandy.
However, as NECOFS system is focused on the US northeast, it was shown that
ECMWF wind [33] resulted in better model performance (Fig. 3.8).

The AD-

CIRC model was run under two scenarios: 1) Hurricane Sandy from Oct, 28 to
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Oct. 31, 2012 and 2) Synthetic Storm 492 from NACCS for an arbitrary time
period of three days from July 12th to July 15th, 2000 with a time step of 0.5 s
for both models. The Synthetic Storm 492 generated approximately 100-yr storm
for this case study. At the New Haven Station 8465705, the water elevation for
the upper 95% limit of the 100-yr storm is estimated 2.8 m, and the MWE from
the NACCS Storm 492 at the same location is 3.3 m.
Four NOAA water level gauges at Kings Point, NY (8516945), Bridgeport,
CT (8467150), New Haven, CT (8465705), and New London CT (8461490) that
are located inside the sound were used for model validation (Fig. 3.7). The time
series of the observed water level were compared to those from the ADCIRC model
during Hurricane Sandy and are shown in Fig. 3.8. The comparison shows a good
agreement between the observed and modeled peak water elevations for ECMWF
wind forcing. However, there are similar phase lags at the peak water elevations
in all four graphs which can be associated with errors in the wind forcing. Nevertheless, the model is very accurate in terms of MWE which is the focus of this
study.
Fig. 3.9 shows the map of the error of the linear superposition method (i.e.
Eq. 3.10) in Long Island Sound. Results show that the linear superposition leads
to slightly higher MWE near the western end of the sound (i.e. close to NY City)
for hurricane Sandy. In contrast, the linear superposition underestimated the surge
up to 10% in the eastern part of the sound along the coastlines of CT for both
Hurricane Sandy and Synthetic Storm 492. Nevertheless, the difference is less
than 5% in the majority of the study area. As the water depth does not change
significantly within Long Island Sound (Fig. 3.7), this case study can be compared
with the first or second idealized case with a constant depth (Fig. 3.4a/c). It can
be observed the error of the linear superposition method for MWE is less that 4%
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(a)

(b)

(c)

(d)

Figure 3.8. Simulated water elevation time series of Hurricane Sandy using the
ADCIRC model compared to the observed data from NOAA tidal gauges at (a)
New London, CT, (b) New Haven, CT, (c) Bridgeport, CT, and (d) Kingspoint,
NY.
(underestimation) for both cases consistent with the real case study.
3.4

Discussion
Referring to Eq. 3.7 and 3.8, it was shown that in addition to a nonlinear term

in the momentum equation (i.e., friction term), two nonlinear terms were generated in the continuity equations which lead to a discrepancy between the linear
superposition and nonlinear methods. Term I is a function of velocity gradient.
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(a)

(b)

Figure 3.9. The error of the linear superposition method over Long Island Sound,
CT during (a) Hurricane Sandy (b) Synthetic Storm 492 from NACCS. The blue
areas shows overestimation and red areas show underestimation of linear approach.
Fig. 3.10 shows the contour map of the velocity gradient for the idealized bay case
with variable depth. This figure shows that there is a sharp gradient of velocity
in the shallow water zone. Therefore, it is expected to see more error in the linear
superposition method in shallower areas and flood zones which is confirmed by
Fig. 3.4b compared with Fig 3.4a. Additionally, velocity gradient leads to another
nonlinearity in the momentum equation due to convective acceleration which was
).
not considered in the theoretical analysis for simplicity (i.e., u ∂u
∂x

Figure 3.10. Colormap and contours of the velocity gradient for the idealized bay
case.
Based on the three idealized cases (bay, lagoon, and estuary) it was shown
that the error of linear superposition was up to 10%. In general, the error in models
with a constant depth were less (5%) compared with variable depth cases. It was
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also shown that the linear superposition method can overestimate or underestimate
the nonlinear method depending on the geometry and bathymetry of a case study.
Both case studies in Narragansett Bay and Long Island Sound showed consistency with the results of the idealized cases in terms of the error of the linear
superposition method. Simulation of a historical Hurricane Sandy storm and Synthetic Storm showed that linear method overestimated MWE by 10%. For Long
Island Sound, the linear method underestimated MWE by around 5%. It was
shown that the shape of water body and its bathymetry leads to these difference.
Based on the result of the idealized and real case studies, it was shown that
the error of the linear superposition method in estimating MWE were generally
up to 10%. Nevertheless, it should be emphasized that in localized flood impact
studies in which wave-surge-structure interaction is simulated [43], the error can be
much larger and the effect of SLR on the base flood elevation should be considered
in numerical simulations.
3.5

Conclusion
Two methods were compared to account for the impact of the SLR on the es-

timation of maximum water elevations (MWE): linear superposition in which SLR
is simply added to model results and nonlinear approach where a new model with
updated data is used to include SLR. Based on a simplified theoretical analysis, it
was shown that the nonlinear terms in the shallow water equations initiates from
the gradient of current velocity (which depends on the gradient in the bathymetry),
changes in the width of the water body, and the bottom friction. Therefore, it was
expected that in a water body where the water depth is nearly constant or very
large and the shape is regular, the linear superposition method does not lead to a
significant error. These hypotheses were tested using numerical simulation.
Three idealized cases representing the geometry of a bay, a lagoon, and an
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estuary were studied. In all cases two scenarios of constant and variable depth
were investigated. Considering a variable depth for the idealized bay, the MWE
estimated from the linear superposition of SLR are up to 10% higher than those
from the nonlinear approach. For the idealized lagoon case with a variable depth,
the MWE based on the linear method are up to 5% lower near the coast consistent
with the constant depth case. However, the linear approach overestimates the
MWE in other parts of the lagoon. Finally, for the idealized estuary case with
variable depth the error oscillates between positive and negative values. Based on
these results, for the variable depth scenarios, the linear method is a conservative
approach for the idealized bay case while it is underestimating the MWE for the
lagoon and the estuary cases by 6%. In general, for the constant depth scenario,
the error of the linear superposition method was less than 5%. The error increased
to 10% when the bathymetry were variable. The discrepancy were generally larger
in shallow water and nearshore areas.
Additionally, two real case studies in Narragansett Bay and Long Island Sound
(USA) were conducted. In Narragansett Bay, the storm surge was simulated for
Hurricane Sandy and a Synthetic Storm which generated a 100-yr storm in RI
waters. Results of the simulation showed that the linear superposition method
overestimates the MWE by 10% for both Hurricanes. The results were consistent with those from the corresponding idealized case (bay with variable width).
In Long Island Sound case study, Hurricane Sandy and a synthetic storm were
simulated. The error of the linear method was up to 5% where linear method
underestimated MWE.
It was shown that the difference of the linear and nonlinear methods to include the impact of SLR on MWE are up to 10% in regional storm surge models
for all idealized and real cases. Depending on the shape of the water body, the
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linear superposition method can overestimate or underestimate MWE. Because
this error is within the range of the uncertainty of regional storm surge models,
linear superposition can be used for a rapid estimation of the impacts of SLR on
storm surge risk. However, for localized studies in which the propagation of flood
(surge and wave impacts) around and through coastal structures in flood zones are
simulated, linear superposition method may lead to significant errors (e.g., depth
induced wave breaking over structures).
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Abstract
During coastal storms, flow patterns and the constructive/destructive interference of waves and currents around an array of buildings can be used to better
understand the flood and damage risk. While previous studies have investigated
flow through and around an array of objects or waves interacting with an array
of objects, to the best of our knowledge, no research has assessed the interaction
of an array of objects in presence of combined waves and free surface flow in the
fluid mechanics research. In this study, the impacts of waves and combined wavecurrents on a tandem configuration of two model structures in the scale of 1:100
(as the representation of the coastal buildings) were assessed using the experimental and numerical methods. We used several wave gauges to collect wave heights
at different locations along the wave-current flume and a load cell to record the
forces exerted on one of the model structures. Smoothed Particle Hydrodynamics
(SPH) technique was implemented to simulate the numerical model of a wavecurrent flume using the so-called DualSPHysics model. Experimental data was
used to validate the numerical model and observe the flow field. Several scenarios
of wave-structure interactions were considered to assess the forcing exerted on each
structure. It was shown that the forces to the aft structure decreased when it was
located equal to its size apart from the forward structure; then, forces increased
when the aft structure was shifted away from the forward structure. Numerical
simulation of the waves along with following current showed that forces exerted on
the forward and aft structures increased 18 % and 3 %, respectively, compared to
those in the wave-structure scenario in the absence of currents. The model developed in this study can be used to assess the impact of different configuration of
structures on the wave-current-structure interactions.
keywords: Smoothed Particle Hydrodynamics, array of structures, SPH,
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wave, current, experiment, wave flume.
4.1

Introduction
Several regional efforts provide coastal risk assessment tools for the areas

affected by hurricanes (For instance, North Atlantic Coast Comprehensive Study
(NACCS; [1]). In the majority of efforts in the numerical modeling of coastal storm
risks, flow-structure interaction is ignored, particularly in regional scale modeling
(e.g., [2, 3]). Storm surge and wave models are most useful when they can quantify the associated risks including potential property damage, casualties, business
interruptions, and environmental impacts (e.g., contamination). For instance, for
damage to coastal structures and infrastructure, a damage function that estimates
the percentage of damage as a function of coastal storm parameters is combined
with a database that provides the detailed information about individual structures
along the coast (e.g., E911 database; [4]). Since storm surge and wave heights
are usually estimated by regional models (usually validated at offshore observation
points). There is a large uncertainty associated with values of storm parameters in the vicinity of coastal properties caused by simplifications such as ignoring
wave-surge interactions, wave runup, and using phased averaged wave models.
Sources of uncertainty/inaccuracy in the coastal hydrodynamic models are
poor understanding of the underlying physical processes, oversimplification in the
formulation of models, model resolution, and insufficient reliable data as input
to setup a model or to calibrate/validate it [5]. The use of the unstructured finite volume method (FVM) and finite element method (FEM) storm surge models
(e.g., FVCOM [6], ADCIRC [7]) has become an effective way to increase model
resolutions while keeping the computational cost low; nevertheless, mesh generation is still a time consuming task in FVM/FEM models, and there is an interest
to employ mesh free techniques. Also, spectral wave models (e.g., SWAN [8]),
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which use phase-averaged wave parameters, are usually applied to simulate waves
offshore/nearshore with reasonable computational costs as they do not need to resolve individual waves; however, spectral based models cannot accurately simulate
important wave processes such as wave run up, diffraction, or breaking that are
very important near coastal structures [9]. Further, storm surge and spectral wave
models should be coupled to simulate wave-surge interactions which makes these
models more expensive and complicated [10]. To validate these large scale models,
since the observed data are usually collected in offshore areas, away from coastal
flood zones, they may not provide useful validation when evaluating the use of
these tools in the nearshore regions.
Mesh-free Lagrangian based models such as SPH [11] and Lattice Boltzmann
[12] are an alternative for the simulation of complex flow around coastal structures at smaller scales. SPH as a Lagrangian particle-based approach has been
applied to model complex processes such as wave breaking [13], sloshing [14], and
the impacts of waves on coastal structures [15]. SPH can simulate the flow field in
3D and does not use depth averaged quantities. To apply SPH in larger domains,
several studies have coupled SPH with other Eulerian-based numerical models
such as FUNWAVE [16], SWASH [17], and Oceanwave3D [18, 19]. In terms of
wave-current interaction studies, a research [20] was conducted to build a numerical wave-current tank. The uniform current field in the tank was generated by
simultaneously imposing velocity and hydrostatic pressure in both inflow and outflow regions. The simulation results were compared against experimental data,
however the study did not include the interaction of the hydrodynamic field with
structures. SPH has been used to model wave interaction with fixed and floating
structures such as breakwaters in several research studies (e.g., [21, 22, 23, 24]).
A number of studies have investigated wave impact loads on structures for various
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scenarios including standing, non-breaking and impulsive breaking, and reported
convincing agreement between the model results and the experimental data [15].
SPH has been compared with other methods for simulation of the impact forces
on structures. A 2D depth-averaged model was compared to a 3D Eulerian model
FLUENT and DualSPHysics to estimate the forces of dam-break on structures
[25]. More recently, another meshbased VOF (Volume of fluid) model, IHFOAM,
was compared with DualPhysics to assess violent collision forces on structures [26].
While both models could converge to experimental results with sufficient accuracy,
IHFOAM performed slightly better for low and medium resolutions. These results
indicated that the mesh-free methods such as SPH have become sufficiently mature
for flow-structure interaction applications. Finally, the performance of a numerical
model is highly dependent to the observed data in order to setup model parameters
and validation which can be provided by controlled experimental observations.
To provide a better assessment of wave and current impact on the coastal
structures at a small scale, in this study, we focus on wave-structure and wavecurrent-structure interactions through an array of tandem structures using a highfidelity 3-D numerical modeling alongside an experimental study. At first, an
experimental study in a wave-current flume will be presented in Section 4.2. A
tandem configuration of two model structures with variable spacing in presence
of waves will be examined, and the collected data will be used to observe and
understand the flow behavior, and to validate the numerical model. In Section
4.3, a 3-D SPH wave-current model of the numerical flume will be presented and
validated with the observed data. Then, the hydrodynamic parameters of the flow
will be investigated. Finally, summary and conclusion will be provided.
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4.2 Experimental study
4.2.1 Wave-current flume setup
Fig. 4.1 shows the wave-current flume experimental facility at URI. This flume
includes two wave makers at each end, one as the wave generator and the other
as the wave absorber or vice versa. The total length of the flume is 11 meters
between the wave makers’ rotational axes with the effective working length of 8
m, a depth of 1.3 m, and a width of 0.5 m. This flume can generate irregular
waves and currents up to a relatively large flow speed up to 1 m/s. The flume
has a software controlling the wave generator, to create irregular waves in both
directions. The channel section of the flume is made of toughened glass panels
that provide visibility for the use of a PIV system combining a high speed digital
camera (capable of 800 fps at 4 Mp resolution) with a 5W continuous wave laser.
While the wave-current flume has many suitable features (ability to generate waves
and currents simultaneously), it is limited by its size.

Figure 4.1. The URI wave-current flume manufactured by Edinburgh Designs (8
m (4 bays) by 1.3 m by 0.5 m).
Two scenarios for the experiment were included: firstly, flume without a beach
with 1 m depth to examine the wave-current interactions; secondly, flume with a
beach and two tandem structures to examine the wave-structure interactions. First
scenario was used to validate the numerical model; the wave conditions and the
results for this experiment will be presented in the next section during the model
validation. For the second scenario, due to the limitation in the flume size, a set
of two tandem model structures were placed at the end of the sloping beach region
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on the horizontal surface. Fig. 4.2 shows the experimental setup for the second
scenario.

Figure 4.2. Experimental setup in the wave-current flume to collect water level
data (using multiple wave gauges) and forces exerted on the aft structure (using a
force transducer). Dimensions are in meters.

In order for the model tests to be representative of realistic full scale structures, it is important to ensure the model scale is large enough to avoid excessive
viscous and surface tension effects, since it is difficult to achieve full dynamic similitude through matching Reynolds number and Weber number while also matching
Froude number. The test consisted of two square models with 10 cm dimension
in each side (scale 1:100) that were placed at a distance away from one another
(i.e., tandem configuration). The model structure spacing, a, varied from 10 to 70
cm during the experiments in order to demonstrate the interaction between the
forward and aft structures. The water depth was set to 95 cm at the wave maker
which leads to a depth of 10 cm on the horizontal surface around the model structures. Regular waves with periods of 1 and 2 s and wave heights of 2, 3, 4, and
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6 cm were generated. The force exerted on the aft model structure was measured
using an ATI Gamma force transducer (Fig. 4.3). This transducer is capable of
measuring forces and torques in/around each three directions up to 65 N in x and
y directions and 200 N in z direction for forces, and up to 5 Nm around x,y, and z
axes for torques. In each test, 8 wave gauges were active in the flume to measure
the wave heights: 4 at the beach ramp and 4 wave gauges before and after each
model structure. Model and prototype properties are reported in Table. 4.1.
Table 4.1. Geometry and parameter setup for the wave-current flume experiment
at model and full scales.
Parameter
Full scale Model (1:100)
Length (m)
Wave height (m)
Wave period (s)
Shallow zone depth (m)
Deep water depth (m)
Current velocity (m/s)

10
1,3
10 , 20
10 m
95
3

0.1
0.01 , 0.03
1,2
0.1
0.95
0.3

Figure 4.3. ATI Gamma force transducer sensor used to measure forces exerted
on the structures in the flume.

4.2.2

Experiment results

Fig. 4.4 shows the several arrangement of the model structures in the flume
with varying spacing between forward and aft model structures. The forward
model was fixed during the experiments while the aft structure moved to change
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the spacing. Also, two cases with one model structure were considered: 1) the aft
model was removed (Fig. 4.4(i)), and 2) the forward model was removed, and the
aft model was located 70 cm away from the fixed location of the forward model in
other cases (Fig. 4.4(h)). We can use these two cases as a base case to investigate
the flow hydrodynamics when structures are too far (i.e. they do not influence
each others).
Fig. 4.5 shows the maximum water level before interacting to the aft structure
(See wg7 in Fig. 4.2) for a number of wave heights and periods generated by
the wave maker. The reason for selecting this wave gauge was to observe its
correlation with the forces measured on the aft structure, as we did not have any
force transducer on the forward structure. For a = 10cm, there is no values in
the graphs since the aft and forward structures were very close, and it was not
possible to locate a wave gauge between them. During the experiments, when the
wave height increased to 6 cm at T = 1s and to 4 cm at T = 2 s, breaking occurred
at the end of the sloping beach for most of the cases. For T = 1 s and non-breaking
wave at Fig. 4.5(a-c), there is an increase in the water level when a increases from
20 to 30 cm. This is due to the effect of the forward structure which generates
a low pressure region toward the aft structure. However, for a greater than 30
cm, the water level drops which can be related to the disturbance and friction in
the flume. At a = 70 cm, the water level is very close to a single structure which
shows that for distances equal or greater than 7a (i.e., 70 cm), the interaction of
the flow fields of structures are negligible . For a T = 2s and the non-breaking
waves at Fig.4.5(a,b), it is observed that the effect of the forward structure become
insignificant when a is greater than 40 cm since the water levels are increasing and
decreasing before and after a = 40. For higher values of a, the water level tends
to stay slightly constant, and they get closer to the value of water level in the
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(a) 10 cm

(f) 60 cm

(b) 20 cm

(g) 70 cm

(c) 30 cm

(h) Single model at the end

(d) 40 cm

(i) Single model forward

(e) 50 cm

(j) Eight wave gauges along the tank

Figure 4.4. Several experimental setup with different spacing between the forward
and aft model structures in the flume (a-i), and location of wave gauges (j).
presence of a single structure. As it was expected for T = 2 s which is a longer
wave, more interactions between the flow fields of the structures are observed.
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Finally, in Fig.4.5(d) graph corresponding to T = 2s shows a straight line as the
breaking occurs right after the sloping beach. Howver, for T = 1s breaking occurs
before or on the aft structure; therefore, maximum water elevation in each spacing
is different from those in cases with another spacing.

(a) Hw = 2 cm

(c) Hw = 4 cm

(b) Hw = 3 cm

(d) Hw = 6 cm, breaking wave

Figure 4.5. Maximum water levels measured at wg7 (Fig. 4.2) before interacting
with the aft structure. Each subfigure shows a specific wave height. The water
elevation corresponding to a = 0 in each graph represents the experiment for a
single forward structure (See Fig. 4.4(i)). The single dot at a = 70 in each plot
shows the water elevation corresponding to the experiment for a single aft structure
in the flume (See Fig. 4.4(h)).
Fig. 4.6 shows the maximum horizontal forces exerted on the aft model structure for multiple spacing with respect to the forward model structure. This figure
shows that the trends of the forces exerted on the aft structure changes with the
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wave period. For T = 1s, when a is increasing to 40 cm (4 times the structure
length), in general, there is a reduction in the horizontal force. One reason for
this reduction is the decrease in the wave height due to the friction in the flume
(See Fig. 4.5)) as the wave moves forward. The second reason is the effect of the
forward structure; as the aft structure is in the wake of the forward structure in the
low pressure region, less force is exerted on the aft structure. However, there is an
exception in all graphs; when a increases from 10 cm to 20 cm, there is a jump in
the force. As the aft structure is very close to the forward structure at a = 10 cm,
it is completely at the wake of the forward structure which leads to a reduction in
the drag coefficient, and force reduces abruptly. Eventually, for a greater than 40
cm, it is observed that the maximum forces exerted on the aft structure increases
as the effect of forward structure is weakened. Compared to the force exerted on a
single structure experiment (see Fig. 4.4(h)) shown as a single dot in graphs, it is
observed that in the tandem experiment with a greater than 40 cm, the horizontal
forces are close to the forces exerted on a single structure. For T = 2s similar to
T = ls, we observe smaller forcing imposed on the aft structure at a = 10cm. The
forcing increases as the aft object leaves the wake region of the forward structure.
It is expected if a increases more than 70 cm, the force on the second structure
gets closer to the value of the single circle point on each graph which represents a
single structure in the flume.
In addition to the above experiments, two sets of new experiments will help
better understand the flow pattern around the structures: 1) considering a fixed aft
structure while moving the forward structure. This would be more helpful to assess
the flow around the aft structure. 2) Combining currents to the waves will also be
used to observe the wave-current flow, as well as validation of the numerical model
in the shallow zone. In the next section, the SPH formulation will be described,
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and the validation and application of the numerical model of wave-current flume
will be presented.

(a) Hw = 2 cm

(c) Hw = 4 cm

(b) Hw = 3 cm

(d) Hw = 6 cm, breaking wave

Figure 4.6. Forces exerted on the aft model structure for multiple spacing and
wave characteristics. Each subfigure shows a specific wave height. The force corresponding to a = 0 in each graph represents the experiment for a single forward
structure (See Fig. 4.4(i)). The single dot at a = 70 in each plot shows the force
corresponding to the experiment for a single aft structure in the flume (See Fig.
4.4(h)).

4.3

Numerical simulation of the wave-current flume
As computers become more powerful, the high-fidelity CFD models that can

simulate waves and currents in the time domain in 2-D or 3-D have been used to
address some of the limitations in the regional scale models. These models resolve
individual waves of the wave spectrum, and are more appropriate to simulate hy-
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drodynamics around coastal structures. Further, once these models are validated,
more simulations can be carried out without requirements of lab work. Due to the
recent capabilities of the SPH in coastal engineering applications [23], it was used
as the numerical tool in this study.

Figure 4.7. Definition of parameters in the SPH method.

4.3.1

SPH method

SPH method uses a Lagrangian framework in which no mesh is required and
a set of particles represent the fluid. In SPH, physical quantities are computed at
each nodal point (particle) using the interpolation of the values from the nearest or
neighboring particles. A kernel function (W) and a smoothing length (h) are used
to weigh the contribution of the neighboring particles. Beyond the smoothing
length, which defines the area of influence of the kernel function, the effect of
other particles can be neglected (Fig. 4.7). The integral interpolation is used to
approximate any arbitrary function (A),
Z
A (r) =

A (r 0 ) W (r − r 0 , h) dr

0

(4.1)

Ω

The discrete form of Eq. 4.1 for the particle i with the summation over all
particles within the region of influence can be expressed as,

A (ri ) ≈

N
X
j=1

A (r j ) W (ri − r j , h)

mj
ρj

(4.2)
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in which m and ρ are the mass and density. In DualSPHysics, it is assumed that
the mass of each particle is kept constant while the density fluctuates (i.e. weaklycompressible). Mass of each particle is calculated by dividing the total mass of fluid
over the number of particles in the simulation while the density of each particle is
calculated by summation of weighted mass of the particles within the smoothing
length shown in Eq. 4.3.

ρi =

X

mj W (rij )

(4.3)

j

The performance of the SPH model is highly dependent to the proper selection of
the smoothing kernel function. In this study, we use the quintic kernel smoothing
kernel function suggested by DualSPHysics for 3D simulations [27] in which the
effect of particles farther than 2h are neglected. The quintic kernel function is
expressed as,
q
W (q) = αD (1 − )4 (2q + 1),
2

0≤q≤2

(4.4)

where q = r/h and αD = 0.41778/h3 . Pressure of the particles is calculated using
the equation of state,

Pi = B[(

ρi γ
) − 1]
ρ0

(4.5)

in which B = C0 2 ρ0 /γ, γ = 7, and ρ0 = 1000 kg/m3 . C0 , the speed of sound
at reference density ρ0 , is chosen in a way to control the density variations [28].
Variation in the fluid density is calculated using the continuity equation of the
fluid in the SPH form,
dρi X
=
mj vij .∇i Wij
dt
j

(4.6)
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where the Wij is the kernel function that depends on the distance between particles
i and j. Finally, the momentum in the discrete form is used to calculate the
acceleration, and consequently, the velocity and position of each particle,
X
dV i
Pi
Pj
=−
mj ( 2 + 2 + Πij )∇i Wij + g
dt
ρi
ρj
j

(4.7)

in which V is the velocity, g is the gravitational acceleration vector, and Πij is the
viscous term according to the artificial viscosity [29] defined as follows,

Πij =

−αc̄ij µij
ρ̄ij

0

v ij .r ij < 0
,
v ij .r ij ≥ 0

µij =

hv ij .r ij
2 +η 2
rij

(4.8)

where r ij = r i − r j and v ij = v i − v j are the position and the velocity of particles,
c̄ij = 0.5(ci + cj ) is the average speed of sound, ρ̄ij = 0.5(ρi + ρj ), and the value of
α adjust the stability of the simulation. The artificial viscosity is a simple method
to estimate the viscous term in the momentum equation.
4.3.2

Model setup

DualSPHysics [11] is a popular open source code based on the SPH method,
and was used in this work. To simulate the numerical wave tank in DualSPHysics,
the flap wave makers option was selected to generate periodic waves. The value of
α in Eq. 4.8 was set to 0.01 based on a recent study [15] to ensure the simulation
stability. The smoothing length in the 3D simulations was determined by h =
√
C 3dp in which dp is the particle spacing, and C was set to 1.2 based on the
DualSPHysics suggestion for this simulation. The Courant–Friedrichs–Lewy (CFL)
number was selected 0.2 to ensure the best variable time stepping during the
simulation. The time integration of the equations was carried out using a twostage Symplectic method [23]. To simulate waves and currents simultaneously in
DualSPHysics, the Relaxation Zone (RZ) technique [30] was used. The (binary)
output of DualSPHysics provided particle information for all time steps. The
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PartVTK package was used to convert outputs and visualize particles and their
properties (e.g., velocity, density, and pressure). To compute forces exerted on
the structure, the particle accelerations (times their masses) were computed along
the structure boundary, which provides the reaction force. The ComputeForces
module was used in DualSPHysics for this purpose. Fig. 4.8(a) and Fig. 4.8(b)
show the 3D numerical wave flume simulated in DualSPHysics in the absence and
presence of the beach, respectively. To limit the wave reflection, a sponge layer at
the end of the flume was simulated to represent the second wave maker (absorber)
of the actual flume. Second order waves were used to meet the wave conditions
[31] for the water depth, wave period, and wave height that were implemented in
this study.

(a)

(b)
Figure 4.8. Simulated 3D numerical wave-current flume in DualSPHysics which
represents the URI flume (a) without a beach (b) including the beach.
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4.3.3

Model validation

Prior to the application of the model, proper validation of the model was necessary to ensure the numerical tool could reliably simulate fluid-structure interactions and assess the forces exerted by waves and currents on the coastal structures.
The SPH model of the wave-current flume was validated using the collected wave
heights and water level during the interaction of waves with currents from the
experimental study. Two experimental cases were simulated for the model validation. 1) a beach was installed in the flume; a shallow region existed at the end of
the sloping beach including two model structures. For this case, simulated nonbreaking waves were validated against observed data. 2) No beach was installed
in the flume (deep water); the model was validated with waves and in presence
and absence of currents. Fig. 4.9 shows the validation of the model results against
collected data at 8 wave gauges in the flume (See Fig. 4.2 for the location of the
wave gauges). The validation corresponds to an experimental test case where the
forward and aft structures were located 70 cm apart (Fig. 4.4(g)), Hw = 3 cm and
T = 2s. In order to quantify the accuracy of the simulated water elevations, the
normalized root mean square error was calculated as,
v
u n
u1 X
(Hpeak,SP H − Hpeak,EXP )2 /Hpeak,EXP
RM SE = t
n i=1

(4.9)

where Hpeak,SP H and Hpeak,EXP are the peak water elevations corresponding to the
SPH simulation and experiment respectively, and n is the number peaks in the
time series. This figure shows a good match in both crests and troughs of the
waves in the deeper water (wg 1 - 4). For the shallow region (water depth = 10
cm through wg 5 - 8), the wave crest matches well. However, at the troughs where
the experimental time series are noisy, the comparison varies.
Fig. 4.10 shows the validation of the time series of the wave-current model
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Figure 4.9. Comparison of simulated SPH results with the experimental data when
a beach and two model structures with a = 70 cm are located in the flume (Fig
4.2). Hw = 3cm and T = 2s.
compared to the experimental data in the middle of the flume in the absence of the
beach in the flume. For this simulation, Hw = 14cm, T = 2s, and current velocity
of 0.3 m/s were used, corresponding to the similar data from the experiment. In
Fig. 4.10, subfigure (a) represents the validation for the only waves, subfigure (b)
shows the validation of waves along with the following current, and subfigure (c)
shows the validation of waves interacting with opposing current. In all scenarios,
there is a good agreement between model and experiment. Regarding troughs, as
the wave height was relatively large, the wave gauges were not completely stable
during the troughs, and the signal became noisy which led to some discrepancies
between the model and observed data.
Convergence study
In SPH the total number of particles, or particle spacing, both controls accuracy and the computational cost. A convergence study was carried out to investi-
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(a)

(b)

(c)
Figure 4.10. The comparison of simulated SPH results with the experiment. Hw =
14cm, T = 2s, and current velocity = 30 cm/s.
gate the efficient particle spacing for the simulation. The particle spacing in the
model which was used for the validation was 0.02 m. We conducted a simulation
with particle spacing of 0.01 m, T = 2s, and Hw = 0.1m for the numerical flume.
The number of particles in the simulations with 0.01 and 0.02 particle spacing
were 6,405,796 and 882,339, respectively. For a 40 s simulation, the run time was
reduced from 129 hours to 12 hours using a GPU Tesla P100 with 3584 cores. Fig.
4.11 shows the comparison of the model with particle spacing of 0.01 and 0.02 m in
two locations along the flume. This figure shows there is a good match between the
two simulations; therefore, we can use 0.02 m as the base for the particle spacing.
Nevertheless, other parameters such as smoothing length and geometry may be
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effective in terms of accurate calculation of hydrodynamic parameters [32].

(a)

(b)
Figure 4.11. Convergence study based on the particle spacing (dp) in the numerical
wave-current flume for a 10 cm height and 2 s wave periods. Graphs show the
comparison in two locations along the flume at (a) x = 4m and (b) x = 7m. For
dp = 1cm total number of particles are 6,405,796, and for dp = 2cm are 882,339.

4.3.4 Model results
Simulation of breaking waves in the flume
Here we simulated the wave breaking in the flume in the presence of the
beach. The water depth at the wave maker location was 1 m , Hw = 10cm, and
T = 2s for this simulation. The simulation was run for 40 s. Artificial viscosity was
implemented to account for the viscous term in the momentum equation. A sponge
layer at the end of the flume was used to absorb the reflected waves. Fig. 4.12
shows different snapshots of the visual comparison of simulated and experimental
breaking wave propagating at the end of the sloping beach.
Wave-structure interactions
The presence of coastal structures have a significant influence on the local
wave fields. It is a great interest of coastal engineers to be able to accurately
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Figure 4.12. Experimental (left column) and simulated (right column) breaking
waves in the flume. Water depth is 1 m in the flume (15 cm at the end of sloping
beach), T = 2s and Hw = 10cm.
identify the wave transformations influenced by these structures. In terms of short
waves, a coastal structure can affect the flow field by generating wave reflection and
diffraction. Here, we simulated the wave-structure interactions for several scenarios
by changing the spacing between the structures and multiple wave period. Similar
to the experiment section, the forward structure was fixed during the simulation
while the aft structure was moved from 10 to 70 cm with respect to the forward
structure. The simulations were carried out for two scenarios: 1) Hw = 3cm and
T = 1s; 2) Hw = 3cm and T = 2s. Fig. 4.13 shows the maximum horizontal force
versus spacing between the two structures.
From the general trends of the graph in Fig. 4.13, we observe that the hydrodynamic forces applied to the forward structure are fluctuating while forces
exerted on the aft structure are decreasing when it moved away from the forward
structure. This can be related to the similarity of the wave height before interact-
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(a)

(b)

Figure 4.13. Maximum horizontal force exerted on the forward and aft structures
simulated by SPH for (a) Hw = 3cm, T = 1s, and (b) Hw = 3cm, T = 2s. a = 0
at the horizontal axis represents the case with the single forward structure in the
flume. Single point at a = 70cm in the horizontal axis shows the case when the
single aft structure was present in the flume.
ing with the forward structure, and decrease in the wave height for higher spacing
due to the friction in the flume. Taking a closer look to the graphs, as it was
expected similar to the experiment, at a = 10cm the horizontal force to the aft
structure decreases, and then increases for higher spacing for both wave periods.
In Fig. 4.13(a), at a = 70cm, the horizontal force imposed on the aft structure
is very close to the force to a single structure, and the effect of forward structure
is completely vanished. However, for T = 2s (Fig. 4.13(b)), the force on the aft
structure is considerably smaller compared to a single structure which can be due
to the dissipation in the wave and friction in the flume. Fig. 4.14 shows the comparison of simulated and experimental maximum horizontal force exerted on the
aft structure. Although, there is a discrepancy between the model and experimental results, both graphs shows similar trends. As the forces are very small, this
discrepancy might be due to the expected error in the measurement (measurement
uncertainty) of the force sensor that is specified by the manufacturer.
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Figure 4.14. Comparison of simulated and experimental maximum horizontal force
exerted on the aft structure for Hw = 3cm, T = 1s. a = 0 at the horizontal axis
represents the case with the single forward structure in the flume. Single points at
a = 70cm in the horizontal axis shows the case when the single aft structure was
present in the flume.
Wave-current-structure interactions
Long waves (i.e, tide-storm surge) and short waves (wind generated waves and
swell) interact in several ways in the offshore and nearshore zones. This interaction
can change their properties before they impact coastal structures. Wave properties
and processes (e.g., celerity, wave height, refraction, breaking) that control the
propagation of waves and impacts with structures are functions of water depth,
but can be altered by ambient currents which are in turn a function of long waves
(i.e., tide and storm surge) [33]. A simple analytical technique [7] was presented for
estimating the effect of opposing or following currents on wave properties including
wave height and wave power. The effect of currents on the wave height for a
monochromatic wave is estimated as,
i
σh
1
H∗
=
σ
H
ω 1 + 2u
C ω

(4.10)

where H ∗ is the wave height in presence of currents, C is the wave celerity in the
absence of current, σ is relative wave frequency, ω is the absolute wave frequency
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(observed in a fixed frame), and u is the ambient current velocity. The above
equation shows that opposing currents (i.e. u < 0) should increase the wave
height, and consequently wave steepness and wave impact forces. This effect can
lead to wave breaking if the wave steepness, kH, approaches about 0.6 [34].
The hydrodynamic forces acting on coastal structures are generated by a combined action of waves and storm surge. The potential impact force of waves and
storm surge, in a simplified formulation, can be estimated by momentum flux,
which consists of three terms,

(
F = C1

1
ρhu2
2

)

(
+C2

I:currents

1
ρg(h+η)2
2

(

)
+C3
II:pressure

)
1
1
ρgH 2 (2n− )
8
2

III:waves

(4.11)
where F is momentum flux or “potential” impact force per unit width, h is still
water depth, η is the tide-surge water elevation above mean water level, Ci are coefficients that depend on the size and geometry of a structure and spatial/temporal
variability of hydrodynamic field, and n is the ratio of group velocity to wave celerity (0.50 - 1). The third term in the above equation is wave radiation stress. When
flow-structure interaction is ignored, Eq. 4.11 can be used to evaluate the potential
damage forces during a coastal storm, since it assumes that the wave properties
are not affected by the presence of the structure.
In this section, a set of two tandem structures interacting with the waves and
current in the numerical wave flume were simulated. The spacing between the two
structures was set to 40 cm. The wave height was to 3 cm, wave period of 2 s, and
the current velocity was set to 0.15 m/s in the following and opposing direction.
Fig. 4.15 shows the forces exerted on the forward and aft structures during the
simulations. This figure shows the following current increased the horizontal forces
to the forward structure by 18 % while the opposing current reduced the horizontal
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force by 28 % compared to the wave scenario. For the aft structure, it was observed
that the forward structure reduces the effect of the currents, and the following
current only increases the forces by 2.5 %. Nevertheless, the opposing current
reduces the forces on the aft structure by 31 %. It should be mentioned that in
reality the opposing current is less frequent than the following current. The visible
noise in the graphs might be due to the weakly comprehensibility of DualSPHysics
or the use of the dynamic boundary conditions [35].

(a)

(b)
Figure 4.15. Maximum horizontal force exerted on the forward and aft structures
simulated by SPH for the Hw = 3cm, T = 2s, and Ucurrent = ±15cm/s: (a)
forward structure and (b) aft structure. a = 40cm.
Fig. 4.16 also shows the snapshots of the horizontal velocity and magnitude of
the vorticity for the waves scenario and the waves in the presence of the following
and opposing currents scenarios.
4.4

Conclusion

A set of numerical analysis and physical experiments were carried out to inves-
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(a)

(b)
Figure 4.16. Snapshots of the top view of the 3D simulation of the wave-currentstructure interaction at t= 15 s, Hw = 3cm, T = 2s, and Ucurrent = ±15cm/s
(a) horizontal velocity (b) vorticity magnitude. In each subfigure, top is the wave
scenario, middle is the wave scenario in the present of following current, and bottom
is the wave scenario in the presence of opposing current. The black squares show
the structures in the flume.
tigate the effect of spacing between a set of two tandem structures interacting with
waves and current. The SPH-based DualSPHysics model was used to simulate the
numerical wave-current flume. The numerical model was validated with the data
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collected from the experiment. The tandem structures with 10 by 10 cm dimensions were installed at the end of the sloping beach at the height of 85 cm from
the bottom of the flume. The forward structure was fixed during the experiment
and simulation while the aft structure was moved and placed at various spacing
to the front structure. Results of wave-structure interaction from both experiment
and simulation showed that when the aft structure is 10 cm away from the forward
structure, smaller horizontal forces were exerted on the aft structure as it was in
the wake of the forward structure. Simulation of wave-current-structure for the
two structures with 40 cm spacing showed that the following current increased the
forces imposed on the forward and aft structures by 28 % and 3 %, respectively,
compared to the case in the absence of currents. The opposing current reduced the
forcing to the forward and aft structures by 30 % and 31 % , respectively. Wave
breaking was simulated using the SPH method, and can be used to assess the effect
of breaking waves along with currents on the structures as another case in the future. Based on the validation of the SPH model in this study, wider and/or larger
numerical wave tank may be simulated, and the effect of different configuration of
multiple structures on the wave and current/storm surge field can be assessed.
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[11] A. J. Crespo, J. M. Domı́nguez, B. D. Rogers, M. Gómez-Gesteira, S. Longshaw, R. Canelas, R. Vacondio, A. Barreiro, and O. Garcı́a-Feal, “DualSPHysics: Open-source parallel CFD solver based on Smoothed Particle Hydrodynamics (SPH),” Computer Physics Communications, vol. 187, pp. 204–
216, 2015.
[12] S. Chen and G. D. Doolen, “Lattice Boltzmann method for fluid flows,” Annual review of fluid mechanics, vol. 30, no. 1, pp. 329–364, 1998.
[13] R. A. Dalrymple and B. Rogers, “Numerical modeling of water waves with
the SPH method,” Coastal engineering, vol. 53, no. 2-3, pp. 141–147, 2006.
[14] A. Colagrossi, C. Lugni, and M. Brocchini, “A study of violent sloshing
wave impacts using an improved SPH method,” Journal of hydraulic research,
vol. 48, no. S1, pp. 94–104, 2010.

107
[15] C. Altomare, A. J. Crespo, J. M. Domı́nguez, M. Gómez-Gesteira, T. Suzuki,
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Altomare, C., Domı́nguez, J., Crespo, A., Suzuki, T., Caceres, I., and GómezGesteira, M., “Hybridization of the wave propagation model SWASH and the
meshfree particle method SPH for real coastal applications,” Coastal Engineering Journal, vol. 57, no. 4, pp. 1 550 024–1, 2015.
Altomare, C., Tagliafierro, B., Dominguez, J., Suzuki, T., and Viccione, G., “Improved relaxation zone method in SPH-based model for coastal engineering
applications,” Applied Ocean Research, vol. 81, pp. 15–33, 2018.

110
Anderson, J. R., A land use and land cover classification system for use with remote
sensor data. US Government Printing Office, 1976, vol. 964.
Apel, H., Thieken, A. H., Merz, B., and Blöschl, G., “A probabilistic modelling
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