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Abstract
The paper deals with electromagnetic effects associated with a radially symmetric system
of progressive surface waves in the deep sea, induced by underwater oscillating sources or by
dispersive decay of the initial localized perturbations of the sea surface. Key words: surface
waves, electromagnetic field variations, magnetic hydrodynamics.
Introduction
In this article we derive formulas describing the variation of the electromagnetic fields induced by
the radially symmetric system of progressive surface waves on the surface of a conductive liquid.
Motion of a conductive fluid in a constant external magnetic field at small magnetic Reynolds
number, for example, of the sea water, is accompanied by an interconnected system of electromagnetic
fields and currents, which has almost no reverse effect on the liquid movement itself. Experimental
study of electromagnetic fields with the use of both contact and remote measurement techniques
provides information on the dynamics and parameters of the original hydrodynamic process which
presents some practical interest.
1 Electromagnetic fields induced by progressive ring waves
Obtain analytical solutions for the electromagnetic field variations from surface ring waves excited by
oscillating underwater sources [1] for the case of an infinitely deep fluid with a constant conductivity
throughout the volume, and with the constant external magnetic field ~F having Fz vertical and Fy
horizontal components.
Cartesian coordinate system is chosen so that the z-axis is directed vertically upward, and the
direction of the y-axis coincides with the direction of the horizontal component of the external
magnetic field. Level of the interface between water and air corresponds to the plain z = 0. In
further notation values of electromagnetic fields in the air will be denoted by a subscript a, and the
values of the fields and currents in the water are taken without an index.
The initial equations for determining the electromagnetic quantities are the Maxwell equations
written with known simplifying assumptions [2]:
rot ~E = −1
c
∂t ~B , div ~B = 0 ,
rot ~B =
4π
c
~J, div ~D = 0 ,
~J = σ ~E +
1
c
[~v, ~F ], ~D = ε ~E +
ε− 1
c
[~v, ~F ] ,
(1)
where: ~B is the magnetic induction, ~E is the electric field tension, ~D is the electric induction, ~J is
the electric current density, c is the speed of light in vacuum, σ is the fluid conductivity, ~v is the
velocity of the fluid, ε is the dielectric constant of the medium.
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The interface conditions have the following form:
Dna −Dn = 4πq , Bna = Bn , ~Bτa = ~Bτ , ~Eτa = ~Eτ . (2)
Index n denotes the normal to the interface component of the corresponding vector, τ denotes the
tangential one, q is the surface charge density. In the case when the fluid velocity field is assumed to
be potential, it is convenient to write these equations and interface conditions through the magnetic
Hertz vector ~P and the velocity potential φ:
νm∆~P − ∂t ~P = φ~F , ∆~Pa = 0 . (3)
Here Hertz vector ~P along with ~F : (0, Fy, Fz) has two components ~P : (0, Py, Pz); νm = c
2/4πσ is
the magnetic viscosity.
Vector equation (3) can be considered as two scalar equations for y and z components of the
corresponding vectors. For the air the equation is transformed into the Laplace equation. The vector
components of the field and of current density can be found by differentiating:
~B = rot rot ~P = grad div ~P −∆~P ,
~E = −1
c
rot ∂t ~P ,
~J = −σ
c
rot
(
∂t ~P + φ~F
)
= − c
4π
rot∆~P ,
~v = − gradφ .
(4)
Substitution of these expressions in (2) allows to obtain the interface conditions on the surface z = 0
for the magnetic Hertz vector:
Pz = Paz , ∂zPy = ∂zPay , ∆Py = ∆Pay ,
∂zPz + ∂yPy = ∂zPaz + ∂yPay .
(5)
Assume that the potential of the fluid velocity satisfies Laplace equation and has the following
form:
φ(x, y, t) = R(x, y) ekz eiωt , (6)
where the complex function of two variables R(x, y) must satisfy the Helmholtz equation:
(∂2x + ∂
2
y)R + k
2R = 0 .
Solutions for the electromagnetic quantities can be obtained without specifying the form of this
function. Thus the solutions of a class of similar problems, differ in the form of function R(x, y) are
determined. For example, in the case of cylindrical progressive waves propagating from the source,
the velocity potential has the form [1]:
φ(r, t) = A(k) ekz(J0(kr) sinωt− Y0(kr) cosωt) =
= Im(A(k) ekzH
(2)
0 (kr) e
iωt) ,
(7)
where r is radial coordinate, H
(2)
0 is Hankel function of the second kind, J0 and Y0 are Bessel functions.
Amplitude coefficient A(k) depends on the wavenumber k and is determined by the method of
wave excitation. In particular, if the waves are produced by the pulsing point monopole source located
at a depth h and having performance Q = Q0 cosωt, then A(k) = (Q0k/2) e
−kh. If, for example, the
generation of the waves is performed by the vertical oscillatory movements of the sphere of radius a
with an amplitude M , located at a depth of h, then A(k) =Mπa3k2
√
kg e−kh [1].
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The solution of equations (3) with the potential (6) and with the interface conditions (5) will be
sought in the standard form of a superposition of a particular solution of inhomogeneous and the
general solution of the homogeneous equations:
~P = − 1
iω
eiωt ~FR(x, y) ekz +eiωt ~G eκz , ~Pa = e
iωt ~Ga e
−kz , (8)
where the functions ~G(x, y) and ~Ga(x, y) satisfy the same Helmholtz equation, as the function R(x, y).
After the imposition the interface conditions (5) on the ansatz (8) on the surface z = 0 we obtain
the following equations for the ~G(x, y) and ~Ga(x, y):
− 1
iω
FzR +Gz = Gaz ,
1
iω
FyR = Gay , Gy = 0 ,
− k
iω
(
Fy
∂
k∂y
+ Fz
)
R + κGz = −kGaz + ∂Gay
∂y
.
(9)
Here the solutions for Gy and Gay are ready. After resolving these expressions with respect to Gz
and Gaz we have:
Gz =
2k
iω(k + κ)
(
Fy
∂
k∂y
+ Fz
)
R ,
Gaz =
2k
iω(k + κ)
(
Fy
∂
k∂y
+ Fz
)
R− 1
iω
FzR ,
(10)
Final solutions for the Hertz vector is written as follows:
Py = − 1
iω
eiωt FyR(x, y) e
kz , Pay =
1
iω
eiωt FyR(x, y) e
−kz ,
Pz =
1
iω
eiωt
[
2k
κ + k
(
Fy
∂
k∂y
+ Fz
)
eκz−Fz ekz
]
R(x, y) ,
Paz =
1
iω
eiωt
[
2k
κ + k
(
Fy
∂
k∂y
+ Fz
)
− Fz
]
R(x, y) e−kz ,
(11)
where the parameter κ, has the dimension of the wavenumber:
κ
2 = k2 − k20 , k20 = −iω/νm .
Introduce Ω = (g/c) 3
√
4πσc/g, where g is the gravity acceleration (see Fig. 1). Then, using the
dispersion relation ω2 = kg we obtain expressions for the real and imaginary parts of κ (see Fig. 2):
α(ω) = Re(κ) =
ω2
√
2
2g
√
1 +
√
1 + (Ω/ω)6 ,
β(ω) = Im(κ) =
ω2
√
2
2g
√
−1 +
√
1 + (Ω/ω)6 .
(12)
Solutions of the equations for the Hertz vector associated with the ring progressive waves propa-
gating along the surface of deep fluid with velocity potential (7) are:
Pz = C(ω)
ekz
k
(
2
(ω
Ω
)3(
Fz + Fy
∂
k∂y
)[(
1− α
k
)
Λ3 − β
k
Λ4
]
e(α/k−1)kz +FzΛ2
)
,
Paz = C(ω)
e−kz
k
(
2
(ω
Ω
)3(
Fz + Fy
∂
k∂y
)[(
1− α
k
)
Λ1 − β
k
Λ2
]
+ FzΛ2
)
,
Py = C(ω)
ekz
k
FyΛ2 , Pay = −C(ω)e
−kz
k
FyΛ2 .
(13)
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Figure 1: Dependance of Ω = (g/c) 3
√
4πσc/g from σ in Sm/m.
where C(ω) = (ω/g)A(ω2/g).
Λ1(r, t) = Im(H
(2)
0 (kr) e
iωt) , Λ3(r, t) = Im(H
(2)
0 (kr) e
i(ωt+βz)) ,
Λ2(r, t) = Im(iH
(2)
0 (kr) e
iωt) , Λ4(r, t) = Im(iH
(2)
0 (kr) e
i(ωt+βz)) .
(14)
Expressions for the components of the electromagnetic field and electric current density are obtained
by simple differentiation (13) by the rule (4).
Using the known asymptotic expansions of the Hankel functions [6] write expressions for the
electromagnetic quantities in the far zone r ≫ λ.
For the vertical external magnetic field it is true:
Br = FzG(ω, r)
(
eαz(S(ω, ψ1) + cosψ1)− ekz cos θ1
)
,
Bz = FzG(ω, r)
(
eαz(S(ω, ψ0)− cosψ0) + ekz cos θ0
)
,
Bar = FzG(ω, r) e
−kz S(ω, θ1) ,
Baz = FzG(ω, r) e
−kz S(ω, θ0) ,
Eγ = FzG0(ω, r)
(
eαz(S(ω, ψ0)− cosψ0) + ekz cos θ0
)
,
Eaγ = FzG0(ω, r) e
−kz S(ω, θ0) ,
Jγ = σFzG0(ω, r) e
αz(S(ω, ψ0)− cosψ0) .
(15)
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Figure 2: Dependance of α(ω) (upper curve) and β(ω) (lower curve) from ω, Ω = 0.08.
Where the indexes r and γ denote, respectively, the radial and tangential components of the vectors.
θm = ωt− kr + mπ
2
+
π
4
, ψm = θm + βz ,
S(ω, θ) = 2
(ω
Ω
)3 (α
k
− 1
)(β
k
cos θ − sin θ
)
,
G(ω, r) = 2
C(ω)
λ(ω)
√
λ(ω)
r
, G0(ω, r) =
λ(ω)
λ0(ω)
G(ω, r) ,
λ(ω) = 2πg/ω2 λ0(ω) = 2πc/ω .
(16)
The obtained expressions have the following features: all values decrease exponentially with distance
from the surface of the liquid and are damped by cylindrical law 1/
√
r with the distance from the
origin; they are periodically time-dependent, and with an accuracy of 1/
√
r, periodically depend on
the horizontal coordinate. Each value has cylindrical symmetry and has a shape of progressive wave
propagating from the origin. Induced magnetic field vector lies in a plane passing through the vertical
axis. At each point in space above the liquid surface with the passage of time the vector rotates,
describing a circle. Beneath the surface this circle is deformed. Electric field and current have only
components directed along the crest of the wave. Lines of electric current, being confined, form a
system of concentric circles. It should also be noted that due to the effect of self-induction tangential
component of the electric field is different from zero and reaches a maximum at the frequency ω ≈ Ω.
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For the horizontal external magnetic field it is true for the magnetic field in the liquid:
Bx =
1
2
FyG(ω, r)
(
eαz(S(ω, ψ0) + cosψ0)− ekz cos θ0
)
sin 2γ ,
By =
1
2
FyG(ω, r)
(
eαz(S(ω, ψ0) + cosψ0)− ekz cos θ0
)
(1− cos 2γ) ,
Bz = FyG(ω, r)
(
eαz(S(ω, ψ1)− cosψ1) + ekz cos θ1
)
sin γ ,
(17)
For the magnetic field in the air:
Bax =
1
2
FyG(ω, r)e
−kzS(ω, θ0) sin 2γ ,
Bay =
1
2
FyG(ω, r)e
−kzS(ω, θ0)(1− cos 2γ) ,
Baz = FyG(ω, r)e
−kzS(ω, θ1) sin γ ,
(18)
For the electric current an electric field in the liquid:
Jx = σ
1
2
FyG0(ω, r)e
αz(S(ω, ψ1)− cosψ1)(1− cos 2γ) ,
Jy = −σ1
2
FyG0(ω, r)e
αz(S(ω, ψ1)− cosψ1) sin 2γ) ,
Ex =
1
2
FyG0(ω, r)
(
eαz(S(ω, ψ1)− cosψ1)(1− cos 2γ) + 2ekz cos θ1
)
,
Ey = −1
2
FyG0(ω, r)e
αz(S(ω, ψ1)− cosψ1) sin 2γ) ,
Ez = FyG0(ω, r)e
kz sin θ1 cos γ ,
(19)
For the electric field in the air and surface electric charge:
Eax =
1
2
FyG0(ω, r)e
−kz ((S(ω, θ1)− cos θ1)(1− cos 2γ) + 2 cos θ1) ,
Eay = −1
2
FyG0(ω, r)e
−kz(S(ω, θ1)− cos θ1) sin 2γ) ,
Eaz = −FyG0(ω, r)e−kz sin θ1 cos γ ,
q = − 1
2π
FyG0(ω, r) sin θ1 cos γ .
(20)
As follows from the expressions (17–20) for the case of the horizontal external magnetic field all three
components of the induced electric and magnetic fields in the air and liquid are non vanishing. And
their values depend strongly on the azimuthal angle γ.
The electric current lines form closed configurations, symmetric with respect to the origin and
axis x and y. Condition of electric current impermeability through the surface leads to a surface
charge q, and hence to the electrostatic field Eaz , Ez.
2 Electromagnetic fields induced by nonstationary
ring waves
In this section we solve the problem of obtaining analytical expressions for the electromagnetic fields
induced by waves of Cauchy-Poisson in a constant magnetic field.
In nature these dispersive nonstationary waves formed by decay of the initial localized disturbance
may arise for example from a stone thrown into the water.
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In some cases, to the Cauchy-Poisson problem the description of tsunami waves generation in the
ocean is reduced [3]. In this regard the study of electromagnetic fields, produced by such surface
wave disturbances of conducting fluid in a constant external magnetic field has a practical applica-
tion in the development of tsunamis early detection systems. It is particularly important that the
electromagnetic field induced by the tsunami waves can be registered before the waves themselves,
they are a kind of electromagnetic tsunami precursors.
The problem is considered in the approximation of the deep ocean, a uniform with respect on
electrical conductivity. Coordinate system is chosen so that the direction of the axis y coincides with
the direction of the horizontal component of the geomagnetic field ~F . Axis z is directed upward.
Quantities relating to water are taken without an index, and the values in the air with an index a.
The problem will be solved by writing Maxwell’s equations through the Hertz magnetic vector
potential:
νm∆~P − ∂t ~P = φ~F . (21)
Here the magnetic Hertz vector ~P has only y and z components; νm = c
2/4πσ is magnetic viscosity,
c is the speed of light, σ is electrical conductivity of the fluid, ∆ is Laplace operator, φ is velocity
potential of fluid. In the air the equation (21) is transformed into the Laplace equation.
The components of the electromagnetic field and the electric current density can be found through
the Hertz vector from the following expressions:
~B = rot rot ~P = grad div ~P −∆~P ,
~E = −1
c
rot ∂t ~P ,
~J = −σ
c
rot
(
∂t ~P + φ~F
)
= − c
4π
rot∆~P ,
~v = − gradφ ,
(22)
where ~B is the magnetic induction vector, ~E is the electric field vector, ~J is the electric current
density vector, ~v is fluid velocity field.
Equation (21) is solved for each of the media by using the following boundary conditions at z =
0:
Pz = Paz , ∂zPy = ∂zPay , ∂zPz + ∂yPy = ∂zPaz + ∂yPay , ∆Py = ∆Pay . (23)
Due to the non-stationarity of the Cauchy-Poisson we use the method of the Laplace transform. In
accordance with this method associate with the Hertz vector potential and with the speed potential
their integral images: L(~P (t)) = ~u(p); L(φ(t)) = s(p). Equation (21) is also subjected to the Laplace
transform with zero initial conditions for the ~P (t).
As a result we have a system of equations for ~u(p). By solving it with the boundary conditions
(23) we find this function and by returning from the images to the originals, we obtain the solution
for ~P (t).
νm∆~u− p~u = s~F , ∆~ua = 0 . (24)
First obtain solutions for the elementary potential of the following form:
φ(t) = 0 t < 0
φ(t) = R(x, y)ekz sinωt t ≥ 0 . (25)
Its image s(p) = Rekz(ω/(ω2+ p2)) . Here k is wavenumber, ω is frequency, R(x, y) is function of the
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horizontal coordinates of general form satisfying the Helmholtz equation Rxx +Ryy + k
2R = 0.
uy = −G(p)FyekzR(x, y) ,
uay = G(p)Fye
−kzR(x, y) ,
uz =M(p)e
η(p)z
(
Fz + Fy
∂
k∂y
)
R(x, y)+
+G(p)
(
Fz(e
η(p)z − ekz) + Fy ∂
k∂y
)
R(x, y) ,
uaz = M(p)e
−kz
(
Fz + Fy
∂
k∂y
)
R(x, y)+
+G(p)e−kzFy
∂
k∂y
R(x, y) .
(26)
Here we denote η(p) =
√
k2 + ν−1m p .
G(p) =
1
p
ω
ω2 + p2
,
M(p) =
1
Ω2
2Ω
Ω2 + (p/α)2
(
α
p
)2 [(√
1 + (p/α)2 − 1
)
− 1
2
(p/α)
]
,
(27)
where α = νmk
2 and Ω = ω/α .
From the obtained images, one can restore the original functions. Confine ourselves to the fields
in the air and restore original functions from G(p) and M(p):
L−1(G(p)) = f1(t) = 1
ω
(1− cos(ωt)) ,
L−1(M(p)) = f2(t) = f(αt) ,
f(t) =
2
αΩ
(
sin Ωt
Ω
+
cosΩt
2
+
[(
t+
1
2
)
(erf(
√
t)− 1) +
√
t
π
e−t
]
− ψ(t)
)
,
ψ(t) =
1
Ω
Im
(√
1 + iΩeiΩt erf
(√
1 + iΩ
√
t
))
=
=
1
Ω
e−t√
πt
Im (Φ(1, 1/2, (1 + iΩ)t)) .
(28)
Here erf(x) is probability integral and Φ(a, c, z) is degenerate Kummer hypergeometric function.
For the obtained function f(t), we can write various asymptotic estimates. At large times t≫ 1
we have:
f(t) =
2
αΩ2
Im
(
(1 + iΩ/2)−
√
1 + iΩ
)
+
e−t
2t
√
πt
(
1 +
1
1 + Ω2
)
+O
(
e−t
t5/2
)
,
f(t) =
Ω
α
(
cosΩt
8
− sinΩt
4Ω
− e
−t
t
√
πt
+O
(
e−t
t5/2
))
Ω→ 0 .
(29)
Let us consider the dimensionless parameter Ω:
Ω = ω/α = (kg)1/2/(νmk
2) = (l/lm)
3/2 , lm = (ν
2
m/g)
1/3 . (30)
It turns out that the value of Ω is determined by the ratio of the characteristic size of the
perturbation l to electromagnetic length lm, which depends on the electrical conductivity of sea
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Figure 3: Dependance of lm (km) from the conductivity of the sea water σ (Sm/m).
water and sets in our case a natural length scale (see Fig. 3). Qualitative behavior of solutions
depends on relative sizes of wave disturbances with respect to this natural scale. With the decrease
of the characteristic size of the perturbation Ω is also reduced. If Ω ≪ 1, then for all times up to
terms of second order in Ω, we have:
αf(t) = −1
4
sin(Ωt) + Ω
(
f0(t) +
1
8
cos(Ωt)
)
,
f0(t) =
(
1
8
− t
4
− t
2
2
− t
3
3
)
(erf(
√
t)− 1) +
(
t2
3
+
t
3
− 1
4
)√
t
π
exp(−t) .
(31)
In addition it is true the following decomposition at small times:
f0(t) =
(
1
8
− t
4
− t
2
2
− t
3
3
)
−
− 16
√
t
π
∞∑
k=2
(−1)ktk
(k − 2)!
(
1
(2k + 1)(2k − 1)(2k − 3)(2k − 5)
)
,
f0(t) =
Ω
α
[
−
(
t2
2
+
t3
3
)
+
16
15
√
t
π
(t2 +
1
7
t3) +O(t9/2)
]
.
(32)
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Finally we write the Hertz vector excited by elementary potential (25) in the air:
Pay = f1(t)Fye
−kzR(x, y) ,
Paz = f2(t)e
−kz
(
Fz + Fy
∂
k∂y
)
R(x, y)+
+ f1(t)e
−kzFy
∂
k∂y
R(x, y) .
(33)
Electromagnetic fields induced by the decaying initial disturbance of the liquid surface will match
the speed potential [1]:
φ =
∞∫
0
√
kgekz sin
√
kgtJ0(kr)
∞∫
0
αJ0(kα)N(α) dαdk . (34)
Where J(kr) is Bessel function, N(r) is initial radially-symmetric shape of the liquid surface.
To find the components of the Hertz vector corresponding to such a speed potential, it is necessary
in the expressions (33) for R(x, y) put R(x, y) = ωJ0(kr)
∫
∞
0
αJ0(kα)N(α) dα and integrate it over
k in the semi-infinite range:
Pay = Fy
∫
∞
0
f1(t)
√
kge−kzJ0(kr) dk
∫
∞
0
αJ0(kα)N(α) dα ,
Paz = −Fy sin(ϑ)
∫
∞
0
f1(t)
√
kge−kzJ1(kr) dk
∫
∞
0
αJ0(kα)N(α) dα+
+
∫
∞
0
f2(t)
√
kge−kz(FzJ0(kr)− FyJ1(kr)sin(ϑ)) dk
∫
∞
0
αJ0(kα)N(α) dα .
(35)
Here ϑ is the polar angle.
These are the final general solutions of the problem determining the electromagnetic fields in
the air induced by decay of radially-symmetric initial perturbations of the surface of a conducting
liquid in a constant external magnetic field at low magnetic Reynolds number Rem. Components of
electromagnetic quantities can be found by the formulas (22). If you want to get electromagnetic
fields induced by initial pulse pressure, then the solutions (35), differentiated by time, will give us
the desired for the initial pressure P (r) = (ρ/g)N(r), where ρ is liquid density, g is the acceleration
of gravity.
Behavior of the solutions on the axis r = 0
We now consider various asymptotic behavior of the obtained solutions. Assume for definiteness that
the initial liquid surface shape is (see Fig. 4):
N(r) = A[1 + (r/a)2]−3/2 . (36)
Suppose also that the size of this perturbation is small enough so that for almost all values of the
wave number, forming it true Ω ≪ 1, in fact it is necessary a ≪ l ≈ 1.5 km. Let r = 0 and write
solutions for the nonzero components of the electromagnetic field on this axis (see Fig. 5).
Baz(z, t) = −1
2
FzRem
τ
(1 + µ)2
Φ(2, 3/2,−τ 2/(1 + µ)) ,
Bay(z, t) = −1
2
FyRem
τ
(1 + µ)2
Φ(2, 3/2,−τ 2/(1 + µ)) ,
Eax(z, t) = −FyLm τ
(1 + µ)3
Φ(3, 3/2,−τ 2/(1 + µ)) ,
ζ(0, t) = AΦ(2, 1/2,−τ 2) .
(37)
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Figure 4: Initial form of the sea surface N(r) for A = 1 and a = 1.
Here µ = z/a is dimensionless height; τ = (g/4a)2t is dimensionless time. We have also introduced
the parameters Rem = A
√
ga/νm and Lm = 2(A/a)(
√
ga/c). It is interesting to see how the formulas
(37) behave at various values of the parameters µ and τ . For small times, when τ 2/(1 + µ)≪ 1, we
obtain:
Baz(z, t) = −1
2
FzRem
τ
(1 + µ)2
Bay(z, t) = −1
2
FyRem
τ
(1 + µ)2
Eax(z, t) = −FyLm τ
(1 + µ)3
(38)
It appears that in this case all the components increase linearly with time, and decrease in space
by the power law. Even more interesting behavior is found after a long time near the surface. Use
known asymptotic of Kummer function Φ(a, c, x) = (Γ(c)/Γ(c − a))(−x)−a(1 + O(|x|−1)) and for
large argument we obtain for τ 2/(1 + µ)≫ 1:
Baz(z, t) =
1
8
FzRemτ
−3
Bay(z, t) =
1
16
FyRemτ
−3
Eax(z, t) = −3
8
FyLmτ
−5
(39)
That is, the field components near the origin does not depend on the vertical coordinate, and decrease
with time according to a power law. In addition, there are situations where at one point in time
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Figure 5: Function τ
(1+µ)2
Φ(2, 3/2,−τ 2/(1 + µ)) from µ at τ = 1, 2, 3, 4.
the field at the surface is zero, but with increasing altitude, it appears at a certain height reaches a
maximum and then begins to gradually subside.
Behavior of the solutions for large r and t
Find out how the components of the field behave in the space, if the time elapsed since the dissolution
of the initial disturbance is relatively large. And because, as was explained, electric and magnetic
fields are qualitatively similar in their behavior, we restrict ourselves to the magnetic field. Study
formulas (35) with the initial perturbation (36) by stationary phase method [4, 5, 6] and get the
following results:
Bax = −1
8
Rem(2FzI1 cos(ϑ) + FyI0 sin(2ϑ)) ,
Bay = −1
8
Rem(2FzI1 sin(ϑ) + FyI0(1− cos(2ϑ))) ,
Baz = −1
4
Rem(FzI0 + FyI1 sin(ϑ)) .
(40)
Here functions I0 and I1 are (for χ = r/a, µ≪ χ):
I0 =
√
2
τ
χ2
exp(− τ
2
χ2
[1 + µ]) sin(
τ 2
χ
),
I1 =
√
2
τ
χ2
exp(− τ
2
χ2
[1 + µ]) cos(
τ 2
χ
) .
(41)
As expected, the components of the magnetic field form in space a package of oscillation which
propagates from the origin with speed v = (g(a + z)/4)1/2 at each height (see Fig. 6). Speed of the
12
package increases with increase of altitude. This effect can be explained by the fact that in infinitely
deep sea with increase of the length of the harmonic wave its phase velocity unlimitedly increases.
However, since there is an exponential attenuation of the induced fields from the individual harmonics
with the growth of the height, the greater attenuation for the shorter wavelength, then for the high
altitude the shortwave components are filtered out, and the remaining faster long-wave components
make the main contribution to the variation of the field.
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0
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Figure 6: Functions I0(20, 0, χ) and I0(20, 2, χ) from χ for τ = 20 and µ = 0, 2.
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