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Solving the error correcting code is an important goal with regard to communication theory. To reveal the
error correcting code characteristics, several researchers have applied a statistical-mechanical approach to this
problem. In our research, we have treated the error correcting code as a Bayes inference framework. Carrying
out the inference in practice, we have applied the NMF (naive mean field) approximation to the MPM (maxi-
mizer of the posterior marginals) inference, which is a kind of Bayes inference. In the field of artificial neural
networks, this approximation is used to reduce computational cost through the substitution of stochastic binary
units with the deterministic continuous value units. However, few reports have quantitatively described the per-
formance of this approximation. Therefore, we have analyzed the approximation performance from a theoretical
viewpoint, and have compared our results with the computer simulation.
I. INTRODUCTION
Within the framework of an error-correcting code, a sender
encodes a message with redundant information added to
the transmitted sequence, and a receiver obtains the noise-
corrupted sequence through a noisy transmitting channel. De-
coding process of the error-correcting code is to restore the
transmitted message from the received sequence that is cor-
rupted through the transmitting process.
Sourlas suggested that the error-correcting code can be
dealt with Bayesian inference, and proposed an encoding
model where all possible combinations of r-bits must be mul-
tiplied as the redundant information just like the Mattis model
[1]. Sourlas also showed that the channel capacity of the
model can reach the theoretical limit, called the Shannon
bound [2] in the limit of r → ∞. Unfortunately, under the
condition r → ∞, the transmitting speed becomes to 0, so
that the model with large r is not practical. Recently, how-
ever, Kabashima & Saad pointed out that the Sourlas encod-
ing model with a small r, – for example r = 2, 3 –, is capable
of good restoration ability with a practical transmitting speed
[3].
In this paper, we also treat this problem according to a
Bayesian inference framework. This framework is based on
estimating the restored message occurrence probability (pos-
terior) from both the prior probability meaning the original
message generation probability and the likelihood, which de-
pends on the corruption process model.
One strategy using Bayesian inference is to use a message
which maximizes the posterior probability. This method is
called maximum a posteriori (posterior) probability (MAP)
inference. Given a corrupted sequence, the MAP inference
accepts as the restored result the message which maximizes
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the posterior probability. From the statistical mechanical point
of view, the logarithm of the posterior probability can be re-
garded as the energy, so we can consider the MAP inference
as an energy minimization problem.
Another strategy is to use inference in which we consider
the expectation value with respect to the maximized marginal
posterior probability at each site’s thermal equilibrium as the
original message. This method is called maximizer of the
posterior marginals (MPM) inference[4][5][6]. From the sta-
tistical mechanical point of view, the MPM inference corre-
sponds to minimization of the free energy. In the MAP infer-
ence, the posterior probability is given for each candidate of
sequences. In contrast, in the MPM inference, the posterior
marginal probability is given for each bit in the sequence, and
the state which has the largest posterior probability is chosen
as the restored state for each bit. Hence, to find a optimal bit
sequence through the MPM inference, we should compare the
posterior probability for each bit, and this requires that we cal-
culate the thermal average for each sequence bit. Recently, the
MPM inference has been discussed with regard to error cor-
recting code [4] [5] [6]. Ruja´n pointed out the effectiveness
of carrying out a decoding procedure not at the ground state,
but at a finite temperature[4]. Sourlas used the Bayes for-
mula to re-derive the finite-temperature decoding of Rujan’s
result under more general conditions [5]. Finite-temperature
decoding corresponds to the MPM inference, while decoding
at the ground state corresponds to the MAP inference. Com-
parison of the restoration ability of the MPM inference to that
of the MAP inference with regard to the error rate per bit has
shown that, the MPM inference is superior to the MAP infer-
ence [4][6].
To consider the error correcting code from a statistical me-
chanical perspective, we denoted the message length, where
the message is represented by a binary unit sequence, as N ,
and assumed that each unit can take a binary state {−1,+1}.
The number of feasible message combinations in this case
would reach 2N , making it hard to find a correct message
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FIG. 1: Schematic diagram of a framework for the error correcting code.
among the numerous candidates. Thus, to apply the MAP or
MPM inference in a practical way, we usually have to adopt
some kind of gradient descent algorithm, such as the Glauber
dynamics, despite a risk that the solution will be captured
by local minima. Moreover, applying the MPM inference
may take more computational time than applying the MAP
inference. In the MAP inference, once the system reaches a
macroscopic equilibrium state, each pixel value can be prop-
erly determined with a probability of 1. On the other hand,
when the system reaches a macroscopic equilibrium state in
the MPM inference, each unit value cannot be deterministicly
decided because the probabilities for each binary state have
finite values in finite-temperature decoding. Therefore, we
need to calculate the thermal averages for each unit, and this
requires many samplings. In this paper, we discuss an approx-
imation that replaces the stochastic binary units with deter-
ministic analog units which can take [−1,+1] continuously.
In other words, we introduce deterministic dynamics into the
MPM inference to avoid the need to sample for the thermal
average. In statistical mechanics, this approximation is some-
times called the “naive mean field (NMF)” approximation [7].
The purpose of the NMF approximation has usually been to
enable deterministic analog units to emulate the behavior of
stochastic binary units. This approximation has been applied
to several combinatorial optimization problems, such as the
traveling salesman problem (TSP) [8].
One important advantage of applying the NMF approxima-
tion is that the calculation cost is reduced since we can avoid
calculating the thermal average which requires many sam-
plings in stochastic dynamics. However, the NMF approx-
imation has typically been applied as a mere approximation
in algorithm implementation, so few researchers who have
used the NMF approximation have investigated its quantita-
tive ability - e.g., the approximation accuracy. In this paper,
we discuss the quantitative ability of the NMF approximation
in the MPM inference[9].
Nishimori & Wong formulated the image restoration prob-
lem and the error correcting code from the statistical-
mechanical perspective by introducing mean field models for
binary image restoration, and analyzed this model theoreti-
cally through the replica method. We have applied the NMF
approximation to the formulation, and analyzed the model
through the replica method in the manner of Bray et al [7].
In the field of neural networks, a network model using the
NMF approximation is sometimes called an analog neural net-
work. Roughly speaking, Hopfield & Tank’s network is a
result of applying the NMF approximation to the optimiza-
tion network proposed by Kirkpatrick [10][8]. Therefore, a
Hopfield-Tank type network can be regarded as a kind of ana-
log neural network. The formulation of this kind of optimiza-
tion network is very similar to that of the Sourlas encoding
model with r = 2. In our study, we applied the NMF approx-
imation to the Sourlas encoding model with r ≥ 2, which is
called ‘r-body interaction’ from a statistical-mechanical view-
point, so that our formulation can be considered a natural ex-
tension of a Hopfield-Tank type network with higher-order di-
mension interactions.
In Sec. II, we formulate the error-correcting code us-
ing Bayes inference in the manner of Nishimori & Wong’s
formulation[6].
In Sec. III, we compare the results between from our analy-
sis to those of a computer simulation. Within the limits of the
mean field approximation, our results agreed with the simula-
tion results.
II. MODEL AND ANALYSIS
A. Formulation of the Error Correcting Code
In this section, to make this paper self-contained, we ex-
plain the error correcting code in the manner of Nishimori &
Wong [6]. Fig. 1 shows a schematic diagram of the error
correcting code. On the sender side, the original signal is rep-
resented by ξ, and each element is a binary unit that takes
binary states ξi = {−1,+1} for i = 1 · · ·N . The number of
elements means the message length which can be denoted as
N .
Through the transmission channel, the signals being sent
are degraded by noise, so redundant information is needed to
enable retrieval of the original message. The error-correcting
code has been discussed from a Bayesian inference point of
view [4] [5] [6]. In the manner of the Sourlas code [5], the
3redundant message is produced from the r-units product:
ξi1ξi2 · · · ξir , (1)
where the indices satisfy 1 ≤ i1 < i2 < · · · < ir ≤ N .
The sender transmits the redundant message ξi1ξi2 · · · ξir for
all possible combinations of the indices. Thus, the redundant
message length becomes NCr. In addition, we assumed that
the original message {ξi} has a uniform prior probability:
Ps(ξ) =
1
2N
for any ξ. (2)
On the receiver side, degraded signals are observed since
transmission channels ares noisy. In this paper, received sig-
nals τ correspond to the original message ξ (whose elements
consists of ξi (i = 1 · · ·N)) and their elements are denoted as
τi (i = 1 · · ·N), while signals J (whose elements consists of
Ji1···ir (1 ≤ i1 < · · · < ir ≤ N)) correspond to the redundant
message whose elements consists of ξi1 · · · ξir . The receiver
should be able to estimate the original message ξ from the
received signals τ , J .
To apply Bayesian inference to estimate the original mes-
sage, we should consider the posterior probability based on
observation:
P (ξ|J , τ ) =
Pout(J , τ |ξ)Ps(ξ)
Tr{ξ}Pout(J , τ |ξ)Ps(ξ)
(3)
where Pout(J , τ |ξ) is a conditional probability of the ob-
served signal which can be regarded as the probability expres-
sion of the corrupting process in the communication channel.
In this study, we assumed the communication channel is a
Gaussian channel:
Pout(J , τ |ξ) = P (J |ξ)P (τ |ξ)
=
∏
i1<···<ir
P (Ji1···ir |ξ)
∏
i=1
P (τi|ξ) (4)
P (Ji1···ir |ξ) =
(
Nr−1
J2pir!
)1/2
× exp
(
−N
r−1
J2r!
(
Ji1···ir −
j0r!
Nr−1
ξi1 · · · ξir
)
2
)
(5)
P (τi|ξ) = 1√
2piτ 2
exp
(
− 1
2τ 2
(τi − τ0ξi)2
)
(6)
The first term in Eq.(4) corresponds to the noise of the redun-
dant message channel, and the second term corresponds to the
noise of the original message channel. The random variable
Ji1···ir is i.i.d. according to a normal distribution whose mean
is j0r!Nr−1 ξi1 · · · ξir . and whose variance is 2J
2r!/N r−1. The
random variable τi is i.i.d. according to a normal distribution
whose mean is τ0ξi and whose variance is τ2. Thus, we can
describe the transmission channel characteristics using the pa-
rameters j0, J , τ0, and τ .
Substituting Eqs.(2) and (4) into Eq.(3), we can denote the
posterior probability as:
P (ξ|J , τ ) =
1
Z
exp
(
2j0
J2
∑
i1<···<ir
Ji1···irξi1 · · · ξir +
τ0
τ 2
∑
i=1
τiξi
)
, (7)
Z = Tr{σ} exp
(
2j0
J2
∑
i1<···<ir
Ji1···ir ξi1 · · · ξir +
τ0
τ 2
∑
i=1
τiξi
)
,
(8)
where Z is a partition function.
To distinguish the restored signal from the original one,
which is denoted ξ, we use the notation σ for the restored
units. Moreover, the noise channel characteristics, denoted by
2j0/J
2
, and τ0/τ2 in Eq..(7), are not given on the receiver
side, so the receiver should estimate these terms, which are
called hyper-parameters. We refer to describe these hyper-
parameters as β, and h respectively. The posterior probability
can thus be described as
P (σ|J , τ ) =
1
Z
exp
(
β
∑
i1<···<ir
Ji1···irσi1 · · ·σir + h
∑
i=1
τiσi
)
(9)
Z = Tr{σ} exp
(
β
∑
i1<···<ir
Ji1···irσi1 · · ·σir + h
∑
i=1
τiσi
)
.
(10)
From Eq. (9), it is natural to introduce a Hamiltonian de-
scribed as
βH = −β
∑
i1<···<ir
Ji1···irσi1 · · ·σir − h
∑
i
τiσi. (11)
If we ignore the original message channel –, that is h = 0
–, the Hamiltonian consists of only the r-body interaction
term; i.e., only the redundant message is effective for restora-
tion, which is called the Sourlas code. Sourlas introduced the
Hamiltonian and discussed the macroscopic property of the
error correcting code using statistical analysis [5].
Rujan and Nishimori & Wong have applied the MPM in-
ference to the error-correcting code as the restoration strategy
[6][4], that is adopting the σi which maximizes the marginal
probability:
P (σi|J , τ ) = Tr{σj}j 6=i
exp(−βH)
Tr{σj} exp(−βH)
(12)
In this case, this is equivalent to adopting σi as
σi = sgn (P (σi = +1|J , τ )− P (σi = −1|J , τ ))
= sgn (TrσiσiP (σi|J , τ ))
= sgn
(
Tr{σj}σi exp(−βH)
Tr{σj} exp(−βH)
)
(13)
= sgn〈σi〉β (14)
The term 〈σi〉β in Eq. (14) represents the thermal average of
σi in the Hamiltonian H(in(11)) with the finite temperature
4β. Therefore the MPM inference is called finite-temperature
decoding.
Nishimori and Wong compared the MPM and MAP infer-
ences which used the σ that minimized the Hamiltonian H
in Eq.(11) [6]. They pointed out that the MAP inference is
equivalent to the MPM inference within the limit of the tem-
perature T (= β−1) → 0. They also suggested that the MPM
inference is superior to the MAP inference with regard to the
overlap:
Mo =
[
1
N
∑
ξi sgn〈σi〉β
]
(15)
= Tr{ξ},{J},{τ}Ps(ξ)Pout(J , τ |ξ) ξi sgn〈σi〉β . (16)
In Eq.(15), the bracket [·] , which is called as the configuration
average, denotes the averages over the sets {ξ}, {J}, and {τ}.
Restoration ability measured in terms of overlap is maximized
when the parameters β and h equal, respectively, 2j0/J2 and
τ0/τ
2 [6].
In the MPM inference, each restored unit σi, which is a
stochastic binary unit, is subject to thermal fluctuation since
the decoding is carried out at a finite temperature; this means
each σi = ±1 state has finite probability value. Therefore,
we should calculate the thermal averages for all of the units
when decoding is carried out. In contrast, decoding using
the MAP inference is done at the temperature β−1 = 0, so
there is no thermal fluctuation does not occurred. When the
MPM inference is applied to information processing, the cal-
culation cost of the thermal averaging must be evaluated, and
the averaging process requires a lot of calculation cost[9]. To
avoid this high cost, we have introduced the naive mean field
(NMF) approximation. We previously reported that an image-
restoration model using the MPM inference with stochastic
binary units requires more than 50 times as much computa-
tional time as a model using the NMF approximation [9].
B. Naive Mean Field Approximation
In this study, in an attempt to find the ground state in a
practical way, we introduced the NMF approximation [8][9].
When the NMF approximation is used, each stochastic binary
unit σi is replaced by an analog unit si that can take a con-
tinuous value [−1,+1], and the output of each analog unit
is regarded as 〈σi〉; that is, the thermal average of the corre-
sponding binary unit output σi can take binary states σi = ±1
stochastically.
To replace the stochastic binary units with deterministic
analog units on the receiver side, we introduced a Hamilto-
nian for substituting Eq.(11).
βH = −M
(
β
∑
i1<···<ir
Ji1···ir sˆi1 · · · sˆir + h
∑
i
τisˆi
)
,
(17)
where sˆi denotes an output of an analog unit which takes
a continuous value [−1,+1] in the equilibrium state. M is
a scaling factor described below. To analyze the model de-
scribed by the Hamiltonian Eq.(17), we followed the manner
Binary unit model
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FIG. 2: Analog model for analysis: In the binary model, encoding
unit ξi corresponds to decoding unit σi. In contrast, the analog model
assumes a decoding unit has M units, and the average of these M
units is regarded as the analog unit output.
of Bray et al. [7]. We assumed each ith site consists of M
binary units, and the analog unit output sˆi can be calculated
using the average of M binary units σˆia (see Fig.2).
sˆi =
1
M
M∑
a=1
σˆia (18)
For the limit M → ∞, each output sˆi can take a continuous
value [−1,+1]. When M is a finite value, each sˆi is called a
‘binominal spins’ which can take −1,−1+ 2M , · · · , 1−
2
M , 1
with a binominal distribution. We can thus introduce a ‘spin
weight function’ as
W (sˆi) = Tr δ
(
Msˆi −
M∑
a=1
σˆia
)
=
1
2pij
∫ +j∞
−j∞
dui exp(M(−uisˆi + ln 2 cosh(ui))).
(19)
The partition function Z can be described as
Z =
N∏
i=1
∫ +1
−1
dsˆiW (sˆi) exp(−βH)
= M
∫ +j∞
−j∞
N∏
i=1
(
dui
2pij
)∫ +1
−1
∏
i=1
dsˆi
exp
(
M
(
β
∑
i1<···<ir
Ji1···ir sˆi1 · · · sˆir
+ h
∑
i
τisˆi − uisˆi + ln 2 cosh(ui)
))
(20)
At the limit M →∞, the integrals over {ui} and {sˆi} in Eq.
(20) can be evaluated by the saddle-point method. To derive
the saddle-point equations, we differentiated the exponent of
5Eq.(20) by sˆi and ui, and obtained
0 =
β
(r − 1)!
N∑
i2=1
· · ·
N∑
ir=1
Ji i2···ir sˆi2 · · · sˆir + hτi − ui,
(21)
0 = −sˆi + tanhui. (22)
To derive Eq.(21), we assumed Ji1···ir was symmetric:
Ji1···ir = Ji′1···i′r ,
where the indices group (i′1 · · · i′r) is any permutation group
of (i1 · · · ir) . Moreover, we assumed self-coupled term in
Ji1···ir equals zero:
Ji1···l···l···ir = 0.
Eliminating ui from Eqs.(21) and (22), we obtain
sˆi = tanh
(
β
(r − 1)!
N∑
i2=1
· · ·
N∑
ir=1
Ji i2···ir sˆi2 · · · sˆir + hτi
)
.
(23)
For example, for r = 3, Eq.(23) can be denoted as
sˆi = tanh

β
2
N∑
j=1
N∑
k=1
Jijk sˆj sˆk + hτi

 , (24)
where we assumed Jijk = Jkij = Jjki = Jkji = Jikj =
Jjik , and Jijj = Jjij = Jjji = 0.
We can derive naturally a discrete synchronous updating
rule:
st+1i = tanh

 β
(r − 1)!
∑
i2,··· ,ir
Ji i2···ir sˆ
t
i2 · · · sˆ
t
ir + hτi

 .
(25)
where sti denotes the analog unit output at time t. Eq.(25) does
not include any stochastic calculation, so we refer to Eq.(25)
as the deterministic dynamics. When the model described by
Eq. (25) reached to the equilibrium state s∞i , all units should
satisfy Eq. (23). Therefore, to investigate the equilibrium state
of dynamics (Eq. (25)), we should use the analog Hamiltonian
described by Eq.(17). From the idea of the NMF approxima-
tion, each analog unit state expressed by s∞i in the equilibrium
state will correspond to 〈σi〉, i.e. s∞i can be regarded as the
thermal average of σi. From Eq. (25), this model follows
the deterministic dynamics, so there is no need to calculate
the thermal average of a stochastic unit; the expected calcula-
tion cost is thus lower than that for the stochastic binary units
model.
C. Equilibrium State Analysis
To investigate the macroscopic property, we analyzed the
NMF approximated model that includes the Hamiltonian de-
scribed by Eq. (17) through the “replica method”, which is
a standard statistical-mechanical analysis tool. The MPM in-
ference corresponds to the minimization of the free energy
denoted as T [lnZ]. Here, Z is the partition function:
Z = Tr{σia} exp(−βH), (26)
where H is described as Eq.(17). However, it is impossible
to evaluate [lnZ] in practical, we use replica trick [lnZ] =
limn→0([Z
n]−1)/n. The n replicated partition function [Zn]
can be expressed as:
[Zn] = Tr
(∫ ∏
i1<···<ir
√
Nr−1
J2pir!
dJi1···ir
)(∫ ∏
i=1
1√
2piτ 2
dτi
)
× Ps({ξi})Pout({Ji1···ir}, {τi}|{ξi})Zn, (27)
Zn =
n∏
α=1
exp
(
β
Mr−1
∑
i1<···<ir
Ji1···ir
∑
k1,··· ,kr
σˆαi1k1 · · · σˆαirkr
+ h
∑
i
τi
∑
k
σˆαik
)
, (28)
where operator Tr in the last equation represents the sum over
all states about {σˆαia} and {ξi}. We analyzed this replicated
partition function through the standard replica method. The
replica symmetry solution can be described as
m =
∫
Dz G(z), (29)
q =
∫
Dz G(z)2, (30)
χ =
1(
β2J2rqr−1
2
+ h2τ2
)1/2
∫
Dz zG(z), (31)
where
G(z) = tanh
((
β2J2rqr−1
2
+ h2τ2
)1/2
z
+
β2J2
2
r(r − 1)χqr−2G(z) + βj0rm
r−1 + hτ0
)
(32)
Using these solutions, we could obtain the overlap Mo:
Mo =
[
1
N
N∑
i=1
ξi sgn(sˆi)
]
(33)
=
∫
Dz sgn (G(z)) (34)
If we Assume χ = 0, this analysis agrees with the result ob-
tained using stochastic binary units reported by Nishimori&
Wong [6]. Thus, in our analysis, the difference in the result
that arises from the reaction term β
2J2
2
r(r − 1)χqr−2G(z) in
Eq.(32).
III. RESULT
In this section, we compare the theoretical and simulation
results for the conventional stochastic binary model and the
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FIG. 3: Phase diagram of binary and analog models: The horizontal axis shows S/N ratio j0/J , and the vertical axis shows the decoding
temperature T/J . (a) shows the analysis result for the binary model, and (b) shows the result for the analog model. Region ‘F’ shows the
retrievable area. (c) shows the difference between (a) and (b). Region ‘A’ is where the analog model is superior to the binary model and the
region ‘B’ indicates the opposite.
NMF approximated (deterministic analog) model. We refer
to the decoding using the MPM inference with conventional
stochastic binary units as the ‘binary model’ and to the NMF
approximated model as the ‘analog model’. In subsection
III A, we show the analytical results for each model. In sub-
section III B, we compare the results from these theoretical
analyses with those from computer simulations. To compare
these results, we configured an environment described by sev-
eral parameters having the same value; that is, r = 3, h = 0,
and J = 1. The condition r = 3 means a redundant message
was generated by 3-body ξiξjξk where 1 ≤ i < j < k ≤ N .
We use h = 0, which means the decoding was carried out us-
ing only information J corresponding to the redundant mes-
sage. Thus, τ had no effect in our decoding models. Under
this condition, the original message was generated by uniform
prior probability Eq.(2). The redundant messages were gen-
erated by Eq.(1), and the message corruption process is de-
scribed by Eq.(4).
In the simulation, to decode the original message ξ from
the corrupted signals J using the stochastic binary model, we
used a kind of gradient descent algorithm –, that is Glauber
dynamics, – to find the minimum state of the Hamiltonian H
described in Eq.(11). For decoding using the analog model,
we used the update rule describe in Eq.(25) to find the min-
imum of the free energy of the Hamiltonian H described in
Eq.(17).
A. The ability of NMF Approximation
Fig.3(a) is a phase diagram for the binary model with r = 3.
In the figure, we only show the ‘replica symmetry’ solution; a
more detailed solution has been given by Nishimori & Wong
[6]. The x-axis shows j0/J , which corresponds to the S/N ra-
tio in the communication channel, and the y axis shows T/J ,
which corresponds to the decoding temperature. Region ‘F’,
which represents the ferromagnetic state (m > 0 and q > 0),
in the figure shows the retrievable region.
Fig.3(b) is a phase diagram for the analog model using the
same parameters as for the binary model. Comparing figs.3(b)
and 3(a), we see that the decoding ability of the analog model
looks better than that of the binary model in the high temper-
ature region.
In Fig.3(c), region “A” shows where the analog model is su-
perior to the binary model, while region ‘B’ shows where the
binary model provides better decoding ability than the ana-
log model. The binary model is better when the S/N ratio is
low, while the analog model is more robust with respect to the
decoding temperature T .
B. Comparison with Computer Simulation
The theoretical results described in sec.III A, were realized
in an equilibrium state, so we confirmed the validity of our
theory through the computer simulations. In the simulations,
we assumed a message length as N = 100.
In the binary model simulation, we used asynchronous
Glauber dynamics. First, we randomly selected one site l,
and calculated the transition probability as determined by the
heat-bath method:
W (σt → Fl(σ
t)) =
1
1 + exp(β(H(σt)−H(Fl(σt))))
,
(35)
where the operator Fl(·) flipped σtl to −σtl . The difference of
the Hamiltonian H(σt)−H(Fl(σt)) can be denoted as
H(σt)−H(Flσ
t) = 2σlFl(σ
t) (36)
Fl(σ) =
1
(r − 1)!
∑
i2,···ir
Jli2···irσ
t
i2 · · ·σ
t
ir + hτl (37)
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FIG. 4: Comparison with Computer simulation. The error bars in each figure represent the computer simulation results. The horizontal axis
shows the decoding temperature and the vertical axis shows the absolute value of the overlap Mo. Each error bar range represents the first and
third quartile deviations, and the middle point indicates the median. The dashed line in each figure shows the replica analysis result.
This is equivalent to determining the lth site probability by
P (σt+1l = ±1) =
1
2
±
tanh(βFl(σ
t))
2
. (38)
In this simulation, the initial state σ1 was set to the true mes-
sage ξ, so the simulation result indicated the stability of the
true message in the model.
In the analog model simulation we used the synchronous
update rule describe in Eq..(25). Thus all units were updated
simultaneously. In the analog simulation, we also set the true
message ξ as the initial state s1.
Figs.4(a) and (c) show the binary model simulation results
along with the theoretical analysis results at j0/J = 0.8 and
j0/J = 1.0, respectively. (The horizontal axis shows T/J ,
and the vertical axis shows the absolute value of the overlap
|Mo|.) The computer simulation results are represented by er-
ror bars showing the quartile deviation, and the dashed line
shows the theoretical analysis result. The phase transition oc-
curred at about T/J = 1.0 and T/J = 1.5 in figs.4(a) and (c),
respectively, and the results of the computer simulation agree
with the theoretical analysis results.
Figs.4(b) and (d) shows the analog model simulation re-
sults along with the theoretical analysis results at j0/J = 0.8
and j0/J = 1.0, respectively. The computer simulation re-
sults are again represented by error-bars, and agree with the
replica analysis results. In figs.4(b) and (d), the theoreti-
cal results show that the phase transition occurred at about
T/J = 1.5 and T/J = 1.9, respectively. The computer sim-
ulation agreed with the analysis at such high temperatures.
In the analog model, the critical temperatures, which cause
the phase transition, became higher than those of the binary
model. This indicates that the deterministic analog decoding
model is more robust than the binary decoding model in terms
of decoding ability when the receiver overestimates the de-
coding temperature.
However, at low temperatures in the analog model the sim-
ulation results did not agree with theoretical result (Fig.4(b)).
The simulation initial state is s1 = ξ, and there exist meta-
stable states around the ξ, so the dynamics of st is captured
by this state and the absolute overlap |Mo| stays close to 1.0.
An important feature of the analog model simulation results
shown in figs.4(b) and (d), is that the absolute value of the
overlap |Mo| was exactly 0 at high temperature. In the analog
model, the all units value si exactly converged to 0 for any
messages {ξ}, so we can guess whether the retrieval is failed
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or not at high temperature exceeding the retrievable limit. In
practical, the ability to determine whether decoding will be
finished in failure or success is a desirable feature.
C. Convergence Speed
The main advantage of the NMF approximation is the low
calculation cost of convergence. Here, we discuss the conver-
gence time that should be set in the computer simulation for
each method. To calculate the thermal average in the com-
puter simulation, we implemented
〈σti〉 =
1
T
t∑
τ=tmin
στi , (39)
T = t− tmin + 1, (40)
as the thermal average, where the superscript t means discrete
time and tmin means the beginning of thermal average calcu-
lation. First, we observed the macroscopic quantities mt;
mt =
{
1
N
∑
〈σti〉 (binary model)
1
N
∑
sti (analog model: NMF approximation)
(41)
In this simulation, we set the initial value s1 and σ1 to satisfy
the overlap Mo = 0.8, and tmin = 1. Fig.5 shows the dynam-
ics ofmt. The solid line representsmt of the binary stochastic
model and the dashed line represents that of the analog deter-
ministic model. The convergence times for the two lines seem
to be of the same order.
In the MPM inference, however, we should determine each
unit’s value; that is, the microscopic quantity. Thus, we in-
vestigated the behavior of the thermal average of unit 〈σt1〉 for
the binary model and st1 for the analog model. In the ana-
log model, all units were updated simultaneously because we
adopted synchronous updating. In contrast, we adopt asyn-
chronous updating in the binary model. To compare the con-
vergence time between analog unit and binary unit, we re-
gardedN updates as one Monte Carlo step (1 MCS) for binary
model, where N(= 100) means the number of units in the
simulation. Thus, one MCS update corresponds to one syn-
chronous update in the analog model. Fig. 6(a) shows a typ-
ical result regarding the convergence speed for the S/N ratio
j0/J = 1.0 and temperature T/J = 1.0; we set the beginning
of the thermal average calculation as tmin = 100 MCS. The
horizontal axis shows the calculation time measured by MCS,
and the vertical axis shows the value of σt1 and st1. The solid
line shows typical dynamics of σt0, and the dashed line shows
typical dynamics of st0. In macroscopic points of view, each
model achieved the same overlap |Mo|, but in microscopic
perspective, the deterministic analog model converged about
over 1000 times as quickly as the stochastic binary model.
Fig. 6(b) shows the dynamics at a higher temperature
T/J = 2.2. 〈σt1〉 did not converge to 0; however st1 seemed to
be converging to exactly 0 in the early time steps. Thus, when
using the analog model, we can easily predict within the early
time steps whether the decoding will be finished in failure or
not.
IV. CONCLUSION
In this research, we have investigated an error-correcting
code that uses the MPM inference. Since the MPM inference
requires many trials to calculate the thermal average for each
unit, we tried to replace this operation with a form of deter-
ministic analog dynamics called naive mean field approxima-
tion. We analyzed the decoding ability with the deterministic
analog model through the replica method, and quantitatively
compared it with that of the stochastic binary model suggested
by Nishimori & Wong[6] . We found that the decoding abil-
ity of the deterministic analog model is superior to that of the
stochastic binary mode l at higher temperature area. To con-
firm this result, we carried out a computer simulation for each
model and obtained the results that agreed with our analysis
results.
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