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Работа обобщает игру «нападение-оборона» Ю.Б.Гермейера в части
учета пропускной способности пунктов и основана на его обобщенном
принципе уравнивания, что приводит в случае однородности ресурсов
сторон к выпуклым минимаксным задачам, которые могут быть реше-
ны методом субградиентного спуска. Классическая модель «нападение-
оборона» Ю.Б.Гермейера является модификацией модели О.Гросса. В
работе В.Ф. Огарышева исследована игровая модель, обобщающая мо-
дели Гросса и Гермейера. В работе Д.А. Молодцова изучалась мо-
дель Гросса с непротивоположными интересами сторон, в работах
Т.Н.Данильченко, К.К. Масевич и Б.П.Крутова – динамические рас-
ширения модели. В военных моделях пункты интерпретируются обыч-
но как направления и характеризуют пространственное распределение
ресурсов защиты по ширине. Однако реально имеют место также огра-
ничения по пропускной способности пунктов (направлений). Это приво-
дит в случае однородных ресурсов к минимаксным задачам для опреде-
ления гарантированного результата (НГР) обороны. Получена точная
верхняя оценка для НГР обороны, которая показывает потенциальные
возможности обороны с учетом пропускной способности пунктов (на-
правлений).
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Введение
Работа основана на результатах из [1] и является дальнейшим развитием по-
строений в [2,3]. Классическая модель «нападение-оборона» Ю.Б.Гермейера была
определена и изученная в работе [4]. Она является модификацией модели О.Гросса
[5]. В работе [6] исследована игровая модель, обобщающая модели Гросса и Гер-
мейера. В работе [7] изучалась модель Гросса с непротивоположными интересами
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сторон, в работах [8,9] – гарантированный результат обороны с произвольными
выпуклыми аддитивными функциями выигрыша в условиях целочисленности пе-
ременных, в работах [10,11] – динамические расширения модели. В военных мо-
делях пункты интерпретируются обычно как направления и характеризуют про-
странственное распределение ресурсов защиты по ширине. Однако реально имеет
место также пространственное распределение ресурсов обороны по глубине, ха-
рактеризующейся количеством уровней обороны на данном направлении.
В работе [1] изучалась простейшая модель многоуровневой системы обороны
на заданном направлении. Эта модель представляет собой частный случай зада-
чи дискретного оптимального управления (ОПУ) терминального типа и может
быть решена методом градиентного спуска. Главной проблемой является недиф-
ференцируемость функций в правых частях уравнения движения по совокупности
переменных, что делает некорректным использование классических результатов о
дифференцируемости терминального критерия и построения его градиента на ос-
нове сопряженной системы.
Для решения этой проблемы было предложено использовать процедуру осред-
нения функций в правых частях уравнения движения по схеме [12] с рандомизаци-
ей, основанной на дифференциальных свойствах функции связанного максимума
[13]. По вычислительной сложности полученный метод стохастического градиент-
ного спуска будет эквивалентен методу градиентного спуска, но в отличие от него
корректен.
В работе [2] дополнительно учитываются вероятности воздействия на каждом
уровне обороны, определяемые формулой Эрланга, которая может быть аппрок-
симирована отношением двух нормальных функции распределения. В результате
критерий становится дифференцируемой функцией, что позволяет вернуться к об-
щей минимаксиминной задаче распределения ресурсов защиты по направлениям
и уровням защиты. В работе [3] эти результаты получают дальнейшее развитие в
части учета предварительного подавления средств обороны нападением.
Дальнейшее обобщение модели «нападение-оборона» может состоять в учете
ограничений пропускной способности пунктов (направлений). Это приводит, в
случае однородных ресурсов, к минимаксным задачам для определения гаранти-
рованного результата (НГР) обороны, которые могут быть решены методом суб-
градиентного спуска. Получена точная верхняя оценка для НГР обороны, которая
показывает потенциальные возможности обороны с учетом пропускной способно-
сти пунктов (направлений).
1. Однородная игра «нападение-оборона» с ограничениями на пропуск-
ные способности направлений
Пусть 𝑅𝑖 ≥ 0 – количество средства нападения, которое может уничтожить
одна единица средств обороны на 𝑖-м направлении, 𝑖 = 1, ..., 𝑛. Пусть 𝑈𝑖 ≥ 0 – ко-
личество средств обороны, назначенных на 𝑖-е направление, 𝑖 = 1, ..., 𝑛. Требуется
решить антагонистическую игру с функцией выигрыша нападения, представляю-
щей собой общее количество прорвавшихся средств нападения:
𝑓(𝑋,𝑈) =
𝑛∑︁
𝑖=1
max {0, 𝑋𝑖 −𝑅𝑖𝑈𝑖}. (1)
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Пусть 𝑌 и 𝑉 – количество средств нападения и обороны. Стратегия обороны со-
стоит в распределении своих средств по направлениям в соответствии с вектором
𝑈 = (𝑈1, ..., 𝑈𝑛) ∈ 𝐵(𝑉 ) = {𝑈 |
𝑛∑︁
𝑖=1
𝑈𝑖 = 𝑉,𝑈𝑖 ≥ 0, 𝑖 = 1, ..., 𝑛} . (2)
Пусть 𝑋0𝑖 > 0 – максимальное количество средств нападения, которое может быть
назначено на 𝑖-е направление, 𝑖 = 1, ..., 𝑛, которое мы будем называть далее про-
пускной способностью направления. Стратегия нападения состоит в распределе-
нии своих средств по направлениям в соответствии с вектором:
𝑋 = (𝑋1, ..., 𝑋𝑛) ∈ 𝐴(𝑌 ) = {𝑋|
𝑛∑︁
𝑖=1
𝑋𝑖 ≤ 𝑌, 0 ≤ 𝑋𝑖 ≤ 𝑋0𝑖 , 𝑖 = 1, ..., 𝑛} . (3)
Используя выпуклость функции 𝑓(𝑋,𝑈) по 𝑋,𝑈 , для этой антагонистической иг-
ры можно утверждать (см., теорему 5.4 в [14, стр. 54]), что наилучший гаранти-
рованный результат обороны
𝑣 = min
𝑈∈𝐵(𝑉 )
max
𝑋∈𝐴(𝑌 )
𝑓(𝑋,𝑈) = min
𝑈∈𝐵(𝑉 )
max
𝑋∈𝐴0(𝑌 )
𝑓 (𝑋,𝑈) (4)
будет совпадать со значением 𝑣 игры, и минимаксная стратегия обороны опти-
мальна. Здесь 𝐴0(𝑌 ), - крайние точки множества 𝐴(𝑌 ), которые получаются сле-
дующим образом. Возьмем любую перестановку 𝐽 (𝑗) = (𝑖𝑗1, ..., 𝑖
𝑗
𝑛), 𝑗 = 1, ..., 𝑛!, эле-
ментов множества 𝐼 = {1, 2, ..., 𝑛}. Предположим, что
0 < 𝑌 <
𝑛∑︁
𝑖=1
𝑋0𝑖 . (5)
В противном случае множество 𝐴(𝑌 ) представляет собой параллелепипед
𝐴(𝑌 ) = {𝑋| 0 ≤ 𝑋𝑖 ≤ 𝑋0𝑖 , 𝑖 = 1, ..., 𝑛} ,
и внутренний максимум в (4) достигается в единственной крайней точке
𝑋 = (𝑋01 , ..., 𝑋
0
𝑛).
Предположим, что при этом
𝑚∑︁
𝑘=1
𝑋0𝑖𝑘 ≤ 𝑌 <
𝑚+1∑︁
𝑘=1
𝑋0𝑖𝑘 , (6)
тогда координаты соответствующей крайней точки𝑋(𝑗) множества 𝐴(𝑌 ) задаются
формулой
𝑋𝑗𝑖𝑘 =
⎧⎪⎪⎨⎪⎪⎩
𝑋0𝑖𝑘 , 𝑘 = 1, ...,𝑚,
𝑌 −
𝑚∑︀
𝑘=1
𝑋0𝑖𝑘 , 𝑘 = 𝑚+ 1,
0, 𝑘 = 𝑚+ 2, ..., 𝑛.
(7)
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Замечание 1. Заметим, что некоторые крайние точки (7) совпадают. Например,
если перенумеровать подмножество индексов 𝐽 (𝑗) = {𝑖𝑗1, ..., 𝑖𝑗𝑚}, то получится та
же крайняя точка. Предположим, что перестановки перенумерованы так, что
𝐴0(𝑌 ) = {𝐽 (𝑗) = (𝑖𝑗1, ..., 𝑖𝑗𝑛), 𝑗 = 1, ..., 𝐽 < 2𝑛},
причем точки 𝑋(𝑗), 𝑗 = 1, ..., 𝐽,попарно различны.
Выигрыш нападения в любой крайней точке𝑋(𝑗), 𝑗 = 1, ..., 𝐽,составляет вели-
чину
𝑓(𝑋(𝑗), 𝑈) =
𝑚∑︁
𝑘=1
max(0, 𝑋0𝑖𝑘(1 −
𝑅𝑖𝑘
𝑋0𝑖𝑘
𝑈𝑖𝑘)) + max(0, 𝑌 −
𝑚∑︁
𝑘=1
𝑋0𝑖𝑘 −𝑅𝑖𝑚+1𝑈𝑖𝑚+1). (8)
Рассмотрим стратегию обороны, состоящую в том, что она выравнивает величины
1 −𝑅𝑖𝑈𝑖/𝑋0𝑖 . Для этого нужно положить
𝑈𝑖 =
𝑋0𝑖
𝑅𝑖
· 𝑉𝑛∑︀
𝑖=1
𝑋0𝑖 /𝑅𝑖
, 𝑖 = 1, ..., 𝑛.
При этом выигрыш нападения в любой крайней 𝑋(𝑗) точке составит
𝑓(𝑋(𝑗), 𝑈) =
𝑚∑︀
𝑘=1
max(0, 𝑋0𝑖𝑘(1 −
𝑉
𝑛∑︀
𝑖=1
𝑋0𝑖 /𝑅𝑖
)) + max(0, 𝑌 −
𝑚∑︀
𝑘=1
𝑋0𝑖𝑘 −𝑋
0
𝑖𝑚+1
𝑉
𝑛∑︀
𝑖=1
𝑋0𝑖 /𝑅𝑖
) =
= max(0, 1 − 𝑉𝑛∑︀
𝑖=1
𝑋0𝑖 /𝑅𝑖
)
𝑚∑︀
𝑘=1
𝑋0𝑖𝑘 + (𝑌 −
𝑚∑︀
𝑘=1
𝑋0𝑖𝑘) max(0, 1 −
𝑋0𝑖𝑚+1
(𝑋−
𝑚∑︀
𝑘=1
𝑋0𝑖𝑘
)
𝑉
𝑛∑︀
𝑖=1
𝑋0𝑖 /𝑅𝑖
) ≤
≤ 𝑌 max(0, 1 − 𝑈𝑛∑︀
𝑖=1
𝑋0𝑖 /𝑅𝑖
).
Поскольку правая часть неравенства не зависит от стратегии нападения, то оно
справедливо и для наилучшего гарантированного результата (НГР) защиты, от-
куда следует неравенство
𝑣 ≤ max
⎛⎜⎜⎝0, 𝑌 − 𝑉 𝑋𝑛∑︀
𝑖=1
𝑋0𝑖 /𝑅𝑖
⎞⎟⎟⎠ . (9)
В частности, при 𝑋0𝑖 = 𝑋, что соответствует отсутствию ограничений по пропуск-
ной способности, получим
𝑣 ≤ max
⎛⎜⎜⎝0, 𝑌 − 𝑉𝑛∑︀
𝑖=1
1/𝑅𝑖
⎞⎟⎟⎠ ,
причем правая часть совпадает с левой, что показывает, что получена точная
оценка НГР обороны, совпадающего с ценой игры. Таким образом, справедлива
следующая лемма.
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Лемма 1. НГР обороны удовлетворяет точному неравенству (9).
Замечание 2. В частности, при 𝑅𝑖 = 𝑅,𝑋0𝑖 = 𝑋
0, 𝑘 = 𝑌/𝑋0, получим точную
оценку
𝑣 ≤ max(0, 𝑌 −𝑅𝑘
𝑛
𝑈), (10)
из которой виден физический смысл решения. Потенциал обороны увеличивает-
ся пропорционально минимальному количеству направлений 𝑘, которые нужно
задействовать для прохождения всех сил нападения.
Займемся исследованием этой игры в чистых и смешанных стратегиях, следуя
схеме [14].
2. Исследование односторонне неоднородной игровой модели
2.1 Минимаксная стратегия обороны
Из равенства (4) с учетом принятых обозначений вытекает, что справедлива
следующая лемма.
Лемма 2. НГР обороны, совпадающий с ценой игры, определяется формулой
𝑣 = min
𝑈∈𝐵(𝑉 )
max
𝑗=1,...,𝐽
𝑓
(︁
𝑋(𝑗), 𝑈
)︁
. (11)
2.2 Смешанная стратегия нападения
Рассмотрим смешанную стратегию вида, заданную вероятностной мерой вида:
𝜑0 =
𝐽∑︁
𝑗=1
𝑝0𝑗𝐼𝑋(𝑗) ,
𝐽∑︁
𝑗=1
𝑝0𝑗 = 1, 𝑝
0
𝑗 ≥ 0, 𝑗 = 1, 2, ..., 𝐽,
где 𝐼𝑋(𝑗)– вероятностная мера, сосредоточенная в точке 𝑋
(𝑖). Чтобы стратегия,
отождествляемая с вероятностной мерой 𝜑0 являлась оптимальной, достаточно
проверить неравенство 𝑓(𝜑0, 𝑈) =
∑︀𝐽
𝑗=1 𝑝
0
𝑗𝑓(𝑋
(𝑗), 𝑈) ≥ 𝑣 = 𝑣 для любого 𝑈 ∈ 𝐵,
поскольку второе неравенство, определяющее седловую точку, вытекает из того,
что оптимальной является минимаксная стратегия 𝑈*:
𝑓(𝑋,𝑈*) ≤ max
𝑋∈𝐴0
𝑓(𝑋,𝑈*) = min
𝑈∈𝐵
max
𝑋∈𝐴0
𝐹 (𝑋,𝑈) = 𝑣 = 𝑣.
Лемма 3. Для того чтобы стратегия 𝜑0 была оптимальной смешанной стра-
тегией нападения достаточно, чтобы
𝑝0 ∈ 𝐴𝑟𝑔 max
𝑝∈Λ𝐽
min
𝑈∈𝐵(𝑉 )
𝐽∑︀
𝑗=1
𝑝𝑖𝑓
(︀
𝑋(𝑗), 𝑈
)︀
;
Λ𝐽 =
{︃
𝑝 = (𝑝1, ..., 𝑝𝐽) ∈ 𝐸𝑛
⃒⃒⃒⃒
⃒ 𝐽∑︀𝑗=1 𝑝𝑗 ≤ 1, 𝑝𝑗 ≥ 0
}︃
.
(12)
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Доказательство. Справедлива цепочка равенств и неравенств:
𝑓(𝜑0, 𝑈) =

𝐴0
𝑓(𝑋,𝑈)𝑑𝜑0(𝑥) =
𝐽∑︁
𝑗=1
𝑝0𝑗𝑓(𝑋
(𝑗), 𝑈).
Поскольку билинейная функция𝑊 (𝑝, 𝑈) =
𝐽∑︀
𝑗=1
𝑝𝑖𝑓
(︀
𝑋(𝑗), 𝑈
)︀
под знаком минимума
имеет седловую точку, то справедлива цепочка равенств и неравенств:
𝑊 (𝑝0, 𝑈) ≥ min
𝑈∈𝐵(𝑉 )
𝑊 (𝑝0, 𝑈) = max
𝑝∈Λ𝐽
min
𝑈∈𝐵(𝑉 )
𝑊 (𝑝, 𝑈) =
= min
𝑈∈𝐵(𝑉 )
max
𝑝∈Λ𝐽
𝑊 (𝑝, 𝑈) = min
𝑈∈𝐵(𝑉 )
max
𝑗=1,2,...,𝐽
𝑓
(︀
𝑋(𝑗), 𝑈
)︀
= 𝑣,
любого 𝑈 ∈ 𝐵(𝑉 ), откуда и следует оптимальность 𝜑0.
Лемма доказана.
3. Численные методы решения задачи определения оптимальных стра-
тегий сторон
Вернемся теперь к задаче (11). Для построения численного метода решения за-
дачи (11) нам потребуются субдифференциальные свойства функций 𝑓
(︀
𝑋(𝑗), 𝑈
)︀
,
определенных равенствами (8):
𝑓(𝑋(𝑗), 𝑈) =
𝑚∑︁
𝑘=1
max(0, 𝑋0𝑖𝑘 −𝑅𝑖𝑘𝑈𝑖𝑘)) + max(0, 𝑌 −
𝑚∑︁
𝑘=1
𝑋0𝑖𝑘 −𝑅𝑖𝑚+1𝑈𝑖𝑚+1).
Лемма 4. Субдифференциал 𝜕𝑈𝐶𝑖(𝑋𝑖, 𝑈𝑖) выпуклой функции 𝐶𝑖(𝑋𝑖, 𝑈𝑖) =
max(0, 𝑋𝑖 −𝑅𝑖𝑈𝑖) дается формулой
𝜕𝑈𝐶𝑖(𝑋𝑖, 𝑈𝑖) =
⎧⎨⎩ 0̄, 𝑋𝑖 −𝑅𝑖𝑈𝑖 < 0,𝑐𝑜𝑛𝑣 {0̄ ∪ −𝑅𝑖𝑒𝑖} , 𝑋𝑖 −𝑅𝑖𝑈𝑖 = 0,−𝑅𝑖𝑒𝑖, 𝑋𝑖 −𝑅𝑖𝑈𝑖 > 0, (13)
где 0̄ = (0, ..., 0)
′ ∈ 𝐸𝑛, 𝑒𝑖 = (0, .., 0, 1𝑖, 0, ...0)′ ∈ 𝐸𝑛 (единица на 𝑖-м месте), штрих
– знак транспонирования.
Доказательство следует из формулы для субдифференциала функции макси-
мума из [15].
Имея субдифференциалы 𝜕𝑈𝐶𝑖(𝑋𝑖, 𝑈𝑖), получим субдифференциал
𝜕𝑈𝑓(𝑋
(𝑗), 𝑈) из формулы для субдифференциала функции суммы из [19]
𝜕𝑈𝑓(𝑋
(𝑗), 𝑈) =
𝑚∑︁
𝑘=1
𝜕𝑈𝐶𝑖𝑘(𝑋
0
𝑖𝑘
, 𝑈𝑖𝑘) + 𝜕𝑈𝐶𝑖𝑚+1(𝑌 −
𝑚∑︁
𝑘=1
𝑋0𝑖𝑘 , 𝑈𝑖𝑚+1).
Введем функцию внутреннего максимума в (11):
𝐹 (𝑈) = 𝐹 (𝑗)(𝑈) = max
𝑗=1,...,𝐽
𝑓
(︁
𝑋(𝑗), 𝑈
)︁
.
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Лемма 5. Субдифференциал 𝜕𝐹 (𝑈) выпуклой функции 𝐹 (𝑈) определяется по
формуле
𝜕𝐹 (𝑈) = 𝑐𝑜𝑛𝑣
{︁
𝑔𝑗 ∈ 𝜕𝑈𝑓
(︁
𝑋(𝑗), 𝑈
)︁
, 𝑗 ∈ 𝐽(𝑈)
}︁
, (14)
где
𝐽(𝑈) = 𝐴𝑟𝑔 max
𝑗=1,...,𝐽
𝑓
(︁
𝑋(𝑗), 𝑈
)︁
.
Это следует из формулы для субдифференциала функции максимума в [15].
Полученная формула позволяет решить минимаксную задачу (11) определения
минимаксной стратегии обороны методом субградиентного спуска. Введем функ-
цию в ограничении 𝑈 ∈ B(𝑉 ):
𝐺(𝑈) = −𝑉 +
𝑛∑︁
𝑖=1
𝑈𝑖.
Функция 𝐺(𝑉 ) будет линейной, и ее градиент ∇𝐺(𝑈) = (1, ..., 1) ∈ 𝐸𝑛. Для ре-
шения задачи выпуклого программирования (11) можно теперь воспользовать-
ся комбинированным методом субградиентного спуска и проекции субградиентов
(см.[16], с.259) с программным шагом:
𝑈𝑖(𝑠+ 1) =
{︂
𝑃 (𝑈𝑖(𝑠) − ℎ𝑠𝜈𝑠𝑘), 𝐺(𝑈(𝑠)) ≤ 0;
𝑃 (𝑈𝑖(𝑠) − ℎ𝑠);𝐺(𝑉 (𝑠)) > 0;
𝑖 = 1, ..., 𝑛, 𝑠 = 1, 2, ...
(15)
где 𝑠−номер шага; ℎ𝑠 = 𝐷𝑠−𝛼 – программный шаг метода, 0 < 𝛼 ≤ 1 – параметр,
например 𝛼 = 1; 𝐷 – характерный размер множества B(𝑊 ) допустимых решений
задачи, например оценка диаметра 𝐷 =
√
𝑛𝑉 ; 𝜈𝑠 ∈ 𝜕𝐹 (𝑈(𝑠)) – любое,
𝑃 (𝑈𝑖) =
⎧⎨⎩ 0, 𝑈𝑖 ≤ 0,𝑈𝑖, 0 < 𝑈𝑖 ≤ 𝑉,
𝑉, 𝑈𝑖 > 𝑉,
– оператор проектирования на отрезок [0, 𝑉 ].
Очевидно, что множество B(𝑊 ) допустимых решений задачи выпуклого про-
граммирования (11) имеет внутренние точки, тогда в силу теоремы 7 в работе
([16], с.259), справедлива следующая теорема сходимости.
Теорема 1. Все предельные точки последовательности 𝑈(𝑠) в методе (15) яв-
ляются решениями задачи (11).
Замечание 3. Метод (15) выдерживает случай, когда ограничения защиты (2)
задаются также как нападения (3), т.е. содержат ограничения на компоненты.
Правда при этом оценка (9), вообще говоря, уже не имеет места.
4. Смешанная стратегия нападения
Аналогично предыдущему пункту, можно сконструировать субградиентный
метод и для нахождения оптимальной смешанной стратегии нападения в резуль-
тате решения задачи (14). Введем функцию внутреннего минимума в (14):
𝑀(𝑝) = min
𝑈∈𝐵(𝑉 )
𝐽∑︁
𝑗=1
𝑝𝑖𝑓
(︁
𝑋(𝑗), 𝑈
)︁
. (16)
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Функция минимума 𝑀(𝑝) с распадающимися переменными будет вогнутой и ее
субдифференциал 𝜕𝑀(𝑝) получается с использованием формулы для субдиффе-
ренциала функции максимума из. [15]:
𝜕𝑀(𝑝) = 𝑐𝑜𝑛𝑣
{︁
(𝑓
(︁
𝑋(𝑗), 𝑈
)︁
, 𝑗 = 1, ..., 𝐽)′, 𝑈 ∈ ?̃?(𝑉, 𝑝)
}︁
, (17)
где
?̃?(𝑉, 𝑝) = min
𝑈∈𝐵(𝑉 )
𝐽∑︁
𝑗=1
𝑝𝑖𝑓
(︁
𝑋(𝑗), 𝑈
)︁
, (18)
что позволяет решить максиминную задачу (12) определения 𝑝0 методом субгра-
диентного спуска. Введем агрегированную функцию в ограничении 𝑝 ∈ Λ𝐽 :
𝐷(𝑝) = −1 +
𝐽∑︁
𝑗=1
𝑝𝑗 .
Имея субградиенты функции внутреннего максимума (17) для решения задачи
выпуклого программирования (12), можно теперь воспользоваться комбинирован-
ным методом субградиентного спуска и проекции субградиентов (см.[16], с.259) с
программным шагом:
𝑝𝑗(𝑠+ 1) =
{︂
𝑃 (𝑝𝑗(𝑠) − ℎ𝑠𝜈𝑠𝑖), 𝐷(𝑝(𝑠)) ≤ 0;
𝑃 (𝑝𝑗(𝑠) − ℎ𝑠);𝐷(𝑉 (𝑠)) > 0;
𝑗 = 1, ..., 𝐽, 𝑠 = 1, 2, ...
(19)
где 𝑠 – номер шага; ℎ𝑠 = 𝐾𝑠−𝛼 – программный шаг метода, 0 < 𝛼 ≤ 1 – параметр,
например 𝛼 = 1; 𝐾 – характерный размер множества Λ𝐽 допустимых решений
задачи, например оценка диаметра
√
𝐽 ; 𝜈𝑠 ∈ 𝜕𝑀(𝑝(𝑠)) – любой субградиент,
𝑃 (𝑝𝑗) =
⎧⎨⎩ 0, 𝑝𝑖 ≤ 0,𝑝𝑗 , 0 < 𝑝𝑗 ≤ 1,
1, 𝑝𝑗 > 1,
– оператор проектирования на отрезок [0, 1].
Очевидно, что множество Λ𝐽 допустимых решений задачи выпуклого програм-
мирования (12) имеет внутренние точки, тогда в силу теоремы 7 в работе ([16],
с.259) справедлива следующая теорема сходимости.
Теорема 2. Все предельные точки последовательности 𝑝(𝑠) в методе (19) явля-
ются решениями задачи (12).
Замечание 4. Для определения любого решения 𝑉 (𝑠) ∈ ?̃?(𝑝(𝑠)) в выпуклой за-
даче минимизации (16) на каждом шаге также можно воспользоваться методом
субградиентного спуска.
Введем внутреннюю функцию в задаче (16)
𝑁(𝑝, 𝑈) =
𝐽∑︁
𝑗=1
𝑝𝑖𝑓
(︁
𝑋(𝑗), 𝑈
)︁
.
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Имея субдифференциал 𝜕𝑈𝑓
(︀
𝑋(𝑗), 𝑈
)︀
выпуклой функции 𝑓
(︀
𝑋(𝑗), 𝑈
)︀
, можно вы-
числить субдифференциал 𝜕𝑉𝑁(𝑝, 𝑈) с использованием формулы для субдиффе-
ренциала суммы из [15]:
𝜕𝑈𝑁(𝑝, 𝑈) =
𝐽∑︁
𝑗=1
𝑝𝑖𝜕𝑈𝑓
(︁
𝑋(𝑗), 𝑈
)︁
, (20)
что позволяет решить задачу нахождения любого решения 𝑈 ∈ ?̃?(𝑝) в выпуклой
задаче минимизации (16) методом субградиентного спуска.
Воспользуемся ранее введенной агрегированной функцией 𝐺(𝑉 ) в ограничении
𝑈 ∈ B(𝑉 ). Имея градиент ∇𝐺(𝑈) = (1, ..., 1) ∈ 𝐸𝑛 функции 𝐺(𝑉 ) для решения
задачи определения любого решения 𝑈 ∈ ?̃?(𝑝) в выпуклой задаче минимизации
(16), можно теперь воспользоваться комбинированным методом субградиентного
спуска и проекции субградиентов (см.[16], с.259) с программным шагом:
𝑈𝑘(𝑠+ 1) =
{︂
𝑃 (𝑈𝑘(𝑠) − ℎ𝑠𝜈𝑠𝑘), 𝐺(𝑉 (𝑠)) ≤ 0;
𝑃 (𝑈𝑘(𝑠) − ℎ𝑠);𝐺(𝑉 (𝑠)) > 0;
𝑘 = 1, ..., 𝑛, 𝑠 = 1, 2, ...
(21)
где 𝑠 – номер шага; ℎ𝑠 = 𝐷𝑠−𝛼 – программный шаг метода, 0 < 𝛼 < 1 – параметр,
например 𝛼 = 1/2;𝐷 – характерный размер множества B(𝑊 ) допустимых решений
задачи, например оценка диаметра
√
𝑛𝑉 ; 𝜈𝑠 ∈ 𝜕𝑁(𝑝, 𝑈(𝑠)) – любые субградиенты,
𝑃 (.) – оператор проектирования на отрезок [0, 𝑉 ].
Тогда в силу теоремы 7 в работе ([16], с.259) все предельные точки последова-
тельности 𝑉 (𝑠) в методе (21) принадлежат множеству (18).
Заключение
В настоящей работе поставлена и исследована игра Гермейера «нападение-
оборона» с ограничениями на пропускную способность пунктов (направлений).
Такие игры возникают при аппроксимации непрерывных игр. Ограничения по про-
пускной способности в непрерывных играх возникают, чтобы избежать вырожден-
ных решений типа функции. Для таких ограничений получена точная оценка зна-
чения игры. Предложены численные методы для нахождения оптимальных стра-
тегий сторон соответственно в смешанных и чистых стратегиях. Все результаты
работы строго обоснованы математически и могут быть использованы в прило-
жениях игры «нападение-оборона» в моделях вооруженных конфликтов на этапе
выработки замысла лицом ответственным за принятие решений.
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The work generalizes the Germeier’s ”attack-defense” game in terms of
accounting for the intake capacity of points and is based on his generalized
equalization principle, which leads to convex minimax problems that can
be solved by subgradient descent in the case of homogeneity of the parties’
resources. The classical Germeier’s ”attack-defense” model is a modification
of the Gross’ model. The game model that generalizes Gross’ model and
Germeier’s model was studied by Ogaryshev. Molodtsov studied the Gross’s
model with nonantagonistic interests of the parties; Danilchenko, Masevich
and Krutova studied the dynamic extensions of the model. In the military
models the points are usually interpreted as directions and characterize the
spatial distribution of defense resources by width. However, there are also
actual restrictions on the intake capacity of points. This leads, in the case
of homogeneous resources, to minimax problems for determining the best
guaranteed defense result (BGDR). An accurate upper estimate for the best
guaranteed defense result was obtained, which shows the potential defense
capabilities taking into account the intake capacity of points.
Keywords: Gross’ model, Germeier’s model, generalized equalization prin-
ciple, restrictions on the intake capacity of points, best guaranteed defense
result, minimax defense strategy, mixed attack strategy.
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