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Introduccio´n
En este proyecto se busca disen˜ar una metodologı´a para la evaluacio´n de las difer-
entes te´cnicas de renderizado 3D a partir de ima´genes bidimensionales, se realizara´ una
revisio´n del estado del arte con el fin de determinar las herramientas computacionales
que permiten desarrollar estas te´cnicas. Despue´s de identificadas las herramientas ma´s
utilizadas actualmente, se desarrollara un marco experimental que permita la evaluacio´n
de las te´cnicas de renderizado bajo unos mismos criterios. Los criterios que se utilizara´n
para la escogencia de las te´cnicas son: La complejidad computacional y la precisio´n en
la representacio´n.
La principal motivacio´n para el desarrollo de este proyecto es que no existe una te´cnica
u´nica para generar ima´genes tridimensionales en un sistema de visualizacio´n medica,
puesto que cada te´cnica depende de la aplicacio´n, lo que nos lleva a buscar como generar
una serie de criterios que permitan la escogencia de las te´cnicas.
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Objetivos
General
Disen˜o de una metodologı´a para la evaluacio´n entre te´cnicas de renderizado 3D en
un sistema .
Especı´ficos
Identificar las diferentes te´cnicas, para implementar el renderizado 3D que se
esta´ utilizando.
Estudio de las herramientas actu´ales para la implementacio´n del renderizado
(librerı´as de computador).
Disen˜o e implementacio´n de las me´tricas para la evaluacio´n de costo computa-
cional y la precisio´n.
Implementacio´n del software para la evaluacio´n de las te´cnicas.
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Capı´tulo 1
Marco teo´rico y estado del arte
1.1. DICOM
DICOM (Digital Imaging and Comunications in Medicine) es un esta´ndar propuesto
y administrado por la National Electrical Manufacturers Association (NEMA). El
propo´sito principal del esta´ndar es garantizar la igualdad de condiciones desde el
momento de la adquisicio´n de un estudio imagenolo´gico hasta el momento de ser
desplegado en pantalla o impreso en papel radiogra´fico, despue´s de un posible proce-
samiento de las ima´genes.
Los archivos Dicom surgen con la idea de dar mayor flexibilidad a los sistemas de
almacenamiento de ima´genes y ademas facilitar la creacio´n y consulta a sistemas de
diagno´stico.
Estructura de un Archivo DICOM
Un archivo DICOM contiene informacio´n de la ima´gen, tambien contiene la
informacio´n del contexto en el que se ha tomado la imagen. En el contexto de las
imagenes DICOM podemos encontrarnos con datos del paciente (nombre, apellidos,
edad,), tambien con datos del doctor, del centro me´dico donde se realiza la prueba, de la
prueba me´dica a la que corresponde la imagen, de la ma´quina que ha realizado la toma
(para´metros de configuracio´n de la ma´quina como por ejemplo la posicio´n del paciente
en cada toma), de las ima´genes tomadas(nu´mero de tomas realizadas, separacio´n entre
cada imagen, dimensio´n de las ima´genes).[1]
Los archivo DICOM suelen ser reconocidos por su extensio´n *.dcm,tambien hay otras
maneras de diferenciarlo y es por medio del HEADER o cabecera que consta de 128
bytes de archivos de prea´mbulo y 4 bytes de prefijo ”DICM”. El prea´mbulo puede estar
en blanco o contener informacio´n sobre la aplicacio´n principal con la que debe ser
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ejecutado.
DICOM tiene una estructura organizada por etiquetas (tags) donde cada una
representa un dato dististinto. Los tags esta´n formados por dos identificadores, que son
el grupo y el elemento por ejemplo (0028, 0010). El identificador de grupo nos indica
a que´ grupo pertenece el dato que para este caso seria el 0028 que corresponde con el
grupo de datos relacionados con las caracterı´sticas de la imagen y el identificador de
elemento que para este caso es el 0010 indica que´ elemento dentro del grupo al que
representa corresponde con ‘Rows’, que nos indica el nu´mero de filas que contiene la
imagen.[1]
Cada dato que compone un archivo es almacenado en una estructura llamada Data
Set (conjunto de datos) donde cada dato almacenado esta´ definido por el tag, el tipo de
dato y la longitud del dato.
El conjunto formado por el tag, el tipo de dato, la longitud y el dato en si es llamado
Data Element. Dependiendo del tipo de archivo DICOM y del dato almacenado la
estructura del Data Element podra´ variar
Tipos de visores DICOM
Existen varios tipos de visores DICOM entre ellos:
Osirix.
Biomedical Image suite.
Osirix
OsiriX es un programa de co´digo abierto escrito por Antoine Rosset, M.D., que
transforma un Apple Macintosh en una estacio´n de trabajo PACS DICOM para procesar
y visualizar ima´genes me´dicas.
OsiriX es un programa de manejo de imagen dedicado a ima´genes DICOM (”.dcm/
extensio´n ”.DCM”) creadas por equipos me´dicos (MRI, CT, PET, PET-CT, ...) y
microscopio confocal (formatos LSM y BioRAD-PIC). Puede leer igualmente varios
formatos de archivos : TIFF (8,16, 32 bits), JPEG, PDF, AVI, MPEG y Quicktime. Es
totalmente compatible con el esta´ndar DICOM para comunicacio´n y archivo de imagen.
OsiriX es capaz de recibir ima´genes transferidas mediante el protocolo de comunicacio´n
DICOM desde cualquier PACS o modalidad de imagen me´dica (STORE SCP - Service
Class Provider, STORE SCU - Service Class User, y Query/Retrieve).
1.1. DICOM 7
Figura 1.1: entorno del visor OsiriX, fuente Osirix Viewer
OsiriX fue disen˜ado especificamente para la navegacio´n y visualizacio´n de ima´genes
multimodalidad y multidimensionales: Visualizador 2D, Visualizador 3D, Visualizador
4D (series 3D con dimensio´n temporal, por ejemplo: Cardiac-CT) y Visualizador 5D
(series 3D con dimensiones temporal y funcional, por ejemplo: Cardio-PET-CT). El
visualizador 3D permite todos los modos modernos de renderizacio´n: Reconstruccio´n
multiplanar (MPR), Renderizacio´n de Superficie, Renderizacio´n de Volumen y Proyec-
cio´n de Intensidad Ma´xima (MIP). Todos estos modos aceptan datos 4D y pueden
producir una fusio´n de ima´genes entre dos series diferentes (por ejemplo: PET-CT).
Osirix es a su vez una estacio´n PACS DICOM de visualizacio´n y renderizacio´n de
imagen me´dica para bu´squeda cientı´fica me´dica (radiologı´a y imaginologı´a nuclear),
imagenologı´a funcional, imagenologı´a 3D, microscopio confocal y imagenologı´a
molecular.
Biomedical image suite
Tiene capacidades neuro/cardiacas, como para el ana´lisis de ima´genes abdominales.
Muchos paquetes esta´n disponibles que es sumamente extensible, y proporciona la
funcionalidad para la visualizacio´n de imagen y el registro, edicio´n de superficie,
visualizacio´n cardiaca 4D, el procesamiento de ima´genes de tensor de difusio´n, y
mucho ma´s. Puede ser integrado con otro software de procesamiento de ima´genes
biome´dico, como FSL Y SPM. Esta´ disponible para windows, macOx y linuX.
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Figura 1.2: entorno de Biomedical Image Suite fuente: http://www.bioimagesuite.org/
Funcionalidad BioImage Suite
BioImage Suite cuenta con instalaciones para:[2]
Pre-procesamiento : Maneja la imagen esta´ndar. Adema´s, corrige los cortes de
campo, que incluye una reimplementacio´n del me´todo de correccio´n del corte
a´mbito de Styner, que incorpora ajustes de histogramas automatizado para la
determinacio´n del nu´mero adecuado de clases y limitaciones espaciales.
Voxel Clasificacio´n: Me´todo para la clasificacio´n voxel, esta´ disponible mediante
simple histograma, un solo canal MRF y los me´todos de ajuste exponencial.[2]
Segmentacion de superficies deformables: BioImage Suite tiene una fuerte
y u´nica herramienta interactiva deformable que es el editor de superficie que
permite la segmentacio´n de diferentes estructuras anato´micas. [2]
Inscripcio´n: BioImage Suite incluye una reimplementacio´n de los trabajos de
Studholme et al. Estos me´todos se han utilizado con e´xito para alinear serie de
datos RM, ası´ como datos multimodales (por ejemplo, CT / PET / SPECT para
RM). Tambie´n incluye un complemento completo de los me´todos de registro.[2]
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Difusio´n RM de Ana´lisis de Ima´genes: BioImage Suite incluye me´todos para el
ca´lculo y visualizacio´n de medidas ba´sicas de voxel de ima´genes. [2]
1.2. VTK
Introduccio´n
The Visualization Toolkit (VTK) es un conjunto de librerı´as de co´digo libre
basadas en la programacio´n orientada a objetos. Esta´n destinadas a la visualizacio´n y el
procesamiento de ima´genes, ası´ como a la creacio´n de objetos gra´ficos en 2D y 3D.
VTK esta constituido por dos subsistemas, una librerı´a de clases compilada en
C++ y varios ”interpretes”que permiten la manipulacio´n de estas clases compiladas
en lenguajes Java, Tcl/Tk y Python. Por lo tanto las aplicaciones de VTK pueden ser
escritas directamente en cualquiera de estos lenguajes.
Este software es un sistema de visualizacio´n que no so´lo nos permite visualizar
geometrı´a, sino que adema´s soporta una amplia variedad de algoritmos de visualizacio´n.
Debido a su buen funcionamiento, se hacen necesarios amplios recursos de memoria
en el computador para poder aprovechar en su totalidad sus funcionalidades.[3]
Funcionamiento en C++ de VTK
CMake
Para poder ejecutar un co´digo fuente escrito en C++ con VTK es necesario el uso
de la aplicacio´n CMake.
El CMake es una herramienta multiplataforma de co´digo libre empleada para
configurar y dirigir el proceso de construccio´n de aplicaciones. Ficheros independientes
llamados CMakeLists.txt se usan para describir el proceso de construccio´n y establecer
las dependencias. Cuando ejecutamos CMake, se generan los ficheros necesarios,
dependiendo del compilador y sistema operativo que estemos utilizando. Esto sirve para
compilar VTK fa´cilmente, y trabajar con herramientas propias de la plataforma en la
que estemos trabajando.[3]
CMake es un sistema extensible, de co´digo abierto que gestiona el proceso de
construccio´n de un sistema operativo y de manera independiente por el compilador. A
diferencia de muchos sistemas multi-plataforma, CMake esta´ disen˜ado para ser usado
en conjunto con la construccio´n del ambiente nativo.La configuracio´n de los archivos
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colocados en cada directorio de origen (llamado CMakeLists.txt archivos) se utilizan
para generar los ficheros de construccio´n esta´ndar (p.ej., makefiles en Unix y proyectos /
a´reas de trabajo en Windows MSVC) que se utilizan en la forma habitual. CMake puede
compilar el co´digo fuente, crear bibliotecas, generar contenedores y crear ejecutables
en combinaciones arbitrarias. Una caracterı´stica distintiva de CMake es que genera un
archivo de cache´ que esta´ disen˜ado para ser utilizado con un editor gra´fico. Por ejemplo,
cuando se ejecuta CMake, localiza los archivos de inclusio´n, bibliotecas y archivos
ejecutables, y puede crear directorios de encuentro opcional.Esta informacio´n se recoge
en la memoria cache´, que podra´n ser modificadas por el usuario antes de la generacio´n
de los ficheros de construccio´n de origen.[4]
CMake esta´ disen˜ado para soportar complejas jerarquı´as de directorios y aplica-
ciones que dependen de varias bibliotecas.Por ejemplo, CMake consistente en kits de
herramientas mu´ltiples (es decir, las bibliotecas), donde cada conjunto de herramientas
puede contener varios directorios, y la aplicacio´n depende de los conjuntos de her-
ramientas ma´s el co´digo adicional. CMake tambie´n puede manejar situaciones en las
que los ejecutables deben ser construidos con el fin de generar co´digo que se compilan
y enlazan con una aplicacio´n final. [4]
Arquitectura de VTK
The Visualization Toolkit es un sistema orientado a objetos. La clave para utilizar
VTK eficientemente es tener un buen conocimiento de los modelos de objetos funda-
mentales.[3]
VTK esta´ constituido por dos modelos de objetos: Graphics Model y Visualization
Model.
Graphics model
Los objetos principales que componen el graphics model son los siguientes:
vtkActor, vtkActor2D, vtkVolume ( subclases de vtkProp y vtkProp3D)
vtkLight
vtkCamera
vtkProperty, vtkProperty2D
vtkMapper, vtkMapper2D (subclases de vtkAbstractMapper)
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vtkTransform
vtkLookupTable, vtkColorTransferFunction (subclases de vtkScalarsToColors).
vtkRenderer
vtkRenderWindow
vtkRenderWindowInteractor
Al combinar estos objetos creamos una escena.
Los props representan las cosas que vemos en escena, los que son utilizados en
3D son del tipo vtkProp3D y los representados en 2D son del tipo vtkActor2D. Los
props no representan directamente su geometrı´a, sino que e´sta es referida a mappers,
los cuales son responsables de la representacio´n de datos (entre otras cosas), los props
tambie´n se refieren a una propiedad del objeto. [3]
La propiedad del objeto controla la apariencia del prop (color, efecto de luces,
representacio´n de la renderizacio´n, etc).
Los actores y volu´menes tienen un objeto de transformacio´n interna (vtkTransform).
Este objeto encapsula una matriz de transformacio´n 4x4 que controla la posicio´n,
orientacio´n y escala del prop.
Las luces (vtkLight) se usan para representar y manipular la iluminacio´n de la
escena. Solo se emplean en 3D.
La ca´mara (vtkCamera) controla co´mo la geometrı´a 3D es proyectada en imagen 2D
durante el proceso de renderizacio´n. Tiene varios me´todos para posicionar y orientar.
Adema´s controla la perspectiva de la proyeccio´n y la visio´n este´reo. Esto no es necesario
en 2D.
El mapper (vtkMapper) junto con el lookup table (vtkLookupTable) son usados
para transformar y renderizar geometrı´a. El mapper proporciona la interfaz entre
el pipeline de visualizacio´n y el graphics model. VtkLookupTable es una subclase
de vtkScalarsToColors, tambie´n lo es vtkColorTransferFunction, la cual se usa para
renderizar volu´menes. Las subclases de vtkScalarsToColors son responsables de mapear
los valores de los datos a color.
Los renderers (vtkRenderer) y las render windows (vtkRenderWindow) se usan
para dirigir la interfaz entre la ma´quina gra´fica y el sistema de ventanas del ordenador.
La render window es la ventana del ordenador donde el renderer crea el objeto. Varios
renderers pueden actuar sobre una misma ventana de renderizacio´n. Adema´s se pueden
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crear mu´ltiples render windows.[3]
Una vez creados los objetos en la ventana de renderizacio´n, existen varios me´todos
en VTK para interactuar con los datos de la escena. Uno de ellos es el objeto vtkRen-
derWindowInteractor, que es una herramienta simple para manipular la ca´mara, mover
objetos, etc.
Muchos de estos objetos tienen subclases que especializan el comportamiento del
objeto.[3]
Visualization model
La funcio´n del pipeline gra´fico consiste en transformar datos gra´ficos en ima´genes,
y la del pipeline de visualizacio´n en crear esos datos gra´ficos a partir de la informacio´n
necesaria; es decir, el pipeline de visualizacio´n es el encargado de construir la repre-
sentacio´n geome´trica que sera´ renderizada por el pipeline gra´fico. VTK emplea dos
tipos ba´sicos de objetos en esta tarea:
vtkDataObject
vtkProcessObject
Los data objects representan datos de varios tipos. La clase vtkDataObject puede
interpretarse como un conjunto gene´rico de datos. A los datos que tienen una estructura
formal se les llama dataset (de la clase vtkDataSet).[3]
Los process objects, tambie´n llamados filtros, operan en los data objects para
generar nuevos data objects. Representan los algoritmos del sistema. Process y data
objects se conectan para formar los pipelines de visualizacio´n.[3]
Existen varios tipos importantes de process objects:
Los fuentes son objetos que generan datos leyendo (reader objects) o construyendo
uno o ma´s data objects (procedural source objects).[3]
Los filtros pueden tener varios data objects en la entrada, y generar uno o ma´s data
objects en la salida.[3]
Los mappers transforman los data objects en datos gra´ficos, los cuales son render-
izados por la ma´quina gra´fica.[3]
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Es necesario llevar a cabo varios pasos para la construccio´n del pipeline de visual-
izacio´n:
Primero, la topologı´a se construye usando variaciones de los me´todos que asignan a
la entrada de un filtro la salida de otro filtro.[3]
Segundo, debemos tener mecanismos para controlar la ejecucio´n del pipeline.
Solo necesitaremos ejecutar las partes del pipeline necesarias para actualizar la salida.[3]
Tercero, el ensamblaje del pipeline requiere que so´lo aquellos objetos compatibles
entre sı´ puedan enlazarse con los me´todos SetInput() y GetOutput().[3]
Finalmente, debemos decidir si conservar o no los data objects una vez que el
pipeline es ejecutado. Los dataset de visualizacio´n suelen ser bastante grandes, lo
que es necesario tener en cuenta para la aplicacio´n con e´xito de las herramientas de
visualizacio´n.[3]
Procesamiento de la imagen
VTK tiene un extenso nu´mero de me´todos para el procesamiento de ima´genes
y renderizacio´n de volu´menes. Los datos de ima´genes 2D y 3D vienen dados por la
clase vtkImageData. En un dataset de imagen los datos son ordenados en un vector
regular alineado con los ejes. Mapas de bits y mapas de pı´xeles son ejemplos de datasets
de ima´genes 2D, y volu´menes (pilas de ima´genes 2D) lo son de datasets de ima´genes 3D.
Los process objects en un pipeline de imagen siempre tienen como entradas y
salidas data objects de imagen. Debido a la naturaleza regular y simple de los datos, el
pipeline de imagen tiene otros rasgos importantes. La renderizacio´n de volumen se usa
para visualizar objetos 3D de la clase vtkImageData, y visores especiales de ima´genes
se usan para ver objetos 2D. La mayorı´a de los process objets en el pipeline de imagen
esta´n multiensamblados y son capaces de hacer fluir los datos por partes (para hacer un
uso satisfactorio del lı´mite de memoria). Los filtros automa´ticamente detectan el nu´mero
disponible de procesos en el sistema y crean el mismo nu´mero de uniones durante la
ejecucio´n; igualmente, separan automa´ticamente los datos en partes que fluyen a trave´s
del pipeline.[3]
1.3. ITK
ITK es un conjunto de herramientas de software de co´digo abierto para realizar
el registro y la segmentacio´n. La segmentacio´n es el proceso de identificacio´n y
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clasificacio´n de los datos encontrados en una representacio´n digital de la muestra.
Normalmente la representacio´n muestra es una imagen obtenida de la instrumentacio´n
me´dica tales como TC o esca´neres de resonancia magne´tica. El registro es la tarea de
alinear el desarrollo de las correspondencias entre los datos.Por ejemplo, en el entorno
me´dico, la TC puede ser alineado con una resonancia magne´tica a fin de combinar la
informacio´n contenida en ambos.[5]
ITK es implementado en C + +. ITK es multi-plataforma, utilizando el CMake
entorno de desarrollo para gestionar el proceso de configuracio´n. Adema´s, un proceso
de ajuste automa´tico genera interfaces entre el C + + y lenguajes de programacio´n
interpretado, como Tcl, Java y Python (usando CableSwig ). Esto permite a los desarrol-
ladores para crear software utilizando una variedad de lenguajes de programacio´n. C +
+ estilo de ITK aplicacio´n se conoce como programacio´n gene´rica (es decir, utilizando
el co´digo de plantilla). Tal C + + significa que el co´digo de plantillas es muy eficiente,
y que muchos problemas de software que se descubren en tiempo de compilacio´n, en
vez de en tiempo de ejecucio´n durante la ejecucio´n del programa.
El Juego de herramientas de Insight es un sistema software open-source. Lo que
esto significa es que la comunidad de usuarios y disen˜adores de ITK tiene una gran
contribucio´n en la evolucio´n del software. Los usuarios y disen˜adores pueden hacer
aportaciones significantes a ITK proporcionando informes de fallos, ajustes de fallos,
tests, nuevas clases, y otras regeneraciones.
Hay dos grandes categorı´as de usuarios de ITK. Primero esta´n los disen˜adores de las
clases, aquellos que crean las clases en C++. En segundo lugar esta´n los usuarios, que
emplean C++ y las clases existentes para construir las aplicaciones. Los disen˜adores
deben ser ha´biles en C++, y si pretenden extenderse o modificar ITK, tambie´n deben
estar familiarizados con las estructuras interiores de ITK. Los usuarios pueden o no
pueden usar C++, ya que tambie´n se pueden usar otros lenguajes como Tcl o Python.
Sin embargo, como usuarios debemos entender el interfaz externo a las clases de ITK y
las relaciones entre ellas.[6]
1.4. MITK
La intencio´n original de MITK es proporcionar a la comunidad un conjunto de
herramientas de ima´genes me´dicas coherente que incluye la funcio´n de segmentacio´n,
registro y visualizacio´n.El estilo de la MITK es muy similar al estilo de la VTK.
Adema´s el estilo coherente de la MITK tambie´n trae algunas caracterı´sticas nuevas. El
propo´sito de desarrollar MITK es enriquecer los conjuntos de herramientas disponibles
y proporcionar otra opcio´n para los investigadores y desarrolladores relacionados.
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Disen˜o objetivos para MITK
Para el disen˜o de software, especialmente el disen˜o de complejos programas
informa´ticos de dominio especı´fico, un objetivo claro disen˜o se debe establecer por
adelantado. Desde el disen˜o inicial, MITK siempre persigue los siguientes objetivos de
disen˜o de alto nivel.[7]
Consistente estilo de disen˜o
La programacio´n requiere una sintaxis muy detallada. En la decisio´n de que me´todo
de disen˜o MITK se debe utilizar, se insiste en utilizar la orientada a objetos me´todo
tradicional, es decir, a´rbol de herencia y funcio´n virtual, para formar el estilo de disen˜o
principal, en tiempo de ejecucio´n. El desempen˜o de la mejora con la optimizacio´n de
los principales algoritmos. Adema´s, se utilizan patrones de disen˜o para obtener una
respuesta coherente.[7]
Metas limitadas
MITK so´lo se centra en el dominio especı´fico de la imagen me´dica, procesamiento
y ana´lisis. Por ejemplo, MITK so´lo es compatible con la visualizacio´n del conjunto de
datos regular, que es el tipo de datos obtenidos por el dispositivo de ima´genes me´dicas.
Esta regla puede simplificar el disen˜o de MITK, y mantener la MITK a una escala
moderada.
Portabilidad
Para un conjunto de herramientas obtener la aplicacio´n ma´s amplia, la portabilidad
es un factor muy importante.MITK no utiliza las caracterı´sticas avanzadas, basadas
en plantillas de C + +, por lo que el requisito del compilador es muy bajo. Actual-
mente MITK puede ser compilado en la mayorı´a de los principales compiladores de C
+ + y se puede ejecutar en Microsoft Windows, Unix y los sistemas operativos Linux.[7]
Algoritmo de optimizacio´n
Muchos algoritmos en la imagen me´dica procesamiento y ana´lisis, especialmente
en algoritmos de visualizacio´n 3D , requieren computacio´n intensiva y ra´pida respuesta
de la interaccio´n del usuario.Debido a la herencia y la funcio´n virtual en el objeto del
me´todo de disen˜o orientado puede causar una sobrecarga adicional, la optimizacio´n
de los algoritmos clave es muy importante. Mantener MITK como un conjunto de
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herramientas a escala moderada hace que se tenga la oportunidad de optimizar especial-
mente algunos algoritmos.[7]
El marco computacional de MITK
Igual que VTK y ITK, MITK tambie´n utilizan el modelo de flujo de datos para
formular el marco de co´mputo.
Flujo de modelo de datos
El modelo de flujo de datos, es el centro del procesamiento de datos y el algoritmo.
Es muy importante para el campo de aplicacio´n de ima´genes me´dicas procesamiento y
ana´lisis, en el que hay diferentes tipos algoritmos y diferentes datos a tratar.
El flujo de datos del modelo adoptado por MITK es una versio´n simplificada del
modelo en VTK. Cada uno de los datos y el algoritmo son representados por un objeto.
Un dato se extrae de una clase de datos, mientras que un algoritmo se abstrae de una
clase de filtro, que recibe un objeto de datos de entrada y genera un objeto de datos de
salida. Una serie de algoritmos pueden ser conectados en una tuberı´a y forman un marco
coherente de co´mputo. Esto es igual al modelo aplicado en la visualizacio´n VTK, pero
la diferencia aquı´ es que MITK no proporciona el apoyo de la topologı´a de red, redes
y retroalimentacio´n.MITK es un conjunto de herramientas de desarrollo de software
cla´sica.[7]
Modelo de datos
Teniendo en cuenta la caracterı´stica de los datos procesados por el procesamiento
de ima´genes me´dicas y algoritmos de ana´lisis, obtenemos los datos del modelo de
MITK, volumen y acoplamiento de dos subclases concretas de datos que representa dos
diferentes tipos de datos.
El volumen es un dato concreto para representar un conjunto de datos de ima´genes
me´dicas obtenidas por un dispositivo de ima´genes me´dicas. Proporciona un resumen
de la dimensio´n (1, 2, 3), multi-modal (TAC, RMN) y regula el conjunto de datos
mu´ltiples. Los datos internos y los atributos esta´n expuestos al algoritmo a trave´s de la
interfaz de volumen. El volumen es uno de los objetos del kernel en MITK.
Capı´tulo 2
Visualizacio´n
2.1. Visualizacio´n
La visualizacio´n se puede definir como el proceso de explorar, transformar y
mostrar datos en forma de ima´genes para comprender y apreciar adecuadamente las
caracterı´sticas de los mismos.
Se entiende por procesamiento digital de ima´genes la manipulacio´n de las mismas a
trave´s de un computador, de modo que la entrada y la salida del proceso sean ima´genes.
Por otro lado, la elaboracio´n de gra´ficos por computador envuelve la creacio´n de
ima´genes a partir de descripciones de las mismas.
Esta a´rea ha generado un gran intere´s en las dos u´ltimas de´cadas. Tanto la evolucio´n
de la tecnologı´a de computacio´n, como el desarrollo de nuevos algoritmos para tratar
sen˜ales bidimensionales y tridimensionales esta´n permitiendo una gama de aplicaciones
cada vez mayor.[3]
Algunas herramientas disponibles para la visualizacio´n de ima´genes mediante la
informa´tica sera´n brevemente explicadas a continuacio´n:
Matlab
MATLAB (abreviatura de MATrix LABoratory, ”laboratorio de matrices”) es un
lenguaje de alto nivel que incluye herramientas de ca´lculo nume´rico y visualizacio´n de
ima´genes. Es un programa de Mathworks orientado para realizar todo tipo de ca´lculos
con vectores y matrices. Tambie´n presenta la posibilidad de realizar gra´ficos en dos y
tres dimensiones.[3]
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El paquete MATLAB dispone de dos herramientas adicionales que expanden sus
prestaciones, a saber, Simulink (plataforma de simulacio´n multidominio) y GUIDE
(editor de interfaces de usuario - GUI). Adema´s, se pueden ampliar las capacidades de
MATLAB con las cajas de herramientas (toolboxes); y las de Simulink con los paquetes
de bloques (blocksets).
VTK
El modelo gra´fico de VTK posee un nivel de abstraccio´n mucho mayor que el de
otras librerı´as de renderizacio´n de ima´genes como OpenGL o PEX. Esto se traduce en
una mayor sencillez a la hora de implementar aplicaciones gra´ficas o de visualizacio´n
con VTK. Adema´s, las aplicaciones creadas empleando VTK pueden ser escritas
directamente en Tcl, Java, Pito´n o C++, lo que aumenta y facilita la posibilidad de
implementar aplicaciones en poco tiempo.
Por otra parte, este software es un sistema de visualizacio´n que no solo nos permite
visualizar geometrı´a, sino que adema´s soporta una amplia variedad de algoritmos
de visualizacio´n, incluyendo me´todos escalares, vectoriales, tensores, de textura y
volume´tricos, adema´s de otras modernas te´cnicas de modelado, como la reduccio´n
poligonal, el contorneado, la te´cnica de marching cubes, etc.[3]
Paraview
ParaView es una aplicacio´n disen˜ada debido a la necesidad de visualizar archivos
con gran cantidad de datos. Los objetivos del proyecto de ParaView, incluyen lo
siguiente:
Desarrollar un co´digo abierto para la visualizacio´n multiplataforma.
Soportar lo modelos de programacio´n distribuida para procesar conjuntos de datos
complejos.
Crear una interface de usuario abierta, flexible e intuitiva.
Desarrollar una arquitectura extensible basadas en esta´ndares abiertos.
ParaView utiliza VTK como base de procesamiento de datos y motor de la render-
izacio´n y visualizacio´n. Posee una interfaz escrita mediante una mezcla u´nica de Tcl/Tk
y de C++ .[3].
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Te´cnicas de Rendering
las te´cnicas de rendering son basicamente dos:
Rendering de volumen.
Rendering de superficie.
Rendering de Volumen
Rendering Volume´trico (o Volume Rendering, en ingle´s) es una te´cnica para hacer
proyecciones bidimensionales a partir de datos tridimensionales discretos.Cada uno de
estos datos representa informacio´n escalar o vectorial de un feno´meno, proceso u objeto
que se quiere visualizar. Por ejemplo, densidad, presio´n, carga ele´ctrica, o cualquier otra
propiedad mensurable.[8]
Las aplicaciones principales de esta te´cnica esta´ en la visualizacio´n de datos
me´dicos, geolo´gicos, feno´menos naturales como la niebla, fuego, viento o como medio
para hacer representaciones de dina´mica de fluidos.[9]
La carga computacional de volume rendering depende directamente del taman˜o del
volumen de datos de entrada tanto en espacio como en tiempo. Un volumen de datos
puede llegar a ocupar desde unos pocos megabytes como volu´menes de datos me´dicos
hasta unos cuantos gigabytes volu´menes para la exploracio´n de datos geolo´gicos.
(a) (b)
Figura 2.1: Volumen rendering [9]
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El rendering de volumen construye objetos con voxeles(unidad de volumen en el
espacio 3D Volumetric + Pixel = Voxel.).
La idea general consiste en tomar cada una de las muestras y con esto, construir
un volumen sobre el cual se hara´ la visualizacio´n. Por el hecho de ser un volumen de
datos, la cantidad de procesamiento necesaria para representar estos datos aumenta en
la medida en que las dimensiones de este volumen lo hacen.
La representacio´n de las primitivas tridimensionales tambie´n es un proceso de
proyeccio´n de datos sobre una superficie. La diferencia de complejidad reside en que
las primitivas componen solamente superficies con valores de color y opacidad bien
definidos que por dentro esta´n vacı´as. En Volume Rendering no importa u´nicamente
la parte externa del volumen, por el contrario, es necesario conocer los datos que
componen el interior del volumen para dar el resultado.[8]
Algunas de las caracterı´sticas es que la luz no so´lo reflecta la niebla, sino que tam-
bie´n la atraviesa, lo mismo sucede con la visualizacio´n de la piel. Tiene volumen, pero
nos permite ver la calavera.Se necesita un MODELO DE ILUMINACIO´N O´PTICO.
Figura 2.2: Modelo de iluminacio´n o´ptico[8]
Las caracterı´sticas volume´tricas pueden ser infinitas o de mayor resolucio´n que la
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resolucio´n de la escena (en voxels). SE NECESITA UNA FUNCIO´N DE TRANSFER-
ENCIA.
La funcio´n de transferencia asocia un valor volume´trico a un voxel, valores de color
y de transparencia para cada canal de color por separado, emisio´n de luz, para´metros
para el modelo de Phong, ı´ndice de refraccio´n, etc. Puede ser tan simple o compleja
como sea necesario: una tabla de datos o una funcio´n polinomial.
Descripcion del proceso Fı´sico
La luz es absorbida por los elementos del volumen.
La luz se dispersa en los elementos del volumen.
La luz se emite desde los elementos del volumen.
Una mezcla entre los factores anteriores, como puede ser el caso de la
fluorescencia o la fosforescencia.
Aunque la idea general de Volume Rendering es simular este proceso, no es tan
sencillo en la pra´ctica, pues si se tomaran en consideracio´n todos estos factores, la
cantidad de ca´lculo involucrado serı´a desmesurada.[8]
Nume´ricamente consistirı´a en evaluar por completo la simulacio´n del proceso
fı´sico, estando presente la simulacio´n del medio circundante, reflexio´n, refraccio´n entre
otros. Una reduccio´n del modelo o´ptico general es ma´s que suficiente para hacer una
visualizacio´n de los datos de manera apropiada.[8]
En el modelo simplificado de Volume Rendering solamente se estudia co´mo, en
el proceso de transporte, la luz es absorbida y emitida por los elementos del volumen.
Se descarta por entero el proceso de dispersio´n de la luz de los volu´menes a visualizar.[8]
El rendering de volumen tiene varias te´cnicas:
Ray Casting: Esta te´cnica consiste en generar un rayo para cada uno de los pixeles
de la imagen que van a mostrarse en pantalla. Los rayos son perpendiculares al
plano de visio´n (ojo) y todos los rayos son paralelos entre si. La idea general es
que muestra el volumen a intervalos regulares sobre el rayo, y sobre todas las
muestras hacer una composicio´n de colores y opacidades; luego el color final del
pixel es el resultado de la composicio´n. La composicio´n simula el proceso de
visio´n humano. Es una suma balanceada de los colores y opacidades de muestras
en la trayectoria del rayo. La diferencia es que en la visio´n humana, esta suma se
puede definir como una integral desde 0 a 1 (muestras infinitas), y en VR es una
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suma discreta.
El proceso del ray casting se lleva a cabo mediante la interpolacio´n trilinear, lo
que hace es generar una muestra balanceada en su espacio tridimensional. Esto se
hace tomando los valores de los 8 vecinos que rodean al punto en el espacio de la
trayectoria del rayo. [9]
En la naturaleza, una fuente de luz emite un rayo de luz que viaja, eventualmente,
a una superficie que interrumpe su avance. Uno puede pensar en este rayo como
una corriente de fotones que viajan por el mismo camino. En este punto, cualquier
combinacio´n de tres cosas que pueden ocurrir con este rayo de luz: la absorcio´n
, reflexio´n y refraccio´n. La superficie puede reflejar toda o parte de el rayo de
luz, en una o varias direcciones. Tambie´n podrı´a absorber parte del rayo de luz,
resultando en una pe´rdida de intensidad de la reflejada y / o de la luz refractada.
Texture Mapping:Texture mapping pinta un polı´gono utilizando la informacio´n
de una imagen.
Eso quiere decir que para pintar un polı´gono podemos elegir cualquier plano
dentro del volumen que define la textura. La textura es definida por el volumen.
Se utiliza la funcio´n de transferencia para obtener la textura.
Entonces la idea del Renderizado de Volumen con Texture Mapping es representar
el volumen con una cantidad finita de planos alineados. Es necesario recordar que
esta aproximacio´n del volumen tambie´n requiere un modelo de iluminacio´n o´ptica
o volume´trica.
Rendering de Superficie
Esta te´cnica es un proceso mediante el cual se determinan superficies aparentes en
el interior del volumen de datos, obtenie´ndose una imagen representando las superficies
derivadas. Trata el objeto 3D como si fuese totalmente opaco. El valor del sombreado
para un vo´xel esta´ definido por la orientacio´n original de la superficie y la localizacio´n
del vo´xel. El resultado se asemeja a la adquisicio´n de una fotografı´a de un objeto con
un foco de luz situado en un punto determinado y el valor de la sombra definido por el
a´ngulo de la luz reflejada. Al mismo tiempo se puede modificar la localizacio´n del foco
de luz y la cantidad de la luz ambiental.
Como consecuencia, la imagen 3D vista con la reconstruccio´n de superficie muestra
so´lo la parte externa del objeto, no pudie´ndose analizar las estructuras internas del
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objeto estudiado. Por tanto, si se representa una estructura o´sea, se podra examinar su
superficie, pero no el hueso trabecular si se realiza un “corte” sobre la misma. Por lo
tanto, es sencillo comprobar co´mo al representar u´nicamente los datos de la superficie
del objeto, se esta´ “desperdiciando” una gran cantidad de datos del volumen que
disponemos (aquellos que representan las estructuras internas del objeto).
Existen varios algoritmos para generar objetos 3D usando esta te´cnica, los cuales
difieren ba´sicamente en la forma en que ellos establecen los lı´mites del objeto. Para
generar estos lı´mites todos ellos usan alguna forma de interpolacio´n, siendo la ma´s
comu´n la interpolacio´n lineal. El sistema construido cuenta con dos tipos de algoritmo:
el Marching Cubes y el Dividing Cubes. [10]
Marching Cubes:Marching cubes es un algoritmo para los isosurfaces( Es una
superficie que representa puntos de un valor de la constante presio´n, temperatura,
velocidad, densidad dentro del volumen del espacio). La nocio´n ba´sica es que
podemos definir un cubo por los valores del pixel en las ocho esquinas del
cubo. Si uno o ma´s pixeles de un cubo tienen valores menos que el isovalue (es
decir,esta dentro de la superficie) definido por el usuario, y uno o ma´s tienen
valores mayores que este valor, sabemos que el cubo debe contribuir un cierto
componente del isosurface. Determinando que´ los bordes del cubo son intersec-
tados por el isosurface, podemos crear los remiendos triangulares que dividen el
cubo entre las regiones dentro del isosurface y las regiones afuera. Conectando
los remiendos de todos los cubos en el lı´mite del isosurface, conseguimos una
representacio´n superficial.
Este algoritmo es de uso frecuente extraer la superficie de o´rganos me´dicos.
Proporciona una manera ra´pida y fa´cil de conseguir de secciones seriales a un
objeto completo 3D. [11]
Dividing Cubes: El algoritmo de dividing cubes se subdivide en los voxels, cubos
ma´s pequen˜os que se encuentran en la superficie del objeto y proyectados a la
intensidad calculada para cada cubo en el plano de proyeccio´n, formando una
sombra gradiente de la representacio´n tridimensional del objeto. La escala voxel
es elegido para hacer los cubos ma´s pequen˜os igual al taman˜o de pixel en la
pantalla. Esta subdivisio´n aumenta la exactitud de la interpolacio´n. El algoritmo
calcula un ı´ndice para cada voxel mediante la comparacio´n de los ve´rtices del
cubo con el valor de la superficie deseada, como en el algoritmo poligonal.
Cada cubo esta´ catalogado dentro de la superficie, fuera de la superficie o la
interseccio´n de la superficie.
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Dividing Cubes genera puntos (nube de puntos), lo cual lo hace ma´s eficiente
a la hora de hacer el renderizado, ya que hacer render de puntos es mucho ma´s
eficiente que render de polı´gonos.
Una desventaja importante es que como la superficie es una nube de puntos sin
conexio´n, hacer zoom revela .agujeros”dentro del objeto. Una solucio´n es construir
el conjunto conociendo el valor ma´ximo del Zoom, de forma tal de generar puntos
lo suficientemente cerca como para que no se noten los agujeros por ma´s que
realice el mismo. [10]
Capı´tulo 3
Disen˜o Experimental
3.1. Base de datos
La base de datos utilizada en ambas metodologı´as hacen parte de un estudio real-
izado a un paciente, el formato de las ima´genes es un formato DICOM que contiene la
informacio´n necesaria en el estudio de cada caso, las ima´genes utilizadas son ima´genes
de resonancia magne´tica de la cabeza y se han usado un total de 26 ima´genes para hacer
cada reconstruccio´n.
3.2. Equipo utilizado
El objetivo principal de la investigacio´n es mostrar como las diferentes te´cnicas
de rendering pueden ser usadas a tra´vez de dos metodologı´as diferentes, el uso de la
programacio´n se hizo importante y para tomar los diferentes tiempos de ejecucio´n y
sacar resultados, se hicieron diferentes pruebas las cuales se realizaron con el siguiente
computador:
COMPAQ Presario F506LA, 2.0GHz, 2 GB RAM.
Tarjeta de video NVIDIA(clase de rendimiento: 5,serie: GeForce Go 6000,
frecuencia de reloj: chip: 425 MHz )
En la siguiente parte vamos a encontrar las metodologı´as que se usaron para hacer
la reconstruccio´n 3D.
Para ambas metodologı´a se tuvieron en cuenta 25 tiempos, a estos datos se les saco
el respectivo promedio.
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Para ambas metodologı´as y su diferentes te´cnicas primero se hizo un trabajo con la
reconstruccio´n de esferas, para las cuales tambie´n se realizo un co´digo que las genera y
otro que le diera a dichas esferas la informacio´n y caracterı´sticas de una archivo DICOM.
3.3. Reconstruccio´n 3D con matlab
En matlab se creo una interfaz de usuario llamada GUI desde donde se pudieran
abrir las ima´genes y hacer la reconsruccio´n 3D.
La interfaz gra´fica de usuario, conocida tambie´n como GUI (del ingle´s graphical
user interface) es un programa informa´tico que actu´a de interfaz de usuario, utilizando
un conjunto de ima´genes y objetos gra´ficos para representar la informacio´n y acciones
disponibles en la interfaz. Su principal uso, consiste en proporcionar un entorno visual
sencillo para permitir la comunicacio´n con el sistema operativo de una ma´quina o
computador.
En esta parte de la programacio´n se trabajo con OpenGL que es un conjunto
de esta´ndares para el procesamiento de gra´ficos 2D y 3D de alto rendimiento en la
unidad de procesamiento de gra´ficos (GPU) para una amplia variedad de aplicaciones.
OpenGL proporciona al usuario un procesamiento ra´pido y de alta calidad para las
previsualizaciones y la salida final transfiriendo el procesamiento de la CPU a la GPU
de la tarjeta de visualizacio´n.[12]
3.4. reconstruccion 3D en visual C#
Para trabajar con visual c# se hizo necesario el uso de la libreria Activiz.
Activiz
ActiViz proporciona una interfaz de gran alcance para el kit de herramientas de
visualizacio´n, es una interfaz orientada a objetos que abarca los algoritmos que trans-
forman los datos en entornos 3D. ActiViz. NET proporciona a los desarrolladores las
aplicaciones interactivas en 3D en la red. Los usuarios son capaces de integrar gra´ficos
3D de VTK, procesamiento de ima´genes, representacio´n volume´trica y visualizaciones
en cualquier aplicacio´n para Windows que soporte los controles integrables.[13]
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Datos e Imagenes
Pruebas reconstruccion 3D matlab Rendering de Superficie y de volumen
Nu´mero de
datos
Tiempo(seg)
1 21,2597
2 21,2621
3 21,3313
4 21,2951
5 21,3094
6 21,3124
7 21,3232
8 21,3233
9 21,3998
10 21,3873
11 21,3793
12 21,3966
13 21,3895
14 21,2690
15 21,3819
16 21,3687
17 21,3417
18 21,3566
19 21,3464
20 21,3524
21 21,3469
22 21,3344
23 21,3545
24 21,3333
25 21,3333
PROMEDIO 21,3395
Tabla 3.1: Datos tomados a partir de la reconstruccion 3D usando Rendering de
Superficie en matlab
Figura 3.1: Imagenes Esferas Rendering de Superficie
28 CAPI´TULO 3. DISEN˜O EXPERIMENTAL
Nu´mero de
datos
Tiempo(seg)
1 1,4522
2 1,4619
3 1,9057
4 1,8709
5 1,8830
6 1,8875
7 1,9036
8 1,9021
9 1,9021
10 1,8735
11 1,8756
12 1,9026
13 1,9044
14 1,9024
15 1,9031
16 1,9021
17 1,8875
18 1,8756
19 1,9021
20 1,8756
21 1,8733
22 1,9023
23 1,4522
24 1,8733
25 1,8705
PROMEDIO 1,8378
Tabla 3.2: Datos tomados a partir de la reconstruccion 3D usando Rendering de
Superficie en matlab
Figura 3.2: Imagenes DICOM Rendering de Superficie
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Nu´mero de
datos
Tiempo(seg)
1 9,2063
2 9,2095
3 9,2097
4 9,2154
5 9,2095
6 9,2063
7 9,2156
8 9,2246
9 9,2263
10 9,2300
11 9,2355
12 9,2316
13 9,2702
14 9,2325
15 9,2394
16 9,2282
17 9,2290
18 9,2097
19 9,2186
20 9,2246
21 9,2506
22 9,2118
23 9,2302
24 9,2935
25 9,2935
PROMEDIO 9,2301
Tabla 3.3: Datos tomados a partir de la reconstruccion 3D usando Rendering de Volumen
en matlab
Figura 3.3: Esferas Rendering de Volumen
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Nu´mero de
datos
Tiempo(seg)
1 0,7015
2 0,7028
3 0,7025
4 0,7033
5 0,7055
6 0,7062
7 0,7065
8 0,7060
9 0,7034
10 0,7040
11 0,7051
12 0,7064
13 0,7080
14 0,70801
15 0,7051
16 0,7097
17 0,7121
18 0,7124
19 0,7125
20 0,7146
21 0,7151
22 0,7139
23 0,7151
24 0,7190
25 0,7192
PROMEDIO 0,7087
Tabla 3.4: Datos tomados a partir de la reconstruccion 3D usando Rendering de Volumen
en matlab
(a) (b)
Figura 3.4: Imagenes DICOM Rendering de Volumen
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Pruebas reconstruccion 3D C# Rendering de Superficie y de Volumen
Nu´mero de
datos
Tiempo(seg)
1 0,9048
2 1,1232
3 1,1232
4 1,1388
5 1,2012
6 1,2480
7 1,2636
8 1,2480
9 1,2792
10 1,2636
11 1,2324
12 1,2480
13 1,1232
14 1,1388
15 1,2168
16 1,2480
17 1,2792
18 1,2636
19 1,2792
20 1,2792
21 1,2480
22 1,2324
23 1,2324
24 1,2792
25 1,2792
PROMEDIO 1,1812
Tabla 3.5: Datos tomados a partir de la reconstruccion 3D usando Rendering de
Superficie en C#
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(a) (b)
Figura 3.5: Esferas rendering de Superficie
Nu´mero de
datos
Tiempo(seg)
1 2,1684
2 2,0592
3 1,8408
4 2,1372
5 2,1684
6 2,2308
7 2,1996
8 2,2776
9 1,9812
10 1,8252
11 2,1528
12 2,1840
13 2,2776
14 2,2776
15 2,2620
16 2,1996
17 2,1840
18 2,2464
19 2,2308
20 2,2464
21 2,2776
22 2,2464
23 2,1996
24 2,2308
25 2,2776
PROMEDIO 2,1753
Tabla 3.6: Datos tomados a partir de la reconstruccion 3D usando Rendering de
Superficie en C#
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Figura 3.6: Ima´genes DICOM Rendering de Superficie
Nu´mero de
datos
Tiempo(seg)
1 1,8410
2 1,7319
3 1,7319
4 1,7780
5 1,7469
6 1,8719
7 1,7939
8 1,7780
9 1,7940
10 1,8099
11 1,7469
12 1,7000
13 1,7630
14 1,7939
15 1,8880
16 1,7940
17 1,7469
18 1,7939
19 1,7469
20 1,7160
21 1,7939
22 1,7630
23 1,7479
24 1,7160
25 1,7629
PROMEDIO 1,7740
Tabla 3.7: Datos tomados a partir de la reconstruccion 3D usando Rendering de Volumen
en C#
34 CAPI´TULO 3. DISEN˜O EXPERIMENTAL
Figura 3.7: Esferas Rendering de Volumen
Nu´mero de
datos
Tiempo(seg)
1 0,8170
2 0,8690
3 0,8810
4 0,8710
5 0,8689
6 0,8719
7 0,8310
8 0,8410
9 0,8260
10 0,8409
11 0,8629
12 0,8739
13 0,8489
14 0,8640
15 0,8419
16 0,8380
17 0,8209
18 0,8570
19 0,8309
20 0,8299
21 0,8459
22 0,8270
23 0,8269
24 0,8269
25 0,8270
PROMEDIO 0,8456
Tabla 3.8: Datos tomados a partir de la reconstruccion 3D usando Rendering de Volumen
en C#
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Figura 3.8: Ima´genes DICOM Rendering de Volumen

Capı´tulo 4
Conclusiones
4.1. Conclusiones
El aporte del trabajo realizado se encuentra en mostrar una comparacio´n entre las
te´cnicas de rendering para ima´genes diagnosticas, y su implementacio´n en varios
lenguajes de programacio´n, como lo fueron en este caso Matlab y C#.
El trabajo realizado es de gran ayuda para la carrera de Ingeniera Fı´sica y el grupo
de investigacio´n en Ingeniera Fı´sica GIIF pues con estas tecnicas de rendering
se puede realizar software para visualizacio´n de diferentes tipos de ima´genes
diagnosticas.
Al realizar este trabajo se encontro´ que las te´cnicas de rendering de volumen son
mas usadas debido a que ofrecen una mejor visualizacio´n de lo que se requiere
estudiar, debido a que se pueden realizar reconstrucciones de diferentes partes del
paciente en este caso de la cabeza, no solo de las capas externas.
La ventaja del rendering de volumen en matlab en cuanto a forma de visualizacio´n
es que hace mas ra´pido el proceso y adema´s la imagen final es de mejor calidad.
Aunque cabe resaltar que la forma del algoritmo es mas complicado.
La ventaja del rendering de volumen en C# en cuanto a forma de visualizacio´n es
que hace el proceso mas lento, pero la imagen resulta ser de muy buena calidad.
La ventaja del rendering de superficie en matlab es que el algoritmo se hace mucho
mas trabajable y la imagen no resulta tener tan buena calidad, adema´s en cuanto a
tiempos es muy lenta.
la ventaja del rendering de superficie en C# es que la calidad de la imagen es buena
pero poco precisa ya que solo muestra el exterior de la imagen y eso hace que se
desperdicie espacio de estudio.
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Dependiendo de la necesidad del usuario se realiza la escogencia de la te´cnica de
rendering.
Transmicio´n del conocimiento
Articulo de revista para Scientia et Technica (etapa de evaluacio´n)
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Capı´tulo 5
Anexos
5.1. Programacio´n en Matlab Rendering de Superficie
function varargout = visor4(varargin)
% VISOR4 M-file for visor4.fig
% VISOR4, by itself, creates a new VISOR4 or raises the existing
% singleton*.
%
% H = VISOR4 returns the handle to a new VISOR4 or the handle to
% the existing singleton*.
%
% VISOR4(’CALLBACK’,hObject,eventData,handles,...) calls the local
% function named CALLBACK in VISOR4.M with the given input arguments.
%
% VISOR4(’Property’,’Value’,...) creates a new VISOR4 or raises the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before visor4_OpeningFunction gets called. An
% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to visor4_OpeningFcn via varargin.
%
% *See GUI Options on GUIDE’s Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Copyright 2002-2003 The MathWorks, Inc.
% Edit the above text to modify the response to help visor4
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% Last Modified by GUIDE v2.5 12-Jul-2010 10:14:30
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct(’gui_Name’, mfilename, ...
’gui_Singleton’, gui_Singleton, ...
’gui_OpeningFcn’, @visor4_OpeningFcn, ...
’gui_OutputFcn’, @visor4_OutputFcn, ...
’gui_LayoutFcn’, [] , ...
’gui_Callback’, []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before visor4 is made visible.
function visor4_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to visor4 (see VARARGIN)
% Choose default command line output for visor4
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes visor4 wait for user response (see UIRESUME)
% uiwait(handles.figure1);
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% --- Outputs from this function are returned to the command line.
function varargout = visor4_OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
% --- Executes on button press in pushbutton1.
function pushbutton1_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton1 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
clc
load DICOM
%load mas
[M,N,K]=size(D);
for i=1:K
D(:,:,i)= mejora(D(:,:,i));
end
axis image
x = xlim;
y = ylim;
cm = brighten(jet(length(map)),-.5);
mage_num)
axis ij
xlim(x)
ylim(y)
axes(handles.axes4);
for i=1:1
tic
44 CAPI´TULO 5. ANEXOS
Ds = smooth3(D);
hiso = patch(isosurface(Ds,5),...
’FaceColor’,[1,.75,.65],...
’EdgeColor’,’none’);
isonormals(Ds,hiso)
hcap = patch(isocaps(D,5),...
’FaceColor’,’interp’,...
’EdgeColor’,’none’);
set(gcf,’Renderer’,’OpenGL’);
tiempo=toc
end
set(handles.text2,’String’,tiempo);
view(30,30)
axis tight
daspect([1,1,.2])
lightangle(90,0);
lighting phong
set(hcap,’AmbientStrength’,.4)
set(hiso,’SpecularColorReflectance’,0,’SpecularExponent’,50)
camlight(’left’)
camlight(50,70)
guidata(hObject, handles);
% --- Executes on button press in pushbutton2.
function pushbutton2_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.u=handles.u+5;
5.1. PROGRAMACIO´N EN MATLAB RENDERING DE SUPERFICIE 45
axes(handles.axes4);
view(handles.u,handles.l)
guidata(hObject, handles);
% --- Executes on button press in pushbutton3.
function pushbutton3_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.u=handles.u-5;
axes(handles.axes4);
view(handles.u,handles.l)
guidata(hObject, handles);
% --- Executes during object creation, after setting all properties.
function figure1_CreateFcn(hObject, eventdata, handles)
% hObject handle to figure1 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
handles.a=30;
handles.u=30;
handles.l=30;
guidata(hObject, handles);
% --- Executes on button press in pushbutton4.
function pushbutton4_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.l=handles.l+5;
axes(handles.axes4);
46 CAPI´TULO 5. ANEXOS
view(handles.u,handles.l)
guidata(hObject, handles);
% --- Executes on button press in pushbutton5.
function pushbutton5_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton5 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.l=handles.l-5;
%handles.a+10;
axes(handles.axes4);
view(handles.u,handles.l)
guidata(hObject, handles);
% --- Executes on button press in pushbutton6.
function pushbutton6_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton6 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
load mas %imagenes para las Esferas
load DICOM %imagenes DICOM
tic
D = squeeze(D);
figure
h = vol3d(’cdata’,D,’texture’,’2D’);
view(3);
vol3d(h);
axis tight; daspect([1 1 .2 ])
alphamap(’rampup’);
alphamap(.06 .* alphamap);
toc
guidata(hObject, handles);
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5.2. Programacio´n en Matlab Rendering de Volumen
function varargout = volumen(varargin)
% VOLUMEN M-file for volumen.fig
% VOLUMEN, by itself, creates a new VOLUMEN or raises the existing
% singleton*.
%
% H = VOLUMEN returns the handle to a new VOLUMEN or the handle to
% the existing singleton*.
%
% VOLUMEN(’CALLBACK’,hObject,eventData,handles,...) calls the local
% function named CALLBACK in VOLUMEN.M with the given input arguments.
%
% VOLUMEN(’Property’,’Value’,...) creates a new VOLUMEN or raises the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before volumen_OpeningFcn gets called. An
% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to volumen_OpeningFcn via varargin.
%
% *See GUI Options on GUIDE’s Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help volumen
% Last Modified by GUIDE v2.5 14-Jul-2010 11:11:37
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct(’gui_Name’, mfilename, ...
’gui_Singleton’, gui_Singleton, ...
’gui_OpeningFcn’, @volumen_OpeningFcn, ...
’gui_OutputFcn’, @volumen_OutputFcn, ...
’gui_LayoutFcn’, [] , ...
’gui_Callback’, []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
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else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before volumen is made visible.
function volumen_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to volumen (see VARARGIN)
% Choose default command line output for volumen
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes volumen wait for user response (see UIRESUME)
% uiwait(handles.figure1);
% --- Outputs from this function are returned to the command line.
function varargout = volumen_OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
% --- Executes on button press in pushbutton1.
function pushbutton1_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton1 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
load mas% imagenes de las eferas
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load DICOM%imagenes DICOM
for i=1:1
tic
D = squeeze(D);
h = vol3d(’cdata’,D,’texture’,’2D’);
view(3);
vol3d(h);
axis tight; daspect([1 1 .2 ])
alphamap(’rampup’);
alphamap(.1 .* alphamap);
tiempo= toc
end
% --- Executes on button press in pushbutton2.
function pushbutton2_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton2 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.l=handles.l-5;
view(handles.u,handles.l)
guidata(hObject, handles);
% --- Executes during object creation, after setting all properties.
function figure1_CreateFcn(hObject, eventdata, handles)
% hObject handle to figure1 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
handles.a=30;
handles.u=-30;
handles.l=30;
guidata(hObject, handles);
% --- Executes on button press in pushbutton3.
function pushbutton3_Callback(hObject, eventdata, handles)
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% hObject handle to pushbutton3 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.l=handles.l+5;
view(handles.u,handles.l)
guidata(hObject, handles);
% --- Executes on button press in pushbutton4.
function pushbutton4_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton4 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.u=handles.u+5;
view(handles.u,handles.l)
guidata(hObject, handles);
% --- Executes on button press in pushbutton5.
function pushbutton5_Callback(hObject, eventdata, handles)
% hObject handle to pushbutton5 (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.u=handles.u-5;
view(handles.u,handles.l)
guidata(hObject, handles);
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using System;
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using System.Collections.Generic;
using System.ComponentModel;
using System.Data;
using System.Drawing;
using System.Linq;
using System.Text;
using System.Windows.Forms;
using Kitware.VTK;
using System.IO; // para la funcion de crear archivos .txt
namespace pruebactiviz
{
public partial class Form1 : Form
{
public Form1()
{
InitializeComponent();
}
vtkImageViewer viewerdicom = new vtkImageViewer();
List<String> datos = new List<string>(0);
private void abrirToolStripMenuItem_Click(object sender, EventArgs e)
{
//imageviewer
vtkDICOMImageReader readerdicom = new vtkDICOMImageReader();
viewerdicom.SetInput(readerdicom.GetOutput());
readerdicom.SetDirectoryName("/act");//nombre de la carpeta donde esta el archivo que se desea abrir
readerdicom.Update();
int voldata_images = viewerdicom.GetWholeZMax();
hScrollBar1.Maximum = voldata_images;
//el siguiente for es para ver los cortes anato´micos
for (int i = 0; i <=voldata_images; i++)
{
viewerdicom.SetZSlice(i);
viewerdicom.SetColorWindow(400);
viewerdicom.SetColorLevel(200);
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viewerdicom.Render();
}
//surfacerendering
progressBar1.Maximum = 1;//como se va a cerrar la venta esta barra progresiva permitirA˜¡ ver como va el proceso
//debe ser igual al numero de iteraciones del siguiente for
for (int i = 0; i < 1; i++)// numero de veces q se repetira´ el rendering
{
TimeSpan tiempo = new TimeSpan();
DateTime timeStart1 = DateTime.Now;
vtkRenderer renderer = vtkRenderer.New();//renderWindowControl1.RenderWindow.GetRenderers().GetFirstRenderer(); ;
vtkRenderWindow renwin = vtkRenderWindow.New();//renderWindowControl1.RenderWindow;
renwin.AddRenderer(renderer);
vtkRenderWindowInteractor iren = vtkRenderWindowInteractor.New();
iren.SetRenderWindow(renwin);
vtkContourFilter skinextractor = vtkContourFilter.New();
skinextractor.SetInputConnection(readerdicom.GetOutputPort());
skinextractor.SetValue(0, 90);
vtkPolyDataNormals skinnormals = vtkPolyDataNormals.New();
skinnormals.SetInputConnection(skinextractor.GetOutputPort());
skinnormals.SetFeatureAngle(90.0);
vtkPolyDataMapper skinmapper = vtkPolyDataMapper.New();
skinmapper.SetInputConnection(skinnormals.GetOutputPort());
skinmapper.ScalarVisibilityOff();
vtkActor skin = vtkActor.New();
skin.SetMapper(skinmapper);
vtkCamera camara = renderer.GetActiveCamera();
camara.SetViewUp(0, 0, -1);
camara.SetPosition(1, 1, 1);
camara.SetFocalPoint(0, 0, 0);
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camara.ComputeViewPlaneNormal();
renderer.AddActor(skin);
renderer.SetActiveCamera(camara);
renderer.ResetCamera();
camara.Dolly(1.5);
DateTime timeEnd1 = DateTime.Now;
tiempo = timeEnd1 - timeStart1; //calcula el tiempo q tarda en hacer la reconstruccio´n
datos.Add(tiempo.ToString());
renderer.ResetCameraClippingRange();
iren.Initialize();
iren.Start();
skinextractor.Dispose();
skinnormals.Dispose();
skinmapper.Dispose();
skin.Dispose();
camara.Dispose();
iren.Dispose();
renwin.Dispose();
renderer.Dispose();
progressBar1.Value = i+1;
}
readerdicom.Dispose();
//guardar los datos en un txt
string fileName = "datos.txt";
StreamWriter writer = File.CreateText(fileName);
foreach (string dato in datos)
{
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writer.WriteLine(dato);
}
datos.Clear();
writer.Close();
}
private void hScrollBar1_Scroll(object sender, ScrollEventArgs e)
{
viewerdicom.SetZSlice(hScrollBar1.Value);
viewerdicom.Render();
}
private void hScrollBar2_Scroll(object sender, ScrollEventArgs e)
{
viewerdicom.SetColorWindow(hScrollBar2.Value);
viewerdicom.Render();
}
private void hScrollBar3_Scroll(object sender, ScrollEventArgs e)
{
viewerdicom.SetColorLevel(hScrollBar3.Value);
viewerdicom.Render();
}
}
}
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using System;
using System.Collections.Generic;
using System.ComponentModel;
using System.Data;
using System.Drawing;
using System.Text;
using System.Windows.Forms;
using Kitware.VTK;
namespace VolumeRendering
{
/// <summary>
/// Application to load and display a volume
/// </summary>
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public partial class Form1 : Form
{
public Form1()
{
InitializeComponent();
}
private bool MouseDown1 = false;
private vtkRenderWindowInteractor Interactor = null;
private vtkRenderWindow RenderWindow = null;
private vtkRenderer Renderer = null;
private vtkImageActor ImageActor = null;
private vtkImageClip Clip = null;
string fileName = "";
private vtkImageViewer viewerdicom = new vtkImageViewer();
vtkRenderer renderer;
vtkFixedPointVolumeRayCastMapper texMapper;
/// <summary>
/// Tell the application when the mouse is being dragged
/// </summary>
/// <param name="sender"></param>
/// <param name="e"></param>
void iren_LeftButtonReleaseEvt(vtkObject sender, vtkObjectEventArgs e)
{
this.MouseDown1 = false;
}
/// <summary>
/// Tell the application when the mouse is being dragged
/// </summary>
/// <param name="sender"></param>
/// <param name="e"></param>
void iren_LeftButtonPressEvt(vtkObject sender, vtkObjectEventArgs e)
{
this.MouseDown1 = true;
}
/// <summary>
/// Display the render window with the 3D Volume in it
/// </summary>
/// <param name="sender"></param>
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/// <param name="e"></param>
private void renderWindowControl2_Load(object sender, EventArgs e)
{
//agregado
//imageviewer
vtkDICOMImageReader readerdicom = new vtkDICOMImageReader();
viewerdicom.SetInput(readerdicom.GetOutput());
readerdicom.SetDirectoryName("/act");
readerdicom.Update();
int voldata_images = viewerdicom.GetWholeZMax();
//agregado
//Create all the objects for the pipeline
renderer = renderWindowControl2.RenderWindow.GetRenderers().GetFirstRenderer();
//vtkXMLImageDataReader reader = vtkXMLImageDataReader.New();
texMapper = vtkFixedPointVolumeRayCastMapper.New();
vtkVolume vol = vtkVolume.New();
vtkColorTransferFunction ctf = vtkColorTransferFunction.New();
vtkPiecewiseFunction spwf = vtkPiecewiseFunction.New();
vtkPiecewiseFunction gpwf = vtkPiecewiseFunction.New();
//Read in the file
//reader.SetFileName(fileName);
//reader.Update();
//Go through the visulizatin pipeline
texMapper.SetInputConnection(readerdicom.GetOutputPort());
//Set the color curve for the volume
ctf.AddHSVPoint(0, .67, .07, 1);
ctf.AddHSVPoint(94, .67, .07, 1);
ctf.AddHSVPoint(255, 0, 0, 0);
ctf.AddHSVPoint(139, .28, .047, 1);
ctf.AddHSVPoint(160, .38, .013, 1);
//Set the opacity curve for the volume
spwf.AddPoint(255, 0);
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spwf.AddPoint(151, .1);
spwf.AddPoint(255, 1);
//Set the gradient curve for the volume
gpwf.AddPoint(0, .2);
gpwf.AddPoint(10, .2);
gpwf.AddPoint(25, 1);
vol.GetProperty().SetColor(ctf);
vol.GetProperty().SetScalarOpacity(spwf);
vol.GetProperty().SetGradientOpacity(gpwf);
vol.SetMapper(texMapper);
//Go through the Graphics Pipeline
renderer.AddVolume(vol);
}
/// <summary>
/// Display the render window with the slice in it
/// </summary>
/// <param name="sender"></param>
/// <param name="e"></param>
//private void renderWindowControl1_Load(object sender, EventArgs e)
//{
// //agregado
// //imageviewer
// vtkDICOMImageReader readerdicom = new vtkDICOMImageReader();
// viewerdicom.SetInput(readerdicom.GetOutput());
// readerdicom.SetDirectoryName("/A");
// readerdicom.Update();
// int voldata_images = viewerdicom.GetWholeZMax();
// //agregado
// //Get the name of the Unsigned Char volume that you want to load
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// fileName = "../../../head.vti";
// //Create all the objects for the pipeline
// //vtkXMLImageDataReader reader = vtkXMLImageDataReader.New();
// vtkImageActor iactor = vtkImageActor.New();
// vtkImageClip clip = vtkImageClip.New();
// vtkContourFilter contour = vtkContourFilter.New();
// vtkPolyDataMapper mapper = vtkPolyDataMapper.New();
// vtkActor actor = vtkActor.New();
// vtkInteractorStyleImage style = vtkInteractorStyleImage.New();
// vtkRenderer renderer = renderWindowControl1.RenderWindow.GetRenderers().GetFirstRenderer();
// //Read the Image
// //reader.SetFileName(fileName);
// //Go through the visulization pipeline
// iactor.SetInput(readerdicom.GetOutput());
// renderer.AddActor(iactor);
// readerdicom.Update();
// int[] extent = readerdicom.GetOutput().GetWholeExtent();
// iactor.SetDisplayExtent(extent[0], extent[1], extent[2], extent[3],
// (extent[4] + extent[5]) / 2,
// (extent[4] + extent[5]) / 2);
// clip.SetInputConnection(readerdicom.GetOutputPort());
// clip.SetOutputWholeExtent(extent[0], extent[1], extent[2], extent[3],
// (extent[4] + extent[5]) / 2,
// (extent[4] + extent[5]) / 2);
// contour.SetInputConnection(clip.GetOutputPort());
// contour.SetValue(0, 100);
// mapper.SetInputConnection(contour.GetOutputPort());
// mapper.SetScalarVisibility(1);
// //Go through the graphics pipeline
// actor.SetMapper(mapper);
// actor.GetProperty().SetColor(0, 1, 0);
// renderer.AddActor(actor);
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// //Give a new style to the interactor
// vtkRenderWindowInteractor iren = renderWindowControl1.RenderWindow.GetInteractor();
// iren.SetInteractorStyle(style);
// //Add new events to the interactor style
// style.LeftButtonPressEvt += new vtkObject.vtkObjectEventHandler(iren_LeftButtonPressEvt);
// style.LeftButtonReleaseEvt += new vtkObject.vtkObjectEventHandler(iren_LeftButtonReleaseEvt);
// style.MouseMoveEvt += new vtkObject.vtkObjectEventHandler(iren_MouseMoveEvt);
// //Update global variables
// this.trackBar1.Maximum = extent[5];
// this.trackBar1.Minimum = extent[4];
// this.Interactor = iren;
// this.RenderWindow = renderWindowControl1.RenderWindow;
// this.Renderer = renderer;
// this.Clip = clip;
// this.ImageActor = iactor;
//}
/// <summary>
/// Move the slice when the trackbar is moved
/// </summary>
/// <param name="sender"></param>
/// <param name="e"></param>
private void trackBar1_Scroll(object sender, EventArgs e)
{
if (ImageActor != null)
{
int[] lastPos = this.Interactor.GetLastEventPosition();
int[] size = this.RenderWindow.GetSize();
int[] dim = this.ImageActor.GetInput().GetDimensions();
int newSlice = (int)(trackBar1.Value);
if (newSlice >= 0 && newSlice < dim[2])
{
this.Clip.SetOutputWholeExtent(0, dim[0] - 1, 0, dim[1] - 1, newSlice, newSlice);
this.ImageActor.SetDisplayExtent(0, dim[0] - 1, 0, dim[1] - 1, newSlice, newSlice);
this.Renderer.ResetCameraClippingRange();
this.RenderWindow.Render();
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}
}
}
/// <summary>
/// Move the slice and the trackbar when the mouse is dragged on the render window
/// </summary>
/// <param name="sender"></param>
/// <param name="e"></param>
void iren_MouseMoveEvt(vtkObject sender, vtkObjectEventArgs e)
{
if (this.MouseDown1 && this.ImageActor != null)
{
int[] lastPos = this.Interactor.GetLastEventPosition();
int[] size = this.RenderWindow.GetSize();
int[] dim = this.ImageActor.GetInput().GetDimensions();
int newSlice = (int)((double)(dim[2] - 1.0) * (double)(lastPos[1]) / (double)(size[1]));
if (newSlice >= 0 && newSlice < dim[2])
{
this.trackBar1.Value = newSlice;
this.Clip.SetOutputWholeExtent(0, dim[0] - 1, 0, dim[1] - 1, newSlice, newSlice);
this.ImageActor.SetDisplayExtent(0, dim[0] - 1, 0, dim[1] - 1, newSlice, newSlice);
this.Renderer.ResetCameraClippingRange();
this.RenderWindow.Render();
}
}
}
/// <summary>
/// Clean Up any global variables that might still be around
/// </summary>
/// <param name="sender"></param>
/// <param name="e"></param>
private void Form1_Closed(object sender, FormClosedEventArgs e)
{
if (this.Interactor != null)
{
this.Interactor.Dispose();
}
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if (this.ImageActor != null)
{
this.ImageActor.Dispose();
}
if (this.Clip != null)
{
this.Clip.Dispose();
}
}
private void button1_Click(object sender, EventArgs e)
{
this.Text = renderer.GetLastRenderTimeInSeconds().ToString();
//this.Text = texMapper.GetTimeToDraw().ToString();
}
}
}
