Inexact Subspace Iteration to Accelerate the Solution of Linear Systems with Multiple Right-Hand Sides by Balsa, Carlos Jorge da Rocha












Institut National Polytechnique de
Toulouse
Inexact Subspace Iteration to Accelerate the
Solution of Linear Systems with Multiple
Right-Hand Sides
Carlos Jorge da Rocha Balsa
(MsC in Computational Methods in Sciences and Engineering)
Thesis submitted in partial fulfillment of the requirements of joint Doctoral Degrees in
Engineering Sciences by the University of Porto, and Doctorat de l’Institut National
Polytechnique de Toulouse, Mention Informatique et Télécommunications.
October 2005
Inexact Subspace Iteration to Accelerate the
Solution of Linear Systems with Multiple
Right-Hand Sides
Carlos Jorge da Rocha Balsa
Abstract
We propose a two-phase acceleration technique for the solution of Symmetric and Positive
Definite (SPD) linear systems with multiple right-hand sides. In the first phase we compute
some partial spectral information related to the ill conditioned part of the given coefficient
matrix and, in the second phase, we use this information to improve the convergence of
the Conjugate Gradient (CG) algorithm.
This approach is adequate for large scale problems, like the simulation of time de-
pendent differential equations, where it is necessary to solve consecutively several linear
systems with the same coefficient matrix (or with matrices that present very close spectral
properties) but with changing right-hand sides.
To compute the spectral information, we combine the block Conjugate Gradient algo-
rithm with the Subspace Iteration to build a purely iterative algorithm, that we call Block-
CGSI. We analyze the convergence of the blockCG algorithm and exploit the possibility
of reducing the total amount of computational work by controlling in a same appropriate
manner the accuracy during the solution of linear systems at each subspace iteration.
We also improve the global convergence of this algorithm by using Chebyshev polyno-
mials as a spectral filtering tool when building the starting vectors. The concept of “sliding
window” was also introduced as an algorithmic feature that enables the computation of a
near-invariant subspace of any dimension.
The spectral information computed by the BlockCGSI algorithm is then used to remove
the effect of the smallest eigenvalues in two different ways: either by building a Spectral Low
Rank Update (SLRU) preconditioner that basically adds the value 1 to the approximated
eigenvalues, or by performing a deflation of the initial residual in order to remove part of
the solution corresponding to the smallest eigenvalues. Both techniques yield important
reductions of the total number of iterations and computational work in each subsequent
runs of the Conjugate Gradient algorithm.
We report on experiments on a 2D diffusion equation as well as on two applications
coming from Computational Fluid Dynamics (CFD). The analysis of costs and benefits, in
terms of floating point operations, helps to validate the strategy as a good way to speed
up the solution of symmetric and positive definite linear systems.
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conditioning, Conjugate Gradient, block Conjugate Gradient, inexact subspace iteration,
partial spectral factorization, eigenvalues and eigenvector approximation, Chebyshev poly-
nomials, convergence analysis, stopping criterion.
Resumo
Propomos uma técnica em duas fases para acelerar a resolução de sistemas de equações
lineares, simétricos e definidos positivos, com vários termos independentes. Na primeira
fase uma parte da informação espectral, associada ao mau condicionamento da matriz do
sistema, é extraída e, numa segunda fase, esta informação é utilizada para melhorar a
convergência do método do Gradiente Conjugado (CG).
Esta abordagem tem interesse particular na resolução de problemas de grande dimensão,
como por exemplo na simulação numérica de equações diferenciais dependentes do tempo,
onde se resolvem sequencialmente vários sistemas de equações algébricas com matrizes
identicas ou com aproximadamente as mesmas propriedades espectrais, mas com diferentes
termos independentes.
Para a extracção da informação espectral, propomos uma combinação do algoritmo do
Gradiente Conjugado por blocos (blockCG) com a iteração de sub-espaço. O resultado
consiste num algoritmo puramente iterativo, chamado BlockCGSI. Analisamos a conver-
gência do blockCG a fim de reduzir o número total de cálculos através do controlo apro-
priado da resolução dos sistemas em cada iteração de sub-espaço.
Melhoramos também a convergência global do algoritmo BlockCGSI através de filtros
espectrais, baseados nos polinómios de Tchebycheff, aplicados sobre os vectores de partida.
Introduzimos também no algoritmo o conceito de “janela deslizante” para permitir o cálculo
de sub-espaços invariantes cuja dimensão não é antecipadamente conhecida.
A informação espectral, calculada com o algoritmo BlockCGSI, é então utilizada para
retirar o efeito provocado pelos valores próprios mais pequenos de duas maneiras diferentes:
através da construção de um segundo nível de précondicionamento chamado Spectral Low
Rank Update (SLRU) que adiciona o valor 1 aos valores próprios mais pequenos pré-
calculados; ou através da projecção do resíduo inicial para retirar a parte da solução
correspondente aos valores próprios mais pequenos. As duas técnicas permitem reduções
importantes sobre o número total de operações efectuadas pelo CG.
O conjunto é validado através de um problema de difusão heterogénea bi-dimensional,
e em duas aplicações provenientes da Mecânica dos Fluidos Computacional. A análise de
custos/beneficios, em termos de número total de operações, valida a estratégia, mostrando
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que a abordagem proposta permite acelerar eficientemente a resolução de sistemas lineares
simétricos e definidos positivos.
Palavras chave: Simulação numérica, matrizes esparsas, métodos iterativos por blo-
cos, précondicionamento, Gradiente Conjugado e Gradiente Conjugado par blocos, iteração
de sub-espaço inexacta, factorização espectral parcial, valores próprios e vectores próprios
aproximados, polinómios de Tchebycheff, análise de convergência, critério de paragem.
Résumé
Nous proposons une technique en deux-phases pour accélérer la solution de systèmes
d’équations linéaires, Symétriques et Positifs Définis (SPD), avec plusieurs seconds membres.
Dans la première phase, une certaine partie de l’information spectrale, associée au mauvais
conditionement de la matrice du système, est extraite et, dans une seconde phase, cette
information est utilisée pour améliorer la convergence de la métode du Gradient Conjugué
(CG).
Cette aproche présente un intérêt pour la résolution de problèmes de grande taille,
come par exemple dans la simulation numérique d’équations différencielles dépendantes
du temps, oú normalement on doit résoudre séquenciellement plusieurs systèmes linéaires
dans lesquels la matrice reste la même (oú bien avec des matrices qui préservent à peu près
les mêmes propriétés spectrales) mais avec différents second membres.
Pour extraire l’information spectrale, nous proposons une combinaison de l’algorithme
du Gadient Conjugué par blocs (blockCG) avec l’itération de sous-espace. Le résultat
consiste en un algorithme purement itératif, appelé BlockCGSI. Nous analysons la conver-
gence du blockCG afin de permettre la réduction du nombre total des calculs en controlant
de manière appropriée la résolution des systèmes à chaque itération de sous-espace.
Nous améliorons aussi la convergence globale de l’algorithme par l’intermédiaire de
filtres spectraux, basés sur les polynômes de Tchebycheff, qui sont appliqués sur les vecteurs
de départ. Le comcept de “fenêtre glissante” est aussi introduit dans l’algorithme, pour
permettre de calculer des sous-espaces invariants avec une dimension non connue à l’avance.
L’information spectrale, calculée avec l’algorithme BlockCGSI, est alors utilisée de deux
manières différentes pour retirer l’éffet provoqué par les petites valeurs propres : soit en
construisant um second niveau de préconditionnement appelé Spectral Low Rank Update
(SLRU) qui ajoute la valeur 1 aux valeurs propres pré-calculées, soit en effectuant une
projection du résidu de départ pour retirer la partie de la solution correspondante aux
petites valeurs propres. Les deux techniques permettent des réductions importantes sur le
nombre total d’opérations effectuées par le CG.
L’ensemble est validé sur des tests effectués en particulier sur un problème de diffusion
hétérogène bi-dimensionnel, ainsi que dans le cadre de deux autres aplications provenant
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de la Mécanique des Fluides Numérique. L’analyse des coûts et des gains, en terme de
nombre total d’opérations, valide la stratégie en montrant que l’approche proposée per-
met d’accélérer efficacement la résolution de systèmes d’équations linéaires symétriques et
positifs définis.
Mots clés : Simulation numérique, matrices creuses, méthodes itératives par blocs,
préconditionnement, Gradient Conjugué et Gradient Conjugué par blocs, itération de sous-
espace inexacte, factorisation spectrale partielle, valeures propres et vecteurs propres ap-
prochés, polynômes de Tchebycheff, analyse de la convergence, critères d’arrêt.
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Chapter 1
Introduction
1.1 Objectives of this thesis
Partial spectral information, associated with the smallest eigenvalues of a given matrix A,
can be used to improve the solution of successive linear systems of equations with very
similar coefficient matrices. This is specially the case in the simulation of time dependent
partial differential equations, where at each global iteration (or time step) there are several
systems with the same spectral properties to be solved. We propose a two-phase approach
to address this kind of problems, in particular when the coefficient matrices are Symmetric
and Positive Definite (SPD). The idea is to perform some partial spectral decomposition
of the first matrix A in the sequence of linear systems, and to exploit this information to
improve the convergence in the iterative solution of the following linear systems.
The proposed two-phase approach is similar to a direct method. It includes a prelimi-
nary “factorization” phase, also denoted as “partial spectral factorization phase”, followed
by a “cheap” solution phase. As opposed to direct methods, both phases are based only on
numerical tools that are usually exploited in iterative methods and, in particular, require
only matrix-vector products. This offers the possibility of keeping the matrix in implicit
form. This approach is also suitable for large scale problems where the direct factorization
of the coefficient matrix may be difficult to achieve.
To perform the partial spectral factorization, which computes and stores a basis of a
near-invariant subspace linked with the smallest eigenvalue of the given SPD matrix A, we
propose an algorithm called BlockCGSI. This algorithm combines the (inverse) subspace
iteration (see for instance (Parlett, 1998)) with the block Conjugate Gradient (blockCG)
developed by Arioli et al. (1995).
For the computation of any further solution, we propose two different techniques where
this pre-computed basis is used in different ways. The first one consists in deflating the
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initial residual to compute a starting guess, before computing the remaining part of the
solution with CG (Hestenes and Stiefel, 1952). The second one is to build a second level
of preconditioning that shifts the smallest eigenvalues from close to zero to near one.
1.2 Motivation and preliminary work
The two-phase approach is a general purpose acceleration technique that can be applied in a
large class of problems coming from different computational areas, like for instance fluid or
structural mechanics. However our first steps in this direction were basically motivated by
some applications coming from Computational Fluid Dynamics (CFD). We have indeed fo-
cused our attention on two particular fluid flow algorithms: the SIMPLE method (Patankar
and Spalding, 1972) and the Fractional Step method (see for instance Ferziger (1998)).
Both of them are used for the numerical simulation of the Navier-Stokes equations, where
the time and space variables are discretized in different ways.
In each time step or global iteration of these algorithms, there are several linear systems
of equations to be solved, corresponding also to an important part of the total computing
time. Iterative solvers are normally used in such algorithms because the coefficient matrix
is generally not assembled explicitly in a sparse matrix structure. Instead of that, only the
non-zero diagonals are stored in separate arrays and a particular matrix-vector product
subroutine is built on top of that. The main motivation for this choice is linked with
the memory requirements for large scale simulations. However, this way of doing also
induces some loss of efficiency in the matrix-vector multiplications, since the elements of
the coefficient matrix must be accessed from different arrays, and this disables vectorization
partly.
Most of the iterative methods used in these algorithms have been specially designed to
solve systems resulting from the discretization of partial differential equations (see Ferziger
(1998)), like for instance the Tri-Diagonal Matrix (TDA) algorithm or the Strongly Implicit
Procedure (SIP). These methods are still in use because they match very well with the
data structures from the simulation codes and are fancily implemented.
In previous work (Balsa, 2000), we compared the performance of some of these methods
with the techniques based on Krylov subspaces. We studied, in particular, the systems
originated by the SIMPLE method (Patankar and Spalding, 1972). In this algorithm, two
kinds of linear systems Ajx = bj are solved in each main iteration j: one is related with the
velocity field, and the other with the correction of the pressure field. In both, the coefficient
matrix Aj and the right-hand side bj are updated at each iteration. Despite this update,
the spectral properties of the matrices Aj are approximately constant. Additionally, the
systems derived from the pressure correction are symmetric indefinite and ill-conditioned.
This occurs because the boundary conditions are of Von-Neumann type, in which case
solvers like MINRES or SYMMLQ (Paige and Saunders, 1975) are preferable. It was
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also observed that most of the Krylov solvers present some plateaus in their convergence
history at the beginning, before reaching a good linear rate of convergence. We also tried
the stationary iterative methods, like TDMA, which in turn always reduce the backward
error by a constant factor all through the iterations, but that can still present a very slow
convergence rate in general.
In Balsa and Palma (2003), we perform the same kind of comparison in an algorithm
based on the Fractional Step method. In this algorithm, all the linear systems related with
the pressure that are solved in each main iteration have the same coefficient matrix A. Just
the right-hand side bj is updated. It was observed that, despite the fact this matrix is not
very much ill-conditioned, the CG method has some difficulties to converge, in particular
at the beginning of the run. As opposed to that, the Strongly Implicit Procedure (SIP)
converges very fast in the first iterations and stagnates afterwards. It was then shown, that
if just a small reduction in the residual norm is enough, the SIP method can be preferable
to CG.
After this initial experimental study we came to the conclusion that the computational
time spent in the successive solution of linear systems could be reduced by a two-phase
approach strategy including a partial spectral factorization. In the SIMPLE algorithm,
in particular, the various coefficient matrices arising from the pressure correction step
share an almost constant invariant subspace linked with the smallest eigenvalues in these
matrices. In the Fractional-step algorithm, the coefficient matrices do not change from one
time step to the other. In both cases, CG presents the same type of convergence behavior,
with difficulties at the beginning of the run, and this is mostly related to the distribution
of the smallest eigenvalues in these matrices (van der Sluis and van der Vorst, 1986).
1.3 Short bibliographic review
The Krylov solver of choice for the solution of large sparse and symmetric positive definite
linear systems of the form
Ax = b (1.1)
is the CG algorithm. This method constructs the ith iterate x(i) as an element of
x(0) + Span{r(0),Ar(0), . . . ,A(i−1)r(0)} (1.2)






, is minimized, where x? is the exact
solution of (1.1).
The convergence of the Conjugate Gradient method is governed by the eigenvalues dis-
tribution in A (see van der Sluis and van der Vorst (1986)). A coarse characterization is
given by the bound on the rate of convergence of the CG given by Concus et al. (1976)
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where κ = λmax/λmin denotes the condition number of A. From this bound, it can be seen
that increasing the size of the smallest eigenvalues will decrease substantially the upper
bound (1.3) on the convergence rate of the Conjugate Gradient.
Additionally, in the presence of clusters of eigenvalues at the extreme of the spectrum
of A, combined with some ill-conditioning, the classical Conjugate Gradient may show a
convergence history with sequences of plateaus and sharp drops. These plateaus (see van
der Sluis and van der Vorst (1986)) are well understood and correspond to the discovery
of separate eigenvalues within a cluster. The problem is that these plateaus can be rather
large, in terms of number of iterations, even when these extreme clusters incorporate only a
few eigenvalues. Thus removing the bad effect of small eigenvalues in the matrix A might
have a beneficial effect on the convergence. Preconditioning the system (1.1) helps to
reduce the effect of the extremal eigenvalues. Unfortunately, several of the most commonly
used preconditioners transform the matrix A to a matrix M−1A which has eigenvalues in
a relatively small number of clusters, but which is still ill conditioned.
Several techniques have been proposed in the literature to remove the effect of the
smallest eigenvalues on the convergence of the CG (see for instance (Giraud et al., 2004)).
Most of these techniques consist in enforcing the CG to work in the orthogonal complement
of an invariant subspace W associated with the smallest eigenvalues. All through the
iterations, the computed residuals are maintained, implicitly or explicitly, in this orthogonal
complement. In this way, it is expected that the reduced condition number of A, restricted
to the orthogonal complement of W , is much lower than the original condition number.
Consequently, the preconditioned Conjugate Gradient may behave as if the spectrum of
A where reduced to only those eigenvalues with eigenvectors not lying in this subspace
W . Some of the main techniques based on this general idea are discussed and compared
in Giraud et al. (2004).
A first idea can be to decompose the solution of (1.1) in two parts. The first part
can be obtained directly with a projection of the right hand side b onto the orthogonal
complement of W . Therefore, the second part of this solution can be obtained with the
use of Conjugate Gradient with the first part of this solution as a starting guess.
The other techniques make use of a spectral projector explicitly all through the itera-
tions. The first one, called Deflated-Conjugate Gradient, is to augment the Krylov space
generated in the Conjugate Gradient iterations with the basisW , and resumes in a deflation
at each iteration of the generated Krylov vectors. The second one, also called Projected-
Conjugate Gradient, is to run the Conjugate Gradient algorithm onto the projected system
PAx = Pb, where P is a projector onto the orthogonal complement of W that commutes
in some way with A. Details about these two previous techniques can be found in Saad
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et al. (2000). The last technique, proposed by Carpentieri et al. (2003), aims at building
a preconditioner in A that shifts, by adding the value 1, those eigenvalues linked to the
near-invariant subspace W , and to run a preconditioned Conjugate Gradient in the usual
way to compute the solution of (1.1).
All the techniques that improve the convergence of the Conjugate Gradient method by
removing the effect of the smallest eigenvalues imply the pre-computation of a basisW of a
near-invariant subspace linked with these eigenvalues. Normally, this pre-computation has
a cost that is larger than the benefit resulting from the acceleration of the system solution.
Thus, in order to amortize the pre-computational costs, these acceleration techniques are
recommended only when several linear systems with the same (or approximately the same)
coefficient matrix have to be solved consecutively.
The two-phase approach was initially proposed by Arioli and Ruiz (1995), to improve
the consecutive solutions of linear systems with the same coefficient matrix A and changing
right-hand sides. The matrix A is assumed to be SPD or convertible to an SPD matrix by
some kind of preconditioner. In a first phase, a basis of a near-invariant subspace linked
with the smallest eigenvalues is computed and stored. The computation of the basis of
this subspace is made with an algorithm, called BlockCGSI, that combines the (inverse)
subspace iteration (see for instance Parlett (1998)) with a stabilized version of the block
Conjugate Gradient (blockCG), developed by Arioli et al. (1995). For the computation
of any further solutions in the second phase of the approach, the computed basis is used
to perform a deflation on the initial residual and the Conjugate Gradient computes the
remaining part of the solution.
In the BlockCGSI algorithm proposed by Arioli and Ruiz (1995), the inversion of the
coefficient matrix is made implicitly by means of an iterative solution with the blockCG.
This method is particularly well designed for simultaneously computing multiple solution
and suffers less from the particular numerical properties of the linear systems under con-
sideration (e.g. presents a convergence history with plateaus of much reduced length). It
also provides only approximate solutions, as opposed to a direct solver, which may affect
the global convergence in the subspace iteration. Therefore, the difficulty is to find an
appropriate stopping criterion for the blockCG that enables to reach sufficient accuracy
to ensure the convergence of the subspace iteration towards the targeted invariant sub-
space, and, if possible, that contributes to minimizes the total amount of work. Another
limitation of this algorithm is that the dimension of the targeted approximate invariant
subspace must be set at the beginning, through the choice of the working block size in
the blockCG. Unfortunately, it is difficult to know a priori the best block size without
additional information on the spectrum of the given matrix.
An alternative version of the two-phase approach was proposed in Arioli and Ruiz
(2002), where the first phase is performed with an algorithm called Chebyshev-PSF (Cheby-
chev based Partial Spectral Factorization). This algorithm combines a filtering tool based
on Chebyshev polynomials with a block-Lanczos type of algorithm. The Chebyshev poly-
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nomials are used to “damp”, in a set of vectors, the eigencomponents associated with all
the eigenvalues in some predetermined range. This increases the degree of collinearity of
the filtered vectors with respect to the eigenvectors linked to the eigenvalues outside this
predetermined range. Starting with these filtered vectors, the block-Lanczos process is
then used to build a Krylov basis that is very rich with respect to the spectral information
associated to the targeted eigenvectors.
Compared with the BlockCGSI algorithm, the Chebyshev-PSF method is more robust
because it does not depend on the choice of the dimension of the initial basis. The approx-
imate invariant basis is indeed enlarged iteratively with all the computed Krylov vectors
until near-invariance is detected. However, memory requirements are not controlled/fixed
explicitly and, in some extreme cases, where the number of eigenvalues outside the filter-
ing/damping interval is large, this process may be out of interest if not enough storage is
available. As opposed to that, the BlockCGSI algorithm always works with the same basis
dimension and enables a precise control of the memory requirements.
1.4 Contributions of this thesis
We propose a two-phase approach technique to improve the successive solutions of linear
systems with the same spectral properties and changing right-hand sides. For each phase
in this technique, we have implemented algorithms and analyzed their behavior in function
of the different input parameters. From both theoretical and experimental analyzes, we
indicate how to monitor these two algorithms. We also present some applications, coming
from the computational fluid mechanics area, to illustrate both the potential and the
effectiveness of the strategy that is used to monitor the propose technique, regardless the
distribution of the smallest eigenvalues in the given matrix.
The eigencomputation of a near-invariant subspace, linked with the smallest eigenval-
ues, is performed with a reformulated version of the BlockCGSI algorithm that combines
the subspace iteration with the block Conjugate Gradient (blockCG). We analyze, from
an inner-outer point of view, the convergence of the subspace iteration combined with the
blockCG, and establish the relation between the reduction of the inner residual norm and
the convergence of the outer process. From this, we propose a residual measure for the
blockCG that is directly linked with the convergence of the subspace iteration, and that
helps to minimize the total amount of work. We monitor the inner (blockCG) iteration
with a threshold that is automatically set with respect to the accuracy wanted for the
near-invariant subspace.
The developed theoretical analysis shows that the convergence of the subspace iteration
does not require at all an extremely accurate solution in the linear systems. We prove that
the spectral residual norm (that measures the invariance in the outer loop) decreases along
the inner iterations with respect to the angle between the right-hand side and the current
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approximate solution of the linear system. When this angle stagnates, no improvements
can be obtained in the convergence of the outer process. This result differs from most of
the inexact inverse iteration theoretical analyzes, which usually derive expressions involving
the angle between the right-hand side and the targeted eigenvector.
To improve the global convergence of the BlockCGSI algorithm, we introduce a spectral
filtering tool based on Chebyshev polynomials to build starting vectors with better spectral
properties. With this tool, the subspace iteration starts to work with a set of vectors that
are already purged from the eigeninformation linked with the largest eigenvalues. We
also include the concept of “sliding window” as an algorithmic feature that enables the
computation of a near-invariant subspace whose dimension is not directly fixed by the
choice of the working block size in the blockCG.
After computing the near-invariant subspace, we accelerate the convergence of the CG
algorithm in any consecutive run (time step) in two different ways, namely the Init-CG
and the SLRU-CG. We also analyze experimentally how to take advantage of this spectral
information even when it is poorly accurate.
1.5 Brief outline of the thesis
We begin, in Chapter 2, by applying the two-phase accelerating technique in the pressure
correction systems coming from the SIMPLE algorithm. Using the original version of the
BlockCGSI algorithm, we compute, with different accuracies, the eigenspace associated
with the smallest eigenvalues, and we improve the convergence of the CG by either building
a spectral preconditioner that shift these eigenvalues from almost zero close to the unit
value, or performing a deflation of the initial residual in order to remove part of the
solution corresponding to the smallest eigenvalues. The efficiency of the two resulting
techniques is then compared experimentally. We also highlight that the success of the two-
phase approach depends strongly on the appropriate combined monitoring of the subspace
iteration and of the blockCG convergence within these iterations.
In Chapter 3 we review the main idea behind the inverse iteration, which is the basis of
the BlockCGSI algorithm. We focus in particular on the inexact inverse iteration where the
inversion of the coefficient matrix A is performed implicitly through an iterative solution
of the linear system of equations. This method has been studied in several publications in
recent years, like for instance Golub and Ye (2000); Simoncini and Eldén (2002); Berns-
Mueller et al. (2005), where many important results were established. For instance, it has
been proved that the inexact inverse iteration can converge linearly at the same rate as
the exact case, even if the system is not solved very accurately, and that the convergence
rate can be given by the threshold parameter used to stop the inner iterative solver. It
was also shown that the growth of the norm of the solution vector, when solving iteratively
the linear system, is directly linked to the reduction of the eigenvalue residual norm in the
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inverse iteration. Based on these ideas, different stopping criteria for the iterative method
inside the inverse iteration have been proposed: based either on the observation of the
stagnation of the approximate solution vector norm or on the standard backward error
measure.
In Chapter 4, we exploit some of the ideas developed in Chapter 3 to understand the
effect of the inaccurate solution of the linear systems on the global convergence of the
BlockCGSI algorithm towards the targeted invariant subspace. We develop an analysis of
the convergence of the BlockCGSI algorithm and indicate how to monitor the algorithm
to achieve some precise accuracy in the computed spectral information. We also introduce
some algorithmic features that improve the convergence of the algorithm, and overtake
some limitations of the subspace iteration. Namely, a spectral filtering tool based on
Chebyshev polynomials, that helps to speed the convergence and improves the monitoring
of the iterations, and the concept of “sliding window” that enables to incorporate as many
eigenvalues as required. We devote the section 4.7 of Chapter 4 to numerical experiments
concerning the computational costs involved in the different steps of the new version of the
BlockCGSI algorithm, and to illustrate the behavior of this two-phase approach in general.
The spectral information computed with the new version of the BlockCGSI algorithm is
used to improve the solution of SPD linear systems resulting from a PDE problem. As in
Chapter 2, the extracted spectral information is used either to deflate the starting residual
from the part of the solution corresponding to the smallest eigenvalues, or to build a second
level of preconditioning called Spectral Low Rank Update preconditioner (see Carpentieri
et al. (2003)). The differences between these two acceleration techniques are analysed and
discussed in detail.
In Chapter 5, we validate the proposed two-phase strategy in the context of an airflow
simulation based on the ICARE code (c.f. Martinat (2003)), developed at IMFT-Institut
de Mechanique des Fluides de Toulouse. The code simulates the transition of the flow,
around the wing of a plane, from the laminar to the turbulent state. The Navier-Stokes
equations are solved by a semi-implicit finite element discretization in a 2D field, through
a prediction-correction scheme, very close to the one used in the Fractional Step algorithm.
We show how the Conjugate Gradient can be accelerated even when the computed spectral
information is not accurate, and how the total amount of work evolves as a function of
the dimension of the computed near-invariant subspace. Based on these observations, we
suggest an adaptive strategy to determine the dimension of this subspace.
Chapter 6 is concerned with some final observations on the two-phase approach devel-
oped in this work and with some possible issues concerning future developments.
Chapter 2
Use of partial spectral information
on a CFD application
2.1 Introduction.
The starting point for this work was the iterative solution of multiple systems of linear
equations, all Symmetric and Positive Definite (SPD), that occur in a Computational
Fluid Dynamic (CFD) code based on the SIMPLE fluid flow algorithm (Patankar and
Spalding, 1972). This is what has been called a segregated approach, where the mass and
momentum conservation equations are solved in sequence and in an iterative manner, as
separate equation systems.
In every iteration i of the SIMPLE algorithm, a new system of linear equations
Aix = bi (2.1)
must be solved, where both the coefficient matrix Ai and its right-hand side bi are updated.
We have observed that, despite of the updating of Ai and bi between iterations, the charac-
teristics of the invariant subspaces associated with the smallest eigenvalues in these varying
linear systems did not change much. This is very important, because it is well-known that
eigenvalues near the origin slow down the convergence of Krylov based methods, as with
CG for instance, in the case of SPD systems (see Golub and van Loan (1996)). The idea
was then to take advantage of this near-stability of the invariant subspace associated with
the smallest eigenvalues, computing it only once and using it to improve the convergence
of the CG method in subsequent iterations of the SIMPLE fluid flow algorithm.
The chapter is organized as follows. In section 2.2 we analyze the characteristics and
the origin of the systems to be solved. Section 2.3 includes a short explanation of the
techniques being used to evaluate and cancel the effect of the smallest eigenvalues. Section
2.4 is concerned with the results and their discussion. Finally, in section 2.5, we present the
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costs and benefits of the proposed technique and conclude with some observations about
the experiments and a list of other issues, still requiring further analysis.
2.2 The test problem
As a basis for our study, we used the coefficient matrices of the pressure p which result
from the classical problem of the flow inside a square box with a sliding lid, for a Reynolds
number (Re = UlidL/ν) of 100, based on lid velocity (Ulid) and box size (L =1 m).
2.2.1 Fluid flow equations





= 0 , (2.2)



































which establish the principles of mass (2.2) and momentum conservation (2.3) in a two-
dimensional stationary flow of an incompressible constant-property Newtonian fluid. u and
v are the velocity components along the x and y Cartesian coordinate directions, p is the
pressure and ρ and ν are the density and the fluid’s kinematic viscosity.
The value of the unknowns u, v and p was determined using the SIMPLE fluid flow
algorithm (Patankar and Spalding, 1972), where the momentum and mass conservation
principles are enforced by alternately solving, until convergence, equations (2.3) and a
Poisson-type pressure-correction equation derived by algebraic manipulation of the conti-
nuity (2.2) and momentum (or velocity) equations (2.3). The advective and diffusive terms
are discretized in a non-staggered grid (Rhie and Chow, 1983), using hybrid and second or-
der central differencing, in a finite volume approach (see Ferziger and Perić (2002)), which
yields a five-diagonal coefficient matrix. The hybrid scheme switches between upwind and
central differencing schemes, depending on whether the Reynolds number based on the
numerical cell size is higher or lower than 2.
The total number of global iterations performed by the SIMPLE algorithm, to reach
convergence, is between 100 and 450, depending on the kind of formulation and of the
under-relaxation factors in use (see for instance McGuirk and Palma (1993)). In our test
problem it converge in 250 iterations.
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2.2.2 Properties of the coefficient matrices
The domain was discretized with a regular mesh of 120×120 nodes, with Dirichlet’s bound-
ary conditions. The result was a five-diagonal matrix of dimension n = 13924, with
nnz = 69148 non-zero elements. In table 2.1, we present some properties of the coeffi-
cient matrices for the momentum and pressure correction system, solved in the first global
iteration.
Table 2.1: Properties of the coefficient matrices of the velocity and pressure systems with
Dirichlet boundary conditions, at the first SIMPLE iteration.
System Momentum u Pressure p
n 13924 13924
nnz 69148 69148
‖A‖∞ 1.057e− 01 1.006e− 02
‖A‖2 9.971e− 02 1.005e− 02
κ2(A) 4.233e+ 00 3.131e+ 05
The test systems used in this work are derived from the pressure-correction equation.
As we can see in table 2.1, these systems are ill-conditioned, compared with the velocity
systems, because their smallest eigenvalues are much closer to the origin. The linear
systems involving the velocities appear to be rather well conditioned, even with other grid
sizes that we have tried in some preliminary tests (Balsa, 2000). The pressure systems are
positive definite because we considered Dirichlet’s boundary conditions for the pressure-
correction equation. In the case of Neumann conditions on all boundaries, these systems
would have been singular and more difficult to solve.
Some of the eigenvalues of the pressure system, computed with ARPACK (Lehoucq
et al., 1998), are presented in table 2.2. These values belong to the systems solved at the
first global iteration (A1x = b1), and to the same system preconditioned with M1 obtained
with the standard Incomplete Cholesky (IC). As we can see, the IC(0) preconditioner
clusters the eigenvalues near one, but it is not very effective in reducing the spectral
condition number, which changes by one order of magnitude only.
In table 2.3, we present the minimum cosine of the angles between the two subspaces
generated by the eigenvectors associated with the 20 smallest eigenvalues of M−11 A1 and
M−1p Ap. The subscripts 1 and p refer to the global iterations in the SIMPLE algorithm and
M1 and Mp are the corresponding IC preconditioners. The computation is made using the
Singular Value Decomposition (SVD), as proposed in Golub and van Loan (1996), where
SV D(V T1 Vp) gives the cosines of the angles between the two subspaces Range(V1) and
Range(Vp) (provided the columns of Range(V1) and Range(Vp) are orthonormal sets of
vectors), and the minimum of these values denotes the maximum angle. The eigenvectors,
located in the columns of the matrices V1 and Vp, have been computed with ARPACK.
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Table 2.2: Extremal eigenvalues of the pressure system solved in the first global iteration,
before and after preconditioning.
Eigenvalue A1 M−11 A1
λ1 3.211006e− 08 4.428912e− 05
λ2 8.877776e− 07 1.232523e− 03
λ3 9.572325e− 07 1.328789e− 03
λ4 1.769538e− 06 2.473183e− 03
λ5 3.550269e− 06 4.915760e− 03
λ10 7.985443e− 06 1.100848e− 02
λ15 1.164407e− 05 1.611350e− 02
λ20 1.591812e− 05 2.193773e− 02
λmax 1.005278e− 02 1.226147e− 00
κ2 3.130730e+ 05 2.768510e+ 04
Despite the changes in the systems in each global iteration, the spectral characteristics
of the coefficient matrices Ai do not change much along the global iterations. Indeed, as
we can see in table 2.3, the angles between the invariant subspaces associated with the
smallest eigenvalues stay very close to zero.
Table 2.3: Cosine of the angles between the invariant subspaces associated with the 20
smallest eigenvalues.
min{SV D(V T1 Vp)} M1 = Mp = I M1 = IC(A1), Mp = IC(Ap) M1 = Mp = IC(A1)
min{SV D(V T1 V10)} 0.9999999211680 0.9999999106341 0.9999999123822
min{SV D(V T1 V100)} 0.9999999704539 0.9999999236925 0.9999999693204
min{SV D(V T1 V200)} 0.9999999025570 0.9999999240168 0.9999999946030
2.3 Methods to obtain and use the spectral informa-
tion
As mentioned before, we are concerned with the consecutive solution of several linear sys-
tems with different right-hand sides and different coefficient matrices, but having spectral
characteristics approximately constant. To benefit from this, we propose a two phase ap-
proach that firstly computes a part of the spectral information associated with the smallest
eigenvalues in the first system, and which afterwards uses this information to compute the
solution of the remaining systems.
In this section, we describe the method for computing the eigenvalues and the eigenvec-
tors of the matrix A1, which is based on the (inverse) subspace iteration. Next, we discuss
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two techniques, both exploiting the precomputed invariant subspace, that can be used to
improve the CG convergence: first, the deflation of the starting guess and second, the use
of a spectral preconditioner.
2.3.1 Computation of the invariant subspaces
To compute the spectral information we have implemented the Subspace Iteration in con-
junction with the stabilized block Conjugate Gradient method (blockCG) to compute the
required sets of multiple solutions, as proposed in Arioli and Ruiz (1995) where this com-
bination is called BlockCGSI algorithm. This algorithm approximates s eigenvectors as-
sociated to the s smallest eigenvalues of the preconditioned pressure matrix M−1A, at the
first SIMPLE iteration.
Algorithm 2.3.1: BlockCGSI Algorithm
Inputs: A,M = RTR ∈ IRn×n, s ∈ IN,m ∈ IN
Output: a near-invariant subspace W with di-
mension s
Begin
Generate the initial subspace
Z(0) =RANDOM(n, s)
V (0)Γ = Z(0) such that V (0)TMV (0) = Is×s
For k = 1, ...,m Do:
Solve M−1AZ(k) = V (k−1) with blockCG






Diagonalize βk = Uk∆kUTk
where UTk = U−1k
and ∆k =Diag(δ1, ..., δs) (Ritz Values)
V (k) = Q(k)Uk (Ritz Vectors)
EndDo
End
In algorithm 2.3.1, the preconditioned blockCG algorithm is used to solve the s lin-
ear systems M−1Az(k)j = v
(k−1)
j , with j = 1, ..., s, simultaneously, where the matrix A is
14 Chapter 2. Use of partial spectral information on a CFD application
preconditioned with M (standard IC preconditioner). The block Conjugate Gradient al-
gorithm under concern is a numerically stable variant that avoids the numerical problems
that can occur when some of the s systems are about to converge (Arioli et al., 1995). This
stabilized variant is detailed in chapter 3.2.3.
The block solution matrix Z(k), corresponding to the s right-hand sides (columns of
V (k−1)), is computed with an accuracy determined by a threshold value , which is an
input of the algorithm. The other input variables are m, the number of inverse iterations
of the BlockCGSI algorithm, and s, the block size, which defines the size of the computed
invariant subspace. These parameters can not be set in an optimal manner a priori because
this depends on the kind of problem and on the desired final accuracy. This depends also
on how this computed spectral information will be exploited in the following consecutive
solutions. In section 2.4, we investigate experimentally the impact of varying the values of
m and s in the context of the current problem.
2.3.2 Deflation
Once the invariant subspace linked to the smallest eigenvalues of the linear system solved
in the first global iteration is obtained, we can use it for the computation of the solution
of the systems in each of the following global iterations. The idea is to use this spectral
information to remove the effect of the ill conditioning in these linear systems.
One of the possible methods is to perform a deflation on the initial residual. This enables
to obtain the eigencomponents of the solution corresponding to the smallest eigenvalues.
With this initial starting guess, we expect that the CG will converge to the remaining
part of the solution very quickly, since the difficulties caused by the smallest eigenvalues
have been swallowed. In this way, the Conjugate Gradient should reach linear convergence
immediately (van der Sluis and van der Vorst, 1986).
In each global iteration i of the SIMPLE algorithm, we run the Conjugate Gradient to
solve M−11 Aix = M−11 bi with the starting guess
x(0) = V (m)∆−1m V (m)
T
bi, (2.4)
where V (m) and ∆m are the matrices corresponding to the Ritz vectors and values ob-
tained after m inverse iterations of the BlockCGSI algorithm on the preconditioned matrix
M−11 A1.
2.3.3 Spectral Low Rank Update (SLRU) preconditioner
Another way of exploiting spectral information of the coefficient matrix is to perform a
deflation at each CG iteration, instead of just at the beginning. This approach, proposed
in Carpentieri et al. (2003), is called Spectral Low Rank Update (SLRU) preconditioning.
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The computation of the solution of the systems M−11 Aix = M−11 bi, is obtained by
running the CG algorithm on an equivalent systemMAix = Mbi, where the preconditioner
M is given by
M = M−11 + V (m)∆−1m V (m)
T
. (2.5)
This preconditioner will shift the smallest eigenvalues in the coefficient matrix M−11 Ai
close to one (see Carpentieri et al. (2003)). In some cases, it can be interesting to shift the
smallest eigenvalues close to some predetermined value λ (with λ = λmax, for instance), in
which case the spectral preconditioner must be set to
M = M−11 + λV (m)∆−1m V (m)
T
. (2.6)
This is not useful in our test problem, since the spectrum is previously clustered near one
with the first level of preconditioning M1 (see table 2.2).
In comparison with the deflation on the starting guess, presented in equation (2.4), the
SLRU preconditioner exploits the precomputed spectral information at each CG iteration,
which may an effect in terms of robustness but also in terms of total amount of work.
2.4 Experiments
In this section, we illustrate the potential of the methods presented above, in the context
of the SIMPLE algorithm. We analyse the computation phase of the spectral informa-
tion and its consequences on the acceleration of the CG convergence. All the tests have
been performed on a Personal Computer with an AMDr Athlonr Processor, with clock
frequency of 1.6 MHz and 250 MB of RAM memory. All runs have been performed with
Matlabr R12.
We compute, using algorithm 2.3.1, the s smallest eigenvalues in the system A1x =
b1, with s varying from 5 to 20, and then we run the CG algorithm on all the sample
systems. In each run of the classical Conjugate Gradient algorithm, preconditioned with
Incomplete Cholesky, we compare the performance improvements obtained with the two
different techniques introduced above, namely the SLRU preconditioner and the deflation
of the smallest eigenvalues in the starting guess.
2.4.1 Monitoring the BlockCGSI algorithm
The main parameters of algorithm 2.3.1, that must be carefully chosen, are the thresh-
old value () for the stopping criterion of the blockCG algorithm, the dimension of the
computed invariant subspace (block size s), and the number of inverse iterations (m).
The accuracy in the computation of the multiple solutions required in the subspace
inverse iterations, obtained by means of the stabilized blockCG, is set by the threshold
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value  used in the stopping criterion. The choice of this stopping criterion is indeed a
crucial point because it can lead to a great amount of unnecessary extra work, proportional
to the block size s. We recall that the linear systems that we need to solve at each inverse
iteration is of the type
M−1Az = v,
which is equivalent to the symmetrized system R−TAR−1Rz = Rv, assuming that the
SPD preconditioner is factorized asM = RTR. Based on the ideas developed by Rigal and
Gaches (1967), to monitor the convergence we have chosen the normwise backward error
ω1 =
||Rv −R−TAz||2
||R−TAR−1||2||Rz||2 + ||Rv||2 , (2.7)
where z denotes the current iterate approximating the solution of the system above, and we
stop the iterations when this backward error is smaller than some threshold . Assuming
that the preconditioned matrix R−TAR−1 has a maximum eigenvalue close to one – which
is the case in general with classical preconditioning techniques, and can at any rate be
achieved with some additional scaling factor – and considering that the right-hand side
vector v has an M -norm equal to one, we also mention that this backward error measure
can be simplified to
ω1 =
||v −M−1Az||M
||z||M + 1 . (2.8)
The reason for this choice is that it is the measure of the residual norms in the sym-
metrized system R−TAR−1Rz = Rv that bounds effectively the error on the approximated
eigenvalues. Indeed, at each inverse subspace iteration k, the Ritz values δ(k)1 , ..., δ(k)s (di-
agonal elements of ∆k) ranged in increasing order, and the corresponding Ritz vectors
v
(k)
1 , ..., v
(k)
s (columns of V (k)), approximate the eigenvalues λ1, ..., λs and the eigenvectors
u1, ..., us , of M−1A. The error bound on each eigenpair, given by (Parlett, 1998, p. 357),
is:
|λj − δ(k)j | ≤
||Av(k)j − δ(k)j Mv(k)j ||M−1
||Mv(k)j ||M−1
, (2.9)
which also corresponds to
|λj − δ(k)j | ≤ ||M−1Av(k)j − δ(k)j v(k)j ||M (2.10)
(since v(k)j has an M -norm equal to 1), and incorporates the same matrix-norm as in the
backward error measure (2.8). In that respect, we may expect a better agreement between
the choice of the threshold value  used to stop the blockCG iterations and the final level
of accuracy that can be reached in the approximated eigenvalues.
To start with the illustration of the different issues discussed above, we first show
in figure 2.1 the convergence history of the backward error ω1 within the blockCG run
at the first inverse iteration (k = 1) in the BlockCGSI algorithm. We indicate in the
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X-axis the number of matrix-vectors multiplications, which correspond to the iteration
count multiplied by the block size s (fixed to s = 5 and s = 10 in the two plots). The
convergence history that is shown is relative to the solution vector z1 associated with the
smallest eigenvalue λ1, because its computation is the most sensitive to round-off error
propagation. Just for sake of comparison, we also plot the convergence history of the




We can observe that the choice of the criterion based on (2.11) can increase substantially
the number of blockCG iterations for the same fixed level . For example, with a threshold
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Figure 2.1: Two different residual measure for the convergence of the blockCG
with block size s = 5 and s = 10.
value  = 10−4 and a block size s = 10, the use of a residual norm (2.11) instead of (2.8)
increases the total number of matrix-vector multiplications from 400 to 500 (see figure 2.1).
It is also important to note that the amount of matrix-vector multiplications does not grow
proportionally with the block size s.
One of the most crucial issues in these experiments is the good adequation between
the threshold value  and the level of stagnation of the error bound (2.10) in the inverse
iterations. In figure 2.2, we can actually see that this error bound decreases very fast
as the number of inverse iterations grows, and stagnates around a level very close to the
threshold value . This justifies experimentally the discussion we had before concerning
our choice for the backward error measure (2.8), and gives the potential for an easy control
of the numerical behavior of algorithm 2.3.1. Finally, the stagnation of this bound after a
certain number of inverse iterations is a direct consequence of the level of accuracy in the
computed solutions. For example, if we want to approximate the five smallest eigenvalues
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with a threshold value  = 10−10, the BlockCGSI algorithm stagnates after four inverse
iterations (see figure 2.2), and after this stage, the blockCG needs only one iteration to
reach the level  (see table 2.4). This occurs simply because there is no more refinement
possible with the same tolerance .
Dividing equation (2.10) by δ(k)j instead of λj, we can get an estimate of the relative
residual associated to λj, which indicates the number of correct digits in each approximated
eigenvalue δ(k)j . In table 2.5, we give the value of this estimate corresponding to δ
(k)
1
(obtained with a block size s = 5), as a function of the number of inverse iterations and for
different values of the threshold . For instance, with  = 10−10, the BlockCGSI algorithm
gives an approximation of the smallest eigenvalue with six correct digits after four inverse
iterations.
Concerning the choice of the block size s, we must consider different conflicting aspects
in which there is some compromise to be reached. On the one hand, the more eigenvectors
associated to the smallest eigenvalues are approximated, the faster should be the conver-
gence of the CG algorithm in the solution phase, because we expect that the CG algorithm
will work as if the condition number was reduced to about λmax/λs+1. But on the other
hand, as s grows, the work to compute the spectral information also grows. However, and
this has been mentioned in Arioli and Ruiz (1995), this computational work does not grow
proportionally with the block size, and it is thus important to find out the appropriate
number of eigenvalues to approximate.
The last important aspect concerning the choice of the block size s, is that the con-
vergence of the inverse iterations in the BlockCGSI algorithm can also be improved with
Block size = 5,  = 10−8
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Figure 2.2: Evolution of the error bound (2.10) associated to the five smallest
eigenvalues, computed with the BlockCGSI algorithm.
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Table 2.4: Total number of matrix-vector products performed by the BlockCGSI algorithm
as a function of the number of inverse iterations.
Number of BlockCG Iterations * Block Size
 = 10−4  = 10−6  = 10−8  = 10−10
Inv. Block Size Block Size Block Size Block Size
Iters. 5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20
1 260 400 480 560 345 500 600 600 410 580 600 600 455 600 600 600
2 50 70 90 120 215 310 360 420 305 430 495 600 365 510 600 600
3 10 10 15 20 10 20 15 20 165 220 210 260 255 350 390 460
4 5 10 15 20 5 10 15 20 5 10 15 20 120 130 15 100
5 5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20
6 5 10 15 20 5 10 15 20 5 10 15 20 5 10 15 20
Table 2.5: Estimate of the relative residual associated with the smallest eigenvalue λ1 as a
function of the number of inverse iterations and of the different threshold values .
Inverse ||M−1Av(k)1 − δ(k)1 v(k)1 ||M/δ(k)1
Iterations  = 10−4  = 10−6  = 10−8  = 10−10
1 6.71101e+ 01 6.71317e+ 01 6.71317e+ 01 6.71317e+ 01
2 2.25445e+ 00 2.35220e− 02 1.47802e− 02 1.02337e− 02
3 1.60105e+ 00 1.86759e− 02 2.81274e− 04 5.23205e− 05
4 1.60105e+ 00 1.86759e− 02 2.15853e− 04 1.85662e− 06
5 1.60105e+ 00 1.86759e− 02 2.15853e− 04 1.85662e− 06
6 1.60105e+ 00 1.86759e− 02 2.15853e− 04 1.85662e− 06
larger values of s. Indeed, the subspace computed in the BlockCGSI algorithm converges
towards an invariant subspace of the iteration matrix A with a rate that depends on the
relative gap between the approximated eigenvalues and the closest in the remaining ones.
As it was shown in Parlett (1998), this rate of convergence is governed by the relation:





, 1 ≤ j ≤ s, (2.12)
and it may be useful in some cases to increase the block size s just to benefit from a better
gap in the relation above. This technique is also denoted “Guard Vectors”. Nevertheless,
the relation (2.12) relies on the fact that the solutions in each inverse iteration are obtained
as exactly as possible. This is not the case in our experiments where we actually play with
rather large values for the threshold , expecting to reduce quite reasonably the total
amount of work for very improvements in the solution phase, as this will be illustrated in
the following sections.
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2.4.2 Improving the convergence of the CG algorithm
Based on the precomputed spectral information, we can improve the convergence of the
CG algorithm at each of the consecutive runs in the SIMPLE algorithm. To illustrate
this, we have selected two pressure-correction systems coming from the global iterations 10
and 100 in the SIMPLE algorithm, and have solved these systems with the CG algorithm
accelerated by means of the SLRU preconditioner or the deflation of the initial solution
vector. The relative residual measure in these plots is a standard backward error measure
based on ||r(i)||2/||r(0)||2, mainly for reasons of simplicity in the discussion and also because
very similar improvements can be observed with other type of residual measures that can
be found in literature (see Arioli (2004) for instance).
The results show that, as expected, the spectral information calculated in the first
System A10x = b10,  = 10−4
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Figure 2.3: Classical Conjugate Gradient with the SLRU preconditioner.
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global iteration is valid during the whole iterative process of the SIMPLE algorithm. In
previous experiments, we observed that the reduction in the number of CG iterations is
similar to the one obtained in the case of the two systems A10x = b10 and A100x = b100
presented here.
The Incomplete Cholesky preconditioner clusters the eigenvalues near one but still
leaves a few ones remote (see table 2.2). These are shifted to the right of the unity by the
SLRU preconditioner introduced in equation (2.5), yielding a lower condition number and,
therefore, the performance of CG is improved. However, we can observe in figure 2.3 that,
after removing the 15 smallest eigenvalues, no much better improvements are obtained
on the convergence rate. This occurs because the reduced condition number λmax/λs+1
remains at the level of 102 when s ≥ 15 (see table 2.2).
System A10x = b10,  = 10−4
























System A100x = b100,  = 10−4
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Figure 2.4: Classical Conjugate Gradient with the deflation of the starting
guess.
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An important property of the SLRU preconditioner is that it does not need a high
accuracy in the spectral information to be efficient. As we can observe in figure 2.3, the
curves obtained with  = 10−4 and  = 10−10 are very similar, despite the estimates in
table 2.5 tend to indicate that δ1 has no correct digit in the first case and 6 correct digits
in the second case.
The alternative approach that we have experimented, to remove the effect of the small-
est eigenvalues, is the deflation technique (see figure 2.4). As it was mentioned before,
the idea is to include in the starting guess the information corresponding to the smallest
eigenvalues. As opposed to the SLRU preconditioner the deflation of the starting guess
shows a linear convergence only during the first few iterations, and requires also that the
spectral information be computed with better accuracy (see figure 2.4). This suggests
that the deflation technique is numerically more unstable than the SLRU preconditioner.
Nevertheless, in these two acceleration techniques, the linear convergence is identical and
is basically linked to the reduced condition number λmax/λs+1 as expected from the theory
(see Giraud et al. (2004)).
2.5 Cost-benefit and concluding remarks
The framework in this chapter was to introduce some techniques that could help to reduce
the computing time in a fluid dynamic code based on the SIMPLE fluid flow algorithm.
We have stressed that the difficulties mostly occur when solving the SIMPLE pressure-
correction equation. In general the linear systems that arise from the discretization of
this equation present some eigenvalues very close to zero, but with associated invariant
subspaces that do not vary much during the whole SIMPLE iterative process. This opened
the way to strategies based on spectral information for improving the solution of these linear
systems. In that respect, we have focused on two closely related approaches: (1) deflating
the eigencomponents associated with the smallest eigenvalues with an appropriate starting
guess, or (2) using the SLRU preconditioner that shifts these eigenvalues away from zero.
The latter appeared to be numerically more stable, achieving linear convergence, even when
the pre-computed spectral information was obtained with low accuracy.
Concerning the computation of the spectral information associated with the smallest
eigenvalues in our linear systems, we have chosen a combination of the (inverse) subspace
iteration algorithm with a stabilized version of the block Conjugate Gradient for the solu-
tion of the systems with multiple right-hand sides. The main reasons for the choice of this
combination were to enable a precise control of the memory requirements, and to open the
possibility of reducing the total amount of work by controlling the accuracy when solv-
ing the systems at each inverse iteration. We also mention that the blockCG algorithm
can incorporate BLAS 3 Dongarra et al. (1990) operations and therefore be efficiently
implemented on modern computers.
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This eigencomputation has a cost that depends on the dimension and on the accuracy
of the computed invariant subspace. Once this information is obtained, we can use it to
accelerate the CG in the successive global iterations of the SIMPLE algorithm. The success
of all this implies that the initial cost can be recovered by the reduction of the number of
CG iterations in the following runs.
In tables 2.6 and 2.7, the cost-benefit of the two proposed techniques are illustrated.
The system used is A100x = b100, and we stop the CG iterations when the relative residual
norm ||r(k)||2/||r(0)||2 is below 10−4. This is a value which is not too low and is normally
used in this type of simulation. In this context, the classical Conjugate Gradient algorithm
converges in 153 iterations and 11.68 seconds. In these tables, we indicate first the total
number of matrix-vector multiplications performed to get the spectral information, which
we denote by “Equivalent Iterations”, i.e. an rough measure of the cost for computing the
spectral information. In each case, the number of CG iteration and the time to converge are
indicated, as well as the benefits with respect to the convergence without any acceleration
(153 iterations and 11.68 sec.). Finally, the “SIMPLE Amortization” denotes the number
of global iterations after which the extra cost in terms of matrix-vector multiplications for
computing the spectral information is actually fully recovered. For instance, in table 2.6,
for s = 10 and  = 10−10, 1590 equivalent iterations are needed for the spectral pre-
computation, out of which CG convergence is achieved in 38 iterations, i.e. a reduction
of 75% compared to the run without spectral preconditioning. The 1590 extra equivalent
iterations are payed back after 14 global iterations, and in the remaining global iterations
of the SIMPLE algorithm, the total time spent in the solver will be halved.
Table 2.6: Costs and benefits of CG accelerated with the SLRU preconditioner.
s  Eq. Iter. CG + SLRU Benefits SIMPLE
(costs) Its Time Its Time Amortization
10−4 320 79 7.65 74 4.03 5
5 10−10 1195 53 5.18 100 6.50 12
10−4 470 62 8.65 91 3.03 6
10 10−10 1590 38 5.32 115 6.36 14
10−4 580 56 9.32 97 2.36 6
15 10−10 1590 30 4.96 123 6.72 13
10−4 680 54 9.96 99 1.72 7
20 10−10 1760 29 5.32 124 6.36 15
As we can see in table 2.7, the efficient use of the deflation technique requires a greater
initial cost, since it needs higher accuracy in the computation of the spectral information.
However, the deflation technique just implies an initial extra operation, and is less costly
than the SLRU preconditioner. For example, in the same situation (s = 10 and  = 10−10),
the deflation leads to the same reduction in iterations, but in terms of computing time,
the reduction is approximately of 80% and bigger compared to the SLRU preconditioner.
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Therefore, depending on the total number of global iterations that will be performed, the
deflation technique can still be a good option.
Table 2.7: Costs and benefits of CG accelerated by the deflation on the starting guess.
s  Eq. Iter. CG + Defl. Benefits SIMPLE
(costs) Its Time Its Time Amortization
10−8 880 54 3.19 99 8.49 9
5 10−10 1195 53 3.16 100 8.52 12
10−8 1230 46 2.83 107 8.85 12
10 10−10 1590 39 2.35 114 9.33 14
10−8 1350 46 2.83 107 8.85 13
15 10−10 1590 38 2.35 113 9.33 15
10−8 1460 46 2.83 107 8.85 14
20 10−10 1760 38 2.35 113 9.33 16
Finally, the success of this approach also depends on the appropriate combined moni-
toring of the inverse iterations and of the blockCG convergence within these iterations. We
have proposed and validated experimentally a stopping criterion for the blockCG algorithm
that presents good numerical properties to achieve such a goal. Of course, we still need
to investigate this issue from the theoretical point of view, and this is done in chapter 4,
in order to build an algorithm that can adapt automatically to the properties of the given
matrices and compute invariant subspaces with some a priori fixed accuracy.
The results presented here show the effectiveness in reducing the computing time in
what can be considered as a not too difficult fluid flow calculation. Our plan is also to
investigate the potential of such an approach in the context of more complex numerical
simulations, where the stability of spectral properties of the linear systems will be not so
strong.
Chapter 3
Inverse iteration and related
methods.
3.1 Introduction.
Assuming that A ∈ IRn×n is real and symmetric positive definite (SPD), the spectrum of
this matrix (denoted by σ(A)) has the following properties
Auj = λjuj, ||uj||2 = 1, and
(3.1)
0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λn.
The problem of finding the eigenpairs (uj, λj) by an iterative method is known as a sym-
metric eigenvalue problem. An other related problem, known as the generalized eigenvalue
problem, is based in the search of the solution of
Auj − λjMuj = 0, with uj 6= 0, (3.2)
given two symmetric matrices A and M . If we multiply (3.2) by M−1, the problem is
reduced to the standard eigenvalue problem (3.1), where A is replaced by M−1A (provided
M is invertible). If in addition, the matrix M is positive definite, we can compute the
Cholesky decomposition M = RTR, and the problem can be written as
R−TAR−1Ruj = λjRuj,
⇔ A˜u˜j = λju˜j. (3.3)
26 Chapter 3. Inverse iteration and related methods.
The eigenvalues of A˜ are the same as those ofM−1A, and the eigenvectors will be u˜j = Ruj.
In this Chapter, we will review some of the numerical methods related with the inverse
iteration that are used to solve the symmetric eigenvalue problem. As these methods
compute some part of the spectrum σ(A), we say that they perform a partial spectral
factorization of the matrix A (or A˜). We start in Section 3.2 by a short description of
the single eigenvalue computation methods, directly related with the inverse iteration. In
section 3.3, we review the main contributions to the study of the inexact inverse iteration.
We continue in Section 3.4 with an overview of the Jacobi-Davidson method, which is a
type of inexact inverse iteration method. Some topics on the subspace iteration, that is the
generalization of the power (or inverse) iteration, are resumed in Section 3.5. We conclude
in Section 3.6, with a complementary description of the BlockCGSI algorithm from the
point of view of an inexact subspace iteration method.
3.2 Direct and inverse iteration methods
We recall from the books of Parlett (1998); Golub and van Loan (1996) and Stewart
(2001) the main components of the direct and inverse iteration methods. The power
method and the inverse iterations are simple vector iterations that consist in the successive
multiplication of the iteration vector x(k) by the matrix A, in the first case, or by A−1 in
the second one. In the case of the direct iteration (or power method), the resulting vector
is more and more pointed in the direction of the eigenvector corresponding to the largest
eigenvalue. In the case of inverse iteration, the resulting vector becomes close to the
eigenvector corresponding to the smallest eigenvalue. This old idea has been perfected
along the years, and has given rise to sophisticated and reliable methods that are still used
in certain domains like for instance in structural engineering.
3.2.1 Rayleigh quotient
Once we have an approximated eigenvector v ∈ IRn we can find the corresponding approx-





because δ(v) minimizes the residual norm ||Av − αv||2 over all the scalars α.
From a geometrical point of view, the minimization property of the Rayleigh quotient
means that, for any v 6= 0, the spectral residual S(v) = Av − vδ(v) is orthogonal to v, i.e.
vTS(v) = 0. Other basic property of the Rayleigh quotient, called Boundedness (Parlett,
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1998), says that δ(v) ranges over the interval [λ1, λn] as v ranges over all nonzero vectors
in IR.
Given an approximated eigenvector v and an approximated eigenvalue δ (Rayleigh quo-
tient for instance), we can have an estimation the quality of v and δ by knowing that there
is an eigenvalue λ of A satisfying
|λ− δ| ≤ ||Av − δv||2||v||2 . (3.5)
3.2.2 Power iteration
If we take a vector v(0) and we multiply it by Ak, as k → ∞, the resulting vector v(k) =
Akv(0) will be close (after scaling) to the eigenvector (un) corresponding to the largest
eigenvalue (λn). This observation is the basis of the power iteration method described in
algorithm 3.2.2.
Algorithm 3.2.2: Power iteration
v(0) = some vector with ||v(0)||2 = 1
For k = 1, 2, . . . , until convergence Do:
1. w = Av(k−1) (apply A)
2. v(k) = w/||w||2 (normalize)
3. δ(k) = (v(k))TAv(k) (Rayleigh quotient)
4. test for convergence (invariance)
EndDo
In Parlett (1998) it is proved that the power iteration converges linearly to λn with a
convergence rate of λn−1/λn as k →∞. For that, λn must be the unique dominant eigen-
value of A and the starting vector v(0) must not be orthogonal to un, i.e uTnv(0) 6= 0. The
upper bounds error associated with the iterate vector v(k) and the corresponding Rayleigh
quotient δ(k) that can be found in Golub and van Loan (1996) are













where θk is the angle between the iterate vector v(k) and the eigenvector un. These formulas
show that the Rayleigh quotient δ(k) converges twice as fast as the approximate eigenvector
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v(k). This is of particular importance because when we monitor the convergence, in step 4
of Algorithm 3.2.2, the threshold in the stopping criterion must be adapted to the targeted
output, for either v(k) or δ(k). From (3.6), we can also conclude that rapid convergence can
come in two ways: small ratio λn−1/λn or small θ0.
3.2.3 Inverse iteration
The inverse iteration is the power iteration involving A−1 instead of A in step 1 of algo-
rithm 3.2.2. There is no need to invert A because the step 1 is replaced by the solution of
the system Aw = v(k−1) for w. For k →∞, and assuming that λ1 is the eigenvalue closest
to 0 and uT1 v(0) 6= 0, the vector v(k) in the inverse iteration converges linearly to u1 with a
convergence rate of λ1/λ2 at worst.
If there is an approximation ν to an eigenvalue λj, we may apply the inverse iteration
with (A − νI)−1 instead of A−1. The next iterate vector v(k) will have component in the
direction of uj multiplied by 1/(λj − ν) and this component will be much larger when
compared to the other eigencomponents. This idea is incorporated in the shifted version
of inverse iteration presented in the algorithm 3.2.3.
Algorithm 3.2.3: Shifted inverse iteration
v(0): some vector with ||v(0)||2 = 1
a shift value ν: an approximation of λj
For k = 1, 2, . . . , until convergence Do:
1. solve (A− νI)w = v(k−1) for w (apply (A− νI)−1)
2. v(k) = w/||w||2 (normalize)
3. δ(k) = (v(k))TAv(k) (Rayleigh quotient)
4. test for convergence (invariance)
EndDo
The rate of convergence of the shifted version of inverse iteration is proportional to
|ν − λJ |/|ν − λK | where λJ is the closest eigenvalue to ν and λK is the second closest.
For this reason, the inverse iteration converges more rapidly when ν is well chosen, as for
instance when one or more eigenvalues are already known and when we want to compute
the corresponding eigenvectors. In this case, one step of inverse iteration can be sufficient
for convergence.
In each inverse iteration (k), we have (in exact arithmetic) (A − νI)w = v(k−1) with
||v(k−1)||2 = 1. The normalized spectral residual is then given by
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||Sˆ(k)||2 = ||(A− νI)w||2/||w||2
= ||v(k−1)||2/||w||2
= 1/||w||2. (3.7)
By (3.5), this means that ν differs from an exact eigenvalue of A by no more than 1/||w||2.
The principal cost in the inverse iteration comes from the solution of the system of
linear equations (A − νI)w = v(k−1). If a triangular factorization (A − νI) = LDLT is
possible at the beginning, the new iterate v(k) can be computed at each iteration with the
cost of a matrix-vector multiplication. In this case, there is an additional initial cost in
this factorization, but the solution phase at each iteration can be rather cheap depending
on the sparsity of the factors L.
Additionally, if ν is close to some eigenvalue λj, the system can be very ill conditioned
and roundoff errors can give rise to an erroneous solutions. In practice, this is not a problem
because, as shown in Parlett (1998), the error resulting from the inaccurate solution of the
system is almost entirely in the direction of uj, and no significant damage is introduced in
the convergence process.
3.2.4 Rayleigh quotient iteration
We have introduced in section 3.2.1 the Rayleigh quotient that gives an eigenvalue estimate
δ associated with an eigenvector estimate v, which can be obtained, for instance, with the
shifted inverse iteration. Combining these two ideas gives rise to an algorithm called the
Rayleigh quotient iteration (Algorithm 3.2.4).
Algorithm 3.2.4: Rayleigh quotient iteration
v(0) = some vector with ||v(0)||2 = 1
δ(0) = v(0)TAv(0)
For k = 1, 2, . . . , until convergence Do:
1. solve (A− δ(k−1)I)w = v(k−1) for w (apply (A− δ(k−1)I)−1)
2. v(k) = w/||w||2 (normalize)
3. δ(k) = v(k)TAv(k) (Rayleigh quotient)
4. test for convergence (invariance)
EndDo
The Rayleigh quotient iteration improves iteratively the eigenvalue estimates to in-
crease the rate of convergence. The convergence to an eigenpair (uj, λj) almost always
30 Chapter 3. Inverse iteration and related methods.
occur, and when it does, the rate of convergence is cubic. This means that each iteration
triples the number of correct digits of accuracy of δ(k), and the angle θk between uj and




∣∣∣∣∣ ≤ 1, (3.8)
the inequality being sharp (Parlett, 1998).
Compared to the shifted inverse iteration, the Rayleigh quotient iteration presents a
better convergence rate but also increases the amount of work required at each iteration.
Because the coefficient matrix (A− δ(k−1)I) changes, the solution of the system implies a
new factorization a each step.
3.3 Inexact inverse iteration
In the inverse iteration and related methods, the system of linear equation is traditionally
solved through the factorization of the coefficient matrix (step 1 of Algorithms 3.2.3 and
3.2.4). This can be expensive or impractical if n is large. Alternatively, we can solve these
systems by an iterative method. Iterative methods are attractive in large scale problems
because they require modest memory storage and the coefficient matrix does not need to
be known explicitly, but just the result of it multiplication with any vector. However,
an iterative method also introduces an error, when computing the approximate solutions,
that may affect the linear convergence rate in the inverse iteration (outer iteration). The
difficulty is to find an appropriate stopping threshold for the iterative method (in the inner
iteration) that enables a suitable convergence of the inverse iteration and, if possible, that
minimizes the global computational work.
The inverse iteration combined with an iterative solver, also called inexact inverse
iteration (see for instance Lai et al. (1997)), includes two levels of iterations. One is the
outer iteration, and corresponds to the loop k of the Algorithm 3.2.3. The other is the inner
iteration and corresponds to the iterative solution of the system in step 1 of Algorithm 3.2.3.
The convergence of inexact inverse iteration is not yet perfectly well understood in all
details, but has nevertheless been analyzed in several recent contributions. In this Section,
we present a short survey of the main ideas exposed in some of these papers.
• Ruhe and Wiberg (1972). In this early paper, an algorithm that combines the Conju-
gate Gradient with the inverse iteration is proposed. It focuses on two different ways
to prevent a possible breakdown in the solution of the nearly singular and indefinite
system (A− νI)w = v(k−1) with the CG algorithm. The first one is designed for the
case of a fixed shift value ν, that is very close to the targeted eigenvalue. In this case,
only one inverse iteration is sufficient, in which the CG algorithm performs a double
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step at the beginning and continues as usual. The second proposes a correction to
the Rayleigh quotient δ in order to get less problematic shifts.




including the residual r(k) = v(k−1)−(A−νI)w which comes from the inexact solution
of the system (A−νI)w = v(k−1). They have additionally incorporated in the stopping
criterion of the inner iteration a condition that prevents the inner residual to become
too small. In practice they considered that after ||r(k)||2 has reached a certain level,
proportional to 1/||w||2, no further reduction of the norm of the spectral residual
Sˆ(k) can be expected.
• Lai et al. (1997). The authors propose the following inexact inverse iteration algo-
rithm (Algorithm 3.3).
Algorithm 3.3: Inexact inverse iteration (Lai et al. (1997) variant)
v(0) = some vector with ||v(0)||2 = 1
0  1
For k = 1, 2, . . . , until convergence Do:
1. iterate to solve Aw = v(k−1), until ||Aw − v(k−1)||2 ≤ k−1
2. βk = ||w||2
3. v(k) = w/βk
4. If ||Av(k) − v(k)/βk||2 < TOL Then stop
5. compute k (see explanations below)
EndDo
It is shown that if v(0) is not too close to be orthogonal to u1, and if k is bounded
by 1/|∏ki=1 βiλ2| for all k in Algorithm 3.3, then v(k) and 1/βk converge linearly to
u1 and 1/λ1. The authors also give two practical ways to estimate the above bound





∣∣∣∣∣ or k = 1k ||v
(k) − v(k−1)||2
|βk| . (3.10)
The proposed inexact inverse iteration (Algorithm 3.3) with the second option of the
inner stopping threshold (3.10) is very efficient in reducing the total amount of inner
iterations, without degrading the global convergence.
These results clearly indicate that if one wants to maintain the same convergence
rate as in the exact inverse iteration, the stopping threshold k must decrease pro-
portionally to the number of outer iteration k. For instance, the linear systems can
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be solved more or less roughly at the beginning, and more and more accurately as
the number of outer iterations increases.
• Smit and Paardekooper (1999). Here, a geometric interpretation is used to prove
the linear convergence of the inexact inverse iteration. The authors also propose an
algorithm, similar to Algorithm 3.3, in which the shift ν is fixed. Assuming that the
system in step 1 is solved approximately with a tolerance k, the resulting residual
norm is ||(A− νI)w − v(k−1)||2 ≤ k, or equivalently
(A− νI)w = v(k−1) + e(k−1)v for some e(k−1)v with ||e(k−1)v ||2 ≤ k. (3.11)
It is analyzed how the perturbation vector e(k−1)v affects the reduction of the angle




|λ2 − ν| tan θv(k−1) . (3.12)
They conclude that, in the inexact case, this reduction can be bounded by
tan θw ≤ γ tan θv(k−1) if ∀k : k ≤
(γη − 2) sin θv(k−1) cos θv(k−1)√
cos2 θv(k−1) + γ2η2 sin2 θv(k−1)
, (3.13)
where η = |λ2 − ν|/|λ1 − ν| and η−1 < γ < 1. The formula (3.13) indicates that the
upper bound on the tolerance threshold k depends on the linear rate of convergence
γ and on the the angle between the right-hand side v(k−1) and the targeted eigen-
vector u1. As the upper bound on k decreases with θv(k−1) , the authors propose a




1− γ−1 |λ1 − ν||λ2 − ν|
)
sin θv(k−1) cos θv(k−1) . (3.14)








where r(k) is the current residual, qk = ||r(k)||2/||r(k−1)||2 is the reduction factor that
approaches the rate of convergence |λ1 − ν|/|λ2 − ν|, δ(k) is the Rayleigh quotient
associated with v(k). To ensure convergence even at the beginning, some maximum
value for the tolerance max is also included.
The paper finishes with an analysis of the inexact Rayleigh quotient iteration, using
the same approach as above in the case of the inexact inverse iteration. They conclude
that the appropriate choice for k is mostly critical at the beginning, and if it is small
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enough to start the convergence process, then the inexact Rayleigh quotient iteration
will converge at least quadratically.
• Golub and Ye (2000). The authors present a theoretical analysis of the inexact in-
verse iteration for the generalized eigenvalue problem Au = λMu. The study fallows
an inexact inverse iteration formulation similar to the Jacobi-Davidson method (see
section 3.4). In each outer iteration, an approximate solution to Aw(k) = Mv(k−1) is
sought in which the inner residual r(k) = Aw(k)−Mv(k−1) satisfies a certain termina-
tion criterion. Assuming that w(k−1) is an approximation of the eigenvector u1, the
problem is addressed in solving the correction equation Ad(k) = Mv(k−1) − Aw(k−1),
before updating w(k) = w(k−1) + d(k).
Two versions, that differ from each other only in the choice of the stopping criterion
in the inner iteration, are analyzed separately. The inner iteration in the first version
is stopped when
||r(k)||2 ≤ ||Mv(k−1) − Aw(k−1)||2, (3.16)
which corresponds to the standard relative residual measure (assuming that the it-
erative solver starts with an initial iterate d = 0), and in the second version when
||r(k)||2 ≤ k||w(k−1)||2. (3.17)
In (3.16), the stopping threshold  is fixed, and in (3.17) the value of k varies from
one iteration to another iteration.
The proposed inexact inverse iteration method is summarized in Algorithm 3.3. We
can observe that the outer residual S(k−1) = Mv(k−1)−βk−1Av(k−1), computed in step
1, is linked to the standard spectral residual (scaled by βk−1) because at convergence
1/βk−1 approximates the smallest eigenvalue.
The authors develop a theoretical convergence analysis of Algorithm 3.3, in the case
of the stopping criterion given by (3.17). They prove that, if we take k ≈ γk and
Algorithm 3.3: Inexact inverse iteration (Golub and Ye (2000) variant)
v(0) = some vector with ||v(0)||∞ = 1 and w(0) = 0
For k = 1, 2, . . . , until converge Do:
1. S(k−1) = Mv(k−1) − Aw(k−1)
2. iterate to solve Ad(k) = S(k−1) until r(k) = Ad(k) − S(k−1) satisfies (3.16) (or (3.17))
3. w(k) = w(k−1) + d(k)
4. βk = ||w(k)||∞
5. v(k) = w(k)/βk
EndDo
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ρ ≤ γ < 1, with ρ = λ1/λ2, then v(k) will converge linearly to u1 with a convergence
rate directly given γ. Additionally, if γ ≤ ρ, the convergence rate is always ρ, and if
γ ≥ 1, convergence may not be expected.
With respect to the computational work, they show experimentally that the total
number of inner iterations is close to a minimum when γ in in the range ]ρ, 1[, and
increases slightly as γ varies from ρ to 1. Their conclusion is to simply take γ greater
than ρ but of the same order of magnitude. They also observed that taking γ close
to ρ tends to minimizes the number of outer iterations.
The authors verify also experimentally the behavior of the algorithm with the stop-
ping criterion (3.16). The numerical experiments tend to indicate that there is a
rather wide range of values for  for which the total number of inner iterations is
minimum. However, unlike in (3.17), this range is not explicitly linked to ρ.
• Simoncini and Eldén (2002). The authors analyze efficient implementations of in-
exact Rayleigh quotient-type methods, which involve the approximate solution of a
linear system at each iteration by means of the Conjugate Residual algorithm (Saad,
2000). Throughout the paper, it is supported that the reduction of the norm of the
residual r(k) = v(k−1)− (A− δ(k−1)I)w, in the inner iteration, does only matter when
the current approximation v(k−1) of the eigenvector is weak, and helps to reduce the
norm of the spectral residual ||S(k)||2 = ||Av(k) − δ(k)v(k)||2. On the opposite, when
this approximation v(k−1) is good, improvements on the approximate eigenvector v(k)
can be obtained long before the residual r(k) has been reduced substantially. In this
case, it is the growth of the norm of the approximate solution vector w, along the
inner iterations, that matters in this reduction of the spectral residual norm.
The authors begin by showing that the reduction of the angle θk between the iterate
v(k) and the corresponding eigenvector uj is strongly related to the reduction of the
eigencomponent in the residual r(k) relative to that eigenvector. When the right-hand
side v(k−1) of the linear system has a large component along that eigenvector, the
iterative method will reduce significantly the residual along this direction already in
the first inner iterations. After that, the authors highlight the dependence between
the spectral residual S(k) and the growth of the norm of the iterate w approximating
the solution of the linear system, and in particular that:




It is proved that the Rayleigh quotient iteration converges linearly as soon as ||w||2 ≥
||Av(k−1)− δ(k−1)v(k−1)||−12 and that, if a good approximation v(k−1) to uj is available,
the growth of ||w||2 is directly linked to the variation of S(k) in the direction of the
wanted eigenvector uj.
Based on the theoretical developments, the authors propose a stopping criterion for
the inner iteration that is based on the variation of the magnitude of ||w||2:
3.3. Inexact inverse iteration 35
if ||w
[i]||2 − ||w[i−1]||2
||w[i]||2 ≤ inner & ||w
[i]||2 > 1||Av(k−1) − δ(k−1)v(k−1)||2 then stop, (3.19)
where the superscript [i] denotes the inner iteration i. The additional condition on
the right of (3.19) is included in order to ensure that a smaller spectral residual norm
is always obtained, and to prevent the inner solver from stopping too early. This also
helps to avoid useless outer iterations. It is also evidenced that other stopping criteria
like for instance (3.16) and (3.17) proposed in Golub and Ye (2000), are related to
monitoring the quantities ||w||2.




for the outer iteration, in order to detect when the approximate eigenpair (v(k), δ(k))
has converged within a given tolerance outer. The numerical experiments show
that (3.19) is not very sensitive to this tolerance inner as long as the tolerance is
not to loose, and that a lot of computational effort can be wasted when this toler-
ance is too tight. The only case where it can still be advantageous to consider very
small values for this tolerance is when the wanted eigenvalue λj is well separated
from the next one λj+1.
The authors also propose a preconditioning technique suitable for the solution of
the indefinite system involved in the Rayleigh quotient iteration (step 1 of Algo-
rithm 3.2.4). They first show that a standard symmetric preconditioning based on
the incomplete factorization M = RTR of A (for instance M = IC(A)), viz.
R−T (A− δI)R−1wˆ = R−Tv and w = R−1wˆ, (3.21)
yields a very slow convergence in the outer iteration. That is so because the right-
hand side R−Tv is no longer an approximate eigenvector of the coefficient matrix
R−T (A − δI)R−1. To overtake this difficulty, they first show that, if (v, δ) is close
(with respect to some specific conditions) to an eigenpair of A, then Rv approximates
the eigenvector of R−T (A− δI)R−1 associated with the eigenvalue closest to zero in
this preconditioned matrix. Consequently, they propose to solve instead the following
preconditioned system:
R−T (A− δI)R−1wˆ = Rv and w = R−1wˆ. (3.22)
This maintains the nice convergence properties of the Rayleigh quotient iteration.
The numerical experiments show that this preconditioning technique (3.22) is very
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effective to reduce to total amount of work compared with the standard precondi-
tioning (3.21).
• Berns-Mueller et al. (2005). This paper gives a general convergence theory of the
inexact inverse iteration, that is independent of the choice of the inexact solver and
of the shift. It is proved that the inexact Rayleigh quotient iteration can converge
cubically if the linear system is solved with a decreasing tolerance, and quadratically
with a fixed tolerance. The main theoretical result also shows that, with a fixed shift
value strategy, convergence occurs only with decreasing tolerance values and that
convergence cannot be expected with a fixed tolerance.
The convergence of the preconditioned inner iteration, as proposed in (3.22), is also
analyzed from the theoretical point of view. With a sufficiently good starting guess,
the preconditioned Rayleigh quotient iteration is quadratically convergent. The pre-
conditioning (3.22) breaks the property of cubic convergence (except in a very special
case), but is very effective in reducing the total number of inner iterations.
An important study of the Krylov method MINRES, used as inner solver in the
inexact inverse iteration, is also presented. MINRES is a good choice to solve A −
δ(k−1)I = v(k−1), because as the inverse iteration proceeds, the symmetric matrix
A − δ(k−1)I becomes more and more indefinite. MINRES also has the important
property of minimizing the residual norm ||v(k−1) − (A − δ(k−1)I)||2. An analysis of
the number of iterations needed for the unpreconditioned and preconditioned inner
solves is also provided, and descriptive bounds on the number of inner iterations
needed to reach linear convergence are derived. They indicate that a quadratic
convergence of δ(k−1) to λ1 induces only a logarithmic growth in the number of inner
iterations required to achieve such convergence. The a priori analysis indicates that
the preconditioning (3.22) need less inner MINRES iterations per outer iteration,
as opposed to the case with the standard preconditioning (3.21). The a posteriori
bounds confirm the superiority of (3.22) in terms of overall costs to achieve a given
accuracy.
A numerical study, comparing a stopping criterion based on the standard relative
residual with the one proposed by Simoncini and Eldén (3.19), is also given. If the
inner iteration is preconditioned as shown in (3.22), the standard relative residual
stopping condition is given by
if ||Mv
(k−1) − (A− δ(k−1)I)||2
||Mv(k−1)||2 ≤ inner then stop. (3.23)
Combined with the outer stopping criterion (3.20) (the same one as used in Simoncini
and Eldén (2002)), the performances observed with the use of (3.19) appear to very
sensitive to the choice of the fixed tolerance inner. If inner is chosen too large,
then (3.19) may fail to provide convergence for an interior eigenvalue. Therefore, it
is very difficult in practice to find a tolerance inner that ensures convergence. In
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contrast, the stopping criterion (3.23) seems to provide rather stable performances
for a large range of values of inner.
3.4 Jacobi-Davidson method
The Jacobi-Davidson method (see reference Sleijpen and van der Vorst (1996)) is an in-
exact inverse iteration type method, that has been developed in order to circumvent the
ill-conditioning of the shifted systems that must be solved at each inverse iteration. Given
an approximate eigenvector v of norm unity and associated residual S = Av − δv, where
δ = vTAv is the Rayleigh quotient, the Jacobi-Davidson method basically computes a cor-
rection d to the current approximation v by solving approximately the correction equation
(I − vvT )(A− νI)(I − vvT )d = −S, d ⊥ v (3.24)
where ν either equals some fixed target value τ (τ = 0 if A is positive definite) or is
given by the Rayleigh quotient δ. Thanks to the projection onto the space orthogonal to
v, the system (3.24) is expected to remain in general reasonably well conditioned, even
when A − δI becomes closer to a singular matrix as δ converges to an eigenvalue. If
equation (3.24) is solved exactly, the method converges as fast as the inverse or Rayleigh
quotient iteration, depending to the choice of ν. However, a modest accuracy in these
solutions seems to be sufficient in general to ensure convergence. A simplified version of
the Jacobi-Davidson procedure is given in Algorithm 3.4.
Algorithm 3.4: Jacobi-Davidson method (simplified version)
v(0) = some vector with ||v(0)||2 = 1
δ(0) = v(0)TAv(0)
For k = 1, 2, . . . , until convergence Do:
1. S(k) = Av(k−1) − δ(k−1)v(k−1)
if ||S(k)||2 <  exit
2. select ν = τ or ν = δ(k−1) and solve
(I − v(k−1)v(k−1)T )(A− νI)(I − v(k−1)v(k−1)T )d(k) = −S(k) for d ⊥ v(k−1)
3. v(k) = v
(k−1) + d(k)
||v(k−1) + d(k)||2
4. δ(k) = v(k)TAv(k)
EndDo
In the paper written by Notay (2002), the convergence of the Jacobi-Davidson method
combined with the CG algorithm, as the inner solver, is analyzed in the context of the
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computation of the smallest eigenvalue of a SPD matrix. It is established, from an ana-
lytical point of view, a relation between the reduction of the inner residual norm and the
convergence of the outer process. Assuming that the starting guess d(k)0 is set to zero, and




1 + ||d(k)i ||22
+
 ||d(k)i ||22
1 + ||d(k)i ||22
(δ(k) − ν + β(k))
2 , (3.25)
where β(k) = (v(k), (A − νI)d(k)i ), d(k)i is the approximate solution of the correction equa-
tion 3.24 obtained after i CG inner iterations, and r(k)i the corresponding residual. It is
also proved that the second term in (3.25) converges quickly to ||S(k+1)||22, that is the value
that one would obtain if the correction equation (3.24) was exactly solved. This result
show that the outer process can be monitored at the same time as convergence of the
inner loop is evaluated. As the first term in (3.25) vanishes along with the residual of the
linear system, it is proposed to stop the inner iteration when the first term does not longer








a then stop, (3.26)
for some a < 1 like for instance a = 0.9. The reason for this is that the two ratios
in (3.26) behave similarly until the point where ||S(k+1)i ||2 stagnates, because it is close to




to ensure a minimal reduction of the inner residual. The experiments indicates that it is
preferable to stop the inner iteration as soon as both the safeguard condition (3.26) and
||S(k+1)i ||2 ≥ ||S(k+1)i−1 ||2 (3.28)
hold, keeping then d(k+1)i−1 as approximate solution of the correction equation. This is
explained by the convergence of the Conjugate Gradient algorithm when the eigenvalue
distribution favor an irregular behavior. The convergence may be faster in the initial phase
than in the subsequent one where quite large plateaus are possible.
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3.5 Subspace iteration
Subspace iteration is a generalization of both the power method and inverse iteration which
were presented in section 3.2. Consider a symmetric and positive definite matrix A. If we
multiply a matrix V with size n × s, successively by A−1 and orthonormalize the column
vectors after each multiplication, the column vectors from the resulting matrix Q will
converge to the invariant subspace of dimension s, associated with the smallest eigenvalues
in the range ]0, λs]. This simplest version of subspace iteration is also called orthogonal
iteration. The convergence rate of the orthogonal iteration, comparable to the one of the
inverse iteration, is of order λs/λs+1 (see for instance Golub and van Loan (1996)).
In order to get better approximation to each individual eigenvector, using all the in-
formation in the base Q, the orthogonal iteration is normally followed by the Ritz (or
Rayleigh-Ritz) acceleration. In Algorithm 3.5, we present the main steps involved in the
(inverse) subspace iteration.
Algorithm 3.5: Subspace Iteration algorithm
Inputs: A ∈ IRn×n, Z(0) ∈ IRn×s, s ∈ IN
Output: an invariant subspace V
with dimension s
Begin
Generate the initial subspace
Z(0) an initial basis of dimension s
V (0)Γ = Z(0) such that V (0)TV (0) = Is×s
For k = 1, 2, ... until convergence Do:
Orthogonal iteration
Solve AZ(k) = V (k−1)







Diagonalize βk = Uk∆kUTk
where UTk = U−1k
and ∆k =Diag(δ1, ..., δs) (Ritz Values)
V (k) = Q(k)Uk (Ritz Vectors)
EndDo
End
The Ritz values diag(∆) = δ1, ..., δs and Ritz vectors V = [v1, v2, ..., vs] are approxima-
tions to the eigenpairs in A corresponding to the eigenvalues in the range ]0, λs]. Provided
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the Ritz acceleration is incorporated in the subspace iteration, the convergence rate is






where λs+1 is the eigenvalue immediately following the current set of s approximated
eigenvalues (see Parlett (1998) or Stewart (2001) for a complete analysis). This property
shows that if λj is well separated from λs+1, we can have a good estimation of the eigenvalue
λj in a few number of inverse iterations. In some cases, it can be useful to increase the
block size s just to benefit from a better gap in the relation above. This technique is also
denoted as the use of “Guard Vectors”, e.g. extra vectors that are incorporated just to
increase the rate of convergence in (3.29).
In the subspace iteration the Ritz values δj converge faster to their limit λj than the
corresponding Ritz vectors vj to uj. This means that one can have a converged Ritz value
even if the corresponding Ritz vector is far from the wanted eigenvector. The angle be-
tween the two vectors is given by
| sin∠(vj, uj)| ≤ ||Avj − δjvj||2
gap
, (3.30)
where gap = min{|λj−1 − λj|, |λj − λj+1|}. In practice we cannot use (3.30) to monitor
the convergence because the gap is unknown, but when the Ritz values have converged,
we can use the δj’s to approximate the gap and thus obtain a computable estimate of the
error angle. However, for clustered eigenvalues, the spectral residual can be a bad measure
because vj can approximate another eigenvector different from uj, and the formula (3.30)
will not be reliable (see Parlett (1998)).
Like in the inverse iteration, it is necessary to solve the linear systems (A− νI)z = v,
either by factorizing A−νI or with an iterative solver, to obtain in the end the eigenvalues
closest to the shift value ν.
An acceleration technique that can be incorporated in the subspace iteration is the
refined Ritz vectors technique proposed by Jia (2000). This technique looks for an optimal
vector vˆj that approaches the eigenvector uj in:
minimizing ||Avˆj − δj vˆj||2
subject to vˆj ∈ span(V ), (3.31)
where δj is the corresponding Ritz value and V is the matrix made of the Ritz vectors.
The solution of problem (3.31) implies the solution of s small eigenproblems at low cost.
Another improving technique that can be used with the subspace iteration is to exploit
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Chebyshev polynomials to replace some consecutive steps of the power method. For in-
stance in the computation of the subspace associated with the dominant eigenvalues, the
computation of AkV it replaced by pk(A)V , where pk is a scaled Chebyshev polynomial
of degree k chosen to enhance the gap between the two extremal eigenvalues λn and λn−s
(see details in Parlett (1998) and Stewart (2001)).
Compared with other reliable Lanczos algorithms (see Saad (1992) for instance), the
subspace iteration just needs to store the current set of s approximated eigenvectors (Ritz
Vectors). The previous vectors of the Krylov sequence are discarded. This can be an
important advantage if we have to work with a low memory storage and with slow con-
vergence. The main difficulty in the subspace iteration is that we must set a priori the
working block size s. The block size defines the dimension of the targeted invariant sub-
space and also, as we can verify by (3.29), the convergence rate. As we don’t know the
eigenvalue distribution, the chosen block size can lead to a very slow convergence or, if the
gap between the s wanted eigenvalues and the others is large, to a fast convergence where
only a few power (inverse) iterations will be needed for convergence.
3.6 Inexact subspace iteration
An inexact subspace iteration algorithm is possible with a block iterative method that
solves the system with s right-hand sides AZ = V . Since A is symmetric and positive
definite, a block Conjugate Gradient method can be suitable. However, in the case of
shifted systems (A− νI)Z = V a block MINRES or SYMMLQ may be preferable. As we
have seen in the previous chapter, we are concerned with an algorithm called BlockCGSI
that combines the subspace iteration with a stabilized version of the block Conjugate
Gradient. In this section we review some properties of this algorithm, beginning by a short
description of the stabilized block Conjugate Gradient.
3.6.1 Stabilized block Conjugate Gradient algorithm
The block Conjugate Gradient (blockCG) can be derived in the same way as the non-block
analogue CG (see for instance Golub and van Loan (1996)). The only requirement is to
replace, in all the discussion, the different n-vectors by n× s rectangular matrices, where
the integer s corresponds to the block size. This is the case of the generalization of the
Conjugate Gradient method described in Hageman and Young (1981). The blockCG algo-
rithm is well defined as long the residual matrices R(i) and conjugate direction matrices P (i)
retain full rank. As the R(i) matrices, which correspond to the residuals B − AX(i), go to
zero at convergence, failure or ill conditioning might occur, specially if one residual vector
converges faster than the others. Effectively, it can be derived that if a rank deficiency in
the block Krylov subspaces
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Ki(A,R(0)) = Span{R(0), AR(0), . . . , Ai−1R(0)} (3.32)
occurs at some stage i, then there is one or more of the s linear systems which have
converged, and whose corresponding column vector in the R(i) and P (i) matrices will be the
zero vector. In this case, the iteration can be continued after discarding the corresponding
column vectors in the R(i), P (i) and X(i) matrices.
In the blockCG version proposed by O’Leary (1980), it is suggested to orthonormalize
the columns of P (i) and to reduce the block size s when linear dependence is detected, in
order to control the rank deficiency. This version, also called monitored blockCG (see Ruiz
(1992)), shows a certain numerical instability characterized by a rupture in the convergence
just at the moment when the superlinear convergence is reached. This occurs, despite
the orthonormalization of the P (i) matrices, because the matrices R(i) become very ill
conditioned when convergence is about to be reached. This strongly affects the global
behavior of the algorithm.
In order to overtake the instabilities of the blockCG, a stabilized version was proposed
in Ruiz (1992). It is suggested to follow the blockCG philosophy, which enables easy up-
dates of the iterates X(i) to be performed, associated with the stability of the block Lanczos
algorithm (see Underwood (1975)). To do that, the residual matrices R(i) are reorthonor-
malized into some R¯(i) at each iteration. In order to minimize the amount of work, an
A-orthonormalization of the P (i) matrices is also performed (instead of the QR factoriza-
tion suggested in the monitored blockCG algorithm). This simplifies the computation of
the ζi and αi auxiliary matrices with size s × s, and results in Algorithm 3.6.1, poposed
by Ruiz (1992).
As we can observe in Algorithm 3.6.1, the R¯ do not correspond to the residuals, and
the computation of X(i+1) involves the residuals R(i). This implies an overhead since the
computation of the residuals R(i) requires an additional call to the matrix product AX(i).
However, it is possible to verify that
β−Ti = P¯ (i)
T
R¯(i), (3.33)
which enables to write
R¯(i+1)γi+1 = R¯(i) − AP¯ (i)P¯ (i)T R¯(i). (3.34)
Using the fact that the residuals are also given by
R(i+1) = R(i) − AP¯ (i)P¯ (i)TR(i) (3.35)
combined with (3.34), it can be shown by recurrence, that the residuals R(j) are linked to
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Algorithm 3.6.1: Stabilized block Conjugate Gradient
Inputs: A ∈ IRn×n, B(0) ∈ IRn×s, X(0) (arbitrary) ∈ IRn×s
Output: a block solution vector X
Begin
R(0) = B − AX(0)
R¯(0) = R(0)γ−10 such that R¯(0)
T
R¯(0) = I
P¯ (0) = R¯(0)β−10 such that P¯ (0)
T
AP¯ (0) = I




R¯(i) − AP¯ (i)ζi
)






R¯(i+1) + AP¯ (i)αi
)
β−1i+1 such that P¯ (i+1)
T
AP¯ (i+1) = I
X(i+1) = X(i) + P¯ (i)P¯ (i)TR(i) where R(i) = B − AX(i)
EndDo
End
The update of X(i+1) becomes





which is equivalent to the following formula





This trick, which saves computation and storage resources is included in the blockCG
version proposed in Arioli et al. (1995), and is the one that is used in this work. In
this version, the ill-conditioning of the residuals is included in the reverse product of the
transformation matrices γi. The matrix γi goes to zero when convergence is reached, and
the iterates X(i+1) are not updated any more. The success key of the stabilized blockCG is
the quality of the Krylov subspace basis which is not affected by the ill conditioning of the
residuals. In each iteration, the basis is updated using the matrices γi without the need
of the residuals R(i). The matrices γi are less ill conditioned than the residuals themselves
because the ill conditioning of the residuals is spread out in the reverse product of all γi
matrices. Therefore, the building of the basis of the Krylov subspace, which never involves
the matrix ∏0j=i γi, should be significantly improved when compared with other version of
the blockCG algorithm.
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where `i is the first column of the matrix ζi. In some cases, there is some advantage in
using the blockCG instead of the classical Conjugate Gradient for the solution of a unique
linear system. Indeed, when clusters of eigenvalues are located at the extremes of the spec-
trum of the iteration matrix, the CG algorithm may present a convergence with sequences
of plateaus. This misbehavior in presence of close eigenvalues has already been observed
and analyzed in details in Ruiz (1992) and Arioli et al. (1995). The blockCG algorithm,
as opposed to the CG algorithm, can identify multiple eigenvalues and therefore can be
expected to perform better in the presence of clusters of eigenvalues. In the comparative
study between the two methods presented in Ruiz (1992), it is observed that when the CG
algorithm has difficulties to reach a superlinear convergence, the blockCG algorithm im-
proves the situation since it is much less sensitive to the clusterization of the spectrum. But
when the CG behaves as a powerful iterative method, the blockCG exhibits the drawback
of a direct method: it gives a very accurate solution after computing global information
from the linear system and is thus less efficient.
The efficiency of the blockCG depends strongly on the choice of the block size s. The
A-norm of each error vector e(i)j = x∗j−x(i)j , where x∗j is the exact solution of the jth system
and j = 1, ..., s, can be bounded (see Underwood (1975) and O’Leary (1980)) in terms of
the reduced condition number κs = λn/λs, as






and not in terms of the classical condition number κ = λn/λ1 as for the Conjugate Gradient
algorithm (see for instance Golub and van Loan (1996)). This can considerably improve
the convergence specially for matrices with a strong clustering of eigenvalues near zero.
This indicates also that there is a certain optimal choice depending on the eigenvalue dis-
tribution, and that increasing the block size after a certain stage will not really improve
the situation any further, but may rather increase the amount of work. The choice of the
block size a priori is not easy because we have no information about the distribution of
eigenvalues. Still, all the operations in the blockCG algorithm can involve Level 3 BLAS
type of operations (see Dongarra et al. (1990)), and this can considerably improve the
performance of Algorithm 3.6.1. Consequently, the appropriate block size s may not be
the one realizing the minimum amount of work, but is the one realizing the best compro-
mise between the amount of work and the efficiency of Level 3 BLAS kernels. Numerical
experiments about this point, in the case of shared memory multiprocessor computers, can
be found in Arioli et al. (1995).
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3.6.2 Block Conjugate Gradient coupled with Subspace Iteration
An algorithm that combines subspace iteration (Algorithm 3.5) with the stabilized blockCG
(Algorithm 3.6.1) was proposed in Arioli and Ruiz (1995). As we have seen in Chapter 2,
this combination is called BlockCGSI algorithm and is described in Algorithm 2.3.1. The
blockCG is used to solve simultaneously, at each inverse iteration, the system with s right
and sides. The BlockCGSI algorithm approaches a near-invariant subspace associated to
the eigenvalues in the range ]λ1, λs], that is used in a second phase to improve the consec-
utive solution of linear systems with the same coefficient matrix and changing right and
sides. In Arioli and Ruiz (1995), an important set of numerical experiments is exposed in
order to understand how the computation of the spectral information, with the BlockCGSI
algorithm, affects the convergence in the CG accelerated with the deflation of the starting
residual, as described in Section 4.6.1. It is pointed out the importance of some working
parameters like the block size s, the inner stopping threshold , and the number of inverse
iteration m.
In the BlockCGSI algorithm proposed in Arioli and Ruiz (1995), as well as in our pre-
liminary work presented in Chapter 2, the block size is fixed a priori. This presents some
difficulties because the eigenvalue distribution is unknown and, as we have seen in sec-
tions 3.5 and 3.6.1, the subspace iteration and blockCG convergence rate depend strongly
on this choice. From a theoretical point of view, we may always expect an improvement
of the convergence as the block size increases. In practice, increasing the block size after
a certain stage will not really improve the situation, but may rather increase the amount
of work. A good choice for the block size is to consider the size of the extreme cluster of
eigenvalues responsible for the ill conditioning, but unfortunately nothing is known about
it a a priori. Additionally, as mentioned in Section 3.6.1, the operations in the blockCG
can involve Level 3 BLAS type of operations, and this can considerably improve the over-
all performance of the BlockCGSI algorithm. This opens the door to a strategy based
on choosing the block size in agreement with the computer characteristics. However, the
number of approximated eigenvectors, determined by this choice of the block size, may be
insufficient to improve correctly the classical Conjugate Gradient in the second phase. This
fact as been illustrated by the experimental results of Section 2.4.2. In the next Chapter,
we propose an algorithmic feature that enables to overtake this limitation of the Block-
CGSI algorithm. With this modification the dimension of the computed near-invariant
subspace is independent of the block size s.
In the version of the BlockCGSI algorithm proposed in Arioli and Ruiz (1995), the
inner stopping threshold , and the number of inverse iteration m are independent from
each other. The convergence of the blockCG is monitored by measuring, at each inner
iteration (i), the normwise backward error
ω(i)max = max1≤j≤s
||Ax(i)j − bj||∞
||A||∞||x(i)j ||1 + ||bj||∞
, (3.41)
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where xj and bj, j = 1, . . . , s, represent the jth column of the block matrices X(i) and
B respectively in Algorithm 3.6.1. The blockCG is stopped when the value of ω(i)max is
less than some threshold value . The accuracy of the approximated eigenvectors (Ritz
vectors) is not measured. Instead of that, the number of inverse iterations is set as an
input of the algorithm. The choice for these parameters constitute another limitation of
the initial version of the BlockCGSI algorithm. In Chapter 2, we have tried to understand
how the inaccurate solution of the system affects the convergence of the Ritz vectors to
the targeted eigenvectors. To do that, we have proposed to monitor the blockCG with the
backward error measure (2.8). We choose this because it is compatible with the measure
of the eigenvalue error bound (2.9), used to monitor the convergence of the Ritz values
δ
(k)
j and vectors v(k). We verify experimentally that the upper bound on the spectral
error |λj − δ(k)j |, given by (2.9), stagnates on a level very close to the stopping threshold
 used to stop the blockCG in each inverse iteration. Note that this observation is in
agreement with the theoretical analysis developed in Golub and Ye (2000), for the fixed
tolerance in the stopping criterion (3.16). In the next Chapter, we proceed to an inner-
outer analysis of the BlockCGSI algorithm and derive some important properties about the
evolution of the spectral residual (4.2) along the blockCG run. Based on these properties,
we propose a stopping criterion for the inner iteration that guaranties that the algorithm
converges to the targeted eigenspace and reduces the total number of inner iterations
to the minimum necessary. With these considerations incorporated in the BlockCGSI
algorithm, the threshold  and the number of inverse iterationsm disappear from the inputs
parameters. Instead of them, will only be supplied one parameter giving the accuracy with
which the near-invariant subspace should be computed.
Chapter 4
Monitoring and improving the
BlockCGSI algorithm
4.1 Introduction
As we have seen in Chapter 1, we are concerned with the computation of a near-invariant
subspace associated with the smallest eigenvalues in the iteration matrix M−1A, and to
do that we propose an algorithm, called BlockCGSI, based on the inexact subspace iter-
ation (see section 3.6). In this algorithm, the set of multiple solutions required in each
inverse iteration is computed iteratively using a stabilized version of the block Conjugate
Gradient algorithm, that we call blockCG (see section 3.6.1). The implicit use of the in-
verse of the coefficient matrix by means of an iterative solution (inner iteration) introduces
an error when computing the approximate solutions that may affect the convergence rate
of the inverse iteration (outer iteration). The difficulty is to find an appropriate stopping
threshold for the iterative method (in the inner iteration) that enables a suitable conver-
gence of the inverse iteration and, if possible, that minimizes the computational work.
In section 3.3, we have seen that the problem resulting from the use of an inexact solver
has been studied in several papers, some of which have appeared recently. In Smit and
Paardekooper (1999); Lai et al. (1997), for instance, it is proved that the inexact inverse
iteration can converge linearly at the same rate as the exact case even if the system is not
solved accurately, and some practical ways to choose the inner stopping threshold are given.
More recently, in Golub and Ye (2000), a general convergence analysis of the correlation
between the convergence rate and the threshold parameter is shown. Considering some
specific error measure, they proved that if the threshold parameter is larger or equal to the
ratio between the two smallest eigenvalues, the inexact inverse iteration converges linearly
with a convergence rate directly given by the threshold parameter. In Simoncini and Eldén
(2002), it is proved that it is worth continuing the inner loop until the norm of the solution
vector stagnates. The growth of this norm is indeed directly linked to the reduction of
48 Chapter 4. Monitoring and improving the BlockCGSI algorithm
the spectral residual norm in the inverse iteration. Consequently, the authors suggest a
stopping criterion for the inner iteration based on the observation of the stagnation of the
norm of the approximate solution. Following this recommendation, Berns-Mueller et al.
(2005) highlight that this strategy is quite sensitive to the choice of the tolerance that
measures this stagnation, as opposed to a strategy based on the measure of the standard
relative residual of the system. Similarly, the combination of the Jacobi-Davidson method
with the Conjugate Gradient method as the inner solver has also been studied in Notay
(2002) (see section 3.4). It is established, from an analytical point of view, a relation
between the reduction of the inner residual norm and the convergence of the outer process
that allows an optimal stopping criterion for the inner iteration.
In this Chapter, we analyze, from a geometrical point of view, the convergence of the
subspace iteration combined with the blockCG inner solver, and we derive an expression
that relates the two residual norms used in the two different iteration levels. From this, we
propose some residual measure for the blockCG that is directly linked with the convergence
of the outer process towards the desired eigenvectors. We also propose a stopping threshold
parameter that minimizes the total amount of computational work, and enables to monitor
the algorithm in function of the targeted accuracy.
We also introduce some algorithmic techniques to improve the method. In particular,
we exploit Chebyshev polynomials as a spectral filtering tool when building the starting
vectors, and we introduce the concept of “sliding window” as an algorithmic feature that
enables the computation of a near-invariant subspace of any dimension.
In section 4.2, we present the new version of the BlockCGSI algorithm. Section 4.3 is
dedicated to the analysis of the convergence properties. In particular we explain how one
should monitor the convergence of the blockCG in conjunction with the global convergence
of the inverse iteration. In section 4.4, we describe the Chebyshev polynomial filters and
the “sliding window” technique. We finish the analysis of the BlockCGSI algorithm in
section 4.5, with a review of its main algebraic operations and computational costs. In
section 4.6, we summarize some practical properties of the two techniques that we have
used to exploit the computed spectral information in the solution of SPD linear systems,
namely the deflation on the starting residual and the Spectral Low Rank Update precon-
ditioner. Section 4.7 is concerned with numerical results illustrating the good behavior of
the algorithm in general. Finally, in section 4.8, we include a cost-benefit analysis, and
present some concluding remarks.
4.2 The BlockCGSI algorithm
In this section, we present and detail partly the BlockCGSI algorithm used to compute an
M-orthonormal basisW of a near-invariant subspace associated with the smallest eigenval-
ues in the preconditioned matrix M−1A, where M and A are both symmetric and positive
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definite. If this eigenspace incorporates, for instance, all the eigenvalues of M−1A in the
range ]0, µ[, we can expect, when using it later as a second level of preconditioning, that
the condition number of the coefficient matrix will be reduced to about κ = λmax/µ (where
λmax is the largest eigenvalue in M−1A). In Algorithm 4.2, λmax and µ are considered as
input parameters. However there is no specific need to know exactly the largest eigenvalue,
and some upper bound on λmax is sufficient, provided it gives some rough estimation of the
actual 2-norm of M−1A.
Another input concerns the choice of the block size s that defines the dimension of the
working subspace at each inverse iteration. In the basic version of the inexact subspace
iteration (Algorithm 2.3.1), this also sets the number of approximated eigenvalues and
eigenvectors at the end. Finally, it also gives the number of right-hand sides and solution
vectors of the multiple linear systems solved by the blockCG algorithm at each inverse
iteration, and therefore the amount of memory required as working space.
As a starting point, the algorithm requires the generation of an M-orthonormal ba-
sis of dimension s. The closer are these vectors to the targeted near-invariant subspace,
the faster the convergence of the inverse iteration will be. The scope of steps 1 to 4, in
Algorithm 4.2, is to generate an initial M-orthonormal set V (0) of s vectors with eigencom-
ponents corresponding to eigenvalues in the range [µf , λmax] below some predetermined
value ξ  1 (denoted as the filtering level). This filtering technique is based on Chebyshev
polynomials (step 3) and is detailed in section 4.4.1.
The essence of the inverse subspace iteration is the orthogonal iteration. It consists in
multiplying a set of vectors by A−1M and M-orthonormalizing it in turn. If W (k−1) (ini-
tially empty) contains the set of vectors that have already converged at inverse iteration
(k−1), the current subspace Q(k), in step iii, should converge gradually to a near-invariant
subspace that is M-orthogonal to W (k−1). In step i, the multiplication by A−1M is per-
formed implicitly through the iterative solution of the system M−1AZ(k) = V (k−1) via the
blockCG solver. In order to reduce the computational costs, this system is solved with an
accuracy determined by the residual threshold ε. The appropriate choice of ε is detailed in
section 4.3.3. In step ii, the approximate solution vectors Z(k) are then projected onto the
orthogonal complement of the converged vectorsW (k−1), in order to remove the influence of
eigencomponents associated with the already converged eigenvalues. The set of projected
vectors P (k) is then M-orthonormalized (step iii).
To improve the rate of convergence of the inverse subspace iteration, the orthogonal
iteration is followed by the Ritz acceleration (steps iv to vii), as suggested by Parlett
(1998). The new vectors coming from the orthogonal iteration are gathered together with
W (k−1) in the matrix Q(k), and the spectral information contained in Q(k) is thus redis-
tributed in the column vectors of V (k) that will contain separately better approximations
of each individual eigenvector in the targeted invariant subspace. Steps v and vi give the
Ritz values diag(∆) = δ1, ..., δp+s ranged in increasing order, where p is the dimension
of W (k−1), i.e. the number of converged vectors in the inverse iteration (k − 1), and s
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Algorithm 4.2: BlockCGSI with Sliding Window
Inputs: A,M = RTR ∈ IRn×n, µ, λmax ∈ IR, s ∈ IN
Output: a near-invariant subspaceW associated
with all eigenvalues in the range ]0, µ]
Begin
Generate the initial subspace (with filtering)
1. Z(0) =RANDOM(n, s)
2. Y (0) = R−1Z(0)Ψ such that Y (0)TMY (0) = Is×s
3. Q(0)=Chebyshev-Filter(Y (0), ξ, [µf , λmax], A,R)
4. V (0) = Q(0)Γ such that V (0)TMV (0) = Is×s
5. W (0) = empty
6. For k = 1, ..., until convergence Do:
Orthogonal iteration
i. Solve M−1AZ(k) = V (k−1) with blockCG
ii. P (k) = Z(k) −W (k−1)W (k−1)TMZ(k)




iv. Q(k) = [W (k−1) Q(k)]
v. βk = Q(k)
T
AQ(k)
vi. Diagonalize βk = Uk∆kUTk
where UTk = U−1k
and ∆k =Diag(δ1, ..., δp+s) (Ritz Values)
vii. V (k) = Q(k)Uk (Ritz Vectors)
“Sliding window”
viii. W (k) =converged columns of V (k)
ix. V (k) =non-converged columns of V (k)
x. (n, p) =size(W (k))
xi. Update the computational window (V (k))
xii. (n, s) =size(V (k))
7. EndDo
End
is the current block size. At step vii of the algorithm, the Ritz values and Ritz vectors
V = [v1, v2, ..., vp, ..., vp+s] are approximations to the eigenpairs in M−1A corresponding
to the eigenvalues in the range ]0, λp+s]. With the Ritz acceleration, the convergence rate
of each individual eigenvalue in the subspace inverse iteration is of order λi/λp+s+1, with
1 ≤ i ≤ p+ s (see Golub and van Loan (1996)). This is a good improvement compared to
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the convergence rate of the orthogonal iteration, that is of order λp+s/λp+s+1.
The end of the BlockCGSI algorithm consists in testing the convergence and updating
the computational window. In step viii, all the Ritz vectors that are considered as near-
invariant, with respect to the given accuracy, are assigned to W (k). More details about the
monitoring of the convergence are given in section 4.3.1. Step xi consists in the update
of the current set of vectors V (k). This algorithmic issue in the BlockCGSI algorithm is
denoted as “sliding window” and detailed in section 4.4.2.
4.3 Convergence analysis
The BlockCGSI algorithm involves two iterative loops: the first, that we also denote as the
outer iteration, at step 6, corresponds to the (inverse) subspace iteration, and the second
loop, or inner iteration, is in the call to the blockCG algorithm (at step i in Algorithm 4.2)
for the iterative solution of the linear system with multiple right-hand sides, M−1AZ(k) =
V (k−1). These two iterative levels require each a specific stopping criterion in order to
monitor the convergence of the algorithm. Sections 4.3.1 and 4.3.2 are devoted to and
analyze some properties associated with these aspects. In section 4.3.3, we propose a
way to link the monitoring of the convergence in the inner loop with the measure of the
convergence in the outer loop.
4.3.1 Inverse subspace iteration (outer loop)
At each inverse iteration (k) in Algorithm 4.2, the blockCG algorithm solves the s linear
systems M−1Az(k)j = v
(k−1)
j , j = 1, ..., s, where the matrix A is preconditioned with a
symmetric and positive definite preconditioner, M = RTR. The symmetrized system can
be written as usual as
R−TAR−1Rz(k)j = Rv
(k−1)
j ⇐⇒ A˜z˜(k)j = v˜(k−1)j , j = 1, ..., s. (4.1)
For simplicity we will omit to repeat that j varies from 1 to s. We will consider that the
subscript j refers to the position of the corresponding eigenvalue in the current working
set. The superscript (k) denotes the inverse iteration number, and the tilde refers to the
symmetrized system (4.1).
The outer iteration produces a sequence of Ritz vectors v˜(1)j , v˜
(2)
j , ..., v˜
(k)
j , that converge
to the eigenvector u˜j = Ruj corresponding to the eigenvalue λj of matrices A˜ and A. At
the outer iteration (k), the vectors v˜(k)j are orthonormal, while the vectors v
(k)
j (columns of
matrix V (k), in step vii of Algorithm 4.2) are M-orthonormal. These two are linked by the
simple change of basis,
vj
(k) = R−1v˜(k)j ,
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which expresses the relation between the symmetrized system 4.1 and the preconditioned











The error bound on each approximate eigenpair, given by (Parlett, 1998, p. 357) is:
|λj − δ(k)j | ≤
||Av(k)j − δ(k)j Mv(k)j ||M−1
||Mv(k)j ||M−1
= ||M−1Av(k)j − δ(k)j v(k)j ||M . (4.2)
Dividing (4.2) by δ(k)j (as an approximation of λj) we obtain the estimates of the relative
residual upper bound and of the number of correct digits in δ(k)j . This estimate is used
in step viii of Algorithm 4.2 to decide if a Ritz vector v(k)j has converged or not, as for
instance when





if one correct digit is enough. However, the effective number of correct digits will be greater
than one because the stopping criterion (4.3) is based on the invariance of the Ritz vectors
vj, and it is well known that the Ritz values δj converge faster than the corresponding
vectors. We use this stopping criterion because, as we will see in section 4.6, the Ritz
vectors are used to improve the convergence of the CG algorithm, and this measure of
near-invariance in the Ritz vectors is indeed very appropriate in that respect.
With the Ritz acceleration incorporated in the algorithm, the convergence rate of the
(inverse) subspace iteration (see section 3.5) is then given by






where λp+s+1 is the eigenvalue immediately following the current set of p+ s approximated
eigenvalues. As discussed in section 3.5, this property shows that if the inner iteration is
accurate enough and if λj is well separated from λp+s+1, we can have a good estimation of
the eigenvalue λj in a few number of inverse iterations.
4.3.2 The blockCG iteration (inner loop)
As we have seen in section 3.6.1, the block Conjugate Gradient (blockCG) algorithm under
concern is a numerically stable variant that avoids the numerical problems that can occur
when some of the s systems are about to converge. It solves simultaneously the s linear
systems from equation (4.1). For each system, j = 1, .., s, it produces a sequence of
vectors z˜[i]j , giving, after convergence, the approximate solution z˜
(k)






j , ..., z˜
[i]
j → z˜(k)j , (4.5)
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where the superscript [i] stands for the blockCG (inner) iteration number, and the residual





j − A˜z˜[i]j . (4.6)
The starting point of the following study comes from the theoretical analysis given
in (Parlett, 1998, pp.332–335), which shows that the Ritz vectors V (k) actually con-
verge to the solution vectors Z(k) at the same rate as these Z(k) vectors converge to















j is the Rayleigh quotient corresponding to the current it-
erate z˜[i]j at each inner iteration i, as an approximation of the eigenpair (u˜p+j, λp+j) in the
symmetrized system (4.1), and to change the upper bound in (4.2) using this approximate
eigenpair instead. Note that the subscript index p+j takes in fact into account the “sliding
window” feature detailed in section 4.4.2.
We introduce another vector which we will use to measure the proximity of the current





j − δ˜[i]j z˜[i]j = v˜(k−1)j − δ˜[i]j z˜[i]j − r˜[i]j . (4.7)
The error bound (4.2) applied on the symmetrized system, using the approximate eigenpair
(z˜[i]j , δ˜
[i]
j ) available at each inner iteration i, yields




||v˜j(k−1) − δ[i]j z˜[i]j − r˜[i]j ||2
||z˜[i]j ||2
. (4.8)
Additionally, if we start the blockCG iteration with z˜[0]j = 0, at each iteration the cur-
rent residual r˜[i]j remains orthogonal to both v˜j(k−1) (the right-hand side) and z˜
[i]
j (linear
combination of the current Krylov vectors). Thus, r˜[i]Tj (v˜j(k−1) − δ[i]j z˜[i]j ) = 0, and we can
write
||v˜j(k−1) − δ[i]j z˜[i]j − r˜[i]j ||22 = ||v˜j(k−1) − δ[i]j z˜[i]j ||22 + ||r˜[i]j ||22. (4.9)
Finally, if we translate the previous properties to the non-symmetrized system,
|λp+j − δ[i]j | ≤
||M−1Az[i]j − δ[i]j z[i]j ||M
||z[i]j ||M
=











where we can see that the error bound associated with each Rayleigh quotient in the inner
loop depends on the relative residual measure ω[i]j = ||r[i]j ||M/||z[i]j ||M and on the value
φ
[i]
j = ||v(k−1)j − δ[i]j z[i]j ||M/||z[i]j ||M . Even if we expect that the backward error measure
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ω
[i]
j will decrease down to a level of small magnitude, the value of φ
[i]
j is more likely to
stagnate on a higher level, depending on the proximity of the right-hand side v(k−1)j from
the correspondent eigenvector up+j. Therefore, the bound in (4.10) can be dominated by
the value of φ[i]j , and little improvement on the global convergence of the algorithm can be
expected by further iterations in the blockCG.
We now investigate the asymptotic behavior of φ[i]j , assuming that z
[i]
j actually converges
to z∗j = A−1Mv
(k−1)
j . Let us first introduce the asymptotic limit of the Rayleigh quotient
δ
[i]
j , δ∗j = 〈z∗j , v(k−1)j 〉M/||z∗j ||2M , and the angle θj in the M -norm between z∗j and v
(k−1)
j ,
whose cosine is given by
cos(θj) =
〈z∗j , v(k−1)j 〉M
||z∗j ||M ||v(k−1)j ||M
= δ∗j ||z∗j ||M . (4.11)
As a consequence of the M-orthonormalization of v(k−1)j , we can write
sin(θj) = ||v(k−1)j − δ∗j z∗j ||M , (4.12)
which is also the asymptotic limit of ||v(k−1)j − δ[i]j z[i]j ||M . Consequently, the asymptotic






= δ∗j tan(θj). (4.13)





j . It is also clear that, if v
(k−1)
j is close to an eigenvector, the angle θj
should be very small, as well as the corresponding asymptotic limit of φ[i]j . With respect
to the bound in (4.10), this allows more room for decreasing the backward error ω[i]j in the
blockCG iteration. The strategy suggested by this analysis is to decrease the value of the
stopping criterion in the blockCG (inner loop) along with the convergence of the inverse
iteration (outer loop). This basic idea is further developed in the next section.
Finally, we would also like to mention that the theoretical analysis developed in this
section, which tries to understand the basic components in the spectral residual associated
with the blockCG iterates, does not depend on the fact that blockCG is used within the
subspace iteration, and can be generalized in any other situation to measure the proximity
of the blockCG iterates with the closest eigenpair (u`, λ`) of the given linear system.
4.3.3 Stopping criterion for the blockCG
The stopping criterion for the blockCG defines the approximation degree of z˜(k)j ≈ A˜−1v˜(k−1)j
or equivalently of z(k)j ≈ A−1Mv(k−1)j . Its choice is crucial because demanding a high ac-
curacy can lead to a great amount of unnecessary extra work, whereas an insufficient level
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of accuracy in the solution may deteriorate the convergence rate of the inverse iteration
(given by (4.4)).
We propose to monitor only the convergence of the iterates z[i]1 , corresponding to the
smallest non-converged Ritz value δ(k−1)1 in the previous inverse iteration. In general, this
system needs more computational efforts to be solved accurately. As we have seen in the







and is readily available in the blockCG iteration (see section 3.6.1). Notice also that ω[i]1
is very close to (2.8), i.e.
||v(k−1)1 −M−1Az[i]1 ||M
||z[i]1 ||M + 1
,
which is based on the usual Rigal and Gaches (1967) backward error measure, using the
fact that the M-norm of the current right-hand side v(k−1)1 equals 1, and assuming that the
2-norm of the preconditioned matrix M−1A is close to one.
In the outer loop, we monitor the accuracy of the approximated eigenvalues through
the approximate relative residual upper bound, as indicated in (4.2) and (4.3). At inverse
iteration (k − 1), we consider that a Ritz value δ(k−1)j has converged when it has at least t
correct digits, which implies that





where δ(k−1)j is used in the denominator as an estimate of the corresponding real value of
λp+j.
In order to satisfy (4.15) in the current inverse iteration (k), the stopping criterion in
the blockCG is set as
ω
[i]
1 ≤ ε, with ε = 10−tδ(k−1)1 , (4.16)
where δ(k−1)1 is the smallest of the current set of non converged Ritz values. This stopping
criterion is based on the upper bound (4.10), assuming that the value of w[i]1 governs the
absolute error measure |λp+1− δ[i]1 | in the inner iteration because φ[i]1 is not dominant. This
is surely the case when the Ritz vector v(k−1)1 is close to an eigenvector because, in this
case, the value of tan(θ1) should be small. This can even occur at the first inverse iteration,
as we will see in the experiments, when the starting vectors are previously filtered with
Chebyshev polynomials.
The second assumption, already motivated at the beginning of the analysis in sec-
tion 4.3.2, is that the upper bound of |λp+1 − δ(k)1 | in the outer iteration, given by equa-
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tion (4.2), will be close to (and can be replaced by) the upper bound of |λp+1 − δ[i]1 | from
the inner iteration, and given by equation (4.10). We recall indeed that the Ritz vectors
V (k) actually converge to the solution vectors Z(k) at the same rate as these Z(k) vectors
converge to the set of targeted eigenvectors (Parlett, 1998, pp.332-335).
Under these assumptions, the idea in (4.16) is to achieve a given accuracy εouter =
10−t in (4.15) while minimizing the number of blockCG iterations. Note also that the
strategy (4.16) for the stopping criterion is in agreement with other analysis of the inexact
inverse iteration, like for instance in Lai et al. (1997); Smit and Paardekooper (1999); Golub
and Ye (2000); Berns-Mueller et al. (2005), where it is suggested to use a decreasing value
for the inner threshold parameter ε. This is the case, indeed, in (4.16) since the value of
δ
(k)
1 decreases gradually towards λp+1 along with the convergence of the outer iteration.
As we have seen in section 4.3.2, when φ[i]1 has reached its stagnation level defined
in (4.13), the bound in (4.10) is then dominated by this asymptotic value, and there is no
need to decrease any further the value of ω[i]1 . No more improvements on δ
(k)
1 with respect
to λ1 might be expected, and it is better to stop the blockCG iteration and to launch the
next inverse iteration. This strategy is very close to the one proposed in Notay (2002)
and, in some way, to the one also proposed in Simoncini and Eldén (2002), because the
stagnation of φ[i]1 implies the stagnation of ||z[i]1 ||M which is the basic argument used in this
article to monitor the convergence.
The risk of having ω[i]1 much smaller than φ
[i]
1 during the blockCG iterations is also
limited with a chosen relative precision 10−t not too small (t = 1 or 2, for instance). These
values are in general enough for the purpose of building a near-invariant subspace for pre-
conditioning the solution of consecutive linear systems with the same matrix. However, if
one is interested in computing an accurate invariant subspace, the inner threshold parame-
ter  in (4.16) should be set to the maximum between 10−tδ(k−1)1 and the asymptotic value
of φ[i]1 in (4.13). From the analysis in 4.3.2, this is indeed the maximum level of accuracy
that it is reasonable to achieve in each blockCG run. Do not forget also that, along with
the convergence of the Ritz vectors towards the corresponding eigenvectors, the asymptotic
value of φ[i]1 in (4.13) tends to zero proportionally to the tangent of the angle θj. Because
of that, it is ensured that after some appropriate number of inverse (outer) iterations, the
maximum between 10−tδ(k−1)1 and this asymptotic value of φ
[i]
1 will always remain the first
of these two, and the targeted accuracy in inverse iteration can then be expected to be
achieved in the end.
4.4 Improvements of the BlockCGSI algorithm
In this section, we describe briefly the two techniques incorporated in the BlockCGSI
algorithm to improve the convergence: the Chebyshev based filtering technique at step 3
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and the “sliding window” at step xi in Algorithm 4.2.
4.4.1 Chebyshev based filtering technique
The purpose of the Chebyshev based filtering technique is to bring the randomly generated
set of s starting vectors closer to the eigenvectors corresponding to the smallest eigenvalues.
Chebyshev polynomials inM−1A are used to damp the eigenfrequencies associated with all
the eigenvalues in the range [µf , λmax], in the sense that those eigencomponents associated
to all eigenvalues in this range are reduced to about 0, and the other ones are left close to
their original value. We summarize here the outline of this technique, and for details, we
refer to Arioli and Ruiz (2002).
In the BlockCGSI algorithm, the application of the Chebyshev polynomial in M−1A to
the set of starting vectors V is denoted as
Q=Chebyshev-Filter(V, ξ, [µf , λmax], A,R),
with M = RTR. This step can also be expressed formally by
Q = Fm(M−1A)V,
where Fm is a polynomial function of degree m given by
Fm(λ) = Tm(w(λ))Tm(w(0)) ,
with Tm the usual Chebyshev polynomial of degree m and w(λ) the mapping function that
brings µf to 1 and λmax to −1.
After the filtering process, the vectors qj = Fm(M−1A)vj will have eigencomponents
equal to Fm(λl)ζj, with ζj = 〈vj, ul〉, l = 1, . . . , n, and
Fm(λl) ∈
{
[−ξ, ξ] if λl ∈ [µf , λmax]
[ξ, 1] if λl ∈]0, µf [,
where ξ, the filtering level, is chosen a priori much lower than 1 in order to make the
eigencomponents corresponding to the eigenvalues in the range [µf , λmax] close to 0.
The Chebyshev polynomial Tm is computed implicitly by a recurrence formula from
the two previous values Tm−1 and Tm−2 (m ≥ 2). At each update, it requires that a set
of s vectors be multiplied by M−1A. For given values of µf , λmax and ξ, the degree m
depends on the ratio λmax/µf and is inversely proportional to ξ.
The reason behind the use of these Chebyshev filters at the starting point is to put the
inverse subspace iteration in the situation of working directly in the orthogonal complement
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of a large number of eigenvectors, e.g. all those associated with the eigenvalues in the range
[µf , λmax]. Obviously, there is some compromise to achieve, in the sense that a very small
value of µf will minimize the number of inverse iterations but will increase strongly the
computational efforts in the Chebyshev filtering step. This will be analysed in more details
in the experiments.
4.4.2 Sliding window
The original version of the BlockCGSI algorithm (see Algorithm 2.3.1) computes a fixed
number s of approximated eigenvectors associated to the s smallest eigenvalues in the
iteration matrix. The difficulty, when choosing the parameter s, is that we do not know a
priori the distribution of the eigenvalues, and consequently how many eigenvalues we need
approximate to reduce substantially the condition number. A too small block size s can lead
to a non effective improvement in the convergence rate of the iterative solver in the following
runs, whereas a too large block size s may induce unnecessary extra computational work.
To circumvent this problem, we have included the possibility of enlarging the dimension
of the near-invariant subspace along with the inverse iterations, as well as changing the
block size s whenever appropriate. The idea is to start the algorithm with a block size
s determined only on the basis of computer aspects like, for instance, the efficiency of
Level-3 BLAS (Dongarra et al., 1990) internal kernels (used in the blockCG algorithm),
or the memory requirements. Then, when computing the Ritz values and checking the
invariance of the Ritz vectors, at the end of each inverse iteration, we can decide how to
adapt effectively the actual number of approximated eigenvectors.
In practice, when one or more of the s Ritz vectors in the current set V (k) are detected
as near-invariant, these vectors are moved to the set of converged vectors W (k) (step viii of
Algorithm 4.2), and there remains open the choice of incorporating new vectors to replace
these ones to form the current block of s working vectors V (k), or to reduce the block size s
(step xi of Algorithm 4.2). Incorporating new vectors is appropriate until the approximated
eigenvalues cover a sufficiently large interval [0, µ] for an effective reduction of the condition
number. When this target is met, it is then possible to reduce the block size s until all the
targeted Ritz vectors have converged. However if we detect a gap in the actual range of
the approximated eigenvalues, it can also be useful to keep the block size unchanged and
to make use of the extra vectors to accelerate the convergence of the targeted ones in the
inverse iteration. This technique is also described as “guard vectors” in the literature (see
section 3.5).
Another issue in this algorithm comes from the fact that the solution of the linear sys-
tems in each inverse iteration are not obtained with high accuracy. Indeed, our purpose
is to stop the blockCG as soon as possible. Consequently, it can happen that some of
the Ritz values converge first to internal eigenvalues, before the smaller ones are actually
discovered. In this case, after the discovery of the extreme eigenvalues, some of the al-
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Algorithm 4.4.2: Incorporate New Vectors
Inputs: A,M = RTR ∈ IRn×n, V (k) ∈ IRn×(s−`),W (k) ∈ IRn×p, µf , λmax ∈ IR, ` ∈ IN
Begin
a) P =RANDOM(n, `)
b) Q = R−1PΨ such that QTMQ = I`×`
c) P=Chebyshev-Filter(Q, ξ, [µf , λmax], A,R)
d) Q = PΓ such that QTMQ = I`×`
e) P = Q−W (k)W (k)TMQ
f) V (k) = [V (k)P ]
End
ready converged Ritz vectors may appear as not enough invariant, and it may therefore
be necessary to enlarge the block size s and refine furthermore these vectors. This risk of
seeing internal eigenvalues coming first is the reason why it is important to systematically
incorporate the assumed converged vectors W (k−1) when recomputing the Ritz pairs (step
iv of Algorithm 4.2). This is the only way to ensure the appropriate redistribution of the
eigencomponents within each approximate eigenvector in the long run.
The update of the computational window is mentioned at step xi of Algorithm 4.2.
The operation that consists in introducing new vectors, after a set of ` Ritz vectors has
converged, is detailed in Algorithm 4.4.2. It begins by generating randomly the new vectors
and filtering them, as in the starting steps of the BlockCGSI algorithm (steps a, b and
c). After that the vectors are projected in the M-orthogonal complement of the converged
ones (step d and e), in order to remove the correspondent eigencomponents. The remaining
operations (step f) adjust the block size s with respect to the current set of working vectors
V (k).
4.5 Operation counts
The pre-computation of the basis W of a near-invariant subspace with the BlockCGSI
algorithm, has a cost which we denote by CBCGSI . For a fixed accuracy, this cost depends
essentially on the dimension q of the basis W and on some working parameters like the
block size s, the filtering level ξ and the cut-off filtering value µf . To be effective, the
gains obtained in the acceleration of the convergence of the classical Conjugate Gradient
algorithm must cover the extra cost for the computation of this spectral information. In
table 4.1 we present the costs in floating point operations (flops) associated with some basic
operations performed in the BlockCGSI algorithm, as well as the corresponding BLAS level.
The computational cost of each part in Algorithm 4.2 will be expressed as a function of
these basic operations. We denote the computational cost of one operation OP by the
symbol COP , like for instance CA that is the cost of one sparse matrix-vector product,
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where the number of non-zeros elements of A is given by nnz(A). As mentioned before, a
first level of left preconditioner M is also used, which purpose is to cluster the spectrum
of our iteration matrix. The cost of the multiplication of a vector by M−1 is represented
by CM . Since, M is constructed in our experiments by means of the Incomplete Cholesky
factorization or Jacobi scaling, its cost can be estimated as mentioned in table 4.1, where
nnz(R) is the number of nonzero elements in the factor R from the Incomplete Cholesky
or Jacobi factorization.
Table 4.1: Basic operations counts in BlockCGSI algorithm
Operation Size Flops Symbol BLAS level
x = RANDOM n 3n CRAND –
y←yTx n 2n CDOT 1
y←y + σx n 2n CAXPY 1
y = Ax n 2nnz(A)− n CA 2
x = M−1y n 4nnz(R)− 2n CM 2
C←C + σV B n×s 2s2n CGEMM 3
P = QR n×s 2s2n CORTHO(s) 1
In the beginning of the BlockCGSI algorithm, we apply the Chebyshev filtering poly-
nomial in A to bring the set of s random generated vectors V (0) near the eigenvec-
tors corresponding to the smallest eigenvalues. The cost of one Chebyshev iteration is
CCHEBY ≈ sCA + sCM + 3sCAXPY . Additionally, the starting vectors are orthonormalized
before the filtering step and M-orthonormalized after. The computation of the starting
vectors has a total cost given by
CSTART ≈ sCRAND + 2CORTHO(s) + s2CM + ChebIt× CCHEBY , (4.17)
where ChebIt is the total number of Chebychev filtering iterations.
The orthogonal iteration represents the most expensive step in Algorithm 4.2 in terms
of computational cost. It consists of the iterative solution of the system with s right-hand
sides using the stabilized blockCG solver. The cost of each inner iteration in the blockCG
is:
CbCG ≈ sCA + sCM + 3CGEMM + 2CORTHO(s). (4.18)
After the blockCG run, the solution vectors Z(k) are projected onto the M-orthogonal
complement of the converged Ritz vectors W (k−1) (of dimension p, that varies from 0 to
q− 1), and are M-orthonormalized. The estimation of the operations count corresponding
to the steps included in the orthogonal iteration at each inverse iteration resumes in:
CQR ≈ bCGIt(k)× CbCG + sCPROJ(p) + CORTHO(s) + CM , (4.19)
where bCGIt(k) is the number of blockCG inner iterations performed at inverse iteration
(k), and where CPROJ(p) = CM + pCDOT + CAXPY . The cost of the orthogonal iteration
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cannot be determined a priori, because the parameters bCGIt(k) and p change from one
inverse iteration to the other in a non-deterministic way. Therefore, we trace their actual
values as the algorithm progresses, and we compute the total number of flops at the end.
We proceed in the same way in the Ritz acceleration with the size of Q(k), given by s+ p.
The cost of one Ritz acceleration is given by
CRITZ ≈ (s+ p)CA + 2(s+ p)2CDOT + 5(s+ p)3, (4.20)
where 5(s + p)3 is the cost corresponding to the spectral decomposition of the matrix βk
at step vi in Algorithm 4.2.
The amount of work to update the computational window is induced by the conver-
gence test, equations (4.2) and (4.3), and by the incorporation of the new vectors (see
Algorithm 4.4.2). If we maintain the same block size s, the ` converged vectors are re-
placed in the computational window by ` new vectors. After these new vectors are filtered
and M-orthonormalized, as done with the initial set of starting vectors, they are finally
projected onto the M-orthogonal complement of the converged ones. The cost of these
steps is then given by
CUPDATE ≈ CINV + `CRAND + ChebIt×CCHEBY + 2CORTHO(`) + `2CM + `CPROJ(p), (4.21)
where
CINV ≈ 2(s+ p)CM + (s+ p)CAXPY + 2(s+ p)CDOT (4.22)
is the cost spent when testing the invariance of all the Ritz vectors.
Finally, the estimate of the total number of floating point operations performed in the
BlockCGSI algorithm, over all the inverse iterations InvIt, is
CBCGSI ≈ CSTART + InvIt× (CQR + CRITZ + CUPDATE). (4.23)
4.6 Exploiting the spectral information
Once the near-invariant subspace linked to the smallest eigenvalues of the linear system
is obtained, we can use it for solving any system with the same coefficient matrix, taking
advantage of this spectral information to remove the effect of the poor conditioning. An
overview of techniques that exploit this idea to improve the convergence of the Conjugate
Gradient can be found, for instance, in Giraud et al. (2004). Here, we summarize the two
techniques introduced in chapter 2, based on the same approach, i.e. building a spectral
projector that enables to work in the orthogonal complement of the invariant subspace
corresponding to the smallest eigenvalues.
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4.6.1 Deflated starting guess
One of the possible methods is to compute a starting guess, by means of an oblique pro-
jection of the initial residual (r(0) = M−1b−M−1Ax(0)) onto the near-invariant subspace
associated with the eigenvalues in the range ]0, µ[, to get the corresponding eigencompo-
nents in the system solution:
r(1) = r(0) −M−1AW∆−1W TMr(0),
and x(1) = x(0) +W∆−1W TMr(0),
where W and ∆ are the matrices of the q converged Ritz vectors and values, obtained by
the BlockCGSI algorithm on the preconditioned matrixM−1A. To compute the remaining
part x(2) of the exact solution vector x∗ = x(1) + x(2), we can solve M−1Ax(2) = r(1) with
the Conjugate Gradient algorithm.
In practice, as x(0) = 0, we run the Conjugate Gradient to solve M−1Ax = M−1b
starting from the deflated component of the solution
x(1) = W∆−1W T b. (4.24)
With this initial starting guess, we expect that the CG will converge to the remaining
part of the solution very quickly, since the difficulties caused by the smallest eigenvalues
have been swallowed, and the eigenvalues bounds are given by µ and λmax, as explained
in Hageman and Young (1981). In this way, the Conjugate Gradient should reach linear
convergence immediately (van der Sluis and van der Vorst, 1986). For clarity, we will call
Init-CG the algorithm corresponding to CG with a starting guess obtained with (4.24).
4.6.2 Spectral Low Rank Update (SLRU) preconditioner
Another way of exploiting spectral information from the coefficient matrix is to perform a
deflation at each CG iteration, instead of just at the beginning. This approach, proposed
in Carpentieri et al. (2003), is called Spectral Low Rank Update (SLRU) preconditioning.
The computation of the solution of the preconditioned system M−1Ax = M−1b is
obtained by means of the CG algorithm applied to an equivalent system M̂Ax = M̂b,
where the preconditioner M̂ is given by
M̂ = M−1 +W∆−1W T . (4.25)
In this case M and M̂ are also called the first and second level of preconditioning. The
preconditioner M̂ will shift the smallest eigenvalues in the coefficient matrix M−1A close
to one (see Carpentieri et al. (2003)).
In the following, we will call SLRU-CG to the algorithm corresponding to the precon-
ditioned Conjugate Gradient with SLRU as preconditioner (4.25).
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4.6.3 Practical considerations
We first consider operations count. As in section 4.5, we assume that q  n so that we
neglect terms not containing n, (q is the dimension of the near-invariant basis W ).
In addition to the sparse matrix-vector product with A at each iteration, the CG itera-
tion add merely two dot-products, DOT, and three vector updates, AXPY (see section 4.5).
The algorithms Init-CG and SLRU-CG perform both an oblique projection of the
initial residual onto the near-invariant basis W of size q, involving the pre-computation of
W∆−1W T b, where ∆ = W TAW is the Ritz matrix computed at step vi of Algorithm 4.2.
The cost of its inversion is not significant because we consider it as a diagonal matrix.
We note that ∆−1 is stored jointly with the basis W . In the scheme SLRU-CG, the
multiplication with the preconditioner M̂ also implies an oblique projection W∆−1W T r(k)
at each iteration (see equation (4.25)). This projection can be done using common level 2
BLAS operations Dongarra et al. (1988) with a total cost roughly equal to
CProj ≈ 4 (p+ 1)n. (4.26)
In Table 4.2, we indicate the total cost in floating-point operations for each algorithm,
with an initial cost, and a cost per iteration.
Table 4.2: Cost in floating-point operations for different methods.
The cost in floating-point operations




CA + CM + – + –
CA + CM + CProj+ –
CA + CM + CProj+ –
CA + CM + 3CAXPY + 2CDOT+ –
CA + CM + 3CAXPY + 2CDOT+ –
CA + CM + 3CAXPY + 2CDOT + CProj
One of the major differences between Init-CG and SLRU-CG is that SLRU-CG uses
the projection operator W∆−1W T at each iteration, whereas Init-CG does exploit this
only at the beginning (for computing a starting vector x(1), see formula (4.24)). Anyway,
this also contributes to better numerical stability in the convergence process of SLRU-CG.
Let us briefly examine the memory requirements of these two acceleration techniques.
In comparison with the CG algorithm, the Init-CG and SLRU-CG schemes require
about the same amount of extra storage, of order n(q + 1), to store W , the basis of the
near-invariant subspace (Ritz vectors), and diag(∆) the corresponding Ritz Vectors.
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4.7 Numerical experiments
In this section, we report on some numerical experiments concerning the computation
of the spectral information associated with the smallest eigenvalues of a preconditioned
matrix M−1A. This is illustrated on a test matrix coming from the 2D heterogeneous
diffusion equation in a L shape region, discretized by finite elements, with size n = 7969.
We also precondition the resulting linear system with Jacobi scaling or classical Incomplete
Cholesky (see table 4.3).
Table 4.3: Properties of the test matrix M−1A with two different preconditioners.
Preconditioner λmin λmax # eigs. below µ = nnz nnz n
1e− 3 5e− 3 1e− 2 R A
Jacobi 3.07e− 09 2.08e+ 00 2 9 18 7969 55131 7969
IC(0) 1.66e− 08 1.55e+ 00 2 2 3 31550
In figure 4.1, we show the convergence behavior of the values ω1, φ1 and the upper
bound
√
ω21 + φ21 of |λ1 − δ1|. As developed in section 4.3.2, these three magnitudes are
related by equation (4.10). The two plots in figure 4.1 illustrate the behavior of these three
values in the blockCG run at the first inverse iteration (k = 1). The first plot corresponds
to the case of non filtered starting vectors, and the second one to the case of starting
vectors filtered with a level ξ = 1e− 2 and a cut-off value µf = 5e− 3.
We can observe the effect of the Chebyshev filtering of the starting vectors, which helps
to make the value of φ1 much smaller than what it can be with a randomly generated
initial set of vectors. The direct consequence is that ω1 becomes then a good measure of
the upper bound of |λ1−δ1|, even at the very beginning of the algorithm. Additionally, the
filtering of the starting vectors changes the convergence behavior of the blockCG, because
the filtered right-hand sides have more favorable spectral properties. It also enables to
decrease substantially the asymptotic value of φ1 in the first inverse iteration, allowing a
larger range of values for the choice of the threshold ε in the blockCG, which is a desirable
feature for the algorithm as discussed in section 4.3.3.
In table 4.4, we present both the total number of inner and outer iterations in the Block-
CGSI algorithm (see Algorithm 4.2) to compute a near-invariant subspace associated with
all eigenvalues in the range ]0, µ[. The requested relative precision in these approximated
eigenvalues was set to one correct digit (t = 1), with respect to the convergence criterion
for the outer loop given by equation (4.15), and the stopping criterion for the blockCG set
accordingly as in (4.16). The total number of inverse iterations is indicated by InvIt, and
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No filtering






















Filtering: ξ = 10−2, µf = 5e− 3






















Figure 4.1: Correlation between the residual measures ω1, φ1 and the upper
bound S1 on the spectral error |λ1 − δ1| in the blockCG with block size s = 4
at the first inverse iteration. Matrix A preconditioned with Jacobi scaling.
the value of bCGIt denotes the sum of all the iterations performed by the blockCG solver
in the given BlockCGSI run. The Chebyshev iterations count, ChebIt, incorporates all the
Chebyshev iterations spent when filtering the starting vectors, as well as when incorporat-
ing new vectors during update of the computational window (see Algorithm 4.4.2).
Finally, we also include the total number of floating point operations performed by the
BlockCGSI algorithm (CBCGSI), in millions (Mflops), computed as in (4.23). We varied
the filtering level from ξ = 1e − 6 to ξ = 1e − 16, including the case of no filtering. The
block size was chosen to illustrate these cases, e.g. when it is below, equal or greater
than the targeted number of eigenvectors (q). The two cut-off values of the filtering step
µf correspond to the cases when it is greater or equal to the principal cut-off value µ
in Algorithm 4.2 (]0, µ[ defines the range of targeted eigenvalues, and q is the number of
eigenvalues in this range).
The results in table 4.4 show that the algorithm manages to compute the targeted
spectral information independently of the choice of the block size s. Of course, it is optimal
when s is correlated to the actual number of eigenvalues (q) in the range ]0, µ[. In this case,
all the iterations counts are minimized as well as the total number of operations. With
larger block sizes s, the algorithm benefits from the “guard vectors” effect (see section 3.5),
and the number of inverse iterations are reduced. A greater block size also improves the
convergence of the block Conjugate Gradient. For these reasons, the increase of s does
not necessarily imply an increase of the total amount of work. When the block size is
smaller than q, the “sliding window” feature enables to obtain at any rate all the targeted
vectors. Our experiments also show that the final number of converged vectors can exceed
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Table 4.4: Iterations and operations counts as a function of the filtering level ξ.
Number of correct digits (t = 1), q = numb. of eigs. ∈]0, µ[.
µ = 1.0e− 3 (q =2 eigenvalues)
Filter s = 2, µf = 1.0e− 2 s = 5, µf = 1.0e− 2
Level ξ InvIt bCGIt ChebIt Mflops InvIt bCGIt ChebIt Mflops
- 6 240 - 138 2 177 - 469
1e− 6 2 170 105 131 2 98 105 347
1e− 8 2 139 138 125 2 67 138 294
1e− 10 2 109 171 119 2 50 171 278
1e− 12 2 80 205 114 2 26 205 245
1e− 14 2 53 238 110 2 10 238 230
1e− 16 2 35 275 120 2 9 275 256
µ = 5.0e− 2 (q =9 eigenvalues)
Filter s = 5, µf = 1.0e− 2 s = 9, µf = 1.0e− 2
Level ξ InvIt bCGIt ChebIt Mflops InvIt bCGIt ChebIt Mflops
- 29 432 - 1347 14 247 - 2033
1e− 6 10 119 630 1333 2 65 105 661
1e− 8 4 69 414 777 2 41 138 530
1e− 10 3 51 342 572 2 23 171 444
1e− 12 3 27 410 595 2 6 205 367
1e− 14 3 11 476 636 2 3 238 387
1e− 16 3 10 542 715 1 3 271 436
Matrix preconditioned with Jacobi scaling
µ = 1.0e− 2 (q =3 eigenvalues)
Filter s = 3, µf = 1.0e− 1 s = 5, µf = 1.0e− 1
Level ξ InvIt bCGIt ChebIt Mflops InvIt bCGIt ChebIt Mflops
- 6 96 - 148 4 73 - 243
1e− 6 6 75 28 143 2 44 28 180
1e− 8 6 63 37 134 2 35 37 165
1e− 10 6 53 46 127 2 27 46 153
1e− 12 3 35 55 99 2 19 55 140
1e− 14 3 27 64 96 2 12 64 128
1e− 16 2 19 75 88 1 10 73 130
µ = 3.0e− 2 (q =9 eigenvalues)
Filter s = 5, µf = µ s = 9, µf = µ
Level ξ InvIt bCGIt ChebIt Mflops InvIt bCGIt ChebIt Mflops
- 30 191 - 907 17 118 - 1310
1e− 6 4 41 104 358 2 25 52 351
1e− 8 3 20 138 352 2 11 69 274
1e− 10 3 12 170 390 1 3 85 235
1e− 12 3 6 204 434 1 3 102 275
1e− 14 2 4 236 450 1 1 118 295
1e− 16 2 4 270 556 1 1 135 335
Matrix preconditioned with IC(0)
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the actual number q of eigenvalues in the range ]0, µ[ when the block size is not equal to q.
As we can observe in table 4.4, the filtering of the new vectors with Chebyshev polyno-
mials can improve quite a lot the efficiency of the BlockCGSI algorithm. As the filtering
level ξ decreases, the number of inverse iterations is reduced because the resulting filtered
vectors get closer to a near-invariant subspace, and the stagnation level of φj becomes much
lower (see also figure 4.1). This also gives room for larger decrease of the error |λj − δj|
at each inverse iteration. When the block size s is equal to the number q of eigenvalues
in ]0, µ[, the convergence can be reached with a minimum number of inverse iterations
(InvIt = 1 for instance). The number of blockCG iterations is also reduced because of
the better spectral properties of the right-hand sides.
Obviously, decreasing the filtering level ξ also increases the number of Chebyshev iter-
ations in the filtering process. In that respect, there is a compromise to reach in terms of
total computational cost. The optimal value of ξ, that minimizes this computational work
(Mflops), also depends on the other filtering parameter µf , and on the number of targeted
eigenvalues q. We have observed that it is better in general to take the value of the initial
filtering parameter µf not too large with respect to the actual bound µ on the range of
targeted eigenvalues, and also that when the number of targeted eigenvalues is small, a
good filtering level ξ is indicated.
Based on the pre-computed spectral information, we can improve the convergence of
the CG algorithm. To illustrate this, we have solved the two tests systems with both





||R−T r(0)||2 , (4.27)
normally used in the preconditioned Conjugate Gradient, where r(i) = b− Ax(i).
The results show the effectiveness of the use of the spectral information to reduce the
total number of iterations. When the system is preconditioned with Jacobi scaling (see plots
on the top of figure 4.2), the initial condition number, of order 108, can even be reduced
to the order of 103 ≈ λmax/µ with the use of the first two vectors associated with the two
smallest eigenvalues only. With the use of a larger number of Ritz vectors, the reduced
condition number is maintained to about the same level, and just little improvements can
be expected in the convergence rate of the CG algorithm. With the Incomplete Cholesky
preconditioner, the number of critical eigenvalues seems also to be 2 (see plots on the
bottom of figure 4.2).
Regarding the results in figure 4.2, the SLRU preconditioner is numerically more stable
than the deflation technique. The SLRU-CG converges linearly while the Init-CG looses
the linear rate of convergence when reaching small residual values (say 10−6 with Jacobi
preconditioner and 10−8 with IC(0)). To maintain this linear rate all through the iterations,
the spectral information needs to be more accurate, as we can observe in figure 4.3. Indeed,
with larger values for the number of correct digits t (see formula (4.15)) the irregularities
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Jacobi and Init-CG

























































































Figure 4.2: Convergence behavior of Init-CG and SLRU-CG with different
dimensions q of the pre-computed near-invariant subspace. The system is
initially preconditioned either with Jacobi scaling (top) or with the standard
Incomplete Cholesky (bottom).
in the rate of convergence of Init-CG are smoothed gradually. However the cost for
computing a much more accurate near-invariant basis can be rather large, and it can be
preferable to simply use the SLRU-CG algorithm if solutions with high precision are
needed.
4.8 Cost-benefit analysis
We have proposed a technique to improve the consecutive solutions of several systems with
the same coefficient matrix but with different right-hand sides. This technique is based on
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Jacobi preconditioner










































Figure 4.3: Effect of the accuracy of the spectral information on the conver-
gence behavior of Init-CG.
a two phase approach: we first perform a partial spectral decomposition of the coefficient
matrixM−1A with the help of BlockCGSI algorithm, and we use this information afterward
to accelerate the CG through the deflation of the starting guess or with a second level of
preconditioning. We illustrate how the gains obtained at each solve can reduce substantially
the total computational cost in the long run.
We begin by presenting the costs in floating-point operations involved in each CG run
(see section 4.6.3). In figure 4.4, we plot the histogram of the backward error versus the
number of floating-point operations. In the case of SLRU-CG algorithm, we observe that
higher dimension q of the near-invariant subspace does not always bring an improvement
in the convergence. The oblique projection (4.25) performed at each iteration is responsible
for the growth of the computational work when the dimension q gets larger. As we can see
on the right of figure 4.4, when q varies from 3 to 20 the rate of convergence decreases, and
no gains are obtained despite the effective reduction of the number of CG iterations (see
figure 4.2). As opposed to that, we can observe in the case of Init-CG algorithm (left of
figure 4.4) that we always get improvements with larger values of q.
As we have seen in section 4.5, the pre-computation of the near-invariant subspace W
has a cost, that we denote by CBCGSI , depends on the dimension of this subspace and on
some working parameters in the BlockCGSI algorithm. To be effective, the gains obtained
in the acceleration of the convergence of the given iterative solvers must compensate, in
some way, the extra cost for this spectral pre-computation. In table 4.5, we present the
computational costs CBCGSI (in millions of operations, Mflops) for three different cases that
correspond to different choices for the cut-off value µ. For each one, we have computed
all the q Ritz vectors corresponding to the q eigenvalues in the range ]0, µ[. The spectral
information is computed with two correct digits (t = 2) in the case of Jacobi preconditioner,
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IC(0) and Init-CG





















































Figure 4.4: History of the backward error as a function of the computational
cost, for different dimensions q of the near-invariant subspace. The case q = 0
corresponds to the classical CG algorithm, for comparison.
and with one digit (t = 1) in the case of IC(0).
To illustrate the cost-benefits, we stop the CG iterations when the relative residual
norm ρ(i) (see equation (4.27)) is below 10−8. When preconditioned with Jacobi scaling,
the Conjugate Gradient performs 478 iterations with a cost of 95 Mflops, and when pre-
conditioned with IC(0), 187 iterations with a cost of 55 Mflops. In this table, we indicate
the number of CG iterations (Nit), the number of floating-point operations Mflops and
the number of amortization right-hand sides (Amor. rhs.), i.e, the number of right-hand
sides that have to be considered in consecutive solves before the extra cost CBCGSI is






where CCG is the cost of CG algorithm without acceleration, and CaCG is cost of the
accelerated CG, either Init-CG or SLRU-CG algorithm. These informations are given
for each cut-off value µ. For instance, in table 4.5, with Jacobi scaling and µ = 4.0e−3, 211
Mflops are needed for the spectral pre-computation, out of which the Init-CG algorithm
achieves convergence in 190 iterations and 38 Mflops, i.e. a reduction of 60% compared
to the run which does not use this spectral information. Consequently, the 211 extra
Mflops are paid back after four consecutive accelerated solves, compared to four runs of
the non-accelerated CG.
Table 4.5 shows that Init-CG and SLRU-CG converge, in general, in the same number
of iterations if the spectral information enough accurate. The main difference is that
SLRU demands more Mflops as the size of the near-invariant subspace (q) increases. For
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Table 4.5: Cost-benefit of CG accelerated with the spectral information
.
Spectral fact. INIT-CG SLRU-CG
µ q CBCGSI CG Amor. CG Amor.
Mflops Nit Mflops rhs. Nit Mflops rhs.
– 0 – 478 95 – 478 95 –
Jacobi 1.0e− 3 2 184 227 45 4 227 63 6
precond. 4.0e− 3 5 211 190 38 4 187 71 9
5.5e− 3 9 427 176 38 8 166 84 39
– 0 – 187 55 – 187 55 –
IC(0) 1.0e− 2 3 88 89 26 4 80 33 4
precond. 2.0e− 2 5 145 79 23 5 74 35 8
3.0e− 2 9 235 75 22 8 62 37 14
this reason, the number of amortization vectors (Amor. rhs) is greater with the SLRU
preconditioner. In the case of the chosen stopping threshold (10−8), the Init-CG approach
seems to be preferable.
In summary, the numerical results demonstrate that, when an accuracy of order 10−8
is required to solve multiples linear systems in sequence with the same matrix but with
changing right-hand sides, the cost of pre-computation of a near-invariant subspace with
BlockCGSI algorithm is largely compensated by the gains obtained in the long run. This is
still more effective if a first level of preconditioning is applied to cluster better the spectrum
of the iteration matrix.

Chapter 5
Validation of the strategy on an
airflow problem
5.1 Description of the problem
We validate our two-phase accelerating technique in an airflow simulation code named
ICARE (c.f. Braza (1986); Bergmann (2001); Martinat (2003)) that simulates the flow
around a wing of plane. The Navier-Stokes equations are solved by finite elements in a 2D
field, through a prediction-correction algorithm and a semi-implicit discretization scheme.
The code describes the transition of the flow from the laminar to the turbulent state. At
each time step iteration a system of linear equations with the same coefficient matrix and
changing right-hand sides is solved. We will see that our two-phase accelerating technique
can be applied with success to reduce the amount of work needed to solve all the consecutive
systems.
In the first time-step the BlockCGSI algorithm computes a basis W of a near-invariant
subspace associated with the eigenvalues in the range ]0, µ[ of the preconditioned matrix
M−1A. This information is used in a second phase to improve the consecutive solutions of
the systems with the same coefficient matrix and changing right-hand sides.
We begin in section 5.2 with a little explanation of the numerical procedure used to
solve the Navier-Stokes equations and we highlight the origin of the linear system of equa-
tions used as test problem. In section 5.3, we present some numerical properties of the
coefficient matrix of this system. After that, in section 5.4 we indicate how to use cor-
rectly the Init-CG algorithm even if the spectral information is inaccurate. It follows, in
section 5.5, an a posteriori analysis of the computational costs involved in the proposed
acceleration technique, and we indicate the optimal value for the dimension of the base
W that minimizes the costs. We also propose a strategy for choosing dynamically the di-
mension of the base in function of the Ritz value distribution. We finish this chapter with
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section 5.6 where we summarize the benefits, in computational cost, that derive from the
use of the two-phase accelerating technique in the present simulation of an airflow problem.
5.2 Numerical solution of the Navier-Stokes equations
We begin by a short description of the numerical method used in the ICARE algorithm to
solve the Navier-Stokes equations (for details see Braza (1986); Bergmann (2001); Martinat
(2003)). As in Chapter 2 the test case comes from the simulation of a two-dimensional
flow of an incompressible constant-property Newtonian fluid, but of an unsteady flow,
the momentum equation includes an additional unsteady term. The flow equations in
dimensionless and tensorial form are given by
∂ui
∂xj














where Re is the Reynolds number. Assuming that ui and P are known at instant N∆t
and using an implicit method,
div~V N = 0, (5.3)
~V N+1 − ~V N
∆t + div(
~V N+1~V N+1) = − ~gradPN+1 + 1
Re
div( ~grad~V N+1). (5.4)
The convective term is linearized through a semi-implicit scheme where ~V N+1 is carried by
~V N :
~V N+1 − ~V N
∆t + div(
~V N ~V N+1) = − ~gradPN+1 + 1
Re
div( ~grad~V N+1). (5.5)
Because the pressure PN+1 is unknown, an intermediate (predictor) field (~V ∗, P ∗), that
also verifies the momentum equation, is introduced:
~V ∗ − ~V N
∆t + div(
~V N ~V ∗) = − ~gradP ∗ + 1
Re
div( ~grad~V ∗). (5.6)
As the predictor step assumes that P ∗ = PN , the following equation is solved in order to
get ~V ∗:
~V ∗ − ~V N
∆t + div(
~V N ~V ∗) = − ~gradPN + 1
Re
div( ~grad~V ∗). (5.7)
From (5.7), ~V ∗ verifies the same boundaries conditions as ~V N+1 and, taking the rotational
of equation (5.5) and equation (5.7), it is possible to prove that the field ~V ∗ transports the
exact rotational value at time step (N + 1), i.e.
~rot(~V ∗) = ~rot(~V N+1). (5.8)
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However, ~V ∗ does not verify the continuity equation. It is then necessary to introduce a
correction term such that
div(~V ∗∗) = 0. (5.9)
The field ~V ∗∗ is introduced through an auxiliary potential function ψ, such that
~V ∗∗ = ~V ∗ − ~gradψ. (5.10)
Taking the divergence of the equation (5.10) and using (5.9), the potential function ψ is
given by the Poisson equation
∇2ψ = div~V ∗. (5.11)
The solution of the linear system of equation (5.11) enables to get the function ψ directly
from ~V ∗. The corrected velocity ~V ∗∗ is then computed from equation (5.10). Because
div(~V ∗∗) = 0, ~rot(~V ∗∗) = ~rot(~V ∗) = ~rot(~V N+1) and ~V ∗∗ and ~V N+1 have the same boundary
conditions, it is also proved that ~V ∗∗ = ~V N+1.
The pressure at the time step (N + 1) is then computed by substituting ~V N+1, in (5.5),
by the expression (5.10), and subtracting (5.7), we get,
~gradPN+1 = ~grad(PN + ψ∆t) + div(
~V N ~gradψ)− 1
Re
∇2 ~gradψ, (5.12)
that is simplified in the following update
PN+1 = PN + ψ∆t . (5.13)
5.3 Properties of the coefficient matrix
We present now some properties of the coefficient matrix A of the system Ax = bi solved
at the i-th iteration in time. As we have seen in section 5.2, this system results from the
Poisson equation (5.11), solved by finite elements. The matrix A of size n = 27283 has
nnz = 187487 non-zeros elements distributed in agreement with the pattern presented in
figure 5.1.
In figure 5.2, we plot the distribution of the 100 smallest and 5 largest eigenvalues of
the coefficient matrix, with and without preconditioning. As we can observe on the left
of figure 5.2, the coefficient matrix A has a spectrum distributed from λmin = 5.0e − 05
to λmax = 1.1e + 01, responsible for a condition number near κ = 2.2e + 05. After
preconditioning by means of the classical Incomplete Cholesky (M = RTR = IC(0)), the
spectrum of the coefficient matrix is ranged from λmin = 6.5e−05 to λmax = 1.7e+00, which
corresponds to a condition number near κ = 2.6e + 04. This first level of preconditioning
helps to cluster the spectrum, specially the dominant part that is shifted from near 10
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Figure 5.1: Pattern of the coefficient matrix A.
to near 1. The effect of the other end of the spectrum will be swallowed by the initial
deflation in the Init-CG algorithm.
As we can see in figure 5.2, the spectrum of M−1A is essentially clustered between
1.0e − 02 and 1.7e + 00, with 30 eigenvalues smaller than 1.0e − 02. If we want, for
instance, to reduce the condition number to about 100, we need to cancel the effect of the
48 smallest eigenvalues (e.g. all those in ]0, λmax/100[).
Our purpose is to show that we can improve the global convergence of the simulation
algorithm through the acceleration of the solution of the system M−1Ax = M−1bi in each
time step iteration i. At the first time step we compute, with the BlockCGSI algorithm, a
near-invariant subspace responsible for the ill-conditioning of the system. In the remaining
time step iterations, this spectral information is used to improve the solution of the systems
with the Init-CG algorithm. The clusterization of the spectrum can appear as a limitation
of the proposed acceleration technique. We will see that, by removing only the effect of
the extremal eigenvalues, we can get a good improvement of the convergence rate for the
solution of these systems.
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Eigenvalue distribution of iteration matrix
 Smallest eig. = 5.0025e−05;  Largest eig. = 11.2988
Coefficient matrix M−1A












Eigenvalue distribution of iteration matrix
 48 eigs. are below the threshold (µ = λ
max
/100)  ←
 Smallest eig. = 6.5425e−05;  Largest eig. = 1.6871
Figure 5.2: Distribution of the 100 smallest and 5 largest eigenvalues of the
coefficient matrix.
5.4 Improving the systems solution with an inaccu-
rate basis
As we have seen in the chapter 4, the Init-CG accelerating technique is much cheaper
compared to SLRU-CG. The difficulty is when the pre-computed basis vectors W are
obtained with poor accuracy, as for instance when the upper bound of the number of
correct digits in (4.15) is set to t = 1. In these cases, after some CG iterations, the
near-invariance of the deflated residual is lost, and the initial oblique projection does not
improve any more the speed of convergence of the Init-CG algorithm, that behaves again
like the classical Conjugate Gradient.
Figure 5.3 shows the convergence behavior of the Init-CG algorithm in function of the
accuracy of the spectral information, given by t, the upper bound on the number of correct
digits used to monitor the convergence of the Ritz values δ(k)j in step viii of Algorithm 4.2.
The plot on the left is obtained with a basis W with dimension q = 4, and on the right
with q = 17. First, we observe that, even with a poor accuracy (t = 1), the convergence is
linear until a certain level (around 10−6), and as the values of t increase, the irregularities
in the rate of convergence of the Init-CG are gradually smoothed. After the phenomenon
of plateaus, that occurs at a level linked to the accuracy of the basis W , the convergence
history resembles closely the convergence of the classical Conjugate Gradient.
As shown in the previous chapter, one remedy to the lost of linear convergence is the
SLRU-CG algorithm, which performs the oblique projection at each iteration. But this
alternative is expensive and consequently not very efficient to reduce the costs. Other
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Basis dimension q = 4
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Figure 5.3: Effect of the accuracy of the spectral information on the conver-
gence of Init-CG.
remedy is to restart Init-CG by updating the starting point x(0) in setting x(0)restart =
W∆−1W T rrestart, where rrestart is the current residual.
In figure 5.4, we present the convergence history of Init-CG in the current test problem,
when the basisW is computed with one correct digit (t = 1) only. It is necessary to restart
Init-CG only twice to get a curve identical to the one obtained with a very accurate
(t = 14) basis W (see figure 5.3). With q = 4, Init-CG was restarted at iterations 200
and 300, and with q = 17 at iterations 80 and 180.
q = 4, t = 1

















q = 17, t = 1


















Figure 5.4: Convergence in number of iterations of the restarted Init-CG.
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If we want to reduce the backward error to a level of 10−8, we need to restart only once
(see figure 5.4). In this case the restart implies one more projection, whose cost is given
by (4.26). Figure 5.5, shows the histogram of the backward error versus the number of
floating-point operations (flops) of the restarted Init-CG and of the classical Conjugate
Gradient. It is clear that the restarted strategy is a very cheap acceleration technique.
The extra-costs are two obliques projections (initial and restarted) only, which is a low
cost compared with the gains obtained.
q = 4, t = 1






















q = 17, t = 1






















Figure 5.5: Convergence in floating points operations of the restarted Init-
CG.
5.5 Optimal dimension of the basis
The key parameter for the success of our approach is the dimension q of the basis of the
near-invariant subspace associated with the smallest eigenvalues. There are two different
ways to define it. The first one is to fix it a priori and stop the BlockCGSI when the basis
W has reached the targeted dimension. This strategy cannot be used in a real problem
where we do not know the distribution of the smallest eigenvalues. In this case, we can
target instead a reduced condition number κ = λmax/µ, for some given value µ, and try
to compute a near-invariant subspace associated with all the eigenvalues smaller than µ.
The desirable choice is that µ falls between two clusters. If µ is in the middle of a cluster
the BlockCGSI algorithm must stop before the condition number has been reduced to this
previously fixed value. For instance, if we want to reduce the condition number to κ = 100
we need to interpolate the 48 eigenvectors associated with all the eigenvalues smaller than
µ = λmax/100. As can we observe in figure 5.2, this value of µ is in the middle of a cluster
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and no great benefits can be expected from the computation of a basis with this dimension.
We will confirm this idea in terms of computational work.
The optimal dimension of the basis W will be the one that minimizes the total cost
when solving all the systems, derived from the Poisson type equation (5.11), with our
two-phase approach. This cost is given by
Total cost = CBCGSI + CInit−CG × NGits, (5.14)
where NGits is the number of global iteration (or time steps), i.e. the total number of
systems to be solved. For instance, if we consider a simulation time T = 1 and ∆t = 0.01
then NGits = T/∆t = 100. As before, the cost of pre-computing the spectral information
with the BlockCGSI algorithm is given by CBCGSI and the cost of solving one system with
Init-CG is given by CInit−CG. We investigates these costs in the following, analysing first
the costs for pre-computing the basis W and after the solution costs.
5.5.1 Pre-computational cost
As we have seen in the previous chapter, the cost of pre-computing the spectral informa-
tion depends on the dimension q of the basis W and on some working parameters in the
BlockCGSI algorithm, as for instance the block size s, the filtering level ξ, and the cut-off
value µf for the filtering. In our experiments with the current test problem, the value of
µf is automatically set as µf = µ, and ξ is fixed to 1.0e − 10. As we have seen in the
experiments in chapter 4, the filtering level is important but does not need to be very
small to reduce substantially the costs in BlockCGSI algorithm. In an efficient implemen-
tation of the BlockCGSI algorithm, Level 3 BLAS kernels can be incorporated in order to
maximize the Megaflops rate, and the value of s can also be determined only on the basis
of such computer aspects, keeping in mind that the sliding window technique adjusts the
dimension of the basis W automatically.
Figure 5.6, displays the values of CBCGSI for a block size s equal to 5, 10, 15, and
20, in function of final dimension q of the basis W . We can observe that lower pre-
computational costs are obtained with larger block sizes, specially for high dimensions
of q. The reasons for that are the guard vector effect and the practical changes that we
introduced in Algorithm 4.4.2 in order do reduce the filtering costs when incorporating new
vectors. As indicated in Algorithm 5.5.1, instead of generating new random vectors and
filtering them (in step c of Algorithm 4.4.2), we simply inject a random linear combination
of the filtered starting vectors V (0) generated in step 4 of Algorithm 4.2 (which are kept
in memory for that purpose). With this practical simplification, we call the Chebyshev
filtering routine only once and save a lot of extra work. The idea behind that, is that
the starting vectors include already some information concerning all the eigenvalues in the
range ]0, µ[, and to recover it we just need to redistribute this information over each of
the newly incorporated vectors. In some cases, specially if we want an accurate spectral
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Figure 5.6: Costs (CBCGSI) of pre-computing the near-invariant subspace W with different
block sizes s
information (t = 3 for instance), a breakdown can occur due to the near-collinearity of
these new vectors relatively to the converged ones inW (k). Our experiments indicated that
if we enforce the blockCG to do a minimum number of iterations (for instance imin = 4),
these new vectors will converge in the end to vectors different from the already converged
ones.
Algorithm 5.5.1: Incorporate New Vectors
Inputs: ` ∈ IN,M = RTR ∈ IRn×n, V (0) ∈ IRn×s,W (k) ∈ IRn×p, V (k) ∈ IRn×(s−`)
Begin
a) Y =RANDOM(s, `)
b) P = V (0)Y
c) P = QΓ such that QTMQ = I`×`
d) P = Q−W (k)W (k)TMQ
e) V (k) = [V (k)P ]
End
5.5.2 Solution cost
If we analyze now the behavior of the solution costs CInit−CG as a function of the final
dimension q, we expect a decrease of CInit−CG as the value of q increases. On the left
of figure 5.7, we plot the convergence of Init-CG algorithm, in Megaflops, versus the
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dimension q of the basis of the pre-computed near-invariant subspace. We observe at
the beginning a great decrease of the convergence costs until q reaches approximately the
dimension 20, and for larger dimensions of q the costs tend to stabilize. This occurs because,
till q is lower than 20 we are incorporating the extremal eigenvalues (see figure 5.2) and
after that, we are in the middle of a cluster. As the basis is enlarged from q = 20 to q = 30,
the value of µ is shifted only from 6.63e − 03 to 1.02e − 02, which corresponds to a light
reduction of the condition number from κ = 2.54 + 02 to κ = 1.68e + 02. Additionally,
the costs of the initial and restarted oblique projections in the Init-CG algorithm also
contribute to maintain the solution costs CInit−CG at the same level in this case. This does
not mean that we cannot use the proposed two-phase approach with a dimension larger
than q = 20. Indeed, the large number of systems to be solved allows to use a basisW with
larger dimension. In the right of figure 5.7, we indicate the number of time steps (number
of right-hand sides) after which the cost for pre-computing the spectral information is






where CCG is the cost of classical CG algorithm, and CBCGSI is the cost of pre-computing
the spectral information with the BlockCGSI algorithm using a block size s = 10 (see
figure 5.6). We can observe that if there are 100 systems to be solved (NGits = 100),
the pre-computational costs are amortized for a basis dimension up to the critical value of
q = 50. For larger number of times-steps (for instance NGits = 1000) this critical value of
q can be even larger.
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s = 10, t = 1
Figure 5.7: Solution costs and amortization right-hand sides of Init-CG.
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5.5.3 Minimizing the total cost function
Much more important than the critical values of q is the optimal value of q which minimizes
the total cost function given by (5.14). As we have seen, the parameter Total cost is the
addition of two other cost functions that are inversely proportional, namely CBCGSI and
CInit−CG × NGits. We have seen that the cost of pre-computing the spectral information
CBCGSI increases with q, while the solution costs CInit−CG × NGits decrease as q increases.
In figure 5.8, we plot all these two costs as well as the sum of two (the Total cost). The
cost CBCGSI was computed with block size s = 10, and the plot on the left corresponds
to a simulation time of T = 1 where NGits = T/∆t = 100, and the plot on the right
to T = 10 with NGits = T/∆t = 1000. The minimal value of Total cost occurs before
CBCGSI ≈ CInit−CG×NGits because the solution cost CInit−CG×NGits decreases very slightly
when q is greater than 20, and the cost CBCGSI grows faster proportionally. The optimal
value of q is near 20 when NGits = 100, and near 30 when NGits = 1000.
Total costs, NGits = 100
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Figure 5.8: Total costs of the two-phase approach (block size s = 10 used for
the pre-computation).
The optimal value of q confirms that it is better to stop the BlockCGSI algorithm
when the Ritz values get very close to each other. There is no benefit in approximating
all the 48 eigenvalues corresponding to the targeted condition number κ = 100, and the
total cost increases if we continue the subspace iteration for values of q larger than 20.
Even if the total number of systems to be solved NGits is large, as for instance 1000,
there is no important reduction of the total cost for basis dimension larger than 20. As
we can observe on the right of figure 5.8, the Total cost corresponding to q = 20 is
nearly 1.5e+ 05 Mflops, and the value corresponding to q = 30 is nearly 1.3e+ 05 Mflops.
We confirm the idea that if the spectrum is very clustered, the two phases accelerating
strategy is more effective if we compute only the near-invariant subspace associated with
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the extremal eigenvalues. Finally, we also insist on the memory requirements for keeping
the basis W , that can become prohibitive in the case of very large matrices. This is also
in favor for capturing the strictly necessary extremal eigenvalues.
5.6 Costs-benefits of the two-phase approach
In table 5.1, we illustrate the cost-benefits of this strategy for acceleration. We consider
that the Init-CG algorithm has converged when the backward error, computed by equa-
tion (4.27), is below 10−8. In this case the classical Conjugate Gradient (Init-CG with
q = 0) performs 423 Mflops. As before, we indicate the number of floating point operations
in Megaflops (Mflops) and the number of amortization right-hand sides by Amor. rhs. The
pre-computational costs CBCGSI are obtained with a block size of s = 15 in this case.
Table 5.1: Cost-benefit of the two-phase accelerating technique.
Spectral fact. Init-CG Amor. Total cost
q CBCGSI Mflops rhs NGIts = 100 NGIts = 1000
0 – 423 – 42300 423000
5 2041 261 13 28141 263041
10 2377 189 11 21277 191377
15 2767 162 11 18967 164767
20 2767 145 10 17267 147767
25 3225 127 11 15925 130225
30 4242 121 15 16342 125242
35 4242 122 15 16442 126242
40 7473 116 25 19073 123473
45 11015 117 36 22715 128015
50 14972 118 50 26772 132972
55 24950 114 81 36350 138950
Firstly, we can observe that when the number of time steps NGits = 100, the minimum
value of Total cost, obtained with q = 25 is of 15925 Mflops. The optimal value of
q is greater than in the previous section (q = 20) because the use of s = 15 instead of
s = 10 reduces partly the costs for pre-computing the basis W . The same occurs when
NGits = 1000 where the optimal value of q is equal to 40 instead of 30. This indicate
us that, if there is not computational restrictions, the BlockCGSI algorithm should be
run with a block size s as large as it is possible. To analyse this point in more details on
should perform a computational time analysis, which is the only way into account computer
aspects like the memory accesses, parallelism,. . . .
If we apply our accelerating technique to the current problem, and compute a basis W
with optimal dimension (q = 25), 3225 Mflops are needed for the spectral pre-computation,
out of which the Init-CG achieves convergence in 127 Mflops, i.e. a reduction of 70%
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compared with the work needed to solve one system with the classical Conjugate Gradient
(423 Mflops). Consequently, the 3225 extra Mflops are paid back after 11 consecutive
global iterations of the simulation code. And, in the case of NGits = 100, the value of
Total cost is reduced from 42300 to 15925 Mflops, which corresponds to a reduction of
62% of the total amount of work needed to solve 100 consecutive linear systems. In the
case of NGits = 1000, with a basis of size q = 30 is used, a similar computation shows that
the Total cost is reduced from 423000 to 125242 Mflops, which is a reduction of order





We have introduced a two-phase accelerating technique that reduces the total compu-
tational effort in simulation codes coming from several domains. In the first phase, a
near-invariant subspace linked to the smallest eigenvalues is pre-computed by means of
an inexact subspace iteration algorithm. The computation of this near-invariant subspace
need not be very accurate for our purpose, which can contribute to minimize the total
amount of work. In the second phase, this basis is exploited within the Conjugate Gra-
dient algorithm to remove the effects of the smallest eigenvalues when solving iteratively
the multiples systems, with varying right-hand sides, arising from the time dependent
simulation.
Concerning the computation of the spectral information associated with the smallest
eigenvalues in our linear systems, we have chosen an algorithm, called BlockCGSI, that
combines the Subspace Iteration method with a stabilized version of the block Conjugate
Gradient as an inner solver. The main reasons for this choice were to enable a precise control
of the memory requirements, and the possibility of incorporating level 3 BLAS operations
in the blockCG algorithm to get an efficient implementation on modern computers.
The initial experiments on the SIMPLE algorithm have shown that this strategy is
viable, because the initial cost spent in the computation of the spectral information can
be recovered by the reduction on the number of CG iterations in the following runs. The
number of iterations can even be reduced up to 75%, and the extra cost needed to pre-
compute the spectral information is payed back after a small number of global iterations
in the SIMPLE algorithm.
After verifying the potential of the BlockCGSI algorithm in this context, our main
objectives were to monitor in an appropriate way the two nested loops in this algorithm.
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The first goal was to reduce the total amount of work in the first phase, when pre-computing
the near-invariant subspace. The second goal was to be able to build an algorithm that can
adapt automatically to the properties of the given matrices and compute a near-invariant
subspace with some targeted accuracy. We thus proposed and validated experimentally a
stopping criterion for the blockCG that was in agreement with the measure of convergence
of the inverse iteration itself. It was observed that the stagnation level of the spectral error
bound was directly linked to the choice of the threshold parameter used with this criterion
to stop the blockCG iterations. In order to investigate this issue from a theoretical point
of view, we have considered some of the ideas developed in other related studies on the
inexact inverse iteration.
We further analyzed the BlockCGSI algorithm through an inner-outer iteration per-
spective, common to other inexact inverse iteration analysis, and we proposed to measure
the residuals of the system through a Rigal-Gaches type of backward error. This measure
enables the control of a bound on the absolute eigenvalue error in the inverse iteration
itself, at the same time that the system is solved. This control is even more effective at
the first inverse iteration if the starting vectors are previously filtered with Chebyshev
polynomials. We also derived an expression, linked to the proposed residual measure, that
indicates when the inner iteration must be stopped if we want to recover the same type of
convergence as with the exact inverse iteration. Based on the asymptotic behavior of this
expression, we suggest how to avoid unnecessary extra computational work in the blockCG
inner iteration.
We also investigated some particular techniques, like the Chebyshev filtering of the
random generated initial set of vectors used to start the inverse iteration. The experiments
indicated that Chebyshev filtering is useful to reduce both the total number of inverse and
blockCG iterations, and consequently to reduce the total amount of work. This also had
the benefit of putting our proposed monitoring in a more favorable situation even at very
first inverse iterations.
Additionally, we have considered a form of dynamic adjustment of the dimension of the
computed subspace in the BlockCGSI algorithm. This technique, that we called “sliding
window”, is helpful to make the algorithm flexible and robust. Indeed, the dimension of
the subspace to be computed can be enlarged during the course of the subspace iterations,
and is not specifically linked to the working block size. This opened the way to efficient
implementations of the algorithm, because the block size can be set in order to maximize
the efficiency of Level 3 BLAS kernels for instance, while the algorithm adapts to the
precise eigenvalue distribution on the fly.
This eigencomputation has a cost that depends on the dimension and on the accuracy
of the computed invariant subspace. Once this information is obtained, we can use it to
accelerate the Conjugate Gradient algorithm in the consecutive solutions of several linear
systems with the same coefficient matrix and changing right-hand sides. The success of
this two-phase approach implies that the initial cost can be recovered substantially by the
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reduction of the number of CG iterations in the following runs.
In the second phase of the proposed accelerating technique, we focused our attention on
two related issues that aim at accelerating the CG convergence with some available spectral
information: (1) deflating the eigencomponents associated with the smallest eigenvalues
with an appropriate starting guess, or (2) using the SLRU preconditioner that shifts these
eigenvalues away from zero. The latter approach, also called SLRU-CG, appeared to be
numerically more stable, achieving linear convergence, even when the pre-computed spec-
tral information was obtained with poor accuracy. Nevertheless, it is also very expensive,
in terms of computational work, compared to the first approach (also called Init-CG).
In most of the experiments, the SLRU-CG is effective in reducing the total number
of iterations performed by the CG, but it is not always effective in reducing the total
amount of work. This occurs because the SLRU-CG uses the spectral information at
each iteration, through a second level of preconditioning, and the benefits coming from the
reduction of the number of iterations can be quickly overwhelmed by the extra work spent
in the preconditioning. On the opposite, in the Init-CG, the basis of the near-invariant
subspace is just used once, at the beginning of the CG run. For this reason the reduction
of the number of iterations is directly converted into a reduction of the total amount of
work.
However, Init-CG can loose rapidly linear convergence if the spectral information
is not very accurate. When the backward error reaches some level proportional to the
accuracy of the near-invariant subspace, the behavior of Init-CG becomes similar again
to that observed in the classical Conjugate Gradient without acceleration. Nevertheless, it
is still possible to reduce the backward error under this level, while keeping the linear rate
of convergence. To do so, one just needs to restart the Init-CG algorithm when detecting
that the linear rate of convergence is lost. The Init-CG algorithm appeared then to be
in general the right choice for improving the consecutive solution of linear systems in the
second phase of the proposed acceleration technique.
The experiments showed that, if the spectrum is previously clustered, with the help
for instance of a first level of preconditioning, the strategy can be very efficient in the
reduction of the total cost when solving consecutive linear systems with changing right-
hand sides. An efficient preconditioner clusters most of the eigenvalues near one, letting
just a few of them near zero. In these cases, removing the effect of these eigenvalues can
have a dramatic effect in the convergence of the CG which improves very much, and the
extra work needed to compute the spectral information can be payed back after a small
number of consecutive solutions.
Nevertheless, when the spectrum is not efficiently clustered by the preconditioner the
key question of this strategy is the dimension q of the near-invariant subspace to be com-
puted. Our experiments showed that the optimal dimension depends on a compromise
to reach between the pre-computational costs and the solution costs. The cost of pre-
computing the spectral information, that increases with the dimension q of the basis,
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depends also on the block size s used in the BlockCGSI algorithm. On the one hand,
the experiments indicate that larger block sizes can reduce these pre-computational costs.
On the other hand, as the dimension of the near-invariant subspace increases, the solu-
tion costs decrease until q is larger than a certain value, after which these solution costs
stagnate. The optimal dimension is thus the one that minimizes the sum of the two costs
(pre-computing and solution) over all the systems to be solved. In our experiments, the
minimum of this sum is reached for a dimension of the pre-computed basis close to the
value of q after which these solution costs start to stagnate.
The stagnation of the solution costs occur because the convergence rate of CG is not
sufficiently improved. This happens because the effect of all the extremal eigenvalues,
separated from the main cluster, have been removed. As the remaining eigenvalues are
very close from each other, deflating them we will just yield a very small reduction in the
effective condition number that governs the convergence rate of the accelerated CG.
In consequence, we suggest a dynamic strategy to setup the dimension q of the near-
invariant subspace associated with the smallest eigenvalues, without a priori knowledge of
the spectrum. At the beginning, we target some reduced condition number κ = λmax/µ,
in agreement with the convergence rate of the CG, and request to approximate all the
eigenvectors corresponding to the eigenvalues smaller that µ. At each iteration of the
BlockCGSI algorithm, if this request is not verified, we compute the gaps between the
approximated eigenvalues (Ritz values). As soon as the largest gap is below a certain
pre-fixed tolerance, which means that we are in the middle of a cluster, we then stop the
BlockCGSI algorithm.
6.2 Future work
Concerning future investigations, the very first and important task following naturally this
work is to investigate the potential and limitations of the proposed two-phase approach
on a large range of test problems, coming from different areas and with varying spectral
characteristics. In the same range of ideas, it is also important to compare this tech-
nique with other existing techniques for eigencomputation, as for instance the routine in
ARPACK Lehoucq et al. (1998), or some closely related approaches that have appeared
very recently, see for instance in Golub et al. (2005), that share some of the ideas pre-
sented in this manuscript (the Chebyshev filtering, in particular). To complete this work,
it might also be interesting to experiment and analyze the proposed monitoring strategy
with respect to the various different theoretical or experimental analysis that have already
been published (and summarized in section 3.3).
Other developments would be to try to incorporate multiple shifts within the inexact
subspace iteration, as proposed for instance in Simoncini and Eldén (2002), to improve
the first phase in this technique for the only purpose of computing some partial spectral
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information associated with internal eigenvalues in a given spectrum. To do so, we must
understand how to modify appropriately the blockCG inner solver, to address the case
of indefinite matrices, and to analyze in parallel how to extend the proposed monitoring
strategy in that respect.
In the case of large scale PDE numerical simulation (3D time dependent problems, for
instance), it might be of interest to adapt and exploit this two-phase strategy in Domain
Decomposition type of approaches, that can be viewed as a first layer of preconditioner,
with embedded parallelism. To address this, particular efforts have to be brought on the
code development and on the use of appropriate library routines to exploit efficiently all
the features available on modern computers. The case of domain decomposition is very
appealing indeed, because the Schur complement is almost never assembled explicitly, and
one of the nice features of the proposed technique is that it requires only matrix vector
products.
Finally, we plan also to investigate the case of non-linear iteration in which the Jacobian
matrices do not keep constant properties in general, but may not change too rapidly.
This has already received particular attention (see Loghin et al. (2005) and Giraud et al.
(2005) for instance), in which some particular adaptive preconditioning strategies have
been proposed to accelerate the convergence of the GMRES (Saad and Schultz, 1986)
solver within the non-linear loop. In these studies, some low-rank update preconditioners
are upgraded iteratively by stacking, in some different ways, Krylov information obtained
at each run of the GMRES algorithm. We plan to investigate if we can exploit similar
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