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By its definition a conditional expectation is the RadonNikodym derivative of a finite signed measure. In this paper an inversion formula is given for recapturing E{Y\X) as an inverse Fourier transform of the function E(e iCu ' x) Y), ueR n , where X is an random vector and Y is a random variable satisfying some regularity conditions. 1* Introduction. Let (Ω, 33, P) be a probability space and let X be a A -dimensional random vector on (Ω, 33, P), i.e., a measurable transformation of (Ω, 33) (Y\X) given as a function on R k rather than one on Ω is the "conditional expectation in the wide sense" in the terminology of [2] .)
In preparation for (1.1) which is given in Theorem 2 in §3 we show in Theorem 1 in §3 that if the characteristic function (i.e., the Fourier transform) φ of a finite measure function space integrals will appear in a subsequent paper. 2* Integration of conditional expectations* Throughout §2 we write (Ω, 33, P) for a probability space and X and Y for two measurable transformations of (Ω, 23) into two arbitrary measurable spaces (S, g) and (T, ©) respectively unless further specified. We write P x and P γ for the probability measures on (S, S) and (ϊ 7 , ©) determined by X and Y respectively, i.e., (2.1) P X {F) = P{X-\F)) for Fe% and similarly for P F . DEFINITION 1. For Ge@ fixed, the conditional probability of Y being in G given X, written P(YeG\X), is defined to be any real valued g-measurable and P x -integrable function ψ on S such that
for Fe
From the Radon-Nikodym Theorem follows that such a function τ/τ always exists and is determined uniquely up to a null set of (S, % Pχ) We shall use P(Ye G\X) to mean either the class of all such functions ψ or a particular member in it depending on the context. Thus
. Let Z be a real valued random variable on (42, 23, P) with Ufl Z I) < °o. The conditional expectation of Z given X, written E(Z\X), is defined to be any real valued g-measurable and P x -integrable function ψ on S such that
for Fe% .
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The same remark as the one following Definition 1 holds here too and we have
By the regular conditional distribution of Y given X, written P(YΊX), we mean a real valued function f on © x S such that 1° for every Ge@, f(G, •) is a version of P(7eG|X) 2° for every ίeS, ψ( , f) is a probability measure on (T, ©).
Thus when we need to indicate the arguments of P(Y\X), we write P{Y\X){G, ξ) for (G, ζ)e® x S. It is known that a function ψ satisfying the conditions 1° and 2° of Definition 3 always exists whenever the value space (T, ©) of 7 is a Borel space and in particular when (T, ®) = (R k , 33 fc ). For a proof of this statement see [1] . The proof of Proposition 1 below which relates the regular conditional distribution to the conditional expectation is parallel to the proof of the corresponding theorem in which these two are given as functions on Ω rather than as functions on the value space S of X. (See for instance Proposition 4.28 in [1] .) We give the proof here for the sake of completeness. PROPOSITION S3 1 ) and f e L^T, ©, P F ). // P(Y\X) exists then
Let f be a measurable transformation of (T, ©) into (R\
Proof. Consider the case where / = χ G for some G e ©. Then for every Fe% we have by (2.3)
On the other hand, by 2° and then 1° of Definition 3,
Thus the left side of (2.5) is equal to that of (2.6) for every Fe% so that (2.4) holds in this case. Now that (2.4) holds when / is the characteristic function of a member of © we can follow the usual procedure in integration theory to show that (2.4) holds for nonnegative simple functions on T, nonnegative ©-measurable function on T and finally real valued immeasurable functions on T. Since fe L^T, ®, P F ), both sides of (2.4) always exist and are finite. In passing from nonnegative simple functions on T to nonnegative ©-measurable function on T we use the Monotone Convergence Theorem for the conditional expectation which states that if {Z n , n = 1, 2, •} c L^Ω, S3, P) and Z n {ώ) \ Z 0 (ω) for a.e. 634 J. YEH α)6(fl, 33, P) then E(Z n \X)(ξ) | #(Z 0 |X)(f) for a.e. £e (S, & P x ) and which can be proved readily. PROPOSITION 2. Let σ(% x ©) 6β ίfcβ σ-algebra of subsets ofSxT generated by the semialgebra % x © ami ϊe£ P[χ,r] &β ^e probability measure on (S x T, σ(% x ©)) determined by the measurable trans-
= J g \\/(ξ, y)P(Y\X)(dy, in the sense that the existence of any member in (2.7) implies that of the other and the equality of all.
Proof. The first equality in (2.7) is standard. Let us prove the second. Consider the case where
where Fe% and Ge®. Then by 2° and 1° of Definition 3 and by (2.2)
so that the second equality in (2.7) holds for this particular case.
We then proceed as in the proof of the Fubini Theorem to an arbitrary real valued σ(% x (S)-measurable function / on S x T to complete the proof. PROPOSITION 3. Let Z be a real valued random variable on (Ω, 33, P) with E(\Z\) < °o and let g be a measurable transformation of (S, g) into (R\ S3 1 ). Then
in the sense that the existence of one side implies that of the other and the equality of the two.
Proof. Let us define a set function Φ on 33 by
Φ{B) = \ Z(ω)P(dω)
for Be 33 .
JB
Since E(\Z\) < oo f φ is a finite signed measure on (Ω, 33) which is absolutely continuous with respect to P and has Z as its RadonNikodym derivative with respect to P. Thus for the real valued random variables go X and Z on (Ω, 33, P) we have
in the sense that the existence of one member implies that of the others and the equality of all. Then, to prove (2.8) it suffices to show that
(2.9) \ Q g(X(ω))Φ(d)ω = \Q(!£)E{Z \ X)(ξ)P x {dξ)
in the sense that the existence of one side implies that of the other and the equality of the two. Let us consider the case where g = χ F for some Fe%.
Then ( g(X{ω))Φ(dω) = \ χ F (X(ω))Φ(dω) = \ Φ(dω) JΩ JΩ JX-MF) = \ Z(ω)P(dω) = \ E(Z\X)(ξ)P x (dξ) JX-HF) JF = \ s g(S)E(Z\Xχξ)P z (dξ)
by ( 
Since the jth factor of the product in the integrand on the right side of (3.2) is a bounded continuous function of η 5 e R\ if we assume the m^-integrability of φ on R k then the integrand on the right side of (3.2) is m L -integrable on R k so that (3.2) reduces to Then the α-algebra of subsets of R k generated by SI is precisely our %$ k . Let ε > 0 be arbitrarily given. Since Φ is a finite measure on 35 fc and since m L {A) is finite (in fact equal to zero), (Φ + m L )(A) is finite so that there exists some B e % such that
where AΔB is the symmetric difference between A and B. Now (3.7) implies that Φ{AAB) < ε so that where
It also implies that m L (AAB) < ε so that in view of
In view of the openness of C {n) and the definition of % aj)bj by (3.4) we have from (3.6) 
From (3.9) and (3.13) we obtain (3.14)
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