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I N T RO D U C T I O N
What is observed when a large number of birds fly together is the col-
lective motion of the flock, which emerges from the motion of indi-
vidual birds and the interactions between them. This is the essence of
an active system, in which consumption of energy by the active com-
ponents drives the motion of the emergent whole. In this thesis, the
central question we consider is: how do topology and geometry affect
the motion of active and other driven systems?
In order to answer this question, we will look at several examples
of such systems with different geometries and topologies. Nematics
are excellent materials for examining how geometry can affect a sys-
tem, since they are composed of rod-like particles, which are effec-
tive in transmitting the effects of geometry throughout the material.
The structure of a nematic can be seen in Fig. 1, which also shows its
characteristic director field n̂, the local average orientation of its con-
stituent particles. Many realisations of active nematics exhibit a thresh-
old in the value of activity which must be attained in order for flow to
start. We will show that geometry can eliminate this threshold, leading
to flow for arbitrarily small activity and also discuss how this can be
achieved. This is of direct theoretical interest, but it can also be useful
in organising controllable low-activity flows in nematic microfluidic
devices.
Topology is connected to geometry but is concerned with the global
properties of objects, such as how many holes a shape has, and is
Figure 1: Nematic comprised of rod-like particles and associated director
field n̂, the local average orientation of the particles.
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characterised by integer invariants. This has been exploited to explain
phenomena such as persistent edge currents in the quantum Hall ef-
fect, which result from the topological properties of the band structure.
Could this be extended to active systems, i.e., could the topology of
active flow be determined by the topology of the director field, or is
the director field geometry also important? We consider this question
in the context of experiments on “living liquid crystals", a novel form
of active matter comprising bacteria swimming in a non-toxic nematic
liquid crystal. Developing this theme further, a body swimming in a
fluid executes a sequence of movements changing its shape, and in
the process achieves a displacement through the fluid. Is the swim-
ming displacement determined only by the topology of the sequence
of movements, or again is geometry also needed?
In order to set the scene, we first introduce the field of active matter,
and then go on to give some background on geometry and topology in
physics. We then look at the physics of swimming before setting out
the agenda for the rest of the thesis.
1.1 AC T I V E M AT T E R
Active matter [1] is a broad term for many kinds of living matter, from
bio-filaments and molecular motors [2, 3] to collections of bacteria
[4, 5], swarms of insects [6], flocks of birds and herds of wildebeest [7,
8, 9, 10], along with artificial chemical [11] or mechanical biomimetic
systems (Fig. 2).
All of these examples of active matter demonstrate self-organization
of the components to achieve collective motion of the emergent whole
(i.e. flock, herd or amoeba depending on the collective system under
consideration). Regarding flocking, the first two models to explain this
phenomenon were those of Vicsek [12] and Toner-Tu [13, 14, 15]. In
the Vicsek model, subsequently developed in [16, 17], in each time
step each particle (i.e. bird, fish or constituent part of an amoeba cell)
takes the average alignment of its neighbours located within a defined
neighbourhood, plus a noise term, and then moves at constant speed in
the new direction. These simple rules, which have been subsequently
customised to produce variations explaining different facets of group
motion [18, 19, 20] are sufficient to exhibit “flocking behaviour”, or
large-scale collective motion visible in Fig. 2.
A sub-class of active matter which we will consider is that of active
nematics [21, 22, 23, 24, 25, 26, 27]. An example of an active nematic
is the micro-tubules shown in Fig. 2(c), in which the director field is
clearly visible. While Fig. 2(c) shows a turbulent flow since activity
is relatively high, at lower levels of activity, the director field in the
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Figure 2: Examples of active matter. (a) Flock of starlings acting as a swarm
(by John Holmes); (b) Large fish school (by OpenStax College); (c)
Bundled active micro-tubules (by Dogic lab); (d) Amoeba proteus
(by Cymothoa exigua).
bulk is determined by how it is prescribed on the boundary. This is
dependent on the bounding surface’s geometry and topology, which
we now discuss.
1.2 G E O M E T RY A N D T O P O L O G Y I N P H Y S I C S
In most physical problems, the geometry of the material or space is
important, for example knowing the values of a physical quantity taken
on the boundary, along with the shape of the boundary, typically allow
physical quantities such as the nematic director field in the previous
section, to be determined across the whole space. While this is easy
to appreciate, it is often not so apparent how the physics of a system
responds to changes in geometry.
Topology on the other hand, is concerned with global properties of
objects and is characterised by integer invariants. An example of a
topological property is the winding number of a closed path about a
point on a surface, as shown in Fig. 3. If I would like to go from my
home in The Hague to the Instituut-Lorentz in Leiden, then to the Fac-
4 I N T RO D U C T I O N
Figure 3: Winding number of a closed path about a point. Two paths (a) and
(b) going from The Hague to Leiden and Delft and back to The
Hague with different winding numbers about Voorschoten (shown
with a red cross).
ulty of Applied Sciences in Delft and back home, I could take path (a)
or path (b). These two paths have different winding numbers around
my children’s school in Voorschoten (shown with a red cross),  and 
respectively1.
Fig. 4 gives three examples of director field patterns: (a) shows a
director field which is everywhere the same while (b) and (c) show
topological defects which are vortices. The topological charge of the
defect is defined by taking any curve winding the around the defect
once through π and counting how many times the director field at
points on the curve winds through π. In (b) and (c), the director field
rotates through π as points on the red circle are traversed, and so
both have a topological charge of . However for (a), the director field
does not rotate at all, there is no defect and the topological charge
is . This winding number is independent of the curve, and so it is an
invariant. The patterns in (b) and (c) can be continuously deformed into
one another and so are topologically equivalent, but they are different
geometrically. The pattern in (b) cannot be continuously deformed into
the pattern in (a) and so they are topologically as well as geometrically
distinct. We investigate these patterns in chapter 4, in which they are
used to control the motion of active bacteria. Only (c) leads to net
bacterial motion, so we can see that topology alone is not sufficient to
explain the active flow; geometry also plays a critical role.
1 for this example, I am indebted to my son Alexander for having me explain to him
the concept of winding number.
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(a) (b) (c)
Figure 4: Three director field configurations (a) is constant in space, whereas
(b) and (c) both have topological defects, but with different geome-
tries, see text. The winding number of the director field around the
red contour is  for (a) and  for (b) and (c).
1.3 S W I M M I N G I N V I S C O U S F L U I D S
Swimming is a problem of fluid mechanics - how to drive an object
through a fluid by changing its shape. In his insightful and entertaining
paper, “Life at low Reynolds number” [28], Edward Purcell explains
why it is impossible to swim in a viscous fluid if the swimming stroke
used is a “reciprocal motion”. By this, he means a swimming stroke
in which the organism changes its shape using a certain sequence of
movements and then goes back to the original shape using the same
sequence in reverse.
Figure 5: “Life at low Reynolds number” [28] (a) Reynolds numbers for dif-
ferent swimmers; and (b) Purcell’s sketch of his Scallop Theorem.
6 I N T RO D U C T I O N
In Fig. 5(a), taken from the original paper, he shows the Reynolds num-
ber for different swimming organisms and in Fig. 5(b) he sketches the
argument for his so-called “Scallop Theorem”. I will try to fill in the de-
tails now. In the Navier-Stokes equation of fluid dynamics, the terms
on the right hand side of the equation in (b) can be neglected in the
case of low Reynolds number flow. Fig. 5(a) shows some examples of
Reynolds numbers, for a man swimming in water it is  but for a bac-
terium it is more like −, so these arguments are only relevant to mi-
croscopic swimmers such as bacteria (or alternatively, people trying to
swim in a highly viscous liquid such as treacle). Inertia is completely
irrelevant, to the extent that if the swimmer stops swimming, then it
does not glide but stops moving immediately. Time drops out of the
equation and all that matters is its configuration in space. If the swim-
mer then tries to swim using a “reciprocal motion” i.e. one in which
the changes in its shape configuration in the first part of the swimming
stroke are retraced in reverse in the second half, its overall displace-
ment will be zero, i.e. it will go nowhere. A scallop does precisely this,
as it has just one hinge, and is constrained to close in the same way as
it opens. It is therefore unable to swim in a viscous fluid.
In order to be able to swim effectively, bacteria must therefore use
swimming strokes which are not reciprocal motions. The two archety-
pal non-reciprocal motions with which bacteria have evolved to be able
to swim, are helical flagella, shown on the left of Fig. 6, and a breast-
stroke motion as shown on the right. Interestingly, the far flow field of
both has nematic symmetry [29]. The two types of motion are distin-
guished by the direction of the force dipole; on the left of Fig. 6 this is
outward pointing and the swimmer is a pusher, while on the right it is
inward pointing and the swimmer is a puller.
Figure 6: Pusher and puller swimmers. Shown on the left, the pusher swim-
mer has an outward pointing force dipole, whereas on the right the
puller swimmer’s force dipole is inward pointing.
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Figure 7: Thresholdless flow dependent on the geometry on the boundary (a)
untwisted director field configuration realised on slender toroids;
(b) no flow. (c) Twisted director field configuration realised on fatter
toroids; and (d) flow profile realised for arbitrarily small activity.
1.4 O U T L I N E O F T H I S T H E S I S
In the first part of this thesis we look at active nematics, which nor-
mally have a threshold for the strength of activity required before the
material starts to flow. We put the question: what is required of the
geometry of an active nematic for it to flow for arbitrarily small activ-
ity? We then proceed to investigate how these requirements for thresh-
oldless active flow can be fulfilled by controlling the geometry of the
sample and the values which the nematic director field takes on the
boundary and consider a possible application as a pump for a microflu-
idic device. An example of thresholdless flow which we describe in
chapter 3 is shown in a toroid along with its associated double twisted
director field in Fig. 7(c)-(d); however the untwisted state (a) with dif-
ferent geometry yields no flow (b).
In the second part, we go on to consider a hybrid polar/nematic
active “living liquid crystal”: polar bacteria on a patterned nematic
substrate. Here, in an intriguing set of experiments performed at the
Lavrentovich lab at the Liquid Crystal Institute at Kent State, Ohio,
the bacteria are controlled by the geometry of nematic patterning on
the substrate. We develop the hydrodynamic theory to explain these ex-
periments and solve the hydrodynamic equations in several geometries.
Solutions have different winding numbers depending on the geometry,
location and swimming mechanism (“pusher” or “puller” type), see
Fig. 8.
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Figure 8: Motion of pusher/puller swimmer bacteria on a patterned nematic
substrate. (a) Nematic patterning used to control the bacteria; (b)
distribution of pusher swimmer bacteria realised in an experiment
at the Liquid Crystal Institute; (c) model results for concentration
c versus radius r/L for both pusher and puller swimmer bacteria
swimming both clockwise and anti-clockwise.
In the final part, we extend this motif by investigating how topo-
logical mechanical chains swim. In chapter 5 we consider the kine-
matics of a mechanical chain. Building on previous work in topologi-
cal mechanics, we uncover a previously unreported new phase of the
chain (Fig. 9) and discuss a new dynamical winding number, a topo-
logical quantum number for this system. This leads into chapter 6,
which investigates how the topological mechanical chains swim in a
viscous fluid. We find that whether they can swim, and in which di-
rection, depends crucially on the symmetries of the chain in space and
through time. Again, both the topology and the geometry of the chain
are needed to describe the swimming result.
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Figure 9: Superspinner phase for a 3-rotor mechanical chain. Frames of a
movie showing a full cycle; each rotor has a winding number of .

Part I
G E O M E T RY I N AC T I V E N E M AT I C S

2
T H E G E O M E T RY O F T H R E S H O L D L E S S AC T I V E
F L OW I N N E M AT I C S
Active liquids [1] are complex fluids with some components individu-
ally capable of converting internal energy into sustained motion. These
“active components” can be sub-cellular (such as microtubules pow-
ered by molecular motors, and acto-myosin networks [2, 3]), synthetic
(e.g., self-propelled colloids [11], or interacting micro-robots), or, al-
ternatively, living organisms [7, 8, 9, 10], such as birds, fish [30], mi-
croorganisms [4, 5] or insects [6]. Hybrid systems composed of motile
rod-shaped bacteria placed in nontoxic liquid crystals have also been
recently realized [31]. All of these systems blur the line between the
living and synthetic world, thereby opening up unprecedented oppor-
tunities for the design of novel smart materials and technology. At the
same time, the far-from-equilibrium nature of active matter leads to ex-
otic phenomena of fundamental interest. Among these are the ability
of active fluids to (i) spontaneously break a continuous symmetry in
two spatial dimensions [13, 32, 14, 15], (ii) exhibit spontaneous steady
state flow [21, 2] in the absence of an external driving force and (iii)
support topologically protected excitations (e.g., sound modes) that
originate from time-reversal symmetry breaking [33].
A striking example of the phenomenon of spontaneous flow occurs
in active nematic liquid crystals [1, 21, 22, 23, 24, 25, 26]. These ma-
terials are orientationally ordered but apolar fluids; that is, the active
particles share a common axis of motion but, in the homogeneous state,
equal numbers of them move in each of the two directions parallel to
this axis. As a result, there is no net motion and no net flow. However,
if the activity parameter α (defined later) exceeds a critical threshold
αc, the undistorted nematic ground state becomes unstable. Once this
instability threshold is passed, the active nematics spontaneously de-
form their state of alignment, triggering macroscopic “turbulent flow”
[21, 2, 34, 35, 36, 37]. For nematics, this activity threshold αc goes to
zero as the system size L → 8: αc ∼ KL , where K is a characteristic
Frank elastic constant. Equivalently, one can say that the instability-





An example of a flow with a threshold for an active nematic in a
cylinder [26] is shown in Fig. 10. In their numerical simulations, for
small values of activity α < αc ≈ ., the director field is aligned
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Figure 10: Numerical simulation of active flow in a nematic cylinder with a
threshold taken from [26]. A cross-section of flow in the cylinder
is shown for three values of activity α. Flow is observed only for
α < ..
with the axis of the cylinder and there is no motion; activity in the
nematic only starts to induce flow when it exceeds this threshold value.
Other numerical studies of active nematics suggest that some non-
uniform director configurations can lead to laminar flow for arbitrar-
ily small activity, i.e., well below the instability threshold [34]. How-
ever, no systematic study of the mechanisms and criteria behind such
“thresholdless active flow” has previously been undertaken. In this the-
sis, we use a well established hydrodynamic theory of active nematics
to identify the class of surface deformations, boundary conditions or
external fields that induce a non-uniform director ground-state capable
of generating such thresholdless laminar flow. We emphasize that not
all spatially non-uniform configurations will induce such flow.
The condition for a given set of boundary conditions and applied
fields to induce thresholdless active flow in nematics is most easily
expressed in terms of the director field n̂(r) [38], which is defined as
the local orientation of molecular alignment. It can be stated as follows:



















has non-zero curl, when computed for the director configuration n̂(r)
that minimizes the Frank elastic free energy (including external fields)
of the corresponding equilibrium problem [38], then the active fluid
in the same geometry must flow (i.e., the velocity field v , ). Note
that this condition is far more stringent than simply requiring that the
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nematic ground state orientation be inhomogeneous. For example, any
pure twist configuration (e.g, a cholesteric, or a twist cell) does not





such configurations. The criterion ∇× fa ,  is a sufficient but not
necessary condition for thresholdless flow.
In the present study, we calculate the resulting flow field v(r) explic-
itly in the “frozen director” approximation, in which the nematic direc-
tor remains in its equilibrium configuration when activity is turned on.
We demonstrate that this approximation is asymptotically exact in the
experimentally relevant limit of weak orientational order. Since many
nematic to isotropic transitions are weakly first order [38] (at least in
equilibrium), this frozen director limit may be realized close to such
transitions, and in any case, these approximate solutions provide qual-
itative insights into the nature of the flow.
Our ideas can also be applied with some modifications to the re-
cently discovered “living liquid crystals” [31]. These systems are a
mixture of two components: living bacteria, which provide the activ-
ity, and a background medium composed of nematically ordered non-
active molecules, but we leave a full discussion of this until chapter
4.
The remainder of this chapter is organized as follows: in section 2.1,
we review the “standard model” for the hydrodynamics of active ne-
matics. We also discuss some generalizations of this model, and argue
that none of our conclusions will be substantively affected by these
generalizations. In sections 2.2 and 2.3, we derive the general criterion
for thresholdless active flow and explain the frozen director regime; in
section 2.4 we then apply this criterion to the specific case of surfaces
of non-zero Gaussian curvature, and show that such surfaces always
have non-zero active forces, but need not always have thresholdless
flow. We also derive the additional criteria that must be satisfied for
thresholdless flow to occur in these systems. In section 2.5, we derive
similar results for bulk systems with curved boundaries, consider a first
example in section 2.6 and then summarise in section 2.7.
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2.1 T H E H Y D RO DY N A M I C S O F AC T I V E N E M AT I C S
We take as our model for an incompressible one-component active ne-






























∇ · v = , (2c)
where D/Dt ≡ ∂t + v · ∇ is the convective derivative and the tensor











nkδij − λninjnk. (3)
The first Eq. (2a) is a modified Navier-Stokes equation describing
the evolution of the velocity field v(r, t); Eq. (2b) is the nematody-
namic equation describing the evolution of the director field n̂(r, t),
which responds both to the flow v, and to its own molecular field δFδn
(described in more detail below), and (2c) is the incompressibility con-
dition, which is required since we take the density ρ to be constant.
We denote by P the dynamic pressure, η the shear viscosity, which
we take to be isotropic for simplicity, and γ the director field rota-
tional viscosity. The dimensionless flow-alignment parameter λ cap-
tures the anisotropic response of the nematogens to shear. Note that
the only difference between Eq. (2a-2c) and the equations of motion





the Navier-Stokes Eq. (2a), which may be contractile (α > ) or ex-
tensile (α < ), depending on the system [21]. The molecular field δFδn ,
















∣∣n̂× (∇× n̂)∣∣], (4)
is parametrized respectively by three independent elastic constantsK,,
for splay, twist, and bend deformations of the director.
Note that, strictly speaking, Eq. (2a-2c) are not the most general set
of equations for a one-component active nematic. Specifically, there
are two ways in which they could be generalized:
1) The free energy F that appears in the velocity equation of motion
(2a) need not, in a non-equilibrium system, be the same as that in the
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director equation of motion (2b). Both free energies have to have the
same form as (4), since that form is required by rotation invariance, but
the Frank constants K,, that appear in them need not be equal.
2) The viscosity need not be isotropic: there are in general six Leslie
coefficients [42] characterizing this anisotropic response.
However, both of these concerns can safely be ignored in the small
activity regime which we are considering. We deal with 2) later in this
chapter in section 2.3 while 1) we discuss now.
To see why non-equilibrium molecular fields may be ignored in the
hydrodynamic theory, first we rewrite the equations of motion (2a-2c)























∇ · v = , (5c)
where the molecular fields hν , ν = [v,n] appearing in these equations











− Kν∇n̂ + (Kν −Kν)n̂×∇
(







Here the the Fν’s, ν = [v,n] are the non-equilibrium generalizations
of the equilibrium Frank free energy F . They are constrained by rota-
tion invariance in exactly the same way as in equilibrium, and must,
















∣∣n̂× (∇× n̂)∣∣] , (7)
Although the form of the two free energies must be the same, away
from equilibrium, the values of the Frank constants K,, need not
be the same in the two free energies. Only in equilibrium, in which
the activity parameter α = , do the two Frank free energies become
equal (Fv = Fn). In an active system, however, the fundamentally non-
equilibrium nature of the problem means that there are no such require-
ments of equality; that is, Fv , Fn away from equilibrium, in contrast
to the equations of motion (2a-2c) of the main text, in which we took
Fv = Fn = F . This is not necessarily true but we do expect [21] that
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both α and the difference between Fv and Fn will be proportional to
the density of active particles, and so will be very small when that
density is small. Since we are interested in the small activity (i.e., low
active particle density) limit, we can ignore the difference between Fv
and Fn.
To see this, note that, even when α is very small, the terms involving
hv in (5a) are always negligible, relative to the α terms. This is because,
in the small activity limit, hv → hn, with the difference hv −hn ∝ α,
since, as noted earlier, the difference between hv and hn is a purely ac-
tive effect. However, we have already shown that hn ‖ n̂; it is straight-
forward to show that when hv ‖ n̂, the terms involving hv in eq. (5a)
vanish. Hence, the only piece of those terms that can survive must arise
from the difference hv −hn, which, as we have just shown, is propor-
tional to α. However, these terms also involve more spatial derivatives
of n̂ than the α term and so on dimensional grounds, we expect the




), where a is a mi-
croscopic length (e.g., the size of the active particles), while L is the
macroscopic length scale over which n̂ varies. Hence, the hv terms in
eq. (5a) are negligible, regardless of the value of α, in a macroscopic
geometry.
Note that the length a that appears in this estimate cannot be the
instability length Linst ∼
√
K
α discussed at the start of this chapter,
since the ratio of the hv to the α term must be independent of α.
2.2 T H R E S H O L D L E S S F L O W I N AC T I V E N E M AT I C S
In certain geometries, the consitutive equations (2a-2c) lead to steady
state macroscopic fluid flow for arbitrarily small activity.
We will estalish the nature of the geometrical conditions by con-
tradiction. If there is no fluid flow (i.e., if the velocity field v = ),
then the equation of motion (2b) for the director field implies that, in
a steady state, for which DniDt = ,
δF
δn̂ − (n̂ ·
δF
δn̂ n̂) =  (which also
holds in the case of anisotropic viscosity). This is simply the Euler-
Lagrange equation for minimizing the Frank free energy F subject to
the constraint |n̂| = . The contradiction arises when we insert such
an equilibrium solution for the nematic director into the equation of
motion for the velocity field (2a).
The last term on the right hand side of Eq. (2a), involving δFδn̂ , van-
ishes when δFδn̂ ‖ n̂, which is the case when the director field is in its
ground state. Since the velocity field v vanishes, Eq. (2a) reduces to
∇P = α
(
n̂ · ∇n̂ + n̂∇ · n̂
)
≡ fa. Hence the pressure gradient must
cancel the active force to prevent flow, but if the active force has a non-
vanishing curl, this is not possible. In such cases, v =  can never be a
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solution in the presence of activity; the fluid must flow, no matter how
small the activity. Thus, a sufficient (but not necessary) condition for
thresholdless active flow is
∇× fa , , (8)
which has also been implicit in other work such as [41].
One class of director configurations for which the condition in Eq.
(8) is not satisfied is that of “pure twist” configurations; that is, con-















]i = nj∇inj − n̂ · ∇ni = ∇i|n̂|
 − n̂ · ∇ni = −n̂ ·
∇ni, where in the last equality we have used the fact that n̂ is a unit









which implies that a director field with pure twist has zero active force,
and, hence, no flow for sufficiently small activity.
One might wonder whether active flow in this case can be induced
by the activity-induced difference betweenhv andhn; we’ll now prove
that this is not the case.
To see this, note that in a pure twist state, since n̂× (∇× n̂) = ,
∇× n̂ must be parallel to n̂ itself. This implies
∇× n̂ = g(r)n̂(r) (10)
where g(r) is some scalar function of r. Furthermore, since n̂ is di-
vergenceless in a pure twist state (∇ · n̂ = ), a well-known identity
of vector calculus implies ∇n̂ = −∇× (∇× n̂); using (10) in this
identity gives
∇n̂ = −g∇× n̂−∇g× n̂ = −gn̂ + n̂×∇g , (11)
where in the second equality we have used (10) a second time. Using
(10), (11) and ∇ · n̂ =  in our expression (34) for the molecular field
hn gives
hn = (Kn −Kn)gn̂−Knn̂×∇g . (12)
However, for this to be parallel to n̂, which is required to satisfy the
director equation of motion (5b) with v = , we must have ∇g ‖ n̂.
For such a g, (12) implies
hn = (Kn −Kn)gn̂ , (13)
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and, by the same reasoning,
hv = (Kv −Kv)gn̂ . (14)
Thus, for any pure twist configuration that gives hn ∝ n̂ (which is
just the condition for minimizing the Frank energy Fn subject to the
constraint |n̂| = ), the active force fa vanishes, and both hv and
hn are everywhere parallel to n̂. But the latter conditions imply, as
noted earlier, that all of the terms involving hv and hn in (5a) and
(5b) vanish. Since fa does as well, and all of the other terms in those
equations vanish when v = , we can conclude that, if n̂ is in a pure
twist configuration that minimizes Fn, there will be no thresholdless
active flow.
2.3 F RO Z E N D I R E C T O R R E G I M E
When we consider specific examples of thresholdless active flow in
chapter 3, we will determine analytically the velocity field v(r, t). In
general, this is a difficult, non-linear calculation, since the flow field
reorients the nematic director. However, in the “frozen director” limit
γ  η, turning on activity (and thereby inducing thresholdless flow)
does not lead to an appreciable change in the nematic director config-
uration from that in equilibrium, which is obtained by minimizing the
Frank free energy. We now show that there is a very natural, generic,
and well-defined limit in which γ will always be much less than η:
namely, the limit of weak nematic order.
We begin by noting that if the active and viscous terms are balanced
in Eq. (2a), this implies schematically that if the system has a charac-
teristic length scale L, then ηv/L ∼ α/L and so v ∼ αL/η. This last










Assuming that α is small enough that Re  , we can make the
familiar Stokes approximation of neglecting the inertial terms on the
left hand side of Eq. (2a). We may neglect the λ term in Eq. (2a), which
is of order γη
α
L , and is therefore smaller than the unperturbed active
force by a factor of γη .
We also need to take into account the change in the active force re-
sulting from the change in the director field δn̂ ≡ n̂− n̂ induced by
the flow; here n̂ is the equilibrium configuration of the nematic direc-
tor (that is, the one that minimizes the Frank free energy, or, equiva-
lently, the field that is present before the activity is switched on). Since
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schematically the molecular field δFδn̂ ∼
Kδn
L (note that δn appears in






= ), our estimate
(15) of that field implies that the magnitude δn of the perturbation in










is the length-scale beyond which the uniform state becomes unstable.
Since we are considering systems which are smaller than this length,
and since we are also assuming γ  η, the change δn in n̂ is n̂0,
the undistorted director configuration, and, hence, negligible.
To summarize: in the “frozen director” regime, defined as γ  η,
and small activity α K/L, we can determine the flow field simply
by balancing the viscous force η∇v plus the pressure gradient ∇P
against the active force fa computed for the unperturbed, equilibrium
configuration n̂ which minimizes the Frank free energy; that is, we
can take the active force
fa = α
(




n̂ · ∇n̂ + n̂∇ · n̂
)
. (16)
Making this substitution, and neglecting the λ-term in (2a), simpli-
fies (2a)-(2c) to:
 = −∇P + η∇v + α
(
n̂ · ∇n̂ + n̂∇ · n̂
)
(17)
with∇ · v = .
We now justify the isotropic viscosity approximation which we raised
in section 2.1. In the limit of weak order, which in the notation of
Kuzuu and Doi [43] is the limit S,S  , our isotropic viscosity ap-
proximation becomes valid because the isotropic piece of the viscosity
α is much greater than the anisotropic pieces α,, of the viscosity,
since the latter all vanish when S, → ) with , η = α/ ≈ η∗Cr.
Furthermore, the coefficient γ = α − α = η∗CrS/λ. Taking
the ratio γ/η then gives γ/η ≈ S/λ, which, is always much less
than  when the order is weak, since the flow alignment parameter λ is
typically O(), and S   when the order is weak.
We therefore expect our analytic solutions for the velocity fields,
which assumed both isotropic viscosity and γ  η (to justify the
“frozen director” approximation) to be quantitatively accurate in all
active systems in which the nematic order is weak.
Note that no matter how strong the order is, at sufficiently long wave-
lengths, fluctuations in the nematic order parameter are much smaller
than fluctuations in the nematic director. Hence, the director field rep-
resentation is always a good approximation at sufficiently long wave-
lengths. In the case of weak nematic order, the nematic correlation
length is of order a/S where a is a molecular length (∼ nm) and S is
the nematic order parameter. Taking S ∼ ., the nematic correlation
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length is of order nm, much smaller than the size of a millimeter-
sized sample.
We also note that this in particular implies that the “frozen director”
approximation will always be valid for systems close to a weakly first
order nematic to isotropic (NI) transition; since many NI transitions
are, indeed, weakly first order [38], this means it should be quite easy
to experimentally test our quantitative predictions for the flow field.
Next, in the remainder of this section we extend the results of section
2.2 in the case of a simply connected sample in the “frozen director”
approximation, in which case the condition for thresholdless flow∇×
fa ,  is necessary as well as sufficient. We consider the case in which
the director field that minimizes Fn is pure splay, by which we mean
∇× n̂ = . The curl of the active force is now given by









which is also zero when the pure splay director field is a ground state
of Fn, because the Euler-Lagrange equations that arise from minimiz-





is parallel to n̂. Furthermore, when ∇× n̂ = , we
can write n̂ = ∇Φ(r), which then implies hv = −Kv∇∇Φ, and
hn = −Kn∇∇Φ. Thus, hv ‖ hn, so, if hn ‖ n̂ everywhere, hv ‖ n̂
everywhere as well. Hence, once again, the hv and hn terms in (5a)
and (5b), respectively, vanish, as does the curl of the active force. Un-
der the conditions of this section we can conclude that there is no flow.
We now turn to the case of a pure bend field (i.e., one for which
∇ · n̂ = n̂ · ∇ × n̂ = ). Using the identity ∇(A ·B) = (A · ∇)B +
(B · ∇)A +A× (∇×B) +B × (∇×A), with A = n̂ and B =
∇× n̂, and recalling that n̂ · ∇ × n̂ must vanish in a pure bend field,
gives:
(n̂ · ∇)∇× n̂ + (∇× n̂ · ∇)n̂ + n̂× (∇×∇× n̂) = . (19)
If this pure bend state is also a ground state of Fn, the Euler-Lagrange
Eq. (34) for Fn is satisfied. For pure bend, that equation reduces to
∇n̂ ‖ n̂, so that n̂× (∇×∇× n̂) = −n̂×∇n̂ = 0, thereby elimi-
nating the last term of (19). To compute ∇× fa, we now use the iden-
tity∇× (A×B) = A(∇ ·B)−B(∇ ·A)+ (B · ∇)A− (A · ∇)B,
again withA = n̂ andB = ∇× n̂, for −n̂× (∇× n̂), to get
∇× fa = (n̂ · ∇)∇× n̂− (∇× n̂ · ∇)n̂. (20)
Using our previous result (19) together with n̂× (∇×∇× n̂) = 0,
we can rewrite this equation as
∇× fa = (n̂ · ∇)∇× n̂ = −(∇× n̂ · ∇)n̂. (21)
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This is as far as we can go considering completely general pure bend
configurations. To proceed further, we will now, in addition to impos-
ing pure bend, add the additional restriction to “2D” configurations, by
which we mean that n̂ only depends on x and y, and has no z com-
ponent, in some Cartesian coordinate system. Then ∇× n̂ is in the
z-direction, and so (∇× n̂ · ∇)n̂ = , which implies from (21) that
∇× fa = 0 as well. Similarly we have that hn = −Kn∇n̂ ‖ n̂ by
virtue of the Euler-Lagrange equations. Since hv = −Kv∇n̂, this is
also parallel to n̂ and so the hv terms vanish, contributing nothing to
Eq. (5a).
We can thus conclude that under the conditions of this section, a
two-dimensional active nematic with a director field in its ground state
must have both splay and bend for there to be thresholdless flow in the
absence of external fields.
For fully three-dimensional configurations of an active nematic, on
the other hand, for which there is also twist to take into account, it is
unclear whether or not both splay and bend are necessary for thresh-
oldless flow to occur in the absence of external fields.
What we can conclude though is that, under the conditions of this
section and in the absence of external fields, the ground state director
field must at the very least either have both splay and twist, or have
bend, in order to induce thresholdless active flow.
In summary, we have identified three large classes of spatially non-
uniform director configurations, namely, all pure twist and in the case
of simply connected geometries in the “frozen director” approxima-
tion, all pure splay, and pure 2D bend, which do not induce thresh-
oldless active flow. Thus, the requirements for thresholdless active
flow are far more stringent than the mere existence of a spatially non-
uniform director field.
2.4 T W O - D I M E N S I O N A L C U RV E D S Y S T E M S
Having introduced and discussed the concept of thresholdless active
flow, we now look at geometric conditions which can apply on 2D
curved surfaces which will firstly lead to a non-zero active force, and
secondly to non-zero flow.
Consider an active nematic material confined to a curved monolayer
shell, such as that shown in Fig. 11. Such systems are of special interest
since many active nematics synthesized to date are monolayers or thin
shells with planar anchoring [22, 25]. In this section, we will show that,
in general, a shell with non-vanishing Gaussian curvature G generates
a non-vanishing active force fa. To prove this result, we first assume
that, if the shell is very thin, the component of n̂ perpendicular to
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Figure 11: Orthonormal set of unit vectors and geodesics on a curved surface.
(a) A volume V ′ of arbitrary cross-section with torsional symme-
try. The normal to the bounding surface is N̂ and 2 orthonormal
sets of unit vectors are shown: (i) director field n̂ tangential to the
bounding surface with t̂ = N̂ × n̂; and (ii) direction of symme-
try ν̂ also tangential to bounding surface with τ̂ = N̂ × ν̂; and
(b) In the case of planar anchoring of the director n̂ on a surface
with Gaussian curvature, the distance between geodesics `(s) as a
function of the arc-length s.
the surface is negligible everywhere inside the shell [44, 45, 46], i.e.,
planar anchoring conditions. In this case, we can decompose the active
force fa(x) at position x along three orthogonal directions: (i) the
local surface normal N̂ , (ii) the nematic director n̂ and (iii) the tangent
vector t̂ perpendicular to both N̂ and n̂, shown in Fig. 11(a) (which
in addition shows a second orthonormal set of unit vectors (N̂ , ν̂, τ̂ )
used below in Section 2.4). The active force reads
fa(x) = α
[
n̂(x) ∇ · n̂(x) + t̂(x) κg(x) + N̂ (x) κn(x)
]
(22)




n̂ denotes the local normal curvature of the




n̂ denotes its geodesic
curvature [47, 48], which quantifies deviations from the local geodesic
tangent to n̂.
Since the set of vectors (N̂ , n̂, t̂) is orthonormal, the active force
can only vanish if all three of its components vanish. In particular, this
implies that κg = . However, we now show that the condition κg = 
forces the n̂ component of fa (which is proportional to ∇ · n̂) to be
non-zero, on any surface with non-zero Gaussian curvature. To prove
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this statement, note that if κg = , the nematic director must lie on
geodesics everywhere on the surface, as illustrated in Fig. 11(b). Con-
sider an infinitesimal patch bounded by two geodesics (along which
the nematic director is aligned) and their normals, drawn in red in Fig.
11(b). These perpendicular arcs have length equal to the distance `(s)
between the two geodesics parametrized by the arc-length s along one
of them. We now apply the divergence theorem to the director field
n̂ on this small patch, whose area is approximately given by ds times
`(s). The n̂ flux vanishes along the two geodesics, and it is equal to
`(s + ds) and −`(s) along the two red arcs, which yields





The right hand side of Eq. (23) cannot be identically zero because
d`
ds = −G(s) ` on an arbitrary surface with non-vanishing G(x) [51].
Intuitively, Gaussian curvature forces geodesics to either converge or
diverge, which in turn implies that ∇ · n̂ , . The converse state-
ment also holds, namely that ∇ · n̂ =  requires κg , . Thus we
have proved that non-vanishing Gaussian curvature G implies a non-
vanishing active force fa. The incompatibility relation derived above
has a purely geometric origin and is independent of the values of elastic
constants and other material parameters, such as the viscosity tensor. It
is also responsible for the geometric frustration of nematic (and more
generally orientational and crystalline) order in curved space.
A non-vanishing Gaussian curvature always enforces a non-zero in-
plane active force, but thresholdless flow will occur only if this active
force fa cannot be balanced by the pressure gradient. Since ∇P is by
definition a conservative force, a sufficient condition for thresholdless
flow is therefore
G(x) ,  (24)
at some point x on the shell, and∮
C
dl · fa ,  (25)
for some closed loop C on the shell.
Our derivation of this condition never assumed that the director con-
figuration was free of topological defects (i.e., disclinations); hence
the active force must be non-zero for any surface with non-vanishing
Gaussian curvature, even if, as often happens [49, 50], that Gaussian
curvature induces disclinations on the surface. Topological defects ac-
tually make flow highly likely (a result first noted in references [23, 24]
for flat surfaces), since they induce large director gradients near their
core.
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Note, however, the condition (25) will not be satisfied for all sur-
faces with non-zero Gaussian curvature, even though the active force
must be non-zero for all such surfaces. In the next chapter, we consider
a specific example that illustrates this point.
2.5 T H R E E - D I M E N S I O N A L S Y S T E M S W I T H C U RV E D B O U N D -
A R I E S
We now look at how the geometry of the boundaries and anchoring
conditions of the director can also force thresholdless flow in bulk ac-
tive nematics under confinement. This may be of practical importance,
since controlling boundaries and boundary conditions for liquid crys-
tals is a highly developed technology, that has long been used for the
construction of liquid crystal displays. Efforts are under way to extend
such control to the active regime [31, 55, 56].
Consider non-planar alignment of the director to the walls of a three-
dimensional channel with torsional symmetry (by which we mean equiv-
alently that the sample is bounded by a surface of revolution about the
z−axis as shown in Fig. 11(a)). The nematic liquid crystal fills the
bulk bound by the surface. If we make the additional assumption that
the pressure gradient vanishes along the direction of torsional symme-
try, which we denote by ν̂, a non-zero component of the active force
along ν̂ will result in thresholdless flow.
A small section of a channel V ′ bounded by an arbitrarily shaped
surface with torsional symmetry along ν̂ is shown in Fig. 11(a), where
the local surface normal is represented by the unit vector N̂(x). De-
noting the torsional coordinate by φ, the volume V ′ is the section of
the three-dimensional channel bounded by the surfaces φ = φ and
φ = φ + δφ. The integrated force F (φ) acting on the volume V ′ can
then be obtained by integrating the force density, (fa)i = α ∂j(ninj),
over the infinitesimal volume V ′. Applying the divergence theorem,
we obtain the projection of F (φ) along ν̂(φ) in terms of the anchor-
ing conditions of the nematic director at the boundary, leading to the
sufficient condition for thresholdless flow:
 , F (φ) · ν̂(φ) = α
∫
∂V (φ,φ+δφ)




dS(ν̂ × ẑ · n̂) (ν̂ · n̂)
(26)
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where ẑ is the axis of torsional symmetry (see Fig. 11(a)), so that in
cylindrical coordinates centered on the axis of symmetry, ν̂ × ẑ is a
unit vector in the radial direction. A detailed derivation of Eq. (26) in
the case of general curvilinear coordinates under suitable assumptions
follows in section 2.5.1. Here, we note that in the case of a sample with
high slenderness (for which the radius of curvature along ν̂ is much
greater than in the directions perpendicular to it), the second term may
be dropped relative to the first term. Once this simplification is made,
condition (26) becomes
 , F (φ) · ν̂(φ) = α
∫
∂V (φ,φ+δφ)
dS(N̂ · n̂) (ν̂ · n̂) (27)
which we see is met as long as the nematic director n̂ is not perpendic-
ular to N̂ or ν̂ on all the surfaces bounding the volume element.
2.5.1 Geometric integral conditions for thresholdless active flow
To derive the geometric integral formula (26) above, for a sample with
symmetry and arbitrary smooth cross-section X , parametrised by gen-
eral orthogonal curvilinear coordinates ξ,, shown in Fig. 12. Above
we make the replacements in notation ξ̂ → N̂ , the normal to the
bounding surface ∂V , ξ̂ → ν̂, the direction of symmetry and ξ̂ →






where the geometrical scale factors h,, are the ratios of the infinites-
imal distances to infinitesimal changes dξ,, in the curvilinear coor-
dinates (and should not, of course, be confused with the components
of the “molecular fields” h). Applying the divergence theorem to the
component of F (φ) along the direction ξ̂ enables us to convert the
volume integral in (28) into an integral over the surface ∂V ′ of V ′:
F (φ) · ξ̂(φ) = α
∫
∂V ′
dS(ξ̂ · n̂)(ξ̂ · n̂). (29)
To evaluate this surface integral, we note that the surface ∂V ′ of
V ′ can be divided into three parts: the portion of the sample surface
∂V (φ,φ + δφ) that borders V ′, and the two cross-sectional “caps”
X(φ) and X(φ + δφ) (see Fig. 12). Doing so gives three surface
integrals to evaluate, the first of which is:
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Figure 12: General co-ordinates ξ,, for a shape with torsional symmetry.
Volume V ′ with cross-section X bounded by the surfaces ξ = φ
and φ + δφ. The faces of V ′ are ∂V (φ,φ + δφ),X(φ) and
X(φ + δφ).
Using the facts that the element of surface area dS = dξdξhh,
n = N̂ · n̂, n̂ = niξ̂i and, in the notation of the main text, ξ̂(φ) = ν̂,
we obtain the first term on the right hand side of Eq. (26):
Iα∂V (φ,φ+δφ) ≈ α
∫
∂V (φ,φ+δφ)
dS(N̂ · n̂)(ν̂ · n̂). (30)
Now evaluating the integrals across the cross-sections, it is convenient
to combine them as follows:


























again taking ξ̂ inside the integral sign. The second term IαX(φ) +
IαX(φ+δφ) can be simplified by noting that ξ̂ · ∂ξ̂i = ∂ξ̂ · ξ̂i − ξ̂i ·
∂ξ̂.
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Since ξ̂ · ξ̂i = δi, which is independent of φ, the first term van-











, where we’ve used the
fact that niξ̂i = n̂ (this simply being the decomposition of n̂ along the
local coordinate axes ξ̂i). Now, using the fact that ∂ξ̂ = ∂φφ̂ = −r̂,
where r̂ is the unit vector in the radial direction from the axis of













(ν̂ · n̂) ,(32)
where r̂ = ν̂ × ẑ. Adding this expression for the contribution of the
cross sectionsX(φ) andX(φ + δφ) to the net toroidal force to that of
the boundary ∂V as given by (30) immediately gives Eq. (26) above.
High slenderness limit In the case of torsional symmetry with an arbi-
trary (smooth) cross-section X where the volume has a high slender-
ness, σ, the second term in eq. (26) may be dropped if the first term
is non-zero. To see this, suppose that the length-scale in the ξ̂- and
ξ̂-directions is L, while in the ξ̂-direction it has a length scale of σL.
A very slender sample will therefore have σ  , whereas a “fat” sam-
ple will have σ ≈ . The first term in eq. (26) is proportional to Lσ,
whereas the second term is proportional to L and so can be neglected
compared with the first term.
2.6 A F I R S T E X A M P L E
We now look at a first example - an active nematic confined between
two infinite parallel plates, one with perpendicular and the other with
planar anchoring, shown in Fig. 13. The director field and flow pro-
file for this system were determined numerically in Ref. [34] but we
work it analytically in chapter 3. Here, we deduce the main features
of the flow using simple geometric arguments without carrying out ex-
plicit calculations. Firstly, notice that because of the symmetry in the
y−direction, this system is the high slenderness limit of a similar tor-
sionally symmetric system. This can be seen by giving the system tor-
sional symmetry by revolving the figure about, say, the point (−R, )
in the (x, y)−plane to create an annulus. The high slenderness limit is
obtained by sending R→ 8 and recovering Fig. 13, in which case Eq.
(27) is exact. However, F · ν̂ =  in this cell because (N̂ · n̂) =  on
one plate and (ν̂ · n̂) =  on the other. Nonetheless, active nematics
flow at arbitrary small α in such a mixed alignment cell. This can be
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Figure 13: Flow profile and director field ground state generated with mixed
boundary conditions in 2 dimensions (a) in the isotropic case
K = K and (b) in the anisotropic case K  K. Red de-
notes maximum flow in the ŷ-direction, violet maximum flow in
the −ŷ-direction and green no flow.
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explained by applying Eq. (27) to either of the two portions of the cell,
on opposite sides of the plane (parallel to both walls), whose surface
normal N̂ makes an angle of π/ with n̂. The boundary conditions
on θ, and continuity ensure that such a plane exists, though it will not,
for arbitrary and unequal values of the Frank constants K,,, be the
midplane. According to Eq. (27), the resulting active forces in each
of the two portions will be non-zero but of opposite sign; hence, the
two sides must flow in opposite directions. In the special case of equal
Frank constants K = K = K, the midplane is the plane on which
the surface normal N̂ makes an angle of π/ with n̂, and the flow in
the two halves cancels out, leading to zero net flow in the whole cell.
In the generic case of unequal Frank constants, this cancellation does
not occur, leading to non-zero net flow, as we discuss more fully in
chapter 3.
2.7 S U M M A RY
We have introduced the topic of active nematic systems and reviewed
the “standard model” for the hydrodynamics of active nematics. We
then considered some generalizations of this model, and explained why
none of our conclusions are significantly affected by these generaliza-
tions. After that, we derived the general criterion for thresholdless ac-
tive flow and explained the frozen director regime and then went on to
apply this criterion to the specific case of surfaces of non-zero Gaus-
sian curvature. We showed that these surfaces always have non-zero
active forces and then also derived the additional criteria that must be
satisfied for thresholdless flow to occur in these systems.
We then considered the case of 3D bulk systems and concluded
with an introductory simple 3D example of parallel plates with mixed
boundary conditions. In the next chapter we will develop this further
and work several more examples in both 2D as well as 3D.

3
E X A M P L E S O F T H R E S H O L D L E S S AC T I V E F L OW
In chapter 2, we have developed the theory of thresholdless flow in
active nematics and derived different criteria in both 2D and 3D. We
have concentrated on conditions sufficient to support flow at arbitrar-
ily small levels of activity, in contrast to many studied active systems
which only flow when activity exceeds a certain threshold. The first
condition for thresholdless flow which we gave was ∇× fa ,  for






+ (n̂ · ∇)n̂
]
when the system is in
its ground state computed by minimising the Frank free energy func-
tional.
We now work several examples applying the general geometric cri-
teria and present analytical solutions in the “frozen-director” approxi-
mation in each case. We start by looking in more detail at the parallel
plates example which we considered using our geometric criteria in
chapter 2.
In the example of the active flow with a threshold in [26], there is
no flow at small levels of activity in the active nematic cylinder in
Fig. 10 at the start of chapter 2. In this case, the ground state director
field n̂ = ẑ, so all spatial derivatives of n̂ vanish and the active force
is identically zero. It is only when the activity exceeds the threshold,
that it induces an excitation of the director field from its ground state
into a configuration which has a non-zero active force which supports
flow. Our second example is for a similar active nematic cylinder, but
which supports thresholdless active flow, prepared in such a way that
the director field has a prescribed angle on the boundary.
For 2D surfaces in which the nematic director field is constrained
to lie within the surface, any surface with non-zero topological charge
will have defects (e.g. the surface of a sphere in [22]) with singular-
ities in the spatial derivatives of n̂ and the active force which make
flow more or less inevitable. As our third example, we therefore look
at the surface of a torus, a surface with zero topological charge and
no defects. For 3D objects with symmetry, our sufficient condition for
thresholdless flow (27) calls for a director field which is not in-plane
on the boundary (n̂ · N̂ , ) and also has a component along the di-
rection of symmetry (n̂ · ν̂ , ); we then rework the torus but as a bulk
nematic and also a polar variant of the same problem (whose compo-
nents have a head and a tail and break nematic symmetry). Finally we
33
34 E X A M P L E S O F T H R E S H O L D L E S S AC T I V E F L O W
outline an idea for an active nematic pump which could form the basis
of the design of a microfluidic device.
3.1 PA R A L L E L P L AT E S W I T H M I X E D B O U N DA RY C O N D I -
T I O N S ( 3 D )
Returning to the example we gave in chapter 2 of a two-dimensional
system confined between two infinite plates, which has been previously
studied numerically [34], consider the configuration is shown in Fig.
13(a). The plates are orthogonal to the x-axis, separated by a distance
L, and prepared with homeotropic alignment (in the x-direction) on
one plate and planar alignment (in the y-direction) on the other. In
chapter 2 we used the geometric criteria we have developed to justify
that an active nematic in this geometry must flow, even for arbitrar-
ily small activity. Here we derive what the flow field is in the frozen
director regime.
We begin by demonstrating that for any values of the Frank con-
stants, this geometry leads to thresholdless flow. Seeking a solution of
the form
n̂ = x̂ cos θ(x) + ŷ sin θ(x), (33)
to the Euler-Lagrange equations for (4):









− K∇n̂ + (K −K)n̂×∇
(







where µ(r) is a Lagrange multiplier, leads to ∇ × n = ẑθ ′ cos(θ).
Taking this together with (33) implies that the twist vanishes (n · ∇×
n = ). Using this and (33) in the Euler-Lagrange Eq. (34) leads to
K(θ
′ cos θ + θ ′′ sin θ)x̂ +K(θ
′ sin θ− θ ′′ cos θ)ŷ =
µ(r)(x̂ cos θ(x) + ŷ sin θ(x)).
(35)
From the y component of Eq. 35 it follows that
µ(r) sin θ = K(θ
′ sin θ− θ ′′ cos θ). (36)
Using this relation in the x component of (35) gives
K(θ
′ cos θ + θ ′′ sin θ) tan θ = K(θ
′ sin θ− θ ′′ cos θ) ,
(37)
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which can be solved for θ ′′:
θ ′′ =
(K −K)θ ′ sin(θ)
(K sin
 θ +K cos θ)
. (38)










where the constant of integration k , , since the boundary conditions
do not allow θ(x) to be a constant. Hence, (39) implies that θ ′ , 
throughout the sample. Using the original ansatz (33) to calculate the
curl of the active force gives, after some algebra,
∇× fa = αẑ[θ ′′ cos(θ)− θ ′ sin(θ)] . (40)
Using our solution (38) for θ ′′ in (40) gives









Since, as we showed earlier, θ ′ ,  throughout the sample, and the
expression in the square brackets is strictly negative, (41) implies that
∇× fa ,  throughout the sample, except at the points where θ is
an integer multiple of π/. Since ∇× fa , , there must be flow, as
noted in the main text.
From (39), we see that the case K = K (as in the commonly
made one Frank constant approximation previously studied numeri-
cally [34]) is particularly simple, since θ ′ = k, which implies θ =
kx+C whereC is another constant of integration. The constantsC and
k can be easily determined from the boundary conditions θ(x = ) = ,
θ(x = L) = π , which imply k = π/(L) and C = . Thus the director
field ground state has the solution
n̂ = x̂ cos kx + ŷ sin kx, (42)







−x̂ sin kx + ŷ cos kx
)
. (43)
To actually determine this flow v(r), we use the unique Helmholtz
decomposition into parts with pure gradient and pure curl. Matching
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these terms respectively with ∇P and ∇v, as in Eq. (68), and taking


















As can be seen in Fig. 13(a), the flow profile is antisymmetric about
the midpoint between the plates at x = L/. Thus there is no net mass
transport in this simple example. Net mass transport is possible, how-
ever, if the alignment angle on the boundary is modified; for example,
if it were possible for the right hand plate to be prepared so that the
director field made an angle of π/ with the normal, then just the left
hand half of Fig. 13 would be realized, with flow now only in the posi-
tive y-direction.
Net mass transport also occurs if K , K. Consider the extreme
case when K  K; then (39) implies θ ′ = k√ sin θ , which in turn
implies
cos θ = C − k√

x , (45)
where C is another constant of integration. The boundary conditions
θ(x = ) = , θ(x = L) = π now imply k =
√

L and C = . Using






























































for which there is a net mass transport J in the y-direction per unit










The velocity field (47) is illustrated in Fig. 13(b), which shows that
nearly all of the flow is in the negative y-direction.
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Figure 14: Active nematic cylinder. (a) Director field with constant anchoring
angle Φ at the boundary; (b) associated magnitude of the velocity
in the ν̂−direction in the case of contractile activity (α < ).
3.2 C Y L I N D R I C A L M I C RO C H A N N E L S W I T H P R E S C R I B E D A N -
C H O R I N G A N G L E ( 3 D )
Another simple geometry which allows a simple application of the ge-
ometric criteria for thresholdless active flow we have developed in 3D
is a cylinder. If the cylinder is prepared in such a way that the nematic
director field is anchored on its boundary at a fixed angleΦ to the axis
of the cylinder, it is very easy to apply (27) to conclude that there must
be flow.
The system is shown in Fig. 14. There is full symmetry in the θ-
direction as well as the ν̂−direction (normally one would call this the
z−direction, but we have renamed it to be consistent with our notation
in section 2.5. Eq. (27) is exact, since the cylinder can be thought of as
an infinitely slender torus.
Even if Φ = π/ (homeotropic anchoring), the nematic director
configuration that minimizes the Frank free energy gradually “escapes
into the third dimension” [57, 58], becoming aligned with the ν̂-axis
at the center of the cylinder, as shown in Fig. 14. Consider now a dif-
ferent volume, enclosed on the outside by the outer boundary in Fig.
14, and on the inside by a concentric inner cylinder, so that N̂ and ν̂
are aligned in the radial and axial direction respectively. Since N̂ · n̂
is non-zero on the inner surface, there is a net active force along ν̂
which cannot be balanced by pressure gradients, provided that sym-
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metry considerations guarantee that ν̂ · ∇P = . The same argument
can be repeated for any two concentric cylinders inside the channel.
We can thus conclude that spontaneous flow along ν̂ must occur for
arbitrarily small activity, as shown in the right hand panel of Fig. 14.
We now proceed to compare the conclusion of the previous argu-
ment with an explicit solution of the approximate equations of motion
in the frozen director limit. The analytic form for the ground state
director field (see the left hand panel of Fig. 14) in the one Frank
constant approximation is given by n̂ = ν̂ cosΦ − ρ̂ sinΦ, where
ρ ≡ r/R denotes the dimensionless radial coordinate and Φ(ρ) sat-
isfies tan Φ(ρ) = ρ tan







ρ̂(− γρ)γρ− ν̂(− γρ)
]
, (49)
where γ ≡ tan Φ . In order to solve for the flow v in ∇P − η∇
v =
fa, we use the fact that in a simply connected domain every vector
field fa has a unique (up to additive constants) Helmholtz decomposi-
tion fa = ∇χ+∇×A with∇ ·A = , provided that on the boundary
the normal component of∇×A vanishes. Matching the terms respec-











where the vorticity Ω(ρ) ≡ ∇ × v, and we have used the identity
∇v = −∇×∇× v (which holds since ∇ · v = ). Ω must be in the
θ̂-direction because∇×Ω is in the ν̂-direction and v is symmetric in
θ. To fix the constant of integration we use the relation∫
∂V




dS (N̂ · n̂) (ν̂ · n̂), (50)
where ∂V is now the boundary of the sample and τ̂ = N̂ × ν̂. This
can be derived as follows: applying the divergence theorem to Eq. (68)










dSN̂ · n̂ n̂, (51)
using ∇v = −∇×Ω and the divergence theorem applied to ∇×Ω.
In the case of a slender sample, if we now again project along the
direction of symmetry ν̂(φ) and sum over all such pillbox volumes
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comprising the sample, we may take ν̂ inside the integral to obtain
(50).
Integrating Ω, and taking into account the no-slip boundary condi-

















which is depicted in Fig. 14. The direction of flow is in the positive
or negative ν̂−direction depending on whether the active forces are
extensile (α < ) or contractile (α > ). Note that the active force
changes sign in the bulk if Φ > π/, but this is not sufficient to











and so, since γ = tanΦ/ ≤  and ρ ≤ , the only turning point in
the bulk for v is at ρ = .
3.3 T O RO I DA L S H E L L S ( 2 D )
We now consider the first of three examples in toroidal geometry. In
the 2D case, the torus is a surface with non-zero Gaussian curvature
and so by the criteria of section 2.4, there must be a non-zero active
force.
We consider the case of a curved nematic monolayer with the molecules
aligned tangent to the surface of a torus, but free to choose their local
in-plane orientation. We now demonstrate that, as the aspect ratio of
the torus is changed, this active force results in no net flow for very
slender tori (which are nearly cylinders), while for “fatter” tori, there
is a transition to a chiral director configuration in which the active force
does have a non-zero line integral. We can conclude that there must be
thresholdless flow using the criteria of section 2.4, and then compute
the flow in the frozen director regime.
Consider the set of toroidal coordinates (ρ,ψ,φ) shown in Fig. 15(e),
where ρ is the dimensionless radial coordinate set to  on the mono-
layer surface, ψ is the poloidal angle, and φ is the toroidal or azimuthal
angle. The slenderness of the torus ξ ≡ R/R is the aspect ratio
of its major (R) and minor (R) radii. For very slender tori (which
are nearly cylinders), the nematic director will be everywhere oriented
along φ̂. This bend-only configuration is divergenceless, hence the
first term of Eq. (22) is zero. Note however that κg will be different
from zero because the nematic director lines are not geodesics. In fact,
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κg = sinψ/R(ξ + cosψ) and κn = − cosψ/R(ξ + cosψ), so that in
this case fa = −α∇ log(ξ + ρ cosψ). Condition (25) is not satisfied,
and there is no flow because the active force is completely balanced by
the pressure gradient.
For sufficiently “fat” (i.e., small ξ) tori, this uniform azimuthal direc-
tor state becomes unstable to one which has non-zero twist. We extend
the approach used in [52, 53, 54] to a two-dimensional curved mono-
layer by considering the following variational ansatz which captures
the qualitative features of the chiral symmetry breaking transition in












where ω is a variational parameter describing the degree of twist in the
director field.
In section 3.3.1 below, we show that to leading order in /ξ, the two








provided that the quantity under the square root is positive (otherwise
the ground state is the untwisted state ω = ). ToO(ω), the correspond-








evaluated at ρ = , i.e., on the surface of the torus. Condition (25)
is now satisfied by a closed loop C everywhere in the φ̂-direction,
and so we conclude that there must be thresholdless flow. In a two-
dimensional nematic shell draped on a substrate, momentum is not
generally conserved; therefore, a frictional term −γvk must be added
to the right hand side of Eq. (2a). In the limit γ  η/L, where L is
the size of the sample, this frictional drag dominates the viscous forces,
and the revised form of Eq. (2a) reads
∇P + γv = fa. (56)
Taking the divergence of Eq. (55), we see that Eq. (56) can be solved
to obtain the pressure P = −α log(ξ + ρ cosψ). Therefore, on the shell
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Figure 15: (a) Toroidal co-ordinates The plane y =  is shown for the x ≥ 
half of the toroid using (ρ,φ,ψ) coordinates where φ is the az-
imuthal angle and ψ the poloidal angle. R, are the major and
minor radii respectively of the torus. ρ ≡ r/R takes values
− δ ≤ ρ ≤  with δ   for a thin shell. (b) Nematic direc-
tor fieldlines for the left chiral ground state (ω < ) and (c) plot of
the magnitude of the velocity in the φ̂ direction versus ψ. (d) Ne-
matic director fieldlines for the right chiral ground state (ω > )
and (e) plot of the magnitude of the velocity in the φ̂ direction ver-
sus ψ. Activity is extensile (α < ) and in (c) and (e), the speed is
measured in units of |αω|/(γR), see text.
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This solution is a flow one way in the φ̂-direction on the top half of
the toroidal shell and in the opposite direction on the bottom half. The
orientation of the flow is determined by the sign of the activity (con-
tractile or extensile) and the chirality of the ground state, as illustrated
in Fig. 15.
In the above analysis, we have used a smooth, defect-free toroidal
ansatz (58), which explicitly excludes the possibility of topological de-
fects in the nematic director configuration. This is valid in the limit of
high slenderness ξ, in which the Gaussian curvature is too small to in-
duce defects [49]. However, as we have noted above, defects make flow
inevitable, since they induce large director gradients near themselves.
Therefore, by excluding such defects, we have actually maximized the
chance of having no thresholdless flow. We therefore conclude that




(the last equality holding approxi-
mately whenK  K), thresholdless active flow will definitely occur.
If disclinations are not generated, and the aforementioned conditions
for the validity of the frozen director approximation hold, then the flow
field should be approximately described by our result (57).
Below in section 3.4, we solve the 3D bulk version of this toroidal
system with no-slip boundary conditions. This is a more complicated
calculation, as Eq. (56) becomes ∇P − η∇v = fa, which must be
solved in the bulk toroidal geometry, but the general features of the
solution are similar to the shell case.
3.3.1 Twist parameter ω in the ground state of a nematic toroidal
shell
































dS · [n̂∇ · n̂ + n̂× (∇× n̂)]
≡ F + F + F + F, (59)
For completeness, we include the saddle-splay contribution to the Frank
free energy (the K term) which can be relevant in curved geometries
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where the director field is not completely specified on the boundary,
although we will show that there is no contribution in this case. For
a thin shell, the ρ-integral runs from − δ to , whereas the surface
integral is taken over the surfaces ρ =  and ρ = − δ where δ  .
In toroidal coordinates (ρ,φ,ψ), the scale factors are (hρ,hφ,hψ) =
R(, ξ + ρ cosψ, ρ); for the ansatz (58) it follows that
∇ · n̂ = ωξ
(− ρ) sinψ
Rρ(ξ + ρ cosψ)(ξ + cosψ)
(60)














R(ξ + ρ cosψ)
.
As mentioned above, our first observation is that there is no contribu-
tion from saddle-splay. To see this, note that for a shell of any thickness,
F comprises two surface integrals, on the outside and the inside of
the shell. Plugging in the expressions in (61) and (62) to (59) over the












As the first term is zero, only the second term remains, and the in-
tegral is independent of ρ. Thus the integral over the inside surface
exactly cancels that on the outside surface and F = .
For the volume integrals, since ∇ · n̂ =  at ρ = , we also have
F = . Since we expect that close to the transition ω will be small, we
expand F and F toO(ω). The Frank free energy then takes the form
Aω + Bω + C +O(ω), which has its minimum at ω = −B/A,
provided that A >  and B <  . It is sufficient to expand the coeffi-








































+ ω + const). (64)
For chiral symmetry breaking, since we require that A >  and
B < , we see that K/K must be at least of order /ξ. Thus to
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leading order in /ξ, we may neglect the higher order terms in /ξ of








provided that the expression under the square root is positive (other-
wise it is zero).
3.4 B U L K T O RO I DA L N E M AT I C ( 3 D )
We now consider a 3D bulk version of the shell problem dealt with
in section 3.3: a bulk toroid with planar anchoring and no-slip on the
surface.
For very slender tori (which are nearly cylinders) the nematic direc-
tor will be everywhere oriented along ν̂ = φ̂, the direction of torsional
symmetry. Recent experimental and theoretical studies [52, 53] have
shown that as the aspect ratio of the tori is lowered (i.e., as we move
towards “fatter” tori), a structural transition to a chiral configuration
takes place in the ground state, leading to the twisted nematic texture
shown in Fig. 16.
The following double-twist ansatz has proved effective in capturing
the qualitative features of the chiral symmetry breaking transition in
the ground state at zero activity [52, 53, 54]:
n̂ =
ωξρ






ξ + ρ cosψ
)
φ̂, (66)
where ω is a variational parameter describing the degree of twist in
the director field. In this expression, (ρ,ψ,φ) are toroidal coordinates
(see Fig. 17(a)), where ρ is the dimensionless radial coordinate varying
between  and , ψ is the poloidal angle, φ is the toroidal or azimuthal
angle and the “slenderness” of the torus ξ ≡ R/R is the aspect ratio
of its major (R) and minor (R) radii.







, provided that the quantity under the square
root is positive (otherwise the ground state is the untwisted state ω = ).




ρ̂ cosψ− ψ̂ sinψ + φ̂ωξρ sinψξ+ρ cosψ
)
R(ξ + ρ cosψ)
. (67)
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Figure 16: (a) Nematic director fieldlines of an active nematic in the left chi-
ral ground state (ω < ) and associated flow in cross-section (b).
(c) Nematic director fieldlines of an active nematic in the right chi-
ral ground state (ω > ) and associated flow in cross-section (d).
Activity is extensile (α < ); red denotes flow in the negative φ-
direction, violet denotes flow in the positive φ-direction and green
no flow.
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Using eq. (16) in the frozen director regime:
 = −∇P + η∇v + α
(
n̂ · ∇n̂ + n̂∇ · n̂
)
(68)
and taking its divergence implies that ∇P = . If the pressure is
independent of the azimuthal coordinate φ, to O(ω), the solution for
the pressure
P = −α log(ξ + ρ cosψ) (69)
cancels the source term’s ρ- and ψ-components. If we now write v =
u(ρ,ψ)+ vφ(ρ,ψ)φ̂, whereu(ρ,ψ) is the projection of v on the (ρ,ψ)-








ηR(ξ + ρ cosψ)
φ̂. (70)



























ηR(ξ + ρ cosψ)
. (72)
In order to do this, we make use of the Green’s function for the scalar
Poisson equation with vanishing boundary conditions on the surface of
a toroid. This is specified in alternative toroidal coordinates (σ, τ ,φ)
which are shown in Fig. 17(b). Mapping our (ρ,φ,ψ) coordinates to
(σ, τ ,φ), firstly we note that
x = R
[



















≡ Axx̂ +Ayŷ +Azẑ is shorthand for Cartesian
coordinates. The scaling factors in our original coordinate system are
hρ = R, hφ = R(ξ + ρ cosψ), hψ = Rρ. (74)
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Figure 17: Two coordinate systems used to parametrise a toroid: the plane
y =  is shown for the x ≥  half of the toroid using (a) (ρ,φ,ψ)
coordinates where ψ is the poloidal angle and φ the azimuthal an-
gle; and (b) (σ, τ ,φ) coordinates in which σ ∈ [,σa] with σa < .
Curves of constant τ are shown, increasing from  to π in the
clockwise direction and converging at the point x = R, z = .
In the alternative coordinate system,
x =
R




− σ sinφ,−σ sin τ
]



















− sinφ, cosφ, 
]
The surface σ = constant ( ≤ σ < ) describes the surface of a
torus with major radius R = R/
√
− σ and minor radius r =
Rσ/
√
− σ, as can be seen from the fact that x, y and z above sat-
isfy: (√








The scaling factors in the new coordinate system are:
hσ =
R√









− σ cos τ
. (77)
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ρ sinψ












−αωσ sin τ cosφ
ηR
+O(σa). (79)
In this coordinate system, we may now use the Green’s function for
the Laplacian vanishing on the surface of a toroid with σ = σa, which





− σ cos τ
√







Γ(m− n + /)
Γ(m + n + /)
gmn
· cosm(τ − τ ′) cosn(φ− φ ′) (80)









εn is  if n =  and  otherwise, and σ>,σ< denote the higher/lower of
σ and σ ′ respectively. Tmn(σ),Smn(σ) are toroidal harmonic functions
defined as
Tmn(σ) ≡ σ−/Qnm−/(/σ) ,
Smn(σ) ≡ σ−/Pnm−/(/σ), (81)








are the associated Legen-
dre functions of order λ and degree ν. Applying the Green’s function
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Figure 18: Results of testing the ansatz: Comparison of the φ-component
of the active force for aspect ratio ξ = ., . for 5CB (with
K ≈ K) for radial cross-sections at ψ = ,π/,π/. The red
dotted line shows the result of the conjugate gradient minimiza-
tion described in the text, the blue dotted line shows the result of
minimizing the free energy using the single parameter ω and the
cyan continuous line is the single parameter minimization result
to O(ω) as detailed in eq. (67).
where s ≡ σ/σa and we have used the results (78) to translate back to
(ρ,φ,ψ) coordinates.
Thus when there is a chiral twisted ground state, the activity creates
a flow one way in the φ̂-direction in the top half of the toroid and in
the opposite direction in the bottom half. The orientation of the flow is
determined by the sign of the activity (contractile or extensile) and the
chirality of the ground state, as illustrated in Fig. 16.
Numerical test of the ansatz: In order to confirm the qualitative
predictions of the ansatz in our analysis, following [53] we have per-
formed a numerical conjugate gradient minimization employing a wider
ansatz containing the variational parameter γ to allow for splay defor-
mations in addition to ω, as follows:
nψ = ω
ξρ
ξ + γρ cosψ
. (83)
In figure 18, we compare the active force for radial cross-sections
making different angles ψ with the lateral plane, for two tori with as-
pect ratios ξ = ., . (we have chosen these values as in general the
twisted configurations needed for flow are seen in tori with small as-
pect ratio). Three curves are shown in each case for the φ-component
of the active force: (i) the result of performing a conjugate gradient
minimization of the free energy in two parameters γ and ω (dotted red
line); (ii) the result of minimizing the free energy in the single parame-
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ter ω (dotted blue line); and (iii) the analytical result to O(ω) detailed
in equation (67) (continuous cyan line). We observe qualitative agree-
ment of all three curves, especially in the case of fat tori for which the
chiral transition more easily occurs.
3.5 B U L K T O RO I DA L P O L A R F L U I D ( 3 D )
Our analysis above can also be modified for a polar liquid. In this case,
the requirement for nematic symmetry n̂ → −n̂ is dropped and a
term k∇ · n̂ is added to the Frank free energy. This has no impact
on the director field ground states though: they are the same as for a
nematic. As the additional term is a total derivative, this is a boundary
term which for tangential boundary conditions is identically zero. The
flow equation in the frozen director regime now becomes:
 = −∇P + η∇v + α
(




∇n̂ +∇∇ · n̂
)
(84)
with polar activity parameter α ′. Analogously, these equations are valid
when ρLα/η, ρLα ′/η   and γ  η. As the ground states
satisfy ∇ · n̂ = , again ∇P =  and equation (69) still holds for the







ηR(ξ + ρ cosψ)

φ̂ +O(ω), (85)




(− ρ) φ̂ +O( 
ξ
) +O(ω). (86)
We see that in this case the flow is visible with an untwisted director
field ground state, as the azimuthally aligned polar state is now able to
drive the flow. The flow is illustrated in Fig. 19.
3.6 AC T I V E P U M P I N A F R E D E R I K S C E L L ( 3 D )
A key challenge in developing microfluidic devices is how to control
the operation of the device at the micro length scale. In this final ex-
ample, we present the design of an active pump without moving parts
which could be implemented in a design for active microfluidic chips.
The pump is based on a nematic Frederiks twist cell and generates a
persistent active flow that can be switched on by means of an applied
electric field. As shown in Fig. 20(a), the set-up for the cell is two
parallel plates of infinite extent in the (y, z)-plane at x = ±L/.





Figure 19: Polar liquid: evolution of plane of particles initially located at φ=
constant. Red denotes maximum flow in the φ̂-direction and green
no flow.
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Figure 20: Active pump in Frederiks cell. (a) Director field ground state and
(b) flow profile for the Frederiks cell. There is net mass transport
only in the y-direction.
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The plates are prepared with planar (parallel) anchoring but twisted
relative to each other by an angle ζ. This pure twist nematic distor-
tion leads to a vanishing active force, as noted earlier. However, if a
sufficiently large electric field E is applied along the x-direction, the
familiar “Frederiks instability” [38] can be induced, in which the ne-
matic director tilts towards the x-direction inside the cell. This triggers
a spontaneous transverse flow in the (y, z)-plane, as can be deduced
upon applying Eq. (27) (which is again exact using similar arguments
to those used for the geometry of Fig. 13) to the volume enclosed by
two planar boundaries parallel to the plates anywhere inside the cell. If
the director is tilted on at least one of the two planar boundaries, then
the right hand side of Eq. (27) is different from zero, and there is an
active force along a direction of symmetry (i.e., the y direction) that
cannot be balanced by pressure gradients (in fact, we’ll see later that
∇ · fa =  and so ∇P =  everywhere), resulting in flow.
In order to calculate the director field analytically, we parametrize it
with the angles θ(x) and ζ(x), representing rotation about the y- and x-
axes respectively, so that n̂ = sin θ(x) x̂+ cos θ(x)
[
sin ζ(x) ŷ + cos ζ(x) ẑ
]
,
with θ(±L/) =  and ζ(±L/) = ±ζ/. To provide a simplified il-
lustration of the pump design, we assume a single Frank constant K.
The boundary conditions, expressed in terms of the angles θ(x) and
ζ(x), are θ(±L/) =  and ζ(±L/) = ±ζ/. Making the single
Frank constant approximation (K,, ≡ K), the Euler-Lagrange equa-




+ gnx(x)x̂ = µ(x)n̂ (87)
where µ(x) is the Lagrange multiplier ensuring that n =  and g ≡
ε∆χE
 can be experimentally controlled with an electric field E.
Since t̂(x) is a unit vector in the plane orthogonal to x̂, its derivative
must be a vector orthogonal to itself in that plane, whose magnitude is
ζ ′(x) ≡ dζdx . This observation implies
dt̂(x)
dx
= ζ ′(x)t̂× x̂ , (88)
repeated application of which in turn leads to a natural decomposition
of d
n̂(x)
dx along the orthonormal triad t̂, x̂, and t̂× x̂:
dn̂(x)
dx
= [θ ′′ cos θ− θ ′ sin θ]x̂
−[ζ ′ cos θ + θ ′′ sin θ + θ ′ cos θ]t̂
+[ζ ′′ cos θ− θ ′ζ ′ sin θ]t̂× x̂. (89)
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sin θ x̂ +
µ
K
cos θ t̂. (90)
Equating the x̂ components of these two expressions enables us to
solve for the Lagrange multiplier µ(x):
µ(x) = K[θ ′′ cot θ− θ ′] + g . (91)
From the t̂× x̂ components of (89) and (90) we immediately obtain
ζ ′′ cos θ = θ ′ζ ′ sin θ , (92)




θ ′ sin θ
cos θ
. (93)
The left hand side of this expression is d ln ζ
′
dx , while the right hand side




ln(ζ ′ cos θ)
)
=  , (94)
or,
ζ ′ = C sec θ (95)
whereC is a constant of integration which can be fixed by the boundary




From the t̂ component of (90), we obtain, using (91) and (95),
−K[C sec θ + θ ′′ sin θ + θ ′ cos θ] =(
K[θ ′′ cot θ− θ ′] + g
)
cos θ , (96)
which can be solved for θ ′′:
θ ′′ = −C sec θ sin θ− g
K
sin θ cos θ . (97)









sec θ − sec θ
)
(98)
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where θ is the maximum value taken by θ. (98) can be solved analyti-



















is the Jacobi elliptic function with elliptic modulus m.
It is more informative, however, to look at the θ   limit of the
derivative of (98), which is













This is recognisable as Duffing’s equation; its solution can be expanded


















where we have defined t(x) ≡ x
√
g/K +C for reasons which we
now explain. Duffing’s equation can be used to approximate a planar
pendulum for which the period is T = π(− ε/) +O(ε). In our
case, in order to satisfy the boundary condition θ(±L/) =  (with the















Close to the Frederiks transition, where the field is just above its crit-
ical value gc, θ(x) = θ cos(πx/L) +O(ε), and to leading order the
boundary condition on ζ is therefore ζ = LC(+ θ/). When g = gc,
the critical value of the field, Eq. (102) is satisfied with θ = , in




(π − ζ ). (103)
Then writing g = gc + ∆g and expanding Eq. (102) to first order in
the small quantities ∆g L/K and θ, we can now relate the maximum







The maximum tilt amplitude θ is related to the incremental field





) , where we’ve defined
k ≡ π/L and γ ≡ ζ/π. Working toO(θ), the solution for the director
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field (illustrated in Fig. 20(a)) is n̂ = θ cos kx x̂ + n̂ where n̂ ≡
sin(γkx) ŷ + cos(γkx) ẑ. The corresponding active force reads
fa = −αθk
[
sin kx n̂ + γ cos kx x̂× n̂
]
, (105)








− sin γkx sin kx











− cos γkx sin kx
+γ sin γkx cos kx
]
,
and vx = . As previously noted, the flow occurs in the plane trans-
verse to the electric field. Since either ±θ may be selected, there is
spontaneous symmetry breaking when the system selects the sign of
θ for the director field, which in turn determines the direction of the
flow together with the sign of α. There is no net flow in the z-direction
as vz is anti-symmetric about x = . However, there is net flow in the
y-direction, with the maximum attained at x = .
3.7 S U M M A RY
We have derived analytical solutions for active nematics in the frozen
director regime in several different geometries in both 2D and 3D, all
exhibiting thresholdless flow and illustrating the criteria the geometric
criteria we have developed. The frozen director regime provided a sim-
plification to eq. (2a)-(2c) enabling analytical solutions to be derived;
however in the following chapter we consider a hybrid polar/nematic
system which in a literal sense is an experimental realization of the
frozen director regime.
Part II
G E O M E T RY A N D T O P O L O G Y I N A N
AC T I V E P O L A R S Y S T E M

4
AC T I V E P O L A R BAC T E R I A C O N T RO L L E D B Y A
N E M AT I C S U B S T R AT E
In recent experiments described in Ref. [64], bacteria have been made
to move in organised flows using nematic patterning on the substrate
to which they are confined. Our objective in this chapter is to construct
a minimal hydrodynamic model to explain this phenomenon.
We introduced two of the director field configurations used in the
experiments in chapter 1, illustrated in Fig. 4. Two director fields (bend
and spiral) have the same topology, but net flow is realised only for
the spiral configuration. In addition, the flow has non-trivial topology,
since it winds around the defect. How can a different topological result
for the flow be achieved only by changing the geometry and not the
topology of the director field?
The theory resolves this apparent paradox by predicting another an-
nular flow of opposite orientation at the boundary. In addition, the the-
ory suggests that the nature of the flow depends critically on whether
the bacteria are pusher or puller swimmers. Both these predictions are
now under investigation in new experiments.
In this chapter, firstly we review living liquid crystals and discuss
the recent experiments which we seek to model and explain. We then
proceed to develop a hydrodynamic model for this system, which we
solve in the configurations of interest and compare the model results
with the experimental data.
4.1 D E S C R I P T I O N O F E X P E R I M E N T S
In the first experiments on living liquid crystals [31], an active liquid
crystal was created by placing bacteria in a lyotropic chromonic liquid
crystal, which is water-soluble, not toxic to the bacteria, and has ATP
to fuel the motion. The Bacillus subtilis bacteria propel themselves by
rotating flagella composed of bundles of helical filaments. Individual
bacteria have a body length of around − µm and diameter .µm,
to which are attached around  helicoidal filaments each of around
µm in length. Fig. 21(a) shows the motion of a single bacterium in
the comoving frame; the pattern of alternating bright and dark spots
correspond to the pitch of the helices in the flagella (around µm) and
the motion of the spots in the frames alternate at a frequency of Hz.
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Figure 21: Bacteria in a living liquid crystal. (a) Time evolution of the direc-
tor waves created by rotating flagella in the comoving reference
frame of a bacterium; (b) Motion of a single bacterium around a
tactoid, scale bar µm (see text); and (c) A bacterium with dipole
U and a nematogen in the liquid crystal (shown in blue) showing
fluid flows and re-orientation of the nematogen due to the bac-
terium’s activity. Figures reproduced from [31].
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The bacteria tend to align with the director field of the background
lyotropic chromonic liquid crystal. Fig. 21(b) shows the motion of a
single bacterium in such a liquid crystal close to the nematic/isotropic
transition in which regions of nematic phases and isotropic phases co-
exist. The dark region is a “tactoid” region in the isotropic phase sur-
rounded by nematic phase regions, and shows the bacterium tracking
the nematic director field at the boundary separating the nematic and
isotropic phases. A simple microscopic picture of the interaction be-
tween the bacterium and the nematic can be seen in Fig. 21(c); the
force dipole responsible for the propulsion of the bacterium causes a
flow of the background fluid, which in turn forces a reorientation of the
nematic director, or of the bacterium to bring the two into alignment.
In the latest set of experiments [64], which in this chapter we seek
to model and explain theoretically, the motion of individual bacteria
is controlled using prescribed nematic geometrical patterning of dif-
ferent types. In the absence of activity, as the thickness of the fluid is
small, the nematic director field of the background liquid crystal aligns
with the substrate patterning. When activity is switched on (which in
this case can be effected by introducing oxygen into the liquid crystal
solution), the bacteria start to move and interact with the background
liquid crystal which in turn is energetically favoured to align with the
substrate patterning.
Fig. 22 (A)-(C) shows the results in the case of pure bend patterning
on the substrate, where the bacteria simply align with the substrate pat-
terning in the θ̂-direction. The bacteria track the substrate patterning in
apparently equal numbers in both±θ̂-directions with a range of speeds
between − µm s−. In the second set of results, the substrate pat-
terning is a radial director field, or pure splay configuration, in which
again the bacteria align with this field, now in the r̂-direction, and now
the bacteria travel radially inwards or outwards, causing a coagulation
at the centre. The bacterial speeds appear to have a similar mean travel-
ling inwards and outwards, with a more or less similar range of speeds
as in the pure bend case.
A more interesting result is found in the case of spiral patterning, in
Fig. 23, in which the nematic patterning director is given by n = (θ̂−
r̂)/
√
. In this experiment, the bacteria are organised into an annulus
rotating in the anti-clockwise direction. In the previous experiments,
the bacteria flowed in opposite directions, but with apparently no net
flow; in this case though there is only one preferred direction of motion.
This circular flow destabilises over time as shown in Fig. 23 (E)-(F).
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Figure 22: Bacteria controlled by nematic patterning on substrate in pure
bend and splay geometries. (A) Pure bend nematic field n = θ̂;
(B) Observed bacterial motion for pure bend geometry; (C) Dis-
tribution of bacterial speed in pure bend geometry; (D) Pure bend
nematic field n = r̂; (E) Observed bacterial motion for pure splay
geometry; (F) Distribution of bacterial speed in pure splay geome-
try. Figures reproduced from [64].
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Figure 23: Bacteria controlled by nematic patterning on substrate in spiral
geometry. (A) Spiral nematic fieldn = (θ̂− r̂)/
√
; (B) Observed
bacterial motion for spiral geometry before onset of instability; (C)
Radial and angular components of velocity against distance from
the centre of the spiral vortex before onset of instability; (D) Vec-
tor representation of bacterial velocity before onset of instability;
(E) Observed bacterial motion after onset of instability; (F) Vector
representation of bacterial velocity after onset of instability. Fig-
ures reproduced from [64].
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Another case, the so-called “C-stripes” geometry because of the
shape of the nematic patterning, is shown in Fig. 24. This time the bac-
teria are organised into two “stripes”, both flowing in the−x̂-direction.
Having reviewed the main experimental findings, in the following sec-
tion we construct the hydrodynamic theory for this polar active system.
Figure 24: Bacteria controlled by nematic patterning on substrate in “C-
stripes” geometry. (A) C-stripes nematic field n = cos πyL x̂ +
sin πyL ŷ; (B) Observed bacterial motion in −x̂-direction; (C) Con-
centration of bacteria against position in channel y; (D) Speed of
bacteria (vx) against position in channel y.
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4.2 H Y D RO DY N A M I C T H E O RY
Our objective is to explain the experimental data in Figs. 22-24 with
a minimal hydrodynamic theory. In order to do that, we start with the
hydrodynamics of a one-component polar active fluid and then adapt it
to a two-component system consisting of active bacteria and a passive
background fluid. We then consider which terms should be retained to
arrive at a minimal model to explain the observed phenomena.
Initially therefore we consider a polar active fluid, such as a polar
active gel which has been treated previously in [1] and [40], and which
we recap here with additional explanation. In hydrodynamic theories,
microscopic interactions get washed out and what is left are equations
of motion for the slowly-evolving “hydrodynamic variables”. For a
polar active fluid, the slow hydrodynamic variables are: the coarse-
grained density of bacteria ρ , the momentum density g = ρv, where v
is the local velocity of the fluid, the polarization P̂ , a unit-vector field
denoting the orientation of the rod-like polar bacteria and the energy
density ε. The equations which these hydrodynamic variables obey are:
∂ε
∂t
+∇ · jε =  (107)
∂ρ
∂t







where jε is the energy density current, πij the momentum density cur-
rent tensor and Xi the polarization current.





−K(P · n̂) +K ′|∇P | + λ(P  − ) (108)
where K,K ′ are constants imparting an energy cost to deviations of
the polarization from the nematic patterning on the substrate and spa-
tial variations in polarization respectively. λ is a Lagrange multiplier
to implement the constraint that |P | = . n̂ is the nematic pattern-
ing field on the substrate, which we take as a unit vector, although any
terms involving n̂must preserve nematic symmetry, i.e. n̂→ −n̂. The
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in which δTij ≡ δij −PiPj , and where we have appliedP ·h =  (since
P is a unit vector) and then eliminated the Lagrange multiplier.
To construct the hydrodynamic theory, our starting point is the grand
thermodynamic potential, A, given by:
A(T ,V , ρ,µ,v, P̂ ) = E− TS−µ
∫
dx ρ− v ·
∫
dxg. (110)
where T is the temperature, V volume, S entropy and µ the chemi-
cal potential. The simple definition of thermodynamic potential is con-
tained in the first two terms; there then follow two Legendre transfor-
mations: the third term adjusts the potential to make A a function of a
single extensive variable V . In the fourth term, note that the energy de-
pends on the frame of reference we choose, and the form of the Hamil-
tonian is always
∫
dxp/m where p is the momentum regardless of
the chosen frame of reference. In order to construct a theory which has
v as a variable instead of p we need to subtract the term v ·
∫
dx g.
The corresponding differential form for A is
dA = −SdT − pdV − dµ
∫
dx ρ− dv ·
∫
dx g, (111)
where the scalar p is the pressure. Denoting now ε, s as the correspond-
ing densities for E,S, and using the result that when µ does not vary
by position, A = −V p(T , ρ,µ,v, P̂ ), leads to the relations
Tds = dε− µdρ− v · dg +h · dP + r∆µdt (112)
p = −
(
ε− µρ− Ts− g · v
)
, (113)
where we have extracted the dependence of ε on P̂ and activity r∆µ.
This last term in Eq. (112) corresponds to the constant injection of
energy, for example in the case of bacteria through consuming ATP
where the rate of reaction of conversion of ATP is r and the energy
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released per molecule of ATP is ∆µ. Now using this in conjunction














= −∇ · (jε − µg)− vj∇iπji −h ·X + r∆µ ,









= −Q · ∇T
T
− (g− ρv) · ∇µ−h ·Xd + rd∆µ
−(πji − pδij − vigj − hkλkij
−ζ∆µPiPj − ζ ′∆µ(∇iPj +∇jPi))∇ivj ,
(114)
where the heat current Q = jε − µ(g − ρv)− εv − v · g v − vjπji.
Integrating this over space, where we assume that the flux across the
boundary of (sv +Q/T ) is zero then gives an expression for the rate
of change of entropy, which by virtue of the second law of thermody-
namics must be non-negative.
In the last equation of (114), the polarization current X and rate of
conversion of ATP r has been split into reactive and dissipative parts:
Xi = vj∇jPi − λijk∇jvk +Xdi (115)
r = ζPiPj + ζ
′(∇iPj +∇jPi)∇ivj + rd










δTij = δij − PiPj .
The flow alignment parameter λ encodes how the director field re-
sponds to a simple shear flow: |λ| <  corresponds to the flow tum-
bling regime, in which the rotational component to the shear flow is
larger than the extensional component whereas |λ| >  is the flow-
aligning regime. To see why λijk should take this form, note that the
reactive part of the polarization current X must contain an advective
term v · ∇P ; for the other term, since the polarization P does not
change under rigid translations at constant velocity v, the current must
have a coupling with spatial gradients in v. As P is a unit vector, the
P̂ -component of λijk∇jvk must be zero, and so λijk must be a linear
combination of δTij and δ
T
ik. However the antisymmetric part with re-
spect to interchanging the indices j, k is prescribed by the transforma-
tion law for P for a rigid rotation with angular velocity ω = ∇× v/:
∂P /∂t = ω×P .
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F L U X F L U X C O N J U G AT E F O R C E
S I G N AT U R E F O R C E S I G N AT U R E
Xi − hi +




Table 1: Fluxes and forces for a polar active gel with associated signatures
under time-reversal
The reactive part of r must also depend on∇iPj for similar reasons;
this also corresponds to a similar coupling in the reactive part of the
momentum density current, or the stress tensor, in which there is an
active contribution to the reactive stress of
σactiveij = −ζ∆µPiPj − ζ ′∆µ(∇iPj +∇jPi). (116)
The first term is the familiar active nematic stress as described in Chap-
ter 2; the second term needs to be included for a polar system in which
there is no nematic symmetry as described in [63]. The reactive parts
of the fluxes are coupled to forces of the same signature under time-
reversal, as shown in table 1.
In the case of no dissipation, Q = , g = ρv,Xd = , rd =
, πij = pδij + ρvivj +hkλkji + ζ∆µPiPj + ζ
′∆µ(∇iPj +∇jPi). How-
ever, if there is dissipation, then the dissipative parts of the currents are
coupled to the generalised forces with opposite signature under time-
reversal to ensure that a positive contribution is obtained in the entropy
production equation (114). In this phenomenological hydrodynamic
model, fluxes and forces of opposite sign under time-reversal are cou-
pled via dissipative Onsager relations:
Xd = −γ− h− τ∆µP (117)
rd = ξ∆µ + τP ·h




with phenomenological constants γ, τ , ξ, η, η̄. Here we have taken a
simplified form of the viscosity tensor ηijkl, but at this stage it is not
important what the exact form is, as in the next section we will be mod-
ifying our theory to incorporate dissipation via friction instead, which
is not derived through the hydrodynamic approach. Nevertheless, our
objective here has been to write equations of motion for v and P̂ ; this
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we are now able to do by substituting back into the original conserva-
tion equations (107), recalling that h · P̂ = :












−ζ∆µ∇j(PiPj)− ζ ′∆µ∇j(∇iPj +∇jPi)











+γ− hi + τ∆µPi (119)
∂tρ +∇i(ρvi) = . (120)
4.2.1 Modifications to the hydrodynamic approach
In the previous section, we have derived the hydrodynamic equations
for a polar active gel. We now deal with four modifications to this
model for the case of bacteria moving on a substrate.
(a) Adapt the model for two components, bacteria and background
fluid. Our treatment so far considers only a one-component fluid
based on a coarse-grained density field ρ; to model a two-component
fluid, consider a combined density field for the bacteria plus back-
ground ρ and a concentration field for the bacteria c. If the number
density of the species of particles are N, with particle masses
m,, then the contribution to Tds in eq. (112) is −µmdN −
µmdN. Taking species 1 to be the bacteria, and species 2 to be
the background fluid, then mN +mN = ρ and mN = ρc.
Thus:
−µmdN − µmdN = −µ(cdρ + ρdc)− µ((− c)dρ− ρdc)
= −(µ + c(µ − µ))dρ− (µ − µ)ρdc
≡ −µ̄dρ− µ̂ρdc, (121)
where µ̄ depends on concentration and∇µ̄ = µ̂∇c. c is now a new
hydrodynamical variable, satisfying the conservation law
∂t(ρc) +∇ · (ρcv + i) = , (122)
v is the average velocity of the two-component fluid satisfying g =
ρv where g is the total momentum density of the two-component
system. i is a dissipative current capturing the relative motion of
the two components. Since ∂tρ, +∇ · (ρ,v,) =  holds sepa-
rately for each component and ρv = ρv + ρv, it follows that
i = ρρ(v − v)/ρ = ρc(− c)(v − v).
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The argument runs through as before but with the following changes:




ε− µ̄ρ− Ts− g · v
)










= −Q · ∇T
T
− (g− ρv) · ∇µ̄− i · ∇µ̂
−h ·Xd + rd∆µ− (πji − pδij
−vigj − hkλkij − ζ∆µPiPj
−ζ ′∆µ(∇iPj +∇jPi))∇ivj .
(123)
Note that if we now assume that ρ = constant so that the two-
component fluid is incompressible, which is in principle a rea-
sonable assumption for the two-component fluid in combination,
then we have a contribution to the pressure gradient of −∇ρµ̄ =
−ρµ̂∇c1.
There are now expanded Onsager relations between the dissipative
fluxes and forces which we list below for completeness. The dis-
sipative flux for the concentration field c is i (signature − under
time-reversal), with conjugate force ∇µ̂ (signature + under time-
reversal).
Xd = −γ− h− τ∆µP + χ∇µ̂ (124)
rd = ξ∆µ + τP ·h + χP · ∇µ̂
i = χh + χP − χ∇µ̂




When the polarization is a unit vector, τ =  [1], as then derivatives
of P , and so X , cannot have a component in the P -direction. In
order to develop a minimal model, we will initially drop the terms
involving χ,χ,χ.
(b) Make the activity parameters dependent on concentration c and
add a polar drive term. In our two component model, it makes
sense for the active force to be proportional to the concentration
c, as all active effects are derived from the bacteria, which has
1 This term could be absorbed into the pressure gradient, but we keep the terms sepa-
rate in our subsequent analysis.
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concentration c. To make this consistent with our previous work
we therefore set
−ζ∆µ = cρα. (125)
So far, the impact of activity in the bacteria is to exert the nematic
active force α∇j [cPiPj ] which we discussed and investigated in
chapter 2 along with a polar active stress ζ ′∆µ∇j [c(∇iPj +∇jPi)].
Neither of these forces reflect the observed fact that the bacteria ex-
ert a constant force in the direction of their orientation P , as this
force cannot be taken into account by the hydrodynamic approach.
We therefore add a force βcρPi and ignore the original polar ne-
matic stress from the hydrodynamic approach, which will in any
case be much smaller than the added force in macroscopic geome-
tries.
(c) Replace viscosity with friction as the mechanism for dissipation.
The system studied is confined on a substrate rather than a 3D
bulk system. As done previously in chapter 2, we therefore re-
place the viscous dissipation in the momentum equation with a
frictional force density −Γρv where v is the velocity. Note that
this term does not contain c, since friction applies to both bacteria
and the background fluid. Since the medium is anisotropic due to
the nematic patterning on the substrate, n which is static, we take
into account the preference of the bacteria to align with ±n by
anisotropy in the friction tensor so that the frictional force
ffriction = −Γρ
[
(− γ)(v ·n)n + ( + γ)(v ·n⊥)n⊥
]
, (126)
where the longitudinal and transverse coefficients of friction are
Γ‖ = Γ(− γ), Γ⊥ = Γ( + γ) respectively. In the nematic case
under consideration, we expect that Γ‖  Γ⊥.
(d) Drop terms involving the Frank constant K. Our objective is to
develop a minimal model to explain the motion of bacteria on a
nematic substrate with patterning. The main role of K is to align
the polarization of the bacteria with the nematic substrate, but we
have anisotropy in friction which does the same job. In order to
limit the complexity of the model, we drop these terms, which are
the terms involving the molecular field h.
We can now summarize the modified equations of motion as fol-
lows, which we shall proceed to solve for the experimental geometries
described above. We rename µ̂ as µ to ease the notation.
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ρ(∂t + v · ∇)vi = −∇ip + βρcPi − µ̂ρ∇ic + αρ∇j(cPiPj)
−Γρ
[
(− γ)vjnjni + ( + γ)vjn⊥j n⊥i
]
(127)








∂tc +∇i(cvi) =  (129)
ρ∇ivi = . (130)
4.3 S T E A DY- S TAT E S O L U T I O N S F O R S E L E C T E D G E O M E T R I E S
In the previous section, we derived the hydrodynamic equations in
some detail and looked at some modifications needed to model the sys-
tem studied in the experiments described earlier in this chapter. When
solving eq. (127)-(130), in each case we look for a steady-state solu-
tion in the low Reynolds number regime, in which inertial effects are
negligible and the left hand side of eq. (127) can be set to zero. This is
certainly valid in the experiments we are looking to explain, as Re can
be estimated to be of order −.
4.3.1 Bend geometry
Fig. 22 (A) shows the nematic patterning on the substrate which we
take to be n = θ̂ in the usual cylindrical co-ordinates. The motion
of the bacteria are shown with arrows in Fig. 22(B), moving in the
direction±θ̂. We therefore look for a solution to equations (127)-(130)
on a disk of radius L with P = ±θ̂,v± = U±(r)θ̂, c± = c±(r) and
p/ρ = constant.
In this case, eq. (129) and (130) are automatically satisfied as v± is
in the θ̂-direction and c± is a function of r only. We need to calculate












and since v ‖ n, the frictional force is Γ( − γ)U±θ̂. We can now
substitute these terms into the momentum eq. (127) to obtain
 = ±βc±θ̂− µ∂rc±r̂−
αc±
r
r̂− Γ(− γ)U±θ̂. (132)
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Separating the r̂ and θ̂ components we can quickly obtain the solutions











Since α <  for pusher swimmers, the concentration of bacteria, and
similarly bacterial speed, increases with radius; this appears broadly
consistent with the experimental observation described in section 4.1.
There is also the polarization equation of motion (128), describing
the time evolution of the orientation of the bacteria, which we evaluate












so this in general does not give a steady state solution. Only when the
flow alignment parameter λ =  is there a genuine steady state, but the
stability in general depends on λ. In the movies of these experiments
in [64], only a small time evolution is shown so it is not clear whether
these are stable over timescales of the order of minutes.
4.3.2 Spiral geometry
For the spiral geometry, shown in Fig. 22(D), the nematic patterning
field takes the form n = (θ̂ − r̂)/
√
, while the bacteria have a polar-
ization and motion in the θ̂-direction. In this case, we again look for
a solution of the form P̂ = θ̂,v± = U±(r)θ̂, c = c(r), p/ρ = con-
stant, although the nematic patterning “external field” on the substrate
is different. We would like to find a solution in which the bacteria
are localised mainly between two values of radius. Again eq. (129) is
automatically satisfied by the ansatz. The nematic active force is still
−αcr̂/r but the frictional force is given by −Γρ±u±(θ̂ + γr̂), now
picking up an anisotropic term due to the difference between P̂ and n̂.
The momentum equation is therefore
 = ±βc±θ̂− µ∂rc±r̂−
αc±
r
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Figure 25: Concentration for spiral geometry for both pusher and puller bac-
terial swimmers. Two solutions c± corresponding to orientation of
bacteria in the ±x̂-direction, plotted in the case γ = .,Λ = ,
against Y = πy/L. (A) ε = +. corresponding to α <  for a
pusher swimmer; and (B) ε = −. corresponding to α >  for
a puller swimmer, see text. A maximum concentration in the bulk
away from the origin is only observed for pusher bacteria swim-
ming in the +θ̂-direction.
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where we have defined the dimensionless variables R ≡ r/L,Λ ≡
βL/µ, ε ≡ −α/µ. B. subtilis are pusher swimmers, which means that
α < ; thus for small values of r, c is increasing and so there is a max-
imum in concentration for the + species at rmax, giving an annulus of
bacteria circulating in the +θ̂-direction as observed in the experiment.
∂rc− >  for all r, so on a disk with a single spiral vortex, this pre-
dicts a concentration of bacteria circulating in the −θ̂-direction on the
boundary, but which is not shown in the movie in [64]. Although not
directly relevant to these experiments, for puller swimmers (α > ),
we would expect an accumulation of bacteria circulating in the +θ̂-
direction at the origin, whereas those circulating in the −θ̂-direction
would have the highest concentrations at the origin and the boundary,
with a minimum at rmin = α/(βγ). The concentrations of bacteria c±
aligned/anti-aligned with θ̂ are shown in Fig. 25 as a function of r/L
in the case of both negative and positive α.









where c± are constants. The equation of motion for the polarization in











and so again there is a steady state solution only when λ = . The
movie of the spiral geometry in [64] shows destabilization of the flow
for a single spiral defect over several revolutions of flow. We discarded
the molecular field term in Sec. 4.2 in order to develop a minimal the-
ory, but this term is arguably important in the equation of motion for P̂ .













Eq. (141) can give an approximately steady state in the annular region
provided the new parameters introduced K, γ as well as λ take suit-
able values. In this formulation, the steadiness of the state depends on
microscopic constants fulfilling a suitable relation rather than being
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forced by the geometry of the system. This is perhaps an indication
that the theory needs to be refined.
Notice that the nematic active force calculated from n instead of P
is in a different direction: ∇ · (nn) = −(/r)θ̂ whereas ∇ · (PP ) =
−(/r)r̂. Initially the simplest model we could devise contained no
polarization P , bacteria swimming in the direction ±n instead of ±θ̂
and a nematic active force calculated from n. This also gave a sepa-
ration of the aligned and anti-aligned species of bacteria but did not
predict an annular concentration. For information, this first simplified
theory is included in the Appendix to this chapter.
This treatment can be generalized for general n = − cosΦ r̂ +
sinΦ θ̂ where we take Φ to be constant in any particular geometry
under consideration. Modifying our approach in this section, it is then






∓ γΛ sin Φ










 + γ cos Φ
. (144)
Of course, this is a generalisation of our previous results with Φ =
π/, π/ for bend and spiral geometries respectively. Φ =  corre-
sponds to the splay geometry, except that for this geometry the ob-
served motion is radial, not azimuthal. This therefore suggests that
there is a transition somewhere in the range  < Φ < π/ where
the azimuthal motion is no longer favoured.
4.3.3 C-stripes geometry
For the C-stripes geometry, the nematic patterning field in Fig. 24(A)
is given by n = cosY x̂ + sinY ŷ where Y ≡ πy/L. Again we are
looking for a steady-state solution with p/ρ = constant, and firstly
we note that translational invariance of the solution in x implies that
c = c(Y ),v = v(Y ). The continuity equation then gives cvy = con-
stant, which as we have a zero flux boundary condition, so that bacteria
cannot be advected in the ŷ direction, implies that vy =  throughout
the sample. This is indeed what is observed in Fig. 24(B).
We can therefore take v± = U±(Y )x̂, where ± denotes the species
aligned in the ±x̂-direction, so that P± = ±x̂. Now we find that the
frictional force is given by −ΓU [(− γ cos Y )x̂− γ sin Y ŷ]. There
is no nematic active force in this case as P is in the x̂ direction, and
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Figure 26: Concentration for C stripes geometry. Two solutions c± corre-
sponding to orientation of bacteria in the ±x̂-direction, plotted
against Y = πy/L for γ = .,Λ = . Only c− is realised since
c+ is not stable, see text.
so all gradients of P must vanish. We can now substitute into the mo-
mentum equation (127) to get
 = ±βc±x̂− µ
π
L
c ′±ŷ− ΓU [(− γ cos Y )x̂− γ sin Y ŷ],
(145)
where c ′ stands for ∂c/∂Y . This can again be solved easily to get
U± = ±
βc±




− γ cos Y
)±Λ/(π) (147)
This gives two steady-state solutions, corresponding to alignment
or anti-alignment with the x̂-direction, shown in Fig. 26. In the ex-
periment, only c− is realised. The + solution is not stable since this
describes bacteria swimming in the +x̂ direction (to the right in Fig.
24 (A) and (B)) in the centre of the channel, which is the direction of
maximum friction. Any perturbation to this flow will result in the per-
turbed bacteria reorienting and aligning with n, and so migrating into
the− state, rather like a simple mechanics problem of a ball balancing
on the apex of a hill, which is also a steady state but unstable.





(λ− )∂yU± ŷ (148)
so again there is only a steady state when λ = .
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Figure 27: Fitting data from the C-stripe geometry. (A) Plot of c/cmax and (B)
Plot of v versus y with parameters γ = .,Λ = .
4.4 F I T T I N G PA R A M E T E R S T O E X P E R I M E N TA L DATA
We now fit the parameters in the theory to determine how well it ex-
plains the experiments. First of all, we note that the bend geometry in
Fig. 22 gives Ubend ≈ µm s−, whereas the spiral geometry of Fig.
23 gives Uspiral ≈ µm s−.
Our theory predicts thatUbend = βcbend/(Γ(−γ)),Uspiral = βcspiral/Γ.
Estimating typical bacterial concentrations from the photos in the fig-
ures, in the bend configuration a typical area µm×µm is occupied
by 11 bacteria each of area ∼ . µm, so that cbend ≈ .. In the
spiral configuration there are approximately 60 bacteria in an annulus
with radii , µm giving cspiral ≈ .. From this data, we obtain
γ ≈ ..
Λ can now be estimated from the relative concentration and velocity
data in the C-stripes geometry shown in Fig. 27, from which we obtain
Λ ≈ . Finally the theory gives the maximum concentration in the
spiral geometry at a radius of εL/(Λγ). We take L = µm from the
spiral lattice also reported in [64] and the observed radius in the photo
is µm, so that ε ≈ .Λγ ≈ ..
Data from an updated C-stripes experiment was recently provided
by the Lavrentovich lab; the results are shown in Fig. 28 but have a
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Figure 28: Fitting data from the C-stripe geometry for recent data provided
March 2018. (A) Plot of c/cmax and (B) Plot of v versus y with
parameters γ = .,Λ =  but for a modified theory in which
the frictional force is also dependent on c.
different form to the data previously provided. Although concentration
is much smaller between peaks, now the velocity retains around %
of its peak value, whereas the previous data was close to zero (see Fig.
27). This is more consistent with a theory in which the frictional force
also has a dependence on c so the plot compares the new experimental
data to this modified theory. However, in order to fit all the parame-
ters, more accurate data needs to be provided for the bend and spiral
geometries also.
The lab also reported that the observed phenomena are intermediate
states, and in the case of the spiral geometry, bacteria crawl in from
the boundary along the nematic director. While the ansatz could still
be valid in the annular region, a more comprehensive theory would be
required to understand the mechanism causing the polarization of the
bacteria to deviate from n̂: in particular, if the concentration of bacteria
is sufficiently high to make the frozen director assumption invalid, then
the molecular field and possibly other terms would need to be included
in the equations of motion for both P̂ and v.
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4.5 C O N C L U S I O N S A N D O U T L O O K
We have developed a minimal model describing the motion of bacte-
ria on a nematic substrate, by adapting the full hydrodynamics of a
two-component system, to include a polar force βρcP and anisotropic
friction to bring in the effect of the external nematic field. The results
from this model are in broad agreement with the experimental data
provided, although we would like to validate the model further. At the
beginning of this chapter, we put the question: how is it possible that
two topologically equivalent nematic configurations, differing only in
their geometry, produce bacterial flows with different topology? We
see that in this topology, there are really two flows of opposite wind-
ing number, which coincide in the bend geometry and are separated in
the spiral geometry.
The model predicts that on a disk, the annular flow of opposite ori-
entation would be found at the boundary. This needs to be verified in
new experiments and in addition we would like more data to confirm
the fitted parameters. One set of experiments we suggested earlier is to
prepare nematic spirals of different twist Φ on the nematic substrate,
which should have the effect of varying the location of the annulus,
as well as investigating the transition away from the azimuthal state
somewhere in the range  < Φ < π/. An interesting extension could
be to run similar experiments with puller swimmers, if possible to con-
firm the results shown in Fig. 25, and what if both pusher and puller
swimmers are combined on the same substrate?
Another obvious question is to understand how the systems arrive in
the states shown in the figures and what is the mechanism for the emer-
gence of order. Is this a flocking phenomenon similar to [13], or are
there other factors at play in addition to the external nematic field? To
answer this we need to study the earlier time dynamics before these or-
ganised flows are attained and how the bacteria’s polarisation evolves
away from alignment with the nematic substrate’s director field.
4.6 A P P E N D I X : S I M P L I F I E D H Y D RO DY N A M I C T H E O RY F O R
S P I R A L G E O M E T RY
As described in the main text, our initial theory assumed that the po-
larization P was fixed by the external nematic patterning n. The moti-
vation for this was to create a minimally complex theory which could
have been appropriate if in all geometries the bacteria were indeed
aligned with n. This is not true in the case of the spiral geometry but
we include our initial theory here in the Appendix to show the starting
point for the theory we have presented and how it has developed.
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Our initial simplified treatment of the spiral geometry (in whichn =
(θ̂− r̂)/
√
) on a disk of radius L, assumes the bacteria’s polarization
coincides with ±n and that there is an isotropic frictional force −Γρv.
ρ here is the density of bacteria in a simplified one-component model.
Computing the active nematic force, we obtain






Note that because of the assumption that the polarization is slaved to
n, the direction and form of the active nematic force is completely
different to the spiral geometry nematic active force we described in
the main text (−αρ/rr̂ in the notation of this section).
Since in the experiment, the direction of motion is in the±θ̂-direction,
we look for a solution v = U(r)θ̂, ρ = ρ(r); again the continuity equa-
tion is automatically satisfied and the momentum equation of motion
in this case is












(θ̂− r̂)− ΓU±θ̂ (150)















which, with the dimensionless notation in the main text (Λ ≡ βL/µ, ε ≡





















The concentration for the aligned and anti-aligned species ρ± is plot-
ted against R in Fig. 29 for large and small values of ε, but note that
the nematic active force does not create an annulus in this simplified
theory, the main reason why we we had to think harder to come up
with the theory we have described in the main text!
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Figure 29: Concentration for spiral geometry in initial simplified theory. Po-
larisation is assumed to be slaved to n and there is no anisotropy
in friction. Two solutions c± corresponding to orientation of bac-
teria in the ±x̂-direction, plotted against Y = πy/L (A) for
Λ = , ε = ; and (B) Λ = , ε = .
Part III
T O P O L O G Y I N A M E C H A N I C A L C H A I N

5
K I N E M AT I C S A N D T O P O L O G Y O F A D R I V E N
M E C H A N I C A L C H A I N
Mechanical structures composed of connected bars are widespread
across many disciplines. Perhaps the most obvious examples are those
in engineering, from building-size frame structures in civil engineering
to linkages in vehicle engines and now at micro-scales for some sen-
sor devices. However they are also important for example in biology,
since biological tissues get their mechanical properties from their struc-
ture. In addition, the chief design aims for meta-materials are to create
Figure 30: Mechanical structures across multiple disciplines. (A) The space
station, a large-scale structure comprised of rods and beams; (B)
Watt’s steam engine, in which the structure of bars is used to con-
vert chemical energy in coal via thermal energy in steam into or-
ganised kinetic energy and fuelled the Industrial Revolution of
the 18th century; (C) Potato cells viewed under an electron micro-
scope. The mechanical structure is imparted by thin walled cells,
the oval objects are starch granules; (D) Carbon nano-tubes, meta-
materials with exceptional strength engineered at the nano-scale,
the mechanical structure is clearly visible in this representation.
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structures with novel mechanical properties, see Fig. 30. In many ap-
plications, including robotics, it is of critical importance to understand
the dynamics of the system so that it can be driven over longer time
scales in a way to achieve the desired effect. For a mechanical system
to perform useful work, over long time scales the system should con-
tinuously move into a different state, rather than return to its starting
position; for a system composed of a lattice of rotors, this property is
described by the winding number of the states realised by individual ro-
tors over time. Also, winding numbers are intrinsically connected with
topology: topological mechanics is a new field in physics in which
mechanical systems can be described using analogies with topological
insulators in quantum electronics.
In this chapter, we first review the connection originally made in one
of the first papers in the field of topological mechanics [66] by Kane
and Lubensky between mechanical lattices and quantum systems, and
then an apparent anomaly investigated by Chen et al. in [67]. Using
new tools derived from previous work, we then describe in some detail
the realiseable states (solitons) for this mechanical chain, and go on
to derive in general terms the shape of the observed solitons across all
phases of the system. In the process, we discover a so far unreported
new state with a topological invariant that we dub the dynamical wind-
ing number. This winding number differentiates the so-called “super
spinner" state from the previously reported flipper and spinner states
[67].
5.1 F RO M E L E C T RO N I C S T O M E C H A N I C S
Mechanical systems are usually modelled as point masses connected
by bonds which may be rigid or elastic. Rigid frames were first stud-
ied by Maxwell [69] who employed counting arguments updated by
Calladine [70], which continue to be applied extensively across many
topics in science and engineering, including soft matter examples such
as glasses [71, 72, 73, 74, 75], rigidity percolation [76, 77, 78, 79, 80],
biopolymers [85, 86, 87, 88, 89] and the jamming of packed spheres
[81, 82, 83, 84]. On the other hand, molecular lattices host electrons
which hop along the lattice subject to the rules of quantum mechan-
ics; Kane and Lubensky [66] considered the similarities between these
two systems. Typically the property of interest in mechanical systems
is whether the system (or constituent part) is floppy or rigid; the spa-
tial dependence of the rigidity of a structure can be used to control
the propagation of sound waves [90, 91, 92, 93, 94, 95, 96, 97, 98, 99,
100, 101, 102, 103, 104, 105] or change shape in parts of the structure
[66, 106, 107, 67, 108, 109, 110, 111, 112, 113]. For electronic sys-
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Figure 31: SSH chain electronic hopping model. The one-dimensional lattice
has a two-site unit cell shown by a dotted line. Filled (empty) cir-
cles are sites on sub-lattice A (B), with different hopping ampli-
tudes v,w. The left and right edge regions are shown in blue and
red shading respectively, see text.
tems, the analogous question is whether the system, lattice or material
is conducting or insulating.
We first recap one of the first and simplest examples of topological
states of matter, the Su-Schrieffer-Heeger (SSH) model describing the
electronic states in polyacetylene ((CH)n) [68], or electrons hopping
on a one-dimensional lattice (as described in [114]). Then following
[66], we describe how the mechanical chain is mapped onto the elec-
tronic problem.
The chain is shown in Fig. 31. There are two sub-lattices A and B
and electrons may hop with amplitude v within the a unit cell and w
to adjacent sites in the neighbouring unit cell (v,w ∈ R). Ignoring
spin, and interactions between electrons, the Hamiltonian describing








(|m + ,A〉 〈m,B|+ h.c.),
(153)
where |m,A〉 represents the state of an electron on site m, sub-lattice
A. Looking for eigenstates of the Hamiltonian








an(k) |m,A〉 + bn(k) |m,B〉
)
,
as a result of the periodicity of the lattice and Bloch’s theorem, in mo-













which has dispersion relation
E(k) = |v +w e−ika| = ±
√
v +w + vw cos ka. (155)
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Figure 32: Dispersion relations for the SSH model. (a) v = ,w = ; (b)
v = ,w = .; (c) v = ,w = ; (d) v = .,w = ; (e)
v = ,w = . (f) to (j) show the corresponding locus traced by the
endpoint of d(k) ≡ v +weika as k traverses the Brillouin zone.
Since electrons occupy only the lower band, when v , w, at small
energy these electrons are unable to jump across the energy gap shown
in Fig. 32(a),(b),(d),(e) into the upper band and cannot be transported
along the chain, so the chain is insulating. Conduction is possible only
when the band gap is closed when v = w (Fig. 32(c)). The complex
number d(k) ≡ v +weika appearing in the Hamiltonian has an invari-
ant for a topological insulator, the winding number of d(k) about the
origin as k takes values in the Brillouin zone; this winding number is
zero for Fig. 32(a),(b) and unity for Fig. 32(d),(e).
So far only the bulk part of the chain has been taken into account, but
now consider also the edges on the left and right. In the fully dimerized
limit, when v = ,w = , electrons can only hop within the unit cell as
shown in the upper chain in Fig. 33 and the bulk is insulating. All the
eigenstates of Ĥ are given by the bulk eigenstates. For v = ,w = ,
hopping is only allowed between adjacent unit cells, so again the bulk
is insulating, but there are odd sites at either end which support sepa-
rate energy eigenstates (see the lower chain in Fig. 33). These states
have zero energy modes (Ĥ |,A〉 = Ĥ |N ,B〉 = ) confined to sub-
lattice A on the left edge and sub-lattice B on the right edge and the
number of zero energy modes1 at each edge is also a topological in-
variant controlled by the topological invariant in the bulk. There is a
bulk-boundary correspondence relating these two topological invari-
ants; the winding number of d(k) about the origin for the Hamiltonian
in the bulk is the same as the number of zero energy modes for sub-
lattice A on the left edge.
How does this model map onto the problem of the mechanical chain?
For the mechanical chain, the dynamics (and modes) of the problem
1 more precisely, the net number of zero modes after deducting the number of states
of self-stress.
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Figure 33: Fully dimerized limit of the SSH model. The upper chain shows
the limit v = ,w = , the lower chain v = ,w = . The lower
chain contains zero energy modes which are localised at the left
and right edges.
are contained in the dynamical matrix D = Q QT where Q is the
equilibrium matrix relating forces Fi at node i to bond tensions Tm
via Fi = QimTm. C = QT is the compatibility matrix relating bond
extensions Em to site displacements Ui via Em = CmiUi = QimUi
[106]; the frequencies of the normal modes are the square root of the
eigenvalues of the dynamical matrix, since the elastic potential energy
is given by V = kE
TE = kU
TQQTU and the kinetic energy by
T =  U̇






and D = H are the same except for possibly more zero modes for
D, and so ignoring for now the zero energy modes, the frequencies of
the normal modes for the mechanical chain problem are the eigenval-
ues of H. In the mechanical chain, changes in bond extensions from
their rest length, δlm are related to small displacements in the angle
made by rotor i to its equilibrium position δθi by δlm = QTmiδθi
with QTmi = qδm,i + qδm,i+. H can then be mapped to the quan-
tum problem and the correspondence between the two problems can
be described as follows:














right/left leaning polarization ←→ winding number of d(k) around origin
floppy edge modes ←→ zero energy edge modes
Thus in the mechanical case, the bulk-boundary correspondence relates
the floppy edge modes to the polarization of the lattice: if rotors of the
90 K I N E M AT I C S A N D T O P O L O G Y O F A D R I V E N M E C H A N I C A L C H A I N
Figure 34: Conductance via a soliton in a simple mechanical “insulating”
chain. These frames of a movie illustrate how a soliton traverses
the chain from right to left, despite the chain being apparently in-
sulating in the bulk, see text. The flipper phase is shown and the
green arrows indicate the motion of the rotors.
mechanical chain lean to the left / (right), there is a corresponding
floppy mode on the left / (right) edge.
Having reviewed the correspondence between the mechanical chain
and the quantum SSH model, we immediately consider an apparent
contradiction, explored in [67]. A rigid mechanical chain, which should
be insulating in the bulk according to the correspondence to the SSH
model, is observed to support a conducting mode as seen in Fig. 34.
Here a soliton is conducted from right to left across the chain. Unlike
the SSH model, the mechanism for conduction in this simple example
is non-linear [67], whereas the SSH model analysis implicitly consid-
ers only linear excitations. Nevertheless, edge states are clearly visible
and right-leaning and left-leaning states can be described topologically.
In the remainder of this chapter our aim is to expand on the work in
[67] and explore further the topological character of this system.
5.2 M E C H A N I C A L S S H C H A I N
We take a similar approach to [67] and [115], defining angles of suc-
cessive links on the chain as shown in figure 35, but unlike [67] and
[115], the angles α, are both measured anti-clockwise from the up-
wards vertical. Taking θ̄ as the equilibrium angle, we have the relation











In the field theory, we consider α ≡ G(α) as a multi-valued function
of α and so the implicit equation defining G is given by
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G(±θ̄) = π ∓ θ̄,G(π ∓ θ̄) = ±θ̄ are solutions of equation (157) for
all real values of a and r. In fact, if G(α) is a function solving eq.
(157), then the function given by G(α) ≡ π −G(π − α) is another
solution.
In Fig. 34 which shows the flipper phase of the mechanical chain,
the first rotor (on the far right) moves from α = −θ̄ to α = +θ̄
(increasing with time), whereas the second rotor moves from α = π +
θ̄ to α = π − θ̄ (decreasing with time). Fig. 36 shows the analogous
part of the movie for the spinner phase of the chain. Now both α and
α are increasing with time; α increases from −θ̄ to π − θ̄ whereas
α increases from −π + θ̄ to +θ̄.
The curves G(α) are plotted against α for both flipper and spinner
phases in Fig. 37; for the spinner phase there are two curves as α tra-
verses through a period of π whereas in the flipper phase there is only
one curve and α is restricted to move through an angle less than π.
In the spinner phase, the orange curve maps α for odd-numbered ro-
tors to G(α) for even-numbered rotors and the blue curve maps angles
for even-numbered rotors to those for odd-numbered rotors. In the flip-
per phase, these two curves coincide. This fact is exploited in [67] and
[115] to define coordinates θ ≡ α, θ ≡ π− α so that a continuous
field θ(x) can be defined for the flipper phase. This is however not pos-
sible for the spinner phase, so instead we define a two-rotor unit cell
with sub-lattices for the odd and even numbered rotors, and consider
how α changes over two applications of G.
Defining F (α) ≡ G◦G(α), Fig. 38 shows the phases of the mechan-
ical chain along with the curvesF (α) against α. These are parametrised
by d ≡ r sin θ̄a . Intuitively the different phases depend on the projection
of the rotor in the equilibrium configuration (when α = π − α = θ̄
Figure 35: A two-rotor system. The masses are the blue dots, the rigid rotors
are the black lines, the pivots are the crosses and the spring is the
dashed red line. Here, a is the lattice spacing, r is the rotor length,
l is the length of the spring and α, the rotor angles with respect
to the vertical.
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Figure 36: Conductance via a soliton in the spinner phase. These frames of a
movie illustrate how a soliton traverses the chain from right to left.
Again green arrows indicate the motion of the rotors.
Figure 37: G(α) plotted against α (a) for the flipper phase (one curve only);
and (b) for the spinner phase (two curves for mapping odd sites to
even sites (orange) and even sites to odd sites (blue)).
in Fig. 35); the transition from the flipper phase to the wobbler phase
occurs at d =  and the transition from the wobbler phase to the spin-
ner phase at d = / sin θ̄. The grey lines in Fig. 38 intersect with
the blue and orange curves of F (α) versus α at the points (±θ̄,±θ̄),
(−π ± θ̄,+π ± θ̄) which represent the states of uniform angular dis-
placement for each sub-lattice.
Going back to Fig. 34 showing the flipper phase, in the bulk, the odd-
numbered rotors move strictly in the range [−θ̄,+θ̄] while the even-
numbered rotors are confined to [π − θ̄, π + θ̄]; in the wobbler phase
the angular displacements vary also outside these ranges and give the
motion its characteristic wobble, which we explain in more detail be-
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Figure 38: Phases of mechanical chain and associated plots of F (α) versus α
for different values of d ≡ r sin θ̄a (a)-(b) flipper phase; (c) wobbler
phase ; (d) transition between wobbler and spinner phases; and (e)-
(f) spinner phase.
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low. There are now two distinct curves for each sub-lattice; although
these represent the full configuration space for a 2-bar linkage, in the
bulk the odd sub-lattice is localised in the region in the bottom right
hand corner of the plots in Fig. 38(b) and (c) whereas the even sub-
lattice is localised in the region in the top left hand corner. The odd
sub-lattice curve connects (−θ̄,−θ̄) and (+θ̄,+θ̄) while the even sub-
lattice curve connects (−π− θ̄, π− θ̄) and (−π + θ̄, π + θ̄).
The spinner on the other hand, shown in Fig. 38(e), has one curve
connecting (−θ̄,−θ̄) and (−π − θ̄, π − θ̄) for the odd sub-lattice and
another curve for the even sub-lattice connecting (+θ̄,+θ̄) and (−π +
θ̄, π + θ̄). In Fig. 38(d), the curves are shown at the transition between
the wobbler and spinner phases. Here the spinner and wobbler curves
touch at α = π/(−π/) and F (α) = −π/(+π/), and so at this
transition point, both wobbler and spinner phases are available to the
chain in its configuration space. We explore this in more detail in Sec-
tion 5.6.
5.3 S P I N N E R P H A S E
Several frames of a movie in the spinner phase are shown in Fig. 39.
Blue and orange dots distinguish the odd and even sub-lattice rotors
and charts of F (α) versus α are also shown, incorporating cobweb
plots (taken from [115]) which allow successive points on each sub-
lattice to be constructed recursively as we now briefly explain. Since
αi+ = F (αi), the point (αi,αi+) lies on the F (α) curve for the rel-
evant sub-lattice; (αi+,αi+) can then be constructed from (αi,αi+)
by moving horizontally across to one of the dotted lines (to the point
(αi+,αi+) mod π and then vertically up or down until the F (α)
curve for the relevant sub-lattice is reached. The dotted lines show the
effect of the construction in Fig. 39.
The movie starts in the uniform state where the angles on the odd
sub-lattice all take the value −θ̄ and those of the even sub-lattice all
take the value π + θ̄; thus the cobweb plot is represented by just one
dot on each sub-lattice in Fig. 39(a). The soliton then propagates from
right to left, starting with the first rotor which moves through π; on the
cobweb plot the first point moves along the blue curve from (−θ̄,−θ̄)
towards (−π − θ̄, π − θ̄). In Fig. 39(b), the soliton is located in the
vicinity of rotors  − ; here there is the largest change in α which
can also be seen on the cobweb plot. Similarly on the even sub-lattice,
the rotors rotate through π and the first dot on the even sub-lattice
moves along the orange curve from (−π + θ̄, π + θ̄) towards +θ̄,+θ̄).
Fig. 39(c) and (d) show more rotors rotating through π until Fig. 39(e)
is reached, the other uniform state where all rotors have rotated through
5.3 S P I N N E R P H A S E 95
Figure 39: Time evolution of spinner phase and associated plots of F (α) ver-
sus α. The odd-lattice is coloured blue and the even sub-lattice is
coloured orange, see text.
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π compared to the starting position. In the second half of the movie,
each rotor completes a full rotation through π in a similar way to the
first half with odd sub-lattice rotors rotating from (−π − θ̄, π − θ̄) to
(−θ̄, π − θ̄) and the even sub-lattice rotors from (−π + θ̄, π + θ̄) to
(+θ̄, π + θ̄) eventually returning to the starting state (Fig. 39(f)-(h))
with each rotor winding through π .
5.4 W O B B L E R P H A S E
The movie of the wobbler phase, shown in Fig. 40, is qualitatively
different, as pointed out in [67]. The rotors on the odd sub-lattice now
move from −θ̄ to θ̄ and the even sub-lattice from π + θ̄ to π− θ̄, in the
opposite sense, but the soliton must traverse the lattice back and forth
twice to return to its original state. In Fig. 40(d) and (e) the far left
rotor is rotated by more than π, and then in Fig. 40(f) the far right rotor
is also rotated by more than π. These extreme points are then unwound,
first the far left (Fig. 40(g)) and then the far right (Fig. 40(h)) to return
to the original position.
The wobble can be seen from the F (α) curves by the fact that α
oscillates above and below θ̄; this also results in the loop shown in the
curves. The flipper also has the same property that the soliton must
traverse the lattice to the left and back twice to return to its starting
position, but does not oscillate in this way, the odd sub-lattice curve
increases monotonically from −θ̄ to θ̄ and the cobweb plot is conse-
quently also monotonically increasing (see Fig. 41). The transition be-
tween flipper and wobbler occurs when the derivative of F (and also
G) diverges at α = θ̄. Differentiating eq. (157) with respect to α,
G ′(α) =
sin(G(α)− α) + ar cosα
sin(G(α)− α) + ar cosG(α)
, (158)
so that G ′ diverges when
sin(G(α)− α) = −a
r
cosG(α). (159)
Since G(θ̄) = π− θ̄, this is when d = r sin θ̄a = .
The transition between wobbler and spinner on the other hand oc-
curs when the derivatives of F and G diverge at α = π/. Then
G(π/) = −π/ and substituting these values into eq. (157) gives
d = / sin θ̄.
5.5 S H A P E O F S O L I T O N S
The system undergoes a significant transition from the spinner phase to
the wobbler phase; a natural question to ask therefore is how the field
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Figure 40: Time evolution of wobbler phase and associated plots of F (α) ver-
sus α. The odd-lattice is coloured blue and the even sub-lattice
orange, see text.
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Figure 41: Time evolution of flipper phase and associated plots of F (α) ver-
sus α. As before, the odd-lattice is in blue and the even sub-lattice
is in orange, see text.
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theory of the mechanical chain responds to changes in d around the
transition. To do that, we look at a perturbative approach for the shape
of the soliton around the transition point. The shape of the soliton was
derived previously in [67] for mechanical SSH chains deep in the flip-
per phase (d  ) and deep in the spinner phase (d  ), but using
different methods. Here we describe a general approach to derive the
shape of the soliton for all values of d, and then look specifically at the
spinner/wobbler transition.
To derive the shape of the soliton in the continuum field theory, we
make the replacements αi → α(x) where is x is position along the
chain and αi+ → α(x + a) ≈ α(x) + aα ′(x). Since also F (α(x))
also represents αi+, the equation satisfied by the shape of the soliton
α(x) is
aα ′(x) = F (α(x))− α(x). (160)
At the extreme points d = , 8 in Fig. 38, in fact F (α) = α so that α =
constant is a solution for any value of α. To see this, for the extreme
flipper d = , ar = 8, eq. (157) becomes
sinG(α)− sinα =  (161)
⇒ G(α) = π− α
⇒ F (α) = α,
whereas for the extreme spinner d = 8, ar = ,
− cos θ̄− cos(G(α)− α) =  (162)
⇒ G±(α) = π± θ̄ + α
⇒ F (α) = α.
In the last two lines G± are the functions mapping from the odd to
even (G+) and even to odd (G−) sub-lattices in the right-leaning con-
figuration (the other way round in the left-leaning configuration); then
F (α) = G− ◦G+(α) on the odd and F (α) = G+ ◦G−(α) on the even
sub-lattice.
Close to these points, to understand how G and F change we con-
sider the form ofG(α) for the parameter (ar + ε) with ε  and expand
G in perturbation theory about ar . The unperturbed G(α) is given by
(157):











Writing G(α) = G(α) + εG(α) + O(ε), we can substitute in eq.
(157), expand to O(ε) and obtain G(α):
− cos θ̄− cos
(







sin(G + εG)− sinα
)
= ,




sin(G(α)− α) + ar cosG(α)
. (164)
Expanding F to O(ε) and using eq. (158) for G ′:
F (α) = [G + εG] ◦ [G(α) + εG(α)] +O(ε) (165)
= F(α) +G
′
 ◦G(α) · εG(α) + εG ◦G(α) +O(ε)
= F − ε
[sin(F −G) + ar cosG][sinG − sinα]
[sin(F −G) + ar cosF][sin(G − α) +
a
r cosG]
−ε [sinF − sinG]
[sin(F −G) + ar cosF]
+O(ε)
Deep in the spinner phase, we expand around ar =  so that
F (α) = F(α)− ε
sin(π± θ̄ + α)− sinα
sin(π± θ̄)
= α− εsin(θ̄± α)
sin θ̄
(166)
where as before ± correspond to odd and even sub-lattices. Since in
this case, the small parameter ε is in fact ar , the equation satisfied by
the soliton is





as obtained in [67] eq.[12], and which has solution








where x = x is the position of the soliton, shown in Fig. 42(a).
Deep in the flipper phase, in a similar way we can expand G(α) for
( ra + ε) in the small parameter ε around
r
a = . Now we obtain
G(α) =
− cos θ̄ + cos α
cosα
.
and then find using (165):
F (α) = α− ε · − cos θ̄ + cos α
cosα
. (169)
Now the small parameter ε is ra and we recover [67] eq.(6):
aα ′ = −r
a
· − cos θ̄ + cos α
cosα
. (170)
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which has solution (see Fig. 42(b)):
sinα = sin θ̄ tanh
(




Thus this approach consistently gives the shape of the soliton deep
in the flipper and spinner phases. What can we say about the shape of
the soliton at the transition between wobbler and spinner? We can use
eq.(165) with G,F defined at d = sin θ̄ . One thing is clear though;
whereas F(α) = α at the extreme points so that α ′ ∝ ε, at transition
this is not the case as can be seen in Fig. 38(d). In this case, to leading









At the transition between wobbler and spinner phases, both phases
are available to the chain; in Fig. 38(d) the wobbler phase is shown, but
the curves are in fact touching and the spinner curve for the odd sub-
lattice shown in blue would comprise of the blue curve in Fig. 38(d)
going from α ≈ −π to π/ along with the orange curve going from
α = −π/ to α ≈ +π and a similar curve for the even sub-lattice. The
Figure 42: Shape of spinner and wobbler solitons (a) deep in the spinner
phase (d  ); (b) deep in the flipper phase (d  ); (c) spinner
at the transition point d = 
sin θ̄
; and (d) wobbler at the transition
point d = 
sin θ̄
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shape of the spinner and wobbler solitons at transition are shown in Fig.
42(c),(d); while the shape of the spinner soliton looks fine, the shape
predicted for the wobbler does not give a single-valued function α(x),
a consequence of the assumption implicit in deriving eq. (160) that
aα ′   for the continuum theory. This is not the case for the wobbler
in the neighbourhood of the localisation of the soliton, although it is
valid away from this region.
The transition is singular and involves disconnecting and stitching
back together the curves F (α). The rotors in the two phases have dif-
ferent winding numbers - the spinner rotates through π whereas the
flipper rotates back to its original position, winding through , an in-
dication of the topological character of the phases of the system. The
singular nature of the transition is further underlined by the emergence
of a new super-spinner phase, which we now discuss.
5.6 S U P E R - S P I N N E R P H A S E
Using the techniques we have developed, we can now describe the new
super-spinner phase which was not reported previously. It is only pos-
sible at transition. Looking at Fig. 43, the detailed motion of the first
rotor is shown in (a)-(d); the curves of F (α) versus α are also different;
two branches of the odd and even sub-lattices are interchanged. From
a starting point of α = −θ̄, each rotor rotates first through π + θ̄
to α = π + θ̄ and then through π − θ̄ to α = π − θ̄, whereas the
spinner rotates first through π to α = π − θ̄ and then through π again
to α = π − θ̄. The wobbler and flipper on the other hand both rotate
through θ̄ to α = +θ̄ initially and then back before repeating the cycle
to return the chain to its starting configuration, rotating through . The
super-spinner is therefore similar to the spinner in the respect that the
soliton propagates to the left and then back to the right once to return
to its starting configuration, except for the fact that each rotor rotates
through π in total compared with π for the spinner. The different
phases are selected when the rotor rotates to an angle of α = π/; the
rotor can bounce back towards α = θ̄ in the case of the wobbler, both
spinner and super-spinner continue with increasing α, although in the
case of the super-spinner the rotor has to rotate more to induce the next
rotor to rotate.
Although all three phases are allowed at d = 
sin θ̄
, for a smooth
kinematic realisation when the soliton is given only an initial impulse
and left to propagate without further injection of energy, only the super-
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Figure 43: Time evolution of super-spinner phase and associated plots of
F (α) versus α. See text.
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spinner is possible. To see this, note that conservation of energy gives:
i=N∑
i=
α̇i = constant . (173)
Since α̇ = α̇F ′(θ), α̇ = α̇[F ◦ F ] ′(α)..., this can be written as
α̇
(




Thus a discontinuity in the derivative of F will lead to a discontinuity
in the α̇i. Since, of all the phases, the super-spinner curve for F (α)
is the only curve with a continuous derivative, this is the only phase
possible at transition for a smooth kinematic realisation.
5.7 DY N A M I C A L W I N D I N G N U M B E R A N D O R D E R PA R A M -
E T E R
Winding number in k−space describes the topological polarization of
the mechanical chain, i.e., whether the rotors lean to the right or to the
left. In the language of band structure, the polarization is topological
in the sense that for linear excitations, the right leaning configuration
cannot be accessed from the left leaning configuration by continuous
deformations of the structure. However we have seen that non-linear
solitonic excitations do precisely this; the non-linear nature of the exci-
tation in some sense circumvents the topological protection. However,
there is a very visible dynamical winding number, which relates topol-
ogy to the kinematics of individual rotors.
We have seen that each rotor moves through , π, π for the flipper/-
wobbler, spinner and super-spinner respectively as the chain moves dy-
namically through a full cycle in time. The dynamical winding number
of these phases is correspondingly ,  and . We can also look at what
happens to the total angle summed over the whole chain,
∑N
i= αi in
each phase as the soliton moves by one unit cell to the left (direction of
increasing x) and then to the right (decreasing x). In this case denoting










 − αN (175)
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(a) (b)
(c) (d)
Figure 44: Evolution of soliton by one unit cell in the wobbler phase: (a) at
t = , soliton travelling left; (b) at t = , soliton travelling left;
(c) at t = , soliton travelling right; (d) at t = , soliton travelling
right.
Considering the situation when the soliton is well inside the bulk, we
see that for the spinner (see Fig. 44),
{odd sublattice←} ∆
∑
αi = π− θ̄ + θ̄ = π
{even sublattice←} ∆
∑
αi = θ̄− (−π + θ̄) = π
{odd sublattice→} ∆
∑
αi = π + θ̄− θ̄ = π
{even sublattice→} ∆
∑
αi = π− θ̄− (π− θ̄) = π.
Integrating over x, ∆x >  in the ← direction while ∆x <  for →,
giving a total winding∫
dx α = π× aN
(a) (b)
(c) (d)
Figure 45: Evolution of soliton by one unit cell in the wobbler phase: (a) at
t = , soliton travelling left; (b) at t = , soliton travelling left;
(c) at t = , soliton travelling right; (d) at t = , soliton travelling
right.
In the case of the wobbler shown in Fig. 45, we find:














dx α = .
Thus in addition to the definition we have taken for dynamical winding
number as the number of complete revolutions for each individual rotor
over a full cycle returning the configuration to its starting position, the
winding number is also equal to /π × the total angle about which
the whole system rotates in a single part of a cycle in which the soliton
advances by one unit cell.
Physical properties are often associated with the winding number
of the phase of an order parameter. For example, in superfluid He,
the winding number of the macroscopic wavefunction represents the
quantization of the superflow and in soft matter, the topological charge
or strength of a defect is determined by the winding of the phase of the
director order parameter [116]. A question we could ask therefore is
whether there is an order parameter for which the dynamical winding
number is associated?
Consider the complex number depicted by the bond between i and
i− , then:
ψi ≡ reiαi − reiαi− − a. (176)
Integrating ψ over x, Ψ ≡
∫
dx ψ(x), we get the relative displace-
ment of the end rotors which starts at zero for all phases. Plots for
Figure 46: Argand diagram for the integrated order parameter Ψ/r for a 3
rotor chain. (a) for the spinner phase; (b) for the super-spinner
phase; and (c) for the wobbler phase.
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Ψ/r for each phase are shown in Fig.46, empirically we note that the
winding number of Ψ around the point−a/r is the dynamical winding
number for each of the phases.
5.8 C O N C L U S I O N S A N D O U T L O O K
We have described the non-linear soliton excitations of the SSH chain
using a two-rotor unit cell and used this technique to discover and
present a new and previously unreported super-spinner phase of the
chain. We have also developed an updated continuum theory to derive
the shape of static solitons for all phases of the chain. We have then
presented a new topological dynamical winding number; unlike the
k−space winding number of topological insulator band theory, which
describes the polarization of the chain and the structure of the system
as a whole, the dynamical winding number describes the time evolu-
tion of the system, and is an invariant for the soliton excitations which
we consider.
In terms of further work, it would be interesting to see how the dy-
namical winding number is connected with the topological polariza-
tion and k−space winding number, and if the proposed order parame-
ter has physical consequences for the edge states. Also a natural ques-
tion is to ask whether there is an analogue of the dynamical winding
number in the electronic quantum system, and if so what states does
it describe and what conditions would need to hold to realise these
states. Going further, it can be useful as well as interesting to consider
the dynamics of more complex unit cells. Can the dynamical winding
number be generalised for such systems and what can be said then
about the corresponding soliton excitations?
Considering these questions could all help deepen our understand-
ing of the dynamics of these mechanical systems and how they can
drive and be driven. With ongoing development in robotics, this area
will continue to be relevant for technological advance.

6
D R I V E N M E C H A N I C A L C H A I N S W I M M I N G I N A
V I S C O U S F L U I D
Bodies move through fluids by swimming, i.e., by changing their shape
through a periodic stroke. Newton’s third law of action and reaction
presents a challenge to all swimmers: the net force which the body ex-
erts on the fluid is zero. This problem is particularly acute in viscous
fluids since there is no possibility to use inertia to “glide" because in-
ertia is not relevant to the motion. Instead, the body’s motion is con-
trolled by the sequence of steps executed in the swimming stroke. A
body moves despite not being able to exert a net force on the fluid by
deforming its shape and taking advantage of the anisotropy of the reac-
tive force. Chapter 5 explored the phases of a simple mechanical chain;
a natural question to ask is whether these chains can swim, and if so,
how well?
Mechanical swimmers can be composed of many moving parts; to
describe their motion requires many-body physics which is heavily de-
pendent on the symmetries of the system. One result from many-body
physics which may be applicable to swimmers is the Altland Zirnbauer
periodic table [117], which classifies quantum topological materials ac-
cording to their dimension and how they behave under the operations
of time-reversal T , charge-conjugation C and parity P . This classifi-
cation is interlinked with symmetry-protected topological invariants
which preserve the order of the system, such as persistent edge cur-
rents in the quantum Hall effect. In the case of our topological chain,
the mechanism responsible for the motion is protected by the topolog-
ical nature of the domain wall separating left- and right-leaning rotors,
in combination with the Maxwell criterion [69].
When a symmetry is broken, interesting new phases or motions can
result. Perhaps the simplest example is an Ising ferromagnet, in which
spins form new phases with “up" or “down" magnetisation at low tem-
perature. Another example is a low-energy Goldstone mode, which is
created when a continuous symmetry of a Lagrangian is broken. By
contrast, when the broken symmetry is coupled to a gauge field, high-
energy modes can result via the Anderson-Higgs mechanism.
An example of the symmetries of a swimmer having mechanical
consequences is the reciprocal motion of Edward Purcell’s Scallop
Theorem discussed in chapter 1. This symmetry prevents a scallop
from swimming. Can ideas from emergent phenomena in many-body
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physics, including topological states, be applied to understand swim-
mers composed of many interacting components? Can the efficiency
of swimming be improved by breaking symmetries and if so, how?
A simpler question to start with is to consider whether any of the
topological chains follow reciprocal motions. The spinner and super-
spinner clearly do not, since every rotor has a non-zero dynamical
winding number. For the flipper and wobbler phases, the bulk does
follow a reciprocal motion as can be seen in Fig. 47: it moves from
a left-leaning to a right-leaning configuration and back, and then re-
verses its motion in the second half of the cycle. According to the Scal-
lop Theorem, the symmetry of the bulk protects it from moving into
Figure 47: Reciprocal motion in the bulk of a -rotor flipper. The bulk of this
-rotor flipper, highlighted in the figure, follows a reciprocal mo-
tion, since the chain’s positions in the first half of the cycle (on
the left) are executed in reverse in the second half of the cycle (on
the right). The correspondence between configurations is shown
by the orange arrows, time reversal T about the configurations at
the top and bottom of the figure is the identity, see text. The edges
do not follow a reciprocal motion.
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a new positional state and contributes no net swimming displacement
over time. The edges do not follow a reciprocal motion though, and
so we can conclude that any net displacement achieveable by the mo-
tion of the edges in a microscale flipper or wobbler mechanical chain
would decrease to zero as the number of rotors of the chain increases.
In this chapter, we will classify the swimming of topological me-
chanical chains according to the number of rotors, and their behaviour
under time-reversal T and parity P . In order to make quantitative state-
ments on this topic, we need to develop the theory of swimming mo-
tion of these mechanical chains. We do this in section 6.1. We then
apply this theory to spinner chains of different lengths, and consider
the power consumption through the swimming stroke. This enables
the swimming efficiency to be measured as a means to make a proper
comparison between different chains. We conclude by looking at flip-
per chains and review how their swimming relates to geometry and
topology.
6.1 T H E O RY O F S W I M M I N G F O R M E C H A N I C A L C H A I N S
We consider a minimal model of a swimmer based on a topological
metamaterial, shown in Fig. 48. This has only one mechanism, which
is topologically protected and has a design space which can be solved
analytically. To simplify the calculations, we assume that the rotors of
length r resist the flow of the surrounding fluid, but the bars joining
adjacent rotors at the end of each rotor and the chain body (lengths `
and a respectively in Fig. 48) do not. In order to understand the swim-
Figure 48: Parameters of a swimming chain. We consider a chain in which the
rotors (solid black lines of length r) resist the flow of the fluid. As
before, the distances shown in green (length a) and red (length l)
are fixed. We assume that these connectors, indicated by dashing,
do not interact with the fluid.
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ming dynamics at low Reynolds number of this system we make use of
Cox’s slender body theory [118] (also applied in [119]), which is an ap-
proximation for the force on and flow field around a slender body. This
states that the element of force dF (s) acting on a segment of length ds
with tangent unit vector t̂ at position s on a slender object is given by
dF (s) = k ds
(
t̂ t̂ · v− v
)
, (177)
where v(s) is the object’s velocity at s. k = πηlog κ , in which η is the
viscosity and κ the object’s slenderness, being the ratio of the object’s
length to its width. Eq. (177) reflects the anisotropy of the body: the
longitudinal force is half the transverse force. Suppose first that the
chain is constrained so that the body (length a in Fig. 48) can only
move in the x-direction, not in the y-direction or rotate. This could be
achieved by, for instance, constraining the body on frictionless rails
oriented in the x-direction.
Setting V (αj) to be the velocity of the chain body, the velocity at a
distance s along rotor 1 is then





where dots denote time derivatives. Substituting eq. (178) into eq. (177)






 α − )− rα̇ cosα
]
. (179)
There are similar expressions for the forces on each rotor j =  to
n, and the sum of all these forces is zero. The differential swimming







(sin αj − )
. (180)
Eq. (180) relates the swimming displacement to the rotor angles αj ;
if for a given sequence of angles (i.e., for a given swimming stroke), the
integral of dX is non-zero, then the chain swims. In line with chapter
5, we set α ≡ α and αj ≡ αj(α) a function of α. It is also straightfor-
ward to extend the above approach to describe the situation where the
chain is constrained only to move in the y-direction with correspond-
ing differential displacement dY , and the relations for the derivatives
of X and Y with respect to α are:



















(cos αj − )
(182)
where α ′j ≡ dαj/dα. These are shown for a spinner chain with three
rotors in Fig. 49. The motion in both the x- and y-directions is greatest
when the first rotor has rotated through π to −π/, since at this point
rotors 2 and 3 are both moving to the left and downwards, and so the
chain moves to the right (−x-direction) and upwards (+y-direction).
This is in contrast to the start of the stroke at α = −π/, where rotors
1 and 2 have opposite components in the x-direction and a modest
upwards movement.
We are interested in the total displacement over a swimming stroke,












dα are shown for a single swimming stroke for a spinner
chain with 3 rotors as a function of α, the angle of the first rotor.
The swimming displacement is the integral as α runs from−π/
to π/.
114 D R I V E N M E C H A N I C A L C H A I N S W I M M I N G I N A V I S C O U S F L U I D
where αupper,lower are the upper and lower values taken by α. For a spin-
ner executing a single swimming stroke, αupper−αlower = π, whereas
for a flipper αupper − αlower < π.
6.2 S P I N N E R S W I M M E R S
Spinners have a non-zero dynamical winding number and so cannot be
subject to a reciprocal motion, so we expect that spinners will swim.
As we now explain, the reality is that spinners swim sometimes, but
not always, due to the presence of additional symmetries. We look at
the symmetries for odd- and and even-n, where n is the number of
rotors, and show how swimming is impossible in the y-direction for
all spinners and only possible for even-n in the x-direction.
Looking at the -spinner in Fig. 50(a), configurations in the swim-
ming stroke a half-cycle apart are related by flipping the configuration
in both x and y; in fact the whole figure is invariant under rotating
through π. Denoting time translation through half a cycle by tπ, and
parity, or inversion, about the midpoint of the chain by Px,y, we see
that
tπ = Px ⊗Py. (184)
Since Px has the effect of inverting x in eq. (180), the second half of
the integral
∫
dX cancels the first half and there is no net displacement
in the x-direction. The same applies to Py and there is no swimming in
the y-direction either. This can also be seen in terms of the rotor angles
αj : configurations one half-cycle apart are related by
αj → π + αn+−j , dαj → dαn+−j . (185)
for which dX → −dX and dY → −dY . So this has the same effect
as the reciprocal motion in the case of the bulk motion of the flipper
in Fig. 47. For the reciprocal motion of Fig. 47, the bulk part (inner
two rotors) of the configurations that are shown opposite one another
in Fig. 47 are the same. If T stands for time reversal with t =  taken
at either the top or bottom configurations, then





dY have contributions from the first half of
the swimming stroke which are exactly cancelled by those from the
second half. In the case of the -spinner shown in Fig. 50(b), like the
reciprocal motion, opposite positions are related by a symmetry and
T = Px ⊗ 1y. (187)
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Figure 50: Symmetries in the spinner swimming stroke. (a) 3-rotor spinner,
in which there is a symmetry relating positions exactly one-half
cycle apart corresponding to time translation tπ; and (b) 4-rotor
spinner, where there is a symmetry relating opposite positions cor-
responding to time reversal T , see text. The blue arrows show the
movement of the rotors.
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This corresponds to a motion that is reciprocal in y, but not in x. In the
integral for the swimming displacement, the second half of the integral
cancels the contribution of the first half in the case of
∫
dY but doubles
up in the case of
∫
dX . In terms of the rotor angles, this corresponds
to the mapping
αj → −αn+−j , dαj → dαn+−j ,
for opposite configurations in the figure. Note that all of the rotors
rotate in the same sense in the spinner phase: in that case, dαj > 
for all j. In the top three configurations of Fig. 50(a), on the left α
increases by ∼ π/ to the top configuration and then α increases by
a similar amount from the top configuration to the next configuration.
This is opposite to the original configuration, or equivalently the result
of applying time reversal to the original configuration.
These arguments apply for general odd/even n, so we can conclude
that n-spinners cannot swim in the y-direction for any n, and addi-
tionally in the x-direction neither when n is odd. The X swimming
displacement for even-n spinners is shown in Fig. 51.
For superspinners, which were discussed in chapter 5, the situa-
tion is reversed: odd-(even-)n superspinners have the same symmetries
as even-(odd-)n spinners. This can be seen in Fig. 52. Superspinners
swim only in the x-direction, but only for odd-n.
Figure 51: Swimming displacementX/r plotted against d ′ ≡ d sin θ̄ =
r sin θ̄
a .
As explained in the text, there is no net swimming displacement
for d ′ >  for odd n. d ′ =  corresponds to the transition to the
superspinner phase for which X/r =  for even n, X/r ,  for
odd n.
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Figure 52: Symmetries in the superspinner swimming stroke. (a) -
superspinner, which has the same symmetry as the -spinner in
Fig. 50(a) ; and (b) -superspinner, which has the same symmetry
as the -spinner in Fig. 50(b). The blue arrows show the motion of
the rotors.
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6.3 S W I M M I N G E F F I C I E N C Y
Although Fig. 51 measures swimming displacement for one swimming
stroke, it does not take into account the work done in executing the
stroke. An improved measure is the swimming efficiency [120], or the
ratio of the useful to total work done. We define swimming efficiency
E as:
E =
power to drag chain through fluid at average swimming speed
total average power consumed
.
(188)
Using our previous notation, the power consumption on an element
ds on rotor j is given by
dPj = −v · dF
= −k ds
(




t̂j t̂j · (V + s ˙̂tj)− (V + s ˙̂tj)
)
.(189)
Note that the frictionless rail which confines the motion to a specific
direction does no work since the force exerted on the chain is perpen-
dicular to the direction of motion. Considering the case in which move-
ment is confined to the x-direction, the power consumption on rotor j
is
P xj = kr
[






Now switching to our notation in chapter 5, and defining gj−(α) ≡ αj
with α ≡ g(α) = α, the total power consumption for an n-rotor





















where pn(α) is defined in the second line. The swimming efficiency
is dependent on the speed which it is driven as a function of α, so we





qn(α) must be chosen to maximise the swimming efficiency. The effi-
ciency depends only on the shape of qn(α); applying a scaling factor
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to qn(α) (i.e. executing the same swimming stroke uniformly faster
or slower) has no effect. This is not immediately obvious but will be-
come clear after determining the optimal form of qn, which we now
derive. Note first that the time period of one swimming stroke τ =∫








g ′j cos gj
n−∑
j=
(sin gj − )
. (193)
The power Puseful to sustain an average swimming speed of Xτ and














where the pre-factor in Puseful comes from the assumption that the
chain is in its equilibrium position when being dragged through the









where we can now see how a scaling of qn has no effect on Ex. The










When the chain is constrained to move instead in the y-direction, the
power consumption by rotor j is given by
P yj = kr
[






120 D R I V E N M E C H A N I C A L C H A I N S W I M M I N G I N A V I S C O U S F L U I D
Figure 53: Swimming efficiency Ex plotted against d ′ ≡ d sin θ̄ =
r sin θ̄
a . As
explained in the text, there is no net swimming displacement for
d ′ >  for odd n. d ′ =  corresponds to the transition to the
superspinner phase for which Ex =  for even n, Ex ,  for odd
n.
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Swimming efficiency for , , -spinners as a function of d ′ ≡ d sin θ̄ =
r sin θ̄
a are shown in Fig. 53; from this we can see that the maximum
efficiency of .% is attained by the -spinner at around d ′ = .. For
larger values of d ′, the efficiency collapses onto a single curve which
also tends to  as n increases.
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6.4 F L I P P E R S W I M M E R S
Having looked at the swimming of spinner chains, we now turn our
attention to flipper chains. As mentioned earlier, looking only at the
motion of the bulk there is no net swimming displacement according
to the Scallop Theorem, but we now incorporate the contribution from
the edges. Following a similar approach to before, the symmetries in
the swimming strokes of ,  and -flipper chains are shown in Fig. 54.
The full -flipper chain has the same symmetry as the -spinner
T = Px ⊗ 1y, (199)
and so the -flipper can swim in the x-direction but not y. For the -
flipper, shown in Fig. 54(c),
T = Px ⊗Py, (200)
or in terms of the rotor angles, opposite positions are related by
αj → π+αn−j , dαj → −dαn−j , dX → dX, dY → dY . (201)
In the -spinner, Px ⊗ Py, corresponded to a time translation tπ and
the halves of the swimming displacement integral cancelled for both
X and Y ; for the -flipper this corresponds to a time reversal T and
now they double up, and so the -flipper can swim in both directions.
Again these are general results for odd-n and even-n flipper chains,
with the exception of the -flipper, which has the same symmetry as
the -flipper and so cannot swim in the y-direction (see Fig. 54(a)).
As noted earlier, for flippers the range of allowed values for α, (αupper−
αlower) < π. The -flipper traverses the two branches of the curve




































where αlower = −.π and αupper = .π.
For n > , α can only take values in a more restricted range, as
shown in Fig. 55(b), since g± ≥ −.π. As the derivatives at the
endpoints of the range become large and give unreliable integration re-
sults, we can use the symmetries discussed earlier to evaluate integrals
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Figure 54: Symmetries in the flipper swimming stroke. (a) -flipper; (b) -
flipper; and (c) -flipper; in each case there is a symmetry relat-
ing opposite positions (time reversal) but this leads to cancellation
only for the -flipper in the y-direction, see text. Again the blue
arrows show the motion of the rotors.
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Figure 55: g±(α) versus α for the flipper phase (a) αlower, upper in the case
n = ; and (b) αlower, upper,α†,α†† in the case n = , see text.
on ranges where there are no divergences. In the case of the -flipper,
this corresponds to integrating over the range [α†,α††] in Fig. 55(b).

















where g is taken as g− ◦ g+ in the definition of dXdα in the first term
and g+ ◦ g+ in the second. This approach can be further extended to
evaluate integrals for the wobbler chain, where the multiple changes
of direction can cause divergences.
The swimming displacement and efficiency for flippers are shown in
Fig. 56. The swimming efficiency is lower than for the spinner chains.
What is notable from Fig. 56 is that the -flipper, which has only edges
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Figure 56: Swimming displacement and efficiency for flipper swimmers. (a)
Swimming displacement X/r; (b) Swimming displacement Y /r;
(c) Swimming efficiency Ex; and (d) Swimming efficiency Ey
all plotted against d ′. Note the positive X displacement for the
-flipper in (a). For the − and −flipper for some values of d ′, Y
displacement is greater than X . Also, efficiency and displacement
can give different views of the chain’s swimming effectiveness,
e.g. - v. -flipper.
and no bulk, moves in the opposite direction to the others, and the -
flipper changes direction as d varies. Also the - and -flippers achieve
better swimming results in the y-direction, orthogonal to the direction
of propagation of the solitons in the chain. The swimming strokes of
all these chains result in oscillatory motions, most of which cancel over
the stroke. In the -flipper swimming stroke shown in Fig. 54(b), the
parts of the cycle shown at the top and bottom of the figure have the
rotors moving to the left, which result in a motion for the chain to the
right, or the (−x)-direction. The part in the middle of the figure on
the other hand result in a motion for the chain in the (+x)-direction.
In this case the former overcomes the latter and the chain has a net
displacement to the right. In contrast, the -flipper shown in Fig. 54(a),
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the parts of the cycle shown at the top and bottom of the figure now
propel the chain in the (−x)-direction and the displacement is reversed.
We have seen that odd- and even-n chains have different swim-
ming characteristics. Fig. 56(b) suggests that for flipper swimmers of
a particular parity (odd/even), then swimming efficiency in both the
x-direction, Ex, and the y-direction, Ey, are decreasing functions of n.
This is also the case for spinner swimmers in Fig. 51.
The wobbler phase has the same symmetries as the flipper phase, but
the more complex nature of the motion makes the task of evaluating
the integrals to compute the swimming displacement and efficiency
Figure 57: Swimming efficiency across all phases for n = ,  rotors as a
function of d ′. Phases are shown at the top of the chart. The dis-
continuity in efficiency occurs at the spinner/wobbler transition
when the superspinner phase is realised, see text.
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significantly more difficult. We have computed swimming efficiencies
for the wobbler phase for both n =  and  and the results for the full
range of values of d ′ are shown in Fig. 57. There is a discontinuity at
the spinner/wobbler transition where the superspinner is realised; as
explained above, the swimming displacement is identically zero for
n = . While it is non-zero for n = , it is very small. Recall that
the -flipper has a positive swimming displacement, in the opposite
direction to the other flipper and spinner chains. In the -wobbler, the
swimming direction reverses at around d ′ = . and then increases
with d ′, attaining a value of .% when d ′ = ., just before the
transition to the spinner phase. The spinner phase achieves the best
efficiency of all chains (.%) at around d ′ = . and then decreases
to zero as d ′ → 8. The -wobbler on the other hand has maximum
efficiency at d ′ = ..
6.5 I N T E R P R E T I N G T H E S Y M M E T R I E S O F T H E C H A I N
As we have seen, the symmetries of the chain in each phase determine
whether the chain can swim in each direction. They are summarised in
table 2. The action of parity P is odd in the swimming displacement
integral and on its own leads to zero net displacement. However if it
is combined with time reversal T , whose action is also odd, then it
results in a net swimming displacement. In table 2, if T and P are
both present then the chain swims, if only one is present then it does
not.
Adding a rotor can break or complete a symmetry depending on the
chain. For example, when applying a half-cycle time translation tπ to
the -spinner, there is reflection symmetry for x. Adding a rotor (to get
a -spinner) then breaks this symmetry. However when another rotor
is added to make a -spinner, the fifth rotor restores the symmetry for
tπ. To see this, note that the symmetry in eq. (156) and (157) implies
that
G−(α) = G(α + π)− π, (204)
and since α = G−(α) = G(α + π)− π. Now tπ: α → α + π and
so tπ: α → G(α)− π = α − π, restoring symmetry.
At the start of this chapter, we used the Scallop Theorem to quickly
conclude that since the only contribution to the swimming displace-
ment comes from the edges, swimming displacement X →  as n →
8. We can also see that the same is true of spinners and superspinners,
except here net swimming displacement comes from only one of the
edges in the case of even-n spinners and odd-n superspinners.
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Table 2: Summary of swimming stroke symmetries




T = 1x ⊗ 1y − − × × Fodd, even (bulk only) 47




− − × × Sodd,SS even 50(a),52(a)
T = Px⊗Py + + X X Feven, n≥ 54(c)
T time reversal about a symmetry point
tπ time translation through a half-cycle
Px,y parity transformation or inversion in x, y about midpoint of
chain
1x,y identity transformation in x, y
F ,S,SS flipper, spinner, superspinner
The swimming displacement in the space of completed swimming
strokes is an additive group. An alternative presentation, ignoring x
and y, is shown in Table 3; it resembles the Altland Zirnbauer classi-
fication of materials, except that instead of considering the effect of
time reversal T and parity P on quantum states in the Hamiltonian,
we instead consider their effect on rotor positions in the swimming dis-
placement integral. Charge conjugation is not relevant, but is replaced







: Number of rotors:
T P W(∗)        
T = P x + +  − 0 Z 0 Z 0 Z 0
x + +  0 Z 0 Z 0 Z 0 Z
y + +  − 0 0 Z 0 Z 0 Z
x + +  Z Z Z Z Z Z Z Z
T = 1 y −  , , (†) − 0 0 0 0 0 0 0
tπ = P x, y  − , (†) 0 0 0 0 0 0 0 0
(∗) W = dynamical winding number
(†) See Table 2 for which chains have this symmetry
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by the dynamical winding number of the phase of the topological chain.
The group shown is the same as in the Altland Zirnbauer classification,
except it now shows the swimming displacement instead of the homo-
topy group under adiabatic transformations of the Hamiltonian.
6.6 A N OT H E R G E O M E T R I C I N T E R P R E TAT I O N
Refs. [121] and [119] provide another geometrical insight, which also
makes connection with the field of topological insulators reviewed at








 αj − )
(205)
can also be considered as a line integral in the configuration space of












where S is any surface bounded by the curve traced by the swimming
stroke in configuration space. In the language of topological insulators




tensor [121]. The integral of the Berry curvature over S in eq. (206)
is the Berry phase, equal to the Chern number which is integer-valued
when taken over the whole space, and so a topological invariant. Obvi-
ously, swimming displacement is not quantized; here the surface does
not constitute the full space and so the integral of the Berry curvature
is not an integer. As mentioned earlier, the -flipper traverses the curve
shown in Fig. 55(a) and so encloses an area which enables it to swim,
in contrast to a reciprocal motion which would enclose zero area.
My original objective in this thesis was to investigate how both ge-
ometry and topology affect different soft matter systems. In the case
of the swimming of these simple mechanical chains, we see that both
fields contribute to the description of this problem, but neither provides
a complete picture. The topological dynamical winding number gives
a first clue of which chains may swim, but how well a particular chain
swims depends on its geometry and the associated symmetries of the
configurations under time translation and time reversal.
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We have constructed the theory of swimming of the SSH mechanical
chains of chapter 5 using Cox’s slender body theory [118], consider-
ing both displacement and power consumption through the swimming
stroke. The conclusion is that the best swimmers are necessarily of
a low number of rotors, n = ,  with the -spinner having the best
performance.
As we have discussed, the swimming characteristics of the mechani-
cal chains are driven by the symmetries of the swimming strokes. Sim-
ilar to Altland Zirnbauer for topological materials, we have classified
them according to their behaviour under time reversal and parity. This
classification also relies on the dynamical winding number along with
whether the number of rotors n is odd or even, and is summarised in
tables 2 and 3. This suggests a stronger link to the theory of quantum
topological materials, which will be the subject of future work, in con-
junction with the ideas from [121] in Sec. 6.6.
Another key question for further work is to look at how these chains
can be modified to improve the swimming efficiency. An obvious ex-
ample, described in [67] is the helical realisation of the spinner phase
which has a much improved swimming efficiency, similar to the flag-
ella of E. coli [122, 123] which realise an efficiency of %. How could
this be extended for other phases of the chain? Another possibility
could be to control the length of the rods rj as a function of αj . In
any case, any furthering of our understanding in this area could have
microfluidic applications in the manufacture of artificial swimmers at
the microscale, so it can be of direct interest to develop this technology.
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S U M M A RY
Active and other driven systems are the subject of intense research in
soft matter physics. Not only are they interesting to study from the
perspective of fundamental research, due to the collective motion of
their constituent parts, but they can have useful applications, in mi-
crofluidics as well as technologies harnessing the power of bacteria at
the micro-scale. The central theme of this thesis is how geometry and
topology affect the collective motion of the emergent active systems,
i.e., the flocks of birds, swarms of bacteria or composite mechanical
devices.
In chapters 2 and 3, we have shown how geometry can eliminate
the threshold for active flow reported for many active nematic materi-
als. We have shown that if the nematic director field fulfils a geometric
condition in its ground state, then there will be active flow, no matter
how small the value of activity. This can be useful to synthesise organ-
ised active flows which require a low level of activity. We have also
provided criteria for the nematic director field on the boundary to guar-
antee active flow in the bulk in the case of 3D systems, and shown how
Gaussian curvature leads to a non-vanishing active force in the case
of a nematic material confined to a 2D surface. This can be helpful in
designing active nematic systems to achieve a specific desired flow.
In chapter 4, we constructed a minimal model to explain the results
of experiments on living liquid crystals, in which the motion of bac-
teria on a substrate has been controlled using nematic patterning of
different geometries and topologies. We put the question: how is it
possible that two patterns differing only in geometry but not topology
produce bacterial flows of different topology? The minimal hydrody-
namic theory we have developed answers this question by predicting
flows of opposite winding number which are separated depending on
the geometry applied.
We then moved on to consider how topological objects can swim.
We introduced the topological mechanical chain in chapter 5, which
has been mapped on to the electronic Su-Schrieffer-Heeger model for
polyacetylene, a prototypical example of a quantum topological insula-
tor. The mechanical chain has a topological character describing its po-
larization, but possibly of more interest are the different phases of the
chain (flippers and spinners), which can be characterised by another
topological number which we have proposed and dubbed dynamical
winding number. In the process we have uncovered a new phase of the
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mechanical chain, the superspinner, which has a different dynamical
winding number and occurs at the transition point between the flipper
and spinner phases.
We analyse the swimming of the different phases of the chain in
chapter 6 and find that the swimming displacement depends critically
on the symmetries implicit in the swimming stroke, which in turn de-
pends on the number of elements of the chain. The swimming result
resembles the Altland Zirnbauer periodic table and suggests further
work to investigate a deeper connection with the theory of quantum
topological materials.
In conclusion, we find that both geometry and topology are needed
to explain the emergent physics of the collective motion of active and
driven systems; neither alone is sufficient. This provides the possibility
for rich and varied phenomena which can be achieved by tuning the
shape of the domain.
S A M E N VAT T I N G
Actieve en andere aangedreven systemen zijn het onderwerp van inten-
sief onderzoek in de fysica van zachte materie. Ze zijn niet alleen in-
teressant vanuit fundamenteel oogpunt, vanwege de collectieve beweg-
ing van hun samenstellende delen, maar zij kunnen ook toepassingen
hebben, zowel in de microfluidica als in technologieën die de kracht
van bacteriën op microschaal benutten. Het centrale thema van dit
proefschrift is hoe geometrie en topologie van invloed zijn op de collec-
tieve beweging van actieve systemen, zoals zwermen vogels, zwermen
bacteriën of samengestelde mechanische apparaten.
In de hoofdstukken 2 en 3 laten wij zien hoe geometrie de drempel
voor actieve stroming, die zijn gerapporteerd voor tal van actieve ne-
matische materialen, kan elimineren. Wij hebben aangetoond dat als
het veld van de nematische director in zijn grondtoestand aan een ge-
ometrische voorwaarde voldoet, er een actieve stroom zal zijn, ongeacht
hoe klein de waarde van de activiteit is. Dit kan handig zijn om geor-
ganiseerde actieve stromen op te wekken, die een lage activiteit vereisen.
Wij hebben ook criteria voor het veld van de nematische richting aan
de rand van het systeem gegeven die actieve flow in de bulk garanderen
in het geval van 3D-systemen, en laten zien hoe de Gaussische krom-
ming leidt tot een niet-verdwijnende actieve kracht in het geval van een
nematisch materiaal op een 2D oppervlakte. Dit kan handig zijn bij het
ontwerpen van actieve nematische systemen om een specifieke stroom
te realiseren.
In hoofdstuk 4 construeren wij een minimaal model om de resul-
taten van experimenten op levende vloeibare kristallen te verklaren,
waarin de beweging van bacteriën op een substraat is gecontroleerd
met behulp van nematische patronen van verschillende geometrieën en
topologieën. Wij stelden onszelf de vraag: hoe is het mogelijk dat twee
patronen die alleen in geometrie verschillen, maar niet in topologie,
bacteriestromen van verschillende topologie produceren? De minimale
hydrodynamische theorie die wij hebben ontwikkeld beantwoordt deze
vraag door stromen van tegengesteld windingsgetal te voorspellen die
van elkaar gescheiden zijn, afhankelijk van de toegepaste geometrie.
Vervolgens gingen wij na hoe topologische objecten kunnen zwem-
men. Hiervoor introduceren wij in hoofdstuk 5 de topologische mech-
anische ketting. In eerder werk is een dergelijke ketting afgebeeld op
het elektronische Su-Schrieffer-Heeger model voor polyacetyleen, een
prototypisch voorbeeld van een kwantum topologische isolator. De
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mechanische ketting heeft een topologisch karakter dat de polarisatie
beschrijft. Mogelijk van meer interesse zijn de verschillende fasen van
de keten (flippers en spinners), die kunnen worden gekarakteriseerd
door een ander topologisch getal dat we hebben voorgesteld, het dy-
namisch windingsnummer. Wij hebben ook een nieuwe fase van de
mechanische keten blootgelegd, de superspinner, die een ander dy-
namisch windingsgetal heeft en optreedt op het overgangspunt tussen
de flipper en de spinner fase.
Wij analyseren het zwemmen van de keten in de verschillende fasen
in hoofdstuk 6 en stellen vast dat de zwembewegingen kritisch afhanke-
lijk zijn van de symmetrieën, die impliciet zijn in de zwemslag, die op
zijn beurt afhangt van het aantal elementen van de ketting. Het zwem-
resultaat lijkt op het periodiek systeem van Altland Zirnbauer en sug-
gereert verder onderzoek naar een diepere verbinding met de theorie
van kwantumtopologische materialen.
Concluderend, stellen wij vast dat zowel geometrie als topologie
nodig zijn om de emergente fysica van de collectieve beweging van ac-
tieve en aangedreven systemen te verklaren; geen van beide afzonder-
lijk is voldoende. Dit biedt de mogelijkheid voor rijke en gevarieerde
verschijnselen die kunnen worden bereikt door de vorm van het domein
aan te passen.
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