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Abstract
In Erdmann and Henke (Math. Proc. Cambridge Philos. Soc., to appear) we determine pre-
cisely the degrees r for which the Schur algebra S(2; r) is its own Ringel dual. Here we study
some applications: We classify uniserial Weyl modules and tilting modules. Based on Doty
(J. Algebra 95 (1985) 373), we describe the submodule lattice of Specht modules labelled
by two-part partitions and we classify uniserial Specht modules and Young modules labelled by
two-part partitions. Moreover, we determine extensions for simple modules for the Ringel duals
of arbitrary S(2; r). As a consequence we obtain corresponding results on symmetric groups.
c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 20G05; 20C30; 20C20; 16G99; 16D80
0. Introduction
Schur algebras are an important class of quasi-hereditary algebras; the module cate-
gory of the Schur algebra S(n; r) over an in@nite @eld is equivalent to the category of
r-homogeneous polynomial representations of GLn(K); and its Ringel dual is closely
related to the group algebra of the symmetric group Sr . In [10] we determined the
degrees r for which the Schur algebra S(2; r) is its own Ringel dual. Here we study
some consequences, in particular we apply these results to the representation theory of
symmetric groups.
Let E be a two-dimensional vector space over K , then the r-fold tensor product E⊗r
is a permutation module for the symmetric group Sr , and the Schur algebra S(2; r)
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can be de@ned as the endomorphism ring,
S(2; r)=EndSr (E
⊗r):
Let Ir ⊂ KSr be the kernel of the action of KSr on the tensor space E⊗r , then
EndS(2; r)(E⊗r) ∼= KSr=Ir = : KSr , and moreover, this is also a Ringel dual S(2; r)′
for S(2; r), except for a small modi@cation if p=2 and r is even, see Section 1:2.
We proved in [10] that S(2; r)′ is Morita equivalent to S(2; r) if and only if r6p2,
or r is of the form (apk − 2) or (apk − 2) ± 1 where 26 a6p and k¿ 1. We
call such a degree r a self-dual degree. So if r is a self-dual degree then the factor
algebra KSr is Morita equivalent to the Schur algebra S(2; r) (with the modi@cation
if p=2 and r is even). If d is arbitrary then there is some self-dual degree r¿d
with r ≡ dmod 2. Then S(2; d)′, and hence KSd, is Morita equivalent to an algebra
eS(2; r)e where e is a good idempotent (see Section 1:1).
One consequence is the following. The Weyl modules of GLd(K) corresponding to
partitions with at most two columns can be identi@ed with the standard modules for
the Ringel dual of S(d; d), by Donkin [5]. These are the same as the standard modules
for S(2; d)′; so they are identi@able with modules e() where e is as above and  is
a partition of r with at most two parts. By Doty [7] one can describe the submodule
lattice of such modules. The Weyl modules corresponding to partitions with at most
two columns were determined by Adamovich (in Russian [1]), in [16] the results are
summarized.
We are interested in the submodule structure of Specht modules and Young modules
of symmetric groups. For Schur algebras S(2; r), we classify precisely which (standard)
Weyl modules and which tilting modules are uniserial, for arbitrary degree r. This gives
the classi@cation of uniserial Specht modules and Young modules labelled by two-part
partitions. Moreover using [7], we obtain a description of the submodule lattice of
Specht modules labelled by two-part partitions.
We determine the quiver of a good subalgebra eSe of a general Schur algebra
S:=S(2; r). That is, we determine Ext1eSe(eL(); eL()) for arbitrary ; ∈+(2; r)
where e is a good idempotent of S (see Section 1:1). As a consequence we obtain
Ext1KSd(D
; D) for arbitrary two-part partitions ;  of d. If p¿ 5 this is the same as
Ext1KSr (D
; D), which was determined in [16] (see however the correction). For p=2,
parts of the quiver for two-part partitions were determined in [18]. Our result gives a
re@nement, namely it classi@es the extensions on which the ideal Ir acts trivially.
For notation and background we refer to [10,11,14,17,19].
1. Preliminaries
1.1. Let A be a @nite-dimensional algebra, with simple modules L(); ∈, which is
quasi-hereditary with respect to the partial order (;6). We call an idempotent e of
A a good idempotent if = {∈: eL() =0} is a coideal in . If so then the factor
algebra KA:=A=AeA is quasi-hereditary, with respect to  \  and the same ordering,
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and where the standard modules and the tilting modules of KA are the same as those
for A, labelled by  \ . We call such KA a good quotient of A.
Moreover, the algebra eAe is also quasi-hereditary, with respect to , with the same
ordering, and with standard modules e() and tilting modules eT (), for ∈. We
call such an algebra a good subalgebra of A. The proof of the following may be found
in [13].
Lemma 1.1. (a) B is a good subalgebra of A if and only if the Ringel dual of B is
Morita equivalent to a good quotient of A′.
(b) A=I is a good quotient of A if and only if the Ringel dual of A=I is Morita
equivalent to a good subalgebra of A′.
Now let S = S(2; r), then the simple modules are labelled by the set  of two-part
partitions of r, and the ordering is the dominance order. As explained in [10], instead
of =(1; 2) we use m= 1 − 2 as a label, if the degree is clear from the context,
or is not important. Then = {m∈N0 | 06m6 r and m ≡ rmod 2}, with the natural
linear order. Hence an idempotent e of S is good precisely if there is some  such that
eL(m) =0 if and only if m¿ .
1.2. It is known that whenever d¡r and d ≡ rmod 2 then S(2; d) is a good quotient
of S(2; r) (see [8], or modify the results in [6]). It follows that then S(2; d)′ is a
good subalgebra of S(2; r)′. Consequently, we have that KSd is a good subalgebra of
KSr . If in addition r is a self-dual degree then KSr is Morita equivalent to S(2; r).
The only exception occurs when p=2 and r is even, then KSr is Morita equivalent
to fS(2; r)′f where f is an idempotent with fLS′(m)= 0 if and only if m=0. In
Section 5:1 we describe how the labellings of the simple modules are related under
this equivalence.
Remark. Suppose that d¡r and d ≡ rmod 2. In [12,13] it is proved that there are
many such pairs such that S(2; d) is a good subalgebra of S(2; r). These included
as special cases self-dual degrees d and r. As we have just seen, S(2; d)′ is a good
subalgebra of S(2; r)′, and hence if both d and r are self-dual then the result of [13]
in this case follows, see Section 1:2.
1.3. We will study submodule lattices of modules which are twisted tensor products
and we will make use of the following, probably well known result. Let G be any
group which satis@es the hypotheses in [15], part II and let L(i) be any simple module
which remains simple as a module for the Frobenius kernel G1 and which has trivial
endomorphism ring. Let X be a G-module.
Lemma 1.2. Let 06 i6p− 1. The functor (−)F ⊗ L(i) induces an isomorphism of
submodule lattices of X and X F ⊗ L(i).
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Proof. Let L=L(i). The map V → VF ⊗ L induces a lattice homomorphism between
the submodule lattices of X and of X F⊗L. Let M ⊂ X F⊗L be a G-submodule, then by
Jantzen [15] I, 6.15(2), we have socG1 (M)L=HomG1 (L;M)⊗L as G-modules (identify-
ing HomG1 (L;M) with a submodule of X
F). But socG1 (M)L=M and W :=HomG1 (L;M)
is a G-module which is trivial as a G1-module. So, by Jantzen [15] II.3.16, we have
W =VF for some G-module V , and hence M =VF ⊗ L. If M =VF1 ⊗ L=VF2 ⊗ L then
by the above VF1 =HomG1 (L;M)=V
F
2 ⊆ X F and then V1 =V2.
1.4. We will frequently use the following facts about Weyl modules, see [15,20]. The
Weyl modules (m) are multiplicity-free. We have (m)F⊗(p−1) ∼= (mp+p−1).
Let 06 i; j with i + j=p− 2, then there is an exact sequence
0→ (m− 1)F ⊗ L(j)→ (mp+ i)→ (m)F ⊗ L(i)→ 0:
1.5. Recall the following properties of the tilting modules (see [5,10,20]). For m6p−1
one has T (m)=(m)=∇(m). We have T (wp + p − 1) ∼= T (w)F ⊗ T (p − 1). If
m= kp+ j for 06 j6p−2 and k¿ 1 then T (m) ∼= T (p+ j)⊗T (k−1)F . Moreover,
for any s¿ 0 there is an exact sequence
0→ (p(s+ 1) + j)→ T (p+ j)⊗ (s)F → (ps+ i)→ 0:
2. Uniserial Weyl modules and tilting modules for S(2; r)
In this section we will classify all uniserial Weyl modules and tilting modules cor-
responding to two-part partitions. Since parts of the proof are done by using induction,
we @rst list the Weyl modules (and their structure) with highest weight r ¡p2. We
then list simple and uniserial Weyl modules. In a third step we prove that no other
Weyl modules are uniserial. A tilting module is @ltered by Weyl modules. Hence it
can only be uniserial if all Weyl modules in its @ltration are uniserial. In the fourth
step we classify the uniserial tilting modules.
The submodule structure of the Weyl modules for type A1 is described in [2] (without
proof) and it can also be obtained from [7], so one might alternatively deduce the
classi@cation of uniserial Weyl modules from these references.
A uniserial module U has a unique composition series. We therefore introduce
the following notation: If U has the composition series U =U0¿U1¿ · · ·¿Un−1¿
Un=0 such that Ui−1=Ui ∼= Li, where Li is simple and where 16 i6 n, then we write
U = [L1; : : : ; Ln]. Recall that Ext1S(2; r)(L(t); L(s)) ∼= Ext1S(2; r)(L(s); L(t)); and for s¡ t,
this is non-zero if and only if L(s) is a composition factor in the head of rad((t)).
We denote the head or top of a module M by hd(M). We will use frequently the
following fact, or its dual: A module U is uniserial if and only if it has a simple socle
and the socle quotient is uniserial.
Example 2.1. It is well known that (a)=L(a) for 6 a6p−1. If r= ap+p−1 with
16 a6p− 1 then (r)=(a)F ⊗ L(p− 1)=L(r). If r= ap+ j with 06 j6p− 2
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then (r)= [L(r); L(r − 2 − 2j)], using Section 1:4 and the fact that Weyl modules
corresponding to two-part partitions have a simple socle.
2.2. We now list the simple and uniserial Weyl modules. The following lemma is
well known and follows by applying Section 1:4, by induction and Steinberg’s tensor
product theorem.
Lemma 2.1. The module (r) is simple if and only if r= apt − 1; where a; t are
non-negative integers with 16 a6p− 1.
We consider in the following Weyl modules corresponding to r= apt − 1 + b and
r= apt − 1− b where a; b; t are non-negative integers with 16 a; b6p− 1. Because
of the examples listed in Example 2.1 we can assume that t¿ 2.
Proposition 2.1. Let a; b; t be non-negative integers with 16 a; b6p− 1. Then the
module (r) with r= apt − 1 + b is uniserial. For t¿ 2 it has length t + 1 and its
structure is given by
(r)= [L(r); L(r − 2pt−1); : : : ; L(r − 2pi); : : : ; L(r − 2p); L(r − 2b)];
where t − 1¿ i¿ 1. Let r= apt − 1 − b and let a − 1 − b¿ 0 if t=0. Then the
module (r) is uniserial. For t¿ 2 it has length t or t +1 and if a=1 the structure
is given by
(r)= [L(r); L(r − 2p+ 2b); : : : ; L(r − 2pi + 2b); : : : ; L(r − 2pt−1 + 2b)];
where 16 i6 t− 1; if a¿ 1 then the structure of (r) is given by the same compo-
sition series; but extended by L(r − 2pt + 2b); as the socle.
Proof. If t=0 or 1 for the values r given above, then the modules (r) are uniserial
(with the structure given in the above examples).
We will give the proof in the second case; the @rst one is similar. We consider
r= apt−1−b for t¿ 2; by 1.4 we have that (r) is @ltered by (apt−1−1)F⊗L(p−
b− 1) and (apt−1− 2)F ⊗ L(b− 1). By Lemma 2.1, the Weyl module (apt−1− 1)
is simple and hence (apt−1 − 1)F ⊗ L(p − b − 1) ∼= L(r) is the head of (r).
By the inductive hypothesis, the module (apt−1 − 2) is uniserial and hence so is
(apt−1 − 2)⊗ L(b− 1) (see Section 1:3). It follows that (r) is uniserial.
The module (apt − 2) is an extension of (apt−1 − 2)F with L(apt − 2). We use
induction on t. The Weyl module (apt − 2) is given by
(apt − 2)=
{
[L(apt − 2); : : : ; L(apt − 2pi); : : : ; L(apt − 2pt−1)] if a=1;
[L(apt − 2); : : : ; L(apt − 2pi); : : : ; L(apt − 2pt)] if a¿ 1;
where 06 i6 t− 1 if a=1 and where 06 i6 t otherwise. More general, the module
(r) for r= apt − 1− b is given by
(r)=
{
[L(r); L(r − 2p+ 2b); : : : ; L(r − 2pi + 2b); : : : ; L(r − 2pt−1 + 2b)];
[L(r); L(r − 2p+ 2b); : : : ; L(r − 2pi + 2b); : : : ; L(r − 2pt + 2b)]
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in the @rst case with 16 i6 t − 1 and a=1, and in the second case with 16 i6 t
and a¿ 1.
We obtain more uniserial Weyl modules by twisting the above ones and tensoring
with the Steinberg module (see Section 1:3). We list those in the following corollary.
Corollary 2.1. Let a; b; t; k be non-negative integers with 16 a; b6p−1; let r′= apt
−1+b or let r′= apt−1−b with a−1−b¿ 0 if t=0. Then (r) with r= r′pk+pk−1
is uniserial. Furthermore, if the structure of (r′) is given by (r′)= [L(t1); : : : ; L(ts)]
then (r)= [L(t1pk + pk − 1); : : : ; L(tspk + pk − 1)]:
2.3. In the following, we prove that no other Weyl modules than the ones listed so
far are uniserial. To do so, we will reduce the problem to certain natural numbers r,
for which we show in the next lemma that their corresponding Weyl module cannot
be uniserial.
Lemma 2.2. Let a; b; i; t be integers with 16 a6p − 1; with 26 b6p − 1; with
06 i6p−2 and t¿ 2. Then the Weyl module (r) with r= apt+1 +(b−1)p+ i is
not uniserial. Similarly; let a; i; t be as above and let 16 b6p− 2. Then (r) with
r= apt+1 − (b+ 1)p+ i is not uniserial.
Proof. We prove the second statement (the proof of the @rst part is easier and is
similar). Let r= apt+1−(b+1)p+ i and assume that (r) is uniserial. By Section 1:4,
(r) is @ltered by M1:=L(i)⊗(apt−1−b)F and M2:=L(p−2− i)⊗(apt−b−2)F ,
where M2 is a submodule. Since (r) is uniserial, both modules in the @ltration are
uniserial such that
soc(M1)=
{
L((p− 2)pt + (b− 1)p+ i) if a=1;
L((a− 2)pt+1 + (b− 1)p+ i) if a¿ 1;
extends hd(M2)=L(apt+1− (b+1)p− (i+2)). Hence soc(M1) occurs in the head of
rad((apt+1−(b+1)p−(i+2))). By Section 1:4, the module N :=(apt+1−(b+1)p−
(i+2)) is @ltered by N1:=L(p−2−i)⊗(apt−b−2)F and N2:=L(i)⊗(apt−b−3)F ,
where N2 is isomorphic to a submodule. By Proposition 2.1 and Corollary 2.1, both
N1 and N2 are uniserial (N2 is uniserial for b=p− 2 by Corollary 2.1) and hence the
head of rad(N ) contains at most hd(N2)=L(apt+1 − (b+ 3)p+ i) and
hd(rad(N1))=L(apt+1 + (b− 1)p− 2p2 − 2− i):
Hence soc(M1) does not occur in the head of rad(N ), which contradicts the assumption.
Proposition 2.2. The Weyl module (r) is uniserial if and only if r= apt − 1 or
r=(apt − 1+ b)pk +pk − 1 or r=(apt − 1− b)pk +pk − 1 where 16 a; b6p− 1;
and where a; b; t; k are non-negative integers.
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Proof. One implication of the claim has been shown in Proposition 2.1 combined with
Corollary 2.1. We now prove the other implication. With the examples given at the
beginning of this section we can assume, without loss of generality, that t¿ 2. Let
r be a natural number which is not of the above form and assume (r) is uniserial.
Using induction on r we @nd a contradiction. As induction hypothesis we assume that
for all r˜ ¡ r the claim has been established. Then there exists non-negative integers
i; n such that r= np+ i where 06 i6p− 1.
If i6p − 2 then, by Section 1:4, the module (r) is @ltered by L(i) ⊗ (n)F and
L(p − 2 − i) ⊗ (n − 1)F . Hence (n) and (n − 1) both are uniserial, which by
the inductive hypothesis happens if and only if n and n − 1 both are equal to either
apt − 1; (apt − 1− b)pk +pk − 1 or (apt − 1+ b)pk +pk − 1 with 16 a; b6p− 1
and t; k ≥ 0. Since both n and n − 1 have this special form, we obtain k =0. Hence
r= np+ i is equal to either apt+1−(p− i), apt+1−(b+1)p+ i or apt+1+(b−1)p+ i.
In the @rst case this contradicts the assumption about the form of r, in the other two
cases we either get a contradiction to the form of r (for b=1 and p−1, respectively)
or, applying Lemma 2.2, we get a contradiction to the assumption that (r) is uniserial.
If i=p− 1 then one easily gets a similar contradiction.
2.4. We are now ready to determine uniserial tilting modules. Let r be a natural
number. Note that the tilting module T (r) is simple if and only if r= apt − 1, where
a; t are non-negative integers with 16 a6p− 1. There exist unique natural numbers
k and r′ such that r=pk − 1 + pkr′ where r′ ≡ −1modp, and r′¿ 0.
Proposition 2.3. The tilting module T (r) is uniserial if and only if either r′6p− 2;
or r′=pt + b− 1 where t¿ 1 and 16 b6p− 1. If T (r) is uniserial and not simple;
then its -quotients are (r) and (pk(pt − 1− b) + pk − 1).
Proof. Write r=pk − 1 + pkr′ where r′ ≡ −1modp, then T (r) is uniserial if and
only if T (r′) is uniserial (see Section 1:3). They are simple iO r′6p− 2.
If so then all -quotients occurring in the -@ltration of T (r′) are uniserial, in
particular so is (r′). Consider @rst the case when r′= ap + j where 16 a6p − 1
and 06 j6p−2. Then T (r′) has -quotients with highest weights (a−1)p+i; ap+j
where i + j=p − 2 (see Section 1:5). If a¿ 2 then this has length four and simple
socle and head, and the middle is a direct sum. For a=1, it has length three and is
uniserial.
Now consider r′¿p2. Then by Proposition 2.2, r′= apt − 1+ b or r′= apt − 1− b
where 16 a; b6p − 1. Consider the @rst possibility for r′. Let j= b − 1 and i +
j=p−2. By Section 1:5, we have T (r′)=T (p+j)⊗T (apt−1−1)F and T (r′) contains
(r′) with quotient (apt−2−j): Both these Weyl modules are uniserial; hence T (r′)
is uniserial if and only if there is a non-split subquotient of the socle of (apt−2− j)
with L(r′). But T (r′) is self-dual, hence this is true if and only if the head of rad(r′)
is isomorphic to the socle of (apt − 2− j). By Proposition 2.1 this holds if and only
if a=1.
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Let r′= apt − 2 − j. By Section 1:5, we have T (r′)=T (p + i) ⊗ T (apt−1 − 2)F ,
and this has a -quotient (apt − 2p + j). By Proposition 2.2, the Weyl module
(apt − 2p+ j) is not uniserial and therefore T (r′) is not uniserial either.
3. The quiver of a good subalgebra of S(2; r)
3.1. The quiver of an algebra has vertices labelled by the simple modules, and the
number of arrows from a simple module L to a simple module L′ is equal to the
dimension of Ext1S(2; r)(L; L
′). Extensions for simple SL(2; K)-modules have been deter-
mined by various authors (see for example [3]) and they describe the quivers for the
Schur algebras S(2; r). For convenience, we will start in this section with providing
a proof for the quiver of S(2; r). This will be relevant to understand the quiver for a
good subalgebra eS(2; r)e.
Theorem 3.1. Let t ¡ s. Then Ext1S(2; r)(L(s); L(t))=K if s= v+p
n(pm+i) and t= v+
pn(p(m−1)+ j) where v¡pn; m ≡ 0modp and 06 i; j with i+ j=p−2; for some
n¿ 0; otherwise ExtS(2; r)(L(s); L(t))= 0.
Alternatively, suppose s=
∑
k¿0 skp
k is the p-adic expansion of s and let s¿ t.
Then Ext1S(2; r)(L(s); L(t))=K if and only if s − t=(2sn + 2)pn where sn6p − 2,
provided sn+1 =0. Otherwise Ext1S(2; r)(L(s); L(t))= 0. This follows directly from the
recursive description:
Proposition 3.1. Let s= s0+ps′ and t= t0+pt′ where 06 s0; t06p−1 and s′; t′¿ 0.
For p¿ 2 and s¿ t we have
Ext1S(2; r)(L(s); L(t))=


Ext1S(2; r)(L(s
′); L(t′)) if s0 = t0;
K if s0 + t0 =p− 2;
t′ + 1= s′ ≡ 0modp;
0 otherwise:
If p=2 and s¿ t we have
Ext1S(2; r)(L(s); L(t))
=


Ext1S(2; r)(L(s
′); L(t′)) if s0 = t0 = 1 or
if s0 = t0 = 0 and s′ ≡ t′mod 2;
K if s0 = t0 = 0; t′ + 1= s′ ≡ 0mod 2;
0 otherwise:
Proof. We occasionally need to distinguish in the following between p¿ 2 and p=2.
Therefore, we assume throughout the proof that p¿ 2. Modi@cations in case p=2 are
given in parenthesis.
(a) Recall that for s¿ t the dimension of Ext1S(2; r)(L(s); L(t)) is equal to the mul-
tiplicity of L(t) as a composition factor in the head of the radical of (s) (and we
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know this is here 6 1). From Section 1:4 we see that this is zero unless s0 = t0
or s0 + t0 =p − 2. In case s0 =p − 1, then (s) ∼= (s′)F ⊗ L(p − 1) and the
stated result follows from Section 1:3. Now assume 06 s06p − 2, set s0 = i, and
j=p − 2 − i. By Section 1:4 it follows that the head of rad(s) is contained in
hdrad((s′)F ⊗ L(i)) ⊕ L(s′ − 1)F ⊗ L(j). If t0 = i then we get the stated reduction.
Suppose now t0 = j and write m= s′. We will show in (b) that
Ext1G(L(m)
F ⊗ L(i); L(m− 1)F ⊗ L(j)) ∼=
{
0 if m ≡ 0modp;
K otherwise:
(1)
This completes the proof of the proposition.
(In case p=2, the only diOerence in the proof occurs when s0 = t0 = 0 and when
we consider the exact sequence in Section 1:4. If t′ ≡ s′mod 2 then we get the stated
reduction, otherwise set m= s′ and continue as in the proof for p¿ 2.)
(b) Let V =(L(m)F ⊗L(i))∗⊗L(m− 1)F ⊗L(j). Then by the 5-term sequence from
the Lyndon–Hochschild–Serre spectral sequence we get
0→H 1(G; (VG1 )−1)→ H 1(G; V )→ H 1(G1; V )G
→H 2(G; (VG1 )−1)→ H 2(G; V ):
We will @rst show that the @rst and the last term of this sequence is zero. In a second
step we then evaluate H 1(G; V ).
(i) We have VG1 is isomorphic to HomG1 (L(i); L(j))⊗(L(m)∗)F⊗L(m−1)F . Assume
@rst that p¿ 2, then L(i); L(j) are non-isomorphic and simple as G1-modules and VG1
is zero. It follows that the @rst and last term of the above sequence are zero.
(If p=2, then i= j=0 and the module is isomorphic to L(m)∗F ⊗ L(m− 1)F , and
we deduce (VG1 )(−1) ∼= L(m)∗⊗ L(m− 1): It follows that the @rst and last term of the
sequence are isomorphic to ExtiG(L(m); L(m − 1)) for i=1; 2 which is zero since the
modules lie in diOerent blocks.)
So H 1(G; V ) ∼= H 1(G1; V )G which is isomorphic to
[Ext1G1 (L(i); L(j))⊗ (L(m)∗ ⊗ L(m− 1))F ]G:
(ii) We have the exact sequence 0 → (p + j) → T (p + j) → L(i) → 0; which is
a projective cover of L(i) as a module for G1. Applying HomG1 (−; L(j)) gives
0→ HomG1 ((p+ j); L(j))→ Ext1G1 (L(i); L(j))→ 0:
(Note that this also holds for p=2, in that case the @rst two terms of the long
exact sequence are isomorphic.) As a G1-module, (p + j) has head isomorphic to
L(1)F ⊗ L(j) which shows that HomG1 ((p+ j); L(j)) ∼= HomG1 (L(1)F ⊗ L(j); L(j)),
which is isomorphic to (L(1)∗)F as a G-module. So we get now
H 1(G1; V )G ∼= HomG((L(1)⊗ L(m))F ; L(m− 1)F):
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Fig. 1. The star-like pattern in the quiver of S(2; r).
Assume @rst m=pw say then L(m) ∼= L(w)F and L(1) ⊗ L(m) ∼= L(m + 1) and the
homomorphism space is zero. Otherwise m=m0 +pm′ and 16m06p− 1. We have
L(1)⊗ L(m0) ∼=
{
L(m0 + 1)⊕ L(m0 − 1); m06p− 2;
T (p); m0 =p− 1:
In the @rst case we get L(1)⊗ L(m) is the direct sum of L(m+ 1) and L(m− 1), and
in the second case L(1) ⊗ L(m) has simple head L(p − 2) ⊗ L(m′)F =L(m − 1). So
in both cases we get that the homomorphism space is one-dimensional, as stated, and
Eq. (1) follows.
Remark. The expression for the extensions in the Schur algebra in Theorem 3.1 gives
immediately that the quiver can be represented as a three-dimensional geometrical
@gure. Using [10], Theorem 13, it is enough to understand the quiver of the principal
block. Such a quiver is illustrated in Fig. 2 for S(2; 100) in prime characteristic 3.
The vertices in the graph are labelled increasingly by the weights in the block. Each
horizontal layer consists of a square with p2 vertices, and the edges in a horizontal
layer are given by the star-like pattern as in Fig. 1. As vertical edges we only have
two diOerent types as indicated in Fig. 2.
3.2. We have seen that the extension of L(s) (for s=pm+ i) and L(t) behave diOer-
ent, depending whether p divides m or not. We now study Weyl modules (s) with
s=wpb + i for b¿ 1 in order to understand possible new extensions of simples over
eS(2; r)e.
Lemma 3.1. Let s=wpb+i where p does not divide w; and 06 i6p−2; i+j=p−2
and b¿ 1. Then the Weyl module (wpb + i) has a ?ltration with quotients
(w)F
b ⊗ L(i)
(w − 1)Fb ⊗ L(pb − 2pb−1 + i)
(w − 1)Fb ⊗ L(pb − 2pb−2 + i)
· · ·
(w − 1)Fb ⊗ L(pb − 2p+ i)
(w − 1)Fb ⊗ L(pb − p+ j):
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Fig. 2. The Quiver of the principal block of S(2; 100) for p=3.
186 K. Erdmann, A. Henke / Journal of Pure and Applied Algebra 169 (2002) 175–199
Proof. By Section 1:4 we have the exact sequence
0→ (wpb−1 − 1)F ⊗ L(j)→ (s)→ (wpb−1)F ⊗ L(i)→ 0:
If b=1 then the claim follows. Assume now b¿ 1 and proceed by induction on b
(with arbitrary i). Note that (wpb−1−1) ∼= (w−1)Fb−1⊗L(pb−1−1), and hence the
kernel of this sequence is isomorphic to (w− 1)Fb ⊗ L(pb−1 −p+ j): The inductive
hypothesis gives a @ltration for the cokernel in the exact sequence, and the statement
follows directly.
De,nition. Let s= up+ i¿p where 06 i6p−2, i+j=p−2 and u¿ 1. Moreover,
let U be a quotient module of (s). We say that U is a special quotient if it has
simple socle isomorphic to L((u− 1)p+ j). This means that the socle of U is the top
composition factor of the submodule in the short exact sequence in Section 1:4.
Suppose s= up + i with u ≡ 0modp, then L((u − 1)p + j) occurs in the head of
rad(s) by Proposition 3.1. Hence (s) has a special quotient of length two, head L(s)
and socle L((u−1)p+ j) and no other special quotient. Next, consider s= up+ i with
up=wpt where t¿ 1 and w is not divisible by p. The following classi@es special
quotients in the given situation.
Lemma 3.2. Let s= up+ i=wpb+ i with i6p−2 and where p and w are coprime;
w =0 and let b¿ 1. Then (s) has a unique special quotient; and this is uniserial of
length b+ 1 and has the form [L(s); L(s− 2pb−1); : : : ; L(s− 2p); L(s− (2i + 2))]:
Proof. The proof is by induction on b. Consider the top composition factors of the
quotients in the @ltration in Lemma 3.1, say L=L(w − 1)Fb ⊗ L(pb − p+ j), or then
successively L=L(w − 1)Fb ⊗ L(pb − 2pb−c + i), where 16 c6 b − 1. Since Weyl
modules have a simple top there must be a simple module L˜ which is a composition
factor in some higher quotient, such that (s) has an indecomposable subquotient with
top L˜ and socle L. By Theorem 3.1, the only composition factor which has non-split
extensions with this simple L is the top composition factor of the next quotient.
Now use the following general argument, to prove the existence: Let L be a simple
module and let 0→ L→ M → V → 0 be an exact sequence such that V has a quotient
U ′ with simple socle L′ and such that Ext1S(2; r)(L; L˜)= 0 for all composition factors L˜
of V with L′ = L˜ (and V is multiplicity-free). Then M has a quotient U with socle
containing L and U=L=U ′. Moreover if M has a simple head then soc(U )=L. This
is easy to prove and applying this to the above situation establishes the existence of a
special quotient.
We will now prove uniqueness. For this we use that (r) is multiplicity-free. If
b=1 then L(s− 2− 2i) occurs in the head of rad(s), so there is a special quotient
of length two, it is unique, and there are no others. Now suppose that b¿ 2. Let U
be a special quotient of (s) with socle L(t). By the argument as before, if U has
length ¿ 2 (that is p divides u), then there is a unique composition factor L(m) of
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(u)F⊗L(i) which has non-split extensions with L(t). Hence U=L(t) must have simple
socle L(m). Now use induction.
Let U be the special quotient of (s) in Lemma 3.2. We observe that the weights
of the composition factors of radU are all 6 s − (2i + 2). Hence, by the universal
property of Weyl modules, the uniserial module (radU )◦ (here ◦ denotes the dual)
must be a quotient of (s˜) where s˜= s− (2i+2). We can write s˜= w˜pb+pb−p+ j,
where 06 j6p− 2 with i+ j=p− 2 and w˜=w− 1. Then (s˜) has a @ltration (use
Section 1:4) with quotients
(w˜)F
b ⊗ L(pb − p+ j)
(w˜)F
b ⊗ L(pb − 2p+ i)
(w˜)F
b ⊗ L(pb − 2p2 + i)
· · ·
(w˜)F
b ⊗ L(pb − 2pb−1 + i)
(w˜ − 1)Fb ⊗ L(i);
where the last quotient only occurs if w˜ =0. The uniserial quotient (radU )◦ has com-
position factors the top composition factors of these quotients, except the last in case
w˜=0 and b=1.
3.3. We study now the quiver of eSe where S = S(2; r) with arbitrary r and where e
is a good idempotent. So let e be of the form e= e =
∑
j∈ ej where = {j¿  | j ≡
rmod 2}, for some .
Then eSe has simple modules eL(s) for s∈, and is quasi-hereditary with standard
modules e(s). These modules are multiplicity-free. The algebra eSe also has a duality
@xing the simple modules, and hence, as for S, we can determine the quiver from
the Weyl modules: For s¿ t¿  the dimension of Ext1eSe(eL(s); eL(t)) is one if eL(t)
occurs in the head of the radical of e(s) and is zero otherwise.
The full subquiver of S whose vertices have labels ¿  is contained in the quiver of
eSe and is completely described by Section 3:1. It remains to describe any additional
arrows for eSe. That is we need to @nd all s; t¿  where Ext1S(L(s); L(t))= 0 but
Ext1eSe(eL(s); eL(t)) =0.
Proposition 3.2. Let s¿ t¿ . Then there is a new arrow s→ t in the quiver of eSe
if and only if the following holds: s=(pm + i)pn + v and t=(p(m − 1) + j)pn + v
for v¡pn; and 06 i; j with i+ j=p− 2; moreover m ≡ 0modp and s− 2pn+1¡;
for some n¿ 0.
Combining this with Theorem 3.1 we therefore have
Theorem 3.2. Let s¿ t¿  and let s=
∑
k¿0 skp
k be the p-adic decomposition of s.
Then Ext1eSe(eL(s); eL(t)) is at most one dimensional; and it is non-zero if and only if
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s− t=(2sn+2)pn where sn6p−2; and either sn+1 =0 or sn+1 =0 but s−2pn+1¡;
for some n¿ 0.
Proof. We start with a proof of Proposition 3.2. There is a new arrow s → t where
s¿ t if and only if (s) has a quotient W which has a simple socle L(t) and a simple
head L(s), and if Y = rad(W )=soc(W ) then Y =0 and eY =0.
(1) We assume we have a new arrow s→ t, that is there is such a quotient W . We
claim that we can write s=(pm+ i)pn + v and t=(pz+ j)pn + v where v¡pn, and
pm+i¿pz+j, i+j=p−2 (hence sn= i6p−2), and moreover that W =MFn⊗L(v),
and M is a quotient of (pm + i) but not of (m)F ⊗ L(i). To see this one applies
repeatedly the following two reductions:
(a) If s= s′p+p−1 for s′¿ 0 then (s) ∼= (s′)F ⊗L(p−1) and by 1:3 W =WF1 ⊗
L(p − 1), and moreover W1 is a quotient of (s′). Since L(t) is a composition
factor of W we deduce that t= t′p+ p− 1. We continue with W1.
(b) Suppose s= s′p + i with 06 i6p − 2, and t= t′p + i with t′¿ 0. Consider
the @ltration of (s) as in 1:4 with submodule (s′ − 1)F ⊗ L(j), and quotient
(s′)F ⊗ L(i). Assume @rst that p =2, then i = j and we must have that W is a
quotient of (s′)F ⊗ L(i). Moreover, by 1:3 we have W =WF1 ⊗ L(i) and W1 is
a quotient of (s′). Assume now that p=2. If W is a quotient of (s′)F , then
W =WF1 where W1 by Section 1:3 is a quotient of (s
′) and continue with W1.
Otherwise we have reached the statement.
(2) Having established (1), let W =MF
n⊗L(v), and let M be a quotient of (pm+i)
with socle L(w) where w=pz + j for some z¿ 0 and i + j=p − 2. Let L(g) be a
composition factors of Z :=rad(M)=soc(M). By hypothesis, eY is zero. Hence png +
v¡6 t and so
g¡pz + j=w: (2)
Since 0→ (m−1)F⊗L(j)→ (pm+ i)→ (m)F⊗L(i)→ 0 is exact and M is not a
quotient of (m)F ⊗L(i), we have an exact sequence 0→ M ′ → M → M ′′ → 0 where
M ′ is a non-zero quotient of (m− 1)F ⊗ L(j) and M ′′ is a quotient of (m)F ⊗ L(i).
We claim that M ′=L(w). We have
0 =soc(M ′) ⊆ soc(M)=L(w);
so L(w)= soc(M ′). Since M ′ is a non-zero quotient of (m − 1)F ⊗ L(j), it has a
simple top. Assume for a contradiction that M ′ is not simple. Then its top composition
factor has highest weight so that w¡g for some composition factor L(g) occurring
in M ′=soc(M ′). This contradicts Eq. (2). Hence M ′=L(w) and z=m − 1. By the
De@nition in Section 3:2, M is a special quotient of (pm+ i). We so far have seen
that s− t=(2sn +2)pn with sn6p− 2. Since we consider a new arrow in the quiver
of eSe, Theorem 3.1 implies that sn+1 =0. By Lemma 3.2, the composition factor of Z
of lowest weight is L(pm+ i− 2p), where by hypothesis ((pm+ i)− 2p)pn + v¡.
This is equivalent to s− 2pn+1¡, as required.
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(3) To prove the converse implication, we must show that (s) has a quotient W
with (simple head L(s) and) simple socle L(t) and whose other composition factors
are all annihilated by e. Let U be the special quotient of (pm+ i) as in Lemma 3.2,
and take W =UF
n ⊗ L(v). Using the hypothesis that s − 2pn+1¡ it follows that W
has the required properties.
Example. Consider (as in the Remark in Section 3:1) the principal block of the Schur
algebra eS(2; r)e for r=100 and p=3 where e is given by  as above. For =36 we
get no new arrows, for =40 we get new arrows 42 ↔ 46 and 48 ↔ 54, for =42
between 48↔ 54. Compare with Fig. 2.
3.4. Assume p=2 and let r=2k+1 − 2 be even. Then we also need to know the
quiver of fS(2; r)f where f is an idempotent which annihilates L(r) but no other
simple module. Note that f is not a good idempotent and hence we cannot determine
the extensions of the simple modules of fS(2; r)f from modules f(m) as before.
The question is therefore whether there is a uniserial module U say of length three
with middle L(r), and where the head is L(m) (say) with m¡r and the socle is
L(t) with t ¡ r. Such modules correspond precisely to new arrows in the quiver of
fS(2; r)f which are not present in the quiver of S(2; r).
Take such module U , then rad(U ) is a quotient of (r). For this particular degree
(r) is uniserial, and the head of rad(r) is isomorphic to L(r − 2) (see Proposition
2.1). So the head of radf(r) is simple and isomorphic to eL(r − 2). Dually by
viewing U=soc(U ) as a submodule of ∇(r) we get that the only possibility for U is
with socle and head L(r−2), and hence there is precisely one new arrow in the quiver
of fS(2; r)f and this is a loop at vertex r − 2.
4. Uniserial Weyl modules and tilting modules for eS(2; r)e
In analogy to Section 2 we classify now the uniserial Weyl modules and tilting mod-
ules for eS(2; r)e where, as in the previous section, e is of the form e= e =
∑
j∈ ej
with = {j¿  | j ≡ rmod 2}, for some . For a natural number 06 s6p − 2 we
de@ne sˆ=p− 2− s.
4.1. We begin with the classi@cation of the uniserial Weyl modules of eS(2; r)e. Since
the weights for S(2; r) are linearly ordered and since Weyl modules are multiplicity-free,
the radical of (s) has a highest weight, which we describe in the following lemma.
Lemma 4.1. Let s=(sm; : : : ; sk ; p − 1; : : : ; p − 1) where sk =p − 1 and k¿ 0. Then
the highest weight of the radical of (s) is s− (2 + 2sk)pk; unless (s) is simple.
Proof. Let s˜=(sm; : : : ; sk). If s˜¡p then (s˜) and (s) are simple. Otherwise, by
Section 1:4 the highest weight of the radical of (s˜) is s˜ − (2 + 2sk), and the claim
follows since (s) ∼= (s˜)Fk ⊗ L(pk − 1).
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Proposition 4.1. Let s=(sm; : : : ; sk ; p− 1; : : : ; p− 1) where sk =p− 1 and k¿ 0: Let
t= s− (2+2sk)pk . Moreover; for parts (b) and (c) we assume e(s) is non-zero and
not simple; so 6 t.
(a) The module e(s) is simple if and only if t ¡ 6 s.
(b) Suppose sk+1 =p − 1 and let b¿ 1 be minimal such that sk+b =0. Let 6= s −
2pk+1− 2sk+bpk+b. Then e(s) is uniserial if and only if 6¡: If so then it has
length 6 b+ 2; and the structure is given by
[eL(s); eL(s− 2pb+k−1); : : : ; eL(s− 2pi); : : : ;
eL(s− 2pk+1); eL(t); eL(t − 2sk+bpk+b)]
( for k + 16 i6 b+ k − 1) where some of these may be zero.
(c) Suppose sk+1 =p− 1 and let ¿ 2 be minimal such that sk+c =p− 1. Let 7= s−
(2 + 2sk+c)pk+c. Then e(s) is uniserial if and only if s − (2 + 2sk+cpk+c)¡.
If so then it has length 6 c + 2 and the structure is given by
[eL(s); eL(t); eL(t − (2p− 2)pk+1); : : : ; eL(t − (2pi − 2)pk+1); : : : ;
eL(t − (2pc−1 − 2)pk+1); eL(t − (2pc−1 − 2)pk+1 − 2sk+cpk+c)]
( for 16 i6 c − 1) where some of these may be zero.
Proof. Part (a) follows from Lemma 4.1 (note that (a) is also true when s=(p −
1; : : : ; p− 1)). Assume now that e(s) is non-zero and not simple. Then, in particular,
(s˜) is non-zero and not simple where s˜=(sm; : : : ; sk), and therefore s˜¿p.
(b) Applying Lemma 3.1 (using sk+1 =p − 1) to s˜=wpb + sk we know that (s)
has a @ltration with quotients
(w)F
b+k ⊗ L(pksk + pk − 1)
(w − 1)Fb+k ⊗ L(pb+k − 2pk+b−1 + skpk + pk − 1)
· · ·
(w − 1)Fb+k ⊗ L(pb+k − 2pk+j + skpk + pk − 1)
· · ·
(w − 1)Fb+k ⊗ L(pb+k − 2pk+1 + skpk + pk − 1)
(w − 1)Fb+k ⊗ L(pb+k − pk+1 + sˆkpk + pk − 1);
(3)
where w=(sm; : : : ; sk+b). Let Y be the lowest quotient, its top composition factor has
highest weight t= s − (2 + 2sk)pk . Let U be the special quotient of (s), and recall
from Lemma 3.2 that it is uniserial, with socle L(t). We assume that e(s) is uniserial
but not simple. Let 6= s− 2pk+1 − 2sk+bpk+b.
(1) We claim that then e((s)=rad(Y ))= eU . If 8 :(s) → U is an epimorphism
then the kernel of 8 contains rad Y , so we have an exact sequence
0→ X → (s)=rad(Y )→ U → 0:
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This gives an exact sequence 0 → eX → e((s)=rad(Y )) → eU → 0 whose middle
term is uniserial, since e(s) is uniserial; so it has a simple socle. We have
soc(eX ) ⊆ soc(e(s)=rad(Y )) ⊆ soc(eX ⊕ eU ):
But the socle of eU is eL(t) ⊆ soc(e(s)=rad(Y )) which is simple. So it follows that
soc(eX )= 0 and hence eX =0.
(2) We will show that 6¡. Suppose @rst that (w − 1) is simple. Then since
sk+b =0, w − 1 ≡ −1 (modp) and it follows that w − 16p − 2. So w= sk+b which
implies 6¡ 0 and hence 6¡. So we assume from now that (w− 1) is not simple.
By (1) we have that e annihilates the radical of each of the quotients in the above
@ltration, except possibly for Y . If L(g) is simple and g¡pb+k then by Lemma 4.1
(using sk+b =0) we know that rad(w − 1)Fb+k ⊗ L(g) has highest weight
((w − 1)pb+k + g)− 2sk+bpk+b: (4)
The top weights of the quotients in @ltration (3) (except for the highest) are in
increasing order, from top to bottom. So e annihilates the radical of the quotient
(w − 1)Fb+k ⊗ L(g) (other than Y ) if and only if it annihilates the radical of the
second lowest quotient. This has highest weight 6 and hence 6¡.
(3) Assume 6¡, we will show that then e(s) is uniserial. We have already seen
that then e annihilates the radicals of all quotients in @ltration (3) except possibly the
highest and lowest quotient. Consider the highest; if (w) is not simple then the radical
of the highest quotient in @ltration (3) has highest weight s− (2+2sb+k+l)pb+k+l (see
Lemma 4.1) where l¿ 0 is smallest such that sk+b+l =p−1. This weight is 6 6, and
hence e also annihilates the radical of the top quotient in @ltration (3). Hence if 6¡
then e((s)=rad(Y ))= eU .
(a) We will now show that eY has length 6 2. (By Eq. (4), the highest weight of
rad(Y ) is t − 2sk+bpk+b= 6+ 2pk+1 which may or may not be ¡.) By Section 1:4,
the module (w − 1) has a @ltration with quotients
(w′)F ⊗ L(i) and (w′ − 1)F ⊗ L(iˆ );
where i= sk+b − 1 and w′=(sm; : : : ; sk+b+1). By Lemma 4.1, the radicals of these
quotients (if non-zero) have highest weights g1 and g2 with
g1 = (pw′ + i)− (2 + 2sk+b+l)pl;
g2 = (p(w′ − 1) + iˆ)− 2sk+b+rpr;
where l¿ 1 is smallest such that sk+b+l =p − 1 and where r¿ 1 is smallest such
that sk+b+r =0. Both the composition factors L(g1) and L(g2) of (w− 1) give rise to
composition factors of Y , whose highest weights are
t − (2 + 2sk+b+lpk+b+l);
t − 2sk+bpk+b − 2sk+b+rpk+b+r ;
which are both smaller than 6. Hence, eY has length at most two and composition
factors eL(t) and possibly eL(t − 2sk+bpk+b).
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(b) If eL(t − 2sk+bpk+b) is zero then e(s)= eU , which is uniserial. Suppose it is
non-zero. By Theorem 3.2, it does not have non-split extensions with any composition
factor of e(s) other than eL(t) and hence in this case e(s) is uniserial as well.
(c) Now assume sk+1 =p − 1. Let w=(sm; : : : ; sk+c), then by the Remark in
Section 3:2 we know that (s) has a @ltration with quotients
(w)F
c+k⊗L(pk+c − pk+1 + skpk + pk − 1)
(w)F
c+k⊗L(pk+c − 2pk+1 + sˆkpk + pk − 1)
· · ·
(w)F
k+c⊗L(pk+c − 2pk+j + sˆkpk + pk − 1)
· · ·
(w)F
k+c⊗L(pk+c − 2pk+c−1 + sˆkpk + pk − 1)
(w − 1)Fk+c⊗L(sˆkpk + pk − 1):
(5)
Recall also that (s) has a uniserial quotient V say whose composition factors are
precisely the top factors of these quotients, except for the lowest one, and they are
given as
L(s); L(t); L(t − (2p− 2)pk+1); : : : ; L(t − (2pj − 2)pk+1); : : : ;
L(t − (2pc−2 − 2)pk+1):
Note that their highest weights are in decreasing order. We assume that e(s) is unis-
erial and not simple. Let 7= s− (2 + 2sk+c)pk+c.
(1) We claim that 7¡. By hypothesis 6 t and so we have eL(t) =0. Moreover,
Ext1S(2; r)(L(s); L(t)) =0 and hence e(s) has a uniserial quotient of length two with
top eL(s) and socle eL(t). Similarly, as in (1) in the proof of (b), we see that e must
annihilate the radical of the top quotient in (5). This has highest weight 7 and hence
7¡.
(2) We claim that if 7¡ then e(s) has composition factors as stated. If 7¡
then also y−(2+2sk+c)pk+c ¡  for y= t and y= t−(2pj−2)pk+1 for 16 j6 c−2;
these are the highest weights of the radicals of the quotients, other than the lowest one.
So e annihilates these radicals. It remains to consider the lowest quotient, call it Z , and
we must show that it has length 6 2. This is clear if (w − 1) is simple. Otherwise
the radical of Z has highest weight
t − (2pc−1 − 2)pk+1 − 2sk+c+rpk+c+r ;
where r¿ 0 is minimal such that sk+c+r =0. If r¿ 1 then this is ¡7.
So assume now r=0, that is sk+c =0, in which case the weight need not be ¡7.
Consider (w−1), it has a @ltration with quotients (w′)F⊗L(i) and (w′−1)F⊗L(iˆ )
where w − 1=pw′ + i and i= sk+c − 1. The highest weights h1 and h2 of the radical
of (w′) and (w′ − 1), respectively, are
h1 =w′ − (2 + 2sk+c+l)pl−1;
h2 =w′ − 1− 2sk+c+rpr−1;
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where l¿ 1 is smallest such that sk+c+l =p− 1 and where r¿ 1 is smallest such that
sk+c+r =0. The corresponding weights of a composition factor of Z are
t − 2pk+c + 2pk+1 − (2 + 2sk+c+l)pk+c+l;
t − 2pk+c + 2pk+1 − 2sk+cpk+c − 2sk+c+rpk+c+r ;
which are both ¡7 and e annihilates the radical of both the quotient. So eZ has at
most two composition factors.
(3) We know already that eV = e(s)=eZ is uniserial. For all possibilities of eZ , the
module e(s) is uniserial, by the argument as in the proof of (b).
4.2. We will now classify uniserial tilting modules for eS(2; r)e. Recall that these are
the modules eT (s) with 6 s, and that eT (s) has -quotients precisely those e(v)
with (v) occurs in T (s) and where 6 v. The following remark is used in the proof
of Proposition 4.2(i), part (1).
Remark. We consider the order of the weights v such that (v) occurs in T (s); using
Sections 1:4 and 1:5 we have
(a) If s=pw + p − 1 then T (s) ∼= T (w)F ⊗ L(p − 1) and it has -quotients of the
form (t)F ⊗ L(p− 1), and t → pt + p− 1 preserves the order.
(b) Suppose s=pw + i where 06 i6p − 2; then T (s) ∼= T (p + i) ⊗ T (w − 1)F . If
(t1) and (t2) occur in T (w−1) and t1¡t2 then (since t1 +1¡t2, as t1; t2 have
the same parity) the weights of the -quotients of T (p+ i)⊗ (tj)F satisfy
pt1 + iˆ ¡p(t1 + 1) + i¡pt2 + iˆ ¡p(t2 + 1) + i:
Proposition 4.2. Let s=(sm; : : : ; sk ; p− 1; : : : ; p− 1) with sk =p− 1 where k¿ 0 and
let t= s − (2 + 2sk)pk: The tilting module eT (s) is uniserial and not simple if and
only if 6 t and one of the following holds:
(a) We have sk+1 =p − 1 and g¡ where g= t − 2sk+bpk+b and b¿ 1 is minimal
such that sk+b =0.
(b) We have sk+1 =p− 1 and s− 2pk+1¡. Here eT (s) has length three.
In both cases eT (s) has two -quotients; (s) and (t).
Proof. Assume eT (s) is uniserial and not simple, then it follows that e(s) also is
uniserial and not simple. Hence s must satisfy (b) or (c) in Proposition 4.1. Since
eT (s) is self-dual we must have e(T (s)=rad(s)) ∼= (e(s))◦: Hence the composition
series of eT (s) is completely determined by that of e(s).
(a) Assume @rst that sk+1 =p−1, so that e(s) is given in Proposition 4.1(b); then
for 6:=s− 2pk+1− 2sk+bpk+b we have 6¡6 t. Let g:=t− 2sk+bpk+b. The order on
the highest weights of the composition factors of e(s) is
s¿ t¿s− 2pk+1¿ · · ·¿s− 2pi ¿ · · ·¿s− 2pb+k−1¿g
and we know that eL(t) =0. So eL(t) is the composition factor with highest weight in
eT (s)=e(s) and hence e(t) must occur in eT (s).
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(1) We claim that g¡. We know (by Section 1:5) that T (s)=T (s˜)F
k ⊗(pk −1)
and T (s˜)=T (p+ sk)⊗ T (w − 1)Fb ⊗ T (pb−1 − 1)F , here s˜=(sm; : : : ; sk+b; 0; : : : ; 0; sk)
with sk+b =0 and w=(sm; : : : ; sk+b).
If T (w−1) is simple then we are done. So assume T (w−1) is not simple, then it is
isomorphic to T (p+ i)⊗ T (w′ − 1)F where w′=(sm; : : : ; sb+k+1) and i= sk+b − 1, and
hence the two -quotients of T (w−1) (arising from T (p+i)⊗(w′−1)F) with highest
weights are (v) and (w− 1), where v=p(w′− 1)+ iˆ. The -quotients arising from
(w − 1) are (s) and (t). The module (v) gives rise to -quotients of T (s) with
highest weights g and g˜ with g¡ g˜= s − 2sk+bpk+b. Assume for a contradiction that
6 g. Then also 6 g˜. By the above eT (s) has also e(g˜) as a quotient; hence eL(g˜)
must be a composition factor of e(s), which is (by Proposition 4.1) not the case. So
g¡. Moreover, by the above remark on the order of weights, the only -quotients
occuring in eT (s) are e(s) and e(t).
(2) We claim that eT (s) has quotients e(s) and e(t) and is uniserial. We have
already seen in (1) that the -quotients e(s) and e(t) occur in eT (s) and no oth-
ers. We know that e(s) is uniserial. Moreover, by Proposition 4.1(b) or (c), we
obtain that e(t) is uniserial. By arguments as in Section 2 it follows that eT (s) is
uniserial.
(b) Now assume sk+1 =p−1, then e(s) is given in Proposition 4.1(c). The order on
the weights of the composition factors is decreasing, so the weights of the composition
factors of the uniserial module eT (s)=e(s) are increasing from top to bottom. It follows
that all -quotients occuring in eT (s)=e(s) must be simple. Since 0 = eL(t) occurs in
eT (s)=e(s), we have that e(t) is simple. By Proposition 4.1(a) we have t − (2 +
2sˆk)pk ¡, that is s−2pk+1¡. Then also t−(2pi−2)pk+1¡t−(2+2sˆk)pk ¡ for
i¿ 1 and it follows that e(s) has only length two, and e(t)= eL(t). So, as stated,
we have that eT (s) is uniserial of length three.
5. Applications
5.1. We will now deduce results for the Ringel duals of Schur algebras S(2; d). This
is possible because there are in@nitely many degrees r for which S(2; r)′ is Morita
equivalent to a Schur algebra such that the order of the weights is reversed; this was
proved in [10].
To be explicit, @x an integer a with 26 a6p, and set rk = apk − 2 where k¿ 1,
and assume r ¿p2. Let r= rk or rk − 1, and set r˜= rk or rk − 1, where this is
determined uniquely by requiring rk − r ≡ r˜mod 2. Then S(2; r)′ is Morita equivalent
to S:=S(2; r˜) (see [10]) such that LS(2; r)′(s) is identi@ed with LS(rk − s) and S(2; r)′(s)
with S(rk − s), and similarly for tilting modules. (Actually, all algebras S(2; r) and
S(2; r ± 1) for r= rk are Ringel self-dual, but the correspondence of the labelling can
be more complicated.) In this section the idempotent e is characterized by eLS(m) =0
if and only if m¿ rk − d.
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5.2. For arbitrary d¿ 1, we wish to identify S(2; d)′ with a good subalgebra (see
Section 1:1) of a Schur algebra. Take rk ¿d and rk ¿p2. Let r= rk or rk −1 be such
that d ≡ rmod 2. De@ne r˜ as above. The following theorem implies that the quiver
and the submodule structure of standard modules and tilting modules for S(2; d)′ is
the same as that for appropriate good subalgebras of Schur algebras, and can be read
oO from Section 4.
Theorem 5.1. The algebra S(2; d)′ is Morita equivalent as a quasi-hereditary algebra
to a good subalgebra eSe of S = S(2; r˜) where the weight s is identi?ed with the
weight rk − s. Here e is characterized by eLS(m) =0 if and only if m¿ rk − d.
Proof. For any n with d6 n of the same parity, S(2; d)′ is a good subalgebra e′S(2; n)′e′
of S(2; n)′; to see this apply Lemma 1.1 together with [8]. Here LS(2;d)′(s) is identi@ed
with e′LS(2; n)′(s), etc. Take n= r where r is as above.
5.3. Let G=GLd(K) where d is arbitrary. In [1], Adamovich determined the submod-
ule structure of Weyl modules (7) for G, where 7 is a partition with at most two
columns. Any such Weyl module is multiplicity-free, and a complete combinatorial de-
scription of the submodule lattice was obtained. Recall that such Weyl modules (7)
are identi@ed with standard modules for S(d; d). Our results give a diOerent approach
to this result.
Corollary 5.1. Let 7= ′ be the conjugate of the partition =(v; u) of d. Let rk ¿d
and rk ¿p2; and let S =(2; r˜) be such that S(2; d)′ is a good subalgebra of S. Then
(7) can be identi?ed with eS(s˜) for s˜= rk − s and s= v− u.
The submodule structure of (s)◦ ∼= ∇(s) ∼= Ss(E) is completely described in [7],
and this gives then also a complete description of the submodule lattice of e(s) and
hence of (7).
Proof. In [5], Donkin proved that the Schur algebra S(d; d)′ is Morita equivalent to
S(d; d) as a quasi-hereditary algebra, where LS(d;d)′() is identi@ed with LS(d;d)(′)
and S(d;d)′() with S(d;d)(′). It is also known that S(2; d) is a good subalgebra of
S(d; d), with  the partitions with at most two parts (see for example [9]). Hence
by Ringel duality, S(2; d) is a good quotient of S(d; d)′. It follows that the standard
module for S(2; d)′ corresponding to partition (v; u) is identi@ed with S(d;d)(2u; 1v−u).
Set S = S(2; r˜), then as in Section 5:2 we have S(2;d)′(s) ∼= e(rk − s).
5.4. We consider now representations of a symmetric group Sd, for some arbitrary
degree d. Recall that I2 is the kernel of the action of KSd on the tensor space E⊗d
where dim(E)= 2. Using Corollary 5.1, a complete description of the submodule lattice
of Specht modules of KSd corresponding to two-part partitions is obtained.
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Corollary 5.2. Let d¿ 1; and choose rk ¿d and r; r˜ as in Corollary 5:1. Then KSd=I2
is Morita equivalent to eS(2; r˜)e where the simple module D(v;u) is identi?ed with
eL(rk − s); the Specht module S(v;u) is identi?ed with e(rk − s) and the Young
module Y (v;u) is identi?ed with eT (rk − s) for s= v− u. If p=2 and d is even; then
replace e by an ef where ef=fe and where f is an idempotent which annihilates
precisely L(r˜).
Proof. By Erdmann [9], the Ringel dual S(2; d)′ is Morita equivalent to KSd=Id, and
under this equivalence the simple module LS(2;d)′(s) is identi@ed with D(v;u). The ex-
ception was described in Section 1:2. The corollary follows from Theorem 5.1.
5.5. We will now translate the result in Section 3:3, and this gives the quiver of
the algebra A:=KSd=Id; we @x d and we take rk ¿d and r; r˜ and S = S(2; r˜) as in
Section 5:1. In addition we assume in the following that d¡pk − 1.
Corollary 5.3. Let (v; u) and (g; h) be partitions of d with u¿ h. Let s= v − u and
suppose s+ 1=
∑
i¿0 sip
i p-adically; and let t= g− h. Then Ext1A(D(v;u); D(g;h))=K
if either for some n; u−h=(p− sn)pn and sn =0; and if sn+1 =p−1 then u¡pn+1;
or else p=2 and d is even and for (v; u)= (g; h)= (d=2 + 1; d=2 − 1). Otherwise
Ext1A(D
(v;u); D(g;h))= 0.
Proof. (1) Write s= v − u and t= g − h, and set s˜= rk − s with p-adic expansion
s˜=
∑
i¿0 s˜ip
i, and similarly t˜= rk − t. By the choice of rk we have s˜− t˜= t− s=2u−
2h6d¡pk . Note that s˜ − 2pk ¡rk − d, and moreover s˜ − 2pn+1¡rk − d if and
only if u¡pn+1. The p-adic expansion of s˜ is related to that of s + 1; namely rk −
s=(apk − 1)− (s+ 1) and s+ 16d+ 16pk − 1, so
s˜m=


p− 1− sm; m¡k;
a− 1; m= k;
0; m¿k:
By Corollary 5.2, the simple D(v;u) is identi@ed with eLS(s˜) and D(g;h) with eLS(t˜).
By Section 3:3 the extension space is non-zero if and only if s˜− t˜=(2s˜n + 2)pn, and
s˜n6p − 2, and moreover either s˜n+1 =0 or s˜n+1 =0 but s˜ − 2pn+1¡rk − d. Using
the above statements, this can easily be seen to be equivalent to the @rst part of the
conditions in the corollary: there exists a natural number n with u − h=(p − sn)pn
and sn =0, and if sn+1 =p− 1 then u¡pn+1.
(2) Next, suppose p=2 and d is even; we may assume d¿ 2. Then we have
r= r˜= rk . Here we must replace S(2; r)′ by f′S(2; r)′f′ where f′ is an idempotent in
S(2; r)′ which annihilates LS′(0) (and no other simple module). We must also replace
S(2; r) by fS(2; r)f where f is an idempotent which annihilates LS(r) (and no other
simple module), and then we must take e in fS(2; r)f, annihilating LS(m)(∼= fLS(m))
for 6 r − d.
By Section 3:4, the quiver of fS(2; r)f is obtained from the quiver of S(2; r) by
omitting L(r) and adding a loop at the vertex corresponding to L(r − 2). Translating
this we get the additional self-extension as stated.
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Remark. (1) Let A=KSd=Id. Suppose p¿ 2 then Ext1A for simple modules is the
same as Ext1KSd for simple modules labelled by two-part partitions: When p¿ 5 then
the ideal I2 is generated by an idempotent (see [4]), and the claim follows by an
elementary argument. In [16] it is proved more generally that for n¡p
Ext1KSd(D
; D)=HomKSd(rad S
; D); (6)
where ;  are p-regular partitions with at most n parts, and  does not strictly dominate
. One can use this to deduce that for p¿ 3 the extensions over the factor algebra
are the same as over the whole group algebra.
(2) In [16] the extensions for the case n=2 are determined, for p¿ 2, by using
the characterization in Eq. (6), and by using results of [1], but see the corrigenda.
(3) Now assume that p=2. Some extensions over the symmetric group algebra
KSd for simple modules labelled by two-part partitions were given in [18]. These
are usually not the same as those for the factor algebra. For example, for the factor
algebra the dimension of the Ext spaces is 6 1 (with only one exception), whereas
for the group algebra, many higher dimensions occur. Our result gives a re@nement, it
describes the subspace of extensions which factor through the kernel of the action on
the tensor space; and it shows in particular that this has a description which is uniform
for arbitrary p.
5.6. In the following we exclude the partition (r=2; r=2) if p=2 and r is even. We
will now classify uniserial Specht modules and Young modules labelled by two-part
partitions. We use the notation as in Section 5:5. Let (v; u) be a partition of d, then
the Specht module S(v;u) is identi@ed with eS(s˜) and the Young modules Y (v;u) is
identi@ed with eTS(s˜) where s˜= rk − (v− u).
Corollary 5.4. Let (v; u) be a partition of d and let s= v− u; and suppose s+ 1 has
p-adic expansion s+ 1=
∑
sipi. Let l=min{j | sj =0}. Then
(a) S(v;u) is simple if and only if u¡ (p− sl)pl.
(b) S(v;u) is uniserial and not simple if and only if (p − sl)pl6 u and one of the
following holds:
(i) we have sl+1 =0 and u¡pl+1 + (p− 1− sl+b)pl+b where b¿ 1 is minimal
such that sl+b ¡p− 1; in this case S(v;u) has length 6 b+ 2;
(ii) we have sl+1 =0 and u¡ (p − sl+c)pl+c where c¿ 1 is minimal such that
sl+c =0; in this case S(v;u) has length 6 c + 2.
Remark. In case (i) the composition factors are labelled by partitions in the following
(ordered) list:
(v; u); (v+ pl+b−1; u− pl+b−1); : : : ; (v+ pl+1; u− pl+1);
(v+ (p− sl)pl; u− (p− sl)pl);
(v+ (p− sl)pl + (p− 1− sl+b)pl+b; u− (p− sl)pl − (p− 1− sl+b)pl+b):
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In case (ii) the composition factors are labelled by the partitions in the following list:
(v; u); (g; h); (g+ (pi − 1)pl+1; h− (pi − 1)pl+1) for 16 i6 c − 1;
(g+ (pc−1 − 1)pl+1 + (p− 1− sl+c)pl+c;
h− (pc−1 − 1)pl+1 − (p− 1− sl+c)pl+c);
where g= v+ (p− sl)pl and h= u− (p− sl)pl.
Proof. Set s˜= rk − s, so that S(v;u) is identi@ed with eS(s˜) (see Corollary 5.2). By
Proposition 4.1 we have that eS(s˜) is simple if and only if s˜− (2 + 2s˜l)pl¡rk − d
where l=min{j | s˜j =p− 1} and s˜=
∑
i¿0 s˜ip
i. As in the proof of Corollary 5.3, we
have
s˜i =


p− 1− si; i¡ k;
a− 1; i= k;
0; i ¿ k:
Since s+16d+16pk − 1 we have l¡k. Moreover s˜− rk −d=2u. It follows that
(s˜) is simple if and only if u¡ (p − sl)pl. Parts (b) and (c) follow by translating
the results of Section 4:2.
Similarly, by translating from Proposition 4.2, we obtain
Corollary 5.5. Let (v; u) be a partition of d and let s= v − u; and suppose s +
1=
∑
i¿0 sip
i p-adically. Let l=min{j | sj =0}. Then the Young module Y (v;u) is
uniserial and not simple if and only if (p− sl)pl6 u and one of the following holds:
(i) We have sl+1 =0 and u¡ (p− sl)pl+(p−1− sl+b)pl+b; where b¿ 1 is minimal
such that sl+b ¡p− 1.
(ii) We have sl+1 =0 and u¡ (p− 1)pl+1. If so then Y (v;u) has length three.
In both cases; Y (v;u) has two Specht quotients; labelled by (v; u) and (v+(p−sl)pl; u−
(p− sl)pl).
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