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La localización en cada instante de tiempo es esencial para un robot
móvil autónomo. Es un problema que ha sido tratado desde múltiples
perspectivas. A la hora de afrontar los problemas de posicionamiento, es
común la utilización de diferentes sensores que proporcionan información
directa sobre la localización actual del robot o bien sobre los cambios que
se han producido en el entorno del mismo.
La odometría visual es el proceso mediante el que se calcula una
estimación del movimiento realizado por un robot móvil o por un vehículo
a partir de los datos capturados por el sistema de visión del mismo.
Actualmente, la mayor parte de los algoritmos de odometría visual
propuestos no trabajan en tiempo de ejecución, sino que los resultados
se obtienen mayoritariamente offline, esto es, se toman las imágenes y
posteriormente se realiza el procesamiento de las mismas. Otros trabajan
en una frecuencia de toma de imágenes muy baja, lo que implica que
se precisa un movimiento del robot muy lento. Esto es debido a que los
algoritmos actuales de odometría visual conllevan cálculos muy pesados y
de alta carga computacional. Esto implica que para su correcta ejecución,
muchas veces es necesario disponer de equipos informáticos de alto nivel,
con el coste que ello conlleva. Los sistemas de visión que se utilizan suelen
ser sistemas de visión avanzados de alto coste.
Muchos de los trabajos propuestos con anterioridad se basan en el
cálculo del movimiento a partir de la estructura, esto es, el cálculo de
la estructura en 3-D a partir de una secuencia de imágenes capturadas
en diferentes instantes de tiempo y, con ello, el cálculo del movimiento
realizado. En cambio, el trabajo que se presenta en esta Tesis basa la
estimación del movimiento que ha tenido lugar calculándolo como un
giro sobre un punto denominado Centro Instantáneo de Rotación. Los
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trabajos previos necesitan en muchas ocasiones de sensores internos para
calcular el movimiento realizado por el robot, ya sea para calcular la
velocidad del robot, o para calcular los giros que han tenido lugar.
Se presenta en esta Tesis un procedimiento de odometría visual pu-
ramente exteroceptivo fiable y robusto capaz de realizar el cálculo del
movimiento de un robot a partir de las imágenes capturadas por una
única cámara que se encuentra sobre el robot. Este procedimiento resul-
ta ser viable para ejecutarse en tiempo real durante la navegación del
robot haciendo uso de elementos computacionales domésticos.
A modo de caso de uso, se presenta también el diseño y el desarrollo
de un sistema de localización basado en el filtro extendido de Kalman
(EKF), que integra conjuntamente el sistema de odometría visual con el
sistema de odometría de las ruedas, logrando de esta manera un sistema
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La localización en cada instante de tiempo es esencial para un robot
móvil autónomo. Es un problema que ha sido tratado desde múltiples
perspectivas. A la hora de afrontar los problemas de posicionamiento, es
común la utilización de diferentes sensores que proporcionan información
directa sobre la localización actual del robot o bien sobre los cambios que
se han producido en el entorno del mismo.
En entornos donde se encuentra disponible una señal GPS, los sen-
sores GPS proporcionan información muy detallada con un margen de
error reducido [38]. Sin embargo, incluso en ese tipo de entornos, se uti-
lizan otros sensores para ajustar y mejorar el cálculo de la posición del
robot puesto que en situaciones no ideales, los sensores GPS proporcio-
nan medidas con error. Ejemplos de este tipo de situaciones son entornos
urbanos [79] con altos edificios, bosques frondosos, etc. Para solucionar
este tipo de problemas, se plantean sistemas que utilizan balizas, que per-
miten una localización global y que proporcionan nueva información para
un mejor cálculo de la posición actual del robot [4, 10]. Por otra parte, en
la literatura, se pueden encontrar múltiples trabajos de fusión sensorial
cuyo objetivo es un mejor cálculo de la posición del robot en cada instante
de tiempo utilizando varias fuentes de información [112, 22, 102, 40].
En entornos en los que no se dispone de señal GPS, el problema del
cálculo de la posición de un robot se torna más complejo al no existir
un sensor preciso. Dentro de este tipo de entornos, podemos hablar de
navegación en interiores, vehículos aéreos o bajo el agua. La localización
en interiores es un problema aún en estudio. Existen diferentes métodos
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de localización que tienen un funcionamiento aceptable en determinadas
condiciones, pero que introducen mucho error en situaciones no ideales.
En este sentido, se han propuesto técnicas para la localización en un edi-
ficio público basadas en balizas, como puede ser utilizando un mapa de
potencias de señales WiFi [36, 54, 84, 37], sensores geomagnéticos [12]
o sensores láser junto con técnicas de visión artificial [18]. Sin embargo,
este tipo de técnicas, que funcionan correctamente en determinadas si-
tuaciones, se encuentran con problemas cuando cambian las condiciones
de trabajo. Por ejemplo, en una localización dentro de un edificio público,
los resultados dependerán de la hora del día, es decir, si el edificio está
vacío o si en el edificio hay muchas personas caminando por sus pasillos.
De la misma manera, el proceso de localización tampoco es trivial
para robots que realizan movimientos en entornos heterogéneos, esto es,
que su entorno es una mezcla de movimientos en interiores y movimientos
en exteriores. Por tanto, la idea de disponer de un método capaz de
operar en ambos entornos resulta ser de gran utilidad y necesidad.
La odometría visual es el proceso mediante el que se calcula una
estimación del movimiento realizado por un robot móvil o por un vehículo
a partir de los datos capturados por el sistema de visión del mismo.
El término de odometría visual (OV) fue utilizado por primera vez en
el año 2004 por Nister [74]. El concepto de estimar el movimiento a
partir de los datos adquiridos con un sistema de visión es similar al
concepto de odometría de las ruedas. Para calcular la nueva posición
de un robot móvil utilizando los datos del movimiento de las ruedas se
necesita conocer la posición del robot en el instante de tiempo anterior y
el incremento de los encoders de ambas ruedas que se ha producido entre
el instante de tiempo anterior y el actual. En el caso de OV, para calcular
la nueva posición utilizando los datos del sistema de visión de un robot, se
necesita conocer la posición del robot en el instante de tiempo anterior y
una estimación del movimiento realizado, a partir de las diferencias entre
las imágenes capturadas en el instante de tiempo anterior y el actual.
Al ser ambos, sistemas de localización incrementales, el error produ-
cido durante una estimación no se corrige en ningún momento sino que
es acumulado. De esta manera, utilizados de forma aislada, y sin correc-
ción posible, estos sistemas de localización propagan el error aumentando
éste con el paso del tiempo [6]. Los sistemas de localización basados en
cálculos odométricos se pueden utilizar junto con otros sistemas de lo-
calización que corrijan, o al menos minimicen los posibles errores que
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se producen en el cálculo del movimiento a partir de los datos de la
odometría.
La OV examina los cambios producidos entre dos imágenes captura-
das en dos instantes de tiempo para así estimar el movimiento que ha
tenido lugar entre ambos instantes de tiempo. El problema de la estima-
ción del movimiento utilizando únicamente los sistemas de visión data
de los últimos treinta años. Es durante los últimos diez años cuando se
aportan soluciones con posibilidad de ejecución en problemas de tiempo
real.
1.1. Orígenes de la odometría visual
El problema del cálculo de la posición relativa de la cámara respecto
al entorno y la estructura en 3-D del mismo a partir de un conjunto
de imágenes se conoce como estructura a partir del movimiento, Struc-
ture From Motion (SFM) [55, 34]. SFM trata el problema de obtener
información en 3-D a partir de una secuencia de imágenes en 2-D. La
odometría visual es, en definitiva, un caso particular de SFM, ya que cal-
cula el movimiento propio de una o más cámaras a partir de las imágenes
capturadas en diferentes instantes de tiempo.
De alguna manera, el pionero en la detección del movimiento propio,
es decir, el movimiento de un sistema de visión que se encuentra sobre
un robot móvil, fue Moravec en su tesis en el año 1980 [67]. Su trabajo
se centra en la detección de obstáculos durante la navegación, a partir de
los datos obtenidos por un sistema de captura de imágenes. Se calcula
la posición en 3-D de cada objeto encontrado en el campo de visión a
partir de la secuencia de imágenes en 2-D. Incorpora uno de los primeros
detectores de características, que denomina Operador de Interés, y que a
día de hoy se conoce como "Detector de Esquinas de Moravec"[68]. Pos-
teriormente, se han desarrollado nuevos detectores de esquinas, Forstner
[21] y Harris y Stephens [34, 33].
En el trabajo de Moravec se utiliza un robot móvil que transporta un
sistema de visión que se puede mover horizontalmente sobre un rail. Cada
cierto tiempo (avanzaba 1 metro cada 5 minutos) el robot se detenía,
tomaba una serie de nueve imágenes mientras la cámara se movía sobre el
rail en intervalos equidistantes. El procedimiento propuesto en el trabajo
de Moravec consistía en:
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calcular las esquinas en cada una de las imágenes y encontrar los
puntos coincidentes respecto al resto de las ocho imágenes
buscar también las posibles coincidencias con las posibles posicio-
nes del robot en el estado anterior
eliminar los valores anómalos debido a inconsistencias por la pro-
fundidad de los puntos, utilizando las ocho posibles parejas de imá-
genes estéreo
calcular el movimiento realizado y las posiciones relativas de los
obstáculos mediante la transformación rígida o isometría para ali-
near los puntos 3-D vistos en dos posiciones consecutivas del robot
Esto generaba un sistema de ecuaciones que se resolvía mediante mí-
nimos cuadrados ponderados, donde los pesos eran inversamente propor-
cionales a la distancia al punto 3-D. La figura 1.1, obtenida directamente
de la tesis de Moravec [67], muestra el robot utilizado durante el trabajo
y el sistema de visión sobre el rail utilizado.
El procedimiento propuesto por Moravec se sigue utilizando a día de
hoy en los trabajos de odometría visual: captura de imágenes, detección
de características, seguimiento o búsqueda de coincidencias de las carac-
terísticas en la secuencia temporal de imágenes, eliminación de valores
anómalos y cálculo del movimiento realizado o, lo que es lo mismo, de la
estructura en 3-D del entorno.
Aunque Moravec utiliza una única cámara, al ser ésta móvil y tomar
nueve imágenes en cada localización del robot, se puede considerar que el
trabajo de Moravec utiliza un sistema de visión estéreo, ya que se conoce
la distancia que se mueve la cámara entre dos imágenes distintas en la
misma localización del robot. Por tanto, se puede hablar de 8 parejas
posibles de imágenes estéreo por cada localización del robot, y así se
utilizan durante el desarrollo del trabajo.
Durante los últimos 20 años del siglo XX, los trabajos de odometría
visual tenían como objetivo la localización de robots móviles en entor-
nos espaciales. Es decir, muchos de los trabajos tienen relación con los
vehículos no tripulados enviados por la NASA a otros planetas, rovers,
básicamente aquéllos encuadrados en el programa de exploración de Mar-
te [67, 61, 62, 50, 76]. El objetivo era calcular el movimiento realizado
por un robot móvil en un entorno accidentado, sin balizamiento, con
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Figura 1.1: Robot utilizado en el trabajo de Moravec y su sistema de
visión móvil
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posibles derrapes, etc. En definitiva, se trataba de abordar todos los pro-
blemas que podrían encontrarse en la localización de un rover durante la
ejecución de su misión en un entorno planetario. Lo que se buscaba era
encontrar nuevos métodos de localización utilizando sistemas de visión
que pudiesen minimizar los errores de localización. La figura 1.2 muestra
el robot utilizado por Lacroix et al. en su trabajo [50]. En él proponen una
técnica de localización basada en un sistema de visión estéreo siguiendo
el esquema de trabajo utilizado por Moravec y explicado anteriormente.
Incorpora además el concepto de refinamiento en la localización. Mien-
tras se ejecuta el proceso de localización basado en la odometría visual,
se guarda información en 3-D de los objetos que se van encontrando en la
escena, que denomina aspectos, así como de la distancia y orientación de
la cámara respecto a dichos objetos. Por cada imagen se busca si existe
alguno de esos objetos guardados en la imagen actual. En el caso de que
se encuentre algún objeto ya conocido, se refinará la posición actual del
robot. Las características que se guardan de cada uno de los aspectos son
valores geométricos como el volumen, momento de inercia, etc o valores
fotométricos como puede ser la textura. Una vez detectado un objeto,
se compara con los objetos registrados con anterioridad y en caso de en-
contrar una correlación, se recalcula la posición actual en función de la
posición del objeto guardado. En dicho trabajo, los objetos se limitaban
a piedras en un entorno plano, esto es, se implementaba un segmentador
de objetos 3-D sencillo que detectaba cambios en el relieve en un entorno
plano.
Estos dos trabajos comentados, [67, 50], suponen dos hitos funda-
mentales en el campo de la odometría visual, aunque han dejado abiertas
muchas cuestiones como se pondrá de manifiesto en la revisión del estado
del arte en el Capítulo 2, y que sirven de motivación para la realización
de esta tesis doctoral.
1.2. Motivación
Actualmente, la mayor parte de los algoritmos de odometría visual
propuestos no trabajan en tiempo de ejecución, sino que los resultados
se obtienen mayoritariamente offline, esto es, se toman las imágenes y
posteriormente se realiza el procesamiento de las mismas. Otros trabajan
en una frecuencia de toma de imágenes muy baja, lo que implica que
se precisa un movimiento del robot muy lento. Esto es debido a que los
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Figura 1.2: Robot utilizado en el trabajo de Lacroix et al.
algoritmos actuales de odometría visual conllevan cálculos muy pesados y
de alta carga computacional. Esto implica que para su correcta ejecución,
muchas veces es necesario disponer de equipos informáticos de alto nivel,
con el coste que ello conlleva. Los sistemas de visión que se utilizan suelen
ser sistemas de visión avanzados de alto coste.
El beneficio de utilizar una única cámara puede venir dado por dife-
rentes factores, siendo los más importantes el factor económico y el factor
de coste computacional al tratar información en 2-D en comparación al
tratamiento de información tridimensional.
Por otra parte, el manejo de oclusiones de objetos y de movimientos
en la escena y en el campo de visión no está resuelto y produce errores
graves en el cálculo de la odometría visual. Los métodos existentes cal-
culan en ocasiones la velocidad del vehículo basándose en otros sensores
del robot móvil. Por último, la utilización de suelos texturizados o es-
tructurados resulta requisito imprescindible para el buen funcionamiento
de los métodos actuales de cálculo de odometría visual.
Muchos de los trabajos propuestos con anterioridad se basan en el
cálculo del movimiento a partir de la estructura, esto es, el cálculo de
la estructura en 3-D a partir de una secuencia de imágenes capturadas
en diferentes instantes de tiempo y, con ello, el cálculo del movimiento
realizado. En cambio, el trabajo que se presenta en esta Tesis basa la
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estimación del movimiento que ha tenido lugar calculándolo como un
giro sobre un punto denominado Centro Instantáneo de Rotación. Los
trabajos previos necesitan en muchas ocasiones de sensores internos para
calcular el movimiento realizado por el robot, ya sea para calcular la
velocidad del robot, o para calcular los giros que han tenido lugar.
1.3. Objetivos
En la robótica móvil, la necesidad de conocer la localización preci-
sa de un robot durante una navegación se torna en imprescindible para
cualquier objetivo que se desee efectuar durante dicha navegación. El
principal objetivo de esta tesis es afrontar el problema de la localización
de un robot móvil en un entorno heterogéneo basándose única y exclusi-
vamente en sus sensores odométricos, de forma que utilizando el sistema
de localización aquí presentado se pueda calcular de forma correcta la
localización del robot en entornos no ideales.
En esta tesis, se presenta un algoritmo de odometría visual puro, que
es fiable, robusto y tolerante a fallos tras deslizamientos, bloqueos de
ruedas, baches, etc. La solución aquí presentada proporciona un cálculo
de odometría visual en tiempo real utilizando elementos computacionales
de bajo coste y un sistema de visión de bajo coste. Los elementos uti-
lizados se pueden calificar como domésticos. Este algoritmo de cálculo
de odometría visual puede utilizarse como un sensor independiente sin
la necesidad de añadir ningún otro sensor. Se presenta también como
caso práctica de aplicación, la fusión sensorial con otros sensores, en este
caso la fusión sensorial de odometría visual y odometría de las ruedas,
de forma que se logra un sensor odométrico fiable y robusto en entornos
heterogéneos y en diferentes contextos.
A partir de esta idea, los objetivos concretos de esta tesis son los
siguientes:
Desarrollar un procedimiento de odometría visual puramente ex-
teroceptivo fiable y robusto que sea capaz de realizar el cálculo
del movimiento de un robot a partir de las imágenes capturadas
por una única cámara que se encuentre sobre el robot. Dicho al-
goritmo ha de ser viable para ejecutarse en tiempo real durante la
navegación del robot haciendo uso de elementos computacionales
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domésticos.
Diseñar y desarrollar un sistema de localización basado en el filtro
extendido de Kalman (EKF), e integrar conjuntamente el sistema
de odometría visual con el sistema de odometría de las ruedas,
logrando de esta manera un sistema odométrico más robusto y
fiable en diferentes entornos.
1.4. Metodología
La metodología seguida durante el desarrollo de esta investigación
sigue una estructura planeada previamente a la realización del trabajo y
que se basa en los principios científicos necesarios para un trabajo de este
tipo. Primeramente se realiza un estudio de la literatura relacionada exis-
tente, centrándose en el estudio de los diversos trabajos de localización
basada en el cálculo de la odometría visual tanto utilizando una única
cámara como de aquellos trabajos en los que se utilizan varias cámaras.
Se estudian las ventajas e inconvenientes de cada una de las propuestas
que se han realizado con anterioridad.
Posteriormente, se realiza un diseño del método de odometría visual
que se va a desarrollar realizando de forma individualizada el estudio de
cada uno de los componentes buscando una solución final óptima tanto
en cuanto a resultados como en cuanto a tiempos de ejecución de cada
ciclo.
Una vez que se dispone de un algoritmo de cálculo de odometría
visual, se realiza la aplicación de una fusión sensorial con otros sensores
odométricos de forma que se logre la generalización en cuanto a entornos
de utilización y la robustez del sistema odométrico resultante de la fusión
sensorial.
La metodología de investigación seguida durante el desarrollo de este
trabajo se divide en las siguientes actividades:
1. Estudio de los conceptos básicos y trabajos relacionados
a) Métodos de localización basados en visión artificial
b) Métodos de odometría visual monocular (una única cámara)
c) Métodos de odometría visual estéreo (varias cámaras)
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d) Técnicas de extracción de características en una imagen
2. Diseño y desarrollo de un algoritmo de odometría visual
a) Diseño, desarrollo y pruebas de las diferentes técnicas de ex-
tracción de características
b) Elaboración de la estructura física del sistema de visión: com-
posición, posicionamiento, enfoque, calibrado, etc.
c) Cálculo del Centro Instantáneo de Rotación
d) Optimización del proceso
3. Diseño y desarrollo de la fusión sensorial odométrica utilizando
EKF
a) Diseño del EKF tomando en cuenta las entradas del sistema
(odometría de las ruedas) y de la medición (odometría visual)
b) Desarrollo del EKF
c) Optimización del proceso
4. Resultados
a) Diseño de un plan de pruebas de los diferentes algoritmos
implementados
b) Realización de las pruebas
c) Estudio de los resultados obtenidos
d) Modificaciones necesarias en el proceso
5. Elaboración de la documentación
a) Analizar todo el material generado y las publicaciones
b) Escritura del documento final de tesis
1.5. Estructura del documento
Este documento se ha dividido en seis partes que se corresponden en
el tiempo con la metodología utilizada.
PARTE I
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La primera parte de este documento corresponde al capítulo actual,
en el que se presenta una introducción a los sistemas de localización
basados en odometría visual y de ruedas utilizados comúnmente en la
robótica móvil. Se presentan también la motivación y objetivos de esta
tesis. De la misma manera, se presenta también la metodología seguida
durante el proceso científico.
PARTE II
En la segunda parte de este documento se realiza la exposición re-
sumida del estado del arte tanto en sistemas de localización basado en
odometría visual como en sistemas de localización semejantes, ya sea por
el uso de sensores odométricos como por la semejanza que se tienen en
el cálculo de la posición actual de un robot móvil. Se expone también la
evolución que ha tenido a lo largo del tiempo los métodos de cálculo de
odometría visual tanto monocular como estéreo.
PARTE III
En la tercera parte se expone con detalle el procedimiento en tiempo
real que se propone en esta tesis para el cálculo de la odometría visual,
utilizando una única cámara que se encuentra situada sobre el robot que
realiza la navegación. Se explica paso por paso cada uno de los procesos
que tienen lugar en la ejecución del cálculo de la odometría visual.
PARTE IV
En la cuarta parte se expone una muestra de la batería de prue-
bas realizadas para la comprobación correcta tanto del procedimiento de
odometría visual en diferentes entornos. Se realiza también un estudio
sobre los tiempos de ejecución para mostrar la adecuación a la ejecución
en tiempo real del procedimiento propuesto en esta tesis.
PARTE V
En la quinta parte de este documento se explica el método de fu-
sión sensorial utilizando un Filtro de Kalman Extendido. Se toma como
entrada del sistema los datos de odometría de las ruedas del robot y
como medida de observación, los datos de odometría visual calculados
siguiendo el procedimiento propuesto. Se aportan también los resultados




Por último se expone una parte de conclusiones, discusión de los
resultados, evaluación sobre la obtención de los objetivos propuestos ini-




En este apartado se va a realizar una revisión de los trabajos que
han contribuido al desarrollo de la odometría visual en sus distintas
vertientes. Con ello se pretende conocer el estado actual de las técnicas
en odometría visual y así poder encuadrar nuestro trabajo de tesis.
Los procedimientos de cálculo de odometría visual se pueden clasifi-
car primeramente en dos bloques claramente diferenciados: aquéllos que
utilizan una única cámara y aquéllos que utilizan más de una cámara. En
el caso de la odometría visual estéreo, es fácil obtener la estructura 3-D
del entorno y, por tanto, la toma de medidas. En el caso de la odometría
visual monocular se ha de desarrollar algún método para poder reali-
zar mediciones, bien sea porque se conozca el tamaño de algún elemento
concreto de la imagen, o porque existan restricciones de movimiento o
porque se integre junto con algún otro sensor.
Esta clasificación ha servido para estructurar la revisión del estado
del arte. Ha sido de gran ayuda para el autor la correcta clasificación
y estructuración en las revisiones realizadas por D. Scaramuzza y F.
Fraundorfer en [90, 23] de las diversas soluciones aportadas a lo largo de
los últimos años.
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2.1. Odometría visual estéreo
La odometría visual estéreo utiliza las imágenes capturadas a partir
de más de una cámara o la simulación del uso de varias cámaras, como
en el caso de Moravec [67], que utilizaba una única cámara pero tomaba
varias imágenes en una misa localización del robot.
Los pasos a seguir durante la estimación del movimiento utilizan-
do técnicas de odometría visual estéreo se encuadran en el esquema ya
utilizado inicialmente por Moravec y explicado con anterioridad en el
apartado 1.1: detección de características, cálculo de la estructura en
3-D del entorno -se realizará un modelo de error del cálculo de la trian-
gulación estéreo-, seguimiento de los puntos característicos a lo largo de
una secuencia de imágenes, eliminación de valores anómalos y estimación
del movimiento.
Matthies y Shafer [61] formulan un nuevo método de modelado del
error en la triangulación estéreo basado en una distribución gaussiana
en tres dimensiones. Utilizando el procedimiento de Moravec con un sis-
tema de visión binocular y sustituyendo el modelo de error escalar en
la triangulación por un modelo basado en una distribución gaussiana,
lograron un error del 2 % en un recorrido de 5,5 metros y un error de 1o
en la orientación.
Olson et al. [76, 77], demostraron que el aumento en el orden del error
era mayor que lineal debido principalmente a los fallos en el cálculo de
la orientación. Un fallo durante el avance implica únicamente un error
en la distancia recorrida propagado en el tiempo. Sin embargo, un error
en el cálculo de un giro implica consecuencias mayores, ya que los pró-
ximos cálculos de distancia recorrida conllevarán también un error en la
posición y la orientación. Este error será mayor que O(n) con el paso del
tiempo, siendo n la distancia recorrida. Por ello, utilizaron un sensor de
orientación absoluto que corregiría la orientación en los giros, disminu-
yendo así el error total. De esta manera el error que proporcionaban en
sus resultados era del 1 % en un recorrido de 20m. La Figura 2.1a) [77]
muestra que el error aumenta de forma lineal con la distancia cuando
se tiene un sensor de orientación absoluto. Sin embargo cuando no se
posee dicho sensor, el error es de orden superior a O(n). La Figura 2.1b)
muestra el recorrido completo. La línea continua refleja la posición del
robot en cada instante de tiempo tomada con un sensor GPS, mientras
que la línea punteada muestra la posición en cada instante de tiempo uti-
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lizando el método propuesto. La línea discontinua segmenteada muestra
el cálculo utilizando únicamente la odometría visual.
El trabajo de Lacroix et al. [50], explicado en el apartado 1.1, se
encuadra dentro de las técnicas de odometría visual estéreo. Este trabajo
sirve de base para otros trabajos realizados posteriormente [64, 41] que
utilizan la misma técnica de detección y seguimiento de puntos.
Cheng et al. [9] toman como base el trabajo de Lacroix en su imple-
mentación final de odometría visual sobre el Mars rover. Mejoraron la
implementación inicial de Olson et al. [76, 77], en dos aspectos. Tras la
detección de esquinas, mediante el detector de esquinas de Harris, uti-
lizan el modelado del error propuesto por Lacroix et al. Utilizaron en
el paso de estimación del movimiento el algoritmo RANSAC, RAndom
SAmple Consensus [20] para la eliminación de valores anómalos, como
proponía Nister [74]. Maimone et al. [59] mostraron los resultados del
uso de la odometría visual en los diferentes Mars rovers enviados para
la exploración de Marte. La figura 2.2 muestra los resultados de los tra-
bajos de Cheng et al. [9, 59] en un entorno completamente adverso para
la odometría de las ruedas como lo es durante el proceso de ascensión en
un terreno rocoso.
Milella y Siegwart [64] proponen una solución diferente al problema
de la estimación del movimiento y la eliminación de valores anómalos
para un vehículo todo-terreno. Utilizan el esquema habitual hasta el mo-
mento, que se basa en tres fases principales: detección de características,
seguimiento de las mismas y finalmente la estimación del movimiento.
Primeramente, utilizan el motor estéreo SRI [47], con patente activa ac-
tualmente, y posteriormente el detector Shi-Tomasi [94] para encontrar
las características sobre las que se realizará el seguimiento. Una primera
manera de eliminar los posibles errores es tomar sólo aquellas caracte-
rísticas que tengan valores 3-D fiables y que tengan corresponendencia
mutua, esto es, que dadas dos imágenes en dos instantes de tiempo, I1 e
I2, una característica p1 (en la primera imagen), p2 en la segunda imagen
es fiable si p1 es el punto con mayor coeficiente de correlación para p2 y,
también, p2 es el punto con mayor coeficiente de correlación respecto de
p1. Posteriormente, se realiza un filtro estadístico de valores anómalos
basado en la mediana y la desviación típica [26]. La estimación del movi-
miento se realiza utilizando el algoritmo ICP, Iterative Closest Point. En
el proceso final lo que se busca es encontrar la matriz de transformación
3-D, T , que minimiza la función objetivo:
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Figura 2.1: Resultados del trabajo de Olson et al.
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Figura 2.2: Resultados del trabajo de Cheng et al.






∥∥TP i2 − P i1∥∥2 (2.1)
donde P i1 y P i2 son los puntos en 3-D en dos instantes de tiempo sucesivos
y N es el número de parejas de puntos de los que se dispone. La figu-
ra 2.3a) muestra los puntos característicos detectados en dos imágenes
consecutivas (imagen izquierda en la cámara estéreo). La figura 2.3b)
muestra el seguimiento de características inicial -figura de la izquierda- y
el resultado tras la eliminación de características 3-D no fiables y tras el
filtrado basado en la mediana -figura de la derecha-. Por último, la figura
2.3c) muestra el robot utilizado por los autores durante la ejecución de
las pruebas.
Nister et al. [74] propusieron una solución, estéreo y también otra
monocular, completamente diferente a las anteriores. Este artículo se co-
noce no sólo por acuñar el término odometría visual, sino por proporcio-
nar la primera implementación en tiempo real. Nister et al. mejoraron las
implementaciones anteriores en diversos aspectos. Primeramente, no rea-
lizaron el seguimiento de los puntos característicos entre imágenes, sino
que detectaban las características, utilizando el detector de Harris, inde-
pendientemente en cada imagen capturada y buscaban posteriormente
concordancias entre las características. La optimización lograda consistía
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Figura 2.3: Imágenes relativas al trabajo de Milella y Siegwart. a)Puntos
característicos detectados en dos imágenes consecutivas. b)Seguimiento
de las características y filtrado de las mismas. c) Robot utilizado
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en detectar características en las imágenes tomadas en dos instantes de
tiempo diferentes de forma independiente. Por cada característica de la
primera imagen, se buscaba una concordancia sólo con los puntos carac-
terísticos de la segunda imagen que estuvieran a una distancia inferior
a un umbral, y no con todos los puntos de la segunda imagen. Para que
una concordancia entre dos características fuese dada por válida, la con-
sistencia mutua, ya explicada con anterioridad, se debía cumplir. Una
vez realizado el proceso de detección y seguimiento de características, la
estimación del movimiento según su propuesta estéreo, se realiza utili-
zando un conjunto de imágenes -y sus respectivas características- como
entrada del RANSCAC preventivo [73] de 3 puntos.
Un esquema diferente para la estimación del movimiento fue intro-
ducida por Comport et al. [14]. En vez de utilizar técnicas de registro
3-D a 3-D o una estimación de la posición de la cámara 3-D a 2-D, se
basaron en el tensor cuadrifocal, Quadrifocal tensor, que permite calcular
el movimiento a partir de las coincidencias en la imagen 2-D a 2-D, sin
tener que triangular los puntos en ninguna de las parejas de imágenes
estéreo. El beneficio de esto es un cálculo de la estimación del movimien-
to mucho más preciso. La figura 2.4 muestra la base del cálculo de las
correspondencias a partir de los cuatro puntos posibles: punto inicial, p,
y final, p′′, de la cámara de la izquierda y punto inicial, p′, y final, p′′′,
en la cámara de la derecha.
2.2. Odometría visual monocular
En la odometría visual monocular tanto la estructura 3-D del entorno
como el movimiento relativo deben ser calculados a partir únicamente de
los datos en dos dimensiones. La medición de las distancias en imágenes
2-D no es posible de forma absoluta, por lo que se establece una distancia
relativa al primer movimiento. Es decir, se toma como unitario -o como
referencia- el movimiento que ha ocurrido en el primer instante y a partir
de él se calculan los movimientos sucesivos [35]. A lo largo de los últimos
años se han realizado trabajos con resultados satisfactorios en largas
distancias utilizando cámaras comunes u omnidireccionales [75, 15, 51,
28, 105, 65, 92, 8, 86].
Los trabajos de odometría visual se pueden clasificar en tres catego-
rías: basados en características, globales e híbridos. Los métodos basados
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Figura 2.4: Comport: tensor cuadrifocal
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en características utilizan puntos de la imagen que son fácilmente loca-
lizados y repetibles a lo largo de la secuencia de imágenes. Los métodos
globales utilizan la información de intensidad de todos los píxeles de
la imagen o bien de una región de la misma. En cuanto a los métodos
híbridos, utilizan una mezcla de ambos métodos.
2.2.1. Métodos basados en características
Siguiendo la clasificación anterior, los trabajos [74, 15, 51, 105, 69, 91,
82] se encuadran dentro de esta primera categoría. La primera propuesta
en tiempo real con una única cámara fue presentada por Nister et al.
[74]. Para el paso de la información en 2-D a los cálculos realizados
en 3-D utilizan hipótesis geométricas. Para el cálculo de la estimación
de movimiento utilizan un solucionador de cinco puntos [72] dentro de
RANSAC. A partir de este trabajo, el RANSAC de cinco puntos fue el
método más común a la hora de abordar los problemas de odometría
visual y flujo óptico.
Lhuillier [51] y Mouragnon et al. [69] presentaron una solución basada
en la utilización de una ventana temporal de imágenes a partir de la que
se reconstruía el movimiento y se realizaba un mapa 3-D. La ventana
permitía tomar como entrada las m últimas imágenes de la secuencia.
Utilizaron el RANSAC de cinco puntos [72] para la eliminación de valores
anómalos.
Tardif et al. [105] presentan una solución semejante a las aportadas
hasta el momento con el añadido de la creación de un mapa 3-D. El
esquema del procedimiento es similar a los propuestos con anterioridad:
detección de características (utilizando SIFT [57]), seguimiento de carac-
terísticas, cálculo de la posición y orientación de la cámara y eliminación
de valores anómalos utilizando una versión optimizada del RANSAC de
cinco puntos (RANSAC preventivo) [73]. El cálculo del movimiento se
realiza únicamente utilizando la imagen del muestreo previo, esto es, no
realiza ninguna optimización con imágenes de muestreos anteriores. A
cambio, realiza un cálculo de la estructura del entorno, creando un mapa
en 3-D de lo recorrido. La figura 2.5 muestra la creación de dicho mapa
durante el recorrido presentado de ejemplo en el artículo. El recorrido
tiene una longitud de 2,5 km.
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Figura 2.5: Creación del mapa en 3-D por Tardif
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2.2.2. Métodos globales
Los trabajos [28, 65, 92] se encuadran dentro de la categoría de so-
luciones globales, que utilizan la información de intensidad de todos los
puntos de la imagen. Milford y Wyeth [65] presentaron un método pa-
ra extraer la velocidad de rotación y de avance a partir de una cámara
montada en un vehículo, que después fue utilizada en un esquema RatS-
LAM [66]. Utilizaron un seguimiento de un patrón que se encuentra en
el centro de la escena.
2.2.3. Métodos híbridos
El mayor problema con los procedimientos globales es que no son
robustos en caso de que aparezcan oclusiones de objetos en las imágenes.
Es por ello que Scaramuzza y Siegwart [92] utilizaron un procedimiento
global para el cálculo de la rotación de un vehículo y un procedimiento
basado en características para estimar el avance del mismo. El procedi-
miento basado en características se utiliza también para encontrar fallos
en el procedimiento global. En resumen, se tenían dos trackers diferentes.
El primero de ellos estaba basado en la homografía, y detecta y realiza el
seguimiento de características ubicadas en el suelo. El segundo de ellos
se basa en el seguimiento de regiones y es el encargado de calcular la
rotación que se produce. Introducen el concepto de brújula visual luego
utilizada posteriormente en diversos trabajos. La figura 2.6 compara los
resultados del cálculo de la odometría visual utilizando un método híbri-
do (global y basado en características) respecto a utilizar únicamente el
método basado en características.
2.3. Optimización en el cálculo de la odometría
visual
Todos los métodos anteriores fueron diseñados para calcular la odo-
metría visual en vehículos sin restricciones de movimiento en los seis
grados de libertad. Sin embargo, existen otros métodos de cálculo de
odometría visual que han sido diseñados específicamente para algún tipo
de vehículo con restricciones de movimiento conocidas. De esta manera
logran un menor tiempo de cálculo y una mayor precisión en el cálcu-
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Figura 2.6: Comparación de cálculo de odometría visual utilizando un
método híbrido (global y basado en características) y un método basado
únicamente en características, por Scaramuzza
lo del movimiento. Por ejemplo, Liang y Pears [52], Ke y Kanade [45],
Wang et al. [111] y Guerrero et al. [32] utilizaron homografías para esti-
mar el movimiento. Scaramuzza et al. [91, 87] introdujeron un RANSAC
de un único punto gracias a considerar de las restricciones cinemáticas
del vehículo y asumiendo un movimiento planar. Las restricciones de un
vehículo no holónomo han sido utilizadas por Pretto et al. [82] para me-
jorar el seguimiento de características y por Fraundorfer et al. [24] para
la determinación de la ventana temporal.
Como se ha comentado, el cálculo de la posición a partir de la odo-
metría visual entre dos imágenes introduce un error en la localización
en cada instante de tiempo. De esta manera, la posición final calculada
contiene un error que aumenta con el paso del tiempo. El principal ob-
jetivo de la odometría visual es calcular las transformaciones relativas
que ocurren entre dos imágenes Ik e Ik−1. Una vez calculadas, se con-
catenan todas las transformaciones para obtener la trayectoria que ha
tenido lugar. La odometría visual reconstruye dicha trayectoria paso a
paso. Inevitablemente se introduce un error en cada paso. Se han reali-
zado trabajos para tratar de reducir ese error que se va acumulando paso
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a paso. Algunos trabajos [24, 101, 48, 104] han introducido una ventana
temporal y local de m imágenes (períodos de muestreo).
Ese error puede reducirse también utilizando otros sensores (como
se pretende en nuestro trabajo), como puede ser un GPS, un láser o un
IMU [48, 70, 43]. Por ejemplo, Konolige et al. [48] realizan el cálculo
de la odometría visual siguiendo el esquema tradicional: extracción de
características, seguimiento de las mismas (utilizando ZNCC, Zero-mean
Normalized Cross Correlation) y estimación del movimiento utilizando
RANSAC de 3 puntos. Posteriormente añaden una optimización de dicho
movimiento utilizando las últimos m movimientos. Por último, realizan
una fusión sensorial con un sensor inercial utilizando el filtro de Kalman
extendido. Presentan los resultados tras realizar un recorrido de unos
10 km y demuestran que son capaces de reducir el error en un factor
comprendido entre 2 y 5.
2.4. Cálculo del movimiento
El cálculo del movimiento es el paso principal que se tiene en un pro-
cedimiento de cálculo de odometría visual. Es en este paso en el que se
calcula el movimiento que ha realizado la cámara entre la imagen cap-
turada en un instante de tiempo k y la imagen capturada en el instante
anterior, k− 1. Concatenando todos estos movimientos se puede recons-
truir la trayectoria total que ha realizado la cámara y por tanto la del
vehículo o robot en el que se encuentra. Para calcular la transformación
ocurrida entre dos imágenes Ik e Ik−1 se parte de dos conjuntos de carac-
terísticas fk y fk−1 que se obtienen de los instantes de tiempo k y k− 1
respectivamente. Estas características pueden estar definidas en dos o en
tres dimensiones. En función de ello, existen diferentes métodos: 2-D a
2-D, en este caso ambos conjuntos están definidos en dos dimensiones;
3-D a 3-D, ambos están definidos en tres dimensiones; 3-D a 2-D, en este
caso fk−1 está definido en tres dimensiones y fk son las proyecciones en
la imagen (2-D) de dichos puntos.
Las características en una imagen pueden ser puntos o líneas. En
general, dado que la búsqueda de líneas en imágenes reales es compleja,
en odometría visual, las características utilizadas suelen ser puntos. En
[42] se presenta una revisión en profundidad de los usos de características
(líneas y puntos).
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2.4.1. Detección y seguimiento de características
En cuanto a los métodos de detección de puntos característicos en
una imagen y el posterior seguimiento de los mismos, se puede hablar
de dos estrategias diferentes. Por un lado se pueden localizar los puntos
característicos en la imagen inicial y posteriormente realizar la búsqueda
de dichos puntos en las sucesivas imágenes, o bien se pueden detectar de
forma independiente los puntos característicos en cada imagen y poste-
riormente encontrar coincidencias de puntos en las diferentes imágenes.
La primera opción es más lógica cuando los movimientos son pequeños.
La segunda opción se utiliza cuando los movimientos son más grandes o
cuando cambia el punto de visión. En los primeros trabajos de odometría
visual [67, 61, 50, 76] es más común encontrar la estrategia de detección
y posterior seguimiento de características, mientras que en los trabajos
de la última década [72, 51, 69, 105, 91], es más común la utilización de
detectores de características de forma independiente por cada imagen.
Esto es debido a que el tipo de problema estudiado ha cambiado. Inicial-
mente, se trataba con movimientos pequeños y con la cámara montada
cerca de la escena de estudio. Sin embargo, en los problemas actuales se
trata con movimientos mayores o con escenas más amplias.
Durante el proceso de detección de características se busca detectar
puntos que sean fácilmente distinguibles y comparables en una imagen.
Los detectores de características se dividen en detectores de esquinas y
detectores de blobs. Una esquina se define como un punto que se sitúa en
la intersección de dos o más bordes. Un blob es una región de la imagen
que claramente se diferencia de su entorno en términos de intensidad,
color y textura. No es una esquina ni tampoco un borde.
Las propiedades de un buen detector de características en una ima-
gen son: precisión en la posición dentro de la imagen, repetibilidad (una
característica existente en dos imágenes debería ser detectada en am-
bas imágenes), eficiencia en tiempos de ejecución, robustez (ante ruido,
imagen desenfocada), distinción (de manera que las características sean
claramente identificables entre ellas), variación nula (ante cambios en la
luminosidad y ante cambios geométricos como puede ser rotación, esca-
lado (zoom), distorsiones de perspectiva) [110, 2, 5].
Los detectores de esquinas más utilizados en trabajos de odometría
visual son los de Moravec [67], Forstner [21], Harris [34], Shi-Tomasi [94],
y FAST [85]. Por otra parte, entre los detectores de blobs utilizados des-
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tacan SIFT [56], SURF [3], y CENSURE [1]. En [95] y [110] podemos
encontrar una revisión completa de los detectores de características en
una imagen. Cada detector tiene sus pros y sus contras. Los detectores
de esquinas son más rápidos pero son menos diferenciadores, lo que pue-
de llevar a errores en el seguimiento de características. Por otra parte,
los detectores de blobs son más diferenciadores pero más lentos. Ade-
más, los detectores de esquinas permiten una mejor localización de la
característica dentro de la imagen, pero sin embargo son menos robustos
ante cambios de escala. Esto significa que las esquinas no se detectan con
tanta facilidad como los blobs en cambios de escala (zoom) o en cambios
del punto de visión.
Por ello, la elección del detector de características que se va a utili-
zar no es trivial, sino que debe ser un proceso en el que se evalúen las
necesidades del trabajo a realizar. Se han de tener en cuenta las res-
tricciones computacionales (de recursos y temporales), tipo de entorno y
tipo de movimiento. En próximos apartados se explicará con más detalle
el proceso de elección del detector de características utilizado durante
este trabajo y las pruebas realizadas para demostrar la toma de la de-
cisión. La Figura 2.7 [23], muestra una comparativa de las propiedades
de los detectores más comunes en la literatura. Una evaluación sobre el
rendimiento de los detectores de características utilizados en el cálculo
de odometría visual en interiores puede verse en [93] y para exteriores
en [91] y [93]. El detector de Shi-Tomasi es un detector de esquinas que
es invariante en rotaciones pero no en cambios de escala, y tiene altos
niveles de repetibilidad y mucha precisión en la detección del punto ca-
racterístico. Es además un detector de bajo consumo computacional y
por tanto favorece su implementación en un sistema bajo restricciones
de tiempo real.
Una vez que se han localizado los puntos característicos en una ima-
gen, el siguiente paso es lograr identificar inequívocamente esa caracterís-
tica en las siguientes imágenes. Para ello, se ha de generar un descriptor
de esa característica. Para la creación de este descriptor se toma la región
que se encuentra alrededor del punto característico, de forma que a la
hora de buscar similitudes en las siguientes imágenes, se comparará el
píxel del punto característico, junto con los píxeles vecinos. El descriptor
más simple sería aquél que toma como valores identificables los valores
de intensidad del punto característico y de los píxeles vecinos. De esta
manera, la comparación de descriptores se hace con funciones de error
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Figura 2.7: Comparativa de los detectores de características: propiedades
y rendimiento, por Scaramuzza
como el sumatorio de la diferencia de cuadrados (SSD) de intensidades o
la correlación cruzada normalizada (NCC) [29]. NCC funciona mejor que
SSD en cambios de luminosidad y brillo. Otra medida de similitud más
robusta es la transformada de Census [113], que convierte cada área de
la imagen en un vector binario que representa qué píxeles vecinos tienen
la intensidad superior o inferior a la intensidad del punto central. La
similitud entre áreas se calcula utilizando una distancia de Hamming.
Este tipo de descriptores tienen muchas limitaciones. Los descriptores
pueden ser distintos con los cambios de orientación, escala, punto de
vista de la cámara. De hecho ni NCC ni SSD son invariantes ante estos
cambios. Por ello, estos descriptores se suelen utilizar únicamente para
imágenes donde el punto de visión es muy próximo a los objetos de la
imagen. Uno de los descriptores más utilizados es el descriptor SIFT.
Consiste en un histograma de los gradientes de orientación locales. El
área alrededor del punto característico se divide en 4×4 celdas. Para cada
cuadrante, se construye un histograma de 8 gradientes de orientación. La
Figura 2.8 muestra el proceso de cálculo de este descriptor en un punto
de la imagen.
De esta manera, el descriptor SIFT demuestra ser estable ante cam-
bios en la iluminación, la rotación, el escalado e incluso a cambios en el
punto de visión, hasta 60o. El descriptor SIFT funciona mejor en blobs
que en esquinas. Esto es debido a que las esquinas, por definición, se
encuentran en las intersecciones de los bordes y los blobs se encuentran
en regiones altamente texturizables.
Para realizar el seguimiento de las características a lo largo de la
secuencia de imágenes existen diversas opciones. Si se plantea como un
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Figura 2.8: Ejemplo de una característica y el descriptor SIFT
problema de coincidencia (matching) de descriptores, lo que se ha de
hacer es comparar todos los descriptores de la primera imagen con todos
los descriptores de la segunda imagen. Esta comparación se realizará uti-
lizando algún tipo de medida de similitud. Por ejemplo, si el descriptor
es la luminosidad en una ventana alrededor de una característica, se pue-
de utilizar SSD o NCC como medida de similitud. Para los descriptores
SIFT, la distancia euclídea es una buena medida.
Tras comparar todos los descriptores de características de la prime-
ra imagen con todos los descriptores de características de la segunda
imagen, se escoge (para cada descriptor de la primera imagen) el me-
jor descriptor de la segunda imagen (en términos de mayor similitud o
de menor distancia). Puede ocurrir que un mismo descriptor de la se-
gunda imagen quede vinculado a más de un descriptor de la primera
imagen. Para evitar este problema se puede realizar la comparación in-
versa, esto es, un descriptor de la primera imagen queda vinculado con
un descriptor de la segunda imagen si y sólo si ambos descriptores son los
descriptores más similares en la imagen el uno para el otro, y viceversa.
Esto se denomina la comprobación de consistencia mutua. El problema
de esta comprobación es el aumento del coste computacional que tiene
lugar. Esta comprobación es difícilmente compatible con problemas con
restricciones de tiempo real.
Por otro lado, se pueden realizar búsquedas de características en la
segunda imagen sólo en la región de la imagen donde se espera que vayan
a aparecer. Es decir, se puede realizar un modelo predictivo del movi-
miento de la cámara y, por lo tanto, reducir el espacio de búsqueda a una
región en concreto. Este modelo puede ser generado a partir de la infor-
mación obtenida de otros sensores, como por ejemplo un sensor inercial,
odometría de las ruedas [59], sensor láser, un GPS, etc. Esta predicción
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del movimiento también se puede calcular a partir de los movimientos
anteriores, como se propone en [16].
Una alternativa a buscar características en todas las imágenes y, pos-
teriormente, compararlas todas con todas, es buscar sólo características
en la primera imagen y, posteriormente, buscar dichas características en
las siguientes imágenes. Esta propuesta, que se basa en una búsqueda
y posteriormente un seguimiento, encaja perfectamente con el proble-
ma de la odometría visual cuando los movimientos que se realizan entre
dos imágenes son pequeños. Para estos casos, SSD y NCC funcionan co-
rrectamente. Sin embargo, si el seguimiento se realiza a lo largo de una
secuencia de imágenes muy grande, puede ocurrir que entre la primera
imagen de esa secuencia y la última imagen, las características sí hayan
sufrido un cambio grande. El sistema de seguimiento utilizado en estos
casos se denomina el KanadeLucasTomasi (KLT) tracker [94].
Las características KLT son aquellos puntos donde el valor propio de
la matriz de gradientes de intensidad 2×2 es mínimo. El seguimiento de
las características se realiza utilizando el método Newton-Raphson mini-
mizando la diferencia entre la ventana alrededor del punto característico
en la primera imagen y la ventana alrededor de la característica en la
segunda imagen.
Existen diversas implementaciones que optimizan el algoritmo de se-
guimiento de Lucas-Kanade [58]. Es el caso del trabajo de Bouguet [7]
que realiza una implementación iterativa y piramidal del algoritmo de
Lucas-Kanade. Esta estrategia consiste en procesar la imagen inicialmen-
te en una menor resolución e ir refinando los resultados según se amplia
la resolución de la imagen. De esta forma gestiona mejor las caracterís-
ticas que se encuentran en los bordes de la imagen, solventa el problema
de la pérdida de coherencia espacial en movimiento grandes y es más
eficiente desde el punto de vista computacional hablando (cerca de un
30% más rápido).
Según estudios previos, como el realizado por Scaramuzza et al. [91],
queda demostrado el peor funcionamiento en problemas de odometría
visual del detector SIFT frente a otros sistemas como KLT. No es de-
bido tanto a una pérdida de calidad en cuanto a las características o el
seguimiento de las mismas, sino al número y distribución de las mismas.
En imágenes con texturas uniformes, como las que podemos encontrar
a lo largo de una navegación en entornos no cambiantes, el número de
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características SIFT encontrados puede ser muy reducido y, por tanto,
la distribución de los puntos significativos en la imagen puede no ser la
adecuada. En el mismo trabajo se presentan otros resultados utilizando
otros detectores como el de Harris [34] que presenta en esta ocasión una
concentración de puntos característicos en algunas zonas de la imagen,
así como una ausencia de los mismos en otras zonas de la imagen.
Esta distribución incorrecta y, en situaciones poco texturizadas in-
cluso escasa, de los puntos característicos en la imagen conlleva errores
futuros a la hora de realizar el seguimiento y el cálculo del movimiento
que se ha producido entre dos imágenes.
Una vez planteada la base para la detección de características y el
seguimiento de las mismas (o la búsqueda de características de forma in-
dependiente por cada imagen), se incorporan nuevos problemas y nuevas
decisiones. La primera decisión que se ha de tomar será el número de
características por cada imagen y la distribución de las mismas dentro
de la imagen. Se ha demostrado que la distribución de las características
en la imagen afecta de forma sustancial a los resultados de la odometría
visual [74, 91, 98]). Como es obvio, un mayor número de características
proporciona una mejor estimación del movimiento, pero del mismo mo-
do, los puntos característicos han de cubrir la imagen de la mejor forma
posible. Para hacer esto, la imagen se divide en celdas y el detector de
características se aplica en cada una de las celdas.
Por otra parte, e influyendo en la fase de detección de característi-
cas, existen alternativas a los detectores de características discretos. Se
pueden utilizar métodos densos, como el flujo óptico [39], o métodos que
no toman puntos característicos [60]. El objetivo del flujo óptico es el
seguimiento individual de cada uno de los puntos de la imagen o de un
conjunto de la imagen (utilizando alguna región de interés dentro de la
imagen). Sin embargo, el flujo óptico asume también movimientos pe-
queños entre las imágenes. Otra alternativa sería utilizar métodos que
no traten con puntos característicos, como el trabajo presentado en [60].
En este trabajo se presenta un método que utiliza todos los píxeles de
ambas imágenes para calcular el movimiento relativo basándose en una
transformación de Fourier armónica. Este método tiene como ventaja
principal su correcto funcionamiento en imágenes con pocas texturas,
aunque es computacionalmente muy costoso. La estimación del movi-
miento realizado es menos precisa que aquélla que se realiza utilizando
métodos con características.
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2.4.2. Eliminar valores anómalos
El conjunto de puntos de los que se encuentran correspondencias en
ambas imágenes puede contener valores anómalos, que vienen dados por
errores en la asociación. Las posibles causas de esos errores pueden ser
la aparición de ruido en las imágenes, oclusiones, objetos desenfocados,
cambios en el punto de visión e iluminación, etc. Para que la estimación
del movimiento realizado sea precisa, los valores anómalos han de ser
eliminados. Se pueden utilizar métodos de estimación robustos como la
estimación-M [107], eliminación de casos o eliminación directa de valo-
res anómalos [96]. Estos métodos son suficientes en problemas donde la
imagen es muy texturizada y por tanto los detectores de características
funcionan mejor. Sin embargo, la solución más utilizada para la elimi-
nación de valores anómalos está basada en las restricciones geométricas
que introduce el modelo del movimiento. RANSAC [20] se ha convertido
en el método estándar para la estimación del modelo en presencia de
valores anómalos.
La idea en la que se basa RANSAC es obtener un modelo como hipó-
tesis a partir de un conjunto de puntos y posteriormente verificar dicho
modelo con otros puntos de la imagen. La hipótesis que consiga un mayor
consenso con el resto de datos resultará la solución cierta. El número de
subconjuntos que se han de utilizar (iteraciones del algoritmo) influye en
la precision del resultado final. RANSAC es un método probabilístico y
no determinista. Esto significa que la solución que proporciona no es la
misma en todas las ejecuciones. Sin embargo, cuanto mayor es el número
de iteraciones, más estable será el resultado final.
De aquí se plantean dos vías de investigación para mejorar el rendi-
miento y eficiencia del algoritmo: minimizar el número de puntos nece-
sarios y minimizar el número de iteraciones.
Si la cámara está calibrada, se puede calcular el modelo del movi-
miento con seis grados de libertad de la cámara (o del vehículo sobre
la que se sitúa) utilizando un mínimo de cinco puntos característicos
por cada imagen. La primera solución a este problema fue dada en 1913
por Kruppa [49]. Varios solucionadores de cinco-puntos fueron propues-
tos posteriormente [17, 80, 109], pero la implementación verdaderamente
eficiente, basada en [80], fue proporcionada por Nister [72] en el 2003 y
mejorada en [97]. Antes de eso, los solucionadores de seis [81], siete [100]
y ocho puntos eran los que más se utilizaban. Por otra parte, también
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existen solucionadores de n-puntos para cámaras omnidireccionales no
calibradas [27, 103, 99], donde n depende del tipo de espejo o del ojo
de pez utilizado. Lim et al. [53] demostraron que para cámaras omnidi-
reccionales calibradas, el movimiento con 6 grados de libertad puede ser
calculado utilizando sólo dos parejas de puntos de la imagen antipodales.
Durante los últimos años, se han hecho intentos de reducir el número
de puntos necesarios para calcular el movimiento con 6 grados de liber-
tad. En [25], Fraundorfer et al. proponen un solucionador basado en tres
puntos para el caso de dos cámaras con ángulos de orientación conocidos.
Este solucionador se puede utilizar cuando la cámara está ligada a un
sensor de gravedad. Por otra parte, Naroditsky et al. [71] incidieron en
ese trabajo al demostrar que el solucionador de tres puntos puede ser
utilizado en un esquema RANSAC de cuatro puntos. Ese punto añadido,
normalmente tomado como un punto en el infinito, se utiliza para fijar
los dos ángulos de orientación de la cámara. Un solucionador de dos pun-
tos fue propuesto por Kneip et al. [46] que utiliza una matriz de rotación
completa a partir de los datos de un IMU que está rígidamente unido a
la cámara.
En el caso de un movimiento sobre el mismo plano, los movimientos
tienen tan sólo 3 grados de libertad. El modelo de movimiento en este
caso puede ser calculado utilizando dos puntos como se describe en [78].
Para vehículos con ruedas, Scaramuzza et al. [91, 87] muestran que el
movimiento puede ser descrito localmente como planar y circular, por lo
que realmente los grados de libertad del movimiento se reducen a dos.
Esto nos lleva a que el solucionador puede ser de un único punto. La
utilización de un único punto se convierte en la parametrización mínima
posible y por tanto del algoritmo RANSAC más eficiente. Una evaluación
del funcionamiento de los RANSAC de cinco, tres y un puntos se presenta
en [88]. En definitiva, la reducción de los puntos necesarios en RANSAC
van ligados a un conocimiento previo, o a partir de otros sensores, del
modelo de movimiento del vehículo sobre el que se encuentra la cámara.
Dado que el número de iteraciones no es fijo ni definible, pues de-
pende del número de valores anómalos y de la probabilidad de éxito,
hay muchos trabajos que se han centrado en aumentar la velocidad de
ejecución de RANSAC. En [108] se logra que la medida de las corres-
pondencias sea más fiable y se mejora la estimación de la hipótesis. [11]
realiza una clasificación de las correspondencias basado en su similitud y
genera las hipótesis de movimiento en base a las correspondencias mejor
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posicionadas en dicha clasificación. El RANSAC preventivo [73] utili-
za una puntuación preventiva para cada hipótesis y un número fijo de
iteraciones. [83] incorpora el concepto de incertidumbre en los puntos
característicos y muestra que esto determina una reducción en el número
de potenciales valores anómalos y por tanto una reducción en el número
de iteraciones. [63] propone un RANSAC determinístico que estima la
probabilidad de que una correspondencia entre características sea cierta.
Todos estos métodos anteriores basan las hipótesis en función de los
puntos característicos y sus correspondencias. Otros algoritmos operan
tomando las hipótesis en función de los modelos de movimiento de un
vehículo [13, 89]. El RANSAC preventivo es el más popular debido a que
el número de iteraciones puede ser fijado a priori, lo que acaba teniendo
muchas ventajas cuando se ejecuta en tiempo real, pues se tiene una
certidumbre del coste temporal.
Sin embargo, y pese a que la tendencia más común en los trabajos
realizados hasta el momento es la utilización del algoritmo RANSAC
para el cálculo del movimiento que ha tenido lugar y la eliminación de
valores anómalos, el coste computacional del algoritmo RANSAC ha lle-
vado a que muchos de estos sistemas no sean capaces de trabajar en
problemas de navegación en tiempo real. Para adecuar las condiciones
de tiempo real a estas soluciones se han debido incoporar nuevos sensores
o restricciones de movimiento para poseer más información y, por tanto,
reducir el número de iteraciones del algoritmo.
En esa línea se encuentran trabajos como el de Scaramuzza et al. [91]
que reduce el número de iteraciones necesarias en el algoritmo RANSAC
a la hora del cálculo del movimiento incluyendo restricciones basándose
en la cinématica del vehículo y asumiendo un movimiento planar. De
esta manera, le basta realizar el seguimiento sobre un único punto. El





donde N es el número de iteraciones, S es el número mínimo de puntos,
ε es el porcentaje de valores anómalos esperados, y p es la probabilidad
de éxito requerida. De esta forma, el número de iteraciones necesarios
depende de forma exponencial respecto al número mínimo de puntos,
por lo que si se logra reducir el número de puntos necesarios (en este
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Figura 2.9: Scaramuzza: cálculo del Centro Instantáneo de Rotación en
un giro
caso basándose en la cinemática del vehículo y asumiendo un movimiento
planar), el número de iteraciones y, por tanto, el coste computacional del
algoritmo se reduce exponencialmente.
Otra diferencia del trabajo presentado por Scaramuzza et al. respecto
a los trabajos previos es que la estimación del movimiento se realiza
basándose también en el cálculo del centro instantáneo de rotación, CIR,
y no sólo en el cálculo de la estructura 3-D del entorno a partir del
movimiento.
Se considera todo movimiento como una curva entorno a un punto
fijo. Incluso un avance en línea recta se considera un giro entorno a un
punto situado en el infinito. Por tanto, todo movimiento puede estar
definido por el centro de rotación y por el ángulo girado. El centro de
rotación se obtiene asumiendo que se conoce la cinemática del vehículo
(geometría Ackermann) y la posición de las ruedas. Esto se muestra en
la Figura 2.9.
Una vez que se conoce el centro de rotación, se ha de calcular el
ángulo girado y de esta manera queda definido el movimiento que ha
tenido lugar. Según queda demostrado en el artículo citado, el valor del
ángulo girado, θ, queda definido por la ecuación:






siendo (x, y, z) el punto inicial, y (x′, y′, z′) el punto final. Por tanto, tan
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Figura 2.10: Scaramuzza: votación en el histograma de ángulos
sólo se necesita conocer un único punto para calcular el movimiento.
Aprovechando la reducción del coste temporal del algoritmo RAN-
SAC, se realiza la ejecución de éste para varios puntos característicos y
por tanto se obtienen varios resultados para una misma pareja de imá-
genes. Posteriormente se realiza una eliminación de valores anómalos de
los ángulos de giro calculados utilizando un sistema de votación en un
histograma, como se observa en la Figura 2.10.
Sin embargo, el sistema propuesto no es un sistema de odometría
visual puro puesto que necesita información procedente de los sensores
internos del vehículo. La velocidad se obtiene a partir de sensores del
vehículo. Esto implica que el sistema de odometría visual no es inde-
pendiente ni robusto ante fallos de los sensores internos del vehículo. El
ejemplo más sencillo de esto sería en el caso de un derrape de una rueda.
Los sensores internos proporcionarían un dato de velocidad erróneo que
sería utilizado en el cálculo del movimiento y, por tanto, el error sería
propagado por el sistema de odometría visual. Por un lado, se tiene un
sistema computacionalmente viable en entornos de navegación en tiempo
real, debido a las restricciones basándose en la cinemática del vehículo,
pero por otra parte, no se tiene un sistema puro de odometría visual,
pues depende de los sensores propioceptivos del robot.
Existen otros trabajos como los trabajos de González et al. [30, 31]
que presentan una estrategia de odometría visual completamente dis-
tinta. A partir de la información obtenida por una cámara que enfo-
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ca directamente hacia el suelo se calcula el movimiento de avance del
vehículo, mientras que a partir de las imágenes adquiridas por una cá-
mara enfocando directamente el horizonte se calcula el giro realizado,
como si se tratase de una brújula basada en visión. Este sistema que
permite su uso en condiciones de tiempo real conlleva sin embargo una
restricción difícilmente compatible con una navegación en un entorno
real. Esta restricción consiste en que la brújula visual, que está enfocada
hacia el horizonte, no permite movilidad alguna de los objetos presentes
en las imágenes capturadas, por lo que sólo sería aplicable en entornos
estáticos.
El hecho de que no haya movimiento en la imagen, que puede ser ini-
cialmente una restricción asumible en odometría visual, no es aceptable
cuando el campo de visión es el horizonte. Dado que efectivamente existe
la necesidad de que no existan objetos móviles en la escena visible, lo
que se ha de intentar es reducir el campo de visión o campo de traba-
jo. Además, asumiendo que esa restricción no es creíble en un entorno
real, donde existe movimiento de objetos, el campo de visión ha de ser
estudiado a conciencia para que el efecto de un posible objeto móvil sea
mínimo.
2.5. Consideraciones finales
Un procedimiento de odometría visual se fundamenta en la correcta
elección de los métodos de detección y seguimiento de características, así
como de una propuesta de procedimiento del cálculo del movimiento.
En cuanto a la primera parte, se han estudiado y aquí presentado
los diferentes métodos existentes en la literatura. En este trabajo de
investigación nos centraremos en maximizar la eficiencia de los métodos
de detección de características para así minimizar el coste computacional
dentro del procedimiento completo de odometría visual.
Por otra parte, la dependencia de los diferentes métodos, descriptores
y trackers respecto del entorno de trabajo hará preciso un esfuerzo expe-
rimental que nos lleve a evaluar los diferentes métodos existentes en base
a dichas condiciones y también en base a las restricciones temporales. Se
tendrá que comprobar los comportamientos de detectores complejos co-
mo FAST [85], SIFT [56], SURF [3] y realizar una comparativa respecto
de detectores más sencillos y con menor carga computacional como Ha-
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rris [34] o Shi-Tomasi [94].
Una vez minimizado el coste computacional y maximizada la eficien-
cia de la detección y el seguimiento de características a partir de una
secuencia de imágenes, se ha de realizar la propuesta del cálculo del mo-
vimiento realizado. En esta sección, se han explicado detalladamente las
diferentes aproximaciones que ha habido a lo largo de los años. De estas
investigaciones se han obtenido conceptos que se consideran útiles para
esta propuesta y se han descartado soluciones que se han considerado
no-óptimas.
En este trabajo de investigación, se tomará la idea de la estimación
del movimiento a partir del cálculo del Centro Instantáneo de Rotación,
presentado por Scaramuzza [91]. Sin embargo, nos hemos de enfrentar
a que el enfoque presentado no era una propuesta exteroceptiva pura,
puesto que dependía de la información proporcionada por sensores inter-
nos. El objetivo que se pretende es lograr un procedimiento de odometría
visual que, aunque se pueda fusionar con información de otros sensores,
se muestre independendiente de sensores internos en caso de necesidad;
es decir, que el trabajo propuesto se pueda considerar una propuesta
exteroceptiva pura.
A la vez, se pretende logra un procedimiento de cálculo de movimien-
to reduciendo su coste computacional. Para ello, se descartará el uso de
RANSAC -utilizado comúnmente en la literatura- y en cambio, se apli-
cará el uso de cálculos simples y filtrados estadísticos. Milella y Siegwart
[64] realizaron un filtrado novedoso y una eliminación de valores anóma-
los diferente. Utilizaron un filtro basado en la mediana y la desviación
típica a la hora de la detección y seguimiento de las características. Este
tipo de técnicas de filtrado, más básicas y, por tanto, más rápidas en
tiempos de ejecución que la utilización de RANSAC tanto para el cálcu-
lo del movimiento como para la eliminación de valores anómalos, resultó
ser válido en dicho trabajo. Al igual que el uso de un filtro estadístico
sencillo resulta útil y rápido en partes del proceso de odometría visual,
resulta pues interesante estudiar qué ocurre si es utilizado en otras partes
del proceso, principalmente, en el propio cálculo del movimiento. Esto
permitiría reducir el coste computacional y temporal sin tener conse-
cuencias en la calidad de los resultados, lo que redunda en un aumento




En este capítulo se explica con detalle cada uno de los pasos que
tienen lugar en el procedimiento de odometría visual propuesto, cen-
trándonos en los aspectos innovadores de nuestra propuesta y aportando
las ventajas respecto a los trabajos explicados con anterioridad en el
estado del arte.
3.1. Introducción
Uno de los objetivos de esta Tesis es la propuesta de un procedi-
miento de Odometría Visual que mejore los problemas ya comentados
en procedimientos similares detallados en el estado del arte. En base a
las ventajas e inconvenientes de los trabajos realizados durante los últi-
mos años, se pretende proponer un procedimiento de Odometría Visual
puramente exteroceptivo con capacidades de tiempo real.
Se necesitará extraer la información de la secuencia de imágenes que
se toma como entrada y por tanto localizar los puntos característicos
de cada una de las imágenes capturadas y realizar el seguimiento de los
mismos a lo largo de las imágenes pertenecientes a la secuencia.
En la literatura, existen multitud de métodos de detección de ca-
racterísticas en una imagen [85, 56, 3, 34, 94]. Será preciso realizar un
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esfuerzo experimental para encontrar el método más adecuado y eficiente
en base también a las restricciones temporales que se plantean en este
trabajo.
Una vez extraída la información a partir de las imágenes que se toman
como datos de partida, se procederá a calcular el estado del robot y, por
tanto, la estimación del movimiento que ha tenido lugar. Tomaremos
la idea del Centro Instantáneo de Rotación del trabajo de Scaramuzza
[91]. Sin embargo, en este caso no utilizaremos otros sensores internos,
sino que simplemente se tomará la información obtenida del sistema de
visión, por lo que se considera una propuesta puramente exteroceptiva.
Éste es uno de los pilares de la propuesta investigadora y será detallado
en la siguiente sección.
Se partirá de un modelo teórico donde asumimos como hipótesis lo
que hemos denominado orientación robocéntrica estática del suelo, es
decir, se puede asumir que el suelo tiene una posición estática respecto
a la cámara y por tanto se puede identificar de forma unívoca los puntos
de la cámara respecto del suelo. Como se mostrará, esta hipótesis nos
permitirá evitar el uso de sensores internos. De esta forma, la detección
de las características de la imagen que se utilizarán estarán condicionadas
a la adecuación al modelo de dichas características.
El modelo teórico del que se parte permitirá calcular las velocidades
sin necesidad de usar sensores internos.
Durante el proceso de estimación del movimiento se realizará filtrados
de datos eliminando valores anómalos que mejoren el cálculo del estado
definitivo. Se aplicará un clasificador borroso que defina el estado posible
del robot para así realizar el cálculo del movimiento en base dicho estado:
parada, giro, avance, etc. Esto nos permitirá evitar errores debido a las
peculiaridades de cada uno de los estados.
Esta propuesta parte también de una restricción temporal que permi-
tirá implementarse en sistemas de tiempo real. Para ello, se ha de buscar
y optimizar la eficiencia de todos los elementos de proceso que formarán
parte del procedimiento. Esta restricción implica en muchas ocasiones la
realización de una experimentación que resalte los beneficios de métodos
con poca carga temporal buscando así optimizar la eficiencia, no sólo en
base a los resultados sino también en base a su coste computacional y
temporal.
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Figura 3.1: Situación de la cámara
3.2. Modelo teórico para el desarrollo
Se considerará la proyección en el plano del objetivo de la cámara
x̄ ∈ R2 de los puntos del plano del suelo del robot x ∈ R′2 (punto del
plano del espacio de trabajo), como se observa en la Figura 3.1:
x −→ x̄ = P (x)
En este sentido, se introduce una hipótesis de trabajo, por la cual
se considera que el plano del suelo del robot móvil ocupa una posición
fija respecto de la cámara, como se observa en la Figura 3.2 (orienta-
ción robocéntrica estática del suelo). Es evidente que se puede definir la
proyección inversa.
x̄ −→ x = P−1(x̄)
Se considera que dicha proyección dependerá de la colocación (x, y, z)
respecto del sistema de referencia fijo del robot así como de los ángulos de
orientación (o Pitch, Yaw, Roll) (α,ψ, φ), esto es, P ≈ f((x, y, z, α, ψ, φ).
Para facilitar los cálculos, se asume que la cámara esta situada sobre el
centro de giro del robot móvil, a una altura H con una inclinación de
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Figura 3.2: Orientación robocéntrica estática del suelo
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−π/4, por lo que dichos valores son constantes:
x = 0, y = 0, z = Z0, α = −π/4, ψ = 0, φ = 0
En el apartado 3.4.1 se dan las expresiones analíticas de esta pro-
yección. Ésta constituye un elemento clave para reducir la dimensión
del problema o, en definitiva, posibilita plantear una solución monocu-
lar al procedimiento de odometría visual. Asimismo, se puede considerar
que variando el valor de α el área de espacio de trabajo que se puede
proyectar en el plano de la cámara puede ser variado.
En situaciones reales, cabe considerar la existencia de puntos fuera
del plano del suelo, asociados a los baches o irregularidades del terreno,
o el hecho de que dicho plano esté orientado de otra forma (diferente
a (α,ψ, φ) = (π/4, 0, 0)) por la inclinación del vehículo móvil. Nuestra
hipótesis de trabajo es que estas circunstancias se puedan considerar
como fuentes de ruido en el proceso de medida. La amplitud y efecto de








el conjunto de características detectables en




k−1, . . . , xj
k−1} pertenecientes al espacio de trabajo. De
forma análoga, sean
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las características correspondientes en
el frame posterior k, array C2, de los puntos
{
x1
k−1, . . . , xj
k−1}. Se asume
que el procedimiento de emparejamiento funciona de forma correcta, esto
es,




Si ahora consideramos las proyecciones inversas de dichos puntos,
esto es:
xi
k = P−1(x̄ki )
xi
k−1 = P−1(x̄k−1i )
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Es evidente que si el procedimiento de correspondencia es correcto,
tanto xik como xik−1 harán referencia al mismo punto del espacio (plano
del suelo) xi. Ello se puede observar esquemáticamente en la Figura 3.2.
Así, como se puede apreciar en dicha figura, el vector de velocidad
de movimiento del objeto i del suelo se corresponde, con la hipótesis









con δt suficientemente pequeño.
Por tanto, en el instante k, para cada característica del suelo i, se





El siguiente paso es considerar cómo se obtiene la estimación de esta
variable pues como se ha comentado, aunque el ruido es importante, es
esperable que se disponga de un número elevado de medidas. Este hecho
se ha comentado en el apartado correspondiente a los procedimientos de
flujo óptico.
En vez de utilizar el vector de velocidad −→v , se considerará (como es
habitual en robótica móvil) la pareja de valores (CIR, ω), esto es, los
valores instantáneos del centro de giro, CIR, y velocidad angular, ω.




se corresponde con una medida ( ˆCIR
k
, ω̂k) de ambas variables. En la
figura se puede observar cómo se puede realizar la estimación del valor
del centro de giro, O en cada instante de tiempo. En nuestro caso se
considera el filtro 1-σ:
En las próximas secciones se realizará una descripción de nuestra
propuesta de esta estimación. En ella cabe señalar que el coste compu-
tacional de estas estimaciones se puede considerar despreciable compara-
da con los costes asociados a la evaluación del flujo óptico. Asimismo, se
puede considerar que se trata de una medida completamente exterocepti-
va lo que hace que pueda ser perfectamente compatible, complementaria
e independiente de los planteamientos odométricos clásicos en la robótica
móvil. Las velocidades se calculan sin necesidad de sensores internos del
robot.
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Figura 3.3: Cálculo del Centro Instantáneo de Rotación
3.3. Detección y seguimiento de características
3.3.1. Detección de puntos característicos en una imagen
Se buscará extraer información de las imágenes capturadas por el
sistema de visión. En definitiva, lo que se busca es obtener los puntos
característicos de las diferentes imágenes, que serán la información de
entrada al proceso de estimación del movimiento y por tanto al proceso
del cálculo del estado del robot.
El primer paso es obtener un par de imágenes capturadas en dos
instantes de tiempo consecutivos, (I1, I2). Las imágenes son capturadas
por una cámara que se encuentra sobre el robot apuntando hacia el suelo
con un ángulo α y una altura Z0, como se muestra en la figura 3.1.
De esta manera, el campo de visión queda limitado y se logra una
mayor consistencia espacial puesto que hay mas similitudes en los objetos
que aparecen en la imagen cuando el campo de visión es más pequeño.
Del mismo modo, se obtiene una iluminación más uniforme en la imagen.
Si la altura a la que se encuentra la cámara, Z0, es suficientemente baja,
el campo de visión será reducido y por tanto, el riesgo de cambios de
iluminación dentro de la imagen se reduce. Sin embargo, seguirán exis-
tiendo problemas con brillos, que son muy típicos en suelos de interiores
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debido a la iluminación artificial, así como problemas con sombras de
objetos en el exterior.
Los parámetros de la cámara, tanto intrínsecos como extrínsecos,
forman parte también de las entradas del procedimiento. Los valores
extrínsecos serán la altura a la que se encuentra situada la cámara, Z0, y
el ángulo de inclinación de la misma con respecto al suelo, α. Los valores
intrínsecos serán la distancia focal y el tamaño del sensor CCD que serán
también utilizados durante el proceso de cálculo.
Para la detección y extracción de características de las imágenes se
ha utilizado el detector de características de Shi-Tomasi [94]. Al ser un
problema de ejecución en tiempo real, es importante que el procedimien-
to de odometría visual sea rápido y minimice el gasto temporal de cada
paso. Los detectores de esquinas o puntos tienen un coste computacio-
nal inferior al de otros detectores de características. Además, en nuestro
caso, la cámara se mantiene fija a lo largo del tiempo, por lo que no
existe un problema de escalado en las imágenes. Del mismo modo, no se
tendrán cambios abruptos entre dos frames consecutivos de la secuen-
cia de imágenes capturada siempre que el tiempo de ejecución de cada
iteración del algoritmo sea pequeña. Por lo tanto, basándonos en las con-
clusiones anteriores, utilizar un detector de puntos o esquinas con alto
grado de repetibilidad, como el propuesto por Shi-Tomasi, resulta ser
extremadamente beneficioso en el correcto planteamiento del problema.
Los puntos característicos sobre los que se realizará el seguimiento
en los siguientes frames se tomarán dispersados por todo el espacio de
visión de la cámara. De esta manera, se evitan concentraciones de ca-
racterísticas en puntos concretos de la imagen, que podrían llevar a una
mala interpretación del movimiento, así como errores ocasionados por
la falta de variabilidad de texturas. Por tanto, los errores que ocurren
debido a las brillos y sombras o, simplemente, errores propios de la de-
tección de características deberían ser filtrados en los siguientes pasos
del procedimiento y los valores correctos deberían prevalecer.
La parte de abajo de la imagen no se toma en cuenta. Esto se ha-
ce para evitar la detección de puntos característicos que en un futuro
puedan llevarnos a error. Según la posición de la cámara (apuntando
hacia el suelo), los puntos inferiores de la imagen son los más cercanos
al robot y por tanto, aquéllos cuyo movimiento será mayor. Además,
estos puntos serán los primeros en desaparecer del campo de visión en
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futuros instantes de tiempo, por lo que estos puntos, aún detectándose
correctamente, no servirían para el seguimiento en futuras capturas de
la secuencia de imágenes. Eliminando del espacio de muestreo la región
inferior de la imagen se logra un doble beneficio: por un lado se evitan
posibles fuentes de error y por otro se logra una reducción del tiempo de
ejecución. Esto facilita la viabilidad de nuestro procedimiento para una
ejecución en tiempo real.
Algorithm 1 Detección y extracción de características
1: procedure deteccionCaracterísticas(I1)
2: S ← secciones(I1)
3: C1 ← shiTomasi(I1,S, numeroDePuntos)
4: return C1
5: end procedure
En el algoritmo 1 se muestra el proceso de detección y extracción de
características. Se calculan primero las secciones en las que se divide la
imagen para que el muestreo de características sea uniforme por todo
el espacio de visión. S es un array que identifica el número de regiones
de la imagen y las coordenadas de cada una de ellas. En nuestro caso,
el muestreo se realiza eliminando una región en la parte inferior de la
imagen y el resto se divide en 4 regiones iguales. El número de puntos
característicos, numeroDePuntos, se distribuye uniformemente por ca-
da una de las regiones en las que se divide la imagen. C1 es un array
que contiene las coordenadas de cada punto característico que ha sido
detectado.
3.3.2. Seguimiento de las características
La selección de características y el seguimiento de dichos puntos ca-
racterísticos en la secuencia de imágenes es un paso importante dentro
del procedimiento de cálculo del flujo óptico entre dos imágenes. Hay
dos enfoques fundamentales. El primer enfoque consiste en encontrar los
puntos característicos en la primera imagen y realizar un seguimiento de
dichos puntos a lo largo de las siguientes imágenes. El segundo enfoque
se basa en encontrar puntos característicos en cada una de las imágenes
para posteriormente localizar posibles similitudes entre los descriptores
de los puntos de diferentes imágenes.
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En este trabajo, se utiliza la implementación piramidal del algorit-
mo Lukas-Kanade propuesto por Bouguet [7]. El proceso de detección
de características se realiza en un principio y, una vez encontrados los
puntos característicos de la primera imagen, se realiza un seguimien-
to de los mismos en las siguientes imágenes. El uso de este algoritmo,
implementado en numerosas bibliotecas de visión artificial, es más efi-
ciente computacionalmente que el algoritmo Lukas-Kanade original [58].
Sin embargo, no proporciona la propiedad de consistencia que sí está
presente en la implementación del detector de características de Lukas-
Kanade-Tomasi [106]. En resumen, consiste en comparar los valores de
intensidad de una ventana que rodea al punto característico en la pri-
mera imagen en la que éste aparece con los valores de intensidad de una
ventana alrededor del punto característico de la imagen actual. Esto se
hace para corregir posibles cambios que tienen lugar en la imagen debido
al movimiento realizado. De esta manera, los puntos característicos de
una imagen pueden ser detectados en imágenes separadas en el tiempo
aunque se haya producido un desplazamiento grande. En nuestro traba-
jo, el detector de características debe ser ejecutado tras cortos períodos
de tiempo, y por tanto desplazamientos pequeños, puesto que nuestro
método no tiene ninguna corrección ante desplazamientos grandes. En
cambio, el algoritmo propuesto por Bouguet [7], y la implementación que
se utiliza en este trabajo, que está presente en la biblioteca OpenCV de
Intel, maneja de manera más correcta la detección de los puntos carac-
terísticos cerca de los bordes de la imagen y es más eficiente en tiempos
de ejecución. Esta última característica es extremadamente importante
en nuestro deseo de lograr una procedimiento que sea viable para ser
ejecutado en tiempo real.
Algorithm 2 Seguimiento de las características
1: procedure seguimientoCaracteristicas(I1, I2, C1)
2: C2 ← pyr_Lukas_Kanade(I2, C1)
3: return C2
4: end procedure
El Algoritmo 2 muestra el procedimiento del seguimiento de puntos
característicos. La entrada del algoritmo son las dos imágenes sobre las
que se realiza el cálculo de odometría visual, I1 and I2 junto con los
puntos característicos de la primera imagen, C1, que se han obtenido
previamente. Posteriormente, los puntos obtenidos de la primera imagen
se localizan en la segunda imagen quedando almacenados en C2, que es un
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array con las coordenadas de dichos puntos característicos en la segunda
imagen.
3.4. Cálculo del estado
El segundo bloque del procedimiento propuesto se centrará en la es-
timación del movimiento y, por tanto, en el cálculo del estado del robot
en base a ese movimiento estimado. Se toman como entradas los puntos
característicos de la secuencia de imágenes capturadas por el sistemas
de visión. Un primer paso será realizar la transformación de los puntos
situados en la imagen, en 2D, a puntos de la realidad, 3D. En ese momen-
to, se podrá aplicar el modelo teórico presentado en la sección anterior,
3.2.
3.4.1. Proyección de un punto de la imagen
Una vez que se han obtenido los puntos característicos de la primera
imagen y se han localizado en la segunda imagen, es necesario trans-
formar los valores referenciados sobre la imagen en dos dimensiones a
coordenadas en tres dimensiones referenciadas en el sistema de referencia
global. Utilizando técnicas de geometría descriptiva es posible proyectar
un punto de la imagen (x, y) en el mundo real, dando un punto (X,Y, Z).
El campo de visión es limitado debido a que la cámara se encuentra
enfocada hacia el suelo con un ángulo α y elevada Z0 milímetros. El
campo de visión de la cámara está formado íntegramente por puntos
correspondientes a la superficie del suelo, lo que significa que todos los
puntos que se observan en una imagen tienen una dimensión común. La
altura de todos los puntos de la imagen se considera Z = 0.
Algorithm 3 Paso de coordenadas 2D a coordenadas 3D
1: procedure 2Da3D(C1, C2, α,Z0)
2: (λX , λY , CCDX , CCDY )← get_camera_values()
3: R1 ← calcularCoordinadas3D(λX , λY , CCDX , CCDY , α,Z0, C1)
4: R2 ← calcularCoordinadas3D(λX , λY , CCDX , CCDY , α,Z0, C2)
5: return (R1,R2)
6: end procedure
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El algoritmo 3 muestra los cálculos necesarios para realizar la pro-
yección de un punto de la imagen y, por tanto, obtener las coordenadas
de dicho punto de la imagen en el mundo real. Es necesario conocer de-
terminados parámetros de la cámara: distancia focal, tamaño del sensor
CCD, posición de la cámara y el ángulo de inclinación hacia el suelo. C1
y C2 son los arrays que contienen las coordenadas de los puntos caracte-
rísticos del par de imágenes que se está evaluando. R1 y R2 contienen la
proyección en el mundo real de los puntos característicos de cada imagen.
La transformación se realiza siguiente las ecuaciones 3.1 y 3.2,
Y =
(λY · Z0 · sinα) + (yi · Z0 · cosα) + (yi · λY )
(λY · cosα)− (yi · sinα)
(3.1)
X =
(xi · Y · sinα) + (xi · Z0 · cosα) + (xi · λX)
λX
(3.2)
donde (xi, yi) son las coordenadas de un punto en la imagen, en mi-
límetros (en el sensor CCD de la cámara); (X,Y, Z) son las coordenadas
de dicho punto en el sistema de referencia global, en milímetros; (λx, λy)
son las componentes x e y de la distancia focal de la cámara, in milí-
metros, obtenida tras realizar un proceso de calibrado oportuno.; α es
el ángulo de inclinación hacia el suelo en el que se encuentra la cámara;
y Z0 es la altura respecto del suelo a la que se encuentra la cámara.
De esta manera, el campo de visión de la cámara es limitado y medible.
La coordenada Z de cada punto característico detectado se considerará
siempre Z = 0, puesto que se asume que todos los puntos pertenecientes
al campo de visión se encuentran sobre la superficie del suelo.
3.4.2. Eliminar valores anómalos
Una vez que se tienen los puntos característicos expresados en base
al sistema de referencia global y con sus tres dimensiones, se procede a
realizar los cálculos necesarios para obtener el movimiento real que ha
tenido lugar entre las dos imágenes que se tomaron como entrada del
procedimiento completo. El primer procesamiento previo que se realiza
es la eliminación de los posibles errores en los datos de entrada. Esta in-
formación errónea puede ser causada por fallos en el proceso de detección
de características o por la aparición de objetos extraños en la imagen.
El primer tipo de error clasificado puede ser la aparición de sombras y
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brillos en la imagen que simulen un cierto movimiento aparente. Otro
tipo de error es la presencia de un objeto sobre la superficie del suelo,
que no admitiría la condición comentado en previos apartados de que
la altura de dicho objeto sea Z = 0. Esto nos llevará a la aparición de
puntos característicos de la imagen que no muestren de forma correcta el
movimiento real que ha tenido lugar. El algoritmo 4 muestra el proceso
de filtrado que se realiza.
Algorithm 4 Eliminar valores anómalos
1: procedure eliminarAnomalos(R1,R2))
2: D ← R2 −R1
3: (F1,F2)← anomalos_modulo(D)




Se calcula primeramente el vector de desplazamiento para cada pun-
to característico de la primera imagen que coincide con un punto de la
segunda imagen, D. Se calcula el módulo y la orientación de dicho vector
por cada punto característico. Los vectores que tengan un valor de mó-
dulo o un valor de orientación anómalo se eliminan. En nuestro caso, se
utiliza un filtro 1σ para detectar los valores anómalos. De esta manera,
los puntos característicos que se tendrán en cuenta en futuros cálculos
serán únicamente aquéllos que satisfagan que el módulo y la orientación
de sus vectores de desplazamiento no sean valores anómalos. Los puntos
característicos detectados en la primera y segunda imagen correctos se
almacenana en los arrays F1 and F2, respectivamente.
3.4.3. Cálculo del Centro Instantáneo de Rotación
Tras la eliminación y filtrado de los valores anómalos, en módulo y
orientación, del conjunto de vectores de desplazamiento obtenidos por
cada uno de los puntos característicos de la imagen, los valores restan-
tes se utilizan para calcular el movimiento que se ha producido en el
tiempo transcurrido entre la captura de ambas imágenes. Para ello, se
considera que cualquier movimiento que el robot puede realizar puede
definirse como un arco de ángulo θ y radio de giro R. De esta mane-
ra, un movimiento en línea recta se puede considerar también como una
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curva donde el radio de giro R =∞. En el otro extremo, para un robot
con configuración diferencial, como es el caso, un giro sobre sí mismo se
considerará como una curva cuyo radio de giro R = 0.
Para calcular el radio de giro R es fundamental obtener el punto
sobre el que el robot realiza el giro en cada instante de tiempo, esto es
el Centro Instantáneo de Rotación (CIR). En el algoritmo 5, se explica
el proceso implementado para el correcto cálculo del Centro Instantáneo
de Rotación. El conjunto de características de la primera imagen, F1, y
los puntos correspondientes en la segunda imagen, F2, sirven de entrada
del algoritmo.
Algorithm 5 Calcular CIR
1: procedure calcularCIR(F1,F2)
2: CIRCandidatos← calcular_CIR_Candidatos(F1,F2)
3: CIRF ← filtro_sigma(CIRCandidatos)
4: CIR← moda(CIRF )
5: ρ← calcular_modulo(F1,F2, ICRF )
6: return (CIR, ρ)
7: end procedure
A partir de cada punto característico se calcula un vector de despla-
zamiento, que indica el movimiento que dicho punto ha sufrido y cada
vector de desplazamiento proporciona un punto de rotación (ICR) posi-
ble. De esta manera, se obtendrá un conjunto de puntos ICR candidatos.
La Figura 3.4a) muestra un conjunto de vectores de desplazamiento. El
trapecio pintado en azul identifica el campo de visión de la cámara.
Cada uno de esos vectores queda identificado por los puntos (X1, Y1, Z1),
que es la posición del punto característico en la primera imagen, y (X2, Y2, Z2),
que es la localización del punto característico en la segunda imagen. Para
ambos puntos Z1 = Z2 = 0, ya que se considera que todos los puntos
pertenecientes al campo de visión de la cámara están situados en la su-
perficie del suelo. Se calcula la línea perpendicular a cada vector de des-
plazamiento que pasa por el punto medio del vector para obtener el CIR
propuesto por cada uno de los vectores de desplazamiento que se tienen.
El punto donde esta perpendicular interesecta el eje de rotación del robot
será el CIR definido por dicho vector de desplazamiento. En la Figura
3.4b) se muestra un ejemplo de los diferentes CIR candidatos que han
sido obtenidos a partir de cada uno de los vectores de desplazamiento.
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Figura 3.4: a)Vectores de desplazamiento para un par de imáge-
nes,b)Puntos CIR candidatos
El eje de rotación del robot está definido por la configuración del
robot utilizado. En el caso de un robot con configuración diferencial,
como es nuestro caso, el eje de rotación será la línea que forman las dos
ruedas motrices del robot.
Tras obtener un conjunto de puntos CIR candidatos, se dispondrá
de una distribución de puntos a lo largo de la línea formada por el eje
de rotación. El valor que devuelve el algoritmo debe ser un único punto
CIR que definirá la curva que ha tenido lugar. Primeramente, se realiza
un filtrado 1σ que elimina valores de puntos anómalos. Esto se puede
considerar como un segundo proceso de filtrado de valores anómalos, ya
que la eliminación de los vectores de desplazamiento cuyo valor en mó-
dulo u orientación era anómala ya ha sido realizada en el paso anterior.
Este segundo proceso de filtrado reduce aún más los posibles errores o
valores ilógicos que se hallen en el conjunto de vectores de desplazamien-
to. Una vez que se tiene una distribución libre de errores de los puntos
CIR candidatos, se proporciona un valor CIR final como resultado del
algoritmo.
Se construye un histograma de puntos CIR como se muestra en la
Figura 3.5 para calcular el valor final del CIR. Este valor final será el pun-
to (XICR, YICR), de forma que XICR será la moda agrupada calculada
siguiendo la ecuación 3.3:
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Figura 3.5: Histograma de CIR candidatos
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donde Li−1 es el nivel anterior a la clase modal, D1 es la diferencia
entre la frecuencia de la clase modal y la frecuencia de la clase pre-modal,
y D2 es la diferencia entre la frecuencia de la clase modal y la frecuencia
de la clase post-modal. El valor YICR es el valor Y del eje de rotación
del robot según el sistema de referencia global.
El valor del módulo del vector de desplazamiento final, ρ, será obte-
nido de la misma manera. Los vectores que han proporcionado valores
anómalos durante el cálculo del Centro Instantáneo de Rotación son tam-
bién eliminados cuando se calcula el módulo final. Al final de este proceso
se habrán calculado dos valores que definen el movimiento que ha tenido
lugar: CIR, que es el punto sobre el que ocurre la rotación, y ρ, que es
el módulo de desplazamiento. Con estos dos valores queda definida la
curva que se ha realizado.
3.4.4. Filtrado de resultados
Antes de calcular el movimiento real que ha tenido lugar entre dos
imágenes capturadas se realiza un nuevo proceso de filtrado, esta vez
sobre los resultados que se han dado. Este proceso se describe en el algo-
ritmo 6. Para ello, se toman los datos del radio de giro, CIR, y el módulo
del vector desplazamiento, ρ, de una ventana temporal previa. Se toman
los datos de los últimos W instantes de tiempo. Al ser un procedimien-
to que se ejecuta en tiempo real, la distancia temporal entre un par de
imágenes es del orden de los milisegundos. Por tanto, no es incorrecto
pensar que un robot no puede realizar movimientos abruptos en períodos
de tiempo tan pequeños. De esta manera, los valores calculados en los
instantes de tiempo previos afectan al cálculo del movimiento ocurrido
en el instante de tiempo actual.
Se procesan los datos de rotación calculados en una ventana de losW
movimientos previos junto con los valores actuales utilizando un filtro de
Kalman [44]. Esto impide que el resultado obtenido a partir de las dos
capturas de imágenes actuales den como resultado un cambio de posición
abrupto, y por tanto erróneo. De esta manera, este resultado incorrecto
no será tenido en cuenta en el cálculo del movimiento final. Por otra
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Algorithm 6 Filtrado de resultados
1: procedure filtrado(ICR[t−W..t], ρ[t−W..t])
2: CIRσ ← eliminar_anomalos_ventana(CIR[t−W..t])
3: ρσ ← eliminar_anomalos_ventana(ρ[t−W..t])
4: IIRfiltrado ← kalman_filter(CIRσ)
5: ρfiltrado ← kalman_filter(ρσ)
6: return (CIRfiltrado, ρfiltrado)
7: end procedure
Figura 3.6: CIR filtrado (rojo) y CIR sin filtrar (azul)
parte, cuando sí se realice un cambio abrupto en la trayectoria del robot,
éste será suavizado por el método de filtrado.
La Figura 3.6 muestra el CIR actual utlizado, en color rojo, y el
CIR sin filtrar, en color azul. Se observa que los cambios abruptos son
filtrados y, por tanto, los valores erróneos no son considerados.
3.4.5. Clasificador borroso
Una vez que se han calculado el centro de rotación sobre el que gira
el robot, CIR, y el módulo del vector desplazamiento, ρ, se puede calcu-
lar la nueva posición del robot tras el movimiento que ha tenido lugar.
Previamente, se calcula el tipo de movimiento que ha tenido lugar. Se
diferencian cuatro estados: avance en línea recta, rotación sobre un punto
CIR, ruido y parada.
Esta clasificación es necesaria puesto que en el caso de los avances
en línea recta, el radio de giro es infinito. Esto implica que los errores se
acumulan cuando se realizan movimientos en línea recta ante la imposi-
bilidad de calcular un avance puro. En estos casos, el cálculo del CIR
tiene una variabilidad pronunciada pasando de valores extremos positi-
vos a valores extremos negativos. Esto se muestra en la Figura 3.7. En
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Figura 3.7: Avance en recta
los movimientos en línea recta, el avance puede tomarse como un giro a
la derecha sobre un punto muy distante o como un giro a la izquierda
sobre un punto muy distante, lo que implica signos opuestos. Esto lleva
a errores en el cálculo del CIR. Es por ello por lo que los movimientos
que han tenido lugar deben ser clasificados.
Se ha implementado un clasificador borroso para diferenciar el tipo de
movimiento que tiene lugar. Toma dos entradas: la variabilidad del centro
de rotación en los instantes de tiempo previos y el tipo de movimiento en
los momentos previos. Como salida se proporciona el tipo de movimiento
que se realiza en el momento actual.
Si la variabilidad del centro de rotación es grande, la probabilidad
de tener un movimiento lineal es mayor. El centro de rotación en un
movimiento lineal puede tener valores positivos y valores negativos muy
grandes en instantes de tiempo próximos. En el caso de un giro sobre
un punto concreto, la variación del centro de rotación será pequeña. Por
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Figura 3.8: Entradas del clasificador borroso: a)Variabilidad del centro
de rotación en los instantes anteriores, b)Tipo de movimiento en los
instantes anteriores
tanto, una buena medida de la variabilidad del centro de rotación es la
desviación estándar del CIR calculado durante una ventana de instantes
de tiempo anteriores.
La segunda entrada del clasificador es el tipo de movimiento de los
instantes de tiempo previos. De forma similar a lo comentado con el
filtrado de los resultados en el apartado anterior, un cambio abrupto en
el tipo de movimiento no es común. Por tanto, el tipo de movimiento
que tiene lugar en el instante de tiempo que se está calculando depende
también del tipo de movimientos que vienen calculándose en tiempos
anteriores. Un cambio en el tipo de movimiento sólo ocurre cuando el
nuevo tipo de movimiento se da de forma continuada en los instantes
previos.
Las funciones de pertenencia de las entradas y sus diferentes estados
se muestran en la Figura 3.8. La variabilidad del centro de rotación en los
instantes de tiempo previos (Figura 3.8a)), stdICR, tiene cuatro posibles
estados: zero, avg−, avg+ and large. Las funciones de pertenencia son
funciones trapezoidales que permiten especificar los límites cuando la
variabilidad es peqeña (de 0 a 500mm) y que permiten introducir límites
más borrosos cuando la variabilidad es mayor (más de 500mm).
El tipo de movimiento en los instantes previos (Figura 3.8b)), previousState,
tiene tres posibles estados: turn, noisy and straight. Las funciones de
pertenencia también son funciones trapezoidales que dan mayor peso a
los valores extremos cuando el tipo de movimiento es claramente ma-
yoritarioen la ventana temporal previa. Sin embarog, cuando el tipo de
movimiento no es tan obvio en los instantes previos, el valor noisy es
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Figura 3.9: Salida del clasificador borroso
el que gana peso. El valor se calcula como la media de las salidas de la
ventana temporal previa.
La Figura 3.9 muestra los estados de salida del clasificador borroso
y sus funciones de pertenencia, state. El tipo de movimiento obtenido
es turn, straight or noisy. Las funciones de pertenencia son funciones
trapezoidales que promueven la decisión hacia uno de los dos estados
semánticos posibles, excepto cuando el valor de salida es muy débil. En
ese caso, la salida es noisy, lo que significa que el clasificador sugiere
que no es posible conocer con certeza qué tipo de movimiento tiene lugar
actualmente. En la próxima ejecución del procedimiento de cálculo de la
odometría visual, el valor númerico de la salida será parte del array de
estados previos con muy poco poder de decisión. El valor será cercano a
0 y, por tanto, no influirá mucho en el cálculo de la media de los estados
previos en la siguiente iteración.
Finalmente, la Figura 3.10 muestra las reglas del clasificador borroso.
El cuarto estado posible se computa de forma previa tomando el valor
del modulo del vector desplazamiento. Si es cercano a 0, se considera que
el robot está en el estado de parada y, por tanto, ni siquiera se computa
el avance y la rotación.
Una vez que se conoce el tipo de movimiento, se puede calcular ya la
nueva posición del robot, puesto que se conocen el radio de giro (centro de
rotación) y la distancia recorrida (el módulo del vector desplazamiento).
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Figura 3.10: Reglas del clasificador borroso
3.4.6. Cálculo de la nueva posición
Una vez que se conoce el tipo de movimiento, el cálculo de la nueva
posición del robot utilizando exclusivamente los datos obtenidos en el
procedimiento de cálculo de la odometría visual se realiza siguiendo el
proceso descrito en el algoritmo 7.
En caso de que el tipo de movimiento sea una rotación, el radio de giro
se obtiene a partir del CIR calculado y la distancia recorrida se obtiene
a partir del módulo del vector desplazamiento, ρ. El ángulo girado, ∆θ,
se calcula sabiendo que ~ρ = ~ω ·R. En caso de que el tipo de movimiento
sea lineal, la variación de la orientación será 0, por lo que ∆X = 0 y
∆θ = 0. Finalmente, el cálculo de la nueva posición del robot dependerá
de la posición del robot en el instante de tiempo inmediatamente anterior
y del movimiento actual realizado, (∆X,∆Y,∆θ).
El sistema de referencia está centrado en el robot y la dirección de
avance tiene lugar en el eje Y.
3.5. Consideraciones finales
Se ha propuesto un procedimiento de odometría visual puramente
exteroceptivo. Se parte de un modelo teórico donde se asume como hipó-
tesis la orientación robocéntrica del suelo, esto es, se da por supuesto que
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Algorithm 7 Calcular Nueva Posición
1: procedure calcularNuevaPosicion(St, ρfiltrado, CIRfiltrado, xt−1, yt−1, θt−1)
2: if St es Turn then
3: ∆θ ← calcular_angulo(ρfiltrado, CIRfiltrado)
4: ∆X ← CIRfiltrado − CIRfiltrado · cos ∆θ)
5: ∆Y ← CIRfiltrado · sin ∆θ)
6: if leftTurn then
7: ∆θ ← −∆θ
8: end if
9: else
10: ∆X ← 0
11: ∆Y ← ρfiltrado
12: ∆θ ← 0
13: end if
14: xt ← (cos θt−1 ·∆X)− (sin θt−1 ·∆Y ) + xt−1
15: yt ← (sin θt−1 ·∆X) + (cos θt−1 ·∆Y ) + yt−1
16: θt ← θt−1 + ∆θ
17: return (xt, yt, θt)
18: end procedure
el suelo tiene una posición estática respecto a la cámara y por tanto se
puede identificar de forma unívoca los puntos de la cámara respecto del
suelo. Esta es la hipótesis que permite evitar el uso de sensores internos
para el cálculo de las velocidades.
Para la detección y extracción de características de las imágenes se
ha utilizado el detector de características de Shi-Tomasi [94]. Al ser un
problema de ejecución en tiempo real, es importante que el procedimien-
to de odometría visual sea rápido y minimice el gasto temporal de cada
paso. Los detectores de esquinas o puntos tienen un coste computacio-
nal inferior al de otros detectores de características. Además, en nuestro
caso, la cámara se mantiene fija a lo largo del tiempo, por lo que no
existe un problema de escalado en las imágenes. Del mismo modo, no se
tendrán cambios abruptos entre dos frames consecutivos de la secuen-
cia de imágenes capturada siempre que el tiempo de ejecución de cada
iteración del algoritmo sea pequeña. Por lo tanto, basándonos en las con-
clusiones anteriores, utilizar un detector de puntos o esquinas con alto
grado de repetibilidad, como el propuesto por Shi-Tomasi, resulta ser
extremadamente beneficioso en el correcto planteamiento del problema.
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El movimiento se considera como un movimiento curvo entorno a un
determinado punto, que será denominado Centro Instantáneo de Rota-
ción. Para la correcta estimación del movimiento que ha tenido lugar, se
calcula dicho punto de giro y el módulo de giro. Esta idea se toma del
trabajo de Scaramuzza [91].
Durante el proceso de estimación del movimiento se realizan filtrados
de datos eliminando valores anómalos que mejoran el cálculo del estado
definitivo. Se aplica un clasificador borroso que establece cuatro posibles
estados del robot: parada, giro sobre un punto, avance en línea recta -giro
sobre un punto en el infinito-, ruido. En función del estado del robot en
cada instante de tiempo, el cálculo del movimiento tendrá características
y peculiaridades diferentes.
Se pretendía conseguir un procedimiento de odometría visual pura-
mente exteroceptivo que cumpliese con la restricción de tiempo real. De
esta manera se ha buscado optimizar la eficiencia de todos los elementos
de proceso que forman parte del procedimiento. Esta restricción implica
en muchas ocasiones la realización de una experimentación que resalte
los beneficios de métodos con poca carga temporal buscando así optimi-
zar la eficiencia, no sólo en base a los resultados sino también en base a
su coste computacional y temporal.
Capítulo 4
Resultados
En este apartado se mostrarán las diversas pruebas y ejecuciones del
procedimiento propuesto que se han realizado para la comprobación del
correcto funcionamiento del mismo. Se detallarán los entornos donde se
han realizado las pruebas, los resultados y las principales conclusiones
que se obtienen de cada una de ellas.
4.1. Introducción
Las diferentes ejecuciones han procurado ser lo suficientemente he-
terogéneas para confirmar el correcto funcionamiento del procedimiento
propuesto en diferentes entornos. Se han realizado pruebas en interiores y
exteriores; en suelos con diferentes características, bien sea rugosos, lisos,
poco texturados o con marcas. Esto último nos llevó también a realizar
un estudio sobre los diferentes detectores de características existentes en
la literatura en base al tipo de entorno en el que el procedimiento iba
a ser utilizado. También se realizaron diversas pruebas con diferentes
trayectorias y comportamientos.
De la misma manera se realizaron pruebas en el exterior utilizan-
do diferentes vehículos, incluyendo trayectorias por carreteras utilizando
vehículos a motor, que conllevan en sí un entorno de ejecución comple-
tamente diferente al de un robot, tanto por las condiciones del sistema,
como por la propia característica del vehículo.
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Figura 4.1: Plataforma ArViBOT
Durante las diferentes ejecuciones se tomaron las medidas de tiempo
de ejecución para así comprobar la adecuación del procedimiento pro-
puesto en un sistema de tiempo real.
La plataforma robótica utilizada durante las pruebas iniciales fue la
plataforma ArViBOT del Grupo de Robótica y Sociedad de la Universi-
dad de Salamanca, que se muestra en la Figura 4.1. Es una plataforma
creada por el propio grupo de investigación equipada con dos motores
EMG49 con encoders, dos ruedas de 125mm de diámetro con una cu-
bierta de goma de 28mm de ancho y una controladora serie MD49. Por
lo tanto, utiliza una configuración diferencial. La separación entre ambas
ruedas es de 365mm.
En cuanto al sistema de visión, consta de una cámara VIVOTEK PZ-
7122 con movimiento sobre horizontal, pan, vertical, tilt, y con capacidad
de zoom 10×. Proporciona imágenes de dimensiones 704 × 576 píxeles
con una tasa de 25 imágenes por segundo mediante un cliente-servidor
RTSP. El procesador sobre que el que se realizan las pruebas es un Intel
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Core 2 Duo a 3.00GHz y con 4GB de memoria RAM.
4.2. Resultados del procedimiento de Odometría
Visual
Se muestran en esta sección las pruebas y los resultados obtenidos
utilizando únicamente el procedimiento de cálculo de odometría visual.
Primeramente se muestra los resultados obtenidos sin realizar ningún
tipo de fusión sensorial y basando el cálculo de la posición del robot en
movimiento únicamente en la información proporcionada por el sistema
de visión del robot.
4.2.1. Resultados en interiores
Las pruebas iniciales en interiores fueron realizadas en el edificio de
la Facultad de Ciencias de la Universidad de Salamanca. Este edificio
tiene entornos claramente diferenciados con mayor o menor grado de
iluminación y con diferentes tipos de baldosas en el suelo dependiendo de
la zona del edificio en el que se encuentre el robot. Las pruebas se llevaron
a cabo en diferentes momentos del día de forma que se lograse una mayor
generalización de los resultados, debido a las diferentes iluminaciones
provocadas por la luz artificial o por la luz natural.
De la misma manera, a lo largo del día hay momentos con mayor
afluencia de personas por los pasillos del edificio lo que implica la apa-
rición o no de objetos extraños en el campo de visión como pueden ser
pies de personas. Si bien, más allá de esas apariciones, implica también
la presencia de cambios en la luminosidad y por tanto una fuente de erro-
res debido a la aparición de sombras provocadas por el movimiento de la
gente. Estos valores son valores anómalos que el sistema ha de ser capaz
de eliminar o al menos mitigar lo máximo posible sus consecuencias en
el resultado final.
La Figura 4.2 muestra diferentes imágenes capturadas durante los
recorridos realizados en el interior del edificio. Las figuras 4.2a) y 4.2b)
muestran los diferentes tipos de baldosas que podemos encontrar en fun-
ción de la zona del edificio en la que se encuentre el robot. El sistema se
ha probado en diferentes entornos con diferetens texturas de forma que
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Figura 4.2: a) Baldosas del Hall de la Facultad con brillos. b) Baldosas de
los pasillos. c) Baldosas de los pasillos con sombras y brillos. d) Aparición
de personas caminando en la captura de la imagen.
pueda probarse su generalización. La figura 4.2c) muestra una imagen
del mismo tipo que el de la figura 4.2b) pero esta vez con la aparición de
sombras y luces provocadas por los sistemas de luz artificial fluorescente
de los pasillos. Esto hace que la detección y el seguimiento de las carac-
terísticas conlleven errores. La figura 4.2d) muestra una imagen en otro
tipo de suelo con la aparición de una persona en movimiento. Esto pro-
voca que aparezca un movimiento en el campo de visión que sea distinto
(muchas veces incluso opuesto) al del movimiento del robot.
Primero se mostrarán los resultados por separado del procedimiento
de odometría visual propuesto, para posteriormente comprobar como
al realizar el proceso de fusión sensorial explicado anteriormente, estos
resultados mejoran y se complementan.
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Figura 4.3: Resultados del procedimiento de odometría visual en un mo-
vimiento cíclico en condiciones idóneas. Verde: movimiento real. Azul:
odometría de las ruedas (WO). Rojo: Odometría visual (VO).
Se realizaron diversas trayectorias cíclicas en los experimentos en
interiores. Esto se hizo puesto que en trayectorias cíclicas es más fácil
realizar las medidas del error generado. Una de los comportamientos
indicados al robot fue la realización de una trayectoria circular completa
durante varios ciclos, manteniendo constante el radio de giro. Es una
manera precisa de comprobar la magnitud del error acumulado durante
un movimiento continuo e iterativo.
La Figura 4.3 muestra el resultado de una de estas pruebas realizadas
sobre movimientos circulares cíclicos con un radio de giro R = 325mm.
El movimiento calculado a partir de la odometría de las ruedas está re-
presentado en azul, el movimiento calculado por la odometría visual está
representado en rojo, y por último, el movimiento real está representado
en color verde.
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Figura 4.4: Distancia (en milímetros) entre el punto real y el punto cal-
culado por el procedimiento de odometría visual (rojo) y la odometría
de las ruedas (azul).
La figura 4.4 muestra la distancia euclídea instantánea entre los pun-
tos de la trayectoria real y los puntos de la trayectoria calculada por la
odometría visual (en rojo) y la odometría de las ruedas (en azul). En este
caso, el cálculo a partir de la odometría de las ruedas tiene mejores resul-
tados debido a las condiciones idóneas en las que se ha realizado. El suelo
sobre el que se mueve el robot no tiene ninguna condición resbaladiza ni
tampoco ningún tipo de obstáculo ni bache que pueda producir errores
en la odometría de las ruedas. Se muestra también que el error de la odo-
metría visual está acotado en cierta manera debido principalmente a la
naturaleza cíclica del movimiento. El error de la odometría visual nunca
es mayor de 300mm mientras que el recorrido realizado total supero los
6000mm de distancia.
Otra de las pruebas realizadas en interiores fue la realización de una
navegación a lo largo de diferentes pasillos. La distancia recorrida a lo
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largo de esta ruta fue cercana a los 50 metros. Durante esta navegación
se produjeron cambios en la iluminación puesto que las luces fluorescen-
tes presentes en el pasillo crean brillos cerca de los focos y se producen
sombras cuando el robot se encuentra en un punto lejano respecto a los
focos. Se produjeron también cambios en el tipo de suelo debido a los
diferentes tipos de baldosas presentes en los diferentes pasillos. Por otra
parte, existía la presencia de personas caminando cerca del robot, lo que
implica no sólo apariciones de objetos extraños en la imagen sino tam-
bién modificaciones en la iluminación y la aparición de sombras cuando
una persona camina cerca del robot. También entre las dificultades que
se presentaban durante el desarrollo de la navegación cabe destacar los
ciertos baches y movimientos bruscos que se producen debido a los des-
niveles entre las diferentes baldosas y más concretamente en los cambios
de tipo de suelo. Estas vibraciones producen imágenes desenfocadas, mo-
vimientos grandes en la imagen, etc. Todo este conjunto de anomalías
hacen que el entorno no sea idóneo para la correcta ejecución del procedi-
miento propuesto, si bien resulta importante conocer el funcionamiento
en condiciones adversas. La figura 4.5 muestra ejemplos de los diferentes
tipos de imágenes que fueron capturadas durante esta prueba.
La figura 4.5a) y 4.5b) muestra un par de imágenes capturadas du-
rante el mismo recorrido en las que se observa el cambio de iluminación
notable. La primera está tomada próxima a una de las luces fluorescentes
del pasillo. La segunda se encuentra en el punto medio entre dos de los
focos, por lo tanto, los puntos con menor visibilidad. Las imágenes 4.5c)
y 4.5d) muestran imágenes desenfocadas debido a las vibraciones que se
producen durante el recorrido del robot a lo largo de los pasillos. Esto
dificulta la correcta detección de características y por tanto aumenta el
número de valores anómalos que existen en el cálculo de la odometría
visual.
Por último, la figura 4.6 muestra el resultado de la prueba realizada.
El recorrido tiene una distancia cercano a los 50 metros. Está compuesto
por varios avances en línea recta y varios giros sobre sí mismo del robot.
El movimiento real ocurrido está pintado en color verde y ha sido medido
físicamente. El movimiento calculado a partir de la odometría de las
ruedas está representado en color azul y el movimiento calculado a partir
de la odometría visual de forma pura está representado en color rojo.
La figura 4.7 muestra el error en milímetros en la medida entre el
punto real y el punto calculado por la odometría visual (rojo) y por la
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Figura 4.5: a) Imagen con mucha iluminación. b) Imagen con poca ilu-
minación. c) Imagen desenfocada. d) Imagen desenfocada.
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Figura 4.6: Resultados del procedimiento de cálculo de odometría visual.
Verde: movimiento real. Azul: Odometría de las ruedas. Rojo: Odometría
visual
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Figura 4.7: Distancia (en mm) entre el punto real y los puntos calculados
por la odometría visual (rojo) y por la odometría de las ruedas (azul)
odometría de las ruedas (azul) en cada instante de tiempo durante el
recorrido. El error en milímetros crece en un orden superior al lineal
cuando el ángulo de giro se calcula de forma incorrecta. Como se mues-
tra en dicha figura, en ocasiones, dos errores en el cálculo de dos giros
diferentes resulta en una mejora en la medida de la distancia de error.
Esto es típico de las técnicas de localización dead-reckoning [6], que se
basan únicamente en la información obtenida en el instante de tiempo
actual y en la posición del instante de tiempo anterior.
En este caso, en un recorrido de casi 50000 milímetros de distancia,
el error final acumulado es de 200 milímetros. Por otra parte, el máximo
error de la odometría de las ruedas resultó ser finalmente de 1500 milí-
metros. Este caso se desarrolla en una situación no ideal tanto para el
cálculo de la odometría visual como para el cálculo de la odometría de las
ruedas, dado que existen deslizamientos y existen golpes bruscos debido
a los desniveles entre los diferentes tipos de baldosas. Estos desniveles
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provocan errores en la medición de la odometría de las ruedas, dadas las
pequeñas dimensiones del robot en sí y por tanto de las ruedas.
4.2.2. Resultados en exteriores
Además de las pruebas realizadas en interiores, se realizaron diver-
sas pruebas en exteriores para comprobar la generalización y el correcto
funcionamiento del procedimiento en diferentes entornos. Se realizaron
varios movimientos tanto cíclicos como en navegación común. De la mis-
ma manera que en las pruebas realizadas en interiores, se compara el
resultado con la localización del robot a partir de la odometría de las
ruedas.
El principal cambio respecto a las pruebas realizadas en interiores
es la diferencia en las texturas del suelo. En interiores, las texturas son
más simples. En exteriores, normalmente existen puntos característicos
en el suelo mejor definidos. Por otra parte, respecto a la odometría de
las ruedas -y más en el caso de un robot de pequeñas dimensiones como
el nuestro- el entorno de exteriores es más propenso a errores debido a
que los suelos son rugosos, existen baches, obstáculos, etc. Por lo tanto,
la diferencia en el funcionamiento entre ambos métodos -odometría de
las ruedas y odometría visual- ha de ser más evidente.
La figura 4.8 muestra diferentes imágenes tomadas durante la eje-
cución de los movimientos en exteriores. Se observa que las imágenes
capturadas están más texturizadas que las imágenes capturadas en in-
teriores. El proceso de detección de puntos característicos es más fácil y
por lo tanto ocurren menos errores. La odometría de las ruedas es menos
fiable en entornos donde el suelo no es un suelo liso, en entornos don-
de se producen más derrapes, deslizamientos, bloqueos de ruedas, etc.
Estos dos factores hacen que la localización basada en el cálculo de la
odometría visual sea más fiable en este tipo de entornos.
La figura 4.8a) muestra al robot en movimiento durante una de las
pruebas realizadas. En esta figura, el robot se está aproximando a un
salto. Este tipo de obstáculos y desniveles en el terreno ocasionan que la
odometría de las ruedas proporcionen valores erróneos. Mientras tanto,
la odometría visual es resistente a este tipo de situaciones. La figura
4.8b) muestra un suelo abrupto que conforma un entorno adverso para
el cálculo de la odometría de las ruedas. La figura 4.8c) muestra con
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Figura 4.8: a) El robot durante la navegación. b) Suelo abrupto en exte-
riores. c) Un salto en el suelo. d) Suelo en exteriores menos texturizado
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Figura 4.9: Resultados del movimiento cíclico en exteriores. Verde: mo-
vimiento real. Azul: Odometría de las ruedas. Rojo: Odometría visual
detalle el salto que se observa en la primera figura. Por último, la figura
4.8d) muestra un suelo con un texturizado diferente al de interiores, si
bien también con dificultad para la obtención de puntos característicos
en la imagen.
La figura 4.9 muestra los resultados del movimiento cíclico circular
realizado en exteriores. El robot realizó varias circunferencias con un
radio de giro constante. El movimiento calculado a partir de la odometría
de las ruedas se muestra en azul, el movimiento calculado a partir de la
odometría de las ruedas se muestra en color rojo y el movimiento real que
se produjo está representado en verde. La ruta ordenada al robot fue la
realización de cuatro giros circulares entorno al punto (−500, 0)mm. La
posición final del robot contenía un error de 10mm respecto a la posición
final esperada tras las órdenes enviadas al robot. El funcionamiento de
los métodos basados en el cálculo de la odometría de las ruedas empeora
cuando el robot realiza movimientos en el exterior debido a la mayor
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Figura 4.10: Distancia (en mm) entre el punto real y los puntos calculados
por la odometría visual (rojo) y por la odometría de las ruedas (azul)
rugosidad del suelo, los derrapes de las ruedas, los obstáculos que se
encuentran en el suelo que pueden hacer que las ruedas patinen o incluso
que se queden bloqueadas, etc. En el caso de que la rueda se quede
atascada o derrape, la odometría visual se mantendrá constante. Sin
embargo, la odometría de las ruedas introducirá errores en la localización
asumiendo que se está produciendo un movimiento cuando no es así.
La figura 4.10 muestra que el error de la odometría visual es más
o menos constante a lo largo del tiempo mientras que el error de la
odometría de las ruedas aumenta cuando las ruedas tienen problemas
con los obstáculos que existen en el suelo.
La figura 4.11 muestra el resultado de un recorrido realizado en ex-
teriores. Como en las figuras de resultados anteriores, se muestran las
trayectorias calculadas en base al cálculo de la odometría visual (en ro-
jo), en base a la odometría de las ruedas (azul) y el movimiento real que
se ha ordenado al robot (verde). El robot se atascó varias veces durante
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Figura 4.11: Recorrido realizado en exteriores. Verde: movimiento real.
Azul: Odometría de las ruedas. Rojo: Odometría visual
104 4. Resultados
Figura 4.12: Distancia (en mm) entre el punto real y los puntos calculados
por la odometría visual (rojo) y por la odometría de las ruedas (azul)
la realización del movimiento. En la figura 4.11 se muestra el punto en
el que la rueda se queda atascada y que afecta posteriormente a toda
la localización basada en el cálculo de la odometría de las ruedas. En
condiciones no ideales, la localización basada únicamente en el cálculo
de la odometría de las ruedas es poco robusta y los errores pueden ser
muy grandes.
La figura 4.12 muestra como el error de la odometría de las ruedas y
el de la odometría visual es similar hasta el momento en el que la rueda
queda atascada. En ese momento el error de la odometría de las ruedas
crece indefinidamente mientras que el error de la odometría visual se
mantiene constante.
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4.3. Adecuación a la ejecución en tiempo real
El procedimiento presentado tiene como objetivo la ejecución en un
entorno de tiempo real durante el movimiento del robot. De esta manera,
podrá ser utilizado por el robot como parte del sistema de localización
que favorezca la realización de una navegación autónoma.
Es por ello que ha sido necesario priorizar los parámetros de coste
temporal sobre otras características a la hora de elegir los procesos que se
iban realizar durante el procedimiento de cálculo de la odometría visual.
Estos procesos se han explicado con detalle y evaluado en las secciones
anteriores.
Se ha realizado un estudio sobre los tiempos de ejecución de los di-
ferentes procesos que forman parte del procedimiento del cálculo de la
odometría visual. La muestra sobre la que se realiza el estudio consiste
en más de 105 ejecuciones del procedimiento entre dos imágenes conse-
cutivas. La tabla 4.1 muestra la media de los tiempos de ejecución de los
diferentes procesos que componen el procedimiento completo de cálcu-
lo de odometría visual. Para que el estudio pudiera ser generalizado y
se pudiera demostrar la adecuación del procedimiento en un entorno de
tiempo real, las pruebas se realizaron utilizando tres entornos de ejecu-
ción domésticos distintos.
El primero entorno consta de un procesador Intel Core 2 Duo 3.0
GHz, que es el portátil que se encuentra a bordo del robot en la ac-
tualidad. El segundo entorno de ejecución consta de un procesador Intel
i7-2600 3.40 GHz. Por último, el tercer entorno de ejecución es un pro-
cesador Mac Pro 2 Quad-Core Intel Xeon 2.8 GHz.
La ejecución del procedimiento se realiza en una aplicación multihilo.
La captura de las imágenes se realiza siempre en un hilo diferente al que
realiza los cálculos de odometría visual. Esto implica que el tiempo que
se necesita para capturar la imagen no se añade realmente al tiempo total
de ejecución puesto que mientras se está capturando la nueva imagen, al
mismo tiempo se están realizando los procesos necesarios para el cálculo
de la odometría visual entre las dos imágenes anteriores.
De esta forma, si tomamos los tiempos de ejecución del ordenador do-
méstico que está actualmente sobre el robot, el procedimiento de cálculo
de odometría visual entre dos imágenes tiene un coste temporal de 40
milisegundos. Esto permite que se pueda utilizar la máxima tasa de cap-
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Ent 1 Ent 2 Ent 3
Captura de imagen 40(25fps) 40(25fps) 40(25fps)
Detección características 18,41 9,90 15,18
Seguimiento características 11,16 5,67 9,95
2D a 3D 1,17 0,97 1,01
Cálculo CIR 1,52 1,62 2,54
Eliminar valores anómalos 0,56 0,41 0,86
Clasificador borroso 0,71 1,12 1,51
Cálculo de la nueva posición 0,70 0,14 0,52
TOTAL 34,03 19,83 31,57
Tabla: 4.1: Tiempo de ejecución del procedimiento VO (en milisegundos)
tura de la cámara que se encuentra actualmente en el robot, esto es, 25
imágenes por segundo. Por ello, se puede afirmar, que en base a pará-
metros temporales, el procedimiento puede ser utilizado como parte del
sistema de localización del robot durante una navegación en tiempo real.
4.4. Caso práctico: Experiencia de fusión senso-
rial
El procedimiento de odometría visual propuesto es un procedimiento
puramente exteroceptivo. La información necesaria para el correcto resul-
tado del procedimiento se toma utilizando únicamente sensores externos
al robot. Sin embargo, como caso práctico se ha planteado también la uti-
lización de métodos internos que puedan proporcionar mayor robustez al
sistema en caso de necesidad. De esta manera se busca minimizar el error
que se produce en el proceso del cálculo de la localización de un robot.
En este caso, los sensores que se utilizan como fuente de información son
los encoders de las ruedas del robot y la cámara del robot. Ambos senso-
res proporcionan información relativa al movimiento del robot partiendo
de la localización del robot en el instante de tiempo inmediatamente
anterior y el movimiento realizado entre ambos instantes de tiempo.
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Ambas medidas contienen un error que aumenta con el paso del tiem-
po, puesto que ambos cálculos dependen de los estados anteriores y por
tanto, no son globales. Es por ello que se hace si cabe más necesario la
fusión de la información de varios sensores para así reducir el error en
el cálculo del movimiento realizado por el robot entre dos instantes de
tiempo consecutivos.
En el capítulo 3, se explicaba el procedimiento de cálculo de la odo-
metría visual a partir de las imágenes capturadas por la cámara que se
encuentra en el robot. Este procedimiento nos proporciona el movimien-
to que ha tenido lugar entre dos instantes de tiempo a partir de dos
imágenes capturadas en esos dos instantes de tiempo respectivamente.
Una vez conocido el movimiento que ha tenido lugar, se puede calcular
la nueva localización del robot a partir del estado del robot en el instante
inicial.
De la misma manera, se puede calcular el movimiento realizado por el
robot entre dos instantes tiempo a partir de los encoders de las ruedas. De
nuevo, una vez conocido el movimiento que ha tenido lugar y conocida
también la posición en el instante inicial, se puede calcular la nueva
localización del robot.
El objetivo de este capítulo es explicar el procedimiento realizado
para fusionar ambas medidas de forma que el error quede minimizado.
Ambos sistemas de localización son sistemas sensibles a errores. Un error
en el sistema de localización puede hacer que la tarea encomendada a un
robot se realice de forma incorrecta. El uso de técnicas de localización
basadas en la odometría de las ruedas es común en la robótica, bien sea
como único método de localización o como uno de los diferentes métodos
utilizados para el cálculo del estado de un robot.
Sin embargo, la odometría de las ruedas es dependiente del entorno de
trabajo puesto que los encoders de las ruedas son sensores propioceptivos.
Así, por ejemplo, en un suelo liso y sin obstáculos, la odometría de las
ruedas resulta ser un sistema bastante preciso. Un ejemplo de ello lo
tenemos en los robots que trabajan en entornos de oficinas, con suelos
nada rugosos y sin obstáculos. Pero por otra parte, en suelos rugosos,
con ondulaciones, obstáculos o resbaladizos, la localización a partir de
la odometría de las ruedas conlleva muchos errores. Por ejemplo, un
robot que realice operaciones en el exterior de un edificio puede encontrar
múltiples problemas, como son piedras en el suelo, barro, etc. Este tipo
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de problemas inhabilita el uso de la odometría de las ruedas para la
localización de un robot.
La odometría visual proporciona información fiable en diferentes en-
tornos, puesto que su información procede de un sensor exteroceptivo
como es la cámara. Sin embargo, es sensible a errores puesto que la apa-
rición de objetos móviles en el campo de visión puede provocar que se
observe un movimiento en la imagen que no ha sido realizado por el robot
y, sin embargo, se tome como tal. Si bien en el capítulo anterior se ha
explicado los procesos de filtrado que se llevan a cabo para evitar estos
errores, en ocasiones es posible que la localización basada en odometría
visual no proporcione resultados correctos, por ejemplo en ambientes
donde existan muchos objetos móviles en la imagen, o sencillamente se
produzcan problemas con la iluminación.
Es por ello, que la fusión de ambas odometrías resulta en una medida
más fiable donde las debilidades de una se compensan con las fortalezas
de la otra. De esta manera se logra un valor de odometría más robusto
que puede ser utilizado en diversas situaciones. La fusión de los datos
procedentes de ambos sensores odométricos se realiza utilizando el Filtro
de Kalman Extendido, detallado en sus aspectos teóricos en el Anexo A.
4.4.1. Implementación del EKF
De manera similar al filtro de Kalman lineal, el algoritmo del EKF
se basa en un ciclo de predicción-corrección, con la diferencia de que
se linealizan las funciones no lineales mediante una serie de Taylor de
primer orden. A continuación se muestran las ecuaciones sin su desarrollo
matemático.
PREDICCIÓN: Dada la estimación del estado del sistema y su ma-
triz de covarianza (x̂k|k,Pk|k) en el instante de tiempo k, la predicción
(x̂k|k+1,Pk|k+1) en el instante de tiempo k + 1 se calcula como:
x̂k+1|k = f(x̂k|k,uk) (4.1)
Pk+1|k = ∇xf ·Pk|k · ∇xfT +∇uf ·Qk · ∇ufT (4.2)
La incertidumbre asociada a la posición en el instante de tiempo k+1
(Pk+1|k) depende de dos variables:
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1. La matriz de covarianza Pk|k, que representa la incertidumbre aso-
ciada a la posición en el instante de tiempo anterior.
2. La matriz de covarianza Qk, que define la incertidumbre relaciona-
da con la entrada de control, es decir, con el desplazamiento medido
por los encoders.
En la ecuación (4.2) aparecen dos Jacobianos que preceden y suceden
a cada una de estas dos variables, y su función es linealizarlas. Por una
parte, el Jacobiano de la función de transición de estados (∇xf) se debe
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(4.3)
Por otra parte, el Jacobiano de la entrada de control (∇uf) se evalúa











(t1 + t2) (t1 − t2)
(t3 − t4) (t3 + t4)
t5 −t5
(t6 + t7) (t6 − t7)



































































donde b es la distancia entre las ruedas motrices.
CORRECCIÓN: En el instante de tiempo k+ 1 se realiza la observación
zk+1, y utilizando la predicción del estado calculada en la fase anterior,
se corrige la estimación del estado de acuerdo a las ecuaciones:
x̂k+1|k+1 = x̂k+1|k + Kk+1 · z̃k+1 (4.5)
Pk+1|k+1 = [I−Kk+1 · ∇xh] ·Pk+1|k (4.6)
donde (4.5) es la corrección de la estimación del estado, y (4.6) es la
corrección de la covarianza del estado, y los términos:
z̃k+1 = zk+1 − h(x̂k+1|k) (4.7)
Sk+1 = ∇xh ·Pk+1|k · ∇xhT + Rk+1 (4.8)
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Kk+1 = Pk+1|k · ∇xhT · S−1k+1 (4.9)
representan la innovación (4.7), la covarianza de la innovación (4.8),
y la ganancia subóptima (o quasi-óptima) de Kalman (4.9).
La función de observación se linealiza mediante el Jacobiano (∇xh),
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4.4.1.1. Compensación heurística de los errores
Dado que el EKF se obtiene mediante una linealización basada en
una serie de Taylor de primer orden, se están introduciendo errores en
los cálculos, debido principalmente a que:
Los términos de segundo orden o mayores de la serie de Taylor no
se están teniendo en cuenta.
Las evaluaciones de los Jacobianos se están haciendo utilizando
valores estimados del estado en lugar de utilizar los valores reales,
dado que éstos no están disponibles.
Para compensar estos errores, que pueden llevar a la divergencia del
filtro, se pueden utilizar los siguientes métodos heurísticos:
Añadir ruido artificial o pseudo-ruido al modelo del sistema para
compensar los errores en la predicción del estado. Estos se puede
lograr utilizando una matriz de covarianza del sistema modificada
Qmk en la ecuación de predicción de la covarianza (4.2):
Qmk = Q
p
k + Qk ≥ Qk (4.11)
donde Qk es una matriz de covarianza con ruido artificial.
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Multiplicar la covarianza del estado por un escalar φ > 1 en cada
tiempo de muestreo:
Pφk+1|k = φ ·Pk+1|k (4.12)
y utilizar esta matriz modificada en la ecuación de predicción de
la covarianza (4.2). La multiplicación de la matriz de covarianza
por un escalar mayor que la unidad es equivalente a un filtro que
pierde la memoria de lo sucedido, ya que es como si las últimas
actualizaciones de la covarianza se hubiesen perdido, ya que la in-
certidumbre se hace mayor.
Mediante cualquiera de estas dos técnicas se consigue que la matriz de
covarianza cubra los errores cometidos al linealizar un sistema no lineal.
Al incrementar el error en la matriz de covarianza del estado (Qk) se
consigue que la ganancia del filtro sea mayor, dándole mayor peso a las
observaciones más recientes. Si por el contrario se incrementa el error en
la matriz de covarianza de las observaciones (Rk), se obtendría el efecto
opuesto: bajar la ganancia del filtro y ponderar en menor medida las
nuevas observaciones.
4.4.2. Resultados de la Fusión Sensorial
Una vez realizadas diversas pruebas para comprobar el correcto fun-
cionamiento del procedimiento de cálculo de odometría visual propuesto,
se han realizado diversas pruebas en las que se incorporan otras medicio-
nes tomadas a partir de otros sensores del robot. En este caso, se toma
la medida de los encoders de las ruedas del robot.
El sistema de movimiento del robot consta de dos ruedas motrices
traseras y una rueda loca delantera, siguiendo por tanto una configu-
ración diferencial. Las dos ruedas traseras poseen un par de encoders
lineales a partir de los que se puede calcular el movimiento realizado por
el robot.
De esta manera, se tienen dos fuentes de medición: la odometría
calculada a partir del movimiento de las ruedas del robot y la odometría
calculada a partir de las imágenes capturadas por el sistema de visión
que se encuentra sobre el robot.
Con la fusión de ambos sensores se pretende la obtención de un sen-
sor odométrico fiable en diversos entornos y diversas circunstancias. La
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odometría de las ruedas ha demostrado ser un sistema de localización
fiable en entornos concretos e ideales. Los sistemas de localización basa-
dos en la odometría de las ruedas proporcionan resultados fiables cuando
la navegación se produce sobre suelos lisos, nos resbaladizos, sin cambios
abruptos (saltos o baches), que puedan producir bloqueos o patinazos en
las ruedas. Es un sistema que toma la información de sensores internos
del robot.
La localización a partir de la odometría de las ruedas es un sistema
de localización en el que el error aumenta continuamente a lo largo del
tiempo. No existe ningún método de corrección. Por tanto, este tipo de
sistemas de localización suelen ir acompañados de otros sistemas exte-
roceptivos que disminuyen el error. Estos sistemas pueden basarse en
balizas o en elementos reconocibles y diferenciados en el entorno, como
puede ser la localización Wi-Fi, el uso del reconocimiento de elementos
en un edificio (puertas, pasillos, salas, etc).
Por otra parte, lo que se propone en esta tesis es la incorporación
de otro sistema odométrico exteroceptivo que mitigue los errores que
se pueden producir en la odometría de las ruedas. La odometría de las
ruedas en muy sensible a errores. Un cambio abrupto en el suelo o incluso
el bloqueo de una rueda pueden provocar que el error en el cálculo de la
posición del robot sufra un error inmenso. De la misma manera, el hecho
de que una rueda patine puede provocar que ese error se propague a lo
largo de la navegación llegando incluso a resultar inútil la localización
calculada.
En el apartado anterior, se ha demostrado que la odometría visual
tiene un comportamiento fiable en diferentes entornos, incluido aquéllos
en los que la odometría de las ruedas falla estrepitosamente. Por ejemplo,
en el caso de un derrape de una sola rueda, el resultado de la odometría
de las ruedas será que se ha producido un giro sobre la rueda que no
ha derrapado, puesto que la rueda que ha derrapado se habrá movido
más espacio que la otra rueda. Un cambio en la orientación del robot
provocará que ese error se propague con el paso del tiempo disminuyendo
la fiabilidad de la posición calculada.
De la misma manera, el bloqueo de ambas ruedas, debido por ejem-
plo a un bache en el suelo, provocará que el sistema de odometría de las
ruedas proporcione como resultado que el robot está realizando un mo-
vimiento en línea recta, cuando en realidad el robot se encuentra en un
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estado de no movimiento (con ambas ruedas bloqueadas, pero girando).
En ambos casos, la odometría visual no cae en dicho error. Al tomar
como información de entrada las imágenes capturadas por el sistema
de visión, se puede considerar el sistema de odometría visual como un
sistema exteroceptivo y al sistema de visión como un sensor externo del
robot. En el caso de un derrape de una única rueda durante un avance en
línea recta, efectivamente las imágenes mostrarán que el robot continúa
avanzando de manera normal, puesto que las imágenes no mostrarán giro
alguno.
En el caso de que ocurra un bloqueo de ambas ruedas (debido a algún
bache o elemento en el suelo), el sistema de localización basado en la
odometría visual dará como resultado un movimiento nulo. Las imágenes
capturadas por el sistema de visión mostrarán que efectivamente el robot
no se está moviendo.
De esta manera, parece lógico pensar que si ambos sistemas pueden
complementarse, el resultado de realizar una fusión sensorial entre los
encoders de las ruedas y el sistema de visión será un sistema odométrico
más robusto y fiable.
En este apartado, se mostrarán a modo de aplicación, dos ejemplos
de navegación expuestos con anterioridad.
El primero de ellos se mostró en la Figura 4.6. El entorno de na-
vegación en este ejemplo fueron los pasillos de la Facultad de Ciencias
de la Universidad de Salamanca. El entorno es un entorno ideal, en un
suelo con baldosas y sin ningún tipo de obstáculo, bache, ni elemento
que pueda provocar un deslizamiento de las ruedas. El resultado en la
localización a partir de los datos de la odometría de las ruedas resultan
ser fiables. De la misma manera, la localización utilizando le odometría
visual también resulta fiable, a pesar de los cambios de iluminación que
se producen en las imágenes debido a las luces fluorescentes que existen
en el pasillo.
La Figura 4.13 muestra los diferentes resultados de localización obte-
nidos durante la navegación del robot. En azul se muestra el movimiento
realizado basándose en la odometría de las ruedas. En color rojo se mues-
tra la navegación realizada basándose en la odometría visual. En verde
se muestra la trayectoria real que ha seguido el robot.
Por último, en negro se muestra el resultado de la implementación de
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Figura 4.13: Resultados de la fusión sensorial. Azul: Odometría de las
ruedas. Rojo: Odometría visual. Negro: Fusión sensorial. Verde: Trayec-
toria real
un filtro de Kalman extendido (EKF) tomando como medida del sistema
los datos procedentes de la odometría de las ruedas y como medida de
observación los datos procedentes de la odometría visual. Se observa
claramente que el resultado de la fusión sensorial produce un resultado
igualmente fiable, con un error admisible de un metro tras un avance de
cerca de 50 metros.
El segundo ejemplo que se muestra en este apartado será el mismo
que el mostrado en la Figura 4.11. Durante el recorrido realizado se
produce el derrape de una de las ruedas del robot durante un cierto
tiempo. Esto provoca que la localización a partir de la odometría de las
ruedas devuelva un resultado complétamente erróneo. Durante el período
en el que una de las ruedas está derrapando, la odometría basada en
el movimiento de las ruedas considera que el robot está realizando un
giro (en este caso hacia la izquierda). Sin embargo, la odometría visual
devuelve que el robot no está en movimiento, puesto que las imágenes
capturadas por el sistema de visión no muestran movimiento alguno.
De esta manera, un sistema de fusión sensorial entre ambas odome-
trías mitigará el error que introduce la odometría de las ruedas. En la
Figura 4.14 se muestra el resultado de la localización durante la navega-
ción del robot que se tiene como resultado de la odometría de las ruedas
en azul. En color rojo, se muestra la navegación en base a la odometría
visual y en verde la trayectoria real del robot.
Por su parte, en negro se muestra el resultado de la fusión senso-
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Figura 4.14: Resultados de la fusión sensorial. Azul: Odometría de las
ruedas. Rojo: Odometría visual. Negro: Fusión sensorial. Verde: Trayec-
toria real
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rial entre ambas odometrías. Se observa claramente que el error que se
introduce al derrapar una de las ruedas queda mitigado en parte, dismi-
nuyendo claramente el error final en la localización del robot. Se observa
también que una vez que el derrape finaliza (y el robot comienza a avan-
zar en línea recta) el sistema considera correctamente dicho avance, a
pesar de que las orientaciones de ambos sistemas odométricos no son la
misma (incluso casi opuestas).
De esta manera, se demuestra de forma aplicada que con un sistema
de fusión sensorial sencillo se puede crear un sistema odométrico más
robusto y más fiable para diferentes entornos. La odometría de las ruedas
es muy fiable en entornos de suelos lisos, no resbaladizos y sin obstáculos.
La odometría visual es muy fiable en entornos donde la iluminación no
sufre excesivos cambios y donde los movimientos ajenos al entorno son
pequeños. Esto significa que en un entorno de iluminación variable o con
muchos elementos móviles en la escena, los errores introducidos por la
odometría visual serán mitigados por la odometría de las ruedas. De la
misma manera, los errores introducidos por la odometría de las ruedas en
caso de bloqueos o derrapes serán mitigados por el sistema de odometría
visual.
Por supuesto, existen diferentes métodos de fusión sensorial que se
pueden aplicar con la misma intención de obtener un sistema de odo-
metría robusto y fiable en cualquier entorno. La aplicación y estudio de




En este capítulo se describe cómo se han conseguido los objetivos
propuestos en el inicio del trabajo de investigación, cómo se ha evaluado y
validado la hipótesis inicial: la propuesta e implementación de un sistema
completo de odometría visual monocular bajo restricciones de tiempo real.
5.1. Conclusiones y principales contribuciones
El trabajo de investigación que se presenta en este documento pro-
porciona una contribución novedosa en el campo de la localización ba-
sada en la odometría visual monocular. El sistema propuesto es hábil
para trabajar con una frecuencia de muestreo de imágenes aceptable ba-
jo restricciones de tiempo real, aceptando, sin ocasionar errores graves,
oclusiones y movimientos en el campo de visión. Todo el sistema está
basado en componentes domésticos de bajo coste.
Todo el proceso desde la propuesta de la hipótesis hasta la obtención
y validación de los resultados así como la metodología utilizada para la
validación de la hipótesis inicial se describen a lo largo de este documento.
Las principales contribuciones de este trabajo de investigación se pre-
sentan a continuación:




Al comienzo de esta investigación, se realizó un estudio de las diferen-
tes estrategias realizadas hasta el momento en problemas de localización
utilizando técnicas de odometría visual. Este estudio se convierte en un
compendio completo con la literatura imprescindible y necesaria a la
hora de afrontar un problema de investigación en un área concreta pa-
ra nuevos investigadores. Además, se han incorporado referencias a otros
trabajos relevantes relacionados con el área de investigación, más concre-
tamente, trabajos de localización y navegación autónoma. Estos trabajos
pueden dar una idea de las necesidades básicas que se han de cumplir
a la hora de realizar un correcto sistema de localización. Este trabajo
queda reflejado y explicado en la Parte II de este documento.
Desarrollo del procedimiento de odometría visual monocular
Dentro del procedimiento planteado se han presentado diversas nove-
dades teniendo siempre como objetivo el aumento de la tasa de muestreo
de imágenes, la reducción de los errores en la odometría visual y el man-
tenimiento del uso de componentes domésticos y de bajo coste.
Las principales contribuciones se encuadran en:
Extracción de características y elaboración de la estructura física
del sistema de visión
Cálculo del Centro Instantáneo de Rotación
Procesos de optimización a posteriori
En el proceso de extracción y seguimiento de características se ha
encontrado una solución óptima que favorece el correcto funcionamiento
y mitiga los errores ocasionados por un fallo en el seguimiento de las
diferentes características. Todo ello parte de una estructura física del
sistema de visión especial, a la que se llega tras un estudio prolongado
en el tiempo y en las pruebas. El sistema de visión consiste en una única
cámara enfocada hacia el suelo. De esta forma se logra un campo de
visión limitado y finito que permite la fácil obtención de medidas de
distancia. Por contra, nos provoca una mayor dificultad a la hora de
la extracción y seguimiento de características. Esto es debido a que en
el suelo, los puntos características no abundan y las texturas son más
uniformes que en una imagen enfocando el horizonte.
Se ha utilizado el tracker Lukas-Kanade-Tomasi cuyos tiempos de
ejecución son claramente inferiores -en estas condiciones- que el de otras
5.1. Conclusiones y principales contribuciones 121
técnicas más novedosas. Esto nos permite mantener la tasa de captura de
imágenes alta aunque -debido a la dificultad en la extracción de caracte-
rísticas, ante una menor diversidad en las texturas dentro del campo de
visión- provocará la incorporación de sistemas de filtrado y optimización
de resultados.
Se aporta en esta investigación la idea del cálculo del Centro Instan-
táneo de Rotación basándose exclusivamente en los datos recibidos por
el sistema de visión. Esta técnica es novedosa en este entorno. Existe
obviamente este concepto en problemas de cinemática partiendo de las
características del robot y a partir de los datos obtenidos por sistemas
propioceptivos como lo puede ser la odometría de las ruedas. En la litera-
tura hay múltiples ejemplos de esta idea, pero se incorpora aquí la idea
del uso del Centro Instantáneo de Rotación basándose exclusivamnete
en técnicas de flujo óptico. Esta aproximación logra una reducción im-
portante en los cálculos del movimiento respecto a otros procedimientos
de cálculo de odometría visual -que basan el cálculo del movimiento en
problemas de obtención de la estructura en 3D a partir del movimiento
(SFM, Structure From Motion).
Por último se realizan procesos de optimización que refinen el cálculo
del movimiento realizado. El primer proceso de optimización consiste en
la aplicación de simples filtros estadísticos (1−σ) tanto en el seguimiento
de características (en cuanto a módulo y ángulo), como en el cálculo del
Centro Instantáneo de Rotación y como en el cálculo del giro realizado.
Este tipo de filtrados son computacionalmente poco costosos. Al aplicarse
en tres momentos diferentes del proceso, el refinamiento resulta veloz y
robusto.
El último proceso de optimización es la creación de un clasificador
borroso que diferencia entre cuatro tipos de movimientos: parada, giro,
avance en línea recta, ruido. La aplicación de este clasificador es compu-
tacionalmente poco costoso y logra una mejoría notable a la hora del
cálculo del movimiento final. Principalmente esto se debe a la inexacti-
tud que provoca un movimiento en línea recta -que no deja de ser un
movimiento circular con radio infinito- y el estado de parada -que es un
movimiento cuyo avance es cero-. Estas inexactitudes que irían acumu-
lando errores se resuelven aplicando el clasificador borroso. De nuevo este
concepto es novedoso en problemas de odometría visual.
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Como aplicación del trabajo de investigación, se ha desarrollado una
fusión sensorial utilizando los dos sensores odométricos de los que dispo-
ne el robot de pruebas: odometría de las ruedas y odometría visual. Esta
aplicación busca demostrar que con la fusión de dos sensores odométri-
cos se puede lograr un sistema odométrico más robusto. La localización
basada en la odometría de las ruedas es sensible a entornos resbaladizos
y rugosos, bloqueos de las ruedas, derrapes, etc. La localización basada
en la odometría visual por su parte es sensible a movimientos en la esce-
na de la pantalla, oclusiones de objetos, objetos con relieve en el suelo,
etc. Ambos sensores pueden compatibilizarse de forma que por ejemplo,
en el caso de un bloqueo de las ruedas, la odometría visual devolvería
resultados correctos (estado de parada). Por otra parte, en el caso de
movimientos en el campo de visión con el robot en estado de parada, la
odometría de las ruedas proporcionarían resultados correctos al no estar
en movimiento las ruedas.
Para la fusión sensorial se ha utilizado el Filtro de Kalman Extendido
(EKF) cuyo uso para estos objetivos está plenamente demostrado en
trabajos anteriores.
Resultados y aplicaciones
Llegados a la hora de analizar los resultados se puede afirmar que se
ha desarrollado un sistema de odometría visual monocular con resultados
válidos para la navegación autónoma de un robot. Respecto a trabajos
previos se ha logrado desarrollar un sistema utilizando exclusivamente
componentes domésticos y de bajo coste, como son una cámara y un
procesador comerciales. También se ha logrado un procedimiento con
un coste computacional suficientemente bajo que permita una tasa de
adquisición de imágenes para trabajar bajo restricciones de tiempo real.
Por otra parte, el sistema es completamente independiente de cual-
quier otro sensor equipado en el robot, de forma que se puede considerar
un sensor exteroceptivo puro, al tener como fuente información pura-
mente ajena al robot.
A esto hay que añadir que la principal aplicación o caso de estudio
desarrollado en este trabajo ha dado resultados satisfactorios incluso
en situaciones extremas en las que uno de los dos sensores odométricos
(odometría de ruedas y odometría visual) falla estrepitosamente: en el
caso de la odometría de las ruedas, un bloqueo de ruedas; en el caso de
la odometría visual, movimientos en la escena continuados.
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5.2. Trabajo futuro
Existe una línea de trabajo futura abierta claramente. A día de hoy,
el sistema se encuentra implantado en un robot de laboratorio que realiza
recorridos en un edificio con salidas al exterior en zonas no abruptas en
exceso. La velocidad de funcionamiento se encuentra alrededor de los 5
km/h, lo que equivaldría al ritmo de un ser humano andando. La línea
de trabajo que queda abierta actualmente y como continuación de la
investigación actual es la implantación del sistema desarrollado en un
vehículo a motor que transite por una carretera de forma que se pueda
observar la escalabilidad del sistema ante situaciones más complejas.
Con ello lo que se buscaría sería encontrar nuevas aplicaciones a la
odometría visual, más allá del objetivo de localización de un vehículo. El
sistema podría ser utilizado para evaluar diferencias entre la trayectoria
calculada a partir de los datos proporcionados por los sensores odométri-
cos de las ruedas -o por cualquier otro método- y la trayectoria calculada
por la odometría visual. Con esto se podría decidir por ejemplo si se está
produciendo un efecto de subviraje o sobreviraje en una curva.
Para este tipo de problemas es si cabe más importante la reducción
del coste computacional del procedimiento, puesto que la frecuencia del
muestreo debería aumentar en proporción a la velocidad a la que se
mueve el sistema de visión.
De la misma manera, el posicionamiento físico y la orientación del
sistema de visión ha de ser estudiado en profundidad. En el trabajo
actual, resultó finalmente de suma importancia la posición del sistema
de visión y su orientación respecto del suelo, fijando así un campo de
visión finito y limitado.

Apéndice A
Base teórica de la fusión
sensorial
En este apéndice se detalla la base teórica utilizada durante la fusión
sensorial de los dos sensores odométricos (odometría visual y odometría
de las ruedas). Se utiliza el Filtro de Kalman Extendido para calcular el
estado del robot utilizando información proporcionada por ambos senso-
res.
A.1. El Filtro de Kalman
El filtro de Kalman es una solución recursiva para el cálculo del es-
tado de un sistema dinámico lineal estocástico. Se basa en la toma de
observaciones periódicas en el tiempo que contienen ruido para lograr
una estimación del estado del sistema. El estado de un sistema está for-
mado por un conjunto de variables que representan las propiedades del
mismo. En el caso de un robot, el estado de un sistema suele contener
su posición y orientación, además de otras posibles variables que iden-
tifiquen otras propiedades significativas para la funcionalidad del robot,
por ejemplo, la velocidad [19].
El algoritmo está formado por dos fases diferenciadas: una fase de
predicción y una fase de correción basada en la observación. Por cada
iteración del algoritmo , éste estima los valores de las variables que for-
man el estado del sistema durante la fase de predicción. Para ello se
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sirve de un modelo estadístico explícito de cómo el estado evoluciona en
el tiempo (modelo del sistema), que depende del estado anterior. Los va-
lores se tratan con una cierta incertidumbre en la predicción, asumiendo
de esta manera que existe un ruido que afecta al modelo del sistema.
Una vez que se tiene la predicción del estado del sistema, se inicia
la fase de observación. A partir de una observación, también perturbada
por un cierto ruido, y un modelo estadístico explícito de cómo las ob-
servaciones están relacionadas con el estado (modelo de observación), la
estimación de los valores de las variables que forman parte del estado del
sistema son actualizadas en función de unos determinados pesos. El peso
irá en función de la certeza de la predicción del valor de cada variable
realizada en la primera fase.
Al ser un algoritmo recursivo no es necesario almacenar todas las
observaciones que han tenido lugar. Tan sólo será necesario utilizar la
observación que tiene lugar en cada iteración y el estado calculado en el
instante anterior. Cualquier otra información sobre el estado del sistema
en instantes de tiempo anteriores no es necesaria.
El filtro de Kalman es utilizado en multitud de aplicaciones y, con-
cretamente, es utilizado comúnmente en problemas de fusión sensorial.
A.1.1. Suposiciones
El filtro de Kalman basa sus cálculos en un sistema estocástico y li-
neal, por tanto su comportamiento es intrínsecamente no determinístico.
Se asume también que el ruido que afecta al sistema cumple ciertas ca-
racterísticas. Para el correcto funcionamiento del filtro se ha de disponer
de un modelo del sistema así como de un modelo de la observación.
A.1.1.1. Sistema estocástico lineal
Un sistema estocástico es aquel cuyo comportamiento es no deter-
minístico. El estado actual del sistema viene determinado por el estado
anterior, las acciones predecibles que han tenido lugar y elementos alea-
torios no determinísticos que perturben dichas acciones. En definitiva,
cualquier sistema analizable probabilísticamente se puede considerar un
sistema estocástico.
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En los problemas de robótica, se debe asumir además que los sensores
introducen ruido en las observaciones, puesto que no existe ningún sensor
perfecto. Así por tanto, el filtro de Kalman se basa en modelos lineales
que incorporan las perturbaciones por ruido tanto del propio sistema
como de las observaciones de los sensores.
Sin embargo, muchos sistemas del mundo real contienen no linealida-
des. Para ello, es necesario linealizar dichos modelos mediante el Filtro
Extendido de Kalman.
A.1.1.2. Modelo del Sistema
El modelo del sistema describe la forma en la que evoluciona el estado
real del sistema en el tiempo. Este modelo es utilizado por el filtro de
Kalman para realizar la fase de predicción del estado del sistema en el
próximo instante de tiempo. Si se representa en el espacio de estados
para un sistema discreto, la evolución del estado x se describe como:
xk+1 = Fkxk +Bkuk + vk
vk ∼ N (0, Qk)
(A.1)
donde xk es la variable de estado n-dimensional en el instante de
tiempo k, Fk es la matriz de transición de estados, uk es la entrada de
control al sistema y vk representa el ruido del sistema.
El ruido del sistema se considera un ruido blanco gaussiano. De esta
manera el ruido se puede modelar mediante una distribución normal








A.1.1.3. Modelo de Observación
El modelo de observación describe la relación existente entre las ob-
servaciones y el estado del sistema. Se utiliza en la fase de correción, de
forma que cada vez que se produce una observación se corrige la pre-
dicción del estado realizada a partir del modelo del sistema expuesto
anteriormente.
El modelo de observación permite predecir el valor de una observación
partiendo de un estado concreto y así compararla con el verdadero valor
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de la observación tomado en ese instante. A partir de esa comparación
se podrá calcular el error de la observación, que será la base para la
correción de la estimación del estado.
El filtro de Kalman supone que las observaciones se pueden modelar
mediante una ecuación que relacione linealmente el estado del sistema
con las observaciones, de modo que para un sistema discreto, el modelo
de observación se representa de la siguiente manera:
zk = Hkxk + wk
wk ∼ N (0, Rk)
(A.2)
donde zk es un vector de observaciones m-dimensional, Hk es la ma-
triz de observación, xk es el vector de estado obtenido en la fase de pre-
dicción a partir del modelo del sistema, y wk es el ruido en la observación.
El valor de error en la medida incorporado en el model de observación
es una perturbación por ruido blanco gaussiano con media E [w (k)] = 0







A.1.1.4. Características del ruido
El filtro de Kalman supone que tanto el ruido en el modelo del sis-
tema, v (k), como el ruido en el modelo de observación, w (k), son va-
riables aleatorias multivariantes e independientes entre sí que modelan
ruido blanco gaussiano:
Al asumir que las fuentes de ruido son independientes significa que
el ruido de una determinada variable en un instante de tiempo no
afecta al resto de variables del sistema. Esto significa que el ruido
en la observación tomada a partir de los encoders de las ruedas
no se ve influenciado por el ruido a la hora de la captura de las
imágenes para el cálculo de la odometría visual.
El ruido blanco es una perturbación aleatoria de manera que dos
valores de ruido en dos instantes de tiempo diferentes no guardan
ninguna correlación estadística. De esta manera, no se puede pre-
decir el valor de ruido en un instante de tiempo a partir de los
valores de ruido anteriores. Una señal de ruido blanco contiene to-
das las frecuencias y todas ellas guardan la misma potencia, esto
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es, la densidad espectral de potencia es constante. El ruido tiene
media cero, lo que significa que el ruido no es sistémico sino que los
valores de ruido son aleatorios. Un ejemplo de ruido sistémico sería
un error a la hora de medir el radio de una rueda. En los cálculos
de odometría de las ruedas a partir de los encoders, el resultado
estaría sesgado constantemente por ese dato mal medido, por lo
que la media del ruido sería distinta de cero.
Una de las suposiciones tenidas en cuenta es que la distribución
del ruido se gaussiana, apoyándose en el teorema central de límite
en base a que los ruidos modelados son el resultado de la suma de
un gran número de fuentes de error aleatorias. Por otra parte, al
calibrar los sensores es normalmente sencillo realizar experimen-
tos para averiguar su media y varianza del error. La función de
densidad de probabilidad de una distribución gaussiana está com-
pletamente descrita por su media y su varianza, por lo que no se
necesitan calcular estadísticos de orden mayor y se captura toda la
información disponible acerca del ruido.
Siendo el ruido v (k) un ruido blanco gaussiano, al ser éste incor-
porado al modelo del sistema (A.1), se logra que el estado sk pase a
responder como una distribución normal. Esto se debe a que una de las
propiedades de las distribuciones normales es que dadas dos variables
x1 ∼ N (µ1,Σ1) y x2 ∼ N (µ2,Σ2) aleatorias e independientes con una
distribución normal multivariante, la suma de ambas seguirá teniendo
una distribución normal multivariante:
x1 + x2 ∼ N (µ1 + µ2,Σ1 + Σ2) (A.3)
Por tanto, asumiendo que vk ∼ N (0, Qk) es parte de la ecuación y
representa el ruido, se puede considerar que el resto de la expresión carece
de ruido, esto es, la covarianza es 0. Por tanto, se puede considerar que
(Fkxk +Bkuk) ∼ N (Fkxk +Bkuk, 0) y utilizando la propiedad (A.3),
resulta que:
xk+1 ∼ N (Fkxk +Bkuk, Qk) (A.4)
De la misma manera se puede llegar a la conclusión de que el modelo
de observación (A.2) responde a la distribución normal:
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zk ∼ N (Hkxk, Rk) (A.5)
A.1.2. Formulación del problema de estimación
Una vez que se tiene modelado el sistema mediante la ecuación (A.1)
y descritas las observaciones y su relación con el sistema mediante la
ecuación (A.2), el filtro de Kalman buscará efectuar una estimación (x̂)
del valor real del estado (x). El error de esa estimación del estado (x̃)
será la diferencia entre el valor real y el estimado:
x̃ = x− x̂ (A.6)
El filtro de Kalman no sólo calcula una estimación del estado (x̂) a
partir del modelo del sistema, sino que también mantiene una medida
estadística de la incertidumbre asociada a esa estimación. Esta medida
de incertidumbre se calcula como la matriz de covarianza de x̃, y se
representa por P . Por lo tanto, el filtro de Kalman estima el valor real
del estado como x ∼ N (x̂, P ), es decir, como una función de densidad de
probabilidad normal multivariante con media x̂ y covarianza P , donde:















 P11 . . . P1n... . . . ...
Pn1 . . . Pnn
 (A.8)
En el contexto de la localización de un robot móvil, el hecho de que
el filtro de Kalman estime el estado como una distribución de probabi-
lidad gaussiana implica que la ubicación del robot no viene dada como
una única posición, sino que se expresa como una distribución de posi-
ciones posibles del robot, cada una de ellas asociada a una probabilidad
concreta.
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A.1.3. Algoritmo
Como se ha descrito en los apartados anteriores, el filtro de Kalman
calcula la estimación del estado (x̂) basándose en la iteración de ciclos
con dos fases: predicción y corrección. La primera fase calcula una pre-
dicción del estado utilizando el modelo del sistema (A.1). La segunda
fase utiliza el modelo de la observación (A.2) para, a partir de una ob-
servación disponible en un instante de tiempo, corregir la predicción del
estado.
La notación x̂k1|k2 representa la estimación del estado en el instan-
te de tiempo k1 teniendo en cuenta las observaciones disponibles en el
instante de tiempo k2 incluido. A continuación se muestran las ecuacio-
nes para cada una de las fases sin su demostración matemática corres-
pondiente. La obtención de las ecuaciones viene claramente detallada y
especificada en la literatura.
PREDICCIÓN: En cada instante de tiempo, el estado del sistema puede
variar y por ello en cada incremento de tiempo, el filtro de Kalman
calcular una nueva estimación del estado a partir de la última estimación
disponible. Dada la estimación del sistema y su matriz de covarianza(
x̂k|k, Pk|k
)





el instante de tiempo k + 1 se calculan como:
x̂k+1|k = Fk · x̂k|k +Bk · uk (A.9)
Pk+1|k = Fk · Pk|k · F Tk +Qk (A.10)
CORRECCIÓN: A diferencia de la fase de predicción, la fase de correc-
ción solamente se efectúa cuando están disponibles nuevas observaciones,
que proporcionan información directa acerca del estado actual del siste-
ma. Las ecuaciones de corrección actualizan la estimación del estado más
reciente mediante la incorporación de la información ganada a partir de
las observaciones.
x̂k+1|k+1 = x̂k+1|k +Kk+1 · z̃k+1 (A.11)
Pk+1|k+1 = [I −Kk+1 ·Hk+1] · Pk+1|k (A.12)
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donde (A.11) es la corrección de la estimación del estado, (A.12) es
la corrección de la covarianza del estado, y
z̃k+1 = zk+1 −Hk+1 · x̂k+1|k (A.13)
Sk+1 = Hk+1 · Pk+1|k ·HTk+1 +Rk+1 (A.14)
Kk+1 = Pk+1|k ·HTk+1 · S−1k+1 (A.15)
(A.13) es la innovación, (A.14) es la covarianza de la innovación y
(A.15) es la ganancia óptima de Kalman, que está elegida de modo que
garantiza que la estimación del estado minimiza el error cuadrático me-
dio.
Un aspecto a destacar en la ecuación de innovación (A.13) es que
el filtro de Kalman efectúa una predicción de la observación definida
mediante la expresión Hk+1 · x̂k+1|k = ẑk+1. Esta predicción indica cuál
es el valor que el filtro predice que debería tener la observación zk+1,
basándose en la predicción del estado x̂k+1|k. Reescribiendo la ecuación
de innovación como z̃k+1 = zk+1 − ẑk+1 resulta más evidente que la
innovación es una medida del error que el filtro comete al predecir la
observación.
Cuando la innovación es próxima a cero, entonces la predicción de la
observación es muy similar a la observación real, lo que implicaría que la
predicción del estado (desde la que se hizo la predicción de la observación)
sería ya bastante precisa y no necesitaría una gran corrección. Por el
contrario, cuando la innovación es grande, la predcción de la observación
difiere bastante de la observación real. Esto quiere decir que la predicción
del estado necesitaría una fuerte corrección.
A.2. El Filtro de Kalman Extendido (EKF)
Cuando los sistemas con los que se trabaja son robots móviles, su-
poner que el modelo de sistema y el modelo de observación son lineales
con perturbaciones por ruido blanco gaussiano son unos requisitos que
difícilmente se pueden cumplir. Basta pensar en un robot con velocidad
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constante de avance y de rotación para darse cuenta que la trayectoria
que describe es circular y no se puede describir con un modelo de sistema
lineal. Esto hace que el filtro de Kalman lineal resulte inaplicable a la
mayoría de problemas de localización de robots, a excepción de los más
triviales.
A la hora de aplicar el filtro de Kalman a problemas no lineales exis-
ten principalmente dos técnicas. La primera consiste en utilizar una serie
de Taylor de primer orden en torno a una trayectoria de referencia es-
tática, dando como resultado lo que se conoce como Filtro de Kalman
Linealizado. Es una técnica útil cuando existe una gran cantidad de in-
formación a priori acerca del problema. El principal problema de este
enfoque es que se utiliza la misma trayectoria de referencia mientras
dura el proceso de estimación, y los errores crecerían sin límite en el
caso de que haya una gran diferencia entre el estado del sistema y la
trayectoria de referencia. Para evitar este problema, la solución consiste
en linealizar mediante una serie de Taylor en torno a una trayectoria
de referencia dinámica que se está actualizando constantemente con es-
timaciones del estado que son producto de las observaciones. Es decir,
cada vez que se calcula una nueva estimación del estado, se recalcula
una nueva trayectoria de referencia mejor y más precisa y se incorpora al
proceso de estimación. Cuando se utiliza una serie de Taylor de primer
orden, el filtro resultante se conoce como Filtro Extendido de Kalman
(EKF), mientras que si se utiliza una serie de Taylor de segundo orden
se obtiene el EKF de segundo orden. En este trabajo se utilizará exclu-
sivamente el EKF estándar o de primer orden, basados en la suposición
de un modelo de sistema no lineal y un modelo de observación no lineal,
cuyas ecuaciones se describen a continuación.
A.2.1. Modelo del Sistema
En este trabajo, el EKF se utiliza para fusionar la información obte-
nida a partir de los encoders de las ruedas con la información odométrica
obtenida a partir del sensor de visión que se encuentra en el robot.
Para una correcta definición tanto del problema a tratar como de
la solución aportada, se pasa ahora a describir el modelo del sistema,
el vector de estado, la función de transición de estados y el ruido del
sistema.
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A.2.1.1. Modelo del sistema
En el EKF, el sistema tiene que estar representado por una ecuación
no lineal de la forma:
xk+1 = f(xk,uk) + vk
vk ∼ N (0,Qk)
(A.16)
donde f(·) es una función de transición de estados no lineal y vk represen-
ta una perturbación por ruido blanco gaussiano, con media E[v(k)] = 0
y covarianza Qk, cumpliéndose que E[vk(i)vTk (j)] = δijQk(i).
A.2.1.2. Vector de estado
El vector de estado se ha definido empleando variables que permitan
localizar al robot en el espacio de manera única. Considerando un sistema
de referencia global cartesiano bidimensional, el estado se ha determinado
mediante la posición del robot de la forma (x, y, θ), y la velocidad del
robot de la forma (ẋ, ẏ, θ̇).
Así, utilizando un sistema de tiempos discreto, el estado del robot










En el modelo del sistema, los cambios en el estado del robot, es
decir, cambios de posición y velocidad, se miden mediante encoders in-
crementales, que proporcionan medidas de desplazamiento relativas con
respecto al sistema de referencia local del robot. Los incrementos de po-
sición interpretados de manera aislada no resultan de ninguna utilidad.
Sin embargo, si se integran en el tiempo, permiten conocer la trayectoria
del robot en el sistema de referencia global, siempre y cuando se conoz-
ca la posición de partida. Para llevar a cabo esta tarea, y convertir los
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Figura A.1: Relación entre el sistema de referencia local del robot y el
sistema de referencia global
giros o traslaciones medidos en el sistema de referencia local del robot
{XR,YR} al sistema de referencia global {XG,YG}
Como punto identificativo (xk, yk) del robot, coincidente con el orgen
del sistema de referencia local, se ha elegido el punto medio del eje de las
ruedas motrices, apuntando el eje YR en la dirección de avance del robot.
La orientación del robot (θk) se ha definido como el ángulo formado por
el eje YR con respecto a YG, tomando como positivo el giro en el sentido
contrario a las agujas del reloj. El origen del sistema de referencia global
se debe elegir arbitrariamente en algún punto del espacio cartesiano.
A.2.1.3. Función de transición de estados
En el EKF, la función de transición de estados f(xk,uk) es una fun-
ción no lineal que, conociendo la entrada de control (uk) que ha modifi-
cado el estado del sistema, permite calcular el nuevo estado del sistema
(xk+1) a partir del estado actual (xk). En el caso de nuestro problema de
localización, esta función coincide con el modelo odométrico de nuestro
robot diferencial, y se utiliza para calcular la nueva posición del robot a
partir del desplazamiento relativo medido por sus encoders.
El vector uk es el resultado de la acción de control medido mediante
los encoders del robot, y representa el desplazamiento del robot en su
sistema de referencia local al pasar del instante de tiempo k al instante
k + 1:













donde ∆Ni y ∆Nd indican el número de ticks contados por el encoder
izquierdo y derecho respectivamente durante el periodo de muestreo, n
es la resolución del encoder en ticks por vuelta y C es el perímetro de
las ruedas.
Al transformar los desplazamientos relativos del vector uk del sistema
de referencia local al global se obtiene la función de transición de estados:
x̂k+1|k = f (x̂k,uk) =



























donde b es la distancia entre las ruedas motrices del robot, y los términos
∆Sk y ∆θk representan el desplazamiento y el cambio de orientación










A.2.1.4. Ruido del sistema
Existen dos causas principales que introducen errores en los cálcu-
los del modelo odométrico representado en la función de transición de
estados:
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Cuando la velocidad angular del robot es demasiado alta en com-
paración con el periodo de muestreo, el modelo odométrico no es
perfecto y se producen pequeños errores en los cálculos. Esto se de-
be a que el modelo utiliza la aproximación para angulos pequeños
sin (θ) ≈ θ.
Los encoders, al igual que cualquier otro sensor, proporcionan me-
didas que están sujetas a errores. Así, al calcular la distancia que
se ha desplazado cada rueda (A.18), el resultado obtenido es una
aproximación del valor real. En este caso, los errores se pueden ver
aumentados por problemas propios del entorno donde el robot esté
realizando las tareas, de forma que un suelo excesivamente rugoso
o resbaladizo puede provocar errores en la medida de la odometría
de las ruedas.
Estas dos fuentes de ruido se interpretan en conjunto como la incerti-
dumbre que afecta a la distancia que se ha desplazado cada rueda durante
el periodo de muestreo. Dicha incertidumbre se ha decidido modelar co-
mo un valor proporcional al valor absoluto de la distancia recorrida por









σi = ki · |∆Sk,i|
σd = kd · |∆Sk,d|
(A.23)
y los términos ∆Sk,i y ∆Sk,d son las distancias recorridas por las
ruedas izquierda y derecha, respectivamente, mientras que ki y ki son
constantes que recogen la incertidumbre producida por las dos fuentes de
error citadas. Los valores para las constantes de error ki y kd dependen del
robot y del entorno y deben seleccionarse experimentalmente estudiando
diferentes movimientos del robot. Se ha supuesto que el ruido que afecta
al sistema es ruido blanco gaussiano, de modo que los errores en cada
una de las ruedas son independientes, y por ello los elementos que no
están en la diagonal de la matriz de covarianza son cero.
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A.2.2. Modelo de Observación
El modelo del sistema se utiliza para la predicción del nuevo estado a
partir del estado anterior y del movimiento ocurrido, identificado por el
cálculo de la odometría de las ruedas. En la fase de corrección se utiliza
el modelo de observación y una medida tomada en un instante de tiempo
para corregir la predicción.
En este caso, la medida tomada para corregir el estado estimado será
la medida de odometría visual. El resultado de la odometría visual son
la velocidad angular ω y la velocidad lineal v que ha tenido lugar entre
el instante de tiempo de la medida actual (k+ 1) y el instante de tiempo
de la medida anterior (k).
A.2.2.1. Modelo de observación
Igual que en el modelo de sistema, el modelo que relaciona las ob-
servaciones con el estado también pasa a estar expresado mediante una
ecuación no lineal :
zk+1 = h(x̂k+1|k) + wk+1
wk+1 ∼ N (0,Rk+1)
(A.24)
donde h(·) es una función de observación no lineal y wk+1 es una per-
turbación por ruido blanco gaussiano, con media E[w(k + 1)] = 0 y
covarianza Rk+1, cumpliéndose que E[wk+1(i)wTk+1(j)] = δijRk+1(i).
En nuestro caso, la medida de observación que nos proporciona la







donde ω es la velocidad angular y ρ es el módulo del vector de velocidad
lineal, calculadas a partir de la información de la odometría visual.
A.2.2.2. Función de observación
El objetivo de la función de observación es identificar los valores de
la predicción que identifican los valores de la observación. En este caso,
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la función de observación sobre la predicción realizada (h(x̂k|k+1)) se







donde θ̇k+1|k es la velocidad angular que se toma a partir del modelo odo-
métrico y ẋk+1|k y ẏk+1|k son las componentes x y en y, respectivamente,
del vector velocidad lineal, que se calculan en la fase de predicción.
De esta forma se puede calcular el error de la predicción respecto a
la observación como:
z̃k+1 = zk+1 − h(x̂k+1|k) (A.27)
De la misma manera que en el modelado del sistema, las observaciones
se ven afectadas por un error que puede ser debido a diferentes factores,
como por ejemplo, cambios en la iluminación a la hora de la captura de
las imágenes, objetos móviles en el campo de visión, etc.
De esta forma, esta incertidumbre ha quedado modelada como un
valor proporcional al valor de las velocidades angulares y lineales obte-
nidas en el proceso del cálculo de la odometría visual, de modo que la








Rω = kω · ω
Rρ = kρ · ρ
(A.29)
y los términos kω y kρ son constantes que recogen la incertidumbre
producidas por las posibles fuentes de error en las imágenes. Los valores
para las constantes de error kω y kρ dependen del entorno fundamental-
mente, puesto que los errores que se pueden producir en el cálculo de la
odometría visual se deben fundamentalmente a cambios en el entorno.
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De esta manera, en un entorno en el que conocemos que los cambios
de luminosidad son extremos, la odometría visual producirá más valores
erróneos. Igualmente, en un entorno en el que tenemos certeza de que
los objetos móviles son escasos, la odometría visual proporciona datos
muy precisos. Se ha supuesto que el ruido que afecta a las medidas de
odometría visual es un ruido blanco gaussiano, de modo que los errores
en la velocidad lineal y en la velocidad angular son independientes. Por
ello, los elementos que no están en la diagonal de la matriz de covarianza
son cero.
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