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Abstract
What is the best (reference) quantum chemical approach to decipher the energy
components of the total interaction energy : Symmetry-Adapted Perturbation The-
ory (SAPT) or Supermolecular Energy Decomposition Analysis (EDA)? This is a very
common question that force fields developers ask themselves when designing new in-
termolecular potentials. With the rise of physically motivated polarizable force fields
able to include various type of physical effects within molecular dynamics simulations,
the need to answer such an interrogation becomes critical. In this paper, we perform
a systematic and detailed assessment of three variants of SAPT (SAPT2, SAPT2+3
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and SAPT(DFT)) and three supermolecular EDAs approaches (ALMO, CSOV and
RVS) on a set of challenging, strongly bounded water complexes with cations and an-
ions. Using a regularization scheme within SAPT(DFT), denoted Reg-SAPT(DFT),
to partition the second-order induction energy into its polarization and charge delo-
calization contributions, we show how the single-exchange, or S2, approximation has a
large effect on these energies, and provide additional evidence for not using the initial
Stone–Misquitta definition for charge delocalization. Alternatively, we obtain more sat-
isfactory results for the evaluation of the polarization and charge-delocalization energies
using an infinite order strategy. As we compute these quantities using SAPT(DFT),
Reg-SAPT(DFT) and classical polarization models, we show a convergence with super-
molecular EDAs, despite the observation of sizable residual differences between meth-
ods. Overall, for strongly polar systems, when separable physically motivated energies
are needed, we recommend the use of SAPT(DFT) without the S2 approximation, the
supermolecular EDA ωB97X-D||ALMO being our second choice. As neither SAPT2
nor SAPT2+3 can be fully freed from the S2 approximation, we do not recommend
either of these methods for a separable, physically motivated decomposition of the in-
teraction energy. The results of this paper propose some practical recommendations
for SAPT(DFT) calculations and are organized in the form of a check-list aimed to be
useful for force fields developers.
1 Introduction
The development of accurate intermolecular potentials is critical for dependable and pre-
dictive molecular dynamics simulations of condensed phase and macromolecular assemblies.
These potentials commonly rely on experimental or quantum-chemical data as a reference
for their parametrization. Results from a large diversity of complexes could be used to derive
the necessary parameters by emerging techniques such as machine learning, or one could use
a physics-based approach in which the intermolecular interaction energy was represented in
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terms of physical components, with the total interaction potential built from terms designed
to model each of these components. In our groups, we favour the latter approach.1–4 How-
ever this physics-based approach relies on electronic structure techniques able to propose
a representation of the intermolecular interaction energy in term of a sum of identifiable
contributions related to physics such as: Electrostatics, Exchange-repulsion, many-body In-
duction including Polarization and Charge-Delocalization, and Dispersion. While there are
now numerous ways of computing these terms, these methods cannot be directly validated
by experiment.5 This leads us to a conundrum: which of the available approaches should we
pick for the development of the next-generation of accurate, many-body polarizable force-
field development?
In the absence of direct experimental validation of the theoretical schemes for physical
representation of the intermolecular interaction energy we need to resort to other, possibly
more indirect means of assessment.5,6 Firstly we look at the overall accuracy of the total
intermolecular interaction energy. In this paper we will use CCSD(T) as our reference. Next
we will examine the interaction energy components to check if they achieve a reasonable
physical or chemical behaviour. However this cannot be quantified in a rigorous manner, so
instead we will examine trends, numerical stability, and their overall asymptotic behaviour.
Particularly, we will focus on aspects of these methods that can be quantified and therefore
used for force fields development. Let’s take for example the asymptotic behaviour. In this
case, all interaction energy components should have a well-defined asymptotic form which
should enable a representation via a multipole expansion. If this is not the case, developing
a force-field becomes a tedious and computationally expensive process. Ultimately, the only
unambiguous assessment of these schemes should be to use them to construct force fields
models from which physical observables are subsequently determined through molecular
simulations. However while this is our goal, it will require another, more extensive study.
The electronic structures methods enabling a physical representation of the intermolecu-
lar interaction energy can be classified in two categories of techniques : perturbational and
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supermolecular. The perturbational approaches compute Eint as the sum of physical terms
using some form of intermolecular Perturbation Theory, while the supermolecular approaches
decompose a supermolecular interaction energy into physical components. Consequently, the
supermolecular methods are classified as energy decomposition analysis (EDAs) techniques.
This may seem like a semantic distinction, but it is an important one as to term pertur-
bational approaches such as EDAs is liable to lead to confusion. We will comment on this
below.
Among perturbational methods, Symmetry-Adapted Perturbation Theory (SAPT) based
on the symmetrized Rayleigh-Schrödinger (SRS) theory is the most well-known and widely
applied approach to compute intermolecular interaction energies between molecular dimers
and trimers. The asymptotic convergence of the perturbative expansion energy is ensured
thanks to mathematical symmetry operators “forcing” to keep the symmetry/anti-symmetry
of wave functions,7 whence then the term “symmetry-adapted”. SAPT has been developed
and enhanced since the 70s and it continues to be developed, with additional terms at higher
orders8 of perturbation theory, or terms with fewer approximations9 included in recent years.
In the early 90s, SAPT was applied by Jeziorski et al. to study weakly bound complexes
including van der Waals ones.10,11 Over the years, SAPT has evolved into various levels
based on the amount of intermolecular correlation included,12,13 and more recently, Parker
et al.14 have formalized these levels still further. These SAPT levels can now be accessed in
the framework of the Psi4 package which provides five versions of SAPT that vary in the
amount of intramolecular and intermolecular correlation giving: SAPT0, SAPT2, SAPT2+,
SAPT2+(3) and SAPT2+3. We describe some of these below. Additionally, another SAPT
variant has been developed using Kohn-Sham orbitals and eigenvalues. This method, denoted
as DFT-SAPT15–17 (MOLPRO code) or SAPT(DFT)18,19 (CamCASP and SAPT codes), in
principle allows calculations on larger complexes due to its lower computational cost, while
simultaneously equalling or exceeding all but the most advanced SAPT methods in term of
accuracy.20
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Physical contributions to the total interaction energies such as electrostatics, exchange-
repulsion, induction and dispersion energies are computed within all SAPT methods, however
the induction energy is not explicitly decomposed into a polarization (POL) and a charge
delocalization (CD) contributions. There is evidence that the definition of the polarization
energy, that is the induction energy free of charge-delocalization, is essential for developing
accurate many-body polarization models.21–23 Therefore, Stone and Misquitta24 have pro-
posed a basis-space approach to partition the second- and third-order induction energies
into contributions from the polarization and charge-delocalization energies. Subsequently,
Misquitta25 proposed to use a regularization scheme to partition the second-order induction
energy into its CD and POL parts. This second approach has a well-defined basis set limit
and has been shown to result in predictive many-body interaction models,21,22 but was until
recently only able to achieve the partitioning at second-order of perturbation theory.
There has been an increasing number of applications of SAPT to a diversity of inter-
molecular complexes following its implementation in the Psi4 package,26 which made the
method easy to use, and improved its computational efficiency using density-fitting tech-
niques. For example, electrostatic models have been developed based on SAPT within the
framework of the AMOEBA27 and SIBFA28 polarizable force fields in order to include charge
penetration effects.29 SAPT has also been used to develop many-body analytical potential
functions,4,30 or to develop advanced polarizable water models for molecular dynamics us-
ing distributed multipoles such as AMOEBA+31,32 or directly electron densities such as the
Gaussian Electrostatic Model (GEM).33,34
Prior to these emerging SAPT applications, intermolecular interactions were extensively
analyzed by supermolecular approaches. Energy Decomposition Analysis schemes, such as
CSOV,35 RVS36 and ALMO37 decompose Eint into Coulomb and exchange-repulsion in first-
order and polarization and charge-transfer in second- and higher-orders. RVS and CSOV
enabled to demonstrate the importance of the charge-transfer contribution in water but
also in Zn2+ complexes.38–40 Recently, ALMO was used to refine the AMOEBA model for
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ion. . . water complexes41 and also to develop the MB-UCB water model.23 EDAs have en-
abled continuous refinements and validations of the SIBFA polarizable force-field.1,39,42–45
Such developments were mostly at the Hartree–Fock level, embodying an additional disper-
sion contribution fit on the basis of MP2 but where also tested as the DFT level.45 SAPT
is presently used to calibrate new SIBFA fragments library for water and condensed phase
simulations as well as for protein and nucleic acid fragments.
In this paper we seek guidelines for the most robust methods able to study strongly polar
and ionic complexes that are critical in view of polFF development. We will assess and
compare perturbative and supermolecular approaches on the following complexes (Figure
S1) : (H2O)2 (neutral), F−. . . H2O , OH−. . . H2O & Cl−. . . H2O (anionic), and Zn2+. . . H2O
(cationic). The choice of Zn2+ is motivated by its strong “polarizing” divalent nature, its
outstanding role in biochemistry and the need for accurately modeling it in polFF.46 H2O
is the first molecule considered for polFF validation, and the anion. . . H2O interactions are
representative of the strongly bound, polar systems found in biological environments.
We first analyse Eint from supermolecular methods and selected SAPT methods for these
complexes. For this comparison we have chosen to use reference Eint values computed using
CCSD(T), which is the gold standard method in quantum chemistry.47 Such an accuracy is
the first criterion to be validated before proceeding. What is already known is that on the
one hand SAPT methods are highly accurate and can be applied to most complexes,14 but
a priori, it is not to be expected that they remain accurate at short separations for strongly
bound complexes where perturbation theory may no longer be applicable. On the other
hand, supermolecular EDAs should not be restricted to any particular range of interactions,
but can have dependencies upon the choice of DFT functionals in correlated calculations.
We will examine these expectations for the strongly bound systems chosen for this study.
Next we investigate the effect of the single-exchange, or S2, approximation used to com-
pute higher-order exchange terms in all SAPT methods. This approximation has been in use
as the exchange terms in SAPT were originally derived in the framework of the overlap expan-
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sion,11 with the leading-order terms arising from the S2 approximation. However, Schäffer
& Jansen9,48 have derived second-order exchange-induction and exchange-dispersion energy
terms (at zeroth order in intramolecular correlation) without the single-exchange approxi-
mation, and have demonstrated the significance of these new terms, particularly the second-
order exchange-induction, for strongly bound systems. Here, using the set of ion. . . water
complexes, we will investigate just how important the S2 approximation can be in SAPT
and SAPT(DFT) at the very short intermolecular separations seen in these strongly bound
systems.
The S2 approximation has been shown to have an effect on the δHFint [n] term used to
approximate the induction and exchange-induction terms of order n + 1 and higher. Here
we show that for the very strongly bound systems studied in this paper, the single-exchange
approximation can have an extraordinarily large impact on this term, so as to make the
δHFint [n] term responsible for the existence of an energy minimum in the interaction energy.
Finally, we examine in considerable detail the partitioning of the induction energy into the
polarization and charge-delocalization energies. We demonstrate the numerical advantages of
the approach based on regularized SAPT(DFT),25 and show how the S2 approximation has a
significant impact on these energies. Using models constructed from the S2-free SAPT(DFT)
polarization energies, we estimate the infinite-order polarization and charge-delocalization
energies from SAPT(DFT), and compare these to the supermolecular EDAs.
Throughout these analyses we also make detailed comparisons of the supermolecular
EDAs amongst themselves and thereby reveal that RVS, CSOV and ALMO have a lot in
common than was previously apparent.
2 Methods
The different supermolecular EDAs and SAPT methods used in this work are first described.
Mathematical details are given in the primary references.11,15–19,35–37 A definition of charge
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delocalization and polarization energies within each method are given, and a definition of
the infinite-order energies from SAPT(DFT) is provided.
2.1 SAPT & Energy Decomposition Analysis Methods (EDAs)
2.1.1 Supermolecular EDAs
Most EDAs resolve the supermolecular interaction energy into five contributions: electro-
static, exchange-repulsion, polarization, charge-delocalization and dispersion, but the de-
composition schemes are not unique. A general expression of Eint between two monomers A
and B can be written as :
Eint = Eelst + Eexch−rep + Epol + ECD + Edisp (1)
The dispersion contribution is not to be included in the absence of electron correlation.
RVS and CSOV decompose Eint using a similar approach. Indeed, the variational or the
constrained spaces are divided into several sets of orbitals combining occupied and virtual
orbitals of monomers A and B. Different constructions of these sets of orbitals allow to com-
pute electrostatic, exchange-repulsion, polarization and charge-delocalization energies. In
that case, the charge-delocalization energy is computed as the sum of electron delocalization
energies from monomer A towards monomer B and reciprocally such as :
ECD = Ecd(A→B) + Ecd(B→A) (2)
RVS is limited to the Hartree–Fock (HF) level of theory. Thus computing HF orbitals
does not enable to take into account the correlation of opposite spin electrons. CSOV was
extended to the DFT level of theory,49,50 but can also be used with multi-configurational
SCF wavefunctions to access open-shell systems.51
On the other hand, the ALMO method decomposes Eint at both HF and DFT levels of
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theory as follows:
EALMOint = Efrz + Epol + ECD (3)
where the Efrz term corresponds to the sum of electrostatic and exchange-repulsion energies.
The ALMO method can be distinguished from RVS and CSOV through the use of molecu-
lar orbitals (MOs) types. Indeed, the absolutely localized molecular orbitals (ALMOs) are
expanded in terms of atomic orbitals (AOs) of a given molecule. In other words, the MOs
are centered on the atoms of the monomer as opposed to the MOs in RVS or CSOV which
are delocalized over all the monomer.52 Thus, the use of ALMOs prevents (or suppresses)
intermolecular charge delocalization from one monomer to another monomer, allowing then
a separation between polarization and charge delocalization terms. The CD-free state in-
teraction energy, E[ΨALMO], is first computed with relaxed ALMOs, and the full interaction
energy, E[Ψfull], is subsequently computed between the fully optimized delocalized MOs,
enabling ECD to be derived as the difference:
ECD = E[Ψfull]− E[ΨALMO]. (4)
The RVS, CSOV and ALMO methods all take into account the Basis Set Superposi-
tion Error (BSSE) within the charge delocalization contribution by using the counterpoise
correction.53,54
2.1.2 SAPT & SAPT(DFT)
Symmetry-Adapted Perturbation Theory (SAPT) is a class of intermolecular perturbation
theories which are commonly based on symmetrized Rayleigh–Schrödinger perturbation the-
ory.11 Although it has become common to label SAPT and related methods as EDAs, this
is incorrect since in symmetry-adapted perturbation theory, the interaction energy is built
up, term-by-term, to give a total: there is no total energy that is partitioned as is done in
supermolecular EDA schemes. Thus SAPT based on Hartree–Fock orbitals, or SAPT(HF),
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is not an EDA for the Hartree–Fock-level interaction energy, but is a framework to construct
the correlated interaction energy, at an appropriate level of correlation, using the Hartree–
Fock orbitals as a starting point for the perturbation expansion. Likewise SAPT(DFT),18,19
discussed below, starts from the Kohn-Sham orbitals and builds up a correlated interaction
energy with a possibly further improved accuracy with respect to density-functional theory.
The interaction energy in SAPT can be expressed as a series expansion11 as follows:
ESAPTint =
∞∑
i=1
∞∑
j=0
(
E
(ij)
pol + E
(ij)
exch
)
(5)
where i and j indicate the order of intermolecular and intramolecular perturbation respec-
tively. The so-called polarization term E(ij)pol — not to be confused with the polarization
energy in a classical polarization model — contains contributions from the electrostatic,
induction and dispersion energies. To each of these terms is associated a corresponding ex-
change term E(ij)exch that arises from the (anti)-symmetrization procedure. At low orders in
the intermolecular perturbation expansion the SAPT contributions are given specific physical
interpretations and, for example, we may write the SAPT interaction energy as:
ESAPTint =
∑
j=0
[
E
(1j)
elst + E
(1j)
exch
]
+
∑
j=0
[
E
(2j)
ind,pol,r + E
(2j)
ind,exch,r
]
+ δHFint [2]
+
∑
j=0
[
E
(2j)
disp,pol + E
(2j)
disp,exch
]
(6)
where the upper limits of the sums will vary depending on the level of intramolecular cor-
relation included. These terms are commonly regrouped according their physical meaning:
electrostatic ({E(1j)elst }), exchange-repulsion ({E(1j)exch}), induction ({E(2j)ind,pol,r, E(2j)ind,exch,r}) and
dispersion ({E(2j)disp,pol, E(2j)disp,exch}). In this illustration the intermolecular perturbation expan-
sion is conducted to second-order only; higher-order effects are often important and are
approximated using the delta-Hartree–Fock term, δHFint [n], which approximates polarization
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and charge-delocalization effects from orders higher than included in the perturbation the-
ory. Here n is the maximum order of terms included in pure SAPT energies, so δHFint [n] will
include contributions from order n+ 1 and higher. The δHFint [n] term is non-perturbative and
so is not strictly a SAPT term, but it often represents a non-negligible contribution to the
interaction energy, particularly for systems with a strong induction contribution, such as
strongly hydrogen-bonded complexes. It is commonly included as part of the total induction
term. The δHFint [2] and δHFint [3] terms, respectively at second- and third-order, are computed
as follows:55–57
δHFint [2] = EHFint − (E(10)elst + E(10)exch + E(20)ind,pol,r + E(20)ind,exch,r) (7)
and
δHFint [3] = δHFint [2]− (E(30)ind,pol,r + E(30)ind,exch,r) (8)
Here EHFint is the Hartree–Fock supermolecular interaction energy for the complex. The
subscript “r” indicates that the response of interacting orbitals of each dimer is included in
the induction terms (orbital relaxation effects).58–61
Depending on the maximum order of the intra- and inter-molecular perturbation used,
we may define various levels of SAPT. Indeed, the simplest method called SAPT0 does
not include any intramolecular electronic correlation effects in the interaction energy as the
monomers are treated at the Hartree–Fock level. But SAPT0 does include correlation ef-
fects in the intermolecular interaction which is considered up to second order of perturbation,
with higher-order induction effects approximated with the δHFint [2] term.11,14 The higher SAPT
levels of theory are built up from SAPT0 by including additional intramolecular and inter-
molecular levels of correlation to give the SAPT2, SAPT2+, SAPT2+(3) and SAPT2+3
methods.11,14 The terms included in each of the SAPT levels are listed in Table 1.
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Table 1: Summary of SAPT methods.
Electrostatics
SAPT0 E(10)elst
SAPT2 " +E(12)elst
SAPT2+ " "
SAPT2+(3) " " +E(13)elst
SAPT2+3 " " "
Exchange-Repulsion
+E(10)exch
" +E(11)exch +E
(12)
exch
" " "
" " "
" " "
Induction
SAPT0 +δHFint [2] +E
(20)
ind,pol,r +E
(20)
ind,exch,r
SAPT2 " " " +tE(22)ind,pol,r +tE
(22)
ind,exch,r
SAPT2+ " " " " "
SAPT2+(3) " " " " "
SAPT2+3 +δHFint [3]− δHFint [2] " " " " +E(30)ind,pol,r +E(30)ind,exch,r
Dispersion
SAPT0 +E(20)disp,pol +E
(20)
disp,exch
SAPT2 " "
SAPT2+ " " +E(21)disp,pol E
(22)
disp,pol
SAPT2+(3) " " " " +E(30)disp,pol
SAPT2+3 " " " " " +E(30)disp,exch +E
(30)
ind−disp,pol +E
(30)
ind−disp,exch
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In the SAPT framework described above the many-body perturbation theory is based
on Hartree–Fock orbitals and orbital energies, however it is possible to instead use Kohn–
Sham orbitals and orbital energies, as is done by the SAPT(DFT)18,19 and DFT-SAPT15–17
methods. These methods, which we shall refer to collectively as SAPT(DFT), formulate
the interaction energy contributions in terms of the density, density-response functions and
interaction density matrices all constructed from Kohn–Sham orbitals and orbital energies,
with appropriate response kernels used for the density response functions. The advantage
of this approach over the Hartree–Fock-based SAPT (described above) is both simplicity
and accuracy. The SAPT(DFT) intermolecular interaction energy is the result of a single
perturbation theory as the use of Kohn–Sham orbitals mitigates the need for the inclusion
of intramolecular correlation effects. Consequently the SAPT(DFT) interaction energy is
written as follows:
E
SAPT(DFT)
int = E
(1)
elst + E
(1)
exch
E
(2)
ind,pol + E
(2)
ind,exch + δHFint [2]
E
(2)
disp,pol + E
(2)
disp,exch (9)
The numbers in the superscripts correspond to the order of intermolecular perturbation.
As intramolecular correlation is effectively included through the use of Kohn–Sham orbitals,
there is no second index needed (as is done for SAPT terms shown in eq. (6)) since intramolec-
ular interactions are already incorporated through the use of DFT orbitals. The second-order
energies are computed using coupled Kohn–Sham (CKS) response kernels, however the one
exception is E(2)disp,exch which in CamCASP is estimated from the uncoupled-CKS energy
E
(2)
disp,exch[UCKS] by scaling as follows:
E
(2)
disp,exch ≈ E(2)disp,exch[UCKS]×
E
(2)
disp,pol
E
(2)
disp,pol[UCKS]
(10)
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where E(2)disp,pol[UCKS] is (non-exchange) dispersion energy computed with the uncoupled-
CKS kernel.62
Note that the nomenclature used in this paper follows the same one used by Misquitta et
al.22,63 Also, we have used the original11 SAPT notation for the non-exchange terms, with
the subscript “pol” in E(2)ind,pol and E
(2)
disp,pol indicating that these terms come from E
(ij)
pol of
the SAPT series expansion in Eq. (5). These should not be confused with the polarization
energy arising from induced dipole-type interactions.
2.1.3 The single-exchange approximation (SEA,S2)
In order to reduce the cost and the complexity of computing higher order exchange terms
between systems containing multiple electrons, both SAPT methods usually use the single-
exchange approximation (SEA),9,64 also called the “S2” approximation. This approximation
allows to compute exchange terms for only single electron pairs. At short range, where
overlap effects are significant, the S2 approximation can break down, and exchange energies
can be significantly underestimated, particularly at higher orders in perturbation theory.9
Consequently Parker et al.14 have recommended, as an empirical approach to partly alleviate
the problem, that the higher-order exchange energies can be scaled by the multiplicative
factor pex(α) given by:
pex(α) =
 E(10)exch
E
(10)
exch(S2)
α (11)
where E(10)exch(S2) and E
(10)
exch are the first-order exchange energies computed with and without
the S2 approximation using the expressions from Jeziorski et al.,64 and pex(α) is a scale
factor that can be modulated by the α exponent. The default choice α = 1 is used for SAPT
calculations as recommended by Parker et al.14
However in this work, for the SAPT(DFT) E(2)ind,exch energy in eq. (9), we have instead
used a formulation of the theory in which the second-order exchange-induction energy is
computed without the single-exchange approximation. We do this using a spin-summed
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(closed shell) form of the expression derived by Schaffer & Jansen,9 as implemented in the
CamCASP code.21,65
This has major consequences for the very strongly bound complexes we have investigated.
While the S2 approximation is still in use in our calculations of the second-order exchange-
dispersion energy, this term is usually small enough48 that the simple scaling expression19
should be appropriate.
Note that the Hartree–Fock-based SAPT methods compute the E(10)exch energy without the
S2 approximation, but all other exchange terms use this approximation.
2.1.4 Charge-delocalization (CD) or charge-transfer (CT)?
One of the contributions of the intermolecular interaction energy is associated with the
sharing or tunneling of the electrons of the interacting monomers onto the electron-deficient
sites of the partners, resulting in a lowering of the energy of the complex. This term is
often termed as “charge-transfer” but following Misquitta22,66 we will instead use the more
appropriate term: “charge-delocalization” (CD). While this may seem only like an issue of
nomenclature, as discussed by Misquitta,25 and also by Mao et al.,54 the term charge-transfer
does not satisfactorily describe the process of electron sharing in a symmetric hydrogen-
bonding dimer where there is no net charge transferred from one molecule to the other.
2.2 Charge-delocalization energy in SAPT & SAPT(DFT)
While SAPT and SAPT(DFT) define the interaction energy as the sum of physically mean-
ingful quantities, these theories have nothing to say about the charge-delocalization energy.
Rather, the charge-delocalization and polarization energies are both part of the induction
energy computed from SAPT/SAPT(DFT), and some scheme must be used to separate
these.
The physically meaningful induction energy in SAPT/SAPT(DFT) is the sum of the
induction and exchange-induction energies. This is simply a consequence of the fact that the
15
physical wave function is fully antisymmetric. So we will define the true induction energy at
any order n as the sum
E
(n)
IND = E
(n)
ind,pol + E
(n)
ind,exch (12)
In the case of SAPT, the level of intra-molecular correlation also needs to be specified.
The Stone and Misquitta definition of the nth order charge delocalization,24 termed
‘SM09’ is given by
E
(n)
CD(SM09) = E
(n)
IND[DC]− E(n)IND[MC] (13)
where E(n)IND[DC] is the induction energy computed in the dimer centered (DC) basis, while
E
(n)
IND[MC] is the energy computed in the monomer centered (MC) basis. Note that n = 2 for
SAPT0, SAPT2, SAPT2+, and n = 3 for SAPT2+(3) and SAPT2+3. The idea here is that
the dimer-centered basis, which includes basis functions where the partner monomer would
be, allows the description of charge-delocalization-type excitations, while the monomer-
centered basis does not. This is the CD definition used in the Psi4 package, but as dis-
cussed by Stone & Misquitta,24 and demonstrated by Misquitta,25 this definition has serious
deficiencies for large basis sets and short intermolecular separations as in both cases the
monomer-centered basis sets can also describe CD-type excitations, thus leading to ever
diminishing allocations of the induction energy to CD upon increasing the basis set.
As an alternative, Misquitta has proposed25 regularization of the electrostatic potential67
as a means of defining the charge-delocalization. The induction energy is the response of a
molecule to the electrostatic potential of the partner (or environment). This potential con-
sists of a well-behaved, repulsive contribution from the electronic density and a singular, at-
tractive contribution from the point nuclear charges. In this viewpoint, charge-delocalization
is associated with electron tunneling into the singular nuclear potential, and hence can be
suppressed by suitably eliminating the singularity in this potential. This can be done by
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using a Gaussian screening function to split the 1/r nuclear potential into a singular and
regularized part:67
1
r
= vp(r) + vt(r) (14)
where vt is the singular, short-ranged part and vp the long-ranged, well-behaved part of the
nuclear potential. These are defined as
vp(r) =
1
r
(
1− e−ηr2
)
,
vt(r) =
1
r
e−ηr
2 (15)
The regularized induction energy is computed using the well-behaved, regularized nuclear
potential. With a suitable choice of the parameter η it has been shown that all of the charge-
delocalization can be suppressed, thus leading to a ‘pure’ polarization energy. Hence we may
define the charge-delocalization energy at order n as the energy difference
E
(n)
CD(Reg) = E
(n)
IND − E(n)IND(Reg) (16)
Misquitta25 has determined that η = 3.0 a.u. is a suitable choice for a range of molecular
systems, though we may expect this parameter to vary with system, albeit to a small extent.
The possible dependencies of η upon the nature of the interacting partner(s) will be studied
separately.
2.2.1 Higher-order charge-delocalization energies
At this stage, using the SM09 method, the charge-delocalization energy from SAPT can be
computed at second- and third-order only, and if computed using regularized SAPT(DFT),
this can be done to second-order only. This poses a problem since there are contributions
to induction from higher-order terms and these can be as important as the second- or third-
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order induction terms. Such higher-order contributions are often estimated using the δHFint
correction, but as this energy correction is computed in a hybrid approach that combines low-
order SAPT0 with supermolecular Hartree–Fock, there is at present no way to decompose the
δHFint term into separate polarization and charge-delocalization. It is actually not clear that
such a decomposition is even theoretically feasible, as these effects are sure to couple at higher
orders in perturbation theory. Nevertheless because of the relative size of the δHFint correction
(it is nearly as large as the second-order induction for the water dimer at equilibrium), the
charge-delocalization component of this term must be included if we are not to severely
underestimate the charge-delocalization from the SAPT or SAPT(DFT) approaches.
Recently a method to extract the charge-delocalization component from the δHFint energy
correction was proposed by Misquitta & Stone21 and used for the pyridine dimer. More
recently, Gilmore et al. used this method on the water dimer.22 In this approach, we first use
accurate calculations of distributed multipoles and polarizabilities to construct a polarization
model.68 The only unknown variable is the choice of damping which is crucial, particularly at
short intermolecular separations. The damping is determined by fitting the non-iterated, that
is, second-order classical polarization energies, E(2)pol,cl, to the second-order ‘pure’ polarization
energy computed using regularized SAPT(DFT), E(2)IND(Reg). The details of this approach
are available in the above publications and are also provided in Sec. 4 of the Supplementary
Information to this paper together with numerical details.
Subsequently the infinite-order classical polarization energy, E(2−∞)pol,cl , is determined by
iterating the classical polarization model to convergence. If we define the infinite-order
induction energy from SAPT(DFT) as:
E
(2−∞)
IND ≈ E(2)IND + δHFint [2], (17)
then, following Misquitta et al., the infinite-order charge-delocalization energy is defined to
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be
E
(2−∞)
CD = E
(2−∞)
IND − E(2−∞)POL
≈ E(2)IND + δHFint [2]− E(2−∞)pol,cl (18)
This approach clearly results in a definition of the charge-delocalization energy that is de-
pendent on the polarization model, but from our experience, this dependence is relatively
small in practice.
However there is still the issue of how the damping of the polarization model should be
achieved. Misquitta & Stone and co-workers used the Tang–Toennies damping functions69
with the same damping parameter for all pairs of sites,21 or with parameters dependent
on the site-pairs.22 We have found it advantageous to use the more flexible approach with
different parameters for different atom pairs, and by optionally using the Slater damping
scheme described by Van Vleet et al.70 The latter has the effect of introducing a separation-
dependent damping coefficient and can be beneficial for complexes at very short separations.
Details of how this was done together with the damping parameters and multipolar and
polarizability models are provided in of the Supplementary Information (Figures S4 and S5).
3 Numericals details
All calculations have been performed with the aug-cc-pVTZ basis set for the water molecule,
the zinc cation and anions (fluorine, chlorine and hydroxyl). CCSD(T) full electrons calcu-
lations were performed with Gaussian09 (D01 version)71 using the counterpoise method
to correct the BSSE in the total intermolecular interaction energy. RVS, ALMO and CSOV
calculations were performed with the GAMESS(US),72 Qchem73 and Hondo74 softwares,
respectively. SAPT2 and SAPT2+3 calculations were performed using the Psi426 pack-
age and SAPT(DFT) with the CamCASP65 program. Both SAPT calculations were car-
ried out within the dimer centered basis. SAPT(DFT) calculations were performed within
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ALDA+CHF kernel and the Casida–Salahub75 asymptotic correction (AC) was applied. Pre-
vious studies15,17,18,62 have shown good results with the PBE0 functional.76,77 It was therefore
used for SAPT(DFT) calculations. Similarly, the ωB97X-D functional78 was used in ALMO
calculations.
Basis sets and other numerical settings used for the calculation of distributed multi-
poles and distributed polarizabilities using the BS-ISA79 and ISA-Pol80 algorithms with the
CamCASP63,65 code are provided in the Supplementary Information.
Due to limitations of the implementation in the Hondo code, the B3LYP functional81
was used for CSOV calculations, while with ALMO we will additionally use PBE0. Com-
parisons between the two methods will therefore not be completely consistent, but as both
use hybrid density functionals, their results may be expected to be comparable. Also, only
the polarization and charge delocalization are reported for CSOV calculations, since RVS
and CSOV give the same values for electrostatic and exchange-repulsion.
4 Results and Discussion
4.1 Accuracy of the methods: Eint
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Figure 1: Comparaison of the intermolecular interaction energy between DFT-based su-
permolecular EDAs, SAPT models, SAPT(DFT) and CCSD(T) for the H2O . . . H2O
dimer and H2O . . . Zn2+ complex. The S2 approximation is used for the second- and
third-order exchange energies in the SAPT models and SAPT(DFT)[PBE0/AC/S2]. For
SAPT(DFT)[PBE0/AC/noS2] this approximation is present only in the E(2)disp,exch energy.
21
1 2 3 4 5
RF−...H / A˚
−30
−20
−10
0
10
20
30
E
in
t
/
kc
al
m
ol
−1
F− . . . H2O
CCSD(T)
PBE0
B3LYP
ωB97X-D
1 2 3 4 5
RF−...H / A˚
−30
−20
−10
0
10
20
30
E
in
t
/
kc
al
m
ol
−1
F− . . . H2O
CCSD(T)
SAPT2
SAPT2+3
SAPT(DFT)[PBE0/AC/S2]
SAPT(DFT)[PBE0/AC/noS2]
2 3 4 5
RCl−...H / A˚
−15
−10
−5
0
5
10
15
E
in
t
/
kc
al
m
ol
−1
Cl− . . . H2O
CCSD(T)
PBE0
B3LYP
ωB97X-D
2 3 4 5
RCl−...H / A˚
−15
−10
−5
0
5
10
15
E
in
t
/
kc
al
m
ol
−1
Cl− . . . H2O
CCSD(T)
SAPT2
SAPT2+3
SAPT(DFT)[PBE0/AC/S2]
SAPT(DFT)[PBE0/AC/noS2]
1 2 3 4 5
ROH−...H / A˚
−40
−30
−20
−10
0
10
20
E
in
t
/
kc
al
m
ol
−1
OH− . . . H2O
CCSD(T)
PBE0
B3LYP
ωB97X-D
1 2 3 4 5
ROH−...H / A˚
−40
−30
−20
−10
0
10
20
E
in
t
/
kc
al
m
ol
−1
OH− . . . H2O
CCSD(T)
SAPT2
SAPT2+3
SAPT(DFT)[PBE0/AC/S2]
SAPT(DFT)[PBE0/AC/noS2]
Figure 2: Comparison of the intermolecular interaction energy between DFT-based
supermolecular EDAs, SAPT models, SAPT(DFT) and CCSD(T) for the anionic
(F−,Cl−,OH−). . . H2O complexes. The S2 approximation is used for the second- and
third-order exchange energies in the SAPT models and SAPT(DFT)[PBE0/AC/S2]. For
SAPT(DFT)[PBE0/AC/noS2] this approximation is present only in the E(2)disp,exch energy.
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We need to address the manner the different approaches decompose Eint prior to their
use in polFF development. But it is essential to first establish if these supermolecular EDAs
and SAPT-based methods are of sufficient accuracy to compute Eint. Our reference will be
CCSD(T), considered as the “gold standard” reference in ab initio quantum chemistry.47,82
The commonly used SAPT-based methods (SAPT2, SAPT2+3, SAPT(DFT) and others)
have been extensively tested on weakly bound dimers. Examples are provided by Parker et
al.14 for the SAPT2 and SAPT2+3 methods, and for SAPT(DFT), by Misquitta et al.83
and the blind test results presented in Taylor et al.84 However, we are primarily interested
in the interactions of strongly bound complexes, in which polarization and/or charge delo-
calization are expected to contribute significantly to Eint. For these, we cannot assume that
perturbation methods will be accurate. On the other hand, supermolecular methods such
as density-functional theory, particularly those using hybrid functionals, may be expected
to work well, especially when used with a suitable dispersion correction. Here we will put
these expectations to the test.
In Figure 1 and Figure 2 we report the distance evolution of the intermolecular interaction
energies of five complexes of a water molecule: with Zn2+, with three anions, F−, Cl− and
OH−, and with another H2O molecule. Eint was computed with three density-functionals,
PBE0, B3LYP and ωB97X-D, and three SAPT-based methods, SAPT2, SAPT2+3, and
SAPT(DFT) based on asymptotically corrected PBE0 functional (PBE0/AC) with and
without the S2 approximation used for E(2)ind,exch. The reference CCSD(T) energies are also
reported.
It is first observed that the three hybrid functionals, PBE0, ωB97X-D and B3LYP, can
lead to significant differences in Eint, most clearly seen in the (H2O)2 and Zn2+ . . . H2O
complexes. For the former, PBE0 and ωB97X-D are nearly identical, even though PBE0
lacks the dispersion correction, and in good agreement with the CCSD(T) references at longer
separations. As the long-range energy of water is dominated by the electrostatic interaction,
this is evidence that the densities from these methods are quite accurate. However B3LYP
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shows larger errors and tends to underestimate the interaction energy at all separations. For
Zn2+. . . H2O all functionals overestimate the interaction energy, with ωB97X-D showing the
smallest errors (around 3%), followed by PBE0 (5%), and B3LYP (7%). B3LYP again shows
the largest errors, and exhibits an unusual feature at the largest separation. We investigate
the origin of this error in § 5. For the water. . . anion complexes all three density functionals
give accurate interaction energies. ωB97X-D and B3LYP are the most accurate, providing
virtually identical interaction energies, while PBE0 overestimates the interaction energy at
shorter separations.
All SAPT-based methods appear to very reliably describe such strongly bound complexes.
This is also clearly seen for the most strongly bound one, Zn2+. . . H2O , for which Eint has
values comparable to covalent bond formation energies.
Among the two wavefunction-based SAPT methods, SAPT2+3 could have been expected
to be more accurate than SAPT2, but it is not the case: for all but one system, SAPT2+3
shows over-binding compared with the lower-level SAPT2 theory. This over-binding is par-
ticularly evident for the water dimer and the OH−. . . H2O complex. In the latter, not only
is the well-depth increased by more than 8 kcal mol−1, but the position of the minimum is
moved inwards by nearly 0.2 Å. This is perhaps surprising as SAPT2+3 is a higher level of
theory that includes terms of third order in the intermolecular perturbation operator, but
as seen below there are theoretical reasons for its worse performance.
Interaction energies from SAPT(DFT) without the S2 approximation are in consistently
good agreement with the reference CCSD(T) energies. All SAPT(DFT) results, includ-
ing those for the complexes involving anions, were performed using asymptotically corrected
PBE0. We have demonstrated in the Supplementary Information, that this correction is the-
oretically needed no matter what the charge state of the interacting species, though the effect
of the AC can be quite small at the very short separations seen in some of these complexes
(see Figure S1 and Table S1). In fact this method results in the overall highest accuracy
of all SAPT variants tested in this paper. This is the case even for the strongly bound
24
OH− . . . H2O complex, for which all other SAPT methods lead to over-binding. The only
systematic weakness of SAPT(DFT) and other SAPT methods is the over-binding at very
short separations of 1 Å. This leads to the repulsive wall moving inwards to slightly smaller
intermolecular separations. Nevertheless, the overall excellent performance of SAPT(DFT)
and also SAPT2 make these theories pass the first test of applicability for force-field devel-
opment: they are consistently accurate for the strongly polar systems of interest, and unlike
PBE0, B3LYP and ωB97X-D, they can be used on all systems (anionic, cationic and neutral)
with no strong systematic errors.
4.2 Effect of the S2 approximation on Eint and δHFint
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Figure 3: Contribution of the δHFint energy to the interaction energies from SAPT2, SAPT2+3
and SAPT(DFT)[PBE0/AC]. The S2 approximation is used for the second- and third-order
exchange energies in the SAPT models. For SAPT(DFT) this approximation is present only
in the E(2)disp,exch energy. For SAPT2 and SAPT(DFT) the difference between the E
[2]
int and
E
[2]
int + δHFint [2] curves is the δHFint [2] contribution, and for SAPT2+3 the difference between the
E
[3]
int and E
[3]
int + δHFint [3] curves is the δHFint [3] contribution. These regions are shaded yellow.
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Exchange energies in SAPT that are at or above second-order in the intermolecular
perturbation are usually computed using the single-exchange,11 or S2, approximation. In
SAPT2 and SAPT2+3 this approximation is also applied to the intramolecular correlation
parts of the first-order exchange, that is, to the E(11)exch and E
(12)
exch terms. Schäffer & Jansen9,48
have shown how this approximation can be removed from the E(20)ind,exch,r and E
(20)
disp,exch en-
ergies. They have shown how the S2 approximation causes the exchange energies to be
systematically underestimated, and how the underestimation gets worse at shorter bond
lengths for which orbital overlap effects are larger. Additionally, and importantly, they have
demonstrated that these errors get relatively larger with increasing orders of intermolecular
perturbation theory.48 As the ion..water complexes studied in this work all involve short
intermolecular separations, some being less than 1 Å, we would expect the effects of the
S2 approximation to be particularly pronounced. Further, the SAPT2+3 theory involves
third-order exchange energies for which the S2 approximation can be expected to result into
an even larger underestimation of exchange effects.
The S2 approximation has an effect on the δHFint [n] correction too, and as the SAPT
terms appear in this term (see eq. (7) and eq. (8)) with a negative sign, we may expect a
partial cancellation of the S2 errors when the δHFint [n] correction is included with the pure
SAPT energy, E[n]int. This has indeed been shown by Schäffer & Jansen48 for weakly-bound
complexes. But this cancellation will never be perfect in existing implementations of SAPT2
and SAPT2+3 as these theories also use the S2 approximation in exchange terms that have
no counterpart in the δHFint [n] energy.
In Figure 3 we have visualized the size of the δHFint [n] contribution to the SAPT2, SAPT2+3
and SAPT(DFT) interaction energies for the (H2O)2, Zn2+. . . H2O and F−. . . H2O complexes
by plotting interaction energies from pure SAPT at the relevant order of perturbation theory
along with those from SAPT with the relevant δHFint [n] correction included: the difference,
indicated in yellow, is the δHFint [n] contribution. For SAPT2 and SAPT(DFT) this would
be δHFint [2], but for SAPT2+3 it would be δHFint [3]. For SAPT(DFT) we have removed the
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S2 approximation from the E(1)exch and E
(2)
ind,exch energies and also from the associated δHFint [2]
correction. For SAPT2 and SAPT2+3 this approximation has been removed only in the
E
(10)
exch energy, and is consequently present in all other exchange energies.
The (H2O)2 energies with SAPT2 (in the top, left panel of Figure 3) represents the
expected case for SAPT: the pure SAPT interaction energies, E[2]int:SAPT2, are less stably
bound than the reference CCSD(T) energies, but upon inclusion of the δHFint [2] correction,
the E[2]int + δHFint [2]:SAPT2 energies become nearly indistinguishable from the CCSD(T) refer-
ences. Importantly, the δHFint [2] correction is negative, and the E
[2]
int interaction energy curve
has a minimum at slightly larger separation than the reference. However SAPT2 behaves
qualitatively differently for the Zn2+ . . . H2O complex: here there is no minimum energy
in the pure SAPT energy E[2]int:SAPT2, and only when δHFint [2] is included does the total,
E
[2]
int + δHFint [2] develop a minimum and agree with the reference CCSD(T) energies. There
are two important points to note. Firstly the δHFint [2] correction is large (nearly +70 kcal
mol−1 at the shortest separation), and secondly, it changes sign at 2.2 Å to become negative
at longer separations. For the F−. . . H2O complex E[2]int:SAPT2 shows a minimum, but the
repulsive wall has a smoother slope. However when δHFint [2] is included the correct shape of
the potential is recovered.
The SAPT2+3 interaction energies for these complexes are considered next (middle panel
of Figure 3). For the (H2O)2 E[3]int is already closer to the CCSD(T) references, but upon
including δHFint [3], the total E
[3]
int + δHFint [3]:SAPT2+3 now over-binds, with the location of the
minimum and the repulsive wall both moving to shorter O. . . H separations. As with SAPT2,
the pure SAPT energy E[3]int:SAPT2+3 shows no minimum for Zn2+ . . . H2O , but here the
apparent short-range divergence to negative energies is even larger. This is also the case for
the F−. . . H2O complex. For neither of these systems does the pure SAPT interaction energy,
E
[3]
int, show a minimum. Rather, for Zn2+ . . . H2O , E
[3]
int appears to diverge, with an energy
below −500 kcal mol−1 at the shortest separation. For F−. . . H2O , E[3]int gets close to −300
kcal mol−1 at the shortest separation. For Zn2+. . . H2O , the δHFint [3] correction, which is now
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predominantly positive, once again “fixes” the large over-binding E[3]int energies and results
into good agreement with CCSD(T), but for F− . . . H2O the total E[3]int + δHFint [3]:SAPT2+3
still over-binds by a significant amount.
With SAPT(DFT) there is a significantly different outcome (bottom panel of Figure 3)..
For the (H2O)2 the SAPT(DFT) interaction energies are close to the SAPT2 ones: both E[2]int
and E[2]int+δHFint [2] show a minimum, the latter being close to the CCSD(T) references. However
for Zn2+. . . H2O , in contrast to the pure SAPT2 and SAPT2+3 energies, E[2]int:SAPT(DFT)
shows a minimum reasonably close to the CCSD(T) minimum. It over-binds at short sepa-
rations, but by less than 10% near the minimum, and there is no apparent divergence even
at the shortest separation of 1.5 Å.
However, upon inclusion of the δHFint [2] term, the 10% error near the minimum is reduced
to less than 2%, the E[2]int + δHFint [2]:SAPT(DFT) energies are very close to the CCSD(T)
references, with close equilibrium distances as well.
For F− . . . H2O , SAPT(DFT) also results into well-behaved interaction energies at the
pure SAPT level, E[2]int, and upon inclusion of δHFint [2], gives E
[2]
int + δHFint [2] energies in very good
agreement with CCSD(T).
Some favorable features are worth noting. Firstly, the consistently good behaviour of
SAPT(DFT) for these strongly bound systems is encouraging: the SAPT(DFT) interaction
energies are not only reliable as a total, but this total is built from parts themselves well-
behaved and thus does not rely on error cancellation. This is the case even at the very
short, and nearly chemical bonding separations, for which, a priori, one would not expect
perturbation theory to result into sensible results.
Secondly, the good performance of SAPT(DFT) is to a large extent due to the removal
of the S2 approximation in the major exchange terms. This approximation is still present
in the E(2)disp,exch energy. Schäffer & Jansen9,48 showed that this approximation does not lead
to large errors as this energy component is usually very small. It is to be mentioned that
there is no S2 approximation in the δHFint [2] correction used in SAPT(DFT) as implemented
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in the CamCASP program. If the S2 approximation were present in the E(2)ind,exch and δHFint [2]
energies, SAPT(DFT) would behave like SAPT2. This can be seen from a comparison of
Figure 3 and Figure S6 in the SI, where we have displayed SAPT(DFT) energies with the
S2 approximation used in the second-order exchange-induction energies. In Figures S7 and
S8 in the SI we have illustrated the extent of S2 error in the E(2)IND energy, and also in the
sum E(2)IND + δHFint [2]. For the (H2O)2 the S2 approximation leads to small errors in E
(2)
IND,
but these are larger for the more strongly bound Zn2+. . . H2O and F−. . . H2O complexes.
However for all complexes, except at very short separations, the S2 error is nearly completely
cancelled when δHFint [2] is added to E
(2)
IND, in agreement with the results of Schäffer & Jansen.
In SAPT(DFT) we can expect a large degree of S2 error cancellation in the total interaction
energy, but if we are interested in its individual contributions, then as demonstrated next,
this approximation must be removed.
5 Separability of the interaction energy
The contributions of the interaction energy from SAPT-based methods and supermolecular
EDA are compared below. Such comparisons should enable for an informed choice in polFF
development to parametrize each separate physical motivated contributions.
5.1 Comparison of SAPT, SAPT(DFT) and EDAs
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Figure 4: Comparison of the total intermolecular interaction energies and the physical mo-
tivated contributions from SAPT models and SAPT(DFT) with those from supermolecular
EDAs for the water dimer, Zn2+ . . . H2O and F− . . . H2O complexes. In the SAPT mod-
els, the S2 approximation is used for the second- and third-order exchange energies. For
SAPT(DFT) this approximation is present only in the E(2)disp,exch energy.
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Figure 4 report the distance variations of the total interaction energies, the sum of elec-
trostatic and exchange-repulsion energies, Eelst + Eexch, the total induction energies, and
the total dispersion energies from SAPT2, SAPT2+3, SAPT(DFT), and the supermolecular
methods, PBE0||ALMO, ωB97X-D||ALMO, B3LYP||CSOV, and HF||RVS. SAPT methods
and DFT-based supermolecular EDAs should agree to a large extent regarding Eelst +Eexch
as this term only depends upon the unperturbed interaction density matrix. While all three
SAPT methods give essentially the same energies for all three systems at all separations, and
the supermolecular EDAs also are in mutual agreement, there are differences between SAPT
and supermolecular EDAs. The EDA Eelst+Eexch values are always more stabilizing than the
SAPT ones. Even though the differences are small, they are not negligible compared to the
corresponding differences in the induction energy, or to the total intermolecular interaction
energies in these complexes.
For the (H2O)2 the difference in E(1)elst + E
(1)
exch from SAPT(DFT) and Eelst + Eexch from
ωB97X-D||ALMO is slightly larger than 1 kcal mol−1, namely, more than 20% of Eint. For
Zn2+ . . . H2O the difference at equilibrium distance is numerically larger, namely 3 kcal
mol−1, but this is a smaller percentage of Eint which amounts to −95 kcal mol−1. For F−
. . . H2O the two procedures give Eelst +Eexch energies at equilibrium distance that differ by
more than 5 kcal mol−1, thus more than 15% of the interaction energy. These differences
are not small, and may well have consequences for model building, but a priori it is not
clear what these might be. With the exception of RVS, all methods show nearly the same
asymptotic behaviour, so there is no means of discriminating between the SAPT methods
and EDAs for these first-order energies.
We next consider the total induction energies. Significant differences could be expected
between the SAPT and the supermolecular DFT-based methods, as the latter are prone to
the self-interaction error known to result into an over-polarization of the system. Indeed, this
error gets reduced as the fraction of Hartree–Fock exchange included in the hybrid function-
als is increased. Thus its fraction is 20% and 25% for B3LYP and PBE0, respectively, and
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has a larger, distance-dependent, amount for the range-separated ωB97X-D functional, while
being completely absent in Hartree–Fock. This explains the energy ordering of the induction
energies from the supermolecular methods which in absolute values rank as: B3LYP||CSOV
> PBE0||ALMO > ωB97X-D||ALMO > HF||RVS. This ordering holds for all three com-
plexes. The three SAPT-based methods, SAPT2, SAPT2+3, and SAPT(DFT) are in overall
agreement, with small differences evident only at the shortest intermolecular separations. For
all complexes, the supermolecular DFT-based methods yield induction energies which are
more negative than those from any of the SAPT methods. This should not be surprising for
PBE0 and B3LYP as these contain the self-interaction error. It is nevertheless surprising
that ωB97X-D— which as a range-separated functional would be expected to be largely free
from self-interaction — gives induction energies similar to those from the other two hybrid
functionals. For (H2O)2 and F−. . . H2O complexes, induction energies from the DFT-based
EDAs differ from the corresponding SAPT ones by values close to the corresponding differ-
ence of the summed electrostatic and exchange-repulsion contributions. For the Zn2+. . . H2O
complex these two classes of methods give rise, on the other hand, to larger energy differ-
ences. The DFT-based EDAs give induction energies that are systematically more negative
than the SAPT-based ones, by nearly −10 kcal mol−1 for the range of Zn2+ . . . O distances.
This difference does not get smaller with increasing separation, but actually increases with
PBE0||ALMO and B3LYP||CSOV. In contrast, HF||RVS gives induction energies that are
smaller in magnitude than the SAPT values, and these seem to converge to the SAPT
energies at long-range.
Asymptotically, with the important exception of the Zn2+ . . . H2O complex, all SAPT
and supermolecular methods are in reasonably good agreement. However, for Zn2+. . . H2O ,
while the three SAPT methods are in close asymptotic agreement with each other, the three
density-functional EDAs are not only off-set from the SAPT methods, but appear to diverge
from each other. This could pose a significant problem for building polarization models, and
we will elaborate on this issue in the next section.
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The trends of the dispersion contribution from the SAPT-based methods are now consid-
ered. For the (H2O)2 and F−. . . H2O complexes, the SAPT2 and SAPT(DFT) E(2)DISP values
are in good agreement, but the SAPT2+3 E[2+3]DISP values are consistently more negative than
the E(2)DISP ones.
For Zn2+. . . H2O an unusual behaviour of E[2+3]DISP from SAPT2+3 is seen: it is substantially
more negative than E(2)DISP from either SAPT2 or SAPT(DFT), but for separations smaller
than 1.9 Å it shows a minimum and then gets less negative than E(2)DISP. This is unexpected
and likely an unphysical consequence of the S2 approximation that has a much larger effect
on the third-order exchange-dispersion and mixed induction-dispersion exchange energies
that are included in E[2+3]DISP (see Table 1).
5.2 ECD & EPOL: variations with methods
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Figure 5: Comparison of EPOL and ECD from SAPT and the supermolecular EDAs. Ener-
gies are computed for the water dimer, Zn2+ . . . H2O and F− . . . H2O complexes. The S2
approximation is used for the second- and third-order exchange energies in the SAPT models
and SAPT(DFT)[PBE0/AC/S2]. For SAPT(DFT)[PBE0/AC/noS2] this approximation is
removed from the energies shown here. 35
The separability of the induction energy into polarization and charge delocalization is now
addressed. This is one of the most contentious5,24,54,66,85 aspects in the field of intermolecular
interactions, so it is all the more important to make detailed comparisons of the methods.
Issues addressed are: the variations of the POL/CD splitting in the SAPT and EDAmethods;
the impact of the S2 approximation; the comparison of the SAPT and supermolecular EDAs;
and the importance of beyond second-order contributions.
The values of POL/CD from three SAPT methods are shown in Figure 5 (first and
third rows). As explained in § 2.2, we have resorted to two procedures to partition the
induction energy: the Stone & Misquitta24 approach for SAPT2 and SAPT2+3, and the
regularized SAPT(DFT), or Reg-SAPT(DFT), approach from Misquitta25 for SAPT(DFT).
We compare first the SAPT polarization and charge delocalization energies following the
first procedure. It is important to recall that the SM09 definition is prone to basis-set
errors at short-range of separations where the distinction between MC and DC basis gets
small.25 We will expect then an increasing underestimation (in magnitude) of the charge-
delocalization energy and overestimation (in magnitude) of the polarization energy with
decreasing intermolecular separation. In parallel, the use of the S2 approximation will lead
to an overestimation of SAPT2 and SAPT2+3 POL and CD energies due to the second-
and third-order exchange-induction being insufficient at short-range. As the S2 error grows
with increasing order in the perturbation theory, we should expect that POL and CD are
overestimated more in SAPT2+3. From Figure 5 we see that both POL and CD energies
from SAPT2 is indeed always less (in magnitude) that than from SAPT2+3. This is to be
expected. What is remarkable is the significant overestimation of the polarization energies
for the Zn2+. . . H2O complex when compared to every other method. Also, for this complex,
the CD energies from SAPT2 are close to zero except at very short separations, which arises
from the competing S2 and basis-set effects of the SM09 approach, as described above.
On the other hand, SAPT(DFT) without the S2 approximation gives consistently physi-
cally acceptable estimates for E(2)POL and E
(2)
CD for all three complexes, and at all intermolecular
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separations. In this case, as we have computed the second-order POL and CD energies using
Reg-SAPT(DFT) both with and without the S2 approximation, we can make an analysis of
this approximation. A priori, we would expect that the increased exchange energy present
when the S2 approximation is removed would cause both POL and CD energies to decrease.
Indeed this does happen for the second-order CD energies for all systems, but the removal
of the S2 approximation has relatively little effect on the second-order polarization energies
except at the shortest separations in Zn2+. . . H2O and F−. . . H2O , where the E(2)POL energies
without the S2 approximation are larger in magnitude than those with the approximation.
For both these systems, at these short intermolecular separations, E(2)POL/S2 shows an up-
turn, that is, the polarization energy is smaller (in magnitude) than might be expected.
This feature is not present in the E(2)POL/noS2 energies. We do not as yet understand why
this is the case, but it is likely that the up-turn in the E(2)POL/S2 energies is an artifact of
the regularization potential, which, at these very short separations, is likely to suppress the
polarization energy. However this does not explain why this feature is not present in the
energies computed without the S2 approximation.
Since the POL and CD energies from supermolecular EDAs are computed non-perturbatively,
these energies are effectively at infinite-order in the context of intermolecular perturbation.
Therefore when making comparisons with SAPT(DFT) it is essential to ensure that the
infinite-order CD and POL energies are used, as at finite-order, energies such as E(2)CD will
be underestimates and comparisons can be misleading.21,22,25,54 Using the methodology de-
scribed in § 2.2.1, we have developed classical polarization models for each of the (H2O)2,
Zn2+ . . . H2O and F− . . . H2O complexes, so as to estimate the infinite-order polarization
(E(2−∞)POL ) and charge-delocalization (E
(2−∞)
CD ) energies for SAPT(DFT). Details of the con-
struction of these models and their parameters can be found in the Supplementary Informa-
tion. We have performed these estimates only for the SAPT(DFT) energies without the S2
approximation; its removal having enabled a reasonable separation of POL and CD for all
complexes. In Figure 5 are reported the distance dependencies of infinite-order polarization
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and charge-delocalization energies for the three complexes (Second and fourth rows).
In all systems, the inclusion of higher-order effects into the SAPT(DFT) POL and CD
energies brings them closer to the corresponding energies from the supermolecular EDAs.
Note that while the contributions from third- and higher-orders typically enhances the POL
and CD energies, this is not the case for the CD energy of the Zn2+ . . . H2O system at
intermolecular separations less than 2.2 Åwhere the higher-order effects suppress the E(2)CD
energy (see below). Nevertheless, even in this unusual system, the higher-order effects result
in E(2−∞)CD from SAPT(DFT) being closer to the supermolecular results. Note also that the
higher-order contributions to the SAPT(DFT) polarization energy are comparatively smaller
than those for the charge-delocalization energy. This is difference is particularly dramatic in
the Zn2+. . . H2O system for which the POL energy is essentially converged at second-order,
but the CD energy changes qualitatively on inclusion of effects from third- and higher orders.
Yet, differences between SAPT(DFT) and the EDAs remain. With the exception of the
CD energy of Zn2+. . . H2O , the SAPT(DFT) POL and CD energies are smaller in magnitude
than those from the density functional based EDAs and often in good agreement with the
Hartree–Fock based RVS EDA. For the water dimer, E(2−∞)CD from SAPT(DFT) agrees well
with the HF||RVS result, but is between 0.5 to 1 kcal mol−1 less (in magnitude) than the
DFT EDA methods at the energetically relevant dimer separations. These differences are
considerably smaller than the corresponding 1.5 to 3 kcal mol−1 difference for E(2)CD. For
F−. . . H2O there is a much closer agreement between SAPT(DFT) and all supermolecular
EDAs regarding EPOL. However, as with the water dimer, while the charge-delocalization
energy from SAPT(DFT) and HF||RVS are in close agreement, there are large differences
of between 2 to 4 kcal mol−1 between the CD energies from SAPT(DFT) and the three
DFT-based methods.
For the Zn2+ . . . H2O complex we see larger differences between SAPT(DFT) and the
DFT-based EDAs. It was previously observed in Figure 4 that both ALMO and CSOV
DFT-based EDAs result into total induction energies about 10 kcal mol−1 more negative
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than from SAPT. In Figure 5 this difference can be observed to stem to a large extent
from the polarization energy, which is about 10 kcal mol−1 more negative with the DFT
supermolecular EDAs, including the range-separated ωB97X-D functional. E(2−∞)POL from
SAPT(DFT) has a noteworthy agreement with EPOL:HF||RVS at all distances of separation.
As we have mentioned above, this complex shows unusual features in the CD energy. In the
context of SAPT(DFT): E(2)CD and E
(2−∞)
CD have different radial dependencies, with only E
(2)
CD
showing an expected exponential decay. Nevertheless E(2−∞)CD does decrease in magnitude
with distance, while this is not the case for the three DFT-based EDAs. Thus, the values of
CD from B3LYP||CSOV and PBE0||ALMO actually increase in magnitude with distance.
This occurs to a lesser extent with ωB97X-D||ALMO which could be a reflection of the
smaller self-interaction error in this functional. As discussed in the Supplementary Infor-
mation (Figure S3), this unphysical behaviour was previously observed in early RVS studies
on complexes of divalent cations with anionic ligands,86,87 and more recently for actinide
complexes.88 These studies have also demonstrated a crossover as observed for for the Zn2+
. . . H2O in ECD at 2.1 Å, as we see in Figure 5. Following their results and explanations,
the crossover is due a change of charge state of the zinc cation, and can be avoided using
MRCI method to diabatize CD curves to keep the Zn2+ state.
In summary, these results show that there is a convergence in the polarization and charge-
delocalization energies from SAPT(DFT) and supermolecular EDAs, but only when the
S2 approximation is removed and infinite-order contributions are included. Nevertheless
there remain significant differences in the SAPT(DFT), ALMO, and CSOV approaches.
SAPT(DFT) estimates for EPOL and ECD have in most cases smaller magnitude than either
the ALMO or the CSOV ones. Such differences are not sensitive to the choice of func-
tional, whether hybrid or range-separated. While they clearly are the largest for the Zn2+
. . . H2O complex, they were also evident in the (H2O)2. The smaller values of E(2−∞)POL from
SAPT(DFT) imply a relatively larger damping will be needed in a classical polarization
model in a SAPT(DFT)-based polFF calibration. As demonstrated recently by Gilmore et
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al.,22 this larger damping could have a significant impact on the many-body energies in the
condensed phase.
6 Conclusions and perspectives
In this paper we have reported detailed analyses of strongly bound complexes involving water
and ions. This study has been performed using SAPT methods and supermolecular EDAs
in parallel so as to unravel some of the differences in these methods, particularly with regard
to their application to the construction of accurate and separable many-body polarizable
force-fields. Based on our results we now highlight the following conclusions:
• Regarding Perturbation theory: Our recommended method is SAPT(DFT) without the
S2 approximation. In addition, an appropriate asymptotic correction must be applied
to fix the incorrect long-range form of conventional semi-local and hybrid exchange-
correlation functionals. We note that this correction is theoretically required for all
systems with exponentially decaying densities, including anions (in contrast to what
has been previous argued.89 See also Secs. 2 and 7 in the Supplementary Information).
This method has been demonstrated to satisfy all requirements, for all systems studied
here, even at the very short intermolecular separations of 1 Å or less, for which per-
turbation theory might not be expected to give meaningful results. The δHFint [2] energy
free of the S2 approximation needs to be included. Reg-SAPT(DFT) is then needed to
separate the second-order induction energy into polarization and charge-delocalization
energies at second-order. The higher-order CD and POL contributions contained in
the δHFint [2] energy are separated using a classical polarization model. It is well-known
that all SAPT energy components have well-defined multipole expansions,11 and these
are naturally cast as multi-centered distributed multipole expansions68,90 which are the
building blocks for many modern force-fields.1,21–23,31,32,34,70,91,92 For all these reasons,
this theory is our method of choice for polarizable force-field development based on the
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separability of Eint.
• Regarding Supermolecular EDA: Of the supermolecular EDAs studied in this paper,
the highest accuracy and most reliable partitioning was with ωB97X-D||ALMO. We
found this method to be comparable to SAPT(DFT)/noS2 in accuracy, with interac-
tion energy components from the two techniques in broad agreement, particularly for
the (H2O)2 and F−. . . H2O complexes. In general, the ALMO and SAPT(DFT) energy
components are in reasonable agreement at large enough separations. However for Zn2+
. . . H2O there are substantial differences in the ωB97X-D||ALMO and SAPT(DFT)
polarization and charge-delocalization energies even at long-range. These differences
are large enough that we would expect differences in the many-body polarization ener-
gies predicted by a model built on ωB97X-D||ALMO energies compared with one built
on SAPT(DFT) energies.
Analysis of SAPT2 and SAPT2+3: The other two SAPT-based methods we used, SAPT2
and SAPT2+3, were shown to have a lesser accuracy than SAPT(DFT) regarding the total
interaction energies, and to result in polarization and charge-delocalization with improper
distance dependencies. This appeared at short-range where the S2 approximation entailed
an underestimation of exchange-induction, as seen in Figure 5. Both SAPT2 and SAPT2+3
also show large error cancellation between the pure SAPT energies and the δHFint [n] terms. As
shown in Figure 3, for some complexes, the pure SAPT interaction energies do not have a
minimum, and diverge to unphysically large interaction energies due to the lack of sufficient
exchange at higher orders.
The S2 approximation is at the root of the problem. In the Supplementary Information
(Figure S7) we show that SAPT(DFT) with the S2 approximation used for the E(2)ind,exch
energy behaves in much the same way as SAPT2. However, while this approximation can
be avoided in SAPT(DFT), it is not as yet possible to remove it from all terms in SAPT2
and SAPT2+3. This is because the exchange expressions developed by Jeziorski, Bulski &
Piela,64 and also by Schäffer & Jansen9,48 are valid only for first- and second-order SAPT ex-
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change energies without intramolecular correlation. So, for example, in SAPT2, the E(20)ind,exch,r
term can be corrected, but not the tE(22)ind,exch,r term. Thus while the δHFint [2] term can partly
cancel the S2 error made in the former, there is no term to perform the cancellation of
the S2 approximation in the latter. At third-order the S2 approximation can be even more
detrimental. There are as yet no full exchange expressions devoid of the S2 approximation
for the third order exchange-induction, exchange-dispersion and mixed, exchange-induction-
dispersion (see Table 1) energies contained in SAPT2+3. Of these, only the third-order
exchange-induction energy can be cancelled by δHFint [3], so SAPT2+3 contains large S2 errors
arising from the remainder, in addition to those from the second-order exchange terms. This
is the source of the comparatively large errors made by SAPT2+3 for the strongly bound
systems we have studied. The use of this procedure is thus not recommended.
For both SAPT2 and SAPT2+3, the only way to partition the second or third order
induction energy into polarization and charge-delocalization is to use the scheme proposed
by Stone & Misquitta.24 This method was shown to exhibit unavoidable basis-set issues at
short-range.25 Thus neither could be recommended for force-field development.
Analysis of the supermolecular EDAs: Among the supermolecular EDAs, strong similari-
ties were put forth between RVS, CSOV and ALMO. This is particularly striking when these
EDAs have been used with the same wavefunction, as we have done in the Supplementary
Information (Figure S3). Even with different wavefunctions these EDAs give closely similar
results for the sum of electrostatic and exchange-repulsion, and for induction, B3LYP||CSOV
and the ωB97X-D||ALMO and PBE0||ALMO results are in quite good agreement. As can
be seen in Figure 5, even for the separation of the induction into POL/CD, all three DFT-
based EDAs give similar results. Regarding the overall accuracy in the interaction energy,
the ωB97X-D functional is clearly best for the strongly polar systems studied here, and it
also leads to better behaved charge-delocalization energies for Zn2+. . . H2O at long-range.
There are small, but significant differences between SAPT(DFT) interaction energy com-
ponents and the supermolecular DFT-based EDA ones. As shown in Figure 4 these differ-
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ences appear in the sum of the electrostatics and first-order exchange repulsion energies, all
EDAs leading to more negative energies compared with the SAPT(DFT) ones. The total
induction energies from these supermolecular EDAs are also overestimated compared with
SAPT(DFT), the largest differences occurring for the Zn2+ . . . H2O complex. The range-
separated ωB97X-D functional gave rise, rather unexpectedly, to virtually as much induction
as the PBE0 and B3LYP functionals. With the exception of the Zn2+. . . H2O complex, the
induction energies from the EDAs and SAPT(DFT) agree asymptotically.
Analysis of the polarization and charge-delocalization energies: The split of the induction
energies into polarization and charge-delocalization is probably one of the most contentious.
In this paper we have presented the first comparisons of the POL/CD energies from su-
permolecular EDAs with the infinite-order estimates of these energies from SAPT(DFT).
We have determined the infinite-order polarization and charge-delocalization energies using
SAPT(DFT) together with Reg-SAPT(DFT) and classical polarization models as described
first by Misquitta, Stone and co-workers.21,22 As seen in Figure 5, the E(2−∞)POL and E
(2−∞)
CD
energies from SAPT(DFT) are much closer to the ALMO and CSOV ones than are the
second-order energies, E(2)POL and E
(2)
CD. This is gratifying as these results strongly suggest
that there is a convergence of concepts.5 Given the differences in these approaches, it is
remarkable that these methods can agree to the degree shown in Figure 5. Nevertheless,
some disagreements remain. Some can be large, as is the case for the polarization energy for
Zn2+. . . H2O , but they can be appreciable even for the (H2O)2.
As differences in the polarization energy lead to different polarization models (through
differences in the damping functions), it is quite possible that there will be significant dif-
ferences in the many-body energies and structures predicted by these models. Indeed, such
differences have been reported by Gilmore et al. for an extensive set of water clusters.22 In
the end, only experiments of physical observables will be able to conclusively state which
physically motivated contribution of SAPT(DFT) or the supermolecular EDAs is the more
correct.5,22
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For the present, all we can state is that these methods are now in reasonably good align-
ment, with some of them (SAPT(DFT) and ωB97X-D||ALMO) showing superior numerical
behaviour and better agreement with physical ideas.
Finally, the results of this paper led us to propose some recommendations for SAPT(DFT)
calculations in the form of a check-list for force fields developers which we have provided in
the Supplementary Information.
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