Introduction
The following model for the discrete time Gaussian channel with feedback is considered:
Y n = S n + Z n , n = 1, 2, . . .
where Z = {Z n ; n = 1, 2, . . .} is a non-degenerate, zero mean Gaussian process representing the noise and S = {S n ; n = 1, 2, . . .} and Y = {Y n ; n = 1, 2, . . .} are stochastic processes representing input signals and output signals, respectively. The channel is with noiseless feedback, so S n is a function of a message to be transmitted and the output signals Y 1 , . . . , Y n−1 . The signal is subject to an expected power constraint 1 n
and the feedback is causal, i.e., S i is independent of Z i , Z i+1 , . . . for i = 1, 2, . . . , n. Similarly, when there is no feedback, S i is independent of Z n = (Z 1 , Z 2 , . . . , Z n ).
Let |A| and T r[A] be the determinant and trace of A, respectively. Let R (n)
Z be the covariance matrix of Z n . It is well known that a finite block length capacity is given by
where the maximum is on R (n) X n × n nonnegative definite and B n × n strictly lower triangular, such that
Similarly, let C n (P ) be the maximal value when B = 0, i.e. when there is no feedback. When block length n is fixed, C n (P ) is given exactly (Cover and Thomas [2] ). But C n,F B (P ) has not been given exactly. So we are interested in the upper bounds to C n,F B (P ). Several upper bounds are already given (Ebert [4] , Pinsker [5] , Cover and Pombra [1] , Dembo [3] , Yanagi [6] , [7] ). In particular in [7] we gave the following strongest upper bound in those obtained before when P is sufficiently large.
Proposition 1 (Yanagi [7])
where
When P is sufficiently small, C n (P * ) is not a strong upper bound. Because P * has term √ P . So we need the another upper bounds which are strong for small P . In this paper we obtain a tight upper bound of C n,F B (P ), which is represented by C n (P 1 ), which is useful for small P . In Section 2 we obtain the exact representation P 1 . For the sake of simplicity, we use
under any strictly lower triangular matrices B.
for 2 ≤ k ≤ n. We partially differentiate (2) at b k (1 ≤ ≤ k − 1) and we get
is the submatrix of R X +R Z generated by 1, . . . , k −1 rows and 1, . . . , k−1 columns,ỹ i is the cofactor of ( , i) component in R X+Z (1, . . 
. , k−1).
Hence the minimal value of (2) is given by
. . .
. Then the constraint (1) is given by
By Lemma 2 in Appendix, we have
Under (3) we maximize
In order to maximize 1 n T r[R X ] we maximize
x kk has only one nonzero eigenvalue T r[
x kk ], the maximal value of (4) is given by
where λ k−1 is the smallest eigenvalue of R Z (1, . . . , k − 1). It follows from Lemma 1 in Appendix that 
Let
Then (5) is represented by
It follows from Lemma 4 in Appendix that the maximal value of
under y 1 , y 2 , . . . , y n ≥ 0 satisfying the condition (6) is given by
The maximum is attained by
Now we can state the second theorem.
Theorem 1
Appendix
Lemma 1
Proof. We denote the inverse matrix of R X (1, . . . , k) by 
Then we have the result. ✷ Lemma 2
Proof. By Lemma 1, we have
We denote
We give the following 
✷

Lemma 3 Let
Proof. For simplicity we denote λ n−1 by λ. By (6)
Then We continue this procedure and get the following result. The maximal value of y 1 + y 2 + · · · + y n is (1 + P λ ) n − 1, which is attained by
