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GLOBAL WEYL MODULES FOR EQUIVARIANT MAP ALGEBRAS
GHISLAIN FOURIER, NATHAN MANNING, AND ALISTAIR SAVAGE
Abstract. Equivariant map algebras are Lie algebras of algebraic maps from a scheme (or
algebraic variety) to a target finite-dimensional Lie algebra (in the case of the current paper,
we assume the latter is a simple Lie algebra) that are equivariant with respect to the action
of a finite group. In the first part of this paper, we define global Weyl modules for equivariant
map algebras satisfying a mild assumption. We then identify a commutative algebraAλΓ that
acts naturally on the global Weyl modules, which leads to a Weyl functor from the category
ofAλΓ-modules to the category of modules for the equivariant map algebra in question. These
definitions extend the ones previously given for generalized current algebras (i.e. untwisted
map algebras) and twisted loop algebras.
In the second part of the paper, we restrict our attention to equivariant map algebras
where the group involved is abelian, acts on the target Lie algebra by diagram automor-
phisms, and freely on (the set of rational points of) the scheme. Under these additional
assumptions, we prove that AλΓ is finitely generated and the global Weyl module is a finitely
generated AλΓ-module. We also define local Weyl modules via the Weyl functor and prove
that these coincide with the local Weyl modules defined directly in [FKKS12]. Finally, we
show that AλΓ is the algebra of coinvariants of the analogous algebra in the untwisted case.
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1. Introduction
Weyl modules for the loop algebra g ⊗ C[t±1] of a finite-dimensional simple complex Lie
algebra g were introduced by Chari and Pressley more than a decade ago (see [CP01b]).
Since then, the study of their properties (for instance, their homological behavior, dimension
and character) has been a fruitful and successful process.
The category of finite-dimensional modules for g ⊗ C[t±1] is not semisimple. In analogy
with the modular representation theory of simple finite-dimensional Lie algebras, for every
simple module, there exists a (local) Weyl module satisfying certain universal properties.
This Weyl module is finite-dimensional and its character and dimension have been studied
and computed in a series of papers (see [CP01b, CL06, FL07, Nao12]). Local Weyl modules
have been identified with certain Demazure modules of affine Kac–Moody algebras and their
characters are also known to be characters of the q → 1 limit of simple modules of the
quantum affine algebra (see [FL07]).
In [CP01b], the class of global Weyl modules was defined. These modules are projective
objects in the category of those g⊗C[t±1]-modules whose weights are bounded by some fixed
dominant integral g-weight. Their g-weight spaces are right modules over polynomial rings
in finitely many variables. It was conjectured in [CP01b], and it can be deduced from results
in the aforementioned series of papers, that the global Weyl module is a free right module
of finite rank for this polynomial ring (see Theorem 5.17).
It turns out that the global Weyl module might be the most interesting object to study
in the category of bounded g ⊗ C[t±1]-modules. For instance, it is subject to an analog of
the Bernstein–Gelfand–Gelfand reciprocity for simple Lie algebras (see [BBC+, BCM12]).
Furthermore, its character is known to be the q-Whittaker function, a solution to the q-Toda
integrable system (see [BF]).
There are several approaches to generalizing the above objects. In [FL04], local and
global Weyl modules were defined in the setting where C[t±1] is replaced by the coordinate
ring of a complex affine variety. A more general approach was taken in [CFK10]. There
the modules for a generalized current algebra g⊗ A, where A is a commutative, associative
complex unital algebra were studied. The global Weyl module is again a projective object
in a suitable category (see Corollary 4.9) and its weight spaces are right modules for a
certain commutative algebra. The Weyl functor was introduced and local Weyl modules
were studied, together with their homological properties. The algebra of the highest weight
space was analyzed and in important cases identified with a tensor product of symmetric
powers of A.
A different approach was taken in [CFS08] and [FMS13], where g⊗C[t±1] was replaced by
the twisted loop algebra (g⊗C[t±1])Γ. This is the fixed point algebra of g⊗C[t±1] under the
action of a group Γ of automorphisms of g, generated by a Dynkin diagram automorphism.
This group acts on C[t±1] by scaling t by roots of unity. It turns out that every local Weyl
module of the twisted loop algebra is obtained by restriction from a local Weyl module of
g⊗C[t±1]. The global Weyl module was defined in [FMS13] and it was shown that it is again
a free right module of finite rank for a certain commutative algebra and it can be embedded
in a direct sum of global Weyl modules for g⊗C[t±1]. In [BF, Remark 1.10] it is conjectured
that its character solves the q-Toda integrable system in the nonsimply laced case.
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In [FKKS12], the definition of local Weyl modules was generalized to the setting of equi-
variant map algebras. Let X = SpecA be an affine scheme and Γ be a finite group acting on
g and X by automorphisms. The equivariant map algebra is the Lie algebra of equivariant
algebraic maps from X to g and is denoted (g⊗ A)Γ. Local Weyl modules were defined for
these algebras under the assumptions that X is of finite type, Γ is an abelian group, and
the action on X is free. A key ingredient in this study was the definition of certain twisting
and untwisting functors that relate the representation theory of g⊗A and (g⊗A)Γ. It was
also shown that the homological properties of local Weyl modules can be generalized to the
setting of equivariant map algebras.
In the current paper, we define global Weyl modules for equivariant map algebras. The
paper can be divided into two parts. The first part comprises Sections 2 to 4. After some
preliminaries on equivariant map algebras in Section 2, we define in Section 3 global Weyl
modules for equivariant map algebras satisfying a mild assumption (see Assumption 2.2).
In particular, this assumption is always satisfied if Γ is cyclic or acts on g by diagram auto-
morphisms. We also give a presentation of the global Weyl modules in terms of generators
and relations (Proposition 3.8). In Section 4, we extend the notion of Weyl functors to the
twisted/equivariant setting. In particular, we define a commutative algebra AλΓ which acts
naturally on the global Weyl module with highest gΓ-weight λ. The Weyl functor is then a
functor from the category of AλΓ-modules to the category of (g⊗A)Γ-modules. We show that
these functors (and the global Weyl modules) possess twisted versions of properties satisfied
in the untwisted setting.
The second part of the current paper (Sections 5–8) concerns equivariant map algebras for
which Γ is abelian, acts on g by Dynkin diagram automorphisms, and on maxSpecA freely.
(Note that Γ is abelian and acts freely on maxSpecA in the case of (twisted) loop and
multiloop algebras.) Under these additional assumptions, our main results are the following.
(a) (Theorem 5.8) The algebras AλΓ are finitely generated.
(b) (Theorem 5.10) The global Weyl module (of highest weight λ) is finitely generated as
an AλΓ-module.
After recalling the twisting functors introduced in [FKKS12] and proving some additional
properties of these functors in Section 6, we turn our attention to local Weyl modules in Sec-
tion 7. There we define the local Weyl modules as the images of one-dimensional irreducible
AλΓ-modules under the Weyl functor (as in the untwisted setting). We show (Proposition 7.6)
that the modules so defined coincide with those defined directly (i.e. without the Weyl func-
tor) in [FKKS12]. Finally, in Section 8, we examine the algebra AλΓ. In particular, we show
(Theorem 8.5) that this algebra is isomorphic to a tensor product of symmetric algebras
of fixed point subalgebras of A. Under an additional assumption, we also identify (Theo-
rem 8.8) AλΓ with the algebra of Γ-coinvariants of the algebra A
λ′ corresponding to the case
where Γ is trivial (defined in [CFK10], but denoted by Aλ′ there), where λ
′ is a g-weight
corresponding to the gΓ-weight λ.
Notation. The set of nonnegative (respectively, positive) integers is denoted by N (respec-
tively, N+). Throughout k will denote an algebraically closed field of characteristic zero.
All algebras are over k unless otherwise indicated and all associative algebras are assumed
to be unital. Whenever a group Γ acts on a k-vector space Y , we denote the subspace of
fixed points by Y Γ. For a ring B, B-mod will denote the category of left B-modules. The
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notation SnB, n ∈ N, will denote the subring (B⊗n)Sn of B⊗n consisting of elements fixed
under the natural action of the symmetric group Sn on B
⊗n. Since we work over a field of
characteristic zero, this is isomorphic to the quotient of B⊗n by the ideal generated by the
elements u− τ(u), u ∈ B⊗n, τ ∈ Sn.
For a Lie algebra L, we denote its universal enveloping algebra by U(L). We have the
standard filtration U(L) =∑n∈N U(L)n. When we refer to the nodes of the Dynkin diagram
of a simple Lie algebra of rank n by elements of the set {1, 2, . . . , n}, we are referring to the
standard labeling that can be found, for instance, in [Hum72, §11.4]. When we refer to the
Dynkin diagram of a reductive Lie algebra, we mean the Dynkin diagram of its semisimple
part (i.e. its derived algebra). Since we will need to refer to weights of a simple Lie algebra g
and also its subalgebra gΓ fixed by the action of a group Γ, we will typically denote weights
of g by λ′ and weights of gΓ by λ to avoid confusion.
We will denote by A a finitely generated (hence Noetherian) commutative associative
algebra over k. We let Xrat denote the set of k-rational points of X ..= SpecA. Since A
is finitely generated, we have Xrat = maxSpecA. For a point x ∈ Xrat, we will denote the
corresponding maximal ideal of A by mx. In some instances, we will identify a point x with
its maximal ideal mx.
For the reader’s convenience, we give here an index of important notation used in the
paper.
Index of Notation
gα, g0, g± Page 5 Γi, ei, fi, hi Definition 5.6
ΛΓ, Λ
+
Γ
, QΓ, Q
+
Γ
Page 5 (see also (6.2)) ei ⊗ a, fi ⊗ a, hi ⊗ a Definition 5.6
UΓ, U
0
Γ
, U±
Γ
(2.3) VΓ
λ
Definition 5.13
Ξ Page 6 M(ψ), MΓ(ψ) Definition 5.14
E, Eλ′ , E
Γ, EΓ
λ
, YΓ Definition 2.5 Supp J Page 21
ψx, wt, wtΓ, ht, htΓ Definition 2.5 Ann
Γ
A V, Supp
Γ
A V Definition 6.2
V Γ(ψ), V (ψ) Definition 2.6 X∗ Page 22
IΓ, IΓ≤τ , I
Γ
≤λ Definition 3.2 Fx, F
Γ
x Definition 6.3
PΓ(V ) (3.3) T, Tx Definition 6.4
WΓ(V ) Definition 3.5 ei, fi, hi (6.1)
V Γ(λ), vΓ
λ
Page 9 κi Page 22
WΓ(λ), wΓ
λ
Lemma 3.6 W (ψ), WΓ(ψ) Definition 7.1
Aλ
Γ
, AnnU0
Γ
(wλ) Definition 4.2 J(ψ) (7.1)
WΓ
λ
Definition 4.5 Aλ
Γ
(8.1)
R
Γ
λ
Definition 4.7 τ˜λ (8.5)
R+, R+
Γ
, Π, ΠΓ Page 14 τλ Lemma 8.3
Note on the arXiv version. For the interested reader, this arXiv version of this paper in-
cludes hidden details of some straightforward computations and arguments that are omitted
in the pdf file. These details can be displayed by switching the details toggle to true in
the tex file and recompiling.
Acknowledgements. The authors would like to thank Vyjayanthi Chari, Daniel Daigle,
Michael Lau and Erhard Neher for helpful conversations. In particular, they would like to
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thank Vyjayanthi Chari for explaining the details of the argument found in the proof of The-
orem 5.17(b), Daniel Daigle for providing an outline of the arguments found in Appendix A
and some of the commutative algebra arguments in Section 8, Michael Lau for pointing us
towards Lemma 2.1 and Erhard Neher for drawing our attention to Example 2.3.
2. Equivariant map algebras
In this section we recall some basic facts about equivariant map algebras. We refer the
reader to [NSS12, NS13] for further details.
Let g be a finite-dimensional simple Lie algebra over k, and let Γ be a finite group acting
on g by automorphisms and on the finitely generated commutative associative algebra A by
algebra automorphisms (hence on SpecA by scheme automorphisms). Thus Γ acts diagonally
on g ⊗ A. As a Lie subalgebra, the set of fixed points gΓ is reductive in g (see [Bou75,
Ch. VII, §1, no. 5]). That is, gΓ is a reductive Lie algebra, which acts semisimply on g by
the restriction of the adjoint action of g.
Let I and IΓ be the set of nodes of the Dynkin diagrams of g of g
Γ respectively. Fix a
triangular decomposition gΓ = n−Γ ⊕hΓ⊕n+Γ of gΓ. Denote by Q+Γ the positive root lattice as-
sociated to this triangular decomposition and Q−Γ = −Q+Γ the negative root lattice. Similarly,
let ΛΓ (respectively, Λ
+
Γ ) be the corresponding weight lattice (respectively, set of dominant
integral weights). Relative to hΓ, choose a set of Chevalley generators {eΓi , fΓi , hΓi }i∈IΓ .
We have a decomposition
g =
⊕
α∈h∗
Γ
gα, gα = {x ∈ g | [h, x] = α(h)x, h ∈ hΓ} ,
with only finitely many gα nonzero. We use superscripts here to avoid confusion with the
weight spaces of g considered as a g-module. Let
(2.1) g− =
⊕
α∈Q−
Γ
\{0} g
α, g+ =
⊕
α/∈Q−
Γ
gα.
Then clearly g = g− ⊕ g0 ⊕ g+, n±Γ ⊆ g±, and g0 and g− are Lie subalgebras of g. Note that
g0 is simply the centralizer Cg(hΓ) of hΓ in g. Moreover, since Γg
α = gα for each α ∈ h∗Γ, we
see that Γg± = g± and Γg0 = g0. Finally, it is not difficult to see that g0 is a self-normalizing
subalgebra of g.
It may be that gΓ = 0, in which case hΓ = 0 and so g
0 = g is simple. However, we have
the following result.
Lemma 2.1. We have that g0 is abelian and hence gΓ is nonzero if either of the following
conditions hold:
(a) The group Γ is cyclic.
(b) The group Γ acts on g by diagram automorphisms with respect to a Cartan subalgebra
h of g.
Proof. That (a) implies the conclusion follows from [Kac90, Lem. 8.1(b)]. If (b) holds, then
the action of Γ factors through a cyclic group or the symmetric group S3 on three letters (in
type D4). Since the fixed point subalgebra in type D4 is the same for the full S3-action as it
is for the action of the subgroup Z3, we may in fact assume that Γ is cyclic. Thus the result
follows from the fact that (a) implies the conclusion. 
Assumption 2.2. For the remainder of this paper we will assume that the subalgebra g0 is
abelian. By Lemma 2.1, this is true if Γ is cyclic or acts on g by diagram automorphisms.
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Example 2.3. An example showing that it is possible to have gΓ be nonzero and g0 be
nonabelian is given in [ABFP09, Example 4.3.1]. Let g be the Lie algebra s defined there.
Then g is simple of type B3. Let Γ ∼= Z2 × Z2 × Z2 be the group generated by the order
two automorphisms σ1, σ2, σ3 described in that reference. Then g
Γ ∼= sl2 and g0 contains
the subalgebra consisting of block diagonal 7× 7 matrices with upper left block a 3× 3 zero
matrix and arbitrary skew-symmetric lower right 4× 4 block. Thus g0 is not abelian.
Definition 2.4 (Equivariant map algebra). The map (Lie) algebra (or generalized current
algebra) associated to g and A is the tensor product g ⊗ A, with Lie bracket given by
extending
[u⊗ f, v ⊗ g] = [u, v]⊗ fg, u, v ∈ g, f, g ∈ A,
by linearity. Thus g⊗A is the Lie algebra of algebraic maps from X = SpecA to g (identified
with affine space) equipped with pointwise multiplication. The associated equivariant map
(Lie) algebra is the Lie algebra of fixed points (g ⊗ A)Γ ⊆ g ⊗ A, where we consider the
diagonal action of Γ on g⊗A. Thus (g⊗A)Γ is the subalgebra of g⊗A consisting of those
maps that are equivariant with respect to the action of Γ.
Since Γ respects the decomposition g = g− ⊕ g0 ⊕ g+, we have a decomposition
(2.2) (g⊗ A)Γ = (g− ⊗A)Γ ⊕ (g0 ⊗ A)Γ ⊕ (g+ ⊗ A)Γ.
We let
(2.3) UΓ ..= U((g⊗ A)Γ), U0Γ ..= U((g0 ⊗ A)Γ), U±Γ ..= U((g± ⊗A)Γ).
Let Ξ be the character group of Γ. This is an abelian group, whose group operation we
will write additively. Hence, 0 is the character of the trivial one-dimensional representation,
and if an irreducible representation affords the character ξ, then −ξ is the character of the
dual representation.
If Γ is abelian and acts on an algebra B by automorphisms, it is well known that B =⊕
ξ∈ΞBξ is a Ξ-grading, where Bξ is the isotypic component of type ξ. It follows that (g⊗A)Γ
can be written as
(2.4) (g⊗ A)Γ =⊕ξ∈Ξ gξ ⊗A−ξ,
since g =
⊕
ξ gξ and A =
⊕
ξ Aξ are Ξ-graded and (gξ ⊗ Aξ′)Γ = 0 if ξ′ 6= −ξ. The
decomposition (2.4) is an algebra Ξ-grading.
For the remainder of this section we assume that Γ is abelian, acts freely on Xrat, and
acts by diagram automorphisms on g. Then the set of nodes IΓ of the Dynkin diagram of
gΓ can be naturally identified with the set of Γ-orbits in I. We will often equate the two in
what follows.
Definition 2.5 (E , EΓ, YΓ, ψx, wt, wtΓ, ht, htΓ, Eλ′, EΓλ ). Let E denote the set of finitely
supported functions ψ : Xrat → Λ+. Here the support of ψ ∈ E is
Suppψ = {x ∈ Xrat | ψ(x) 6= 0}.
Since Γ acts on g by diagram automorphisms, it acts naturally on Λ+. We let EΓ denote the
subset of E consisting of those functions that are Γ-equivariant.
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For a Γ-invariant subset Y of Xrat, let YΓ denote the set of subsets of Y containing exactly
one point from each Γ-orbit in Y . For ψ ∈ EΓ and x ∈ (Suppψ)Γ, define
ψx : Xrat → Λ+, ψx(x) =
{
ψ(x) if x ∈ x,
0 if x 6∈ x.
For ψ ∈ E , we define
wtψ ..=
∑
x∈Suppψ ψ(x) ∈ Λ+.
If ψ ∈ EΓ, we define
wtΓ ψ ..= (wtψx)|hΓ for x ∈ (Suppψ)Γ
(this definition is independent of the choice of x).
For λ′ ∈ Λ, write λ′ = ∑i∈I kiαi, ki ∈ Q, as a linear combination of simple roots, and
define
ht λ′ ..=
∑
i∈I ki.
Similarly, for λ ∈ ΛΓ, write λ =
∑
i∈IΓ
kiαi, ki ∈ Q, as a linear combination of simple roots,
and define
htΓ λ ..=
∑
i∈IΓ
ki.
For ψ ∈ E (respectively, ψ ∈ EΓ), we define
htψ ..= ht(wtψ), (respectively, htΓ ψ ..= htΓ(wtΓ ψ)).
For λ′ ∈ Λ+ (respectively, λ ∈ Λ+Γ ), define Eλ′ ..= {ψ ∈ E | wtψ = λ′} (respectively,
EΓλ ..= {ψ ∈ EΓ | wtΓ ψ = λ}).
Since Γ acts freely on Xrat, the isotropy of any point of Xrat is trivial. Having fixed
a triangular decomposition of g, the irreducible finite-dimensional representations of g are
enumerated by the set Λ+ of dominant integral weights (by associating to a representation
its highest weight). Thus, by [NSS12, Th. 5.5], the irreducible finite-dimensional (g ⊗ A)Γ-
modules are enumerated by the set EΓ.
Definition 2.6 (Modules V Γ(ψ), V (ψ)). For ψ ∈ EΓ, we let V Γ(ψ) denote the corresponding
irreducible finite-dimensional (g⊗A)Γ-module. Similarly, for ψ ∈ E , we let V (ψ) denote the
corresponding irreducible finite-dimensional (g⊗ A)-module.
3. Global Weyl modules
In this section, we introduce our main object of study, the global Weyl module. Let
a be a reductive Lie algebra. Then, given a triangular decomposition a = n− ⊕ h ⊕ n+,
the irreducible finite-dimensional modules of a are naturally enumerated by the dominant
integral weights of a. For a dominant integral weight λ of a, let V (λ) denote the irreducible
a-module of highest weight λ and let vλ ∈ V (λ) be a highest weight vector.
Definition 3.1 (Partial order on Irr a). Suppose that V1 and V2 are finite-dimensional ir-
reducible a-modules. If we fix a triangular decomposition a = n− ⊕ h ⊕ n+, then Vi has a
highest weight λi, i = 1, 2. We say that V1 ≤ V2 if λ2 − λ1 lies in the positive root lattice of
a. This partial order is independent of the particular choice of triangular decomposition. It
induces a partial order on the set Irr a of isomorphism classes of finite-dimensional irreducible
a-modules.
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Let V be a direct sum of irreducible finite-dimensional a-modules. Thus we have a de-
composition
(3.1) V =
⊕
σ∈Irr a Vσ,
where Vσ is the σ isotypic component of V for σ ∈ Irr a. For τ ∈ Irr a, we define
(3.2) V 6≤τ ..=
⊕
σ∈Irr a, σ 6≤τ Vσ.
We will identify gΓ with the subalgebra gΓ ⊗ k = (g ⊗ k)Γ ⊆ (g ⊗ A)Γ. For a (g ⊗ A)Γ-
module V and λ ∈ h∗Γ (for some Cartan subalgebra hΓ of gΓ), we denote by Vλ the λ weight
space of V , where V is considered as a gΓ-module by restriction.
Definition 3.2 (Categories IΓ, IΓ≤τ and IΓ≤λ). Let IΓ denote the full subcategory of the
category of (g ⊗ A)Γ-modules whose objects are the modules whose restriction to gΓ are
direct sums of irreducible finite-dimensional gΓ-modules. For τ ∈ Irr gΓ, let IΓ≤τ denote the
full subcategory of IΓ whose objects consist of those modules whose σ isotypic components
are zero for σ ∈ Irr gΓ, σ 6≤ τ . That is, the objects of IΓ≤τ are (g ⊗ A)Γ-modules V whose
decomposition into isotypic components is of the form V =
⊕
σ≤τ Vσ. If we have fixed a
triangular decomposition of gΓ, then Irr gΓ can be identified with the set Λ+Γ of dominant
integral weights for gΓ. In this case, we will sometimes write IΓ≤λ instead of IΓ≤τ , where τ is
the isomorphism class of the gΓ-module of highest weight λ ∈ Λ+Γ . If Γ is the trivial group,
we often omit the superscripts Γ.
Lemma 3.3. If V is a direct sum of irreducible finite-dimensional a-modules, then so is the
tensor algebra T (V ) ..=
⊕∞
n=0 V
⊗n.
Proof. This follows from the fact that the action of a preserves each summand V ⊗n, which
clearly has the given property. 
Lemma 3.4. If V is a direct sum of irreducible finite-dimensional gΓ-modules, then the
induced module
(3.3) P Γ(V ) ..= UΓ ⊗U(gΓ) V
is a projective object in the category IΓ.
Proof. Consider the action of gΓ on g⊗A given by (restriction of) the adjoint action on the
first factor. Since g is a completely reducible gΓ-module, it follows that g ⊗ A is a direct
sum of irreducible finite-dimensional gΓ-modules. It is easily checked that gΓ preserves the
subalgebra (g ⊗ A)Γ, which therefore also has this property. Then, by Lemma 3.3, we see
that T ((g⊗A)Γ), and hence UΓ, are direct sums of irreducible finite-dimensional gΓ-modules.
Since the tensor product is distributive over direct sums, UΓ⊗kV is a direct sum of irreducible
finite-dimensional gΓ-modules, hence so is its quotient P Γ(V ). Thus P Γ(V ) ∈ Ob IΓ. The
fact that P Γ(V ) is projective in this category is a special case of a standard result proved in
[Hoc56, Lem. 2]. 
Definition 3.5 (Twisted global Weyl module W Γ(V )). Let V be an irreducible finite-
dimensional gΓ-module. The corresponding (twisted) global Weyl module is the (g ⊗ A)Γ-
module
W Γ(V ) ..= P Γ(V )/
(UΓ(P Γ(V ) 6≤[V ])),
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where [V ] ∈ Irr gΓ is the isomorphism class of V . Up to isomorphism, W Γ(V ) depends only
on the isomorphism class of V . If Γ is trivial, we will often drop the superscript Γ. It follows
immediately from Lemma 3.4 that, for all τ ∈ Irr gΓ and V ∈ τ , we have W Γ(V ) ∈ ObIΓ≤τ .
Given a triangular decomposition gΓ = n−Γ ⊕ h ⊕ n+Γ of gΓ, we use the notation V Γ(λ)
to denote the irreducible gΓ-module of highest weight λ ∈ Λ+Γ and vΓλ to denote a highest
weight vector in this module. If Γ is trivial, we omit the Γ superscripts.
Lemma 3.6. For any dominant integral weight λ ∈ Λ+Γ , we have
W Γ(λ) ..=W Γ(V Γ(λ)) =
(UΓ ⊗U(gΓ) V Γ(λ))/(UΓ(g+ ⊗ A)Γ ⊗ vΓλ).
We let wΓλ denote the image of 1 ⊗ vΓλ in the above quotient. Then W Γ(λ) is generated by
wΓλ .
Proof. Let V = V Γ(λ) and v = vΓλ . We need to show that
(3.4) UΓ(g+ ⊗A)Γ ⊗ v = UΓ(P Γ(V )) 6≤[V ].
It is clear from the definition of g+ that we have a weight decomposition
(g+ ⊗ A)Γ ⊗ v =⊕µ∈ΛΓ, µ6≤λ ((g+ ⊗ A)Γ ⊗ v)µ .
Thus the left-hand side of (3.4) is contained in the right-hand side.
It remains to prove the reverse inclusion. For this, it suffices to show that
P Γ(V )τ ⊆ UΓ(g+ ⊗A)Γ ⊗ v
for all τ 6≤ [V ]. Now,
P Γ(V ) = U−Γ U0ΓU+Γ ⊗ v =
(U−Γ U0Γ ⊗ v)+ (UΓ(g+ ⊗A)Γ ⊗ v)
and the first summand is contained in
⊕
µ≤λ P
Γ(V )µ. The second summand thus contains
all submodules of P Γ(V ) generated by vectors of weight µ for µ 6≤ λ, hence it contains
P Γ(V )τ . 
Remark 3.7. In the case where Γ is trivial, it follows from Lemma 3.6 that Definition 3.5
agrees with the usual definition of the untwisted global Weyl module (see [CFK10, §3.3]).
Furthermore, Definition 3.5 reduces to the definition of the twisted global Weyl module in
[FMS13, Def. 3.3] when A = C[t±1] and Γ acts on g by diagram automorphisms. Outside of
these cases, the general definition of the global Weyl module does not seem to have appeared
previously in the literature.
We conclude this section by giving a presentation of the global Weyl module in terms of
generators and relations.
Proposition 3.8. The global Weyl moduleW Γ(λ) is generated by the vector wΓλ with defining
relations
(3.5) (g+ ⊗ A)ΓwΓλ = 0, (h⊗ 1)wΓλ = λ(h)wΓλ , (fΓi ⊗ 1)λ(hi)+1wΓλ = 0, h ∈ hΓ, i ∈ IΓ.
Proof. That wΓλ satisfies the latter two relations follows immediately from the fact that v
Γ
λ
does, and for the first relation we only need to observe that the weights of W Γ(λ) lie in
λ−Q+Γ . To see that these are all the relations, let W be the (g⊗A)Γ-module generated by
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a vector w with the given relations, so that there is a surjective homomorphism of (g⊗A)Γ-
modules π1 : W → W Γ(λ), extending the assignment w 7→ wΓλ . By the relations in (3.5), the
vector w ∈ W generates a gΓ-submodule of W isomorphic to a quotient of V Γ(λ). Thus we
have a surjective homomorphism
π2 : P
Γ(V )→W, u1 ⊗U(gΓ) u2vΓλ 7→ u1u2w, u1 ∈ UΓ, u2 ∈ U(gΓ).
Since the gΓ-weights of W are bounded above by λ, it follows that P Γ(V )[V Γ(λ)] ⊆ ker(π2).
Thus π2 induces a map W
Γ(λ)→W inverse to π1. 
4. The Weyl functor
In this section we extend the definition of the Weyl functor defined in [CFK10] (in the
untwisted setting) to the twisted setting of equivariant map algebras. Throughout this
section we fix a triangular decomposition gΓ = n−Γ ⊕ hΓ ⊕ n+Γ .
The following lemma is a modification of the construction in [CFK10, §3.4]. Recall the
definition of U0Γ given in (2.3).
Lemma 4.1. The assignment
(uwΓλ)a
.
.= uawΓλ , for all a ∈ U0Γ, u ∈ UΓ,
defines a right action of U0Γ on W Γ(λ).
Proof. To prove that this action is well-defined, we must prove the implication
uwΓλ = u
′wΓλ =⇒ uawΓλ = u′awΓλ
for all u, u′ ∈ UΓ and a ∈ U0Γ. This is equivalent to proving that
(u− u′)wΓλ = 0 =⇒ (u− u′)awΓλ = 0
for all u, u′ ∈ UΓ and a ∈ U0Γ. For this, it suffices to show that the vectors awΓλ , a ∈ U0Γ,
satisfy the defining relations of wΓλ given in Proposition 3.8. It follows from the definition of
g0 that awΓλ ∈ W Γ(λ)λ. Hence each such vector must lie in the [V Γ(λ)]-isotypic component
of W Γ(λ), and so the relation (fΓi ⊗ 1)λ(hΓi )+1awΓλ = 0 must hold. Finally, (g+⊗A)ΓawΓλ = 0
since the weights of W Γ(λ) are bounded above by λ. 
Definition 4.2 (Algebra AλΓ). The set AnnU0Γ(w
Γ
λ) =
{
u ∈ U0Γ | uwΓλ = 0
}
is an ideal in the
(commutative) algebra U0Γ, and we define
(4.1) AλΓ
..= U0Γ/AnnU0Γ(wΓλ).
It follows from Definition 4.2 that W Γ(λ) is a (UΓ,AλΓ)-bimodule.
Lemma 4.3. Every inner automorphism of gΓ can be extended to an inner automorphism
of g commuting with the action of Γ.
Proof. Let σ be an inner automorphism of gΓ. Then σ acts trivially on the center of gΓ and so
it suffices to extend the restriction of σ to the semisimple part [gΓ, gΓ] of gΓ. This restriction
can be written in the form ead x1ead x2 · · · eadxn, where xi ∈ ([gΓ, gΓ])βi , i = 1, . . . , n, and each
βi is a (nonzero) root of [g
Γ, gΓ] (see, for example, [Hum75, Th. 27.5(e)]). Since g is a sum
of finite-dimensional irreducible gΓ-modules, the action of ad xi on g is nilpotent (since it
increases weights by βi) for all i = 1, . . . , n. Thus σ extends to an inner automorphism of
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g. Furthermore, since xi ∈ gΓ for each i = 1, . . . , n, this automorphism commutes with the
action of Γ on g. 
Proposition 4.4. Up to isomorphism, AλΓ depends only the isomorphism class of V
Γ(λ) and
not on the choice of triangular decomposition of gΓ.
Proof. Let Di = (n
±
Di
, hDi), i = 1, 2, be two triangular decompositions of g
Γ and fix a
finite-dimensional irreducible gΓ-module V . For i = 1, 2, let λi be the highest weights of
V with respect to the triangular decomposition Di and let vi be a highest weight vector.
By [Bou75, Ch. VIII, §5, no. 3, Prop. 5], there exists an inner automorphism σ of gΓ such
that σ(hD1) = hD2 and σ carries the positive root spaces to the positive root spaces. By
Lemma 4.3, we can extend σ to an inner automorphism of g, also denoted σ, which commutes
with the action of Γ. Thus, σ induces an automorphism of (g ⊗ A)Γ. For a gΓ-module (or
(g⊗A)Γ-module) W , let W σ denote the module obtained from W by twisting the action by
σ. That is, W σ is equal to W as a vector space, with action given by
(x, w) 7→ σ−1(x)w, x ∈ gΓ (respectively, x ∈ (g⊗ A)Γ), w ∈ W σ.
Then, in V σ, v1 is a highest weight vector with respect to D2 of highest weight λ1 ◦ σ−1.
Since σ is inner, V σ ∼= V (see, for instance, [Bou75, Ch. VIII, §7, no. 2, Rem. 1]) and
so λ1 ◦ σ−1 = λ2. Thus we have an isomorphism V σ ∼= V determined by v1 7→ v2. This
isomorphism maps uv1 to σ(u)v2 for all u ∈ U(gΓ).
We also have an isomorphism (UΓ)σ ∼= UΓ of (UΓ,U(gΓ))-bimodules, where (UΓ)σ has the
action twisted on both sides. This isomorphism maps u to σ(u) for all u ∈ (UΓ)σ. Thus we
have an isomorphism
(4.2) (UΓ)σ ⊗U(gΓ) V σ ∼= UΓ ⊗U(gΓ) V, u⊗ v1 7→ σ(u)⊗ v2,
of left UΓ-modules.
Now, σ(g0D1) = g
0
D2
, where g0Di denotes the centralizer Cg(hDi) for i = 1, 2. It follows
that σ
(U((g0D1 ⊗ A)Γ)) = U((g0D2 ⊗ A)Γ). Furthermore, the isomorphism (4.2) implies that
σ
(
AnnU((g0
D1
⊗A)Γ)(1⊗ v1)
)
= AnnU((g0
D2
⊗A)Γ)(1⊗ v2), completing the proof. 
Each weight space W Γ(λ)µ, µ ∈ ΛΓ, is a right AλΓ-submodule. In particular, W Γ(λ)λ is a
right AλΓ-module and
W Γ(λ)λ ∼= AλΓ as right AλΓ-modules.
Definition 4.5 (Twisted Weyl functorWΓλ). For λ ∈ Λ+Γ , we define the right exact (twisted)
Weyl functor (cf. [CFK10, §3.4], [FMS13, §4.1])
WΓλ : A
λ
Γ-mod→ IΓ≤λ, WΓλM =W Γ(λ)⊗Aλ
Γ
M, WΓλf = 1⊗ f,
for M ∈ ObAλΓ-mod, f ∈ MorAλΓ-mod. That WΓλM ∈ Ob IΓ≤λ for all M ∈ ObAλΓ-mod
follows from the fact that W Γ(λ) ∈ ObIΓ≤λ.
Lemma 4.6. For λ ∈ Λ+Γ and V ∈ ObIΓ≤λ, we have (AnnU0Γ(wΓλ))Vλ = 0.
Proof. Suppose v′ ∈ Vλ and let V ′ = U(gΓ)v′ be the gΓ-submodule of V generated by v′.
Since V ∈ ObIΓ≤λ, it follows that V ′ is finite-dimensional. Since v′ is a highest weight
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vector and V is a sum of irreducible finite-dimensional gΓ-modules, we see that V ′ ∼= V Γ(λ).
Identifying V ′ with V Γ(λ), we therefore have a linear map
ϕ : UΓ ⊗U(gΓ) V Γ(λ)→ V, u⊗ v 7→ uv, u ∈ UΓ, v ∈ V Γ(λ),
and
UΓ(g+ ⊗A)Γ ⊗ vΓλ ⊆ kerϕ.
Thus ϕ descends to a homomorphism ϕ¯ : W Γ(λ) → V mapping wΓλ to v′. Hence if u ∈
AnnU0
Γ
(wΓλ), we see that uv
′ = ϕ¯(uwΓλ) = ϕ¯(0) = 0. 
Note that
WΓλA
λ
Γ
∼= W Γ(λ) as (g⊗ A)Γ-modules,
and
(WΓλM)µ = W
Γ(λ)µ ⊗Aλ
Γ
M as vector spaces,
for λ ∈ Λ+Γ , µ ∈ ΛΓ and M ∈ ObAλΓ-mod.
Definition 4.7 (Twisted restriction functor RΓλ). By Lemma 4.6, the left action of U0Γ on
V ∈ Ob IΓ≤λ induces a left action of AλΓ on Vλ. We denote the resulting AλΓ-module by RΓλV .
For ψ ∈ HomIΓ≤λ(V, V ′), the restriction RΓλψ : Vλ → V ′λ is a morphism of AλΓ-modules. These
maps define the (twisted) restriction functor RΓλ : IΓ≤λ → AλΓ-mod. The functor RΓλ is exact
since restriction to a weight space is exact.
The following is a generalization of results that are known in the untwisted case (see
[CFK10, §3.6 and Prop. 5]).
Proposition 4.8. The functors WΓλ and R
Γ
λ have the following properties:
(a) RΓλW
Γ
λ
∼= IdAλ
Γ
-mod (isomorphism of functors);
(b) WΓλ is left adjoint to R
Γ
λ;
(c) the functor WΓλ maps projective objects to projective objects.
Proof. (a) For M ∈ ObAλΓ-mod, we have the following isomorphisms of left AλΓ-modules:
RΓλW
Γ
λM = (W
Γ
λM)λ = W
Γ(λ)λ ⊗Aλ
Γ
M ∼= AλΓ ⊗Aλ
Γ
M ∼= M.
(b) We must define natural transformations
ǫ : WΓλR
Γ
λ ⇒ IdIΓ≤λ, η : IdAλΓ-mod ⇒ R
Γ
λW
Γ
λ ,
such that, for each M ∈ ObAλΓ-mod and V ∈ Ob IΓ≤λ, we have the equality of morphisms
(4.3) IdWΓ
λ
M = ǫWΓ
λ
M ◦WΓλ(ηM), IdRΓλV = R
Γ
λ(ǫV ) ◦ ηRΓλV .
For M ∈ ObAλΓ-mod, define
ηM : M → RΓλWΓλM, m 7→ wΓλ ⊗m.
It is straightforward to verify that ηM is natural in M and thus the collection {ηM | M ∈
ObAλΓ-mod} does indeed define a natural transformation η : IdAλ
Γ
-mod ⇒ RΓλWΓλ .
For V ∈ Ob IΓ≤λ, define ǫV :WΓλRΓλV → V as follows. First, we regardW Γ(λ)⊗kRΓλV as a
left (g⊗A)Γ-module via the action of (g⊗A)Γ on W Γ(λ). Then it follows by Proposition 3.8
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that the assignment ǫ1 : W
Γ(λ) ⊗k RΓλV → V given by uwΓλ ⊗ v 7→ uv, u ∈ UΓ, is a well-
defined map of left (g ⊗ A)Γ-modules. To see that this map factors through to a map
ǫV :W
Γ
λR
Γ
λV → V we observe that, for a ∈ AλΓ and u ∈ UΓ, we have
ǫ1(uw
Γ
λa⊗ v) = ǫ1(uawΓλ ⊗ v) = uav = ǫ1(uwΓλ ⊗ av).
Again, it is straightforward to check that ǫV is natural in V .
Finally, we check the equalities in (4.3). For M ∈ ObAλΓ-mod and m ∈M , we have
(ǫWΓ
λ
M ◦WΓλ(ηM))(uwΓλ ⊗m) = ǫWΓλM(uw
Γ
λ ⊗ wΓλ ⊗m) = uwΓλ ⊗m,
and for V ∈ Ob IΓ≤λ, m ∈ RΓλV , we have
(RΓλ(ǫV ) ◦ ηRΓλV )(m) = R
Γ
λ(ǫV )(w
Γ
λ ⊗m) = m,
which establishes (4.3).
(c) This follows from the fact that WΓλ is left adjoint to a right exact functor (see, for
example, [HS97, Prop. II.10.2]). 
Corollary 4.9. For λ ∈ Λ+Γ , the global Weyl module W Γ(λ) is a projective object in IΓ≤λ.
Proof. This follows from Proposition 4.8(c) and the fact that WΓλA
λ
Γ = W
Γ(λ). 
By Proposition 4.8(a), we have
(4.4) WΓλM
∼=WΓλRΓλWΓλM for all M ∈ ObAλΓ-mod.
The following theorem gives a homological characterization of this property. In the untwisted
case (i.e. when Γ is trivial), it was proved in [CFK10, Th. 1].
Theorem 4.10. Let V ∈ Ob IΓ≤λ. Then V ∼= WΓλRΓλV if and only if, for each U ∈ Ob IΓ≤λ
with Uλ = 0, we have
HomIΓ≤λ(V, U) = 0, Ext
1
IΓ≤λ
(V, U) = 0.
Proof. First, let V ∈ ObIΓ≤λ with V ∼=WΓλRΓλV . Suppose that there is a homomorphism of
(g⊗A)Γ-modules ϕ : V → U , where U ∈ ObIΓ≤λ with Uλ = 0. By hypothesis V is generated
as a UΓ-module by RΓλV , but on the other hand RΓλϕ = 0. Hence, ϕ = 0.
To establish the second condition, let P be a projective object of AλΓ-mod equipped with
a surjective homomorphism π : P → RΓλV . Applying the right exact functor WΓλ yields a
surjective homomorphism of (g⊗ A)Γ-modules
1⊗ π :WΓλP →WΓλRΓλV ∼= V,
with WΓλP a projective module by Proposition 4.8(c). Take K = ker(1 ⊗ π) to obtain a
short exact sequence
(4.5) 0→ K →WΓλP → V → 0.
Now, K is generated by Kλ as a UΓ-module, being a homomorphic image of WΓλ(ker π),
which is itself generated by its λ weight space W Γ(λ)λ⊗Aλ
Γ
(ker π). Thus HomIΓ≤λ(K,U) = 0,
and it follows from the long exact sequence obtained by applying the functor HomIΓ≤λ(−, U)
to the sequence (4.5) that Ext1IΓ≤λ
(V, U) = 0.
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Conversely, let V ∈ ObIΓ≤λ satisfy the given vanishing conditions on Hom and Ext1.
Set V ′ = UΓVλ and observe that V/V ′ ∈ ObIΓλ with (V/V ′)λ = 0. Thus our hypothesis
implies that HomIΓ
λ
(V, V/V ′) = 0, so that V = V ′. We immediately see that the map
ǫV : W
Γ
λR
Γ
λV → V defined in the proof of Proposition 4.8 is surjective. Let U = ker(ǫV ), so
that Uλ = 0. Consider the short exact sequence
0→ U →WΓλRΓλV ǫV−→ V → 0.
The long exact sequence obtained by applying HomIΓ≤λ(−, U) now gives HomIΓ≤λ(U, U) = 0
and hence U = 0. Thus ǫV is an isomorphism, which completes the proof. 
5. Properties of global Weyl modules
This section marks the beginning of the second part of the current paper. For the remain-
der of the paper, we assume that Γ is a finite abelian group acting freely on Xrat and acting
on g by diagram automorphisms. (Note that Γ is a finite abelian group and acts freely on
Xrat in the case of (twisted) loop and multiloop algebras.) Under this additional assumption,
we shall deduce in this section some further properties of global Weyl modules and of the
algebra AΓλ. In particular, we will see that both are finitely generated. This generalizes the
results of [FMS13] (which considers the twisted loop algebra), but is new even in the case of
twisted multiloop algebras.
Fix a triangular decomposition g = n− ⊕ h ⊕ n+. Then, since Γ acts by diagram auto-
morphisms, we have an induced triangular decomposition gΓ = nΓ− ⊕ hΓ ⊕ nΓ+. We let R+
(respectively, Π) and R+Γ (respectively, ΠΓ) denote the sets of positive (respectively, simple)
roots of g and gΓ, respectively.
Lemma 5.1 ([Bou85a, Ch. V, §1, no. 9, Th. 2]). The algebra AΓ is finitely generated (as an
algebra) and Aξ is finitely generated as an A
Γ-module for all ξ ∈ Ξ.
Remark 5.2. Lemma 5.1 allows us to make a simplifying assumption as follows. Let Γ′ be
the subgroup of Γ acting trivially on g (equivalently, fixing the Dynkin diagram of g). Then
(g ⊗ A)Γ ∼= (g ⊗ AΓ′)Γ/Γ′ . By Lemma 5.1, AΓ′ is finitely generated. Thus, replacing A by
AΓ
′
and Γ by Γ/Γ′, we may assume without loss of generality that Γ acts faithfully on g
(equivalently, on the Dynkin diagram of g). Since Γ is abelian, this implies that Γ is either
trivial or is a cyclic group of order two or three.
Assumption 5.3. For the remainder of the paper, we will assume that Γ is a cyclic group
generated by an automorphism σ of the Dynkin diagram of g.
Lemma 5.4. Let ξ ∈ Ξ \ {0}. Then there exists a finite subset of Aξ that generates A as an
algebra.
Proof. Since A is finitely generated, it admits a finite generating set {a1, . . . , an}. Taking
homogeneous components of the elements in this set, we may assume that each ai is ho-
mogeneous (i.e. belongs to Aτ for some τ ∈ Ξ). Let m = |Γ|. By [NS, Lem. 4.4], we
have (Aξ)
m = Amξ = A0. Thus, we can write 1 =
∑k
ℓ=1 gℓ,1gℓ,2 · · · gℓ,m for some gℓ,s ∈ Aξ,
ℓ = 1, . . . , k, s = 1, . . . , m. Let S = {a1, . . . , an} ∪ {gℓ,s | ℓ = 1, . . . , k, s = 1, . . . , m}.
Now, suppose ai ∈ Aτ for τ 6= ξ. Since Γ (hence Ξ) is a cyclic group of order two or three
(see Remark 5.2), ξ generates Ξ. Thus we have −τ = (r − 1)ξ for some 1 ≤ r ≤ m. So
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τ+rξ = ξ. Now, ai = ai1 = ai
∑k
ℓ=1 gℓ,1gℓ,2 · · · gℓ,m. For ℓ = 1, . . . , k, let ai,ℓ = aigℓ,1 · · · gℓ,r ∈
Aξ and set S
′ = (S \ {ai})∪{ai,1, . . . , ai,k}. Then S ′ generates A and, compared with S, has
one fewer element lying outside Aξ. The result then follows by induction. 
Definition 5.5 (δi). For i ∈ IΓ, define
δi ..=


1, if g is of type A2n,
1, if g is not of type A2n but αi is a short root (i.e. |i| > 1),
|Γ|, if g is not of type A2n and αi is a long root (i.e. |i| = 1),
where we have identified IΓ with the set of Γ-orbits in I and |i| denotes the size of the orbit
i.
Definition 5.6 (Γi, ei ⊗ a, fi ⊗ a, hi ⊗ a). Let {ei, fi, hi}i∈I be a set of Chevalley generators
of g. For i ∈ I, let Γi = {γ ∈ Γ | γi = i} be the isotropy subgroup of i. Then, for a ∈ AΓi ,
let
ei ⊗ a ..=
∑
γ∈Γ/Γi
γ(ei ⊗ a) =
∑
γ∈Γ/Γi
eγi ⊗ γ(a) ∈ (n+ ⊗ A)Γ.
We define fi ⊗ a and hi ⊗ a similarly. Note that replacing i by another element in the same
Γ-orbit in I only changes the above elements by a scalar multiple.
The elements hi ⊗ a, i ∈ I, a ∈ AΓi , span (h⊗A)Γ. Now fix ξ ∈ Ξ\{0}. Since (Aξ)|Γ| = AΓ
(by [NS, Lem. 4.4]), we see that the elements hi ⊗ aδi , i ∈ IΓ, i ∈ i, a ∈ Aξ, also span (h⊗A)Γ.
For b an element of any associative algebra B, we denote by b(r) the divided power br/r!.
Lemma 5.7. Suppose that ℓ ∈ N, a ∈ Aξ for ξ ∈ Ξ \ {0}, and i ∈ IΓ. Let i ∈ i. Then there
exist q(i, a)s ∈ U((h⊗ A)Γ), s = 1, . . . , ℓ, such that the following statements hold:
(a) We have q(i, a)0 = 1 and q(i, a)s ∈ U((h⊗ k[a]s)Γ), where
k[a]s ..= {
∑s
i=0 cia
δii | c1, . . . , cs ∈ k} ⊆ A.
(b) If g is not of type A2n, or if g is of type A2n and αi is a long root, then
(5.1) (ei ⊗ aδi)(ℓ)(fi ⊗ 1)(ℓ+1) + (−1)ℓ+1
∑ℓ
s=0(fi ⊗ aδi(ℓ−s))q(i, a)s ∈ UΓ(n+ ⊗A)Γ.
(c) If g is of type A2n and αi ∈ R+Γ is the simple short root of gΓ, then
(5.2) (
√
2 ei ⊗ 1)(2ℓ+1)(yi ⊗ a)(ℓ+1) +
∑ℓ
s=0(
√
2 fi ⊗ aℓ−s+1)q(i, a)s ∈ UΓ(n+ ⊗A)Γ,
where yi = −[fi, fi+1] ∈ g1 and the subscript 1 here denotes the nonzero element of
Ξ.
Proof. The homomorphism of k-algebras k[t] → A given by t 7→ a extends to a homomor-
phism of Lie algebras g ⊗ k[t] → g ⊗ A. Applying this latter map to the formulas found
in [CFS08, Lem. 3.3] proves the lemma. Note that [CFS08, Lem. 3.3(iii)(a)] is incorrect.
To obtain the correct statement, one should replace tmk+ǫ in the power series x−n (u) in that
reference by tmk+ǫ+1. 
Theorem 5.8. For all λ ∈ Λ+Γ , AλΓ is a finitely generated algebra.
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Proof. If the action of Γ on g is trivial, then (g ⊗ A)Γ ∼= g ⊗ AΓ and the theorem follows
from [CFK10, Th. 2(i)]. Thus, we assume that Γ acts nontrivially on g. Fix ξ ∈ Ξ \ {0}, let
{a1, . . . , aN} ⊆ Aξ be generators of A as an algebra (see Lemma 5.4) and fix a generator ak
with 1 ≤ k ≤ N .
First, suppose either that g is not of type A2n and αi is any simple root of g
Γ, or that g is
of type A2n and αi is a long root of g
Γ (i.e. i 6= {n, n+ 1} when we identify IΓ with Γ-orbits
in I). For any homogeneous a ∈ AΓi, multiplying both sides of (5.1) by ei ⊗ a on the left
gives the following identity in UΓ:
(ei ⊗ a)(ei ⊗ aδik )(ℓ)(fi ⊗ 1)(ℓ+1) + (−1)ℓ+1
∑ℓ
s=0(hi ⊗ aaδi(ℓ−s)k )q(i, ak)s ∈ UΓ(n+ ⊗A)Γ.
Now suppose that ℓ ≥ λ(hi). In this case, we have (fi ⊗ 1)ℓ+1wΓλ = 0, and thus
(hi ⊗ aaδiℓk )wΓλ = −
(∑ℓ
s=1(hi ⊗ aaδi(ℓ−s)k )q(i, ak)s
)
wΓλ .
Iterating this argument, it follows that for all s1, . . . , sn ∈ N,
(5.3) (hi ⊗ aδis11 · · · aδisNN )wΓλ = H(i, s1, . . . , sN)wΓλ ,
where H(i, s1, . . . , sN) is a linear combination of finite products of elements of U((h⊗ A)Γ)
of the form (hi ⊗ aδiℓ11 · · · aδiℓnN ) with 0 ≤ ℓ1, . . . , ℓN < λ(hi). Therefore, the images of the
vectors
{(hi ⊗ aδiℓ11 · · · aδiℓNN ) : 0 ≤ ℓ1, . . . , ℓN < λ(hi)}
generate AλΓ.
Now let g be of type A2n and suppose that i corresponds to the orbit {n, n+ 1}, that is,
αi is the simple short root of g
Γ. Since the generators a1, . . . , aN lie in A1 (where 1 denotes
the nontrivial character of Γ), it follows that yi ⊗ ak ∈ (g ⊗ A)Γ. Let a ∈ A. Multiplying
both sides of (5.2) by
√
2 ei ⊗ a on the left gives
2ℓ+1(ei ⊗ a)(ei ⊗ 1)(2ℓ+1)(yi ⊗ ak)(ℓ+1) +
∑ℓ
s=0 2(hi ⊗ aaℓ−s+1k )q(i, ak)s ∈ UΓ(n+ ⊗A)Γ.
Now, we claim that for all ℓ ≥ ri ..= 12λ(hi), we have (yi ⊗ ak)ℓ+1wΓλ = 0, which implies that
(hi ⊗ aaℓ+1k )wΓλ = −
∑ℓ
s=1(hi ⊗ aaℓ−s+1k )q(n, ak)swΓλ .
Iterating this, we arrive again at (5.3) (with the upper bound λ(hi) on ℓj , 1 ≤ j ≤ N ,
replaced by ri + 1), and the result follows.
It remains to prove the claim. A straightforward calculation shows that [h, yi] = −2αi(h)yi
for all h ∈ h. Thus, (yi ⊗ ak)ri+1wΓλ has weight λ− (λ(hi) + 2)αi, and so it suffices to show
that λ− (λ(hi) + 2)αi is not a weight of W Γ(λ). Since W Γ(λ) is a direct sum of irreducible
finite-dimensional gΓ-modules, its weights (which all lie below λ) are invariant under the
action of the Weyl group of gΓ. But si(λ − (λ(hi) + 2)αi) = λ + 2αi does not lie below λ,
concluding the proof. 
Lemma 5.9. Suppose r ∈ N, a ∈ AΓ, α ∈ R+Γ , and {x−α , x+α , hα} is an sl2-triple in gΓ
corresponding to α. Then
(x+α ⊗ a)r(x−α ⊗ 1)r+1 −
∑r
s=0(x
−
α ⊗ ar−s)p(a, α)s ∈ U(gΓ ⊗ AΓ)(nΓ+ ⊗AΓ),
for some p(a, α)s ∈ U(hΓ ⊗ AΓ) ⊆ U((h⊗ A)Γ) with p(a, α)0 = 1.
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Proof. This follows from [CFK10, Lem. 5] (see also [Gar78, Lem. 7.5]), where we replace the
g and A there by gΓ and AΓ respectively. 
Theorem 5.10. For all λ ∈ Λ+Γ , the global Weyl module W Γ(λ) is a finitely generated right
AλΓ-module.
Proof. If the action of Γ on g is trivial, then (g⊗A)Γ ∼= g⊗AΓ and the theorem follows from
[CFK10, Th. 2(i)]. Thus we assume that Γ acts nontrivially on g.
Let {a1, . . . , as} be a finite set of generators of AΓ (see Lemma 5.1). By Proposition 3.8,
we have (n+ ⊗A)ΓwΓλ = 0, where wΓλ is the usual generator of W Γ(λ). We also have U((h⊗
A)Γ)wΓλ = w
Γ
λA
λ
Γ. Then the PBW theorem implies that
W Γ(λ) = U((n− ⊗ A)Γ)wΓλAλΓ.
For a positive root α ∈ R+Γ of gΓ, let {x+α , x−α , hα} ⊆ gΓ be a corresponding sl2-triple.
Claim 1: For all α ∈ R+Γ , we have
(x−α ⊗ AΓ)wΓλ ⊆ Span{(x−α ⊗ aℓ11 · · · aℓss )wΓλAλΓ | 0 ≤ ℓ1, . . . , ℓs < λ(hα)}.
Proof of Claim 1: Let r ≥ λ(hα) and 1 ≤ i ≤ s. By Lemma 5.9 we have∑r
s=0(x
−
α ⊗ ar−si )p(ai, α)swΓλ = (x+α ⊗ ai)r(x−α ⊗ 1)r+1wΓλ = 0.
Thus
(x−α ⊗ ari )wΓλ ∈ Span{(x−α ⊗ asi )wΓλAλΓ | 0 ≤ s < r}.
We then have, by induction, that
(x−α ⊗ ari )wΓλ ∈ Span{(x−α ⊗ aℓi)wΓλAλΓ | 0 ≤ ℓ < λ(hα)} for all r ≥ λ(hα).(5.4)
Now, for 1 ≤ i, j ≤ s and mi, mj ∈ N, we have
(hα ⊗ amjj )(x−α ⊗ amii )wΓλ =
(− 2x−α ⊗ amjj amii + (x−α ⊗ amii )(hα ⊗ amjj ))wΓλ(5.5)
∈ −2(x−α ⊗ amjj amii )wΓλ + (x−α ⊗ amii )wΓλAλΓ
and so
(x−α ⊗ amjj amii )wΓλ ∈ −12 (hα ⊗ a
mj
j )(x
−
α ⊗ amii )wΓλ + (x−α ⊗ amii )wΓλAλΓ
∈ Span{(hα ⊗ amjj )(x−α ⊗ aℓi)wΓλAλΓ, (x−α ⊗ aℓi)wΓλAλΓ | 0 ≤ ℓ < λ(hα)}
by (5.4). Then, using (5.5) with mi = ℓ, we have
(5.6) (x−α ⊗ amjj amii )wΓλ ∈ Span{(x−α ⊗ amjj aℓi)wΓλAλΓ, (x−α ⊗ aℓi)wΓλAλΓ | 0 ≤ ℓ < λ(hα)}.
Replacing j, i,mj , mi by i, j, ℓ,mj (respectively) in (5.6), we have
(x−α ⊗ aℓiamjj )wΓλ ∈ Span{(x−α ⊗ aℓiaℓjj )wΓλAλΓ, (x−α ⊗ aℓjj )wΓλAλΓ | 0 ≤ ℓj < h(hα)}.
Thus
(x−α ⊗ amjj amii )wΓλ ∈ Span{(x−α ⊗ aℓjj aℓii )wΓλAλΓ | 0 ≤ ℓi, ℓj < λ(hα)}.
Repeating the above argument gives
(5.7) (x−α ⊗ am11 · · · amss )wΓλ ∈ Span{(x−α ⊗ aℓ11 · · ·aℓss )wΓλAλΓ | 0 ≤ ℓi < λ(hα) ∀ i}.
Since {am11 · · ·amss | mi ≥ 0} is a spanning set of AΓ, Claim 1 follows.
Claim 2: As a right AλΓ-module, (n
′ ⊗ A)ΓwΓλ is finitely generated, where n′ ..=
⊕
α∈Π g−α.
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Proof of Claim 2: Let m be the order of the generator σ of Γ. This generator σ induces
a permutation of the simple roots of g. For a simple root β ∈ Π of g, we denote by
{y+β , y−β , hβ} ⊆ g a corresponding sl2-triple. A basis of (n′)Γ is given by the set
B0 ..= {y−β | β ∈ Π, σ(β) = β} ∪
{∑m−1
j=0 y
−
σj(β)
| β ∈ Π, σ(β) 6= β
}
.
If m = 2, we have a basis B0 ⊔ B1 of n′ where
B1 ..= {y−β − y−σ(β) | β ∈ Π, σ(β) 6= β}
consists of σ-eigenvectors of eigenvalue −1. If m = 3 we have a basis B0⊔B1⊔B2 of n′ where
B1 ..= {y−β + ηy−σ(β) + η2y−σ2(β) | β ∈ Π, σ(β) 6= β},
B2 ..= {y−β + η2y−σ(β) + ηy−σ2(β) | β ∈ Π, σ(β) 6= β}.
Here Bi, i = 1, 2, consists of σ-eigenvectors of eigenvalue ηi, where η is a primitive third root
of unity.
For each α ∈ ΠΓ, after multiplying by a scalar if necessary, we have x−α = y−βα (or x−α =√
κα
∑m−1
j=0 y
−
σj(βα)
) and hα = hβα (respectively, hα = κα
∑m−1
j=0 hσj (βα)) for some βα ∈ R+,
where κα = 2 if g is of type A2n and α is the simple short root of g
Γ, otherwise κα = 1. In
fact, the Γ-orbit of βα is uniquely determined by the condition βα|hΓ = α.
For the remainder of the proof, we restrict our attention to the case m = 2. The case
m = 3 is similar and will be omitted. We have
(5.8) (n′ ⊗ A)Γ = (n′0 ⊗ A0)⊕ (n′1 ⊗ A1),
where the subscript 1 denotes the nontrivial character of Γ. Furthermore, B1 is a basis of
n′1. By Lemma 5.1, we know that A1 is a finitely generated A
Γ-module. Let {b1, . . . , bk} be
a finite set of generators of this module. Now choose α ∈ ΠΓ such that σ(βα) 6= βα and set
β = βα. Then
{(y−β − y−σ(β))⊗ am11 · · · amss bi | mj ≥ 0, 1 ≤ i ≤ k} ⊆ n′1 ⊗ A1 ⊆ (n′ ⊗ A)Γ.
Furthermore, (hβ − hσ(β))⊗ bi ∈ (h⊗ A)Γ, and so ((hβ − hσ(β))⊗ bi)wΓλ ∈ wΓλAλΓ. Now,
(5.9) [hβ − hσ(β), x−α ] = [hβ − hσ(β), y−β + y−σ(β)] = −(κα + 1)(y−β − y−σ(β)).
This implies, for all mj ≥ 0, that
−(κα + 1)((y−β − y−σ(β))⊗ am11 · · · amss bi)wΓλ
= ((hβ − hσ(β))⊗ bi)(x−α ⊗ am11 · · ·amss )wΓλ − (x−α ⊗ am11 · · · amss )((hβ − hσ(β))⊗ bi)wΓλ
∈ ((hβ − hσ(β))⊗ bi)(x−α ⊗ am11 · · · amss )wΓλ − (x−α ⊗ am11 · · · amss )wΓλAλΓ
⊆ (hβ − hσ(β))⊗ bi) Span{(x−α ⊗ aℓ11 · · · aℓss )wΓλAλΓ | 0 ≤ ℓi < λ(hα)}
+ Span{(x−α ⊗ aℓ11 · · · aℓss )wΓλAλΓ | 0 ≤ ℓi < λ(hα) ∀ i} (by (5.7))
⊆ Span{((y−β − y−σ(β))⊗ aℓ11 · · · aℓss bi)wΓλAλΓ, (x−α ⊗ aℓ11 · · · aℓss )wΓλAλΓ | 0 ≤ ℓi < λ(hα) ∀ i},
where the last containment follows from (5.9). Since κα + 1 6= 0 and A1 is spanned by
elements of the form am11 · · · amss bi, we see that ((y−β − y−σ(β))⊗ A1)wΓλ is contained in
Span{((y−β − y−σ(β))⊗ aℓ11 · · · aℓss bi)wΓλAλΓ, (x−α ⊗ aℓ11 · · ·aℓss )wΓλAλΓ | 0 ≤ ℓj < λ(hα), 1 ≤ i ≤ k}.
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Claim 2 now follows from (5.8) and the above arguments.
Completion of the proof of Theorem 5.10: We continue to assume that m = 2, the case
m = 3 being similar. Define
D0 ..= {z ⊗ aℓ11 · · · aℓss | z ∈ B0, 0 ≤ ℓj < λ(hα) ∀ j} and
D1 ..= {z ⊗ aℓ11 · · · aℓss bi | z ∈ B1, 0 ≤ ℓj < λ(hα) ∀ j, 1 ≤ i ≤ k}.
Let D = D0∪D1. We claim that U((n′⊗A)Γ)nwΓλ ⊆
∑n
ℓ=0DℓwΓλAλΓ for all n ∈ N+. The result
is true for n = 1 by the above. Assume that it is true for some n ≥ 1. Let u ∈ (n′⊗A)Γ and
u˜ ∈ U((n′ ⊗ A)Γ)n. Then, by assumption, we have u˜wΓλ ∈ u′wΓλAλΓ for some u′ ∈
∑n
ℓ=0Dℓ.
Then we have
uu˜wΓλ ∈ uu′wΓλAλΓ = ([u, u′]wΓλ + u′uwΓλ)AλΓ
⊆ U((n′ ⊗A)Γ)nwΓλAλΓ + u′(DwΓλ)AλΓ ⊆
∑n+1
ℓ=1 DℓwΓλAλΓ.
Thus our claim holds by induction.
Now,
[(n′ ⊗A)Γ, (n′ ⊗ A)Γ] = [n′0 ⊗ A0 + n′1 ⊗A1, n′0 ⊗A0 + n′1 ⊗ A1]
=
(
([n′0, n
′
0] + [n
′
1, n
′
1])⊗ A0
)⊕ ([n′0, n′1]⊗A1)
= ([n′, n′]⊗A)Γ,
where, in the second equality, we have used that A21 = A0 by [NS, Lem. 4.4]. Since n
′
generates n−, an easy inductive argument then shows that U((n− ⊗ A)Γ)1 ⊆ U((n′ ⊗ A)Γ)N
for some N ∈ N+. Thus, for n ∈ N+, we have
U((n− ⊗ A)Γ)nwΓλ ⊆ U((n′ ⊗ A))NnwΓλ ⊆
∑Nn
ℓ=0DℓwΓλAλΓ.
Now, all gΓ-weights of n− ⊗A are nonzero (this follows from the fact that D is a basis of
n′ ⊗ A and all of its elements have nonzero gΓ-weight) and the set of gΓ-weights occurring
in W Γ(λ) is finite. Thus, there exists an M ∈ N such that U((n− ⊗ A)Γ)nwΓλAλΓ = W Γ(λ)
for all n ≥ M . Therefore ∑NMℓ=1 DℓwΓλAλΓ = W Γ(λ) and so W Γ(λ) is finitely generated as an
AλΓ-module. 
Theorems 5.8 and 5.10 are generalizations of [CFK10, Th. 2(i)], which gives the result in
the untwisted setting (i.e. when Γ is trivial).
We have the following immediate corollary.
Corollary 5.11. If M is a finite-dimensional AλΓ-module, then W
Γ
λM is finite-dimensional.
It is straightforward to show that if V ∈ Ob IΓ and, for some λ ∈ Λ+Γ , we have dimVλ = 1,
wt V ⊆ λ−Q+Γ and U((g⊗ A)Γ)Vλ = V , then V has a unique irreducible quotient.
The following is a generalization of [CFK10, Prop. 8] and a refinement of Theorem 4.10.
Corollary 5.12. Let V ∈ ObIΓ≤λ with dimVλ <∞. Then V ∼=WΓλRΓλV if and only if
(5.10) HomIΓ≤λ(V, U) = 0 and Ext
1
IΓ≤λ
(V, U) = 0
for all irreducible finite-dimensional U ∈ Ob IΓ≤τ with Uλ = 0.
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Proof. The forward implication holds by Theorem 4.10. To prove the reverse implication,
assume V ∈ Ob IΓ≤λ satisfies (5.10) for all irreducible finite-dimensional U ∈ ObIΓ≤λ with
Uλ = 0. As in the proof of Theorem 4.10, we see that V = U((g ⊗ A)Γ)Vλ. The map ǫV of
the proof of Proposition 4.8 is surjective since V is generated by its highest weight space.
Thus we have a short exact sequence
(5.11) 0→ K →WΓλVλ ǫV−→ V → 0.
By Corollary 5.11, dimWΓλVλ <∞ and so dimK <∞ and Kλ = 0. If K 6= 0, then there ex-
ists some irreducible finite-dimensional U ∈ ObIΓ≤λ with Uλ = 0 such that Hom(g⊗A)Γ(K,U) 6=
0. A straightforward argument using the long exact sequence obtained from (5.11) by apply-
ing the contravariant left exact functor Hom(g⊗A)Γ(−, U) then yields a contradiction. Thus
K = 0 and hence V ∼=WΓλVλ =WΓλRΓλV . 
Definition 5.13 (Map VΓλ). Since A
λ
Γ is a finitely generated commutative algebra, any
irreducible finite-dimensional AλΓ-module M has dimension one. For such an A
λ
Γ-module M ,
we let VΓλM denote the unique irreducible quotient of W
Γ
λM , which is finite-dimensional by
Corollary 5.11. This defines a map VΓλ from the set of irreducible A
λ
Γ-modules to the set of
irreducible finite-dimensional (g⊗ A)Γ-modules.
Recall the definition of V (ψ) and V Γ(ψ) from Definition 2.6.
Definition 5.14 (Modules M(ψ) and MΓ(ψ)). For ψ ∈ Eλ′ (respectively, ψ ∈ EΓλ ), define
M(ψ) ..= Rλ′V (ψ) (respectively, M
Γ(ψ) ..= RΓλV
Γ(ψ)).
Proposition 5.15. (a) The global Weyl module W Γ(λ) is the zero module, and hence the
algebra AλΓ is the zero algebra, if λ ∈ Λ+Γ is not the restriction of some element of Λ+.
(b) For all ψ ∈ EΓλ , we have V Γ(ψ) ∼= VΓλMΓ(ψ).
(c) For all λ ∈ Λ+Γ , the maps VΓλ and RΓλ induce mutually inverse bijections between
the set of irreducible finite-dimensional (g ⊗ A)Γ-modules whose highest weight as a
gΓ-module is λ and the set of irreducible finite-dimensional AλΓ-modules.
(d) The map ψ 7→ [MΓ(ψ)] is a bijection from EΓλ to the set of isomorphism classes of
irreducible finite-dimensional AλΓ-modules.
Proof. (a) Suppose λ ∈ Λ+Γ . The irreducible (one-dimensional) AλΓ-modules are of the
form M = AλΓ/m for some maximal ideal m of A
λ
Γ. By Nakayama’s Lemma, W
Γ
λM =
W Γ(λ)/mW Γ(λ) is zero if and only if the global Weyl module W Γ(λ) is zero. By Corol-
lary 5.11, WΓλM is finite-dimensional. If it is nonzero, it has some nonzero irreducible
finite-dimensional quotient V whose highest gΓ weight is also λ. By [NSS12, Th. 5.5], V is a
tensor product of evaluation representations (corresponding to representations of g). Thus,
its highest weight must be a restriction of a weight of g.
(b) As in the proof of Proposition 4.8, we have a (nonzero) surjective map
WΓλM
Γ(ψ) =WΓλR
Γ
λV
Γ(ψ)։ V Γ(ψ).
Thus V Γ(ψ) must be isomorphic to the unique irreducible quotient VΓλM
Γ(ψ) ofWΓλM
Γ(ψ).
(c) Let λ ∈ Λ+Γ . By [NSS12, Th. 5.5], every irreducible finite-dimensional (g⊗A)Γ-module
with highest weight λ is of the form V Γ(ψ) for some ψ ∈ EΓλ . Thus, by part (b), we have that
VΓλR
Γ
λ is the identity map on the set of such modules. Now, for an irreducible A
λ
Γ-module
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M , we have that
RΓλV
Γ
λM = (V
Γ
λM)λ = (W
Γ
λM)λ = R
Γ
λW
Γ
λM = M.
(d) By [NSS12, Th. 5.5], the map ψ 7→ V Γ(ψ) is bijection from EΓλ to the set of irreducible
finite-dimensional (g ⊗ A)Γ-modules with highest weight λ. Then the result follows from
part (c). 
Remark 5.16. The condition in Proposition 5.15(a) that λ be the restriction of a g weight
is only relevant in the case where g is of type A2n (and Γ acts nontrivially on g). In this
case, the restriction condition amounts to requiring that when λ is written as a sum of
fundamental weights, its coefficient for the fundamental weight corresponding to the short
root be even. If g is not of type A2n, then the restriction map Λ
+ → Λ+Γ is surjective (see
Lemma 6.6(a)).
The proof of the following theorem will be given at the end of Section 7. Part (b) was
first proved in [FMS13, Th. 6.5]. However, we will provide some details omitted there.
Theorem 5.17. Suppose k = C and assume that Γ is abelian, acting freely on Xrat and
acting on g by diagram automorphisms.
(a) If A is the coordinate algebra of a smooth complex algebraic variety and λ is a fun-
damental weight of gΓ, then the global Weyl module W Γ(λ) is a projective AλΓ-module. If, in
addition, AλΓ is a generalized Laurent polynomial ring C[t
±1
1 , . . . , t
±1
n , s1, . . . , sm], n,m ∈ N,
then the global Weyl module W Γ(λ) is a free AλΓ-module.
(b) If A = C[t±1], then W Γ(λ) is a free AλΓ-module for all λ ∈ Λ+Γ , and its rank is equal
to the dimension of any local Weyl module.
Remark 5.18. The condition that AλΓ is a generalized Laurent polynomial ring can be veri-
fied in specific cases using the explicit realization of AλΓ given in Section 8 (see Theorem 8.5).
6. Twisting functors
In this section we recall the twisting functors introduced in [FKKS12] and prove some
facts related to them that will be used in the sequel. We continue to assume that Γ is cyclic,
acts freely on Xrat, and acts faithfully on g by diagram automorphisms (see Remark 5.2).
We define the support of an ideal J of A to be
Supp J ..= {m ∈ maxSpecA | J ⊆ m} ∼= maxSpec(A/J).
Note that the support of an ideal is often defined to be the set of prime (rather than maximal)
ideals containing it. So our definition is more restrictive. When we refer to the codimension
of an ideal of an algebra, we mean its codimension as a k-vector space (and not, for instance,
some geometric codimension).
Lemma 6.1. All ideals of (g ⊗ A)Γ are of the form (g ⊗ J)Γ = ⊕ξ∈Ξ gξ ⊗ J−ξ, where
J =
⊕
ξ∈Ξ Jξ is a Γ-invariant ideal of A.
Proof. This is proved in [Sav, Prop. 7.1] in the more general setting of Lie superalgebras. 
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Definition 6.2 (Support). It follows from Lemma 6.1 that the annihilator of any (g⊗A)Γ-
module V is of the form (g⊗J)Γ for a unique Γ-invariant ideal J of A. We denote this ideal
J by AnnΓA V . Thus
AnnΓA V
..= 〈f ∈ A | uV = 0 for all u ∈ (g⊗ A)Γ ∩ (g⊗ f)〉.
We define the support of V to be
SuppΓA V
..= SuppAnnΓA V.
When the group Γ is trivial, we will often omit the superscript Γ.
Let X∗ denote the set of finite subsets of Xrat that do not contain two points in the same
Γ-orbit.
Definition 6.3 (Categories Fx and FΓx ). For x ∈ X∗, let Fx denote the full subcategory of
the category of (g⊗A)-modules whose objects are finite-dimensional (g⊗A)-modules V with
SuppA V ⊆ x. Similarly, let FΓx be the full subcategory of the category of (g⊗A)Γ-modules
whose objects are finite-dimensional (g⊗A)Γ-modules V with SuppΓA V ⊆ Γ · x.
If V is a finitely supported (g⊗ A)-module and V Γ denotes the corresponding (g⊗ A)Γ-
module obtained by restriction, then it is clear that SuppΓA V
Γ = Γ · SuppA V .
Definition 6.4 (Twisting functors T and Tx ([FKKS12, Def. 2.8])). We have a natural
twisting functor T from the category of (g⊗A)-modules to the category of (g⊗A)Γ-modules,
defined by restriction. For any x ∈ X∗, we have the induced functor Tx : Fx → FΓx .
Proposition 6.5 ([FKKS12, Th. 2.10]). For x ∈ X∗, the functor Tx : Fx → FΓx is an iso-
morphism of categories. Furthermore, for ψ ∈ EΓ with x ∈ (Suppψ)Γ, we have Tx(V (ψx)) =
V Γ(ψ).
Proof. This follows immediately from [FKKS12, Th. 2.10] after the straightforward verifica-
tion that (ψx)
Γ = ψ in the notation of that theorem. 
Let ωi be the fundamental weight of g corresponding to i ∈ I. So we have Λ+ =
∑
i∈I Nωi.
Recall that the set of nodes IΓ of the Dynkin diagram of g
Γ can be naturally identified with
the set of Γ-orbits in I (and we will equate the two in what follows). For i ∈ IΓ, we define
(6.1) ei ..=
√
κi
∑
i∈i ei, fi
..=
√
κi
∑
i∈i fi, hi
..= κi
∑
i∈i hi,
where κi = 2 if g is of type A2n, Γ acts nontrivially on g and i corresponds to the short root
of gΓ (which is of type Bn). Otherwise, κi = 1. Then {ei, fi, hi} is an sl2-triple for each
i ∈ IΓ and these triples generate gΓ. We refer the reader to [Kac90, §8.3] for details.
We let αi and ωi denote the simple root and fundamental weight, respectively, of g
Γ
corresponding to i ∈ IΓ. Thus
(6.2) ΛΓ =
⊕
i∈IΓ
Zωi, Λ
+
Γ =
⊕
i∈IΓ
Nωi, QΓ =
⊕
i∈IΓ
Zαi, Q
+
Γ =
⊕
i∈IΓ
Nαi
are the integral weight lattice, dominant integral weight lattice, root lattice, and positive
root lattice of gΓ respectively.
We conclude this section with a lemma collecting some technical results that will be used
in the sequel.
Lemma 6.6. Suppose that Γ acts nontrivially on g by diagram automorphisms.
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(a) For all i ∈ I, we have αi|hΓ = αΓi and ωi|hΓ = κΓiωΓi.
(b) For all ψ ∈ EΓ and x ∈ (Suppψ)Γ, we have htΓ ψ = htψx.
(c) Let λ′ ∈ Λ+ and set λ ..= λ′|hΓ. Then, for V ∈ Ob I≤λ′, we have T(V ) ∈ Ob IΓ≤λ and
Vλ′ = T(V )λ as vector spaces.
Proof. (a) This is a straightforward computation and will be omitted.
(b) Suppose ψ ∈ EΓ and choose x ∈ (Suppψ)Γ. Then
htΓ ψ = htΓ
(
(wtψx)|hΓ
)
= htwtψx = htψx,
where the second equality follows from part (a).
(c) Let V ∈ ObI≤λ′ . Then the g-weights of V lie in λ′ − Q+, where Q+ is the positive
root lattice of g. By part (a), the gΓ-weights of T(V ) lie in λ−Q+Γ and so T(V ) ∈ ObIΓ≤λ.
The second part of the statement follows easily. 
7. Local Weyl modules
In this section we define local Weyl modules and prove some of their important properties.
We continue to assume that Γ is cyclic, acts freely on Xrat and acts faithfully on g by diagram
automorphisms. We will also assume that the action of Γ on g is nontrivial, since the case
of trivial action has been covered in [CFK10]. Recall the definition of the M(ψ) and MΓ(ψ)
from Definition 5.14.
Definition 7.1 (Local Weyl modules W (ψ) and W Γ(ψ)). Let ψ ∈ E (respectively, ψ ∈ EΓ)
and set λ′ = wtψ (respectively, λ = wtΓ ψ). The corresponding untwisted (respectively,
twisted) local Weyl module is W (ψ) ..=Wλ′M(ψ) (respectively, W
Γ(ψ) ..=WΓλM
Γ(ψ)).
Lemma 7.2. If J =
⊕
ξ∈Ξ Jξ is a Γ-invariant ideal of A, then AτJξ = Jτ+ξ for all τ, ξ ∈ Ξ.
Proof. Fix τ, ξ ∈ Ξ. Since J is an ideal, we have AτJξ ⊆ Jτ+ξ. Now choose a ∈ Jτ+ξ. By
[NS, Lem. 4.4], we have AτA−τ = A0. Thus Jτ+ξ = A0Jτ+ξ = AτA−τJτ+ξ ⊆ AτJξ. 
Lemma 7.3. Suppose that J0 is an ideal of A0 = A
Γ. Then the ideal of (g⊗ A)Γ generated
by gΓ ⊗ J0 is (g⊗ J)Γ, where J =
⊕
ξ∈ΞAξJ0 is the ideal of A generated by J0.
Proof. By Lemma 6.1, the ideal of (g⊗A)Γ generated by gΓ ⊗ J0 is of the form (g⊗ J ′)Γ =⊕
ξ∈Ξ gξ ⊗ J ′−ξ for some Γ-invariant ideal J ′ of A. Clearly we have J0 ⊆ J ′0 and so J ⊆ J ′.
By Lemma 7.2, (g ⊗ J)Γ is an ideal of (g ⊗ A)Γ containing gΓ ⊗ J0, and so we must have
J ′ ⊆ J . 
For ψ ∈ E , define
(7.1) J(ψ) ..=
∏
m∈Suppψ m.
If ψ ∈ EΓ, then J(ψ) is clearly Γ-invariant. Recall the definition of YΓ for a Γ-invariant
subset Y ⊆ Xrat given in Definition 2.5.
Proposition 7.4. For ψ ∈ EΓ, the ideal (g ⊗ J(ψ)k)Γ annihilates the local Weyl module
W Γ(ψ) for some positive integer k. In particular, W Γ(ψ) ∈ FΓ
x
for x ∈ (Suppψ)Γ.
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Proof. Let λ = wtΓ ψ, fix a nonzero element m ∈MΓ(ψ) and let J = J(ψ).
First suppose that g is not of type A2n. Let θ be the highest root of g and let {eθ, fθ, hθ}
be a corresponding sl2-triple. Then {eθ, fθ, hθ} ⊆ gΓ and this set forms an sl2-triple corre-
sponding to θΓ ..= θ|hΓ, which is the highest root of gΓ. One can see from Proposition 3.8
(see also [CFK10, Prop. 4]) that there is a map of (gΓ ⊗ AΓ)-modules from the untwisted
global Weyl module for gΓ ⊗ AΓ to the twisted global Weyl module for (g⊗ A)Γ that maps
wλ to w
Γ
λ . Thus, applying [CFK10, Prop. 9] (see also [CFS08, Prop. 4.1]) with g
Γ in place
of g and AΓ in place of A, we have
(7.2)
(
fθ ⊗ aλ(hθ)
)
(wΓλ ⊗m) = 0, a ∈ JΓ.
Since [fθ, n
−] = 0 and U ((n− ⊗A)Γ) (wΓλ ⊗m) = W Γ(ψ), we have(
fθ ⊗ aλ(hθ)
)
W Γ(ψ) = 0, a ∈ JΓ.
Since gΓ is simple and the annihilator of W Γ(ψ) in gΓ ⊗ AΓ is an ideal, it follows that
gΓ⊗ aλ(hθ) annihilates W Γ(ψ) for all a ∈ JΓ = J0. By Lemma 6.1, the annihilator of W Γ(ψ)
is of the form (g⊗J ′)Γ for some Γ-invariant ideal J ′ of A. By the above, we have aλ(hθ) ∈ J ′0
for all a ∈ J0. By [AKL94, Th. 5], this implies that (J0)λ(hθ) ⊆ J ′0. Let K be the ideal of A
generated by (J0)
λ(hθ). For ξ ∈ Ξ, we have
Kξ = Aξ(J0)
λ(hθ) = Jξ(J0)
λ(hθ)−1 = (Jλ(hθ))ξ,
where the second equality holds by Lemma 7.2 and the third equality holds by [NS, Lem. 4.4].
Thus K = Jλ(hθ). By Lemma 7.3, the ideal of (g⊗A)Γ generated by g⊗ (J0)λ(hθ) is equal to
(g⊗K)Γ. Thus we have Jλ(hθ) = K ⊆ J ′.
Now suppose that g is of type A2n. Let βΓ denote the highest root of g
Γ (which is of type
Bn) and β
s
Γ the highest short root. We let {eβΓ , fβΓ, hβΓ} be an sl2-triple in gΓ corresponding
to βΓ. Since Γ is of order two, g decomposes into g
Γ ⊕ g1. By [Kac90, Prop. 8.3d], we know
that g1 is a simple g
Γ-module of highest weight 2
∑
i∈IΓ
αi ([Kac90, §8.3, Table]), which is
equal to 2βsΓ (see, for example, [Hum72, §12.2, Table 2]).
Recall that {ei, fi, hi} is an sl2-triple in g corresponding to the simple root αi ∈ R+, i ∈ I.
Then, for 1 ≤ i ≤ n,
(7.3) f1 =
√
κ1(f1 + f2n) ∈ gΓ and fi − f2n+1−i ∈ g1.
Before completing the proof of the proposition, we develop some additional ideas specific to
the A2n case. Since g
Γ is of type Bn, 2β
s
Γ − βΓ is the simple root α1. On the other hand, it
follows from Lemma 6.6(a) that the weight of f1 − f2n is −α1. Consider the vector
[fβΓ , f1 − f2n] ∈ (g1)−2βsΓ,
which we claim is nonzero. Assuming the claim, we see that [fβΓ , f1 − f2n] spans the lowest
weight space of g1 as a g
Γ-module, since simple finite-dimensional modules for Bn are self-
dual. Therefore
(7.4)
[U(nΓ+), [fβΓ, f1 − f2n]] = g1,
that is, [fβΓ, f1 − f2n] generates g1 as an nΓ+-module.
To see that [fβΓ, f1 − f2n] 6= 0, let w ∈ (g1)−2βsΓ . Since [hβΓ , w] = −2βsΓ(hβΓ)w = −2w, it
follows that [eβΓ, w] is a nonzero weight vector of weight −α1. Now this weight space has
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dimension 1, for the following reason. First, a straightforward computation shows that
s2s3 · · · sn−1snsn−1 · · · s3s2s1(−α1) = α1 + 2α2 + · · ·+ 2αn = βΓ
and so −α1 is in the Weyl group orbit of βΓ. Now the dimension of the βΓ weight space of
the Verma module of highest weight 2βsΓ is one, the number of ways of writing 2β
s
Γ−βΓ = α1
as a sum of positive roots. Thus V (2βsΓ)βΓ has dimension at most 1. On the other hand,
since βΓ is a dominant weight lying below the highest weight of V (2β
s
Γ), the dimension is
also at least 1, and thus dimk V (2β
s
Γ)βΓ = 1. Because βΓ is Weyl conjugate to −α1, it follows
that dimV (2βsΓ)−α1 = 1 and so [eβΓ, w] is a nonzero constant multiple of f1 − f2n. Since
[fβΓ , [eβΓ, w]] is a nonzero multiple of w, we see that [fβΓ , f1 − f2n] 6= 0, which proves the
claim and establishes (7.4).
Now, the set of weights µΓ ∈ ΛΓ with −βΓ > µΓ > −2βsΓ is empty since the difference
2βsΓ − βΓ is the simple root α1, and so it follows that
(7.5) [(n−)1, fβΓ] = Spank[fβΓ, f1 − f2n].
Finally, we observe that
(7.6) [n−, [fβΓ, f1 − f2n]] = 0.
To see this, note that [nΓ−, [fβΓ , f1−f2n]] = 0 since any vector in this space would be a vector
in g1 of g
Γ-weight strictly lower than the lowest weight. On the other hand, [(n−)1, [fβΓ , f1−
f2n]] = 0 since any vector in this space would be a vector in g
Γ of gΓ-weight strictly lower
than −2βsΓ ≤ −βΓ.
To complete the proof of the proposition in the case where g is of type A2n, we will
generalize the arguments used in [CFS08, Prop. 4.1], where the proposition was proved for
the twisted loop algebra. Recall that we have decompositions g = gΓ ⊕ g1 and J = J0 ⊕ J1,
and so again by [NS, Lem. 4.4], we have
(g⊗ Jr)Γ = (gΓ ⊗ (J0)r)⊕ (g1 ⊗ J1(J0)r−1) for r ≥ 1.
Thus it suffices to show that (
gΓ ⊗ (J0)k
)
W Γ(ψ) = 0 and(7.7) (
g1 ⊗ J1(J0)k
)
W Γ(ψ) = 0,(7.8)
for sufficiently large k. As in (7.2) we obtain(
fβΓ ⊗ aλ(hβΓ )
)
(wΓλ ⊗m) = 0, a ∈ J0.
Using the fact that fβΓ is a lowest weight vector for the adjoint representation of g
Γ, it
follows, once again using [AKL94, Th. 5], that
(7.9)
(
gΓ ⊗ (J0)λ(hβΓ )
)
(wΓλ ⊗m) = 0.
In particular,
(7.10)
(
f1 ⊗ (J0)λ(hβΓ )
)
(wΓλ ⊗m) = 0.
Since [h1 − h2n, f1] = −(2 + δ1,n)√κ1(f1 − f2n) ∈ g1, we have(
(f1 − f2n)⊗ J1(J0)λ(hβΓ )
)
(wΓλ ⊗m) =
(
[h1 − h2n, f1]⊗ J1(J0)λ(hβΓ)
)
(wΓλ ⊗m)
=
[
(h1 − h2n)⊗ J1, f1 ⊗ (J0)λ(hβΓ )
]
(wΓλ ⊗m).
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Thus
(7.11)
(
(f1 − f2n)⊗ J1(J0)λ(hβΓ )
)
(wΓλ ⊗m) = 0,
by (7.10) and the fact that (h1 − h2n)⊗ J1 ⊆ (h⊗ A)Γ acts by scalar multiplication on the
highest weight vector wΓλ ⊗m.
By (7.9) and (7.11), we have
(7.12)
(
[fβΓ, f1 − f2n]⊗ J1(J0)2λ(hβΓ )
)
(wΓλ ⊗m)
=
[
fβΓ ⊗ (J0)λ(hβΓ ), (f1 − f2n)⊗ J1(J0)λ(hβΓ )
]
(wΓλ ⊗m) = 0.
By (7.6), [n−, [fβΓ, f1−f2n]] = 0. Thus, again using the fact thatW Γ(ψ) = U((n−⊗A)Γ)(wΓλ⊗
m), we have that (
[fβΓ, f1 − f2n]⊗ J1(J0)2λ(hβΓ )
)
W Γ(ψ) = 0.
By (7.4), [fβΓ, f1 − f2n] generates g1 as an nΓ+-module, which now establishes (7.8).
Combining (7.5), (7.6) and (7.9), we see that(
fβΓ ⊗ (J0)k
)
)W Γ(ψ) ⊆ U((n− ⊗ A)Γ) ([fβΓ , f1 − f2n]⊗ J1(J0)k) (wΓλ ⊗m) = 0
for k ≥ 2λ(hβΓ), where the last equality follows by (7.12). Again since fβΓ is a lowest weight
vector for the adjoint representation of gΓ, we have
(gΓ ⊗ (J0)k)W Γ(ψ) = 0 for k ≥ 2λ(hβΓ),
which establishes (7.7) and completes the proof. 
Lemma 7.5. A (g ⊗ A)Γ-module V is isomorphic to the local Weyl module W Γ(ψ) if and
only if it satisfies the following three conditions:
(a) V ∈ ObIΓ≤λ, where λ = wtΓ ψ;
(b) RΓλV
∼= MΓ(ψ);
(c) HomIΓ≤λ(V, U) = 0 and Ext
1
IΓ≤λ
(V, U) = 0 for all irreducible finite-dimensional U ∈
Ob IΓ≤λ with Uλ = 0.
Proof. If V satisfies the conditions in the lemma, then by Corollary 5.12 we have V ∼=
WΓλR
Γ
λV
∼=WΓλMΓ(ψ) =W Γ(ψ).
Conversely, the local Weyl module W Γ(ψ) satisfies (a) by definition of the functor WΓλ .
We have RΓλW
Γ(ψ) = RΓλW
Γ
λM
Γ(ψ) ∼= MΓ(ψ) by Lemma 4.8(a). Then W Γ(ψ) satisfies (c)
by (4.4) and Theorem 4.10 (or Corollary 5.12). 
Fix ψ ∈ EΓ and x ∈ (Suppψ)Γ. Set λ′ = wtψx and λ = wtΓ ψ = λ′|hΓ. By [CFK10,
Prop. 9], there exists a positive integer n1 such that g⊗J(ψx)n1 annihilates the untwisted local
Weyl module Wλ′M(ψx). By Proposition 7.4, there exists a positive integer n2 such that
(g ⊗ J(ψ)n2)Γ annihilates the twisted local Weyl module WΓλMΓ(ψ). Let n = max(n1, n2).
We have a sequence of isomorphisms
(g⊗ A)Γ/(g⊗ J(ψ)n)Γ ∼= (g⊗ A/J(ψ)n)Γ ∼=
(⊕
x∈Suppψ g⊗A/mnx
)Γ
∼=⊕x∈x g⊗ A/mnx ∼= (g⊗ A)/(g⊗ J(ψx)n).
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Proposition 7.6. Suppose that Γ is abelian, acts freely on Xrat and acts on g by diagram
automorphisms. Then W Γ(ψ) = T(W (ψx)) for all ψ ∈ EΓ and x ∈ (Suppψ)Γ. In other
words, the twisted local Weyl module is obtained by restriction from an untwisted local Weyl
module and thus isomorphic to the twisted local Weyl module as defined in [FKKS12, Def. 3.7].
Proof. Fix ψ ∈ EΓ and x ∈ (Suppψ)Γ. By Proposition 7.4, W Γ(ψ) ∈ FΓx . Let λ′ = wtψx
and λ = wtΓ ψ, so that λ = λ
′|hΓ. Then W (ψx) ∈ Ob I≤λ′ and so, by Lemma 6.6(c),
T(W (ψx)) ∈ ObIΓ≤λ.
Now suppose V Γ(ϕ), ϕ ∈ EΓ, is an irreducible finite-dimensional object of IΓ≤λ with
V Γ(ϕ)λ = 0. This implies that wtΓ ϕ ∈ λ − Q+Γ = wtΓ ψ − Q+Γ . Thus, by Lemma 6.6(b),
we have htϕx < htψx. Enlarging x if necessary, we may assume that Suppϕ ⊆ Γ · x (i.e.
V Γ(ϕ) ∈ FΓ
x
). For ℓ = 0, 1, we have
ExtℓFΓx (Tx(W (ψx)), V
Γ(ϕ)) = ExtℓFΓx (Tx(W (ψx)),Tx(V (ϕx))) = Ext
ℓ
Fx(W (ψx), V (ϕx)) = 0,
where the first two equalities follow from Proposition 6.5 and the last equality follows from
[FKKS12, Th. 4.5].
Now, the weight space W (ψx)λ′ is isomorphic to the weight space V (ψx)λ′ as a (h⊗ A)-
module. Restricting the action to (h ⊗ A)Γ and using the fact that Tx(V (ψx)) = V (ψ),
we see that the weight space (Tx(W (ψx)))λ is isomorphic to the weight space V (ψ)λ as a
(h⊗A)Γ-module, and hence as a AλΓ-module. Therefore RΓλTx(W (ψx)) = MΓ(ψ). Thus, by
Lemma 7.5, we have W Γ(ψ) = Tx(W (ψx)), as desired. 
We are now in a position to prove Theorem 5.17.
Proof of Theorem 5.17. Choose λ′ ∈ Λ+ such that λ′|hΓ = λ (see Prop. 5.15(a)). By Propo-
sition 7.6, the local Weyl modules W Γ(ψ), ψ ∈ EΓλ , for (g⊗A)Γ are restrictions of local Weyl
modulesW (ψ′), ψ′ ∈ Eλ′, for the untwisted map algebra g⊗A. In addition, we have that AλΓ
is a finitely generated algebra andW Γ(λ) is a finitely generated AλΓ-module by Theorems 5.8
and 5.10.
(a) Assume that A is the coordinate algebra of a smooth complex algebraic variety and
λ is a fundamental weight of gΓ. Then, by [CFK10, Cor. 8], the dimensions of the local
Weyl modules W (ψ′), ψ′ ∈ Eλ′, for g ⊗ A are all equal. By the above, this implies that the
dimensions of the local Weyl modules W Γ(ψ), ψ ∈ EΓλ , are all equal. Then the result follows
from Corollary A.7.
(b) Assume A = C[t±1]. Let ψ ∈ EΓλ and write ψ =
∑m
ℓ=1 ψℓ where ψℓ ∈ EΓλℓ and λℓ is a
fundamental weight for ℓ = 1, . . . , m. By part (a) (and Corollary A.7), it suffices to show
that
(7.13) dimCW
Γ(ψ) =
∏m
ℓ=1 dimCW
Γ(ψℓ).
By [CP01b, Th. 2] (or [FKKS12, Prop. 3.9]), we are reduced to the case where the support
of ψ is a single Γ-orbit. Furthermore, since the twisted local Weyl modules are restrictions of
untwisted ones (as explained above), it suffices to consider the untwisted case, that is, we can
assume that Γ is trivial. Suppose Suppψ = {a} for some a ∈ C∗. Then, by Proposition 7.4,
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W (ψ) is annihilated by g⊗ (t−a)NC[t±1] for some N ∈ N. We have a commutative diagram
g⊗ C[t±1] // // g⊗ (C[t±1]/(t− a)NC[t±1])
g⊗ C[t]?

OO
// // g⊗ (C[t]/(t− a)NC[t])
∼=
OO
where the vertical arrows are induced by inclusion and the horizontal arrows are the natural
projections. Since the local Weyl modules for the current algebra g ⊗ C[t] are annihilated
by g⊗ (t− a)NC[t] (increasing N if necessary), it follows that the pullback of the local Weyl
module for the loop algebra g⊗C[t±1] is the local Weyl module for the current algebra (see
Lemma 7.5). Thus it suffices to prove (7.13) for the current algebra. Then, by considering
the automorphism of g ⊗ C[t] determined by u ⊗ f(t) 7→ u ⊗ f(t − a) for f(t) ∈ C[t], we
see that it suffices to prove (7.13) when a = 0 (i.e. ψ is supported at the origin). This was
proved in [CP01b, Th. 5] for g = sl2 (in fact, the statement there is for the loop algebra
itself), in [CL06, Th. 1.5.1] for g = sln, in [FL07, Cor. B] (and conjectured in [CP01a])
for simple simply laced g and in [Nao12, Cor. A] for arbitrary simple g. We note that the
freeness of the global Weyl module in the untwisted case also follows from results found in
[Nak01, BN04]. 
8. The algebra AΓλ
In this section we give an alternative, and more explicit, characterization of the algebra
AΓλ. We also relate it to the corresponding algebra in the untwisted setting. We assume in
this section that the Jacobson radical radA of A (which is equal to the nilradical of A since
A is finitely generated) is zero and that Γ is a nontrivial cyclic group acting faithfully on g
by diagram automorphisms (see Remark 5.2). We also continue to assume that Γ acts freely
on Xrat. In addition, we assume in this section that g is not of type A2n. In other words,
we assume that Γ acts by admissible diagram automorphisms (no two nodes of the Dynkin
diagram are contained in the same Γ-orbit). In this section, for a commutative associative
unital algebra B, we will not distinguish between a point of maxSpecB and its corresponding
maximal ideal.
Since g is not of type A2n, the restriction map Λ
+ → Λ+Γ is surjective (see Lemma 6.6(a)).
Recall that we can naturally identify IΓ with the set I/Γ of Γ-orbits on I. Fix λ =∑
i∈IΓ
riωi ∈ Λ+Γ . For i ∈ IΓ and i ∈ i, let ri = ri. Recall that, for i ∈ I, we let
Γi = {γ ∈ Γ | γi = i} denote the corresponding isotropy subgroup. Let J ⊆ I con-
tain one point in each orbit of the Γ-action on I. We will often identify J with the set
{1, . . . , |J |} using the standard labeling of Dynkin diagrams found, for instance, in [Hum72,
§11.4]. Define
(8.1) AλΓ
..=
⊗
j∈J S
rj(AΓj ).
So we have a natural identification
(8.2) maxSpecAλΓ ∼=
∏
j∈J
(
(maxSpecAΓj )rj
)
/Srj .
From now on, we will identify the two sides of (8.2).
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Recall that EΓ is the set of Γ-equivariant, finitely-supported maps from Xrat = maxSpecA
to Λ+. Let M ∈ maxSpecAλΓ. Then M is of the form
M = ((Mj,ℓ)
rj
ℓ=1)j∈J ,
where, for j ∈ J , the (unordered) tuple (Mj,ℓ)rjℓ=1 is an element of
(
(maxSpecAΓj)rj
)
/Srj .
Hence, each Mj,ℓ can be identified with an element of the quotient (maxSpecA)/Γj ∼=
maxSpecAΓj , that is, with a Γj-orbit in maxSpecA. Then define ψM ∈ EΓ by
ψM(m) =
∑
j∈J, γ∈Γ/Γj
∑rj
ℓ=1 δm,γMj,ℓωγj, m ∈ maxSpecA,
where δm,m′ , m ∈ maxSpecA, m′ ∈ maxSpecAΓj , is equal to one if m 7→ m′ under the
quotient map maxSpecA ։ maxSpecAΓj corresponding to the inclusion AΓj →֒ A (i.e., if
m′ = m ∩ AΓj ), and is equal to zero otherwise. It is readily verified that the map M 7→ ψM
is a well-defined bijection of sets maxSpecAλΓ → EΓλ .
Recall that for m ∈ maxSpecA, the quotient A/m is canonically isomorphic to k. We
will identify the two in what follows. For ψ ∈ EΓ, choose M ∈ (Suppψ)Γ and consider the
composition
(8.3) (h⊗ A)Γ →֒ h⊗A։⊕
m∈M (h⊗ (A/m)) ∼=
⊕
m∈M h
∑
m∈M ψ(m)−−−−−−−→ k.
One readily verifies that this map does not depend on the choice of M. It induces a map
hevΓψ : U((h⊗ A)Γ)→ k.
We use the notation hevΓψ to distinguish this evaluation representation of (h⊗A)Γ from the
evaluation map evΓψ.
Lemma 8.1. For λ ∈ Λ+Γ , we have AnnU((h⊗A)Γ)wΓλ ⊆
⋂
ψ∈EΓ
λ
ker hevΓψ.
Proof. Let u ∈ AnnU((h⊗A)Γ)wΓλ and ψ ∈ EΓλ . Since V Γ(ψ) is a quotient of W Γ(ψ), we have
uvΓλ = 0. But, by the definition of V
Γ(ψ), we have uvΓλ = hev
Γ
ψ(u)v
Γ
λ . Thus hev
Γ
ψ(u) = 0. 
For a k-algebra B and m ∈ N, define
symm(b)
..=
∑m
ℓ=1 1
⊗(ℓ−1) ⊗ b⊗ 1⊗(m−ℓ) ∈ SmB, b ∈ B.
Recall that if B is finitely generated, then SmB is generated by elements of the form symm(b),
b ∈ B (see [EGH+, Lem. 4.56(ii)] or note that, since B is finitely generated, this follows from
the case where B is a polynomial algebra in finitely many variables, in which case the result
can be found in [Dal99, Th. 1.2], but goes back to [Sch52]). Thus the algebra AλΓ is generated
by the classes of elements of the form
symjλ(a)
..= 1⊗(r1+···+rj−1) ⊗ symrj(a)⊗ 1⊗(rj+1+···+r|J|), j ∈ J, a ∈ AΓj .
The Lie algebra (h⊗ A)Γ is spanned by elements of the form
(8.4) hj ⊗ a, j ∈ J, a ∈ AΓj
(recall Definition 5.6). Let τ˜λ : U((h⊗ A)Γ)։ AλΓ be the surjective map determined by
(8.5) τ˜λ
(
hj ⊗ a
)
= symjλ(a), j ∈ J, a ∈ AΓj .
Lemma 8.2. We have hevΓψM = evM ◦ τ˜λ for all M ∈ maxSpecAλΓ, where evM : AλΓ ։
AλΓ/M ∼= k is the canonical projection for M ∈ maxSpecAλΓ.
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Proof. It suffices to prove that the maps agree on elements of the form (8.4). Fix k ∈ J and
a ∈ AΓk . Choose M = ((Mj,ℓ)rjℓ=1)j∈J ∈ maxSpecAλΓ. Then
evM ◦ τ˜λ(hk ⊗ a) = evM(symkλ(a)) =
∑rk
ℓ=1(a+Mk,ℓ) ∈ k,
where we have canonically identified AΓk/Mk,ℓ ∼= k for ℓ = 1, . . . , rk.
On the other hand, choose M in (8.3) to contain {mk,ℓ}rkℓ=1, where mk,ℓ 7→ Mk,ℓ under the
quotient map maxSpecA։ maxSpecAΓk . Then
hevΓψM(hk ⊗ a) =
∑rk
ℓ=1(a+mk,ℓ) ∈ k.
Since, for ℓ = 1, . . . , rk, the inclusion A
Γk →֒ A induces an isomorphism AΓk/Mk,ℓ ∼= A/mk,ℓ
mapping a+Mk,ℓ 7→ a+mk,ℓ, the proof is complete. 
Lemma 8.3. We have AnnU((h⊗A)Γ)w
Γ
λ ⊆ ker τ˜λ and thus τ˜λ induces a surjective algebra
homomorphism τλ : A
λ
Γ ։ A
λ
Γ.
Proof. We have
ker τ˜λ =
⋂
M∈maxSpecAλ
Γ
ker evM ◦ τ˜λ =
⋂
ψ∈EΓ
λ
ker hevΓψ.
Indeed, the first equality follows from the fact that radAλΓ = 0 (since radA = 0) and
the second follows from Lemma 8.2 and the fact that the map M 7→ ψM is a bijection
maxSpecAλΓ → EΓλ . The statement of the lemma then follows from Lemma 8.1. 
Recall that we have a Ξ-grading A =
⊕
ξ∈ΞAξ on A, where Ξ is the character group of
Γ. Choosing a basis for each Aξ yields a basis B of A. We do this in such a way that our
basis contains the element 1 ∈ A. Since A is finitely generated, the basis B is countable. So
we can write B = {ar | r ∈ N}, with a0 = 1. We say that ar ≤ ar′ if r ≤ r′. Since each AΓj ,
j ∈ J , is a sum of isotypic components Aξ, ξ ∈ Ξ, we have that Bj ..= B ∩ AΓj is a basis of
AΓj for j ∈ J .
Lemma 8.4. The elements∏
j∈J
∏mj
s=1 hj ⊗ bj,swΓλ , bj,s ∈ Bj , a0 < bj,1 ≤ · · · ≤ bj,mj , mj ≤ rj for j ∈ J,
span W Γ(λ)λ.
Proof. It suffices to prove that for all j ∈ J and ap1, . . . , apℓ ∈ Bj with 1 ≤ p1 ≤ · · · ≤ pℓ,
ℓ ∈ N, we have∏ℓ
s=1 hj ⊗ aps wΓλ ∈ Spank
{∏m
q=1 hj ⊗ atq wΓλ
∣∣∣ 1 ≤ t1 ≤ · · · ≤ tm, m ≤ rj} .
For j ∈ J and a, a′ ∈ Bj , we have[
ej ⊗ a, fj ⊗ a′
]
= hj ⊗ aa′,[
hj ⊗ a, ej ⊗ a′
]
= 2 ej ⊗ aa′,
[
hj ⊗ a, fj ⊗ a′
]
= −2 fj ⊗ aa′.
Thus, for ℓ ≥ rj + 1, we have
0 =
(∏ℓ
s=1 ej ⊗ aps
) (
fj ⊗ 1
)ℓ
wΓλ =
∏ℓ
s=1 hj ⊗ aps wΓλ + CwΓλ ,
where C is a k-linear combination of elements of the form
∏m
s=1 hj ⊗ apks with m < ℓ. The
lemma follows by induction on ℓ. 
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By Lemma 8.4, we see that AλΓ is spanned by the image of the set
(8.6)
{∏
j∈J
∏mj
s=1 hj ⊗ bj,s
∣∣∣ bj,s ∈ Bj , a0 < bj,1 ≤ · · · ≤ bj,mj , mj ≤ rj for j ∈ J} .
We now state the first main result of this section, which gives an explicit realization of
the algebra AλΓ.
Theorem 8.5. The map τλ : A
λ
Γ → AλΓ is an isomorphism of algebras.
Proof. By Lemma 8.3, it suffices to show that τλ is injective. For this, it is enough to show
that the images under τλ of the elements of the set (8.6) are linearly independent (over k)
in AλΓ. Now, for bj,s ∈ Bj , s = 1, . . . , mj , a0 < bj,1 ≤ · · · ≤ bj,mj , mj ≤ rj, j ∈ J , we have
(8.7) τλ
(∏
j∈J
∏mj
s=1 hj ⊗ bj,s
)
=
∏
j∈J
∏mj
s=1 sym
j
λ(bj,s).
Since the tensor product of linearly independent sets is linearly independent, it suffices to
prove that, for a fixed j ∈ J , the elements∏m
s=1 symrj (bs), bs ∈ Bj , s = 1, . . . , m, a0 < b1 ≤ · · · ≤ bm, m ≤ rj ,
are linearly independent elements of Srj (AΓj ). Consider a linear combination of distinct
elements of this set equal to zero:
(8.8)
∑N
t=1
(
ct
∏mt
s=1 symrj(bs,t)
)
= 0
for some bs,t ∈ Bj , t = 1, . . . , N , s = 1, . . . , mt, a0 < b1,t ≤ · · · ≤ bmt,t, mt ≤ rj and
c1, . . . , cN ∈ k. Choose ℓ ∈ {1, . . . , rj}. Let AΓj+ ..= Spank{b ∈ Bj | b 6= 1} ( AΓj . Applying
the projection Srj (AΓj)։ (A
Γj
+ )
⊗ℓ ⊗ 1⊗(rj−ℓ) to both sides of (8.8) gives∑
1≤t≤N, mt=ℓ
ct
∑
ς∈Sℓ
ς
(
b1,t ⊗ b2,t ⊗ · · · ⊗ bℓ,t ⊗ 1⊗(rj−ℓ)
)
= 0,
where we view Sℓ as a subgroup of Sn in the natural way (i.e., permuting the first ℓ elements).
Since b1,t, . . . , bℓ,t are elements of a basis of A (for any t), the elements∑
ς∈Sℓ
ς
(
b1,t ⊗ b2,t ⊗ · · · ⊗ bℓ,t ⊗ 1⊗(rj−ℓ)
)
appearing above are linearly independent. Thus ct = 0 for all t = 1, . . . , N . 
In the remainder of this section, we provide an alternative description of AλΓ in terms of
coinvariants that does not depend on the choice J of one element from each Γ-orbit in I.
For an algebra B with the action (by automorphisms) of a finite group Υ, we define B(Υ) to
be the ideal of B generated by the set {b − γb | b ∈ B, γ ∈ Υ} and let BΥ ..= B/B(Υ) be
the algebra of coinvariants. We hope this causes no confusion with the notation AλΓ, which
is not, a priori, the algebra of coinvariants of Aλ (but see Theorem 8.8). Note that if Υ
is abelian, then B(Υ) is the ideal of B generated by
⊕
ξ∈Ξ, ξ 6=0Bξ, where Ξ is the character
group of Υ.
Lemma 8.6. Suppose that Υ is a finite group acting on a commutative unital k-algebra B
by algebra automorphisms and simply transitively on a finite set Z. Consider the action of
Υ on B′ ..=
⊗
z∈Z Bz, where Bz = B for all z ∈ Z, determined by
γ
(⊗
z∈Z bz
)
=
⊗
z∈Z γbγ−1z, γ ∈ Υ, bz ∈ B, z ∈ Z.
Then (B′)Υ ∼= B.
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Proof. Label the elements of Υ so that we have Υ = {τ1, . . . , τn}, with τ1 being the identity
element of Υ. Choose z1 ∈ Z, and set zi = τiz1 for i = 1, . . . , n. So Z = {z1, . . . , zn} and we
have a natural action of Υ on the set {1, . . . , n} by defining γi = j if γzi = zj (equivalently,
if γτi = τj) for γ ∈ Υ and i ∈ {1, . . . , n}.
Consider the algebra homomorphism determined by
̟ : B′ → B, ⊗ni=1 bi 7→ ∏ni=1 τ−1i bi, bi ∈ Bzi.
Clearly ̟ is surjective and so it remains to show that ker̟ = (B′)(Υ). For all b
′ =
⊗n
i=1 bi
(recalling that elements of this form span B′), we have
̟(γb′) = ̟ (
⊗n
i=1 γbγ−1i) =
∏n
i=1 τ
−1
i γbγ−1i =
∏n
j=1 τ
−1
j bj = ̟(b
′),
where, in the third equality, we have changed the index by setting j = γ−1i. Thus (B′)(Υ) ⊆
ker̟.
Now suppose b′ ∈ ker̟. Then we can write
b′ =
∑ℓ
j=1(b1,j ⊗ · · · ⊗ bn,j), bi,j ∈ Bzi for all 1 ≤ i ≤ n, 1 ≤ j ≤ ℓ.
It is straightforward to verify that
b1,j ⊗ · · · ⊗ bn,j ≡
(∏n
i=1 τ
−1
i bi,j
)⊗ 1⊗ · · · ⊗ 1 mod B(Υ).
Therefore,
b′ ≡
(∑ℓ
j=1
∏n
i=1 τ
−1
i bi,j
)
⊗ 1⊗ · · · ⊗ 1 ≡ ̟(b′)⊗ 1⊗ · · · ⊗ 1 ≡ 0 mod B(Υ). 
Lemma 8.7. Suppose that Υ is a finite cyclic group acting on a finitely generated commuta-
tive associative unital k-algebra B by algebra automorphisms in such a way that the induced
action of Υ on maxSpecB is free. Fix a positive integer n and consider the diagonal action
of Υ on B⊗n. This action commutes with the natural action of Sn on B
⊗n and thus we have
an induced action of Υ on SnB.
(a) If the order of Υ does not divide n, then (SnB)Υ = 0.
(b) If n = m|Υ| for some positive integer m and (SnB)Υ is reduced, then (SnB)Υ ∼=
Sm(BΥ).
Proof. (a) We have a bijection
maxSpec(SnB)Υ ∼= ((
∏n
i=1maxSpecB) /Sn)
Υ
.
In other words, the maximal ideals of (SnB)Υ can be identified with Υ-invariant unordered
n-tuples of maximal ideals of B. Therefore, they are unions of Υ-orbits on the set maxSpecB.
Since this action is free, (SnB)Υ has no maximal ideals if n is not divisible by the order of
Υ.
(b) Let ℓ = |Υ| and assume n = mℓ for some positive integer m. Recall that for any
k-algebra C with an Υ-action, we have the induced grading C =
⊕
ξ∈Ξ Cξ, where Ξ is the
character group of Υ. Let σ be a generator of Υ and consider the map
B⊗ℓ → B, b1 ⊗ · · · ⊗ bℓ 7→ b1σ(b2) · · ·σℓ−1(bℓ),
extended by linearity. Let Φ′ denote the restriction of this map to SℓB. One easily checks
that Φ′ is Υ-invariant and Φ′(SℓB) = B0. Thus,
(8.9) Φ′((SℓB)ξ) = 0 for all ξ 6= 0.
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We have the induced surjective map
Φ: (SℓB)⊗m
(Φ′)⊗m−−−−→ (B0)⊗m.
Restricting Φ to SnB gives a surjective map
ϕ : SnB ։ Sm(B0).
Now,
(8.10) B⊗n ∼= (B⊗n)0 ⊕ B′, where B′ =
⊕
ξ∈Ξ, ξ 6=0(B
⊗n)ξ.
Each summand in the decomposition (8.10) is preserved by the action of Sn. Thus,
SnB ∼= ((B⊗n)0)Sn ⊕ (B′)Sn.
Now,
(B′)Sn ⊆⊕ξ1+···+ξm 6=0(SℓB)ξ1 ⊗ · · · ⊗ (SℓB)ξm .
Thus it follows from (8.9) that ϕ((B′)Sn) = 0. So ϕ vanishes on the ideal of SnB generated
by (B′)Sn, which is precisely (SnB)(Υ). Therefore, ϕ induces a surjective map of algebras
ϕ¯ : (SnB)Υ ։ S
m(B0) = S
m(BΥ).
Applying the functor Spec gives a morphism of schemes
Spec ϕ¯ : SpecSm(BΥ)→ Spec(SnB)Υ
which is a closed immersion. Now,
maxSpecSm(BΥ) ∼= (maxSpecBΥ)m/Sm ∼= ((maxSpecB)/Υ)m/Sm, and
maxSpec(SnB)Υ ∼= (maxSpecSnB)Υ ∼= ((maxSpecB)n/Sn)Υ.
The map Spec ϕ¯ induces a bijection between these two sets. Namely, it maps the element of
maxSpecSm(BΥ) corresponding to an (unordered) m-tuple of Υ-orbits on maxSpecB to the
union (counting multiplicity) of these orbits, which is an Υ-invariant n-tuple of maxSpecB.
In particular, Spec ϕ¯ is surjective on maximal ideals. Thus ker ϕ¯ is included in the intersection
of all the maximal ideals of (SnB)Υ. Now, since B is finitely generated, so is B
⊗n, hence so
is the fixed point algebra SnB = (B⊗n)Sn , and thus so is the quotient (SnB)Υ. Therefore,
the intersection of all the maximal ideals of (SnB)Υ is equal to the nilradical of (S
nB)Υ,
which is zero by our assumption that (SnB)Υ is reduced. Thus, ϕ¯ is injective and hence an
isomorphism. 
Define
(8.11) Aλ ..=
⊗
i∈I S
ri|Γi|A.
The diagonal action of Γ on A⊗ri|Γi| induces an action on Sri|Γi|A for each i ∈ I. Then Γ
acts on Aλ via
γ
(⊗
i∈I ai
)
=
⊗
i∈I γaγ−1i, γ ∈ Γ, ai ∈ Sri|Γi|A, i ∈ I.
Theorem 8.8. If (Sri|Γi|A)Γi is reduced for all i ∈ I, then
AλΓ ∼= (Aλ)Γ.
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Proof. For i ∈ I, let Bi = Sri|Γi|A. Since the action of Γ preserves each factor
⊗
i∈iBi in
Aλ =
⊗
i∈IΓ
⊗
i∈iBi, it suffices to prove the theorem for the case where λ = riωi for some
i ∈ IΓ. Let j ∈ J be the point in the Γ-orbit i that we chose in our definition of AλΓ. Since Γ
is commutative, we have Γi = Γj for all i ∈ i. So we have AλΓ = Srj(AΓj ) and Aλ =
⊗
i∈iBi.
By Lemma 8.7, we have
AλΓ = S
rj(AΓj ) ∼= (Bj)Γj .
Consider the composition
(8.12) Aλ =
⊗
i∈iBi
̟′
։
(⊗
i∈iBi
)
Γj
∼=⊗i∈i(Bi)Γj ̟։ (Bj)Γj ,
where ̟′ is the natural projection and the third map is the map ̟ of the proof of Lemma 8.6,
with Υ ..= Γ/Γj and Z ..= i. Since ̟ and ̟
′ are both surjective, it suffices to show that
the kernel of the above composition is (Aλ)(Γ). We know from the proof of Lemma 8.6 that
the kernel of ̟ is
(⊗
i∈i(Bi)Γj
)
(Γ/Γj)
, which is isomorphic to
((⊗
i∈iBi
)
Γj
)
(Γ/Γj)
under the
isomorphism in (8.12). Thus it suffices to show that
(8.13)
(⊗
i∈iBi
)
(Γ)
= (̟′)−1
(((⊗
i∈iBi
)
Γj
)
(Γ/Γj )
)
.
But this follows from the fact that, for b ∈ ⊗i∈iBi and γ ∈ Γ, we have ̟′(b − γb) =
̟′(b)− γ¯̟′(b), where γ¯ denotes the image of γ in Γ/Γj. 
Lemma 8.9. For m ∈ N, we have
k[t±11 , . . . , t
±1
m ]
Sm = k[e1, . . . , em, e
−1
m ],
where eℓ denotes the ℓ-th elementary symmetric polynomial for ℓ = 1, . . . , m. Here the action
of Sm is by permutation of the variables t1, . . . , tm.
Proof. We clearly have k[e1, . . . , em, e−1m ] ⊆ k[t±11 , . . . , t±1m ]Sm , so it remains to prove the
reverse inclusion. Suppose
y =
∑
i1,...,im
ci1,...,imt
i1
1 · · · timm ∈ k[t±11 , . . . , t±1m ]Sm .
Since all but a finite number of the ci1,...,im are zero, we can find a positive integer N such
that iℓ +N ≥ 0 for all ℓ = 1, . . . , m whenever ci1,...,im 6= 0. Then
y = (t1t2 · · · tm)−N
∑
i1,...,im
ci1,...,imt
i1+N
1 · · · tim+Nm ∈ e−Nm k[t1, . . . , tm]Sm ⊆ k[e1, . . . , em, e−1m ].

Corollary 8.10. In the case of a twisted loop algebra, where A = k[t, t−1] and the generator σ
of Γ acts on Xrat ∼= k× by multiplication by a primitive |Γ|-th root of unity, then AλΓ ∼= (Aλ)Γ.
Proof. In this case, for i ∈ I, we have, by Lemma 8.9,
Sri|Γi|A ∼= k[e1, . . . , eri|Γi|, e−1ri|Γi|] ⊆ k[t±11 , . . . , t±1ri|Γi|] ∼= A⊗ri|Γi|.
Viewing the above isomorphisms as identifications, it is easily seen that (Sri|Γi|A)(Γi) is the
subring of Sri|Γi|A generated by the eℓ for ℓ not a multiple of |Γi|. Thus
(Sri|Γi|A)Γi = k[e|Γi|, e2|Γi|, . . . , eri|Γi|, e
−1
ri|Γi|
]
is reduced and the result follows from Theorem 8.8. 
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Appendix A. Some results in commutative algebra
This appendix contains some technical results from commutative algebra that are used in
the proof of Theorem 5.17.
Definition A.1 (Rank). If R is an integral domain and X is a finitely generated R-module,
we define the rank of X to be rankX ..= dimS−1R(S
−1X), where S = R \ {0}.
Proposition A.2. Suppose that O is a Noetherian local domain with unique maximal ideal
m. Let Y be a finitely generated O-module. Then
dimO/m Y/mY ≥ rankY,
and if equality holds, then Y is free over O with rank equal to rankY .
Proof. Set n = dimO/m Y/mY and choose y1, . . . , yn ∈ Y whose images are a basis of Y/mY
over O/m. By Nakayama’s Lemma, the elements y1, . . . , yn generate Y over O. Then
y1, . . . , yn span S
−1Y over S−1O, where S = O \ {0}, which proves the first part of the
proposition. If equality holds, then y1, . . . , yn are linearly independent over S
−1O, and hence
linearly independent over O; that is, Y is free over O with basis y1, . . . , yn. 
Corollary A.3. Let R be a Noetherian integral domain, X be a finitely generated R-module
and m be a maximal ideal of R. Then
dimR/mX/mX ≥ rankX,
and if equality holds, then Xm is free as a module over Rm, with rank equal to rankX.
Proof. The localization Rm is a local ring with a unique maximal ideal n. Then rankXm =
rankX , and moreover
dimR/mX/mX = dimRm/nXm/nXm,
since a basis x1+mX, . . . xk+mX ofX/mX over R/m passes to a basis x1+nXm, . . . , xk+nXm
of Xm/nXm over Rm/n. The corollary then follows by applying Proposition A.2 with O = Rm
and Y = Xm. 
Lemma A.4. Let R be an integral domain and X be a finitely generated R-module. Then
there is a nonempty open subset U ⊆ SpecR such that for each maximal ideal m ∈ U , we
have dimR/mX/mX = rankX.
Proof. Set S = R\{0} and choose a basis x1
a1
, . . . , xn
an
of S−1X over S−1R, where n = rankX ,
xi ∈ X and ai ∈ S for i = 1, . . . , n. Rescaling gives a basis x1, . . . , xn of S−1X over S−1R.
Now choose a finite set {g1, . . . , gN} of generators of X as an R-module. For j = 1, . . . , N ,
we can consider gj as an element of S
−1X and thus write it in the form
gj =
∑n
i=1
aij
bj
xi for some bj ∈ S, aij ∈ R, 1 ≤ i ≤ n,
where we found a common denominator for the coefficients of the xi. Thus,
gj ∈
∑n
i=1Rbjxi,
where Rbj denotes the localization of R at the multiplicative set generated by bj . Let T
denote the multiplicative subset of R generated by b1, . . . , bN . Thus, XT is generated by
x1, . . . , xn over T
−1R. Since x1, . . . , xn are linearly independent over S
−1R, they are also
independent over T−1R, and thus XT ∼= R⊕nT .
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We claim it now follows that U =
⋂N
j=1Dbj satisfies the condition in the statement of the
lemma, where Dbj = {p ∈ Spec(R) | bj /∈ p} is the basic open set associated to bj . To see
this, it suffices to show that for each maximal ideal m ∈ U , the set B ..= {xi +mX}ni=1 is a
basis of X/mX over R/m.
We first show that B is linearly independent. Suppose that
(A.1) 0 =
∑n
i=1(ri +m)(xi +mX), ri ∈ R, xi ∈ X,
that is,
∑n
i=1 rixi =
∑k
j=1mjyj for some mj ∈ m and yj ∈ X . Now, in XT we have, for
j = 1, . . . , k,
yj =
∑n
i=1
si,j
ti,j
xi for some ti,j ∈ T, si,j ∈ R.
Thus, ∑k
j=1
∑n
i=1
si,jm
ti,j
xi =
∑k
j=1mjyj =
∑n
i=1 rixi,
and so, by the independence of the xi over T
−1R, we have
∑k
j=1
si,jm
ti,j
= ri for each i.
Therefore, ri
∏k
j=1 ti,j ∈ m. Since m ∈ U , we have bj ∈ R \ m for each 1 ≤ j ≤ N . Thus
T ∩m = ∅. Hence ∏kj=1 ti,j /∈ m, and so ri ∈ m. Thus the linear combination (A.1) is trivial.
Finally, we show that B spans X/mX over R/m. Suppose x + mX ∈ X/mX . In XT ,
again we write
x =
∑n
i=1
si
ti
xi for some ti ∈ T, si ∈ R.
Setting t =
∏n
i=1 ti and t
′
i =
∏
j 6=i tj , we have
tx =
∑n
i=1 sit
′
ixi.
Since m is maximal, there exists r ∈ R such that 1− rt ∈ m, and we have
trx =
∑n
i=1 sit
′
irxi.
Reducing modulo m, it follows that
x+mX = (1 +m)x+mX = (rt+m)x+mX =
∑n
i=1(sit
′
ir +m)(xi +mX),
which shows that B is a spanning set and completes the proof. 
Proposition A.5. Let R be a finitely generated algebra over a field such that R is an integral
domain and let X be a finitely generated R-module. Suppose that there exists n ∈ N such
that dimR/mX/mX = n for all maximal ideals m of R. Then Xm is a free Rm-module of
rank n for all maximal ideals m of R.
Proof. By Lemma A.4, there is a nonempty open set U ⊆ SpecR with the property that, for
each maximal ideal m ∈ U , we have dimR/mX/mX = rankX . Since R is finitely generated,
the maximal ideals of R are dense in Spec(R), and so there is at least one maximal ideal
in U . Thus dimR/mX/mX = rankX for all maximal ideals m. Applying Corollary A.3
completes the proof. 
Theorem A.6 ([Bou85b, Chap. II, §5, no. 2, Th. 1]). Let R be a commutative ring and P be
an R-module. Then P is a finitely generated projective module if and only if P is a finitely
presented module and, for every maximal ideal m of R, Pm is a free Rm-module.
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Corollary A.7. Suppose that R is a finitely generated algebra over a field such that R is an
integral domain and suppose that P is a finitely generated R-module. Furthermore, assume
that there exists n ∈ N such that dimR/m P/mP = n for all maximal ideals m of R. Then P is
projective. Moreover, if R is a generalized Laurent polynomial ring κ[t±11 , . . . , t
±1
ℓ , s1, . . . , sm],
ℓ,m ∈ N, over a field κ, then P is free of rank n over R.
Proof. The first part of the corollary follows immediately from Proposition A.5 and Theo-
rem A.6. The second part follows from the Quillen–Suslin Theorem (see, e.g., [Lam06, Cor.
V.4.10]). 
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