Functional depth is used for ranking functional observations from most outlying to most typical. The ranks produced by functional depth have been proposed as the basis for functional classifiers, rank tests, and data visualization procedures. Many of the proposed functional depths are invariant to domain permutation, an unusual property for a functional data analysis procedure. Essentially these depths treat functional data as if it were multivariate data. In this work, we compare the performance of several existing functional depths to a simple adaptation of an existing multivariate depth notion, L ∞ depth (L ∞ D). On simulated and real data, we show L ∞ D has performance comparable or superior to several existing notions of functional depth. In addition, we review how depth functions are evaluated and propose some improvements. In particular, we show that empirical depth function asymptotics can be mis-leading and instead propose a new method, the rank-rank plot, for evaluating empirical depth rank stability.
Introduction
Given a set of observations x 1 , . . . , x n in R p , a depth function D : R p → R 1 provides a center-outward ordering for the data. Observations with large depth are near the "center", low depth observations are outliers. The ordering induced by D has been used to identify outliers and medians, perform robust mean estimation in the presence of outliers, and construct statistical classifiers [Cuevas and Fraiman, 2009 , Donoho and Gasko, 1992 , Li et al., 2012 , Liu et al., 1999 .
With the increased importance of functional data, various works have developed new depth functions for the infinite dimensional setting. Let F be some function space. A functional depth D maps F to R 1 . A primary motivation for these new depths has been computational tractability; many depths for multivariate data were not computationally feasible in dimension greater than 10 (for example Tukey depth [Tukey, 1975] and Simplicial depth [Liu, 1990] ). Recent proposals for functional depths include the band depth (BD) and modified band depth (MBD) [Lopez-Pintado and Romo, 2009] , half region depth (HRD) and modified half region depth (MHRD) [López-Pintado and Romo, 2011] , random Tukey depth (RTD) [Cuesta-Albertos and Nieto-Reyes, 2008] , and spatial depth (SPATD) [Chakraborty and Chaudhuri, 2014, Sguera et al., 2014] .
BD, MBD, HRD, and MHRD were designed specifically for functional data while RTD and SPATD are extensions of multivariate depths procedures to the functional setting. As with multivariate depths, there are many proposed uses for functional depth: exploratory data analysis (eg functional boxplots [Sun and Genton, 2011] ), inference (eg rank tests [Lopez-Pintado and Romo, 2009] ), and prediction (eg classifiers [Cuevas et al., 2007] ).
Functional data is often stored in an n × p matrix where n is the number of functions and p is the number of time points at which the functions are sampled. All the above functional depths are invariant to domain permutation: reordering the p columns of the data matrix will not change the resulting depths. This contrasts with most functional data analysis procedures, such as fitting splines to each function. Invariance to domain permutation is not an inherently bad property. 1 However this observation suggests that computationally tractable multivariate depths may be competitive with data depths developed specifically for functional data, such as BD, MBD, HRD, and MHRD. In this work we compare the performance of several functional depths to L ∞ depth (L ∞ D), a multivariate depth applied to functional data. With L ∞ D, the depth at x is inversely proportional to the mean L ∞ distance to all observations. L ∞ D was proposed, but never extensively studied, 1 See López-Pintado and Jornsten [2007] for further discussion of domain permutation invariance.
in a work by Zuo and Serfling [2000] . As a means of comparing depths we follow a standard set of criteria for evaluating depth performance. These include:
1. Depth Function Properties: Zuo and Serfling [2000] proposed four properties that a multivariate depth function should satisfy. Proposals for functional depth notions have checked to what extent the proposed depth possesses these properties. Additional properties, such as non-degeneracy of the depth function, have been studied by Chakraborty and Chaudhuri [2014] and Kuelbs and Zinn [2014] .
2. Convergence of Estimator: Supposing a particular depth function is useful for some application, it still must be estimated from the data. Various works have proven law of large numbers and central limit theorems for depth function estimators.
3. Computation: Many multivariate depth functions are computationally intractable in dimension greater than 10. Since functional data is generally stored in a computer as a dense grid of points, any functional depth must be computable on the size of the grid. Additionally for moderate and large data sets, computation of depth must scale well in the number of observations.
Applications: Functional depth has many potential applications. Depths functions may be compared
by how well they perform these tasks.
We find that L ∞ D has performance comparable to existing notions of functional depth as measured by the standards of 1-3 above. While it is infeasible to test L ∞ D on every possible application, we find it has good performance in a standard set of robust mean estimator simulations. In a real data application from astronomy L ∞ D identifies outlying functions which have been mis-registered. On the whole, we find that L ∞ D has performance superior to BD, HRD, MHRD, and RTD and comparable to MBD and SPATD.
A second purpose of this work is to critique some of the above criteria and propose some improvements.
In particular, with regard to convergence of estimators (criteria 2), little attention has been paid to when asymptotics take hold or how results such as the Law of Large Numbers for an empirical depth function apply to the depth rankings, the quantity of primary interest in many applications. In Section 4.2 we show that asymptotics can give a misleading picture about the depth ranks. We propose a new method, the rank-rank plot, for evaluating the convergence and stability of depth rankings. On a real data set, the rank-rank plot reveals interesting phenomenon for HRD, MHRD, and RTD. We now provide a straightforward generalization of L ∞ D to the functional case. Let I be some compact interval of R and C(I) be the set of continuous functions on I. Let X = {X(t) : t ∈ I} be a process in C(I)
For an independent sample X 1 , . . . ,
A function x has low depth if n −1 n i=1 ||x − X i || ∞ is large, signalling it is far away on average from the sample functions. A function x has large depth if n −1 n i=1 ||x − X i || ∞ is small, signalling it is close on average to the sample functions.
As a direct generalization of a multivariate depth to functional data, L ∞ D does not use any properties inherent to functional data such as smoothness. In this work we compare L ∞ D to six other functional depths: band-depth with J = 3 functions delimiting bands (BD), modified band-depth with J = 2 functions delimiting bands (MBD), half-region depth (HRD), modified half-region depth (MHRD), random Tukey depth with 250 random projections (RTD), and spatial depth (SPATD). We use J = 3 delimiting bands for BD because this is recommended in the work of Lopez-Pintado and Romo [2009] . We use J = 2 delimiting bands for MBD because this is the most popular form [Kwon and Ouyang, 2016 , Sun and Genton, 2011 , Sun et al., 2012 . We use 250 random projections for RTD because it has been suggested that this is sufficient in a wide range of cases (see Cuesta-Albertos and Nieto-Reyes [2008] ). In the remainder of this section, we evaluate functional L ∞ D with respect to criteria 1, 2, and 3 above. We discuss L ∞ D performance in applications in Sections 3 and 4.
Depth Function Properties
Following Tukey's half space depth, many other depths were proposed for multivariate data. In an attempt to standardize the definition of depth, Zuo and Serfling [2000] proposed four properties that a depth function must satisfy. Roughly these properties are affine invariance, maximality at center, monotonicity relative to deepest point, and vanishing at infinity. There is disagreement about how important these properties are. For example, Baggerly and Scott [1999] critique the maximality at center property in the context of multimodal data.
Recently these four properties have been used to motivate and justify new depths for functional data.
As in the multivariate case, it is not universally accepted that these properties are important for a depth function. Recent work has proposed new properties for functional depths [Nieto-Reyes and Battey, 2014] . Zuo and Serfling [2000] (Corollaries 2.3 and 2.4) showed that L ∞ D applied to multivariate data satisfies three of the four properties (fails affine invariance). Here we show that in the functional case L ∞ D still satisfies these properties. Let D(·, ·) be some depth function. The four properties of Zuo and Serfling [2000] , adapted to functional data, are: P1) Affine Invariance: Let A : F → F be an invertible, bounded linear operator. Then for all x, y ∈ F
where P A(X)+y is the probability measure of the process A(X) + y.
P2) Maximality at Center: If P is a distribution with center θ (i.e. X − θ = θ − X in distribution),
2 P3) Monotonicity Relative to Deepest Point: For any P having deepest point θ,
holds for all α ∈ [0, 1].
P4) Vanishing at Infinity: D(x, P ) → 0 as ||x|| ∞ → ∞.
A proof of Theorem 1 is given in Section A. 
Convergence of Estimator
The properties of Zuo and Serfling [2000] concern population level depth functions. In practice, empirical depths are used to approximate the population depth function. It is straightforward to show a pointwise strong law and pointwise Central Limit Theorem for L ∞ D(x, P n ).
Theorem 2 (Strong Law of Large Numbers). Let P and x ∈ C(I) be such that
Theorem 3 (Central Limit Theorem). Let P and x ∈ C(I) be such that
Proofs of these theorems are given in Appendix Sections A. While these results provide some assurance of the quality of the empirical depth approximation, they do not indicate how well the empirical depth ordering of the observations approximates the population depth ordering of the observations. Since in most depth applications all that is used is the ordering of the observations, understanding this approximation may be more important than convergence results for the depth function. Further, the asymptotic nature of these results does not directly address what happens at finite sample sizes. In Section 4.2 we propose the rank-rank plot for addressing these issues.
Computation
In most depth applications, the depths of all observations are computed using the empirical depth function.
A major motivation for the creation of functional depths is that common multivariate depths, such as Tukey Sun et al. [2012] . BD and RTD are the slowest. We refer to Appendix A.2 for a more detailed discussion on computational speed.
Having established some properties of L ∞ D function, we now explore its performance on a set of robust mean estimation simulations (Section 3) and an astronomy data set (Section 4).
3 Application: Robust Mean Estimation and Outlier Identification A common application of depth is robust mean estimation in the presence of outliers. Given a set of observations, one can order them using the empirical depth function and compute a mean using the (1 − α) deepest functions where 0 ≤ α < 1. This procedure is a generalization of trimmed means to the functional data setting. Depths may be compared based on how well they estimate the mean. Here we compare the performance of L ∞ D to other depth measures using a standard set of magnitude and shape outlier models. 
Magnitude Contamination
We use five magnitude outlier models, M0-M4, used in López-Pintado and Romo [2011] . Similar models were used in Lopez-Pintado and Romo [2009] and Fraiman and Muniz [2001] . For each model the true underlying function to be estimated is f (t) = 4t for t ∈ [0, 1] and the samples are of size n = 50. In M0, the no outlier model, observations are X i (t) = f (t) + e i (t) where e i is a mean 0 Gaussian process with covariance E[e i (t)e i (s)] = exp{−|t − s|}. In models M1 through M4 the base model M0 is contaminated with outliers.
Let i ∼ Bern(q), σ i be −1 with probability 1/2 and 1 with probability 1/2, T i ∼ U nif (0, 1), and M > 0 be some constant. The models are:
M0) No contamination:
M1) Asymmetric total contamination:
M2) Symmetric total contamination:
Y i (t) = X i (t) + i σ i M.
M3) Partial contamination:
where l = 2/30. For f the ISE is
For each estimator and model, we report an estimate of the mean integrated squared error (MISE), computed by averaging the ISE over N = 500 runs as well as the standard error of the MISE estimate. We use nine estimators. MEAN and MEDIAN are computed by taking the pointwise mean and median of each sample.
For the depth based estimators, the functions are ranked using depth and the α = 0.2 least deep functions are trimmed before computing a mean on the 1 − α remaining fraction of curves. In other words, using the empirical depth D(·, P n ), observations are ranked r 1 , . . . , r n (least deep to deepest) where
The α trimmed robust mean estimate isȲ
Results for M = 5 are contained in Table 1 and results for M = 25 are contained in Table 2 
Shape Contamination
Following López-Pintado and Romo [2011] we also study 5 shape outlier models. Here the outliers have different shapes than the non-outliers but the same means. A set of 50 realizations from each model is shown in Figure 2 . One can see that the outliers will not have a large impact on mean estimation because the outliers are no further from the process mean than many of the non-outliers. Thus we may suspect that a depth function which successfully identifies outliers may not improve mean estimation by a large amount.
First we describe the models. The base model is X i (t) = f (t) + e 1i (t) while the outliers are Y i (t) = f (t) + e 2i (t). For models M5 and M6, f (t) = 4t. For models M7 and M8, f (t) = 4t 2 . For model M9,
The error term e 1i is a mean 0 Gaussian process with covariance γ 1 (s, t) = exp (−|t − s| 2 ). The error term e 2i is a mean 0 Gaussian process with covariance γ 2 (s, t) = exp (−|t − s| µ2 ) where µ 2 < 2 so that e 21 is less smooth than e 1i . For models M5 and M7, µ 2 = 0.2 while for models M6, M8, and M9, µ 2 = 0.1.
For each model we observe
where i ∼ Bern(q) with q = 0.15. These models are meant to exactly match models M5 -M9 in López-Pintado and Romo [2011] .
As with the magnitude contamination models, we assess performance for the shape models using MISE. Table 3 contains MISE and standard errors for the 5 models and 9 estimators. Here we see that the mean is always the best and modified band depth is usually the second best. L ∞ D performs poorly for these models.
The fact that MBD is the best depth for mean estimation does not imply that MBD is successfully identifying outliers. When examining the shape models in Figure 2 one can see that non-outliers (smooth Table 2 : MISE for mean estimation with M=25 level of magnitude contamination. The probability a curve is contaminated is q=0.1.
functions) that are far from the mean (either shifted above or below the mean) will have more effect on the mean estimate than the less smooth outliers which are sometimes above and sometimes below the mean. To test which methods are identifying outliers most often, we generate 49 curves from the base model of models M5 -M9 and 1 curve from the outlier model of models M5 -M9. We repeat this process 500 times and compute the fraction of times that each depth function identifies the outlier to be among the least 0.2 least deep curves. Results are contained in Table 4 .
We see that L ∞ D followed by BD are the best methods for identifying the outlier. These depths did not perform well on robust mean estimation with the shape models. In contrast, MBD, which performed well for mean estimation, performs poorly at identifying the outliers. This shows that the best depth function depends on the inference goal (mean estimation versus outlier detection), not just the underlying distribution.
In these models, the outliers are far from each of the smooth curves at some time point, although not on average. L ∞ D works well at identifying outliers here because it is sensitive to maximum, not average, separation between functions. One can consider the opposite setting where most functions are rough and the outliers are smooth. Our real data example in Section 4 is an example of this situation. In this setting SPATD appears better at detecting outliers than L ∞ D. 
Application: Outliers and Medians in Astronomical Light Curves
Periodic variables are stars that vary in brightness periodically over time. For a given periodic variable star, astronomers measure the brightness many times. Let t k be the time of brightness measurement m k .
where K is the number of brightness measurements for a particular star.
Using period estimation methods, astronomers determine a period for the star. The pattern of brightness variation is evident when one views the brightness as a function of phase (= time modulo period), known as the folded light curve. Figure 3 shows the folded light curve of a periodic variable of the type Classical Cepheid. Magnitude is inversely proportional to brightness, so larger magnitudes are plotted lower on the y-axis. We study differences in lightcurve shape so we normalize the mean magnitude of each star to 0. Additionally the phase of the light curve is arbitrary. Thus when comparing shapes of many stars it is essential to align phases.
We use a sample of 1810 light curves from stars of the class Classical Cepheid from the OGLE-III survey Table 4 : The fraction of times the outlier was ranked in the least deep 0.2 fraction of functions in the shape contamination models.
[ Soszynski et al., 2008] . We normalized each light curve to mean 0. We smooth the light curves of each star using natural cubic splines with 15 equally spaced knots, including boundary knots at phases 0 and 1. After smoothing, we phase the smoothed light curves by assigning the minimum magnitude phase 0. We plot the smoothed, magnitude normalized, phased light curves in Figure 4 .
The Deepest and Least Deep Curves
Astronomers are interested in identifying the most typical and most unusual light curve shapes. Depth functions provide a method for determining typical and unusual shapes. We rank observations using HRD, MHRD, MBD, RTD, SPATD, and L ∞ D empirical depth functions. We do not use BD because it is com- putationally intractable with 1810 observations. In Figure 5 we plot the lightcurves colored by the depth decile. The deepest curves are the bluest and the least deep curves are the reddest. MBD, SPATD, and L ∞ D produce similar looking results which correspond to our intuitive notions of outliers and non-outliers.
MHRD and to a lesser extent RTD produce some surprising rankings which do not correspond to intuition.
HRD only assigns 4 unique depth values to all observations. In particular, 1690 of the 1810 functions are assigned the minimum possible empirical depth of 1/1810. Thus the ninth decile is 1/1810 and all observations are in the top decile, resulting in all functions being colored the deepest shade of blue. This phenomenon appears to be related to issues discovered by Kuelbs and Zinn [2014] and Chakraborty and Chaudhuri [2014] who show that for certain distributions, population HRD can be 0 for all functions and empirical HRD may be 1/n for all observations. In particular, this phenomenon occurs when curves frequently cross each other, as occurs in this data set. HRD will not be useful for identifying outliers and medians in this data set. Outliers selected by RTD appear somewhat less outlying than those selected by SPATD, MBD, and
In general SPATD produces the best set of outliers because it shows examples from all three of these sets. We note that the two low amplitude outliers detected by SPATD (and not detected by L∞D) are an example of very smooth outliers among a larger set of less smooth functions. These low amplitude functions are never far in L ∞ distance from the bulk of the other functions. Therefore they are not detected by L ∞ D.
Combined with the results from the shape outlier simulation, this suggests that L ∞ D is better at detecting non-smooth shape outliers in a large set of smooth functions than at detecting smooth shape outliers in a larger set of less-smooth functions.
Finally we note that various works have suggested incorporating measures other than simply the depth ranks to determine outlyingness. These include functional boxplots and distance measures derived from depths [Hubert et al., 2015, Sun and Genton, 2011] . In experiments with functional boxplots, we found that they had certain advantages, such as automatically determining the number of functions to identify as outliers, and certain disadvantages, such as not detecting the low amplitude outliers. 
Convergence of Depth Rankings
For many depth functions there exist limit theorems showing convergence of the empirical depth function to the population depth function. Such results were shown for L ∞ D in Section 2.2. We see two limitations to these results:
1. In most depth applications, the observations x 1 , . . . , x n are ranked r 1 , . . . , r n where D(x i , P n ) ≤ D(x j , P n ) when r i < r j . Inference is then performed based on these rankings (eg robust mean estimation in Section 3). Limit theorems which show D(·, P n ) → D(·, P ) do not directly address how empirical depth function rankings compare to population depth function rankings ie how r 1 , . . . , r n compare to r 1 , . . . , r n where D(x i , P ) ≤ D(x j , P ) when r i < r j .
Limit theorems do not indicate at what sample sizes the asymptotics take hold.
Practitioners use the empirical depth function ranks because the population depth function is unknown.
In principle one could determine the error in this approximation by plotting the rankings of the empirical depth function against the rankings of the population depth function. In practice this is impossible since the population depth function is unknown. We propose approximating this comparison by constructing two independent empirical rankings. The procedure is:
1. Split the data into two sets: x 1 = x 1 , . . . , x n/2 and x 2 = x n/2 +1 , . . . , x n .
2. Let P k n be the empirical measure for x k (k = 1, 2). Construct the empirical depth functions D(·, P k n ).
3. Rank observations x 1 using D(·, P 1 n ) to produce ranks r 1 , . . . , r n/2 . Again rank observations x 1 now using D(·, P 2 n ) to produce ranks r 1 , . . . , r n/2 . There is also instability in how MHRD ranks the deepest functions. MBD, SPATD, and L ∞ D show good stability.
Make a scatterplot of the ranking pairs {(r
We term the resulting plot a rank-rank plot. Stability in these ranking can be determined by how closely the rank-rank plot follows the identity line. We perform this procedure for the light curve data using the six depth functions. Rank-rank plots are shown in Figure 7 . Rank ties are broken at random. One can see immediately that HRD ranks show little agreement. This is caused by the zero depth problem. Both 983, 0.99, 0.991, 0.992, 0.996, 0.997, 0.998, 0.999, 1 HRD 0.049, 0.128, 0.188, 0.221, 0.472, 0.901, 0.95, 0.957, 0.996 MHRD 0.872, 0.878, 0.935, 0.952, 0.957, 0.959, 0.967, 0.972, 0.998 RTD 0.833, 0.988, 0.99, 0.992, 0.994, 0.996, 0.998, 0.999, 1 SPATD 0.988, 0.99, 0.993, 0.994, 0.996, 0.997, 0.998, 0.999 the number of random projections we can increase the strength of the correlation. However even at 10,000 random projections there is still considerably more dispersion in ranks than with other methods (Spearman rank correlation of 0.961 for RTD with 10,000 random projections versus 0.996 for L ∞ D).
The other four depth functions show much stronger correlations. For MHRD, there is some instability for the deepest ranked functions. MHRD has a maximum possible depth of 1/2. Kuelbs and Zinn [2014] found that MHRD can suffer from having too many deepest functions i.e., too many functions have depth equal to 1/2 (this is effectively the opposite of the problem experienced by HRD). It may be the case here that many of the observations have MHRD nearly equal to 1/2, causing instability in the rankings at high depths.
To see how this result could be used, consider the practice of representing the most typical curves by selecting the deepest 1% using an empirical depth function. How would this selection change if the population depth function were used? Using each depth function, we select the deepest 9 (≈ 1%) curves as measured by D(·, P 1 n ). We then determine the ranking of these functions using D(·, P 2 n ). In Table 5 we plot the D(·, P 2 n ) normalized rank (rank divided by sample size) of the deepest curves. Ideally these 1% deepest curves will all have a normalized rank near 1. For MBD, SPATD, and L ∞ D, the normalized rankings are in the top 2% of all functions. This indicates good stability of the empirical depth function and suggests that the empirical depth function ranking is accurately estimating the population depth function. For RTD, HRD, and MHRD, some functions are ranked below 90%, suggesting instability in the rankings.
Conclusions
We have shown that a simple generalization of a multivariate depth to functional data outperforms several existing notions of depth designed for functional data. Among the depths considered, SPATD, MBD, and L ∞ D appear to be the most useful. While BD, MBD, HRD, and MHRD were designed for functional data, we do not find evidence that they outperform straightforward extensions of the spatial and L ∞ multivariate depths to the functional setting.
We have discussed and critiqued the methods by which depths are evaluated. Limit theorems which show the convergence of D(·, P n ) to D(·, P ) may not be informative as to how depth rankings behave at finite sample sizes. This is most apparent for depths such as HRD where with certain distributions the empirical depth function is converging to a population depth function which is identically 0. The rank-rank plot of Section 4.2 may be more appropriate for determining the stability of the rankings of the empirical depth function. 
Supplementary Materials

A.1.2 Proof of Theorem 2
Let f (·) = (1 + ·) −1 . By the Strong Law of Large Numbers n −1 n i=1 ||X i − x|| ∞ → µ x ≥ 0. By the continuous mapping theorem
A.2
A.1.3 Proof of Theorem 3
Let f (·) = (1 + ·) −1 . By the CLT √ n(n −1
. Apply the delta method with f to obtain
= N (0, σ 2 x (1 + µ x ) −4 ). We determine the time to compute all n sample observation depths for each depth function. All functions are sampled at 50 time points. Code is written in R and run on an Intel(R) Core(TM) i7-3770 CPU at 3.40GHz. BD (black solid) is the slowest and becomes computationally infeasible at n less than 100. This slow computation time is due to the fact that BD with J = 3 is an O(n 4 ) algorithm [Kwon and Ouyang, 2016] . HRD, MHRD, Spatial, and L ∞ D are all O(n 2 ) algorithms with similar computation times. The speed improvement of L ∞ D over the other methods is due to our use of distance matrices in the R code. RTD is O(n 2 N v ) where N v is the number of random projections. While typically N v is fixed with n, Cuesta-Albertos and Nieto-Reyes [2008] recommend a value of 250 which makes the algorithm significantly slower than other O(n 2 ) depths. MBD with J = 2 is extremely fast due to an algorithm of Sun et al. [2012] which allows all sample function depths to be computed in O(n log n) time [Kwon and Ouyang, 2016] .
A.2 Computational Speed
