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Abstract
This thesis is concerned with Schrödinger operators acting on the sections of
a Hermitian line bundle over an even-dimensional flat torus. Schrödinger
operators are constructed from a connection on the bundle and a function on
the torus. Restricting to translation-invariant connections and line bundles with
nondegenerate Chern class I give statements concerning the extent to which the
spectrum of the Schrödinger operator determines the torus, line bundle or
potential.
I show that the potential is determined by the collection of spectra of
translation-invariant connections. This collection is a canonical generalisation
of the Bloch spectrum of the torus. For weakly Z2-invariant connections one
can recover the even part of the potential from the corresponding spectrum
provided that the lattice has a nondegenerate length spectrum. Counterexamples
show that this condition cannot be dropped and also that neither potentials,
tori nor line bundles are spectral invariants.
Those results were obtained by Gordon, Guerini, Kappeler and Webb.
However, I streamlined their work by constructing explicit transplantations
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Let M be an n-dimensional flat torusL\Rn given by some latticeL. Every poten-
tial Q ∈ C∞(M) can be interpreted as a smoothL-periodic function Q : Rn→ R.
It gives rise to a Schrödinger operator ∆ + Q on Rn. The periodic spectrum
of Q is defined to be the spectrum of this Schrödinger operator acting on the
L-periodic functions on Rn. The (classical) Bloch spectrum is the collection
of all spectra (Specα Q)α∈(Rn)′ of the Schrödinger operator acting on functions
that satisfy f (x + l) = e2πiα(l) f (x) for all l ∈ L. In [ERT84a] and [ERT84b]
Gregory Eskin, James Ralston and Eugene Trubowitz describe the extend to
which the potential Q is determined by its periodic spectrum or by its Bloch
spectrum.
From every connection ∇ on a given Hermitian line bundle λ one can con-
struct a Laplacian acting on the smooth sections of λ. Let Spec(Q,λ,∇) denote
the spectrum of the corresponding Schrödinger operator. This spectrum de-
pends on the potential and on the connection. In [Gui90] Victor Guillemin
noted that in the case of two-dimensional tori the Bloch spectrum of a poten-
tial is also given by the collection of spectra (Spec(Q,λ,∇))(λ,∇), where (λ,∇)
ranges over all line bundle-connection pairs with vanishing curvature form.
In particular, if λ is the trivial complex line bundle over M and ∇ is the trivial
connection, then the periodic spectrum coincides with Spec(Q,λ,∇).
Guillemin considered only Hermitian line bundles with Chern number
±1 over two-dimensional tori with nondegenerate length spectrum and assumes
that one is given a Z2-invariant bundle-connection pair and a Z2-invariant
potential Q, i. e. a connection and a potential invariant under the isometry
induced on the torus by the map x 7→ −x. With those assumptions he proves
that, if ∇ satisfies some curvature bounds, then both the connection ∇ and the
potential Q are determined by Spec(Q,λ,∇).
This thesis largely follows the paper [GGKW08] in which Carolyn S. Gor-
don, Pierre Guerini, Thomas Kappeler and David L. Web extend Guillemins
considerations to higher-dimensional tori. The connections used have a “con-
stant” curvature in the following sense: A connection is called translation-
invariant if its curvature 2-form is invariant under the group of isometries
induced on M by the translations. The λ-Bloch spectrum of a potential Q is
defined to be the map ∇ 7→ Spec(Q,λ,∇), where ∇ ranges over the translation-
invariant connections.
Every line bundle over a torus is uniquely, up to isomorphism, determined
by its Chern class, which can be understood as a translation-invariant 2-form.
A Chern class is called nondegenerate if it is nondegenerate as an antisym-
metric bilinear form at one and therefore at every point. Only nondegenerate
line bundles ω will be considered, that is line bundles with a nondegenerate
Chern class. This condition requires the dimension of the torus to be even,
say n = 2m, and associates a unique ordered m-tuple (r1, . . . , rm) of positive
integers with r1 | · · · | rm to every line bundle. The ri are called Chern invariant
factors. On those line bundles the map x̌ B −x gives rise to a map∇ 7→ ∇̌acting
on the set of connections such that ∇ isZ2-invariant if and only if ∇= ∇̌. If this
equation holds only up to gauge equivalence, ∇ ∼ ∇̌, then ∇ is called weakly
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Z2-invariant. The following questions are addressed in [GGKW08]:
– Does Spec(Q,ω,∇) determine the potential Q when ∇ is a fixed translation-
and weakly Z2-invariant connection?
– Does the entire ω-Bloch spectrum determine the potential?
If all Chern invariant factors are equal to 1, then the second question can
be answered positively even without assuming nondegeneracy of the length
spectrum. Concerning the first question, one can recover the even part of the
potential from the (single) spectrum of a translation- and weaklyZ2-invariant
connection provided that the length spectrum is nondegenerate and the Chern
invariant factors equal 1. A counterexample shows that this assumption cannot
be dropped. The positive results are shown by constructing wave invariants.
The interested reader can find those in the Appendix of [GGKW08].
The focus of this text lies on the negative results. Those can already be
found in [GGKW08]. However, I use the main proof of the negative results
[GGKW08, Theorem 3.4] to calculate explicit transplantations, i. e. isomor-
phisms of function spaces mapping the eigenfunctions of one differential
operator to eigenfunctions with the same eigenvalue of another differential
operator, thereby establishing bijections between the eigenspaces of the two
operators. The technique of transplantations was first introduced by Peter
Buser in [Bus86].
Using this method it will be shown that the spectrum of the vanishing
potential Spec(0,ω,∇) is independent of the choice of translation-invariant
connection∇, thereby defining a spectrum of the line bundleω. Examples show
that neither the isometry class of the underlying torus nor the line bundle ω
are determined by this spectrum.
Also, I prove that line bundles are classified by their Chern class and I
will describe all proofs in more detail than in [GGKW08]. On the other hand,
the technique of transplantations is more direct than the proof of [GGKW08,
Theorem 3.4] and therefore I do not need to consider principal circle bundles
and their connections [GGKW08, Section 2C] to prove Theorem 6.13. This
makes the construction of a nilpotent Lie group and of actions of this group on
some function spaces superfluous. The organization of this work is outlined
in the following section.
Finally, note that there are two small errors in [GGKW08, Notation 3.3 (ii)
and Theorem 3.4 (2)]: One should have qr,c,µ(s) B q(s1 + (µ1 − c1)/r1, . . . , sm +
(µm − cm)/rm) and the spectrum Specα(Q, Lr) of Q(u, v) = q(v) coincides with
S(q, r, b, a,−µ). Confer Definition 6.6 and Definition 6.16.
Acknowledgment. I want to thank Professor Dr. Dorothee Schüth for sup-
port and proofreading. Also, I thank Peter Herbrich for suggesting many
improvements for this work.
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Results and Overview
Sheaves and Cohomology & Line Bundles The Hermitian line bundles over
a fixed closed manifold M are classified, up to an isomorphism, by the
second Čech cohomology group Ȟ2(M,Z) of the constant sheaf Z on M.
The Čech cohomology class corresponding to an Hermitian line bundle
is called its Chern class and can be interpreted as a de Rham cohomology
class, which contains exactly one harmonic representative Ω.
Flat Tori I will not consider arbitrary manifolds but only flat tori which are
the quotient manifoldsRn modulo some latticeL. On flat tori the harmonic
representative is given by a bilinear, antisymmetric map on Rn ×Rn. If it
is nondegenerate, then the dimension of the torus must be even and there




∧dvi, where the {ui, vi} are coordinates
with respect to some lattice basis and ri are integers, called Chern invariant
factors. Line bundles with such nondegenerate representatives will be
called nondegenerate. The normal form will be used to construct an explicit
representative ω for every class of nondegenerate line bundles over M.
Connections The sections and connections of this bundle ω are in close rela-
tionship to the corresponding objects of the trivial line bundle θ1 over Rn.
The sections of ω are isomorphic to the L-invariant functions C∞(Rn, C)L
and the connections ofω descend from connections on the trivial bundle of
the form d+A, where A is an appropriate imaginary-valued 1-form. I will
only regard translation-invariant connections up to gauge equivalence. In
every gauge equivalence class of translation-invariant connections there is
a connection ∇D + a, where a is a harmonic 1-form and ∇D a distinguished
connection constructed from Ω. The form a can be interpreted as a functional
on Rn. Also (weak) Z2-invariance will be introduced in this section.
The Laplacian and Spectra From each connection one can construct a Lapla-
cian ∆ B trace∇2 acting on sections. For the connections ∇D + a the Lapla-
cian shall be denoted by ∆Da . The spectrum Speca(Q,ω) is the set of eigen-
values of the Schrödinger operator ∆Da +Q, where Q ∈ C∞(M) is a potential.
The ω-Bloch spectrum is the collection of all such spectra.
Transplantations The negative results will be obtained constructively by giv-
ing explicit transplantations. In Theorem 6.13 a map from (L2(ω), ∆Da + Q)
with Q(u, v) = p(u) to some simpler space (H , DU,p) is given provided
that the line bundle is rectangular. This transplantation maps every section
to finitely many of its Fourier coefficients with respect to the v-coordinate.
Those are sufficient to reconstruct any section. In Lemma 6.19 two of those
transplantations are joint together to yield a transplantation from one torus
to another.
Negative Results In this section I use the transplantations to prove the fol-
lowing Corollaries of Theorem 6.13:
Corollary 7.1. For every even-dimensional rectangular flat torus and ev-
ery nondegenerate rectangular line bundle ω over this torus Spec(ω) B
Speca(0,ω) is independent of a and is called the spectrum of ω.
Corollary 7.3. For every even integer n ≥ 4 there exists an n-dimensional
flat torus M and two topologically distinct but isospectral nondegenerate
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rectangular line bundles over M.
Corollary 7.4. For every even-dimensional rectangular flat torus M and
every nondegenerate rectangular line bundleω over M there exists another
nonisometric rectangular flat torus M̃ and a nondegenerate rectangular line
bundle ω̃ over this torus with the same Chern invariant factors such that
(M,ω) and (M̃, ω̃) are isospectral.
Corollary 7.7. Letω be a nondegenerate rectangular line bundle over a flat
torus M and let {Ui, Vi} be an orthogonal Chern basis. If there is a j such that
‖Vj‖/‖U j‖ is rational but not equal to 1, then for every translation-invariant
connection there exist two isospectral but noncongruent potentials on M.
Those potentials can be chosen to be analytic and Z2-invariant. In par-
ticular, the statement holds for any nondegenerate line bundle over any
nonsquare, two-dimensional torus with a rational ratio of side lengths.
The expression of the transplantation in Corollary 7.7 can be simplified for
a Z2-invariant connection and r1 = · · · = rm = 1 such that it does not
contain any infinite sums.
Positive Results To contrast the negative results I will cite, without proof,
some spectral invariants which are used to show the following results.
Although a potential is in general not determined by a single spectrum by
Corollary 7.7, it is determined for line bundles with r1 = · · · = rm = 1 by the
entire ω-Bloch spectrum. However, parts of the potential are determined
by a single spectrum provided that the corresponding connection is chosen
appropriately:
Theorem 8.4. Every smooth potential on a fixed even-dimensional torus
with line bundle ω whose Chern invariant factors are r1 = · · · = rm = 1 is
uniquely determined by its ω-Bloch spectrum.
Theorem 8.8. Let M be an even-dimensional torus with nondegenerate
length spectrum, let ω be a line bundle with Chern invariant factors r1 =
· · · = rm = 1 and assume a translation- and weakly Z2-invariant connec-
tion is given, then the even part of a potential is spectrally determined.
With sufficiently strong restrictions on the potential one may conclude that
the potential is uniquely determined by its spectrum with respect to any
translation- and weakly Z2-invariant connection.
If one restricts to two-dimensional tori with nondegenerate length spec-
trum, to line bundles with Chern invariant factor r1 = 1 and to the dis-
tinguished connection, then one can improve this result: There are no
nontrivial continuous isospectral deformations within the space of smooth
potentials. Also, if one is given two isospectral potentials P and Q with real
analytic odd parts such that the odd part of one of them is one-dimensional,
then P = Q or P = Q̌, where Q̌(x) B Q(−x).
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My work always tried to unite the
truth with the beautiful; but when
I had to chose one or the other, I
usually chose the beautiful.
Hermann Weyl
1 Sheaves and Cohomology
In this section I will briefly describe the language of sheaves used in the next
section to classify line bundles. In those two sections I largely follow [GH94].
Definition 1.1. A sheaf F on a topological space M associates to each non-
empty open set U ⊂ M an abelian group F (U) and to each pair of nonempty
open sets V ⊂ U a group homomorphism ρU,V : F (U)→ F (V) such that
(a) for any triple W ⊂ V ⊂ U of nonempty open sets ρU,W = ρV,W ◦ ρU,V.
An element s ∈ F (U) is called a section of F over U. The maps ρU,V are called
restrictions and are written as s|V B ρU,V(s). For any two nonempty open sets
U, V ⊂M another two axioms are postulated:
(b) For all s ∈ F (U) and t ∈ F (V) with s|U∩V = t|U∩V there is an r ∈ F (U∪V)
with r|U = s and r|V = t and
(c) if s ∈ F (U ∪V) with s|U = 0 and s|V = 0 then s = 0.
Definition 1.2. A sheaf map f : F → G on M is a collection of group ho-
momorphisms
{
fU : F (U)→ G(U) | ∅ , U ⊂M open
}
that commute with the






is called exact if for every open ∅ , U ⊂M
(a) fU is injective,
(b) for every s ∈ ker gU and all p ∈ U there is a neighbourhood p ∈ V ⊂ U such
that s|V ∈ im fV and
(c) for every s ∈ H(U) and all p ∈ U there is a neighbourhood p ∈ V ⊂ U such
that s|V ∈ im gV.
Definition 1.3. Let F be a sheaf on M and let U = {U j} j∈J be a locally finite




F (Ui0∩ · · · ∩Uip) .
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Denote the p-cochains s =
{





, like sections, by Latin
letters. The coboundary operator is a map





Every s ∈ im δ is a coboundary and the group of cocycles is
Zp(U,F ) B ker δ .
A straightforward calculation shows that δ ◦ δ = 0 and therefore that
δCp−1(U,F ) ⊂ Zp(U,F ). The factor group
Ȟp(U,F ) B Zp(U,F )/δCp−1(U,F )
is the pth Čech cohomology of the cover U and the sheaf F .
Remark 1.4. An open cover V = {Vj} j∈J is called refinement of the cover U =
{Ui}i∈I, written V ≤ U, if there is map φ : J → I such that Vj ⊂ Uφ j for all j ∈ J.
This map φ induces a map
φ# : Cp(U,F )→ Cp(V,F ) with (φ#s) j0··· jp B sφj0···φjp |Vj0∩···∩Vjp .
Two calculations show that this map is a chain map, which means that it
commutes with the coboundary operator, φ# ◦ δ = δ ◦φ#, and that for another
such map ψ one has a homotopy operator K : Cp(U,F )→ Cp−1(V,F ) with




between φ# and ψ#, that is δK + Kδ = φ# − ψ#. Thus, both maps induce the
same map in cohomology, which we denote by ρU,V : Ȟp(U,F )→ Ȟp(V,F ).
Definition 1.5. The set of locally finite open covers is directed by the notion
of refinement. The set of Čech cohomology groups is indexed by this directed
set and together with the maps ρU,V it forms a direct system of groups, which
means
ρU,U = idȞp(U,F ) and ρU,W = ρV,W ◦ ρU,V forW ≤ V ≤ U .
The pth Čech cohomology of the sheaf F is defined to be the direct limit of this
direct system:








with Ȟp(U,F ) 3 s ∼ t ∈ Ȟp(V,F ) if there is a refinementW of V and U such
that ρU,Ws = ρV,Wt. Heuristically, the maps ρ are restrictions of classes of
cocycles to finer open covers of M and two such classes are considered equal
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if they are equal on a sufficiently fine cover. The group operation on the direct
limit is defined by
[s] + [t] B [ρU,Ws + ρV,Wt] ,
where s ∈ Ȟp(U,F ) and t ∈ Ȟp(V,F ) are representatives of the corresponding
classes in Ȟp(M,F ) andW is a common refinement of the locally finite open
covers U and V.
Remark 1.6. A sheaf map f : F → G induces a map of cochains
f : Cp(U,F )→ Cp(U,G) ,
which commutes not only with restrictions but also with the coboundary
operator δ and thus induces a map in cohomology
f ∗ : Ȟp(M,F )→ Ȟp(M,G) .
Definition 1.7 (Another Coboundary Operator).






one can define another coboundary operator
















For each s ∈ Zp(U,H) one can find a refinement V of U and a cochain t ∈
Cp(V,G) for which gt = ρU,Vs and thus gδt = δgt = δρU,Vs = 0 holds.
This means δt ∈ ker g ⊂ Cp+1(V,G). After passing to another refinement
W one can find a cochain u ∈ Cp+1(W,F ) with f u = ρV,Wδt. In particular,
δ f u = δρV,Wδt = 0 and, since f is injective, u ∈ Zp+1(W,F ). Define
δ∗[s] B [u] ∈ Ȟp+1(M,F ) .
Considering all three choices made (that of a particular s, t and u) one finds
that δ∗ is well-defined.
















→ · · · .
3
Proof. For example, im f ∗ ⊂ ker g∗ follows from g∗ ◦ f ∗ = (g ◦ f )∗ = 0 because
the short exact sheaf sequence is exact. For any [t] ∈ Ȟp(M,G) one has δ∗ ◦
g∗([t]) = δ∗[g(t)] = [u] with f u = δt = 0. Due to the exactness f is injective,
u = 0 and im g∗ ⊂ ker δ∗. Similarly, f ∗ ◦ δ∗[s] = f ∗[u] = [ f u] = [δt] = 0. The
converse inclusions follow similarly. 
2 Line Bundles
In this section I will use the notion of sheaves and cohomology to introduce the
Chern class of a line bundle and I will show that every isomorphism class of
line bundles over a fixed manifold is uniquely determined by its Chern class.
Again, I follow [GH94]. For more information about fibre bundles in general
and vector bundles in particular, see [Hus94].
Definition 2.1. Given a smooth real manifold M letAp be the sheaf of smooth
complex-valued p-forms on M andA∗ the sheaf of the multiplicative group of
smooth nowhere vanishing complex-valued functions on M, which means for











Lemma 2.2. Ȟq(M,Ap) = 0 for q > 0.
Proof. For every locally finite cover U = {Ui}i∈I of M there is a partition
of unity {ρi}i∈I subordinate to U, i. e. suppρi ⊂ Ui and
∑
i∈I ρi ≡ 1. For




ρisi i0···iq−1 ∈ A
p(Ui0∩ · · · ∩Uiq−1) ,
where every section ρisi i0···iq−1 is extended onto Ui0∩ · · · ∩Uiq−1 by zero. Note
that the sum is well-defined as U is locally finite. By substituting
(δs)i i0···iq = si0···iq +
q∑
j=0




(−1) jρisi i0··· î j ···iq one obtains δt =
∑
i∈I
ρis = s. 
Definition 2.3 (Picard group).
A complex line bundle λ = (L,π, M) is a rank 1 complex vector bundleπ : L→
M. The Picard group(
Pic M,⊗
)
is defined as the set of isomorphism classes of line bundles with the group
operation given by the tensor product. This group is abelian, the trivial bundle
is the neutral element and the inverse of a line bundle λ is the dual bundle λ∗.
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Definition 2.4. If U = {Ui} is an open cover of M with trivialisations
ϕi : π−1(Ui)→ Ui ×C of λ, then








for all p ∈ Ui ∩U j and z ∈ C.
Lemma 2.5. The assignment λ 7→ g mapping line bundles to their transition
functions induces a group isomorphism
Φ : Pic M→ Ȟ1(M,A∗) .
Proof. First, Φ is well-defined: For an arbitrary isomorphism class of line
bundles in Pic M choose a representative λ and a trivialising coverU of M. The
corresponding transition functions g always satisfy
gi j · g ji = 1 and g jk · gki · gi j = 1 ,
which means that δg = 1. Therefore, these transition functions form a cocycle
and represent a class in Ȟ1(M,A∗). If one chooses another set of trivialisations
{ϕ̃i} over U, then there is an f ∈ C0(U,A∗) with ϕ̃i = fi ·ϕi and the transition




· gi j meaning g̃ · δ f = g .
The two cocycles thus represent the same cohomology class.
For transition functions given over different covers one can use the same
argument after passing to a common refinement. To see that isomorphic line
bundles give the same transition functions just note that, if F : λ → λ′ is a
bundle isomorphism, then ϕi ◦ F−1 are trivialisations for λ′ with the transition
functions g.
Second, Φ is a group homomorphism: It is well-known that, if λ and λ′
are line bundles with transition functions g and g′ over a common trivialising
cover, then λ⊗ λ′ has the transition functions {gi j · g′i j} and the dual bundle λ
∗
has the transition functions {g−1i j }.
Third, Φ is surjective: For a collection of functions {gi j} ∈ Z1(U,A∗) over a







with (Ui ∩U j)×C 3 (p, z) ∼ (p, gi j z) ∈ (Ui ∩U j)×C. This yields a line bundle
with the given cocycle as its transition functions.
Fourth, Φ is injective: If all the components of a given cocycle are the
constant function 1, then the above construction gives a line bundle isomorphic
to the trivial bundle. 
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Corollary 2.6. Since the Picard group is the image of the set Ȟ1(M,A∗) under
the function Φ−1, the axiom schema of replacement of the set theory of Zermelo
and Fraenkel states that Pic M is indeed a set.
Theorem 2.7. There is a group isomorphism between the isomorphism classes
of line bundles over M and the cohomology group of the constant sheaf Z on
M
c : Pic M→ Ȟ2(M,Z) .
Proof. It is sufficient to prove that there is a group isomorphism between






→ 0 , which gives the exact sequence
· · · → Ȟ1(M,A0)→ Ȟ1(M,A∗) δ
∗
→ Ȟ2(M,Z)→ Ȟ2(M,A0)→ · · · .
Since Ȟq(M,Ap) = 0 for all q > 0 by Lemma 2.2, the obtained function Ψ B δ∗
must be an isomorphism. Set c B Ψ◦Φ with Φ as in Lemma 2.5. 
Definition 2.8 (Chern class).
The first and only Chern class of a line bundle λ is defined as
c(λ) ∈ Ȟ2(M,Z) .
Since c is a homomorphism, one has for any two line bundles λ and λ′ and the
trivial line bundle θ1M (all over M) that
c(λ⊗ λ′) = c(λ) + c(λ′) , c(λ∗) = −c(λ) and c(θ1M) = 0 .
Also, the Chern class is natural, which means that if f : M → N is a smooth
map between two manifolds and λ is a line bundle over N, then













Theorem 2.7 shows that the line bundles over any smooth manifold are
classified by their Chern classes. The next Lemma gives an interpretation of
the Chern classes as de Rham cohomology classes and it yields a connection
of those classes to the geometry of the line bundle. To formulate this Lemma
the following Definition is needed.
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Definition 2.9 (Curvature form).
If ξ is a vector bundle over M, let Ap(ξ) be the sheaf of smooth ξ-valued
p-forms. Every section of Ap(ξ) over some open set U ⊂ M is a linear com-
bination of sections of the form α ⊗ s, where α ∈ Ap(U) is a p-form on U and
s ∈ E(ξ)(U) a section of ξ on U. A connection ∇ can be interpreted as a sheaf
map
d∇ B ∇: A0(ξ)→A1(ξ) .
This sheaf map can be extended to a sequence of sheaf maps
d∇ : Ap(ξ)→Ap+1(ξ) by demanding that
d∇(α⊗ s) B dα⊗ s + (−1)pα∧∇s
holds for every open set U and all p-forms α and all ξ-sections s on U.
In contrast to the usual exterior derivative d this sequence need not be exact.
If e B {ei} is a local frame of the vector bundle ξ over some open set U ⊂ M,
then one can locally define a curvature matrix κ on U by d∇◦ d∇ei =
∑
j κi j · e j.
Each component of this matrix is a 2-form, κi j ∈ A2(U). If ẽ is another frame
over another open set Ũ ⊂M and if g is the corresponding matrix of transition
functions, i. e. ẽi =
∑
j gi j · e j, on Ũ ∩U, then κ̃ = g · κ · g−1 on Ũ ∩U. If ξ is
a line bundle, then those local curvature matrices consist of only one 2-form
satisfying κ̃ = κ. Thus, the local curvature forms patch together to give one
global curvature form of the connection ∇.
The curvature form can be calculated from the connection as follows:
Remark 2.10. If ξ is a vector bundle over M and e a frame over some open
subset U ⊂ M, then the connection matrix θ of a connection ∇ is defined by
∇ei =
∑
j θi j ⊗ e j and one has the Cartan structure equation
κ = dθ+ θ∧ θ with (θ∧ θ)i j B
∑
k θik∧ θkj .
On line bundles the connection matrix consists of a single 1-form and this
equation simplifies to κ = dθ. Analogously, if ẽ is another frame over Ũ ⊂ M
and g the corresponding matrix of transition functions, then
θ̃ = dg · g−1 + g · θ · g−1,
which simplifies to θ̃ − θ = dg/g in the case of line bundles. See [GH94,
Chapter 0.5] for details.
Lemma 2.11 (Čech-de Rham isomorphism).
There is an isomorphism Ȟp(M,R)  HdRp (M) and thus an inclusion
Ȟp(M,Z) ↪→ HdRp (M) .









where HdRp (M) is the pth de Rham cohomology on M and κ is the curvature
form of any connection on λ. In particular, the curvature forms of any two
connections are cohomologous.
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Proof. In analogy to the definition of Ap let Zp be the sheaf of closed dif-
ferential p-forms. Thus, HdRp (M) B Zp(M)/dAp−1(M) and one hasZp(M) 
Ȟ0(M,Zp): If s = {si} is a cocycle over an open cover {Ui} representing an ele-
ment of Ȟ0(M,Zp), then the closed differential forms si on Ui patch together
to give a closed differential form on M,
0 = (δs)i j = s j|Ui∩U j − si|Ui∩U j .
Conversely, every element of Zp(M) gives a cocycle over every open cover
and all those cocycles represent the same element of Ȟ0(M,Zp).
Together with the analogous isomorphism forAp one obtains that HdRp (M)
Ȟ0(M,Zp)/d∗Ȟ0(M,Ap−1). Therefore, it suffices to show that the last group
is isomorphic to the Čech cohomology of the constant sheaf R on M.
For every p > 0 the sheaf sequences
0→Zp incl↪→Ap d→Zp+1 → 0
are exact by the Poincaré lemma, which yields a long exact sequence





→ Ȟq+1(M,Ap−q−1) → · · · .
Since Ȟk(Al) = 0 for any k > 0, the following groups are isomorphic:
Ȟ0(M,Zp)/d∗Ȟ0(M,Ap−1)  Ȟ1(M,Zp−1)  · · ·  Ȟp(M,Z0) ,
if p > 0. But for p = 0 this is trivially true as A−1 B 0. Thus, HdRp (M) 
Ȟp(M,Z0) for p > 0.
For an open coverU consisting of connected open sets one has Cp(U,Z0) =
Cp(U,R). Every open cover has such a cover as a refinement, which shows
that Ȟp(M,R)  Ȟp(M,Z0)  HdRp (M).
To see the form of the inclusion Remark 2.10 is needed. Let λ be a line
bundle over M with a trivialising cover U = {Ui} consisting of connected Ui
and trivialisations ϕi over those Ui. Every ei(x) B ϕi−1(x, 1) for x ∈ Ui is a
frame of λ over Ui and each transition function gi j of λ is also the transition
function of the corresponding frames ei and e j, i. e. gi jei = e j. Further, every
connection ∇on λ is given by its connection forms θi. Those θi are 1-forms on
the corresponding Ui ⊂M and satisfy
θ j − θi = −g−1i j dgi j = −d(log gi j) on U j ∩Ui.
Remark 2.10 also states that κ = dθi on Ui.
In the case p = 2 the Čech-de Rham isomorphism is induced by the two
exact sequences
0→Z1 ↪→A1 d→Z2 → 0 and 0→Z0 ↪→A0 d→Z1 → 0 ,
which give two coboundary operators
Ȟ0(M,Z2)/d∗Ȟ0(M,A1)
δ∗1




Using θ j − θi = −d(log gi j), κ = dθi and (see the proof of Theorem 2.7)
c(λ)i jk = Ψ◦Φ(λ)i jk =
(






(log gi j − log gik + log g jk)






−1κ) = δ∗2({θ j − θi}) =
δ ◦ d−1({θ j − θi}) = {−(log g jk − log gik + log gi j)} = −2πi · c(λ) .
Here f−1(y) for a nonbijective map f : X→ Y is not the preimage of y but any
element x ∈ X with f (x) = y. 
The Chern class seen as a de Rham cohomology class is not only given by
the curvature of an arbitrary connection but is also represented by a unique
harmonic 2-form:
Definition 2.12. If the manifold M is closed and oriented, then there exists
the Hodge-operator ∗ and one can define an operator d∗ B (−1)n·p+n+1 ∗ d ∗
mapping p-forms to p−1-forms. The Laplace-Beltrami operator is given by
∆LB B d∗◦ d + d ◦ d∗ .
A p-form ω is called harmonic if ∆LBω = 0. Details can be found in [War83,
Chapter 6].
Conclusion 2.13. The line bundles over a given closed and oriented manifold
M are classified by their Chern classes in Ȟ2(M,Z) ↪→ HdR2 (M) and by Hodge
decomposition, [War83, Theorem 6.8], every de Rham cohomology class con-
tains one and only one harmonic representative. This means that c(λ) = [Ω],
where Ω is a harmonic 2-form.
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3 Flat Tori
To facilitate calculations I will from now on consider only very simple closed
manifolds: flat tori. Additionally, the line bundles over those tori will be
assumed to have nondegenerate Chern classes. This demand will require the
dimensions of the tori to be even.
Definition 3.1 (Lattice).
If (W1, . . . , Wn) is a basis of Rn, then L B Z(W1, . . . , Wn) is called a lattice.
The unit cell of the lattice L with respect to a given basis is the compact set{∑
i αiWi | αi ∈ [0, 1]
}
.
Definition 3.2 (Flat torus).
A lattice L forms a group and acts on Rn via the addition +. Every translation
by some l ∈ L
Tl : Rn 3 x 7→ l + x ∈ Rn
is an isometry and thus L is a group of isometries acting on Rn. Let
πL : Rn→ L\Rn C M
be the projection. There is exactly one metric 〈. , .〉L on M such that πL is a
Riemannian covering, where Rn is equipped with the standard metric 〈. , .〉.
The Riemannian manifold (M, 〈. , .〉L) is called flat torus.
Proof. M is a manifold because L acts smoothly, freely and properly on Rn,
confer [Lee02, Theorem 9.19].
The map πL is a smooth covering and therefore there is a neighbourhood
U for every [x] ∈ M such that U is diffeomorphic via πL to an open set V in
Rn. The choice of V is not important because the translations are isometries.







for X, Y ∈ T[x]M.
This metric is smooth because πL is a diffeomorphism on V, in particular it is
a chart for M. In this chart the coordinate vector fields are ∂
∂xiM









= δi j for all i, j = 1, . . . , n.
Hence, 〈. , .〉L is indeed a flat metric. 
Remark 3.3. Every flat torus is closed and orientable. Therefore, the Laplace-
Beltrami operator ∆LB exists and by Conclusion 2.13 every line bundle over a
flat torus is represented by an harmonic 2-form.
Definition 3.4. Every translation Tx onRn by an x ∈ Rn descends to an isom-
etry on the torus. A differential form is called translation-invariant if it is
invariant under the group of those isometries.
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Lemma 3.5. A differentiable form on a flat torus is translation-invariant if and
only if it is harmonic.
Proof. Obviously, every translation-invariant form is also harmonic. Since M
is closed, Green’s formula reads∫
M
〈grad h, grad f 〉 − h · ∆LB f dV = 0 for all h, f ∈ C∞(M).
For a harmonic function f and h B f one obtains
∫
M‖grad f ‖
2 dV = 0 and thus
grad f = 0. Hence, f is translation-invariant.
Now, let ω =
∑
i1<···<ip ωi1,...,ipdx
i1∧ · · · ∧ dxip be a p-form in the standard





i1∧ · · · ∧ dxip .
Thus, ifω is harmonic, so are its components. This means that the components
and therefore ω itself are translation-invariant. 
Remark 3.6. Let {ei} denote the standard basis ofRn and (x1, . . . , xn) the corre-
sponding coordinates. If U ⊂ Rn is the interior of a unit cell, then the standard
coordinates descend to coordinates on πL(U) and thus one obtains a basis { ∂∂xi}
on every TxM with x ∈ U.
A translation-invariant p-form A on M is already defined by any single
Ax : TxMp → R. When identifying the tangent space TxM with Rn via the
map ∂
∂xi 7→ ei, one can identify the translation-invariant p-form A with an
antisymmetric p-linear map on Rn.
This identification will be of great importance later in this work because I
will study connections which are determined by harmonic forms. Before that
the following observation about the harmonic representative of a Chern class
will be very useful.
Lemma 3.7. If Ω is the harmonic representative of [Ω] ∈ Ȟ2(M,Z), then
Ω can be considered as an antisymmetric bilinear map Rn×Rn → R with
Ω(L×L) ⊂ Z.
Proof. Two linearly independent lattice vectors l, k ∈ L span a parallelepiped
in Rn. Its projection P ⊂ M is a closed 2-chain in the singular homology of M.
The class [Ω] can be seen as an element of the corresponding cohomology and




[Ω] = [Ω](P) ∈ Z
Confer [Lee02, Chapter 16] or [War83, Chapter 5]. 
Lemma 3.8. If Ω : Rn × Rn → R is a nondegenerate antisymmetric bilinear
map with Ω(L×L) ⊂ Z, then n = 2m is an even integer and there exists one
and only one tuple (r1, . . . , rm) ∈Nm such that
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(a) there exists a lattice basisB B {U1, . . . , Um, V1, . . . ,Vm}ofLwith Ω(Ui,Vj) =
ri · δi j and Ω(Ui, U j) = Ω(Vi,Vj) = 0 for i, j = 1, . . . , m and
(b) r1 | r2 | · · · | rm.
If {u1, . . . , um, v1, . . . , vm} are the coordinates corresponding to the basis B,
then Ω =
∑
i ri dui∧ dvi. The integers ri are called Chern invariant factors and
every such basis B shall be called Chern basis.
Proof. For every U ∈ L the set aU B
{
Ω(U, V) | V ∈ L
}
⊂ Z is an ideal and,
sinceZ is a principal ideal domain, aU = dUZ. Since Ω is nondegenerate, one
can assume dU > 0 for U , 0 and thus r1 B min
{
dU | U ∈ L\{0}
}
> 0. Choose
U1 and V1 such that Ω(U1, V1) = r1.








U1 ∈ Ln−2 ,
whereLn−2 is the orthogonal complement with respect to Ω ofZ(U1, V1) inL.
This means that L = Z(U1, V1) ⊕Ln−2 and that Ln−2 is a lattice of dimension
n− 2 inZ(U1, V1)⊥ = R · Ln−2, where⊥ is to be understood with respect to Ω.
The restriction of Ω to R · Ln−2 is again nondegenerate, and repeating this
process with Ln−2 inductively gives a tuple (r1, . . . , rm) of integers with the
corresponding lattice basis (U1, . . . , Um, V1, . . . ,Vm). In particular, n = 2m is
even.
Now assume (without loss of generality) that r1 - r2, i. e. there is an a ∈ Z
such that 0 < r2 − ar1 < r1. This implies
0 < Ω(U2, V2) − aΩ(U1, V1) =
Ω(U2, V1 + V2) − aΩ(U1, V1 + V2) = Ω(U2 − aU1, V1 + V2) < r1 ,
which contradicts the choice of r1.
It remains to show that the tuple r is unique. Let Ωi B Ω ∧ · · · ∧Ω. This
is an alternating 2i-linear form and, if one chooses pairwise distinct indices
k1, . . . , ki ∈ {1, . . . , m}, then
Ωi(Uk1 ,Vk1 , . . . , Uki ,Vki) = i! · rk1· · · rki .
When applied to any other combination of 2i vectors in {Ui, Vi} the form van-
ishes. Therefore, for every 2i-tuple (W1, . . . , W2i) ∈ L2i there are integers βk1···ki
with
Ωi(W1, . . . , W2i) =
∑
k1<···<ki
βk1···ki · i! · rk1· · · rki .
Since r1 | · · · | rm, the product i! · r1· · · ri divides all summands and there is a
suitable N ∈Nwith |Ωi(W1, . . . , W2i)| = i! · r1· · · ri ·N.
This means i! · r1· · · ri is the minimum of the nonzero values of |Ωi| on L2i.
This characterises the invariants ri of Ω. 
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Conclusion 3.9. Line bundles over a given manifold M are classified, up to
isomorphism, by their Chern classes c(λ) ∈ Ȟ2(M,Z), and on flat tori those
classes can be identified with antisymmetric bilinear maps Ω onRn×Rn taking
integer values on the lattice. If this map is nondegenerate, then the line bundle
is said to have a nondegenerate Chern class or just to be nondegenerate. In this
case one also obtains a normal form of Ω.
In the following this normal form is used to construct an explicit represen-
tative for every isomorphism class of nondegenerate line bundles over a given
flat torus.
Definition 3.10. For any given class [Ω] ∈ Ȟ2(M,Z) use its Chern invariant




riui(x)vi(y) and ex(y) B e2πi·wx(y) ∈ U(1) ,
where {ui, vi} are the coordinates corresponding to the Chern basis. Also define
an action of the group L on the total space Rn×C of the trivial line bundle θ1
over Rn via
l . (x, z) B (l + x, el(x) · z) for l ∈ L, x ∈ Rn and z ∈ C.
Define a bundle ω B (Lω,πω, M) over M by setting Lω B L\(Rn× C) and
πω : Lω 3 [x, z] 7→ [x] ∈ L\Rn = M.
Lemma 3.11. ω is a Hermitian complex line bundle over M, where the Her-
mitian structure is induced by the standard Hermitian product of the trivial
bundle. Moreover, ω pulls back to the trivial bundle overRn under the canon-
ical projection Rn→ L\Rn. The Chern class of ω is [Ω].
Proof. There are local trivialisations such that the structure group is the uni-
tary group U(1): For every [x] ∈M there is a neighbourhood U which is evenly
covered by πL , i. e. πL−1(U) =
⋃
l∈L l + V, where V is diffeomorphic to U via
πL and all l + V are disjoint. Now, for every class [y] ∈ U there is a unique lift
y ∈ V. Define the trivialisations as
tV : Lω|U 3 [y, z] 7→ ([y], z) ∈ U ×C .
For another trivialisation tV′ one may assume that πL(V) = πL(V′) = U and
thus that V + l = V′ for an l ∈ L. Therefore, one obtains
tV′ ◦ tV−1([y], z) = ([y], el(y) · z) ,
which proves that the transition functions are given by
τV′V : U ∩U′ 3 [y] 7→ el(y) ∈ U(1) .
Also, one can define a Hermitian metric on ω through the local trivialisations
and those local metrics are independent of the choice of the trivialisation
function and thus give a global metric.
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The claim that ω pulls back to the trivial bundle means πL∗(ω) = θ1 and













(x, [y, z]) | πL(x) = πω([y, z])
}
={
(x, [x, z]) | x ∈ Rn, z ∈ C
}
 Rn×C .
The Chern class c(ω) will be computed at the end of this section. 
To clarify calculations I will introduce some notations relating sections to
functions. Also, a model connection on ω will be distinguished.
Definition 3.12. A section s ∈ E(θ1) of the trivial line bundle θ1 over Rn
has the form s(x) = (x, f (x)) with a function f ∈ C∞(Rn, C). Define an
isomorphism
f : E(θ1) 3 s 7→ f ∈ C∞(Rn, C) with inverse
s : C∞(Rn, C) 3 f 7→
(
. , f (.)
)
∈ E(θ1) .
Remark 3.13. Given a group G acting on two spaces X and Y a function
f : X → Y is called G-equivariant if g · f (x) = f (g · x) for all x ∈ X and g ∈ G.
The group also acts on the set of functions Fun(X, Y) = { f : X→ Y} via(
gy f
)
(x) B g · f (g−1 · x) .
Thus, a function is G-equivariant if and only if it is G-invariant under this
action. If F ⊂ Fun(X, Y) is an arbitrary set of functions from X to Y, denote the
subset of G-invariant functions by
FG B
{
f ∈ F | gy f = f for all g ∈ G
}
={
f ∈ F | g · f (x) = f (g · x) for all g ∈ G, x ∈ X
}
.
Definition 3.14. The group L acts on the vector fields X(Rn) via
l ∗X B Tl∗XT−l .
A vector field on Rn descends to a vector field on M if and only if it is L-
invariant. There is an isomorphism
X(M)→ X(Rn)L .
Remark 3.15. Note that the group L acts on the sections of θ1 via(
ly s
)
(x) = l . s(x− l) =
(




because wl(x − l) −wl(x) = −wl(l) ∈ Z and thus el(x − l) = el(x). Also, one
can define an action of L on C∞(Rn, C) by setting(
l y f
)
(x) B el(x) · f (x− l) .
Those twoL-actions are the same actions in the following sense: Sections of ω
pull back toL-invariant sections of θ1 under πL and those correspond, via f, to
L-invariant functions. Conversely, every such function gives an L-invariant
section via s and thus a section of ω. There is an isomorphism
fω B f ◦πL
∗ : E(ω)→ C∞(Rn, C)L .
Denote its inverse by sω.
Proof. The diagram on page 14 shows that the pullback s∗ of a given section
s ∈ E(ω) is the unique section of θ1 with π ◦ s∗ = s ◦ πL. Thus, π ◦ s∗(x) =
π ◦ s∗(x+ l). This means that there exists a k ∈ Lwith k . s∗(x) = s∗(x+ l). Since
s∗ is a section and satisfies πθ1 ◦ s
∗ = id, this k must be l: l . s∗(x) = s∗(x + l).
Hence, s∗ is L-invariant.
If one is given an L-invariant section s∗ ∈ E(θ1), then one obtains a section
s ∈ E(ω) by setting s([x]) B π ◦ s∗(x). This is well-defined:
s([x + l]) = π ◦ s∗(x + l) = π(l . s∗(x)) = π ◦ s∗(x) = s([x]) . 
Definition 3.16. For every complex-valued 1-form A on Rn one obtains a
connection on the trivial bundle θ1 over Rn by setting





x, Xx(fs) + Ax(X) · fs(x)
)
for every s ∈ E(θ1).
Also, every connection on θ1 has this form. A connection∇ on θ1 descends to
a connection on ω, also called ∇, if and only if it maps L-invariant sections to
L-invariant sections. More precisely, for every s ∈ E(θ1)L and X ∈ X(Rn)L
the connection must satisfy(
∇Xs
)




(x) for all x ∈ Rn and l ∈ L.
Lemma 3.17. ∇descends to a connection on ω if and only if
Tl∗A = A− 2πiwl for all l ∈ L.
Proof. Note that using the canonical isomorphism identifying Rn with all its
tangent spaces one can consider wl as a function and as a 1-form onRn and for
X ∈ X(Rn) one has X(wl) = wl(X). Assuming A satisfies the given equation
one has for s ∈ E(θ1)L, X ∈ X(Rn)L and x ∈ Rn:
ATl(x)(X) · (fs ◦ Tl(x)) = (Tl
∗A)x(X) · fs(x) · el(x) =
el(x) ·
(




XTl(x)(fs) = Xx(fs ◦ Tl) = Xx(el · fs) = el(x) ·
(
Xx(fs) + fs(x) · 2πiwl(Xx)
)
it follows that ∇Xs is L-equivariant:
f((∇Xs) ◦ Tl) = XTl(fs) + ATl(X) · (fs ◦ Tl) = el ·
(
X(fs) + A(X) · fs
)
= f(l .∇Xs) .
Reasoning backwards gives the converse. 
Lemma 3.18. A connection is compatible with the Hermitian product on the
trivial bundleθ1 if and only if the 1-form A is purely imaginary, i. e. Ax(X) ∈ iR
for all x ∈ Rn and all X ∈ TxRn.
Proof. Compatibility with the Hermitian product means
X.〈s, t〉 = 〈∇Xs, t〉+ 〈s,∇Xt〉 for all s, t ∈ E(θ1) and X ∈ X(Rn).









. Thus, compatibility is equivalent to
A(X) +A(X) = 0 . 
Definition 3.19. For convenience let us define a distinguished connection ∇D on
ω through
ADx B −2πi wx for all x ∈ R
n.
This connection is Hermitian.
Proof. Since all tangent spaces of Rn can be identified, the equations
Tl∗ADx = −2πiwTlx = −2πiwx − 2πiwl = A
D
x − 2πiwl
are meaningful and thus ∇D induces a connection on ω by Lemma 3.17. 
This connection is very useful as every connection on ω is equal to this
connection plus some 1-form on the torus. But before studying this, the
distinguished connection will be used to calculate the harmonic representative
of the Chern class of ω.
Lemma 3.20. The Chern class c(ω) is represented by Ω.
Proof. Under the Čech-de Rham isomorphism (Lemma 2.11) the Chern class
is represented by − 12πiκ, where κ is the curvature form of any connection onω.
Let e be a local frame of the trivial bundle θ1 overRn such that d(fe) = 0. The
connection form of the distinguished connection with respect to this frame is
AD and the Cartan structure equation (see Lemma 2.10) yields
κ = dAD = −2πi
m∑
i=1




The Laplacians and their spectra considered later will be constructed from
connections on ω. Thus, it is important to know those connections. Their
number can be reduced by excluding some of them from our considerations
and by introducing an equivalence relation on the remaining ones. The classes
of this equivalence relation will have very simple representatives.
Remark 4.1. Every connection ∇ on the line bundle ω has the form
∇= ∇D+ B with B = a + db + d∗c ,
where ∇D is the distinguished connection and B is a 1-form on M split up by
Hodge decomposition into a direct sum of a harmonic 1-form a, an exact part
given by a function b ∈ C∞(M,C) and a coexact part given by a 2-form c. If
the connection is Hermitian, then B as well as a, b and c are imaginary-valued.










s for every f ∈
C∞(M,C) and every section s of ω. Hence, ∇− ∇D is a C∞-linear operator
and thus (∇− ∇D) ∈ Ω1(End Lω). Since ω is a line bundle, every endomor-
phism on the fibres is just a complex number, i. e. ∇−∇D = B ∈ Ω1(M,C). If ∇
is Hermitian, B must be imaginary. As the Hodge decomposition is valid for
the real and imaginary parts separately, a, b and c must also be imaginary. 
Corollary 4.2. In particular, the form B can be pulled back to a form in
Ω1(Rn, C)with Tl∗B = B. Conversely, for every such form AD+B is a form with
Tl∗(AD + B) = AD + B − 2πiwl and this means that the connection d + AD + B
on θ1 descends to a connection on ω, namely ∇. Therefore, there is a bijection
between the connections on ω and the L-invariant complex-valued 1-forms
on Rn.
Definition 4.3. A connection ∇on a line bundle λ over M is called translation-
invariant if its curvature form is invariant under translations.
This is not a meaningless definition; there are translation-invariant connec-
tions on every nondegenerate line bundle over any even-dimensional torus:
At the end of the previous section it was shown that the curvature form of
the distinguished connection is −2πiΩ, which is by definition harmonic and
hence translation-invariant.
Remark 4.4. All translation-invariant connections have the same curvature
form.
Proof. If κ is the curvature form of a translation-invariant connection ∇ and
κD the one belonging to ∇D, then κ = κD + dα with some α ∈ Ω1(M,C)
since all curvature forms are cohomologous. As both sides are translation-
invariant, they are harmonic by Lemma 3.5 and thus ∆LB(κD + dα) = 0.
Since the curvature form of the distinguished connection is −2πiΩ, which
is by definition harmonic, this gives ∆LBdα = 0 and hence d∗dα = 0 and
〈dα, dα〉 = 0, because d∗ is the adjoint of d with respect to the inner product
〈α, β〉 B
∫
M α∧∗β, see [War83, Chapter 6]. Therefore, dα = 0. 
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Proposition 4.5. A connection∇= ∇D +B onω is translation-invariant if and
only if the coexact part of B vanishes, d∗c = 0.
Proof. By the Cartan structure equation (Remark 2.10) both curvature forms
differ by dB = dd∗c. If the coexact part of B vanishes, both curvature forms
are equal and ∇ is translation-invariant, because ∇D is. Conversely, if both
connections are translation-invariant, they have the same curvature form and
thus dd∗c = 0. From this and d∗d∗c = 0 it follows that d∗c is harmonic. By the
Hodge decomposition d∗c = 0. 
Definition 4.6. A bundle automorphism F of a line bundle λ is a bundle map
such that: If s ∈ E(λ) is a smooth section, then F ◦ s a smooth section and F
is a linear automorphism on each fibre of λ. If λ is an Hermitian line bundle,
then a bundle automorphism F of λ is called Hermitian if F is an isometric
automorphism on each fibre.
Definition 4.7. Two connections ∇1 and ∇2 on a Hermitian line bundle λ over
a manifold M are gauge equivalent if there is a Hermitian bundle automorphism
F which intertwines the two connections:
∇
1
X ◦ F = F ◦∇
2
X for all X ∈ X(M).
Gauge equivalent connections will have the same spectrum and it will
therefore be sufficient to consider only one preferably simple representative of
each gauge equivalence class.
Definition 4.8. The dual latticeL′ ⊂ (Rn)′ of the latticeL is the set of all linear
functionals on Rn with integer values on L. If (W1, . . . ,Wn) is the dual basis
of a basis (W1, . . . ,Wn) of L, i. e. Wi(Wj) = δi j, then
L
′ = Z(W1, . . . ,Wn)
and therefore L′ is indeed a lattice in (Rn)′.
Proposition 4.9. The gauge equivalence class of a translation-invariant Her-
mitian connection ∇ = ∇D + B = ∇D + a + db is independent of the function
b ∈ C∞(M, iR) and depends solely on the class [a] ∈ (2πiL′)\i(Rn)′.
Proof. Given a connection ∇b = ∇D + a + db define a bundle map Fb : ω→ ω
through Lω 3 [x, z] 7→ [x, e−b(x)z] ∈ Lω, which is a well-defined Hermitian
bundle automorphism with inverse F−b. Using this automorphism one can
construct a new connection ∇B Fb−1◦ ∇b◦ Fb satisfying
∇s = Fb−1◦ ∇b(e−bs) = Fb−1(de−b · s + e−b∇bs) = −db · s +∇bs = (∇D+ a)s
for every s ∈ E(ω). Thus, every translation-invariant connection ∇b is gauge
equivalent to a translation-invariant connection whose form has vanishing
exact part.
As L′ are the functionals on Rn with integer values on L, one can argue
similarly: For a ∈ 2πiL′ there is a well-defined Hermitian bundle automor-
phism Fa via Lω 3 [x, z] 7→ [x, e−a(x)z] ∈ Lω and a new connection Fa−1◦ ∇b◦ Fa,
which differs from ∇b by da = a. (The differential of the function a : Rn→ R is
equal to the harmonic form a.) 
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Definition 4.10. Define an involutive isometry ˇ : Rn→ Rn by setting x̌ B −x.
This map descends to an involutive isometry ˇ : M→M of the torus M. Define
a map on the smooth functions C∞(Rn, C) by setting f̌ (x) B f (x̌). This map
descends to a map on the functions on the torus M and can also be used to
construct an analogous map on the smooth sections E(ω) of the line bundle
ω by setting š B sω((fωs)̌ ). Further, denote the push-forward of X ∈ X(M)
under the isometry ˇ by X̌, which means X̌x( f ) B Xx̌ f̌ .
Using the involutions on X(M) and E(ω) one can construct an involution
on the set of connections on ω: For any connection ∇ on the line bundle ω set
∇̌Xs B (∇X̌ š)̌ for all X ∈ X(M) and every section s ∈ E(ω).
A connection ∇ on the line bundle ω over M is called Z2-invariant if ∇ =
∇̌. A connection is called weakly Z2-invariant if ∇∼ ∇̌ with respect to gauge
equivalence.
Proof. The map E(ω) 3 s 7→ š ∈ E(ω) is well-defined because (fωs)̌ is L-
invariant: For all x ∈ Rn and l ∈ L one has
(fωs)̌ (x + l) = fωs(−x− l) = fωs(−x) · e−l(−x) = (fωs)̌(x) · el(x) .
Also, one has to show that ∇̌ is indeed a connection. All involutions ˇ are
C-linear and thus ∇̌ is C-bilinear. For all f ∈ C∞(M,C) and s ∈ E(ω) one has
( f s)̌ = f̌ š and (X̌ f̌ )̌ = X( f ). If f is real-valued and X ∈ X(M), then ( f X)̌ = f̌ X̌
and hence
∇̌X f s = (∇X̌ f̌ š)̌ = (X̌ f̌ )̌ +
ˇ̌f (∇X̌ š)̌ = X( f ) + f · ∇̌Xs and
∇̌f Xs = (∇f̌ X̌ š)̌ = ( f̌∇X̌ š)̌ = f · ∇̌Xs for all real-valued f .
Thus, ∇̌ is indeed a connection. 
Lemma 4.11. A translation-invariant connection∇D+ a with a harmonic ima-
ginary-valued 1-form a is Z2-invariant if and only if a = 0. A translation-
invariant connection ∇D+ a is weakly Z2-invariant if and only if a(L) ⊂ πiZ.
Proof. By Remark 4.1 every connection on the line bundle ω has the form
∇
D + a + db + d∗c, where a is a harmonic imaginary-valued 1-form. For
a translation-invariant connection d∗c vanishes by Propositions 4.5 and the
gauge equivalence class of the connection is independent of b by Proposi-
tion 4.9.
Assume one is given a connection ∇ = d + A with some 1-form A on
M and an arbitrary tangent vector Xx ∈ TxM at some point x ∈ M. Any
tangent vector can be extended to a translation-invariant vector field on M:
Xy B Ty−x∗Xx, where Ty−x is one of the translations acting on M with x 7→ y.
With this vector field one has for any section s = sω f ∈ E(ω) that fω(∇Xs)(x) =
Xx( f ) + Ax(X) f (x) and
fω(∇̌Xs)(x) = fω(∇X̌ š)(x̌) = X̌x̌( f̌ )+Ax̌(X̌) f̌ (x̌) = Xx( f )+A−x(−X) f (x).
Therefore, the connection d + A is Z2-invariant if and only if Ax(X) =
A−x(−X). By Definition 3.10 and Definition 3.19 one has ADx (X) = AD−x(−X),
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which implies that the distinguished connection is Z2-invariant. Thus, a con-
nection ∇D+ a for some harmonic imaginary-valued 1-form a is Z2-invariant
if and only if ax(X) = a−x(−X) = ax(−X), because every harmonic 1-form on
a torus M is translation-invariant. Hence, ∇D+ a isZ2-invariant if and only if
a = 0.
To prove the second claim note first that (∇D+ a)̌Xs = ∇DX s + a(X̌)s. This
implies with a(X̌) = −a(X) that a connection ∇D+ a is weakly Z2-invariant if
and only if there is an Hermitian bundle automorphism F : ω→ ω with
F−1◦ (∇D+ a) ◦ F = ∇D− a .
Every Hermitian bundle automorphism on ω has the form
F[x, z] = [x, e2πi(α(x)+h(x)) · z]
for all elements [x, z] in the total space Lω ofω, see Definition 3.10. Here α ∈ L′
and h is an L-periodic function on Rn and
F−1◦ (∇D+ a) ◦ Fs = F−1sω
(





d f + 2πi(dα+ dh) f + (AD+ a) f
)
,
where f = fωs. Since the exterior differential of the function α ∈ C∞(Rn)
is equal to the harmonic 1-form α, dα = α, the automorphism F intertwines
the connection ∇D+ a with the connection ∇D+ a + 2πi(α+ dh). It follows
that ∇D+ a is weakly Z2-invariant if there are an α ∈ L′ and an L-periodic
function h ∈ C∞(Rn) with a + 2πi(α+ dh) = −a. By Hodge decomposition
dh must vanish and therefore ∇D + a is weakly Z2-invariant if and only if
a = −πiα ∈ πiL′. 
Remark 4.12. Note that the distinguished connection ∇D is the unique (up to
gauge equivalence) translation- and Z2-invariant connection on ω. However,
there are 2n different gauge equivalence classes of translation- and weakly
Z2-invariant connections.
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5 The Laplacian and Spectra
In this section I will construct the Laplacian of a connection, introduce poten-
tials and define their spectra.
Remark 5.1. Let ∇LC denote the Levi-Civita connection over the flat torus
(M, 〈. , .〉L). Generally, a connection on a vector bundle ξ over M may be seen
as a map
∇
ξ : E(ξ)→ E(T∗M⊗ ξ) .
With the help of the Levi-Civita connection one can construct a connection
∇





(Y) B X.µ(Y) − µ(∇LCX Y)
and a connection ∇T
∗M⊗ξ on the product bundle T∗M⊗ ξ by setting
∇
T∗M⊗ξ
X (µ⊗ η) B (∇
T∗M
X µ) ⊗ η+ µ⊗ (∇
ξ
Xη) .



















for all X, Y ∈ X(M) and every section s ∈ E(ξ).














































































Both sides of this equation are C∞(M)-linear in Xk and in Xl. Hence, this
equation holds not only on the local frame {Xi} but for all X, Y ∈ X(M). 







be the matrix of ∇2 with respect to the local frame X = {Xi}. The entries of this













: E(ξ)→ E(ξ) .
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If Y = {Yi} is another local frame with transition matrix A, i. e. A is a matrix-
valued function on M with Xx = AxYx for all x ∈M, then the C∞(M)-bilinearity
of the map (X, Y) 7→ ∇2(X, Y) yields D2X = AD
2
YA
T. In particular, trace D2X =
trace D2YA
TA and thus there is a well-defined trace of ∇2 for all O(n)-classes of
frames.
Definition 5.3. Every connection ∇λ on a line bundle λ over a flat torus M
yields a Laplacian ∆ acting on the sections of the line bundle λ. The Laplacian
∆ : E(λ)→ E(λ) is defined by ∆ B − trace∇2
with respect to the class of orthonormal frames. If X is such an orthonormal


































Remark 5.4. The definition of the Laplacian via orthonormal frames will be
the reason for considering only rectangular tori and only line bundles with
rectangular Chern basis over those tori in the section about negative inverse
spectral results.
Definition 5.5. Every Hermitian connection ∇ on the line bundle ω con-
structed in Definition 3.10 can be pulled back to a connection d + A on the
trivial bundle θ1 with an imaginary-valued 1-form A. The corresponding
Laplacian on ω shall be denoted by ∆A. If A = AD + a, where AD is the form
of the distinguished connection and a a harmonic 1-form (see Definition 3.19
and Remark 4.1), abbreviate ∆Da B ∆AD+a.
Remark 5.6. The notions of Laplacians on ω and θ1 are compatible in the
following sense: If one pulls back a connection ∇on ω to the trivial bundle θ1,
then one obtains a Laplacian acting on E(θ1) by setting ∆θ
1
B − trace∇2 =
−
∑n
i=1 ∇Xi ◦ ∇Xi , where {Xi} is a translation-invariant orthonormal frame field.
Since the connection comes from ω and the Xi are translation-invariant, ∇
commutes with the action y of L on the sections E(θ1). Thus, ∆θ
1
commutes
with that action and descends to a Laplacian on ω, namely ∆.
The following proposition illustrates how the Laplacians of connections
differ from the usual Laplacian acting on functions.
Proposition 5.7. For every Hermitian connection ∇= d + A on the line bun-
dle ω over the flat torus (M, 〈. , .〉L) one has on C∞(Rn, C)L
fω◦ ∆A ◦ sω = −
(




where the index-raising musical isomorphism # : T∗M → TM is the inverse of
the duality isomorphism [ : TM 3 X 7→ 〈X, . 〉 ∈ T∗M.
Proof. By definition one has for every f ∈ C∞(Rn, C)L and X ∈ X(M)
−∇X ◦ ∇Xsω f = −∇Xsω
(













f + 2A(X)X( f ) + A(X)2 f
)
,
where both A and X are pulled back to Rn. By evaluating the four summands
one obtains the desired formula:
Note that the gradient is defined via 〈grad f , X〉L = X( f ), which means





for any vector field Y and any translation-invariant orthonormal
frame {Xi}.
The divergence is defined by (divY)dV = d(Yy dV) and dV = X[1 ∧ · · · ∧






Yi(−1)i−1X[1 ∧ · · · ∧ X̂
[
i ∧ · · · ∧X
[
n .
Since the {Xi} are translation-invariant, [Xi, X j] = 0 and hence






YiX[1∧· · ·∧ X̂
[
i ∧· · ·∧X
[













A(Xi)Xi( f ) = 2A
(∑
i
〈grad f , Xi〉LXi
)
= 2A ◦ grad f .
Since A is imaginary-valued and satisfies A =
∑
i A(Xi)Xi
[, one has for the
fourth summand that
∑
i A(Xi)2 = −‖A‖2. 
Definition 5.8. A potential is a real-valued function Q ∈ C∞(M). For a ∈ i(Rn)′
let ∆Da + Q denote the Schrödinger operator and define the spectrum Speca(Q,ω)
of the translation-invariant connection ∇D + a on ω and the potential Q as
the set of eigenvalues with multiplicities of the Schrödinger operator ∆Da + Q
acting on smooth sections E(ω) of the line bundle ω. Here, an eigenvalue λ is
a complex number with the property that there is a nonvanishing eigensection
s ∈ E(ω) with (∆Da + Q)s = λs.
The map that assigns the spectrum of the corresponding Schrödinger op-
erator to each translation-invariant connection
(2πiL′)\i(Rn)′ 3 [a] 7→ Speca(Q,ω) ,
is called the ω-Bloch spectrum of Q.
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Proof. The ω-Bloch spectrum is well-defined because Hermitian translation-
invariant connections differing by an element of 2πiL′ are gauge equivalent
and gauge equivalent connections on ω have the same spectrum: If one is
given two connections intertwined by an ω-automorphism F, ∇1 ◦ F = F ◦ ∇2,
and an eigenvalue λ ∈ C of the Schrödinger operator belonging to ∇2 with
eigensection s ∈ E(ω), (∆2 + Q)s = λs, then F ◦ s is an eigensection with
eigenvalue λ of the Schrödinger operator belonging to ∇1. 
Remark 5.9. Every Schrödinger operator ∆Da + Q is symmetric with respect
to the inner products on the fibres of ω because every connection ∇D+ a is
Hermitian and every potential Q is real-valued. Therefore, every eigenvalue
λ is actually a real number.
The ω-Bloch spectrum contains the spectra of all translation-invariant con-
nections since gauge equivalent connections have the same spectrum. Before
constructing transplantations the relation to the classical Bloch spectrum shall
be displayed.
Proposition 5.10. For every a ∈ i(Rn)′ and every potential Q on M the spec-
trum Speca(Q,ω) coincides with the spectrum of the operator ∆
D
0 + Q acting
on the space of all smooth sections s ∈ E(θ1) of the trivial bundle θ1 satisfying
fs(x + l) = ea(l)el(x)fs(x) for all x ∈M and l ∈ L.
Proof. In analogy to the definition of the line bundle ω construct a new
line bundle ωa with the total space La B Rn× C/∼a, where the equivalence
relation is given by (x, z) ∼a (x + l, ea(l)el(x)z) for l ∈ L. Sections of ωa can be
considered as sections of the trivial bundle satisfying the above condition.
Again, there is a bundle automorphism F : θ1 → θ1 given by Rn × C 3
(x, z) 7→ (x, ea(x)z) ∈ Rn×C, which intertwines the connections∇D+ a and∇D.
This automorphism of θ1 induces an isomorphism between ω and ωa, which
intertwines the connection ∇D+ a on ω with the connection ∇D on ωa. (Note
that ∇D does indeed descend to a connection on ωa.)
Thus, this isomorphism also intertwines the Schrödinger operator belong-
ing to ∇D+ a and Q on ω with the operator ∆D0 + Q acting on the specified set
of sections of θ1. 
Example 5.11. The Chern class of the trivial bundle π : M × C → M over
M is 0 and thus its harmonic representative also vanishes. Hence, Ω = 0
and, arguing analogously to the case with a nondegenerate Ω, wl = 0 for all
l ∈ L. The distinguished connection is given by ∇D = d and the Laplacian is
just the Euclidean Laplacian defined by the Euclidean metric. The spectrum
Speca(Q) is the spectrum of the Schrödinger operator ∆+ Q acting on smooth
functions f ∈ C∞(Rn, C) with f (x + l) = ea(l) f (x). Thus, the definition of the





For two sets of functions C and C̃ with differential operators H and H̃ a trans-
plantation from (C, H) to (C̃, H̃) is a linear isomorphism Ψ : C → C̃ which
maps eigenfunctions of H to eigenfunctions of H̃ with the same eigenvalue,
thereby establishing bijections between all eigenspaces of H and H̃. A trans-
plantation between two manifolds is a transplantation between their sets of
smooth functions and two given differential operators acting on those. The
first transplantations were constructed by Peter Buser in [Bus86].
Note that if such a transplantation exists, then the two sets with their
differential operators are isospectral, i. e. they have equal spectra including
multiplicities. Two potentials Q1 and Q2 are called isospectral with respect
to some Laplacian ∆ if the corresponding Schrödinger operators ∆ + Q1 and
∆ + Q2 are isospectral.
The aim of this and the next section is to find distinct yet isospectral tori,
potentials, line bundles and Laplacians. To this end the concepts of the previ-
ous sections will be used to construct a transplantation and in the next section
this transplantation will be applied to various examples to give the promised
negative results (see section “Results and Overview”).
Example 6.2. With the notation of Definition 4.10 one has for any a ∈ i(Rn)′
that the map s 7→ š is a transplantation from (E(ω), ∆Da +Q) to (E(ω), ∆D−a+ Q̌).
Thus, Speca(Q,ω) = Spec−a(Q̌,ω). In particular, Q and Q̌ are isospectral
potentials with respect to the Laplacian ∆D0 on ω.
Proof. Let s be an eigensection of ∆Da + Q with eigenvalue λ. Then
fω∇
AD−a
X š(x) = Xx(fωš) +
(













































ˇ = λš ,
since {−Xi} is also a translation-invariant orthonormal frame. 
In this section assume that an even integer n = 2m and a rectangular lattice
L ⊂ Rn, i. e. a lattice with an orthogonal basis, are given. Let M = L\Rn
denote the corresponding rectangular flat torus and fix a nondegenerate Her-
mitian line bundleω over M such that the harmonic representative of its Chern
class has an orthogonal Chern basis {U1, . . . , Um, V1, . . . ,Vm} of L. Call such
line bundles rectangular.
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Let (u, v) = (u1, . . . , um, v1, . . . , vm) denote the coordinates corresponding to
this basis and let r = (r1, . . . , rm) ∈ Nm denote the tuple with r1 | · · · | rm such
that Ω =
∑
i ri dui∧ dvi.
Finally, assume that a harmonic imaginary 1-form a on M is given. It can
be viewed as a linear functional on R2m and can be expressed as a(u, v) =
2πi
∑
i(µiui + νivi) with µ, ν ∈ Rm.
Definition 6.3. LetU B {U1, . . . , Um} andV B {V1, . . . ,Vm}. Denote byRU and
RV the two m-dimensional subspaces ofRn spanned byU andV. Analogously,
define two latticesLU B ZU andLV B ZV in those two subspaces and define
two unit cells U B [0, 1]U and V B [0, 1]V.
With those definitions one can consider µ and ν as linear forms on RU




. One also has Rn = RU ⊕RV,
L = LU ⊕LV and the unit cell of Lwith respect to the basis U∪V is U ×V.
The transplantation constructed in this section depends on the calculation
of Fourier coefficients, which are coefficients of vectors in a Hilbert space with
respect to a Hilbert space basis. Thus, it is necessary to extend the sets of
smooth functions considered until now to L2-spaces.
Definition 6.4. Let L2(Rn, C)L be the completion of the set of L-invariant






| f (u, v)|2 dudv
where du B du1· · ·dum and dv B dv1· · ·dvm are given by coordinates corre-
sponding to the Chern basis U ∪V of L. This norm can be used to define a
norm on the smooth E(ω) by demanding that
fω : E(ω)→ C∞(Rn, C)L







‖s‖2ω(u, v)dudv for all s ∈ E(ω),
where ‖s‖2ω(u, v) = 〈s[u, v], s[u, v]〉ω is the norm on the fibres of ω and L2(ω)
the completion of E(ω) with respect to ‖.‖L2(ω). L
2(ω) can be regarded as the
set of measurable sections s of ω for which the norm ‖s‖L2(ω) is finite and fω
can be extended to a unitary isomorphism L2(ω)→ L2(Rn, C)L.
Finally, let L2(RU,C) denote the completion of the set C∞(RU,C) by the
norm
‖ f ‖2L2(RU,C) B
∫
RU
| f (u)|2 du .
Definition 6.5. Define a map F : Rn→ (Rn)′ by x 7→ Ω(x, . ) and write x′ B
F(x) for x ∈ Rn. This map is a linear isomorphism, denote its inverse by G.
The restriction of F to LU is an injective map from LU into LV′, where LV′ is
the subset of the dual latticeL′ containing the linear functionals vanishing on
U.
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Using the decomposition ofRn intoRU⊕RV one has u′ = wu for u ∈ RU.
Also, G(dvi) = Ui/ri and G(dui) = −Vi/ri. In particular, F : LU → LV′ is
surjective if and only if r = (1, . . . , 1).
Proof. The linearity follows from the bilinearity of Ω and the injectivity from
the nondegeneracy of Ω. SinceRn and its dual space have the same dimension,
F must be an isomorphism. Because of Ω(L×L) ⊂ Z, one has F(LU) ⊂ LV′.
Also, for u ∈ RU and v ∈ RV one has F(u)(v) = Ω(u, v) = wu(v) −wv(u) and
wv = 0. It follows that F(u) = wu. 
Definition 6.6. Define an operator DU on the dense subspace of smooth func-












where ai B ‖Ui‖ and bi B ‖Vi‖ denote the lengths of the basis vectors. For






where the inner product is induced by the product on L2(RU,C). With an
LU-periodic function p ∈ C∞(RU) and a(u, v) = 2πi(µ(u) + ν(v)) let
DU,p B (DU + pc)c∈S with pc B p
(
. + G(ν− c)
)
act componentwise on the tuples of smooth functions inH .
Remark 6.7. By Definition 6.3 ν ∈ (RV)′ and with Definition 6.5 one has
G(ν) ∈ RU. Also, H and DU,p are independent of the choice of systems
of representatives: If R is another set of representatives of F(LU)\LV′, then⊕
c∈R L
2(RU,C) is canonically isomorphic to H and the operator DU,p stays
the same because G(c) ∈ LU for c ∈ F(LU) and p is LU-periodic.
The function p can be extended to a function (u, v) 7→ p(u) on RU⊕RV =
Rn, which descends to a function on M. This function shall also be called p.
It will now be shown that there is a transplantation from (L2(ω), ∆Da + p) to
(H , DU,p). Since the latter space and operator are simpler than the Laplacian,
one can find other tori, Laplacians and potentials such that the associated
(H̃ , D̃Ũ, p̃) is equal or isospectral to (H , DU,p).
Note that the definition qr,c,µ(s) B q(s1 + µ1 − c1/r1, . . . , sm + µm − cm/rm)
in [GGKW08, Notation 3.3 (ii)] is not correct. Definition 6.6 implies that one
should have qr,c,µ(s) B q(s1 + (µ1 − c1)/r1, . . . , sm + (µm − cm)/rm).
Definition 6.8. For any c ∈ (Rn)′ let Ec B e−2πic. If c ∈ L′, then Ec is called a
trigonometric monomial and descends to a function on the torus L\Rn = M.
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Remark 6.9. The trigonometric monomials {Ec}c∈LV′ form a complete ortho-
normal system in the Hilbert space L2(V, C) of LV-periodic square-integrable
functions on RV, where the inner product is given by






(v)dv with a unit cell V B [0, 1]V.
Confer [War83, 6.16].
Lemma 6.10. Given a function f ∈ L2(Rn, C)L and any u ∈ RU let fc(u) B
〈 f (u, .), Ec〉L2(V,C) denote the Fourier coefficients of f (u, .) with respect to the
Hilbert space basis {Ec}c∈LV′ . Those Fourier coefficients are well-defined and
satisfy (with k′ B Ω(k, .) = Fk)
fc+k′(u) = fc(u + k) for all k ∈ LU.
Proof. Let (k, l) ∈ LU ⊕LV and recall that any L-invariant function f satis-
fies f (u + k, v + l) = e(k, l)(u, v) f (u, v) = Ek′(−v) f (u, v). In particular, every
square-integrable L-invariant function f on Rn is LV-periodic and has well-




f (u, v)Ec+k′(−v)dv =
∫
V
f (u + k, v)Ec(−v)dv = fc(u + k) .

This lemma shows that the Fourier coefficients with respect to dual vectors
of the same class in F(LU)\LV′ contain the same information. This is used to
construct the first part of the transplantation toH :
Lemma 6.11. The map
FS : L2(Rn, C)L →H with f 7→ ( fc)c∈S
is a well-defined unitary isomorphism. It maps smooth maps to tuples of









fc(u + k) · Ec+k′(v) .
Proof. Lemma 6.10 shows that the formula gives the inverse of FS if it is well-
defined. If fc ∈ L2(RU,C), then ( fc(u + k))k∈LU must be a square-summable
sequence for almost all u ∈ RU. By Hilbert space theory the sums
∑
k∈LU fc(u+
k)Ec+k′ converge to LV-periodic functions on RV for almost all fixed u ∈ RU.
Thus, the formula gives an almost everywhere defined function g B
FS
−1( fc)c∈S on Rn, which is L-invariant since
g
(













fc(u + h)Ec+h′−k′(v) = E−k′(v)g(u, v) = e(k, l)(u, v)g(u, v) .
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The orthogonality of the Ec+k′ and
∫
V |Ec+k′(v)|
























confer Definition 6.4. Since
∑
c∈S‖ fc‖2L2(RU,C)= ‖( fc)c∈S‖
2
H
< ∞, it follows that
FS
−1 is a unitary isomorphism. In particular, FS
−1( fc)c∈S is a well-defined
element of L2(Rn, C)L and FS is also a unitary isomorphism. 
The above Lemma yields a unitary isomorphism
FS ◦ fω : L2(ω)→H .
However, this map is not yet a transplantation between ∆Da + p and DU,p. To
obtain one, a small twist by the following unitary isomorphism is needed.
Definition 6.12. With a(u, v) = 2πi(µ(u) + ν(v)) define a unitary isomor-
phism by
TS : H 3 ( fc)c∈S 7→
(




Theorem 6.13. EveryLU-periodic function p ∈ C∞(RU) descends to a poten-
tial on the torus M. If ω is a nondegenerate rectangular line bundle over the
torus M, then the map
ΨS B TS ◦ FS ◦ fω : (L2(ω), ∆Da + p)→ (H , DU,p)
is a transplantation for any chosen set of representatives S of F(LU)\LV′. In
particular,
Speca(p,ω) = Spec(DU,p) .
Proof. The function p ∈ C∞(RU) can be extended to a function (u, v) 7→ p(u)
on RU ⊕RV = Rn, which descends to a function on M. This potential shall
also be called p and is used to construct the Schrödinger operator ∆Da + p as
explained in Section 5.
The first step of the proof will be to show that ΨS intertwines the Schrödinger














. + G(ν− c)
))
c∈S
on the smooth sections in L2(ω) and their images under ΨS. Since ω is rectan-
gular, the Chern basis U ∪V consists of orthogonal tangent vectors Ui = ∂∂ui
and Vi = ∂∂vi . By Definition 5.3 normalising those gives












The map ΨS intertwines the three types of summands pairwise. For an
arbitrary smooth section s ∈ E(ω) and f B fωs one has for the first summand
∇Ui ◦ ∇Ui that
fω(∇Uis) = Ui( f ) + 2πiµi f
because (AD+ a)(Ui) = 0 + 2πiµi. For smooth f one can interchange differ-
entiation and integration, (Ui f )c = Ui fc, and differentiation also commutes











Ui fc + 2πiµi fc
)
(. + G(ν− c))
= Ui
(
E−µ · fc(. + G(ν − c))
)
= Ui(ΨSs)c .
This means that ΨS intertwines −∇Ui ◦ ∇Ui /ai







To calculate the second summand, a fact about the Fourier coefficients is
needed: Since all f ∈ L2(Rn, C)L are LV-periodic, one can integrate Vi f · Ec
by parts to obtain (Vi f )c = −2πici fc, where ci B c(Vi). Also, (AD + a)(Vi) =
2πi(νi − riui) and hence
(ΨS∇Vis)c = TS
(





νi − ci − ri(G(ν− c))i − riui
)
· fc(. + G(ν− c)) .
At this point the nondegeneracy of the Chern class of the line bundle is crucial
because it is the nondegeneracy, which guarantees the existence of the map
G, which satisfies νi − ri(G(ν − c))i = ci by definition. This removes the de-




−2πiriui · fc(. + G(ν− c))
)
= −2πiriui(ΨSs)c .




Therefore, ΨS intertwines the operators ∆Da and DU. It remains to show that
the map intertwines p and pc = p(. + G(ν − c)). Since p depends only on u, it
follows that
(ΨS(p · s))c = E−µ · (p · f )c(. + G(ν− c))
= E−µ · (p · fc)(. + G(ν − c)) = pc · (ΨSs)c .
Thus, we have DU,p ◦ΨS = ΨS ◦ (∆Da + p) on smooth sections s = sω f .
Since ΨS intertwines the two operators, it maps eigensections of one oper-
ator to eigenfunctions of the other: If s ∈ E(ω) is a smooth eigensection of the
Schrödinger operator ∆Da + p with eigenvalue λ, then ΨS(s) is a tuple of eigen-
function of DU,p with eigenvalue λ, DU,pΨS( f ) = ΨS((∆Da + p) f ) = λΨS( f ).
Unfortunately, this does not yet show that ΨS is a transplantation. If ( fc)c∈S
is a tuple of smooth functions in H , it is not clear whether ΨS−1( fc)c∈S is
smooth and thus one might not be able to apply the Schrödinger operator to
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this section. To work around this, some theory about differential operators is
needed:
A complete spectral resolution for a partial differential operator P acting on
sufficiently smooth sections of ω is defined as a complete orthonormal basis
{sn}n∈N of L2(ω) such that every section is an eigensection of P: Psn = λnsn. By
[Gil95, Lemma 1.6.3] such a spectral resolution exists for every symmetric and
elliptic differential operator, like ∆Da + p, and it consists of smooth eigensections
sn ∈ E(ω).
Since TS, FS and fω are unitary isomorphisms, ΨS is also one. Thus, it maps
the complete spectral resolution of the Schrödinger operator to an orthonormal
basis of H , which again consists—as was shown earlier in this proof—of
smooth eigenfunctions of DU,p. In particular, ΨS maps the eigenspaces in
L2(ω) bijectively to the eigenspaces inH . It is a transplantation. 
Theorem 6.13 has an analogue for potentials given by an LV-periodic
function in C∞(RV). However, it is not possible to apply Theorem 6.13 to
this setting immediately because the functions representing sections of the line
bundle ω are periodic only in the v-variables. Thus, one cannot calculate the
Fourier coefficients with respect to the u-variables. However, the asymmetry
between the roles of u and v in our choice of coordinates is arbitrary:
Definition 6.14. Let ω be a nondegenerate rectangular line bundle over the
torus L\Rn = M. Let U ∪V denote a Chern basis of this line bundle. Set
L̂ B L, Û B V and V̂ B U. Construct a new line bundle ω̂ over M from the
Chern invariant factors r1, . . . , rm ofω but use Û∪ V̂ = V∪U (in this order) as a
Chern basis, see Definition 3.10. This amounts to replacing Ω by Ω̂ B −Ω and





rivi(x)ui(y) and êx(y) B e2πiŵx(y) .
Call a function L̂-invariant if f (x + l) = êl(x) f (x) for all x ∈ Rn and l ∈ L̂.
The distinguished connection on ω̂ is d + ÂD with ÂDx B −2πiŵx, and for any
harmonic imaginary-valued 1-form a on M set â B −a and let ∆̂Dâ denote the
Laplacian corresponding to the connection d + ÂD + â. Also, write µ̂(v) B
−ν(v) and ν̂(u) B −µ(u).
Lemma 6.15. Define a map γ : L2(ω)→ L2(ω̂) by
f 7→ f · ê for all f ∈ L2(Rn, C)L, where ê(x) B êx(x) .
More precisely, γ(s) B sω̂(fωs · ê). If Q is an arbitrary smooth real-valued
potential on M, then γ is a transplantation
γ : (L2(ω), ∆Da + Q)→ (L
2(ω̂), ∆̂Dâ + Q) .
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Proof. The map γ is well-defined because γ( f ) is L̂-invariant if f is L-
invariant: With ex(y) = êy(x) one has for all l ∈ L that
γ( f )(x + l) = ( f · ê)(x + l) = f (x + l)êx+l(x + l) =
e−l(x) f (x)êx(x)êx(l)êl(x) = ( f · ê)(x) · êl(x) = γ( f )(x) · êl(x)
by Remark 3.15. Thus, γ( f ) yields a section of ω̂.
The map is also linear and unitary. Its inverse is again the map g 7→
g · e and therefore it is a unitary isomorphism. Also, γ intertwines the two
















2). The second Laplacian is given
by the same formula except that the role of ADx is taken by ÂDx = −2πiŵx
and a is replaced by â = −a. Note that AD(Ui) = 0, ÂD(Ui) = −2πirivi and




(γ f ) = Ui(γ f ) + (ÂD(Ui) + â(Ui))γ f =




ê f = ê ·
(














(γ f ) = γ∇A
D+a
Vi
f . Hence, γ intertwines the connections
given by ÂD + â and AD + a and therefore γ intertwines the corresponding
Laplacians. It also intertwines the multiplications by a real-valued potential
on the two function spaces:
γ(Q f ) = ê ·Q f = Q · ê f = Q · γ( f ) .
Since both γ and its inverse map smooth sections to smooth sections, γ is a
transplantation. 
Theorem 6.13 and Lemma 6.15 yield the following Corollary. But first an
analogue of Definition 6.6 is needed:
Definition 6.16. Define a norm on C∞(RV,C) by
‖ f ‖2L2(RV,C) B
∫
RV
| f (v)|2 dv with dv B dv1· · ·dvm
and let L2(RV,C) be the completion of C∞(RV,C) with respect to this norm.





















where the inner product is induced by the product on L2(RV,C). With an
LV-periodic function q ∈ C∞(RV) and â(u, v) = 2πi(µ̂(v) + ν̂(u)) let
DV, q̂ B (DV + q̂d)d∈R with q̂d B q
(
. + Ĝ(ν̂− d)
)
act componentwise onHV, where Ĝ is defined with respect to Ω̂ = −Ω in the
same way as G is defined with respect to Ω. Thus, Ĝ = −G and ν̂(u) = −µ(u).
This Definition and the following Corollary 6.17 imply a small error in signs
in [GGKW08, Theorem 3.4 (2)]: The spectrum Specα(Q, Lr) of the potential
Q(u, v) = q(v) does not coincide with S(q, r, b, a,µ) but with S(q, r, b, a,−µ),
provided one uses the definition qr,c,µ(s) B q(s1 + (µ1 − c1)/r1, . . . , sm + (µm −
cm)/rm). (Note that Ĝ(dui) = Vi/ri.)
Corollary 6.17. If ω is a nondegenerate rectangular line bundle and q ∈
C∞(RV) an arbitrary LV-periodic function, then one has
Speca(q,ω) = Spec(DV, q̂) .





′ = F(LV)\LU′ by
Ψ̂R◦ γ = T̂R◦ F̂R◦ γ : (L2(ω), ∆Da + q)→ (HV, DV, q̂) ,
where T̂R and F̂R are defined for ω̂ analogously as TS and FS are for ω:
F̂R( f ) = ( fd)d∈R and T̂R( fd)d∈R =
(
E−µ̂ · fd( . + Ĝ(ν̂− d)
)
d∈R
Proof. By Lemma 6.15 γ is a transplantation from (L2(ω), ∆Da + q) to (L2(ω̂),
∆̂Dâ + q) and one can apply Theorem 6.13 to the line bundle ω̂. Thus, the vari-
ables and parameters (u, v, U, V,µ, ν, ai, bi, G) are replaced by (v, u, V, U, µ̂, ν̂, bi,
ai, Ĝ), where µ̂(v) = −ν(v), ν̂(u) = −µ(u) and Ĝ = −G. Therefore, DV, q̂ and
the transplantation
Ψ̂R : (L2(ω̂), ∆̂Dâ + q)→ (HV, DV, q̂)
have the given form and together with γ this yields the desired transplantation
Ψ̂R ◦ γ : (L2(ω), ∆Da + q)→ (HV, DV, q̂) . 
Finally, the transplantation ΨS : L2(ω) → H shall be used to construct a
transplantation from one torus to another. In the next section this transplanta-
tion will be used to find various isospectral but “different” tori and potentials.
Definition 6.18. For two flat tori with line bundles (M,ω) and (M̃, ω̃) and
Chern bases U∪V and Ũ∪ Ṽ a linear bijection θ : L̃ → L between the lattices
mapping Ũ onto U and Ṽ onto V shall be called lattice transplantation if it
respects the line bundle structure: Ω̃(Ũi, Ṽj) = Ω(θŨi,θṼj). For brevity denote
the dual map L′ → L̃′ of θ also by θ.
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Lemma 6.19. Assume we are given two rectangular tori M and M̃ of the same
dimension with two nondegenerate rectangular line bundles ω and ω̃ and a
lattice transplantation θ with respect to the Chern bases Ũ ∪ Ṽ and U ∪V.
Specify connections on the bundles via two harmonic imaginary-valued 1-
forms a and ã.
If two periodic potentials p onRU and p̃ onRŨ satisfy pc= P for all c ∈ LV′
and p̃c̃= P̃ for all c̃ ∈ LṼ
′ and if there is a unitary transplantation
ψ : (L2(RU,C), DU + P)→ (L2(RŨ,C), D̃Ũ + P̃) ,
then a transplantation Ψ : (L2(ω), ∆Da + p)→ (L2(ω̃), ∆̃Dã + p̃) is given by
Ψ B Ψ̃−1θS ◦ψ ◦ΨS
with ψ acting componentwise onH =
⊕
c∈S L
2(RU,C). This map is indepen-
dent of the choice of representatives S of F(LU)\LV′. If one abbreviates the
notation of the transplantation by omitting the isomorphisms sω and sω̃, then












E−µ · fc(. + G(ν− c))
))(
ũ + k̃ − G̃(ν̃− θc)
)
.
Proof. To begin with, a note on lattice transplantations: Since θ : L̃ → L is a
lattice transplantation, F(θk̃) = Ω(θk̃, .) = Ω̃(k̃,θ−1.) = θ−1F̃(k̃) for k̃ ∈ LŨ.
In particular,
G̃θF = θ−1 and θc + F̃(k̃) = θd⇔ c + F(θk̃) = d .
This equivalence states that θ descends to an isomorphism F(LU)\LV′ →
F̃(L̃Ũ)\L̃Ṽ
′. Thus, θS = {θc}c∈S is a system of representatives of the quotient
space F̃(L̃Ũ)\L̃Ṽ
′.
It follows that the three maps
(L2(M), ∆Da + p)
ΨS
→ (H , DU,p)
ψ
→ (H , DŨ, p̃)
Ψ̃−1
θS
→ (L2(M̃), ∆̃Dã + p̃)
are unitary transplantations and consequently Ψ̃−1θS ◦ψ ◦ΨS is a unitary trans-
plantation. Explicitly, (with the abbreviation f B fωs)





















Evaluating this function at the point (ũ, ṽ) ∈ RŨ ⊕RṼ gives the desired for-
mula.
It remains to show that Ψ is independent of the choice of representatives S
of F(LU)\LV′. Define Ψc by setting Ψ(s) =
∑
c∈S Ψc(s). In fact, not only Ψ but all
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the Ψc in the explicit formula are independent of the choice of representatives:








E−µ · fc+Fk(. + Gν−Gc− k)
))(
ũ + k̃ + G̃θFk − G̃(ν̃− θc)
)
.
Since G̃θFk = θ−1k ∈ LŨ, one can substitute l̃ for k̃ + G̃θFk and this gives,
together with fc+k′(.− k) = fc, that Ψc = Ψd. 
7 Negative Results
In this section some isospectrality statements following from Theorem 6.13 and
Lemma 6.19 are provided, together with examples and transplantations. To
simplify the explicit formulae a little bit the rather uninteresting isomorphisms
fω and sω will now be omitted and thus the formulae will not be defined on
L2(ω) but L2(Rn, C)L.
Corollary 7.1. For every even-dimensional rectangular flat torus M and each
nondegenerate rectangular line bundleωover this torus Spec(ω) B Speca(0,ω)
is independent of a and is called the spectrum of ω. If ã is another harmonic
imaginary-valued 1-form on M, then a transplantation
Ψ : (L2(ω), ∆Da )→ (L
2(ω), ∆Dã ) is given by(
Ψ f
)
(u, v) = Eµ̃−µ(u−Gν̃) · f
(
u + G(ν− ν̃), v + G(µ− µ̃)
)
.
Proof. Choose as a lattice transplantation θ = id and as a transplantation
of (L2(RU,C), DU) to itself ψ = id. With those choices one obtains a trans-
plantation from the line bundle ω with the Laplacian given by a to the bundle











Eµ̃−µ · fc( . + G(ν− c))
)
(u + k−G(ν̃− c))
because ω = ω̃. Recall that S is an arbitrary system of representatives of









u + G(ν− ν̃)
)
.
Since µ(Gc) = −c(Gµ), one has Eµ(Gc) = Ec(−Gµ) and therefore(
Ψ f
)




Ec(v + G(µ− µ̃)) · fc(u + G(ν− ν̃)) =
Eµ̃−µ(u−Gν̃) · f
(




Definition 7.2. Two nondegenerate rectangular line bundles are called isospec-
tral if their spectra—defined in the sense just mentioned—are equal including
multiplicities.
Corollary 7.3. For every even integer n ≥ 4 there is an n-dimensional flat torus
M and two topologically distinct but isospectral nondegenerate rectangular
line bundles over M.
Proof. Choose any lattice with an orthogonal basis U ∪V and lengths such
that a1 = a2, b1 = 1 and b2 = 2. Further, choose two tuples of Chern invariant
factors r, r̃ ∈ Nm such that r = (1, 4, r3, . . . , rm) and r̃ = (2, 2, r3, . . . , rm). Then
the two line bundles ωr and ωr̃ defined by those Chern invariant factors have
different Chern classes and are thus topologically distinct, but the operators
DU corresponding to ωr and D̃U corresponding to ωr̃ are intertwined by the
map ψ : L2(RU,C)→ L2(RU,C) interchanging the two coordinates u1 and u2:
(ψ f )(u1, u2, u3, . . . ) B f (u2, u1, u3, . . . ). Thus, DU and D̃U are isospectral and it
follows that ωr and ωr̃ are isospectral line bundles.
Note that θ = id is not a lattice transplantation from (M,ω) to (M, ω̃) in
this example: Ω(U1, V1) = 1 , 2 = Ω̃(U1, V1). In fact there exists no lattice
transplantation in this case because the Chern invariant factors are different.
Corollary 7.4. For every even-dimensional rectangular flat torus M and every
nondegenerate rectangular line bundle ω over M there exists another noniso-
metric rectangular flat torus M̃ and a rectangular line bundle ω̃ over this torus
with the same Chern invariant factors such that (M,ω) and (M̃, ω̃) are isospec-
tral.
Example 7.5. Let r be the Chern invariant factors with respect to the lat-
tice basis {U1, . . . , Um, V1, . . . , Vm} of the lattice of M. Given any tuple α =
(α1, . . . ,αm) ∈ (R+)m one can rescale this basis by setting Ũi B αi ·Ui and
Ṽi B Vi/αi. One can choose the factors α such that the new basis defines a
nonisometric torus M̃. One can use the Chern invariant factors ri ofω to define
a line bundle ω̃ over this new torus M̃.
Those two tori and line bundles are isospectral: Since the coordinates with
respect to the new lattice basis Ũ ∪ Ṽ B {Ũ1, . . . , Ũm, Ṽ1, . . . , Ṽm} are given by

















α1 · · ·αm · f (ũ)
is a unitary transplantation from (L2(RU,C), DU) to (L2(RŨ,C), DŨ):
‖ψ f ‖2
L2(RŨ,C)
= α1 · · ·αm ·
∫
RŨ
| f (ũ)|2 dũ =
∫
RU
| f (u)|2 du = ‖ f ‖2L2(RU,C) .
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Setting θ(Ũi) B Ui and θ(Ṽi) B Vi defines a lattice transplantation. By
Corollary 7.1 the spectrum of a line bundle is independent of the chosen har-
monic imaginary-valued 1-form a used to construct the Laplacian ∆Da . Choos-
ing a = 0 on M and ã = 0 on M̃ one can apply Lemma 6.19 to see that a
transplantation is provided by (with C B
√
α1 · · ·αm)(
Ψ f
)




























Eθc(ṽ) · fc(ũ + G̃θc−Gc) .
Definition 7.6. Two potentials Q1 and Q2 on a flat torus M are called congruent
if there is an isometry σ : M → M such that Q1 = Q2 ◦ σ. Assume there
is a nondegenerate line bundle ω given over M. Two potentials are called
isospectral with respect to a translation-invariant connection if the spectra of the
Schrödinger operators given by the connection and the respective potentials
are equal including multiplicities.
Corollary 7.7. Letω be a nondegenerate rectangular line bundle over any flat
torus M and let U∪V be an orthogonal Chern basis. If there is a j ∈ {1, . . . , m}
such that b j/a j is rational but not equal to 1, then for every translation-invariant
connection there exist two isospectral but noncongruent potentials Q1 and Q2
on M. Those potentials can be chosen to be analytic and Z2-invariant.
Example 7.8. This example will be constructed with the help of Lemma 6.19,
which uses Theorem 6.13. It will be shown that Lemma 6.19 yields a trans-
plantation (L2(ω), ∆Da + Q1) → (L2(ω̂), ∆̂Dâ + Q2) and then Lemma 6.15 can be
applied to give a transplantation to (L2(ω), ∆Da + Q2).
But before one can construct transplantations, the potentials need to be
defined. Write b j/a j = β/α ∈ Q with α, β ∈ N. Let P̃ ∈ C∞(RU j) be any
nonconstantL{U j/αr j}-periodic function and with the projectionπ : RU→ RU j
sending all Ui , U j to 0 set P B P̃ ◦ π. Define p B P( . − Gν) and q B
P ◦ A( . − Ĝν̂), where A : RV → RU is the linear isomorphism sending each
Vi/bi to V̂i/ai = Ui/ai and a(u, v) = 2πi(µ(u) + ν(v)) = −2πi(µ̂(v) + ν̂(u)),
see Definition 6.14.
Since α and r j are integers and since G(dvi) = Ui/ri and G(dui) = −Vi/ri,
p is not only LU-periodic but it also satisfies
pc = P( . + Gν−Gc−Gν) = P̃(π− c(Vj)/r j ·U j) = P̃ ◦π = P
for every c ∈ LV′. Analogously, q is LV-periodic and satisfies
q̂d = P ◦A( . + Ĝν̂− Ĝd− Ĝν̂) = P̃(π ◦A− d(U j)b j ·U j/(r ja j)) =
P̃(π ◦A − d(U j)β ·U j/(r jα)) = P ◦A
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for all d ∈ LU′. With the projections πU : Rn→ RU and πV : Rn→ RV the two
functions p and q define two potentials Q1 B p ◦ πU and Q2 B q ◦ πV, which
are noncongruent. To see this consider the connected subsets of M on which
Q1 is minimal. Let N ∈ N denote their number. Since Q1 is nonconstant, the
number of such sets of Q2 is
N · b j/a j = N · β/α , N , (α divides N since Q1 is L{U1/αr j}-periodic.)
since b j/a j , 1. Thus, Q1 and Q2 cannot be congruent. They are isospectral
though: To apply Lemma 6.19 one needs the map




· f ◦A ,
which is a transplantation from the operator DU,p = DU + P to the opera-
tor DV + P ◦ A = DV, q̂ because ∂2/∂vi2( f ◦ A) = ∂2 f/∂ui2 ◦ A · bi
2/ai2 and
(2πrivi/ai)2( f ◦A) = ((2πriui/bi)2 f ) ◦A give














DU f + P f
)
◦A
for every smooth function f in L2(RU,C). ψmaps smooth functions to smooth




· g ◦ A−1, which implies that ψ is a
transplantation. Also, ψ is unitary:



















f (u1, . . . , um)du = ‖ f ‖2L2(RU,C) .
Now, as in Definition 6.14 let ω̂ be the line bundle over M defined by
the Chern basis Û B V and V̂ B U and the Chern invariant factors ri. As
a lattice transplantation from ω̂ to ω choose θ : L̂ → L with θÛi B Ui and
θV̂i B Vi, which satisfies Ω̂(Ûi, V̂i) = ri = Ω(Ui, Vi) = Ω(θÛi,θV̂i). With the
transplantation ψ and the lattice transplantation θ one can use Lemma 6.19 to
obtain a transplantation
Ψ : (L2(ω), ∆Da + Q1)→ (L
2(ω̂), ∆̂Dâ + Q2) ,















Eµ̂ · E−µ◦A · fc(A . + G(ν− c))
)
(û + k̂ − Ĝ(ν̂− θc))
with an arbitrary system of representatives S ⊂ F(LU)\LV′. Using Lemma 6.15
one obtains the desired transplantation
Φ B γ−1◦Ψ : (L2(ω), ∆Da + Q1)→ (L
2(ω), ∆Da + Q2)
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E−ν · E−µ◦A · fc(A . + G(ν− c))
)
(v + k −G(µ+ θc))
In particular, the two potentials are isospectral.
Corollary 7.9. For any nondegenerate line bundle over any two-dimensional
nonsquare rectangular torus with rational ratio of side lengths and any trans-
lation-invariant connection on this line bundle there are two noncongruent
but isospectral potentials. Those potentials can be chosen to be analytic and
Z2-invariant.
Proof. By assumption, the torus is given by a two-dimensional lattice with an
orthogonal basis {U1, V1}. The line bundle is represented by an antisymmetric
and nondegenerate map Ω having integer values on the lattice. Let 0 < r1 B
Ω(U1, V1). As the lattice is two-dimensional, the tuple (r1) ∈ N1 satisfies the
conditions of Lemma 3.8 and therefore r1 is the only Chern invariant factor
and {U1, V1} is an orthogonal Chern basis. This means that—in this case—any
such line bundle is already rectangular and that Corollary 7.7 can be applied.
Remark 7.10. It is possible to simplify the transplantation Φ in Example 7.8
under additional assumptions: If the connection is translation- and Z2-invar-
iant, if the Chern invariant factors are all equal to one, r = (1, . . . , 1), and if
bi/ai ∈ Z for all i ∈ {1, . . . , m}, then the transplantation is given by











Av, A−1(u + l)
)
,
where S ⊂ LU is any (finite) system of representatives of the quotient space
LU/ALV.
Proof. Since all Chern invariant factors are one, F is bijective as a map from
LU to LV
′. Choose c = 0 as a representative for the only class in F(LU)\LV′.
Also, the only translation- and Z2-invariant connection is the distinguished










E−Fk(u) · f0 ◦A(v + k) .
The assumption that bi/ai ∈ Z for all i ∈ {1, . . . , m} is equivalent to the
demand that Ak ∈ LU for all k ∈ LV. In particular, the quotient spaceLU/ALV
is well-defined and finite. Also, one can use that f0(Av + Ak) = fFAk(Av).
























To see the latter equation consider the map
π : L2(RV,C)LV→ L2(RV,C)A
−1





g( . + A−1l) ,
which is the projection of the LV-periodic functions onto the A−1LU-periodic
functions. In particular, every trigonometric monomial Ec corresponding to
an element c ∈ LV′ not in the coarser dual lattice (A−1LU)′ = {FAk | k ∈ LV} of
the finer lattice A−1LU is mapped to zero. On the other hand, π(gFAkEFAk) =
gFAkEFAk for all k ∈ LV. 
Remark 7.11. One can also prove Remark 7.10 directly instead of calculating
the Fourier coefficients of the map











Av, A−1(u + l)
)
.
It is easy to check that one has ∇Vi ◦ ∇Vi Φ( f )/bi
2 = Φ(∇Ui ◦ ∇Ui f/ai
2) and ∇Ui ◦
∇Ui Φ( f )/ai
2 = Φ(∇Vi ◦ ∇Vi f/bi
2). In fact, this holds true for every summand
of Φ individually. Also, Φ(p f )(u, v) = p ◦A ·Φ( f ) = q ·Φ( f ) and hence Φ
intertwines the Schrödinger operators of Q1 and Q2.
However, only Φ( f ) but not each summand is L-invariant and descends
to a section of the line bundle ω. Note that Φ is independent of the choice
of representatives S of LU/ALV because f is L-invariant and therefore LV-
periodic. For any h ∈ LU and k ∈ LV one has with C B
√
(b1 · · · bm)/(a1 · · · am)
that































Av, A−1(u + l)
)
= eh(v)Φ( f )(u, v)
since R B S + h is also a system of representatives of LU/ALV.
Hence, Φ is a well-defined map L2(ω) → L2(ω) intertwining the Schrö-
dinger operators of the two potentials Q1 and Q2. This means that Φ is a
transplantation.
Example 7.12. Finally, an illustration of Remark 7.10 shall be given. Let M be
the two-dimensional torus defined by the lattice L B {U1, V1}, where U1 B e1
and V1 B 2e2 are given by the standard unit vectors. This means a1 = 1 and
b1 = 2. Letω be the line bundle with the Chern basis {U1} ∪ {V1} and the Chern
invariant factor r1 = 1. If one chooses the only translation- and Z2-invariant
connection, i. e. the distinguished connection ∇D, one can apply the previous
simplification to obtain the transplantation (with u B u1 and v B v1)




















This map is a transplantation from the Schrödinger operator ∆D0 + p of an
arbitrary L{U1}-periodic potential p ∈ C
∞(RU1) to the Schrödinger operator
∆D0 + q of the corresponding potential q(v) B p(2v). For instance, one can
choose p(u) B cos(2πu) and correspondingly q(v) = cos(4πv), which are
shown in Figure 1. Note that both potentials are analytic and Z2-invariant.
Figure 1: Two noncongruent even po-
tentials on a nonsquare torus, which
are isospectral with respect to the dis-
tinguished connection on a line bun-
dle with Chern invariant factor r = 1.
8 Positive Results
To contrast the negative results obtained in this work I will give some positive
results by constructing some spectral invariants in this final section.
Definition 8.1. An invariant f of an equivalence relation ∼ on a set X is a
function f : X → Y which descends to a function on the quotient space X/∼.
Provided that every element of X has a spectrum, two elements x, y ∈ X are
said to be equivalent if they have the same spectrum. An invariant on X of
this equivalence relation is called a spectral invariant.
It was shown in the previous section in Corollary 7.7 that a potential is in
general not determined by its spectrum with respect to a given translation-
invariant connection. However, under one additional condition a potential is
determined by its entire ω-Bloch spectrum. To prove this some invariants are
needed. Let |.|denote the Euclidean norm onRn. Denote by dV the Riemannian
volume form of the flat torus M or onRn and set Vol M B
∫
M 1 dV. Abbreviate
dx B dV(x).
Proposition 8.2. Let M = L\Rn be a torus defined by a lattice L and let ω be
a line bundle over this torus such that all Chern invariant factors are equal to
one, r = (1, . . . , 1). With α ∈ (Rn)′ and l ∈ L set







EFl(x) ·Q(x− l · t)dt dx ,
where W is a unit cell of the lattice, Fl B Ω(l, .) and Q a smooth potential on
M. Then for every length d occurring in |L|,
C∞(M) 3 Q 7→
∑
l∈L, |l|=d
Wαl (Q) ∈ C
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is an invariant of Spec2πiα(Q,ω) on the set of smooth potentials.
A torus M = L\Rn is said to have a nondegenerate length spectrum if the only
lattice vectors of the same length |l| ∈ |L| are l and −l. IfL has a nondegenerate




Proof. A proof for the case d = 0 will be given later in Proposition 8.6. For
the general case see [GGKW08]. 




M Q · Ec dV denotes the Fourier




Q−Fl · Eα(l) is equal to
∑
|l|=d
Wαl (Q) and hence
an invariant of Spec2πiα(Q,ω).
Proof. One has for every l ∈ Lwith |l| = d that














Qc · 〈EFl, E−c〉L2(M) ·
∫ 1
0
Ec(−l · t)dt .
Since all Chern invariant factors are one, F is an isomorphism from L to L′
and there is one and only one c ∈ L′ with Fl = −c. For this c one has c(−l · t) =






Q−Fl · Eα(l) = Vαd (Q) .
Since the left hand side is a spectral invariant by Proposition 8.2, the same
holds for the right hand side. 
Theorem 8.4. Every smooth potential on a fixed even-dimensional torus with
line bundle ω whose Chern invariant factors are r1 = · · · = rm = 1 is uniquely
determined by its ω-Bloch spectrum.
Proof. Let l1, . . . , lk ∈ L be the lattice vectors with length d ∈ |L| and assume
that some α1, . . . ,αk ∈ (Rn)′ are given. The vector Vd B (V
α1
d (Q), . . . , V
αk
d (Q))
is a spectral invariant and Vd = Aq, where q B (Q−Fl1 , . . . , Q−Flk) and
A B





Eαk(l1) · · · Eαk(lk)
 .
Thus, if one chooses α1 = 0 and α2 such that all Eα2(li) are pairwise distinct,
and if one further sets α j = ( j − 1) · α2, then A is a Vandermonde matrix
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with nonvanishing determinant. This means A is invertible and the Fourier
coefficients q are determined by the invariants Vd. Since F : L → L′ is bijective,
all Fourier coefficients are determined this way and are thus invariants. 
This Theorem shows that the entire ω-Bloch spectrum contains a lot of in-
formation. Under stronger assumptions, however, some parts and properties
of a potential are already determined by the spectra associated with certain
given connections. This shall be shown in the rest of this section.
Remark 8.5. If, additionally to the assumptions of the previous Theorem, the
length spectrum of the torus is nondegenerate, then Q is already determined
by Spec2πiα(Q,ω) and Spec2πiβ(Q,ω) for two suitable elements α, β ∈ (R
n)′.
The connections must be chosen subject to the weak condition that (α − β)(l)




has nonvanishing determinant for each l ∈ L\{0} and therefore the spectral










|l| determine the Fourier coeffi-
cients Q±Fl for all l ∈ L\{0}. Finally, Q0 is determined since it equals Vα0 = V
β
0 .
For later use and as promised, I will now prove Proposition 8.2 for d = 0.
Proposition 8.6. Given any line bundle ω over a torus M and a Laplacian ∆












are spectral invariants of the Schrödinger operator ∆ + Q.
Proof. In [Gil95, Chapter 1.6] it is shown that for every symmetric elliptic
differential operator P of positive order d acting on the smooth sections of
any vector bundle over a closed Riemannian manifold M (like Schrödinger
operators over flat tori) there is a well-defined operator e−tP for every t > 0
such that
e−tP f (x) =
∫
M
K(t, x, y) f (y)dy ,
where K(t, x, y) is a homomorphism from the fibre over y to the fibre over x








traceωx K(t, x, x)dx ,
where (λn)n∈N is the spectrum of P (with multiplicities). In [Gil95, Lemma 1.8.2]
it is shown that there is an asymptotic expansion





d ei(x) as t↘ 0,
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where n = dim M and (only in this proof) ei(x) is an endomorphism of the fibre
over x of the vector bundle under consideration. From those two equations one
can deduce that the dimension n and for each i ∈N the number
∫
M trace ei(x)dx
are spectral invariants. Note that ei(x) = 0 if i is odd. Applying [Gil95,
Theorem 4.1.6] to the operator ∆ +Q on a line bundle over the flat manifold M






12 Ωi jΩi j)/B, where




trace e0(x)dx = Vol M and B ·
∫
M




are spectral invariants. Therefore, Q0 is a spectral invariant. Since M is closed,
the Divergence Theorem gives
∫







Q2(x)dx + C ,








2 dV is a spectral invariant. Since Q is a real function, this
integral is equal to ‖Q‖L2(M).
A simpler introduction to the heat kernel of the Laplacian acting on func-
tions can be found in [Ros97]. 
The notation needed for the following Remark 8.7 is introduced in Defini-
tion 4.10.
Remark 8.7. If Q is a potential on a torus M, then the even and the odd part








respectively, and Q = Q++Q−. By substitution one obtains Q̌c = 〈Q̌, Ec〉L2(M)=
〈Q, Ěc〉L2(M) = Q−c for each c ∈ L
′. Thus, the Fourier coefficients of the even
and odd part of the potential are (Qc +Q−c)/2 and (Qc −Q−c)/2, respectively.










Theorem 8.8. Let M be an even-dimensional torus with nondegenerate length
spectrum and let ω be a line bundle with Chern invariant factors r1 = · · · =
rm = 1. If one is given an arbitrary but fixed translation- and weakly Z2-
invariant connection, then the even part of a potential and the norm of the odd
part are spectrally determined.
Proof. The lattice having nondegenerate length spectrum means that there are
only two lattice vectors of a given length d ∈ |L|\{0}. Proposition 4.9 states that
every translation-invariant connection on the line bundleω is gauge equivalent
to a connection ∇D+ a, where a is a harmonic imaginary-valued 1-form on M
and ∇D the distinguished connection on the line bundle ω. This notation is
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introduced in Remark 4.1. If one denotes the given connection by ∇D+ 2πiα,
then one obtains for all c ∈ L′\{0} that
Vαd (Q) = Q−cEα(Gc) + QcEα(−Gc)
is a spectral invariant by Corollary 8.3. Recall that G is the inverse of the map
F : Rn→ (Rn)′ with F(x) = Ω(x, .). The restriction of F to L is bijective map
L → L
′ because all Chern invariant factors are equal to 1. Thus, G : L → L′,
see Definition 6.5.
Since the connection is assumed to be weaklyZ2-invariant, one has α(L) ⊂
1
2Z by Lemma 4.11. Hence, Eα(Gc) = Eα(−Gc) = ±1 and thus (Qc + Q−c)/2
is also an invariant. Additionally, Q0 is spectrally determined by the previous
Proposition. Hence, by Remark 8.7 all Fourier coefficients of the even part of
the potential are spectral invariants.







. Therefore, if the even part is
known, one can calculate the norm of the odd part. 
Corollary 8.9. Let Iso(Q,ω,∇) be the set of potentials on ω having the same
spectrum as Q with respect to the connection ∇. Under the assumptions of
the Theorem 8.8 one has that if Q is even then Iso(Q,ω,∇) = {Q} for every
translation- and weakly Z2-invariant connection ∇.
Proof. Let P ∈ Iso(Q,ω,∇). By Theorem 8.8 one has Q+ = P+ and 0 =
‖Q−‖L2(M) = ‖P
−
‖L2(M). Thus, the odd part of P vanishes and P = P
+ = Q+ =
Q. 
Finally, a variant of Theorem 8.8 for two-dimensional tori will be shown.
Definition 8.10. A dual lattice vector a ∈ L′ shall be called minimal if a(L) =
Z. Let L′+ be a set of minimal dual lattice vectors such that for any minimal
a ∈ L′ either a ∈ L′+ or −a ∈ L
′
+ but not both. For a ∈ L
′
+ and a given potential






This sum converges with respect to the L2(Z\R)-norm because the maps {s 7→
e−2πiks}k∈Z\{0} form an orthonormal basis of L2(Z\R) and {Qka}k∈Z\{0} is a subset
of the set of Fourier coefficients of Q.
Lemma 8.11. Any smooth potential on M can be written as




and for any minimal a one has (Qa)± = (Q±)a.
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Proof. First note that Qa ◦ a is a well-defined function on M because for x, y ∈
Rn with x = y + l for an l ∈ L one has a(l) ∈ Z and thus Qa ◦ a(x) =∑













by Remark 8.7. To show the decomposition into one-dimensional potentials it
is sufficient to prove that L′ is the disjoint union of {0} and all Z\{0} · a with
a ∈ L′+ since




First, assume there is a c ∈ Z\{0} · a ∩ Z\{0} · b for a , b ∈ L′+, i. e. assume
that c = kaa = kbb with ka, kb ∈ Z\{0}. By the minimality of a and b there are
two lattice vectors la and lb such that a(la) = 1 = b(lb) and thus
ka = kbb(la) ∧ kb = kaa(lb) giving kb|ka ∧ ka|kb .
However, this means that ka = ±kb and a = ±b, which is not possible by the
definition of L′+. Hence, the considered union is disjoint.
Second, choose any a ∈ L′ and some basis {W1, . . . , Wn} of L. Set ai B
a(Wi) and let k be the greatest common divisor of the ai. Define a new dual
lattice vector b by setting b(Wi) B ai/k. Since the greatest common divisor





i=1 kiWi) = 1. Therefore, 1 ∈ b(L) and b is minimal. This shows that
b ∈ L′+ or −b ∈ L
′
+ and, since a ∈ Z\{0} · (±b), the union contains all of L
′. 
The previous Lemma holds for arbitrary tori. In the next Lemma, however,
it is necessary to assume that M is two-dimensional.
Lemma 8.12. For any line bundleωwith Chern invariant factor r1 = 1 over an
arbitrary two-dimensional torus M and any smooth potential Q with vanishing
mean on this torus one has the following equation of functions on M:∫ 1
0
Q(.− tGka)dt = Qa ◦ a for all k ∈ Z\{0} and all a ∈ L′+,
where G is the inverse of the map F : L → L′ with F(l) = Ω(l, .). In particular,
Qa is a real-valued function.
Proof. By the minimality of a there is an l ∈ Lwith 1 = a(l) = Ω(Ga, l). Since
Ω is skew-symmetric, Ga and l form a basis of R2. They even form a basis
of L: Let k ∈ L be arbitrary. There are two real numbers α, β ∈ R such that
k = αGa + βl. But
−β = Ω(k, Ga) ∈ Z and α = Ω(k, l) ∈ Z .
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As F : L → L′ is an isomorphism (r1 = 1), a and Fl form a basis of L′ and
















QiaEia = Qa ◦ a .
The left hand side of this equation is real-valued and it follows that Qa ◦ a is
real-valued. From a(l) = 1 one concludes that Qa(s) = Qa ◦ a(s · l) ∈ R for all
s ∈ R. 
Theorem 8.13. Let ω be a line bundle over a two-dimensional torus M with
Chern invariant factor r1 = 1. Let Q be any smooth potential on M. If the torus
M has a nondegenerate length spectrum, then one has for all P ∈ Iso(Q,ω,∇D)
and a ∈ L′+ that |(P
−)a| = |(Q−)a|, where the distinguished connection ∇D is
the unique translation- and Z2-invariant connection on ω.











is a spectral invariant of Spec0(Q,ω), see [GGKW08] for a proof. The previous







Per definitionem ((Q−)a ◦ a)2 lies in the subspace of L2(M) spanned by {E−ka}k∈Z,
which proves that all ((Q−)a ◦ a)2 = ((Q−)a)2 ◦ a are determined by those in-
variants. Hence, the |(Q−)a| are spectral invariants of Spec0(Q,ω). 
Corollary 8.14. If M is a two-dimensional torus with nondegenerate length
spectrum, ω a line bundle with Chern invariant factor r1 = 1 over this torus
and if one considers only the translation- and Z2-invariant connection, then
there are no nontrivial continuous isospectral deformations within the space
of smooth potentials.
Proof. By Lemma 4.11 the only translation- and Z2-invariant connection is
the distinguished connection ∇D. If {Qt}t∈[0,ε] is an L2(M)-continuous family of
smooth and mutually ∇D-isospectral potentials, it easily follows that {Q̌t} and
{Q−t } are also continuous. For t, s ∈ [0, ε]
‖(Q−t )
a














shows that {(Q−t )
a
◦ a} is also a continuous family.
By Theorem 8.13 |(Q−t )
a
| = |(Q−0 )
a
|. Thus, all one-dimensional potentials
(Q−t )
a in this family have the same zeros Z and are equal up to sign on the
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connected subsets of M\Z. The continuity of the deformation implies that
(Q−t )
a
◦ a = (Q−0 )
a











◦ a = Q−0 .
Since Q+t = Q
+
0 by Theorem 8.8, one concludes Qt = Q0. 
Corollary 8.15. Assume that M is a two-dimensional torus with nondegener-
ate length spectrum andω a line bundle with Chern invariant factor r1 = 1 over
this torus. Let Q be a potential on this torus such that Q− is one-dimensional
in the sense that Q− = (Q−)a ◦ a for an a ∈ L′+. If P ∈ Iso(Q,ω,∇
D), then
P− = (P−)a ◦ a and |P−| = |Q−|. If P− and Q− are real analytic, then P = Q or
P = Q̌.
Proof. By Theorem 8.13 |(P−)b| = |(Q−)b| for any b ∈ L′+. In particular,
(P−)b = 0 for any b ∈ L′+\{a}, which shows with (P
−)0 = 0 that both P− =
(P−)a ◦ a and |P−| = |Q−|. This means that P−(x) = ±Q−(x) for all x ∈ M.
Since both functions are analytic, only one of those two cases can occur. Thus,
P− = Q− or P− = −Q−, which gives together with P+ = Q+ by Theorem 8.8
that P = Q or P = Q+ −Q− = Q̌. 
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