Measuring shape relations using r-parallel sets by Stephensen, Hans JT et al.
Measuring shape relations using r-parallel sets?
Hans JT Stephensen1(B), Anne Marie Svane2, Carlos Benitez1,3, Steven A.
Goldman1,3, and Jon Sporring1
1 University of Copenhagen, Copenhagen, Denmark
hast@di.ku.dk
2 Aalborg University, Aalborg, Denmark
3 University of Rochester, Rochester, USA
Abstract. Geometrical measurements of biological objects form the ba-
sis of many quantitative analyses. Hausdorff measures such as the volume
and the area of objects are simple and popular descriptors of individual
objects, however, for most biological processes, the interaction between
objects cannot be ignored, and the shape and function of neighboring
objects are mutually influential.
In this paper, we present a theory on the geometrical interaction between
objects based on the theory of spatial point processes. Our theory is based
on the relation between two objects: a reference and an observed object.
We generate the r-parallel sets of the reference object, we calculate the
intersection between the r-parallel sets and the observed object, and
we define measures on these intersections. Our measures are simple like
the volume and area of an object, but describe further details about
the shape of individual objects and their pairwise geometrical relation.
Finally, we propose a summary statistics for collections of shapes and
their interaction.
We evaluate these measures on a publicly available FIB-SEM 3D data
set of an adult rodent.
Keywords: Shape analysis · Geometry · Spatial point process · K-
function.
1 Introduction
Measuring the geometry and statistics of objects is a fundamental tool used in
all areas of the natural sciences. Geometric object-descriptors vary in complex-
ity from simple measures of point counts, area, and volume to parameterized
domain-specific shape models, see [20] for a review of shape representations.
In many cases, we are further interested in the relation between objects to
answer questions like: How do synaptic vesicles distribute in the neighborhood
of a synapse during stress [7]? How are astrocytes distributed w.r.t. the position
and shapes of their nearby neuronal cells in amyotrophic lateral sclerosis [11]?
What is the relation of the position and shape of the cartilage of the tibia and
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2 Stephensen et al.
femur and osteoarthritis [10]? A simple approach is to summarize each object as
a point and consider the set of points as a point process that has a well-developed
theory and readily available software, e.g., [1].
In this article, we adopt the perspective of the cross K-functions from the
statistics of point processes, which describe the relation between paired point
processes [2]. A classic example use of the cross K-function is to model the
occurrence of crime and the locations of police stations by point processes X
and Y, respectively. In the cross K-function setting, we measure the expected
number of crime occurrences x ∈ X within distance r of a police station y ∈ Y,
i.e., for discrete point sets X ,Y ⊂ R2
K(r) = Ey∈Y
∣∣{x|d(x, y) ≤ r, x ∈ X}∣∣ , (1)
where d is a distance measure, often the Euclidean distance, and |·| is the set-size
operator, and E is the conditional expectation given y ∈ Y.
Here, we extend the cross K-function to general geometric objects. We will
consider objects X,Y ⊆ Rd, which we will call the observed and the reference
objects, and these objects may be points but also surfaces and solids. We extend
the notion of distance as the shortest distance between two objects. As an ex-
ample, in Fig. 1 we show equidistant curves from the red reference objects and
how these distance curves interact with the blue observed objects. To quantify
Fig. 1: An example of how the measures look for some simple 2D shapes. The
disks are the observed objects and the squares are the reference objects. The
green line shows the boundary of the r-parallel, giving rise to one counting mea-
sure (orange triangles), two length measures (red and blue contours) and one
area measure (hatched grey region).
the observed objects w.r.t. the reference objects, we calculate a family of sets Y r
as all points within a distance r from Y , which we call the r-parallel sets. For
each r-parallel, we can measure the number of points, the length of the inner
and outer contours, and area of the intersection of objects with the r-parallel.
These are also known as Hausdorff measures of the intersection between Y r and
X.
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A few published studies use aspects of this method [11,4], but the formal-
ity and theoretical foundation have been absent so far. Our contribution is to
remedy this shortcoming and broaden the scope to include the full family of n-
dimensional Hausdorff measures. To demonstrate the usefulness of our method,
we present a segmentation of a publicly available FIB-SEM 3D dataset of an
adult rodent [9] in greater detail than previously available and use it as a sub-
ject for analysis using our proposed measures.
2 Method Description
We will measure the shape and position of some observed object X ⊆ Rd with
respect to a reference object Y ⊆ Rd. For r > 0, we measure the part of X that
lies within distance r from Y . The set of all points within distance r from Y is
called the r-parallel set of Y and is given by
Y r = {α ∈ Rd | inf
y∈Y
d(α, y) ≤ r} . (2)
Here d(α, y) denotes the distance between α and y, typically the Euclidean dis-
tance. The points in X having at most distance r from Y is thus the intersection
X ∩ Y r.
We measure X ∩ Y r by a measure µ(X,Y r). In all our applications, µ has
the form
µε,ε′(X,Y
r) = Hd−ε−ε′(∂εX ∩ ∂ε′Y r) , (3)
where Hk denotes the n-dimensional Hausdorff measure, ε, ε′ ∈ {0, 1}, and for a
closed set C ⊆ Rd, ∂0C = C is just C itself, and ∂1C = ∂C is the boundary of
C. The interpretation of Hk and µε,ε′(X,Y r) in 2D and 3D is shown in Table 1.
d = 2 (ε, ε′) Hd−ε−ε′ ∂εX ∩ ∂ε′Y r Interpretation of µε,ε′(X,Y r)
(0, 0) Area X ∩ Y r Area of cut
(0, 1) Curve length X ∩ ∂Y r Boundary length of cut in interior of X
(1, 0) Curve length ∂X ∩ Y r Boundary length of cut in boundary of X
(1, 1) Point counts ∂X ∩ ∂Y r Point count in boundary intersection
d = 3 (ε, ε′) Hd−ε−ε′ ∂εX ∩ ∂ε′Y r Interpretation of µε,ε′(X,Y r)
(0, 0) Volume X ∩ Y r Volume of cut
(0, 1) Surface area X ∩ ∂Y r Surface area of cut in interior of X
(1, 0) Surface area ∂X ∩ Y r Surface area of cut in boundary of X
(1, 1) Curve length ∂X ∩ ∂Y r Length of boundary intersection
Table 1: Interpretation of µε,ε′ in 2D and 3D. The term cut refers to X ∩ Y r.
Since the boundary of a boundary is the empty set, i.e., ∂∂· = ∅, this is
the complete set of measures in 2 and 3 dimensions, and these lists generalize
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naturally to any dimension. Further, µε,ε′(X,Y
r) is continuous in r, and under
mild conditions on the shapes X and Y ,
d
dr
µ0,0(X,Y
r) = µ0,1(X,Y
r) , (4)
for almost all values of r. That is, the area of the part of the surface of ∂Y r lying
inside X gives the instantaneous change in the volume of the intersection of X
and Y r. However, in general ddrµ1,0(X,Y
r) 6= µ1,1(X,Y r).
To model a collection of objects, we equip each object with a reference point
and obtain a marked point process X = {xi, Xi}i≥0 on Rd × C, where the mark
space C is the space of all compact sets in Rd with smooth boundary. The point
xi can be thought of as the location of the object and the associated mark Xi
as the shape. This is also known as a germ-grain process [15]. The collection of
objects, sometimes called the germ-grain model, is then⋃
i≥0
(xi +Xi) , (5)
where v +X = {v + x | x ∈ X}.
Let X ,Y be germ-grain processes modelling the observed and reference ob-
jects, respectively. We assume that the processes are jointly stationary. Writing
v+X = v+{xi, Xi}i≥0 = {v+xi, Xi}i≥0, stationarity means that (v+X , v+Y)
has the same distribution as (X ,Y) for any translation vector v ∈ Rd.
A global functional summary statistic is given by sampling reference particles
in an observation window W and summing µε,ε′ for each pair of a sampled
reference object and an observed object:
Kˆε,ε′(r) =
1
Hd(W )ρXρY
∑
(y,Y )∈Y
1{y∈W}
∑
(x,X)∈X
µε,ε′(x+X, y + Y
r) . (6)
Here ρX and ρY are the spatial intensities of the point processes underlying X
and Y, respectively, and Hd(W ) is the volume of the sampling window. Note
that in order to compute Kˆε,ε′(r), we must be able to observe X in a slightly
larger window.
The expected value of Kˆε,ε′ is
Kε,ε′(r) =
1
Hd(W )ρXρY E
∑
(y,Y )∈Y
1{y∈W}
∑
(x,X)∈X
µε,ε′(x+X, y + Y
r) . (7)
Due to the stationarity assumption, this is independent of the choice of sampling
window.
As [13], we also consider normalized functions,
Nε′(Y
r) = Hd−ε′(∂ε′Y r ∩W ) , (8)
νε,ε′(X,Y
r) =
µε,ε′(X,Y
r)
Nε′(Y r)
, (9)
where Nε′(Y
r) is the size of the r-parallel set. To get normalized summary
statistics, we replace µε,ε′ by νε,ε′ in (6) and (7) getting Lˆε,ε′ and Lε,ε′ resp.
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2.1 Examples of simple object relations
For simple objects, µε,ε′ may be evaluated analytically. Consider an infinite
line/plane as reference object and a circle/sphere of radius R in Ω and with
W = Ω as observed objects, and further, consider the center of the circle/sphere
to be a distance of R from the line/plane, then for r ≥ 0 and using the equations
for a circular segment and spherical cap respectively,
Ω = R2, θ = 2 arccos(1− r/R) Ω = R3
µ00 =
{
R2
2 (θ − sin θ), if r < 2R
piR2, otherwise
(10)
{
pir2(3R−r)
3 , if r < 2R
4piR3
3 , otherwise
(11)
µ01 =
{
2R sin θ2 , if r < 2R
0, otherwise
(12)
{
pir(2R− r), if r < 2R
0, otherwise
(13)
µ10 =
{
θR, if r < 2R
2piR, otherwise
(14)
{
2piRr, if r < 2R
4piR2, otherwise
(15)
µ11 =

1, if r = 0 or r = 2R
2, if 0 < r < 2R
0, otherwise
(16)

0, if r = 0 or r = 2R
2pi
√
2Rr − r2, if 0 < r < 2R
0, otherwise
(17)
For this example, Nε′ =∞, hence the normalized functions are all 0.
2.2 Implementation details
Our algorithm takes a triangulated surface-mesh of objects. Firstly, the shortest
distance to Y is sampled on a regular grid in W . This we call the distance map
D. For µ0,ε′ and related functions, we extend the surface-mesh of the observed
object X with a tessellation of their interior into a collection of d-dimensional
simplexes. For each vertex in X or its extension, the shortest distance to Y is
estimated as a linear interpolation into D. For each r-parallel set Y r, we identify
interior, intersecting, and exterior simplexes in X. For the intersecting simplexes,
we estimate the intersecting line/surface by linear interpolation. For µ1,0 and
µ0,1, we sum the surface of intersections, for µ0,0, we sum the area/volume of
the interior simplexes the relevant part of the intersecting simplexes. For µ1,1
and d = 2, we count the number of intersections, and for d = 3 calculate the
length of the intersecting line.
3 Experiments on synthetic objects
In the following, we will give examples of experiments conducted on synthetic
data.
As a first experiment and in the spirit of the analytical examples in Sec-
tion 2.1, consider R3 with an infinite plane as the reference object, 2 spheres
and a cube as observed objects near the plane and with a cubic observation
window aligned with the reference object. Top and bottom row in Fig. 2 show
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(a) µ00 (b) µ01 (c) µ10 (d) µ11
(e) ν00 (f) ν01. (g) ν10 (h) ν11.
Fig. 2: Example of measures and normalized measures. The observed objects X
is either of 2 spheres of different sizes and a cube as shown in Fig. 2c and with
colors corresponding to the curves. The reference object Y is an infinite plane
at a minimum distance of 100 units from the relevant object. The observation
window is a cube of side-length 500 with a side coinciding with Y and otherwise
centered around the observed object.
the experimental evaluating of µε,ε′ and νε,ε′ respectively. The experiments show
that µ0,0 is a monotonically increasing function of the integral of the volume of
the observed object from 0 to r with µ0,1 as its derivative. The surface measure
µ1,0 for the spheres is a linearly increasing function, while the cube has two
discontinuous steps caused by the alignment of the cube with the observation
plane. The curve measure µ11 is quadratic for the spheres and constant for the
cube. For our experimental setup, the normalisation function Nε,ε′ is constant
for νε,1 giving a shape identical to µε,1. For νε,0 the normalization function is
proportional to r, and thus, νε,0 ∼ µε,0r .
As a second synthetic experiment, we consider sets of spheres X and Y ran-
domly distributed in a window, as shown in Fig. 3. Looking at Fig. 3a, we see two
µ0,0(X,Y
r) volume graphs showing a slight difference between the two groups.
For the normalized measure ν0,0(X,Y
r), as shown in Fig. 3b, we see in blue
the uniformly distributed spheres show a straight line, while the clustering in
the red group is shown as a peak for smaller distances of r. The interpretation
is that the red spheres X cluster mostly within distance 500 around Y .
4 Experiments on cellular ultrastructures
Communication by neurons in humans is mainly achieved by a combination of
electric potential changes and chemical signaling. The vesicles serve as transient
containers of the chemicals released towards another neuron at a connection
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(a) µ0,0(X,Y
r) volume mea-
sure.
(b) ν0,0(X,Y
r) normed volume.
Fig. 3: Example of the volume measures on uniformly distributed and clustered
spheres. A slight difference can be seen directly in the µ0,0(X,Y
r) graph, but
the clustering is clearly visible in ν0,0(X,Y
r).
point, the synapse, upon voltage potential changes in the neuron. Synaptic vesi-
cles are therefore almost exclusively observed directly next to synapses. The
mechanisms of replenishment of the vesicles are thought in part to be done by
two main routes, the first is by only partly release of the neurotransmitters, the
vesicle membrane is thus preserved [8,3]. The second is by a slow endosomatic
route, where an endosome is formed from the membrane, pinched off into vesi-
cles and filled with neurotransmitters. An open question is if the cells keep a
reservoir of vesicles at some distance to the synapse with some evidence [12].
To assess the above, we examine a publicly available FIB-SEM dataset of the
CA1 hippocampus region of a healthy adult rodent. Original dimensions before
registration were 2048× 1536× 1065 with a voxel size of 5× 5× 5 nm. We have
segmented the complete volumetric image into cell wall, synapses, mitochondria,
vesicles, endoplasmatic reticulum, and the segmentation is available at [18].
The FIB-SEM were segmented by a neural network U-Net model [14], and
cleaned up using an Avizo Amira pipeline [16]. The volume was registered to
correct for drift using a model based approach described in [17]. From the masks,
we generate mesh reconstructions using a Marching Cubes Lewiner implementa-
tion in the SciPy Python package [19]. The meshing is further refined with the
PyMesh Python package, and the TetWild C++ library to do mesh simplifica-
tion and tetrahedralization [6]. Examples of the resulting segmentation is shown
in Fig. 4
In Fig. 5, we show L0,1 for mitochondria and vesicles when using the synapse
as the reference object. No correction for cell walls have been performed. From
Fig. 5a we see that the mitochondria is absent close to the synapse, with a
gradually increasing presence until around 800 nm, where the expected presence
of mitochondria goes towards the global area fraction of mitochondria in the
whole sample. From Fig. 5b we see a presence of vesicle at the very close range
≈ 25 nm followed by a proportionally greater measure of peaking around 25−100
nm. Before the measure tends to the global area fraction, we see a slight increase
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(a) An image slice. (b) The slice’s segments. (c) A 3D neighbourhood of
segments.
Fig. 4: The FIB-SEM data set and our segmentation.
(a) L0,1 for mitochondria. (b) L0,1 for vesicles.
Fig. 5: Volume comparison of vesicles and mitochondria in relation to the distance
to the synapse for a total of 365 synapses and their neighbourhood vesicles and
mitochondria.
in vesicles near the 500 nm range which could indicate a presence of a vesicle
reservoir at that range for these neuronal processes.
5 Conclusion
We have presented a novel method that extends the theoretical foundations of
K-function summary statistics in the field of spatial point statistics to geometric
objects, adds elegant reasoning about the shape of one object with respect to a
reference object, and includes some existing shape-relation measures. We show
the method can be used to display spatial relations such as spreading or cluster-
ing compared to uniformly random distribution, and that the method is sensitive
to properties such as cross-sectional area and thickness. A core strength is that
the method is built on the n-dimensional Hausdorff measure enabling us to in-
tuitively understand the shape relations. Statistical tests have been developed
for the comparison of K-functions in the context of spatial point processes [5]
and are readily available for the comparison between groups.
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