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Abstract—In this paper, we investigate the performance
of Single-Carrier (SC) transmission with Non-Binary Low-
Density Parity-Check (NB-LDPC) coded Cyclic Code-Shift Key-
ing (CCSK) signaling in a multipath environment and we show
that the combination of CCSK signaling and non-binary codes
results in two key advantages, namely, improved Log-Likelihood
Ratio (LLR) generation via correlations and reduced implemen-
tation complexity. We demonstrate that Maximum Likelihood
(ML) demodulation can be expressed by two circular convolution
operations and thus it can be processed in the frequency domain.
Then, we propose a joint Frequency-Domain Equalization (FDE)
and LLR generation scheme that aims at reducing the complexity
of the receiver. Finally, we demonstrate through Monte-Carlo
simulations and histogram analysis that this proposed CCSK
signaling scheme gives more robustness to SC-FDE systems than
commonly employed Hadamard signaling schemes (a gap of
≈ 1.5dB in favor of CCSK signaling is observed at BER = 10−5,
assuming perfect Channel State Information).
Index Terms—Equalizers, Iterative decoding, Parity check
codes, Spread spectrum communication
I. INTRODUCTION
Cyclic Code-Shift Keying (CCSK) [1] is an 2M -ary direct-
sequence spread-spectrum technique that associates 2M -chip
sequences to M -bit symbols. The CCSK sequences are all
derived from a unique pseudo-random noise sequence by
circular shifts. CCSK signaling is already employed in the
Joint Tactical Information Distribution System (JTIDS) [2],
and is a candidate for adoption in future Global Navigation
Satellite Systems (GNSS) [3].
In this paper, we investigate the robustness of Single-Carrier
(SC) transmission with CCSK signaling and non-binary coding
over a multipath channel. The association of a high-order
modulation and a non-binary code avoids the performance
loss because Log-Likelihood Ratio (LLR) values are generated
directly at the symbol level. In the proposed scheme, LLRs are
generated by calculating the correlation between the received
signal and the set of CCSK sequences. Furthermore, this task is
performed in the frequency domain using Fast Fourier Trans-
form (FFT) and Inverse Fast Fourier Transform (IFFT) blocks,
which reduces the receiver complexity [4]. The association of
CCSK and non-binary codes is straightforward and does not
add hardware complexity to the transmitter [5].
In a multipath channel, the mobile terminal receives dif-
ferent replicas of the same signal with different amplitudes
and phases, which causes time dispersion and InterSymbol
Interference (ISI). We first show that a Maximum Likelihood
(ML) demodulator simply consists of two circular convolution
blocks that can be efficiently implemented using FFT and IFFT
operations. Furthermore, we investigate the issue of Frequency
Domain Equalization (FDE). Hence we consider in this work
as well the case of Minimum Mean-Square Error (MMSE)
equalization, which can also be implemented using FFT/IFFT
blocks. Thus, both LLR computation and channel equalization
are performed using a single FFT/IFFT block which, indeed,
simplifies the receiver complexity. Although a similar idea is
proposed in [6], we claim the intellectual property right since
we applied for a French patent [7] before [6] was published.
In addition, the latter mentioned paper does not investigate the
advantages of using CCSK signaling to boost the performance
of non-binary codes.
The rest of the paper is organized as follows. Section II
describes the association of the non-binary coded CCSK
and SC-FDE. Section III gives simulation results. Finally,
Section IV gives some concluding remarks.
II. ASSOCIATION OF NB-LDPC CODED CCSK AND
CHANNEL EQUALIZATION
In this section, we first show that, in SC transmission includ-
ing non-binary coded CCSK, ML demodulation consists of
two circular convolution operations. Then, for SC transmission
with an MMSE equalizer we show that both equalization and
LLR computation can be performed using a single FFT/IFFT
block (nevertheless, MMSE can be replaced by other linear
equalization schemes).
A. NB-LDPC codes
An NB-LDPC code is a block code defined over a Galois
field GF (q = 2M ) and characterized by a sparse parity
Fig. 1. SC-FDE and NB-LDPC coded CCSK
Fig. 2. OFDM and NB-LDPC coded CCSK
check matrix. These codes are known to have good error
correction performance for short and moderate code lengths
[8]. Decoding is performed iteratively using the Belief Propa-
gation (BP) algorithm. However, this algorithm has very high
complexity. Alternative sub-optimal decoding algorithms with
reduced complexity were derived in the literature, such as
the Extended Min-Sum (EMS) or the Min-Max algorithms.
Recently, a practical implementation of the EMS decoder over
GF (64) was proposed within the DAVINCI European project
[9].
B. ML demodulation for SC transmission and non-binary
coded CCSK
At the transmitter, message bits are grouped into M -bit
symbols and then encoded by a GF (q = 2M )-LDPC encoder
to generate the codeword. Subsequently, each symbol of
the codeword is associated with a CCSK sequence. Let pn
denote the fundamental q-chip pseudo-noise random sequence,
where pn(i) ∈ {−1, 1}, i = 0, · · · , q − 1, and let αk,
k = 0, · · · , q − 1, be the symbols of GF (q). Each symbol
αk is associated with a CCSK sequence (denoted by yαk ) by









, i = 0, · · · , q − 1 (1)
where (.)q is the modulo-q operator.
The ISI is confined in cyclic prefixes corresponding to
the last ncp chips of the transmitted CCSK sequence (we
set ncp equal to the maximum channel delay). Each cyclic
prefix separates two consecutive transmitted CCSK sequences.
Denote by h the multipath Channel Impulse Response (CIR)
(h(i) = 0, ∀i ≥ ncp). After removing the cyclic prefix, the
received samples z(i) corresponding to a transmitted symbol



















(i+ k − j)q
)
· h(j) + n(i)
where ⊗q denotes circular convolution modulo-q, and n is















where R is the code rate and Eb
N0
is the ratio of energy per bit
to noise power measured in decibels. The ratio M
q+ncp
can be
viewed as the coding rate of the CCSK modulation scheme,
where M bits of information are transmitted on q+ncp chips.
Assuming all symbols are equiprobable, then the LLR of














where P (a\b) is the conditional probability distribution of a
given b. Furthermore, assuming independent distribution of
























where Real(.) and (.)∗ are the complex real part and the
complex conjugate, respectively. By noting that the second
term in (5) is a special case of the first term when k′ = 0, we


























Since the addition operation is commutative, we can index
the terms in a circular fashion by writing i = (m−k′)q , where

























Equation (7) shows that ML demodulation consists entirely
of circular convolutions. Therefore, LLRs can be computed
in the frequency domain which reduces the complexity of the
receiver.
C. Association of NB-LDPC coded CCSK and SC-FDE
SC-FDE is a single carrier transmission scheme used to
mitigate the ISI while avoiding the drawbacks of OFDM
[10]. Figure 1 shows a SC-FDE system including NB-LDPC
coded CCSK. An ncp-chip cyclic prefix is added at the
beginning of each transmitted CCSK sequence. This way,
CCSK sequences would then be circularly convolved with
the CIR. Therefore, the receiver can process separably each
sequence after removing the cyclic prefixes. In other words, the
received signal is equalized in the frequency domain sequence
by sequence. Furthermore, the FDE and the LLR computation
can be performed using the same FFT/IFFT block. Without
loss of generality, we use MMSE equalization [11] to describe
the proposed receiver. Denote by H the q-point FFT of h. Then
the i-th MMSE equalizer coefficient β(i) is given by:
β(i) =
(H(i))∗
| H(i) |2 +σ2
, i = 0, · · · , q − 1 (8)
where | . | denotes complex magnitude.
Denote by PN and Z the q-point FFTs of pn and z,
respectively. The output vector WSC of the MMSE equal-
izer/correlator block is given by:
WSC(i) = PN(i) · β(i) · Z(i), i = 0, · · · , q − 1 (9)
The correlation vector, denoted by wSC between the equal-
ized signal and the q CCSK sequences is obtained by applying




D. Association of NB-LDPC coded CCSK and OFDM
In the case of OFDM, the factorization of the FFT/IFFT
blocks is not possible because at the transmitter the OFDM
symbols are generated by applying an IFFT to the time-
domain signal. Therefore, the receiver requires an additional
FFT between the MMSE equalizer and the correlator blocks as
shown in Fig. 2. Formally, the i-th MMSE equalizer coefficient
β(i) is given by:
β(i) =
(H(i))∗
| H(i) |2 +q · σ2
, i = 0, · · · , q − 1 (11)
The output vector WOFDM of the MMSE equalizer is given
by:
WOFDM(i) = β(i) · Z(i), i = 0, · · · , q − 1 (12)
Denote by W˜OFDM the q-point FFT of WOFDM. The output
of the correlator block, denoted by WˆOFDM is thus given by:
WˆOFDM(i) = PN(i) · W˜OFDM(i), i = 0, · · · , q − 1 (13)
If wˆOFDM is the q-point IFFT of WˆOFDM, the LLR of a
symbol αk′ is given by:
LLR(αk′) = wˆOFDM(k
′)− wˆOFDM(0). (14)
As a conclusion, it is apparent that the receiver complexity
of SC-FDE is reduced compared to OFDM. First, the factor-
ization of the FFT/IFFT blocks is only feasible for SC-FDE.
Second, if we assume that the channel is constant during a
transmitted frame, and according to equations (9), (12), (13),
LLR computation and channel equalization are performed
using one multiplication per sample in SC-FDE but require
two multiplications per sample in the case of OFDM.
III. SIMULATION RESULTS
We consider the Channel Model A [12] that was specified
to describe a typical office NLOS environment in the LTE
standard. This channel is characterized by a Finite Impulse Re-
sponse (FIR) where each tap suffers an independent Rayleigh
fading with an average power following an exponentially
decaying Power Delay Profile (PDP). The Root Mean Square
(RMS) delay spread is fixed to τ = 50 ns and the sampling
period to Ts = 50 ns. In our simulations, we fix the maximum
channel delay to 10 ·τ . The maximum number of paths is then
obtained by npath = 10.τTs . We determine the power of the first
tap so as to make the average received power equal to one.
We use an NB-LDPC code developed within the framework
of the DAVINCI project [13]. This code is defined over
GF (64). The codeword length is N = 1008 bits and the
code rate is R = 12 . Decoding is performed using the EMS
algorithm. The truncated messages are of size nm = 24, the
correction offset is fixed to 0.2 and the maximum number of
iterations is set to 21.
CCSK sequences are of size 64 chips. The pn sequence
is constructed as follows: we first generate a maximal length
sequence of size 63 chips. For this purpose, we use an LFSR
defined by the polynomial Q(x) = x6 + x+ 1. Then, we add
to this sequence one additional chip to obtain pn.
In [14], a transmission scheme combining NB-LDPC codes
and M -ary Orthogonal spread-spectrum Modulation (OM) was
proposed and evaluated over the Additive White Gaussian
Noise (AWGN) Channel. Hereafter, we extend the evaluation
of that scheme to multipath environment to make comparison
with our scheme. The OM sequences are generated using a
Sylvester Hadamard matrix of order 64 [15].
To have a fair comparison, both SC-FDE and OFDM use
FFT/IFFT of size 64. An OFDM symbol is obtained by
applying an IFFT to a CCSK sequence (i.e. the number of
data sub-carriers is 64 and we do not use pilot sub-carriers).
The used binary LDPC code is constructed with the pro-
gressive edge growth (PEG) algorithm [16]. PEG codes have
demonstrated good performance for small block lengths. The
codeword length is N = 1024 bits and the code rate is
R = 5061024 ≈ 0.49. We consider the Min-Sum algorithm with
a maximum number of decoding iterations fixed to 100. The
simulation is done by grouping bits into blocks of nb bits.
Then, each bit in each block is mapped into a CDMA signal
of nc chips. Finally, we add to each block a cyclic prefix. nb
and nc must satisfy nb · nc = 64 to obtain the same diversity
of NB-LDPC coded CCSK. Furthermore, because NB-LDPC
symbols are composed of 6 bits, we used nb = 4 bits and
nb = 8 bits so that the spectral efficiency of the NB-LDPC
coded CCSK is enclosed between the spectral efficiencies of
the two simulated binary LDPC coded CDMA schemes.
The cyclic prefixes used for all simulated schemes are of
size ncp = npath = 11 chips such that two consecutive
transmitted sequences are completely independent from each
other.
All simulations are performed with random codewords and













NB−LDPC coded CCSK (MMSE)
NB−LDPC coded CCSK (ML)
NB−LDPC coded OM (MMSE)
PEG LDPC (MMSE)
PEG LDPC coded CDMA (MMSE): nb=4 nc=16
PEG LDPC coded CDMA (MMSE) : nb=8 nc=8
Fig. 3. BER performance of NB-LDPC coded CCSK combined with SC-FDE
(Channel Model A)













NB−LDPC coded CCSK (MMSE)
NB−LDPC coded OM (MMSE)
PEG LDPC (MMSE)
PEG LDPC coded CDMA (MMSE) : nb=4  nc=16
PEG LDPC coded CDMA (MMSE) : nb=8  nc=8
Fig. 4. BER performance of NB-LDPC coded CCSK combined with OFDM
(Channel Model A)
random realizations of the channel. In addition, we assume that
the CIR remains constant during each transmitted codeword.
Fig. 3 and Fig. 4 show the BER obtained for SC-FDE
and OFDM, respectively. We first note that ML demodulation
and MMSE equalization give similar performance in SC
transmission. Second, we note that CCSK has almost similar
performance in both SC-FDE and OFDM systems. However,
while OM and CCSK have similar performance in OFDM,
the performance of OM significantly decreases in SC-FDE.
To explain this surprising result, we ran the code shown in
Algorithm 1.
The negative values of ∆ give an approximate estimation
of the hard demodulation Symbol Error Rate (SER). Fig. 5
shows the superimposed histograms of CCSK and Hadamard
sequences obtained for an Eb
N0
≈ 15 dB. We observe that
the negative surface of ∆ is larger for Hadamard signaling
which leads to better decoding performance in favor of CCSK
signaling (it is well known that the performance of a non-
binary decoder essentially depends on its input SER). To
Algorithm 1 Experiment to demonstrate the robustness of
non-binary coded CCSK signaling with respect to non-binary
coded Hadamard signaling in a multipath environment.
for i = 0 to 63 do
for j = 1 to 10000 do
- yαi denotes the i-th CCSK sequence (or the i-th
Hadamard sequence). Transmit yαi over a random
realization of the multipath channel
- Equalize the received signal to obtain zαi
- ck denotes the correlation of zαi with yαk . Calculate
ck, k = 0, · · · , q − 1





- Update the vector ∆ = ∆ ∪ δ
end for
end for
Plot the histograms of ∆ for both CCSK and Hadamard
signaling






















Fig. 5. Histograms of ∆ for CCSK and Hadamard signaling over Channel
Model A ( Eb
N0
≈ 15 dB)
investigate further, we ran again Algorithm 1 by considering
a constant 2-path channel modeled by the CIR h = [1,−1]
(this is a very severe channel that happens when the two
paths are in phase opposition). The obtained histograms are
illustrated in Fig. 6. We observe this time that almost all ∆
values of CCSK signaling are confined in the high positive
region while ∆ values of Hadamard signaling are distributed
over the negative and the positive regions. We believe that
these somewhat surprising results are due to the randomness
of CCSK sequences compared to Hadamard sequences. In
fact, the minimum Euclidian distance of CCSK sequences
convolved with the channel is almost equal to 14.42 while it is
almost equal to 2.82 for Hadamard sequences (which means
that after being convolved with the channel, there are more
similarities among Hadamard sequences than among CCSK
sequences).
As a conclusion, CCSK signaling gives more robustness to
non binary codes than Hadamard signaling in SC transmission



















Fig. 6. Histograms of ∆ for CCSK and Hadamard signaling over a constant
2-path channel in phase opposition ( Eb
N0
≈ 15 dB)
with severe multipath environment. Finally, one should note
that the above observations are no longer true in the case of
OFDM because we transmit IFFT symbols (which introduces
the same randomness to CCSK and Hadamard transmitted
signals).
IV. CONCLUSION
In this paper, we investigated the performance of SC-FDE
systems using NB-LDPC coded CCSK signaling. We showed
that the complexity of the receiver is reduced since both
LLR calculations and FDE can be simultaneously performed
using a single FFT/IFFT block. Furthermore, simulations over
Channel Model A demonstrated the benefits of such trans-
mission scheme. First, NB-LDPC coded CCSK has similar
performance in both SC-FDE and OFDM systems. Second,
the randomness and the cyclic property of CCSK sequences
make it a more attractive choice than OM for SC-FDE
systems. Finally, NB-LDPC coded CCSK shows significantly
better performance than binary LDPC coded CDMA. The
complexity of NB-LDPC decoders is no longer a barrier since
many low complexity decoding algorithms, such as the EMS
algorithm, have been proposed in the literature. These features
may be attractive for several future industrial applications
such as sensor networks, satellite communications or acoustic
communications (oil drilling, underwater communications).
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