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We examine the combined effects of a Kekule´ coupling texture (KC) and a Dzyaloshinskii–Moriya
interaction (DMI) in a two–dimensional ferromagnetic honeycomb lattice. By analyzing the gap
closing conditions and the inversions of the bulk bands, we identify the parameter range in which
the system behaves as a trivial or a nontrivial topological magnon insulator. We find four topological
phases in terms of the KC parameter and the DMI strength. We present the bulk-edge correspon-
dence for the magnons in a honeycomb lattice with an armchair or a zigzag boundary. Furthermore,
we find Tamm-like edge states due to the intrinsic on-site interactions along the boundary sites.
Our results may have significant implications to magnon transport properties in the 2D magnets at
low temperatures.
I. INTRODUCTION
The investigation of topological insulators has re-
vealed that the appearance of topologically protected
edge states in a lattice with a boundary is a consequence
of the nontrivial properties of the bulk energy bands. A
well known example is the Kane-Mele model [1], where
the spin-orbit coupling (SOC) in graphene causes a tran-
sition from a semi-metal to a quantum spin Hall insula-
tor. Such transition is characterized by the formation of
an insulating bulk gap and conducting gapless edge states
which are robust against internal and external perturba-
tions [2, 3]. The robustness of the edge states is inti-
mately related with the topological properties of the bulk
bands. For example, in the quantum Hall and quantum
spin Hall effects [1, 4–8], the existence of gapless chiral
edge states is found to be a consequence of bulk topolog-
ical orders [9–12].
Magnetic insulators, where the spin moments are
carried by magnons, can also exhibit topological ef-
fects [13–18]. The magnon Hall effect has been
observed in the ferromagnetic insulators Lu2V2O7,
Ho2V2O7 and In2Mn2O7 [13, 19], in ferromagnetic crys-
tals Y3Fe5O3 [14, 18], in metal-organic kagome´ mag-
nets Cu(1-3 bdc) [20] and in the frustrated quantum
magnet Tb2Ti2O7 [21]; whereas a nontrivial topology of
the bulk bands has been experimentally realized in both
kagome´ [22] and honeycomb [23] ferromagnetic lattices.
Theoretical studies have shown that by tuning the cou-
pling parameters in a kagome´ lattice [24–26], a rich bulk
topology emerges and, due to the bulk-edge correspon-
dence, the thermal Hall effect and the number of edge
states have been found to be dependent of the topolog-
ical phases. Moreover, in the case of a honeycomb fer-
romagnetic lattice, it has been shown that the inclusion
of a Dzyaloshinskii–Moriya interaction (DMI) produces
magnon edge states similar to those appearing in the Hal-
dane model for spinless fermions [27] and the Kane–Mele
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model for electrons [28].
Most recently it has been revealed that bond modula-
tions in two-dimensional fermionic systems may induce
topological effects [29–31]. In particular, it has been
shown that different topological phases are obtained in
graphene with a Kekule´ bond modulation [32, 33] or the
combined effect of a Kekule´ bond modulation with the
SOC in the Kane-Mele model [34, 35]. Because the topo-
logical physics is independent of the particle statistics, it
will be interesting to investigate similar effects in mag-
netic lattices. Such is the case of ferromagnetic lattices
where the strain induced modulations can be made and
novel topological phases are thus obtained [36, 37].
In this paper, we report that different topological
phases can be induced in a honeycomb ferromagnetic
lattice by inclusion of bond modulations. More specif-
ically, by exploring the combined effects of a Kekule´ cou-
pling modulation (KC) in the Heisenberg model and a
Dzyaloshinskii–Moriya interaction, we characterize four
topological phases due to the band inversions and the
Chern number of the bulk bands. Contrary to fermionic
systems where the topological phases are characterized
by the energy gap at Fermi level, we characterize the
topological properties of 2D ferromagnetic systems by the
gaps at the low-lying energy bands. We identify the pa-
rameter range in which the system behaves as a trivial or
a nontrivial topological magnon insulator. Furthermore,
the bulk-edge correspondence for the edge magnons in a
coupling modulated honeycomb ferromagnetic lattice is
presented. In addition, we also find Tamm-like (trivial)
edge states due to the intrinsic on-site interactions along
the boundary sites [38, 39].
This paper is organized as follows: in Sec. II we intro-
duce the bosonic Haldane model with a KC texture and
a DMI; in Sec. III the gap closing conditions, band in-
versions and the topological phase diagram are obtained
in terms of the coupling parameters. In Sec. IV, by the
bulk-edge correspondence, the edge states in an armchair
and zigzag boundaries are characterized in each topolog-
ical phase. Finally, the Sec. V is devoted to conclusions
and discussions.
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2FIG. 1. (Color online) a) Lattice structure of a honeycomb
ferromagnetic lattice with a KC texture and a DMI. The unit
cell contains six sites with different values of second-nearest
neighbor interactions as indicated. b) The Dirac points of the
unperturbed Brillouin zone (dashed hexagon) are folded to
the center of the new Brillouin zone (shaded region) due to the
KC texture. The reciprocal lattice vectors are b1 =
2pi
3
√
3
(2, 0)
and b2 =
2pi
3
√
3
(
1,
√
3
)
.
II. THE BOSONIC HALDANE MODEL WITH A
KEKULE´ COUPLING TEXTURE
We consider the following Hamiltonian for a ferromag-
netic honeycomb lattice:
H = −
∑
〈i,j〉
JijSi · Sj +
∑
〈〈i,j〉〉
Dij · (Si × Sj) , (1)
where the first summation runs over the nearest neigh-
bors (NN) and the second runs over the next-nearest
neighbors (NNN), Si is the spin moment at site i and,
as shown in Fig. 1(a), in a KC texture the spins have a
ferromagnetic (or exchange) coupling Jij = w if both i, j
belong to the same cell (intracell) and Jij = v otherwise
(intercell). For a honeycomb lattice on the xy–plane,
the DMI vector Dij = Dij%ij zˆ, where %ij = ±1 is
an orientation–dependent coefficient in analogy with the
Kane–Mele model [1]. Unlike benzene where the Kekule´
ordering is due to the double carbon bond, the Kekule´
distortion considered here accounts for bond modulations
caused by local changes in the spin positions associated
to local strain [36, 37]. In an isotropic lattice, the DMI
strength is proportional to the exchange coupling param-
eter [40]. However, as shown in Fig. 1(a), there are six
sites in the unit cell and two values, v and w, of ferro-
magnetic exchange parameters. Hence, as suggested in
references [34, 41], we consider two values of the DMI
strength: Dij = D and Dij = αD with α = v/w, for an
intracell and intercell coupling, respectively.
By considering a ferromagnetic ground state and with
the Holstein–Primakoff transformations in the linear spin
wave approximation [42], the Hamiltonian in Eq. (1) can
be written as
H = wS
∑
k
Ψ†kMkΨk, (2)
where Ψk is a 6–component vector, S is the spin quantum
number and Mk a 6× 6 matrix given by
Mk = M0 +Mkek + iD
′MD, (3)
with M0 = (2+α)I the on-site contribution, I an identity
matrix and D′ = D/w. In the following, to simplify
notation we omit the k dependence label. The additional
terms of the above equation,
Mkek =
(
0 −M1
−M†1 0
)
, (4)
MD =
(
M2 0
0 M3
)
, (5)
are the matrices encoding the KC texture and the DMI,
respectively, with the matrix elements given by,
M1 =
 γ1 αγ2 γ3γ2 γ3 αγ1
αγ3 γ1 γ2
 ,
M2 =
 0 −d∗1 d2d1 0 −d∗3
−d∗2 d3 0
 , (6)
M3 =
 0 −d2 d∗3d∗2 0 −d1
−d3 d∗1 0
 ,
where,
d1 = η1 + αη2 + αη3,
d2 = αη1 + η2 + αη3, (7)
d3 = αη1 + αη2 + η3.
In the above equations, we have defined that
γi = exp (ik · σi) and ηi = exp (ik · µi), with the sets
given by: σi =
{
(
√
3/2,−1/2), (0, 1), (−√3/2,−1/2)} and
µi =
{
(−√3/2, 3/2), (−√3/2,−3/2), (√3, 0)}, for the NN
and NNN vectors respectively [See Fig. 1(a)]. If v = w,
the Hamiltonian in Eq. (2) reduces to the bosonic Hal-
dane model with a folded band structure [27]. If D = 0
and v 6= w, the system is similar to that of graphene
with a bond-modulated honeycomb lattice, where two
topological phases characterized by a change in the Zak
phase have been identified [32, 33]. Although the Hamil-
tonian in Eq. (2) is similar to that of a fermionic lat-
tice with SOC and a Kekule´ bond modulation [34], the
bosonic nature of the magnons with the combined effect
of the KC texture and the DMI, may provide us with
additional topological phases and novel edge states. In
the following, in all numerical calculations, the KC pa-
rameter v and the DMI strength D are given in the unit
of w(= 1), the energy ε is given in unit of wS.
III. TOPOLOGICAL PHASES
The presence of a Kekule´ bond modulation between
neighbouring sites increases the size of the original unit
3FIG. 2. (Color online) Energy band structure of a honeycomb ferromagnetic lattice with a KC texture and a DMI. In the set
of figures, the KC parameters are: v = 0.614 [(a)-(v)] and v = 1.8 [(d)-(f)]. The (black) dotted lines are the band structure
for D = 0 while the (red) continuous lines are the band structure for different non-zero DMI values, namely: D = 0.02 for (a)
and (d), D = 0.1 for (b) and (e) and D = 0.16 for (c) and (f). The insets in (a) and (d) displays the enlarged region (dashed
square) around the point K′ in their respective panels. The dashed horizontal line in each panel is the corresponding bulk
on-site energy ε0 (= 2w + v).
cell [dashed green line in Fig. 1(a)], hence, as shown in
Fig. 1(b), the Dirac points from the original Brillouin
zone are coupled and folded onto the center of the new
reduced Brillouin zone [43–45]. For zero DMI, the Hamil-
tonian in Eq. (2) preserves both time reversal and sublat-
tice symmetries. The characterization of their topological
phases can be realized by the vectored Zak phase for the
infinite system [33] or by mirror winding numbers for the
lattice with a boundary [32]. A nonzero DMI comes from
inversion symmetry breaking and results in the break-
ing of the effective time-reversal symmetry [25, 27, 46].
Hence, in terms of the KC parameter v and the DMI
strength D, novel topological phases are obtained. As
shown in Figs. 2(a)–(f), the eigenvalues of Eq. (2) are
the six well-separated bulk bands, symmetrically located
around the on-site energy ε0 (= 2w + v). Since a topo-
logical phase transition requires the energy gap closing
down, we may then identify the gap closing conditions
in terms of the hopping parameters and the topological
phases through the analysis of the band inversions [47].
We find that the analysis of the eigenvalues of Eq. (2)
at the points Γ (0, 0) and K
(
2pi/3
√
3, 2pi/9
)
are sufficient
to determine the topological phase transitions in the sys-
tem.
A. Gap closing conditions
We first consider the point Γ where, from the six eigen-
values ε1 = 0, ε
±
2 =
1
w (2v + w)
(±√3D + w), ε±3 =
1
w
[
3w2 ± (2v + w)√3D] and ε4 = 2(v+ 2w), of Eq. (2),
only ε±2 and ε
±
3 have their values around the on-site en-
ergy ε0. Therefore, the energy gap at the point Γ is given
by
∆Γ =
∣∣∣2√3D (1 + 2 v
w
)
− 2 |w − v|
∣∣∣ . (8)
The energy gap closures occurs when ∆Γ = 0, providing
the following critical values,
vL(R) =
w
(
6D2 ∓ 3√3Dw + w2)
w2 − 12D2 , (9)
for the KC parameter as a function of the DMI strength.
In the above equation, the solutions vL(< w) and vR(>
w) correspond to the negative and positive sign, respec-
tively. In Figs. 2(a)–(f) we display the energy bands
along the path given by the arrows in Fig. 1(b), where
for a given v [v = 0.614 (top row) and v = 1.80 (bottom
row)] the DMI strength is varied. As mentioned before,
for D = 0 this system preserves both time reversal and
sublattice symmetries. In such case, the energy gap, ∆Γ,
in Eq. (8) is proportional to the difference of the intra-
cell (w) and intercell (v) coupling. The energy bands
4FIG. 3. (Color online) Evolution of the energy gaps, a) ∆K
and b) ∆Γ , as a function of the KC parameter and the DMI
strength. The (blue) circles mark those variable sets {v, D}
for which the band structure for the lattice with a boundary
is calculated. c) Band evolution at the point K for increasing
v and D = 0.06 where a band inversion occurs at v = w(= 1).
d) Band evolution at the point Γ for increasing v and a fixed
D = 0.06, where band inversions occur at the critical values:
v = vL, v = w and v = vR. The dotted (green) line is the
bulk on-site energy ε0.
for D = 0 are the (black) dotted lines in Figs. 2(a)–(f),
where ∆Γ = 0.77 and ∆Γ = 1.6, for the top and bot-
tom rows, respectively. In addition, as shown in Figs.
2(b) and (e), for a given D (= 0.1), there are two critical
values, vL(= 0.614) and vR(= 1.80), given by Eq. (9),
where ∆Γ = 0.
Now we consider the point K(K ′) in the reduced
Brilloin zone, where as displayed in the insets of Figs.
2(a) and (d), the band structure is Dirac-like [48].
For a nonzero DMI, the magnons accumulate an ad-
ditional phase upon propagation between NNN sites,
therefore the degeneracy at the K(K ′) point is bro-
ken and an energy gap is thus induced. At the K
point, the eigenvalues of Eq. (2), are given by ε±a =
ε0− 1w
√
3D2v02 + w2v21 ± 2
√
3Dw |v0| v1, ε±b = 2ε0− ε±a
and ε±c = ε0 ±
√
v2 − 2vw + 4w2, with v0 = v − w and
v21 = v
2 + vw + w2. The energy gap, determined by the
difference ε−a − ε+a , is trivial for v < w and nontrivial for
v > w, its explicit form is given by
∆K = 2
√
3
∣∣∣∣v − ww
∣∣∣∣D. (10)
The different panels in Fig. 3 characterize the properties
of the energy gaps, ∆K and ∆Γ, as well as their depen-
dence with the parameters v and D. In Fig. 3(a), a plot
FIG. 4. (Color online) Topological phase diagram of the bond-
modulated honeycomb lattice with a Dzialoshinskii–Moriya
interaction, where each region is characterized by a set
(C1, C2..., C6) of Chern numbers.
of the energy gap ∆K as a function of the parameters
v and D is presented. We consider a range of parame-
ters where v ≥ w, such that [in agreement with Eq.(10)]
the value of the energy gap grows linearly with D. In
Fig. 3(b), a black v–shaped line shows the critical val-
ues satisfying Eq. (9), where vL(vR) is the line to the
left(right) of the critical point w = 1. Furthermore, for a
given D, in the region v < vL or v > vR the energy gap,
∆Γ, increases as the v value moves away from the criti-
cal values. In the complementary region (vL < v < vR),
∆Γ approaches a maximum as v → w, while the energy
gap ∆K → 0. At this critical point, the system has an
energy gap of ∆Γ = 6
√
3D, as in the bosonic Haldane
model [27].
B. Topological phase diagram
Having identified the closing gap conditions in terms of
the KC parameter and the DMI strength in the previous
section, we proceed to identify the band inversions and
the topological phases of the system. For a given D, and
from Eqs. (8) and (10), we have identified two critical
points, vL and vR where ∆Γ = 0, and a single point
v = w, where ∆K = 0. Such critical points are associated
with band inversions. At the point K, the band evolution
for increasing v and a given D is shown in Fig. 3(c),
where a band inversion occurs at the critical value v = w.
At the point Γ, Fig. 3(d), each energy band is inverted
twice, however, by Eq. (8), only the inversions at vL and
vR are due to an energy gap closure. Thus, by the gap
closing conditions and the band inversions, three phase
boundaries are identify for this system. The resulting
topological phase diagram is given in Fig. 4.
On the other hand, as a result of the DMI the magnons
accumulate an additional phase upon propagation be-
tween NNN sites, giving rise to a six well defined bulk
energy bands as shown in Fig. 2, with a non-vanishing
Berry curvature. For a given values of the KC parameter
5FIG. 5. (Color online) Energy band structure of a honeycomb lattice with armchair [(a)-(c)]) or zigzag [(d)-(f)] boundaries
for different topological phases. The topological phases with their corresponding set of Chern numbers are indicated in each
column [phase I (a) and (f), phase II (b) and (f), phase III ((v) and (g) and phase IV (d) and (h)]. The lines crossing the
energy gaps and connecting adjacent bulk bands are the nontrivial edge modes, while the remaining are Tamm-like or trivial
edge modes. The insets in d) and h) are the enlarged regions (dashed rectangle) with ν1 = −1.
and DMI strength, the Berry curvature of the jth band
is given by [49],
Ωj,k = i
∑
j′ 6=j
〈
ψj,k |∇kMk|ψj′,k
〉× 〈ψj′,k |∇kMk|ψj,k〉
(εj,k − εj′,k)2
,
(11)
where εj,k and ψj,k are the corresponding eigenvalues and
eigenvectors of the Hamiltonian in Eq. (2). In analogy
with a kagome´ lattice [25], each phase in Fig. 4 is charac-
terized by a set of Chern numbers (C1, C2 . . . , C6), where
each Cj is given by the integral of the Berry curvature
over the Brillouin zone, that is
Cj =
1
2pi
∫
BZ
d2kΩj,k. (12)
The Chern number in the above equation can be calcu-
lated by a direct numerical integration or with the pla-
quette method introduced in Ref. [50]. As shown in the
topological phase diagram in Fig. 4, four phases in terms
of the KC parameters and the DMI strength can be iden-
tified. In contrast with the equivalent fermionic model
[34], the region I in Fig. 4, with all zero Chern numbers,
is the only trivial phase. The remaining phases, II, III
and IV , are nontrivial and they support topological edge
states in a terminated lattice.
IV. BULK-EDGE CORRESPONDENCE
For the magnon excitations the number of topological
edge states is related with the Chern number [10, 11]. In
analogy with a magnonic crystal [51] or a kagome´ lattice
[25, 26], the winding number of the edge states in the
band gap i, is given by
νi =
∑
j≤i
Cj , (13)
where Cj is the Chern number of the band j. For the ith
band gap, |vi| is the number of topological edge states
and sgn (vi) their propagation direction. Since the emer-
gence of edge states does not depend of the boundary
type, we characterized the edge states in the different
topological phases given in Fig. 4(e) for just zigzag and
armchair boundaries. We investigate the edge states by
considering boundary conditions following references [52–
54]. In order to avoid finite size effects or energy gaps due
6to interference between edge states at opposite bound-
aries, a wide ribbon geometry is considered [55]. The
energy band structure is obtained for each topological
phase with their corresponding set of parameters, {v,D},
indicated by (blue) circles in Fig. 3(b). In Fig. 5, the
top and bottom panels display the energy band structure
of a honeycomb lattice with armchair and zigzag bound-
aries, respectively. The lines crossing the energy gaps
(connecting adjacent bulk bands) are topologically pro-
tected magnon edge states whereas the lines separated
from the bulk bands (and not connecting adjacent bulk
bands) are Tamm-like (or trivial) edge states [38, 56]. In
contrast with the fermionic case, in a bosonic lattice the
interaction terms along the outermost sites differ from
the bulk values. Such a difference plays the role of an
effective defect and gives rise to Tamm-like edge states.
Lacking of topological protection, these trivial edge states
are sensitives to external on-site potentials and they can
be used to modify the dispersion relation of the nontriv-
ial edge states [25, 39]. In the following we discuss the
edge states in each topological phase separately.
The phase I in Fig. 4, with all zero Chern numbers, is
the only trivial phase. As displayed in the band structure
in Figs. 5(a) and (e), there are not lines crossing any of
the energy gaps and no topological edge states are found.
The lines separated from the bulk bands in Fig. 5(a), are
the modes of Tamm-like edge states [57]. However, due
to the Bose statistics, for a finite temperature all states
contribute to transport and we expect a nonzero thermal
magnon Hall conductivity in this phase. The details of
the thermal magnon Hall conductivity for this system will
be published elsewhere. In addition, we noticed that, in
the zigzag boundary, Fig. 5(e), not flat bands are found,
in agreement with previous results [39].
In the phase II and from Eq. (13), the only nonzero
winding number ν3 = 1 predicts a single edge state in the
third energy gap. As displayed in the band structure in
Figs. 5(b) and (f), the mode with positive slope crossing
the third energy gap and connecting the bulk bands is the
dispersion relation of the predicted nontrivial edge state
at the upper boundary. The edge mode with negative
slope is the energy spectrum of a nontrivial edge state at
the opposite boundary.
In the phase III and as displayed in the band structure
in Figs. 5(c) and (g), the nontrivial edge modes with
vi = −1, (i = 1, 2, 4, 5), are the lines connecting the
(i + 1)th with the ith bulk bands. The nontrivial edge
mode with winding number v3 = 1, runs from the third
to the fourth bulk band. For the opposite boundary, the
nontrivial edge modes can be readily identified in the
band structure due to the chirality of the magnon edge
states [51].
The phase IV is shown in Figs. 5(d) and (h). In the
equivalent fermionic model with zero energy at Fermi
level [34], phases I and IV are trivial. However, in a
bosonic lattice at low temperatures, the edge modes in
the first band gap are more populated than the edge
modes with higher energy. Therefore, the phase IV with
winding numbers, v1 = v2 = v4 = v5 = − 1 and v3 = 0,
is a magnon nontrivial phase. We notice that the en-
ergy band structure has only three energy gaps and only
two of them with nontrivial edge modes. This appar-
ent inconsistency is due to an energy overlapping for the
given values of parameters. The overlap can be removed
to reveal the predicted edge states by modifying the KC
parameter or DMI strength.
V. CONCLUSIONS
We have studied the topological phases and the emer-
gence of edge states in a honeycomb ferromagnetic lat-
tice with a Kekule´ coupling texture and a Dzyaloshin-
skii–Moriya interaction. By a bosonic tight binding
model we have shown nontrivial topological phases in
the 2D lattice system. The topological phases have been
characterized in terms of the Kekule´ coupling parameter
and the Dzyaloshinskii–Moriya interaction strength. In
contrast to the fermionic case, we have found that the
system has a single trivial and three nontrivial topologi-
cal phases, characterized by the low-lying energy spectra
and associated with a set of Chern numbers. These Chern
numbers predict the number and propagation direction
of the magnon edge states in a lattice with a boundary.
We also find Tamm-like edge states due to the intrinsic
on-site interactions along the boundary sites. We have
presented the details of the energy spectra in the different
topological phases, which are important for the investi-
gation of the magnon transport in this system [25, 58].
Recently, the interesting nontrivial band structure of
a ferromagnetic honeycomb lattice system chromium tri-
halides has been reported by Chen et al. [23], where
the measured magnon spectrum is in agreement with the
prediction of the Hamiltonian in Eq. (1) without a KC
modulation and for a nonzero DMI. While the model pre-
sented here does not correspond to the real system yet, it
produces different topological phases in magnetic honey-
comb lattices if the distance between magnetic moments
is modulated by local strains [36, 37]. Similar to graphene
where different Kekule´ bond modulations can be induced
by atoms adsorbed on its surface [59] or by a proximity
with a substrate [60] it will be interesting to investigate
the similar bond modulations in the magnetic lattices.
Furthermore, the experimental discoveries of intrinsic 2D
ferromagnetism in Van der Waals materials [61–63] sug-
gest that the edge magnon excitations may be realizable
in a honeycomb ferromagnetic lattice [46]. Therefore, the
characterization of the different topological phases and
the edge states in 2D honeycomb ferromagnetic lattices
presented in this paper may be useful for future experi-
ments and magnonics applications [64, 65].
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