Abstract. A construction of L. Brian Lawrence is extended to show that the ω-power of every subset of the Cantor set is homogeneous via a continuous translation modulo a dense set. It follows that every zero-dimensional firstcountable space has a homogeneous ω-power.
Introduction
A topological space is homogeneous if for any pair of points of the space there is an autohomeomorphism of the space mapping one point to the other. Nonhomogeneous spaces may have a homogeneous power. O.H. Keller [3] showed that the Hilbert cube [0, 1] ω is homogeneous. D.B. Motorov [6] proved that if X, a zero-dimensional first-countable space, has a dense set of isolated points then X ω is homogeneous. A space is zero-dimensional if it has a T 1 basis of clopen sets. G. Gruenhage [1] asked if X ω is homogeneous for every zero-dimensional firstcountable space X. This question was also asked by H.-X. Zhou [8] . S.V. Medvedev [5] announced that if X is a zero-dimensional metric space that is either first category in itself, or contains a dense complete subspace, then X ω is homogeneous. F. van Engelen [7] independently obtained results similar to Medvedev's. G. Gruenhage and H.-X. Zhou [2] had shown already that if X is a zero-dimensional first-countable space that either has a dense set of isolated points or is an absolutely Borel separable metric space then X ω is homogeneous. Recently, L. Brian Lawrence [4] proved that if X is a zero-dimensional subspace of the real line then X ω is homogeneous. We use his technique to answer Gruenhage's question in the affirmative.
Lawrence's theorem
Lawrence proved the following theorem in the context of D ⊂ ω ω and X = D not being compact. Lawrence did not need to prove this when X is compact since in such a case X ω is known to be homeomorphic to the Cantor set, hence homogeneous too. However, we will need the full strength of this result.
ω , x, y ∈ D ω , and X = D then there are an autohomeomorphism f of X ω and a map h : z → h z from X ω to the set of partial permutations of ω satisfying
The homeomorphism f is a continuous translation of X ω modulo the dense set D. Pointwise, f translates coordinates as coded by the partial permutation of ω given by h. The coordinates translated may vary from point to point, but they vary continuously. Not all coordinates necessarily get translated. However, coordinates that are not translated must have values in the dense set D. The intention is that D should be a countable set, although this is not a necessary assumption. Observe that for all A with
2 so that the following definitions make sense.
n ⊂ v} is a basic clopen set. With its natural ordering of inclusion, B is a tree. The plan is to construct a new tree ordering on B that has the same levels as the inclusion tree and also agrees with the inclusion ordering for nodes that are an even number of levels apart. We will actually formally define the new tree by constructing its predecessor function p. It will then be possible to define an autohomeomorphism of
) : n ∈ ω}, for z ∈ X ω . We will also be approximating the coding map h along the new tree. When σ ∈ B n , h σ , a partial permutation of k n−1 , codes the translation of coordinates between p(σ) and σ. Eventually
It will suffice for p and h to satisfy
. h is well defined as a union because condition 3 implies that h σ ⊃ h
. Condition 1 ensures that f is well defined via a union too. Condition 6 ensures that f (x) = y along the distinguished x-y branch and that h x is empty.
To see that h satisfies the continuity property 2 of the theorem, let z ∈ X ω and
Condition 2 ensures that the translation clause of property 3 of the theorem is satisfied. To see that the rest of property 3 is satisfied, let z ∈ X ω \ {x} and m / ∈ ran h z . Claim
.
Otherwise, there are infinitely many l ∈ ω such that h z k 2
. Condition 4 implies that when such l ∈ ω are large enough so that p(z k
. Condition 3 implies that for such l ∈ ω,
: l ∈ ω}, therefore ran h z = ω. This proves the claim. It may be assumed that L is large enough so that m
. Now, the inductional step is verified via condition 5, which says that
∈ dom h z . Towards defining p and h, we will also define a function θ, that will describe a good candidate for a new node to put between two nodes that are two levels apart and comparable in the inclusion order. The domain of θ will be all pairs σ, τ ∈ B n × B n+2 with σ ⊂ τ and τ not on the x-y branch. We will refer to this set as dom θ even though θ has not yet been defined. We will ensure that θ(σ, τ ) is one-to-one with respect to σ and does not lie on the x-y branch.
To establish the distinguished x-y branch we now define p(x k
for all n ∈ ω. Starting at B 0 , we do not need to define
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Suppose p(σ), h σ , and θ(σ , τ ) have been defined for σ ∈ B n , σ , τ ∈ dom θ with σ ∈ B n−1 , up to some n ≥ 1. For σ, τ ∈ dom θ with σ ∈ B n , define
Observe that θ(σ, τ ) (k n+1 \ k n−1 + 2) × k n is a copy of σ, independent of h σ , therefore the function θ is one-to-one with respect to σ. The e n i ensures that θ(σ, τ ) is not on the x-y branch.
It remains to define p(σ), h σ for σ ∈ B n+1 but not on the x-y branch. This will depend on whether σ ∈ ran θ, that is, whether σ was selected by θ as a good candidate to put between two nodes. When σ ∈ ran θ, there is a unique σ ∈ B n such that σ = θ(σ , τ ) for some τ ∈ B n+2 , so define p(σ) = σ and h σ = h To verify condition 5, suppose σ ∈ B n+1 , i ∈ k n−1 \ ran h σ , j ∈ k n+1 , and
Here σ = θ(σ , τ ), p(σ) = σ , and ran h σ = dom h σ ∪ {k n−1 }. Now i ∈ k n−1 \ dom h σ too, and according to the definition of θ(σ , τ )
To verify condition 2, suppose σ ∈ B n , i ∈ dom h σ , and j ∈ k n−1 . The first case is when σ = θ(σ , τ ) and
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The second case is when p(σ) = θ(σ k 2 n−2 , σ) and
) }.
To verify condition 1, suppose σ ∈ B n+1 . The first case is when σ = θ(σ , τ ) and
because condition 2 has already been verified.
The generalization
We extend Lawrence's theorem on first-countable zero-dimensional spaces of countable weight to such spaces of arbitrary weight.
Theorem 2.
If X is a first-countable zero-dimensional space then X ω is homogeneous.
Proof. Let X be a zero-dimensional first-countable space. X may be identified as a subspace of the Cantor cube 2 κ , where κ is the weight of X. Fix x, y ∈ X ω . Note that for each d ∈ X there is a countable subset S(d) of κ that determines the topology at d.
<ω is a neighbourhood basis at d ∈ X. Let M be a countable elementary submodel containing x, y, ω, κ, X and
Towards applying Theorem 1 to
where g is a finite partial function κ ∩ M → 2. All such g are actually in M. U g being non-empty means that (∃a ∈ X) g ⊂ π(a). As π(a) ⊂ a, by elementarity there is an
If c ∈ D then there is a unique a ∈ X such that π(a) = c. Of course, here a ∈ X ∩ M. In particular, π is one-to-one on π −1 (D). To see this, let c ∈ D. Find a ∈ X ∩ M with π(a) = c. Suppose b ∈ X with π(b) = c too. If a = b then they can be separated by a neighbourhood of a. There must be some α ∈ S(a) such that
Apply Theorem 1 to find f , a continuous translation of Π(
To prove that F is continuous, it suffices to check that F preserves convergent sequences. Suppose z i → z in X ω . Convergence is checked coordinate-wise, so it would suffice that (∀n
) and the continuity of h ensures that eventually h Π(zi) (n) = h Π(z) (n). Therefore, eventually
To show that F is one-to-one, let z, w ∈ X ω and suppose that F (z) = F (w). Here f (Π(z)) = Π(F (z)) = Π(F (w)) = f (Π(w)). f is one-to-one, therefore Π(z) = Π(w).
When m / ∈ ran h Π(z) , π(z(m)) ∈ D and since π(z(m)) = π(w(m)), we conclude that z(m) = w(m).
Towards proving that F is surjective, let w ∈ X ω . Find any z ∈ X ω such that f (Π(z)) = Π(w). Definez ∈ X ω bỹ z(m) = w(h and this is clearly also true for m / ∈ ran h Π(z) . It remains to verify that F (z) = w. For n ∈ dom h Π(z) , F (z)(n) =z(h Π(z) (n)) =z(h Π(z) (n)) = w(h −1 Π(z) (h Π(z) (n))) = w(n).
For n / ∈ dom h Π(z) , F (z)(n) is unique such that π(F (z)(n)) = f (Π(z))(n). But π(w(n)) = Π(w)(n) = f(Π(z))(n) = f(Π(z))(n) too.
To conclude that F is a homeomorphism, it remains to show that F −1 is continuous. That proof is similar to the proof of continuity of F .
The following theorem may be proven by a similar argument.
Theorem 3.
If X is zero-dimensional and has a dense subset of points of countable character then X ω is homogeneous with respect to points of countable character.
