Abstract: A large amount of accurate river cross-section data is indispensable for predicting river stages. However, the measured river cross-section data are usually sparse in the transverse direction at each cross-section as well as in the longitudinal direction along the river channel. This study presents three algorithms to resample the river cross-section data points in both the transverse and longitudinal directions from the original data. A two-dimensional (2D) high-resolution unstructured-grid hydrodynamic model was used to assess the performance of the original and resampled cross-section data on a simulated river stage under low flow and high flow conditions. The simulated river stages are significantly improved using the resampled cross-section data based on the linear interpolation in the tidal river and non-tidal river segments. The resampled cross-section data based on the linear interpolation satisfactorily maintains the topographic and morphological features of the river channel, especially in the meandering river segment. Furthermore, the performance of the 2D and three-dimensional (3D) models on the simulated river stage was also evaluated using the resampled cross-section data. The results indicate that the 2D and 3D models reproduce similar river stages in both tidal and non-tidal river segments under the low flow condition. However, the 2D model overestimates the river stages in both the tidal and non-tidal river segments compared to the 3D model under the high flow condition. The model sensitivity was implemented to investigate the influence of bottom drag coefficient and vertical eddy viscosity on river stage using 2D and 3D models based on the linear interpolation method to resample river bed cross-section. The results reveal that the change of bottom drag coefficient has a minor impact on river stage, but the change of vertical eddy viscosity is insensitive to river stage.
Introduction
A growth in population and economic activities near rivers has caused an increased flood risk to many urban regions. More reliable and integrated computer models are needed to help identify and assess appropriate flood risk management measures. Traditionally, one-dimensional (1D) hydrodynamic models have been widely used in modeling river stages and flood flows because of their low computational cost and the relatively scare field data that they require. These types of models are computationally efficient for dealing with large and complex river/channel systems as well as various hydraulic structures such as bridge pier and weir. However, when modeling river stages and floodplain flows, the accuracy and appropriateness of a 1D model is insufficient [1, 2] . These kinds of 1D models are unable to represent the actual meandering river shape [3] . Merwade et al. [4] summarized the limitations of a 1D hydrodynamic model, which was not capable of representing detailed river bathymetry and topography or stimulating hydrodynamic conditions during large scale extreme events and complex river systems. Therefore, the use of two-dimensional/three-dimensional (2D/3D) models becomes necessary [5, 6] .
Although much progress has been made in the representation and simulation of river processes in 2D/3D, the successful application of these models is directly linked to accurate bathymetric representation [7] . Bathymetric data are incorporated into 2D/3D models by interpolating the observed cross-sections to obtain the elevations at the model nodes of a finite element mesh. Many studies have used also spatially continuous bathymetric data for model simulations [8] [9] [10] . Therefore, the accuracy of the bathymetric surfaces represented in 2D/3D models is dependent on the ability of the interpolation methods to make accurate predictions at unmeasured locations using discrete data. There are several interpolation methods that have been used, such as triangulation, inverse distance weighting (IDW), splines, and Kriging [4, 11, 12] . They are the most common spatial prediction techniques and have many advantages. For instance, the ready-made codes can easily be used on any other computers. However, if the strong anisotropy exists in the measured river cross-section data of river channels, it is difficult to predict the river topography using those methods [13] . Caviedes-Voullieme et al. [3] presented an algorithm to generate the missing information for the areas between cross-sections. The algorithm produced a river bed that preserved important morphological features of a river, but the algorithm needs to define a cubic Hermite spline. A cubic Hermite spline is a spline with Hermite form third-degree polynomial in each piece by its values and first derivatives at the endpoints of the interpolation interval (i.e., river cross-section).
A large amount of bathymetric and topographic data is a primary requirement for 2D/3D water stage simulation [3, 7, 14, 15 ]. An adequate interpolation method is also indispensable need to make accurate predictions at unmeasured locations using discrete data. Beside, hypsometry techniques to generate such as Digital Terrain Data (DTM) are important for river stage and sediment transport morphodynamic modeling. The LiDAR techniques have widely been used to describe the dry areas of rives except the regions covered by water [8, 16] . Airbone LiDAR techniques also have limitations for measurements of terrain under water [17] . The traditional bathymetry surveys or SONAR techniques [18] are alternative solutions for obtaining the measured river cross sections data. However it is difficult to obtain high accuracy bathymetric and topographic data for a river bed [3] . This study presents several simple approaches to refine the sparse measured cross sections of a river bed.
Most of the researchers focused on developing an algorithm that interpolated sparse measurements of river cross-section to produce a smooth river bathymetry for use in flow modeling [3, 4, 12, 19, 20] . In the present study, three algorithms including linear interpolation, inverse distance weighting (IDW), and natural neighbor (NN) were presented to resample the river cross-sectional data in both the transverse and longitudinal directions from the originally measured data points. The 2D model was adopted to compare the simulated and observed water sages using original data and resampled cross-section data with different algorithms. The 3D hydrodynamic models were then used to simulate river stages using the resampled river bed cross-section data based on linear interpolation method under the low flow and high flow conditions in the Tsengwen River of northern Taiwan. The simulated results with original and different resampled river bed cross-sectional data were presented. Then, sensitivity analyses regarding the bottom drag coefficient and vertical eddy viscosity were investigated using 2D and 3D models based on the linear interpolation method to resample river bed cross-section and, finally, conclusions were drawn.
Description of Study Area
The Tsengwen River is the second largest river in Taiwan and drains into the southern Taiwan Strait (Figure 1 ). The drainage basin has an area of 1177 km 2 , which includes part of the southwestern rugged foothills and fertile coastal plains. The tide is the primary tidal constituent at the river mouth and has a mean tidal range below 1 m. Based on the tidal classification [21] , the Tsengwen River mouth can be classified as a microtidal estuary [22, 23] . The average annual rainfall for the drainage basin is 2643 mm, with a contrasting rainfall pattern between dry and wet seasons. The dry and wet seasons are October-April and May-September, respectively. Thus, the river discharge varies seasonally with a high discharge of 411 × 10 3 m 3 /day in the wet season and a low discharge of 14 × 10 3 m 3 /day in the dry season. In the wet season, episodic flooding from heavy monsoon rains and typhoons is not unusual and critically affects the river discharge and the suspended load. seasonally with a high discharge of 411 × 10 3 m 3 /day in the wet season and a low discharge of 14 × 10 3 m 3 /day in the dry season. In the wet season, episodic flooding from heavy monsoon rains and typhoons is not unusual and critically affects the river discharge and the suspended load. Figure 1 . Maps of the study area (white, blue, and cyan represent land, ocean, and river, respectively).
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Methods for Resampling River Cross-Section Data
The 2D/3D numerical simulation of the water stage and river flow requires a large amount of topographic data to build an accurate finite element mesh. The cross-sectional data were measured in 2012 at every 500-890 m interval that was collected from the Water Resources Agency, Taiwan. To obtain fine cross-section data for grid generation, a resampling the original cross-section was necessary. In the present study, three interpolation approaches (i.e., linear interpolation, IDW, and NN) are adopted to resample the cross-sectional data from the original sample.
The algorithm is composed of four steps. The first step is to find the lowest point and the maximal slope point of the lowest point from each original cross-section for the left and right banks. Each cross section is divided into four parts, including the left bank, main channel L, main channel R, and right bank (shown in Figure 2 ). The second step is to redistribute the number of cross-sectional data points based on these four parts and to use interpolation method in the transverse direction along each original cross section to yield the elevation of each new cross-sectional data point. The third step is to generate the extra cross sections and data points between each pair of original cross sections in the longitudinal direction using interpolation method. Therefore, each part at each cross section has an equal number of points. Finally, the interpolation method is conducted to obtain the elevation between the corresponding parts of each cross section. After resampling, the new crosssection data set contains the refined cross section with an equal number of the data points. The quality of resampled cross-section data is highly dependent on number of original data points. The interpolation algorithm used in the present study is similar to the algorithm developed by CaviedesVoullieme et al. [3] . They also found that the well located cross-sections data are the most important requirement for interpolating the high quality river bed. Besides, they concluded that automatic treats Figure 1 . Maps of the study area (white, blue, and cyan represent land, ocean, and river, respectively).
Materials and Methods
Methods for Resampling River Cross-Section Data
The algorithm is composed of four steps. The first step is to find the lowest point and the maximal slope point of the lowest point from each original cross-section for the left and right banks. Each cross section is divided into four parts, including the left bank, main channel L, main channel R, and right bank (shown in Figure 2 ). The second step is to redistribute the number of cross-sectional data points based on these four parts and to use interpolation method in the transverse direction along each original cross section to yield the elevation of each new cross-sectional data point. The third step is to generate the extra cross sections and data points between each pair of original cross sections in the longitudinal direction using interpolation method. Therefore, each part at each cross section has an equal number of points. Finally, the interpolation method is conducted to obtain the elevation between the corresponding parts of each cross section. After resampling, the new cross-section data set contains the refined cross section with an equal number of the data points. The quality of resampled cross-section data is highly dependent on number of original data points. The interpolation algorithm used in the present study is similar to the algorithm developed by Caviedes-Voullieme et al. [3] . They also found that the well located cross-sections data are the most important requirement for interpolating the high quality river bed. Besides, they concluded that automatic treats the void and overlapping regions between floodplain and river bed topography as well as confluences and islands are still needed to be improved.
Water 2017, 9, 203 4 of 25 the void and overlapping regions between floodplain and river bed topography as well as confluences and islands are still needed to be improved. In the case of the Tsengwen River, we added an extra 10 cross sections between each pair of the original cross sections and redistributed 150 points at the left part of main channel and right part of main channel as well as 200 points at the left bank part and right bank part (see Figure 2a) . Figure 2a shows a conceptual diagram of the resampling method. Figure 2b depicts the resampled crosssectional data points generated by the linear interpolation method, which satisfactorily maintains the topographic features of the original sample. After resampling, the maximal distance for each cross section is reduced from 890 m to 80 m. The maximal distance for each data point at the same cross section is reduced from 150 m to 6 m. 
Interpolation Methods
Linear Interpolation
The linear interpolation is a common method used to predict the unknown values between two endpoints or to lines. The formula of linear interpolation can be described as: In the case of the Tsengwen River, we added an extra 10 cross sections between each pair of the original cross sections and redistributed 150 points at the left part of main channel and right part of main channel as well as 200 points at the left bank part and right bank part (see Figure 2a) . Figure 2a shows a conceptual diagram of the resampling method. Figure 2b depicts the resampled cross-sectional data points generated by the linear interpolation method, which satisfactorily maintains the topographic features of the original sample. After resampling, the maximal distance for each cross section is reduced from 890 m to 80 m. The maximal distance for each data point at the same cross section is reduced from 150 m to 6 m.
Interpolation Methods
Linear Interpolation
The linear interpolation is a common method used to predict the unknown values between two endpoints or to lines. The formula of linear interpolation can be described as:
where P e (x, y) is the estimated value at (x, y); P e (x 0 , y 0 ) is the measured data at 0th cross-section; P e (x n , y n ) is the measured data at nth cross-section; d t is the total distance between two cross-sections; and d i is the distance between P e (x 0 , y 0 ) and P e (x, y). It should be noted that linear interpolation can avoid the artificial local maximum and minimum [3] .
Inverse Distance Weighting (IDW)
The IDW interpolation is a deterministic, nonlinear interpolation technique. This method uses a weighted average of the attribute values from nearby sample points to estimate the magnitude of that attribute at non-sampled locations. The weight of any known point is set inversely proportional to its distance from the estimated point [24] . The equation for the IDW interpolation in a two-dimensional plane is given as:
where p m (x, y) is the measured data point.
Natural Neighbor (NN)
The NN interpolation is a method of spatial interpolation which was developed by Sibson [25] . This method is based on Voronoi tessellation of a discrete set of spatial points and is quite popular in many fields. The NN interpolation is a weighted moving average technique that uses geometric relationships in order to choose and weight nearby points. The equation for the NN interpolation in a two-dimensional plane is:
where w i is the weight depended on the area about each of the data points (i.e., Voronoi polygons).
Three-Dimensional (3D) Hydrodynamic Model
To compare the performance of simulating the river stages using original and resampled river bed cross-section data, a two-dimensional semi-implicit Eulerian-Lagrangian finite element model, SELFE-2D, was implemented to calculate the river stages in the Tsengwen River. Moreover, the three-dimensional version of SELFE was employed to compare the simulated river stages with the SELFE-2D modeling results.
SELFE-3D solves the three-dimensional shallow-water equations with the hydrostatic and Boussinesq approximations to obtain the river stages and the three-dimensional water velocities. The barotropic mode, representing a fluid whose density is a function of pressure only, is only used to predict the river stages. The tides at the river mouth and the discharge hydrographs upstream are the driving forces in the model. The governing equations of SELFE-3D can be found in Zhang and Baptista [26] and are shown in Appendix A.
Two-Dimensional (2D) Hydrodynamic Model
All variables used in the SELFE-3D model (see Appendix A) become depth-averaged applied in the SELFE-2D model, and this model only deals with the barotropic mode. The two-dimensional version of SELFE solves the depth-integrated momentum and continuity equations. The governing equations of SELFE-2D can be found in Zhang et al. [27] and Zhang et al. [28] and are shown in Appendix B. In the SELFE model (SELFE-2D and SELFE-3D), unstructured triangular grids are used in the horizontal direction [26] .
Model Implementation
The distribution of the river bed elevation for the original cross-section data is shown in Figure 3 . The river bed elevation is low at the downstream reaches, while is high at the upstream. The elevation at the upstream reaches 20 m. Triangle unstructured meshes with a resolution of approximately 20 m are deployed from the Tsengwen River mouth to the Erxi Bridge, which is the location of the discharge gauge station. Figure 4 shows the triangular unstructured meshes for the entire model domain. The insert of Figure 4 focuses on the vicinity of the Tsengwen River's mouth to see the triangle meshes more clearly. The model grid consists of 259,567 elements and 132,136 nodes in the horizontal plane. Once the model meshes are generated, the different interpolation methods are adopted for interpolating the cross-sectional data to each grid. Juez et al. [29] simulated the granular flow over irregular steeps lopes using a finite volume numerical model. They found only the triangular unstructured meshes avoided the misleading preference directions of flood propagation. Langendoen et al. [30] generated the triangular unstructured meshes using the open source software and adapted the planar straight line graph for modeling the morphodynamics of rivers with steep banks. They pointed out that the triangular unstructured mesh with updated planar straight line graph could tackle accurately the morphological diversity in the riverbanks. Therefore the numerical model with triangular unstructured meshes was adopted in the present study for modeling water stage.
The river bed elevations were interpolated from the original cross-section data and resampled in the cross-section data using different interpolation methods shown in Figure 5 . The resampled river cross-section data produce a similar river topography to the original river cross-section data in the straight river segments of the Tsengwen River. However, the resampled river cross-section data using the liner interpolation method (Figure 5b ) generate more smooth topography and continuous thalweg trajectory in the meandering river segment of the Tsengwen River than using the original cross-section data ( Figure 5a ) and the IDW and NN methods (Figure 5c,d) . The 3D views of the meandering segment of the Tsengwen River are illustrated in Figure 6 . The rugged river bed can be found in Figure 6a ,c,d. However, the river bed shows a smoothing pattern at the same river segment (Figure 6b ). 
Assessment of the Model Performance
To assess the model performance using different river cross-sectional data for simulating the river stages, three criteria are adopted: the mean absolute error (MAE), the root mean square error (RMSE), and the percent bias (PBIAS). The equations for these three criteria are as follows:
( ) Two data sets of hourly discharge hydrographs collected from the Water Resources Agency, Taiwan were extracted and imposed on the upstream boundary condition at the Erxi Bridge (a distance of 50 km from the Tsengwen River's mouth). One period is from 2 June to 6 June 2012 (i.e., low flow condition), and the other one is from 11 June to 16 June 2012 (i.e., high flow condition). The tidal elevations at the Tsengwen River's mouth were calculated using the regional tidal prediction model of the South China Sea [31] , which served as the downstream boundary condition. The measured river stage data also collected from the Water Resources Agency, Taiwan were used to evaluate the performance on the simulation of the river stage using original and resampled river cross-section data. Thus, the most suitable algorithm to resample river cross-section data for simulating river stages in the Tsengwen River can be determined. The initial conditions of the water surface are set equal to the riverbed elevations. A minimum depth of 0.01 m was indicated as a criterion for the wetting and drying simulation. A time step of 10 seconds was used in the simulation without any signs of numerical instability.
where η s i is simulated river stage and η m i is measured river stage. Figure 7 shows the model-data comparison of the river stages at the Mashan Bridge under low flow conditions using the 2D model with the original (Figure 7a ) and resampled cross-section data (Figure 7b,c,d ). This figure includes the information of the river flow at the upper panel, the river stage at the middle panel, and the error between simulated and observed river stages at the lower panel. Because the Mashan Bridge is located at the tidal river reach of the Tsengwen River, Figure 7 reflects the river stage variations affected by flood and ebb tides. The simulated river stage using the original cross-section data (Figure 7a ) shows smaller amplitudes than the resampled cross-section data using the linear interpolation method (Figure 7b ). This result means that the tidal wave has slight difficulty reaching upstream if the original cross-section data are used for model simulation. The simulated river stages using the resampled cross-section data according to the IDW and NN interpolation methods show straight line with time (Figure 7c,d) . It means that the simulated river stage is not affected by tide at the Mashan Bridge. The simulated river stages are quite different with the measured results.
Results
Simulation of the River Stage Using Different Cross-Section Data
The blocked phenomenon of the river channel is shown at the Xinzhong station using the original cross-section data (Figure 8a ). Figure 8a shows that the riverbed cannot become wet at the Xinzhong station until 1:00 on 5 June 2012, and Figure 8b reveals the consistency between the simulated and observed river stages using the resampled cross-section data (i.e., linear interpolation method). The simulated river stages extremely overestimate the measured river stage using the resampled cross-section data according to the IDW and NN methods (Figure 8c,d ). Figure 9 presents the distribution of the simulated river stages in the Tsengwen River using the original and different resampled cross-section data. The river stages show discontinuity between the Mashan Bridge and the Xinzhong station, which is a meandering river reach of the Tsengwen River (Figure 9a,c,d ). The figure also shows that the river stages are abnormally high upstream of the Xinzhong station (Figure 9a,c,d ) compared to the simulated results in Figure 9b .
resampled cross-section data according to the IDW and NN methods (Figure 8c,d) . Figure 9 (Figure 9a,c,d ) Figures 10 and 11 illustrate the model-data comparison of river stages, respectively, at the Mashan Bridge and the Xinzhong station under the high flow condition using the 2D model with the original and different resampled cross-section data. The simulated river stages using the resampled cross-section data (i.e., linear interpolation method) show good agreement with the measured river stages at both the Mashan Bridge and Xinzhong stations but overestimate when the river flows exceed approximately 1500 m 3 /s. Although the simulated river stages using the original cross-section data show an acceptable result at the Mashan Bridge (Figure 10a ), the simulated river stage cannot be lowered, even if there has been a decrease in the river flows (Figure 11a ). This result means that the riverbed elevations interpolated by the original cross-section data are higher than the actual ones. The simulated river stages using the resampled cross-section data based on the IDW and NN methods extremely overestimate the measured river stages at both the Mashan Bridge and Xinzhong stations shown in Figures 10c,d and 11c,d .
The river stage distribution at 12:00 on 12 June 2012, using the original and different resampled cross-section data is shown in Figure 12 . Figure 12a ,b displays similar simulated results, but the river stages around Xinzhong station are higher using the original cross-section data than those using resampled cross-section data based on the linear interpolation. Comparing to Figure 12b -d, the Figures 10 and 11 illustrate the model-data comparison of river stages, respectively, at the Mashan Bridge and the Xinzhong station under the high flow condition using the 2D model with the original and different resampled cross-section data. The simulated river stages using the resampled cross-section data (i.e., linear interpolation method) show good agreement with the measured river stages at both the Mashan Bridge and Xinzhong stations but overestimate when the river flows exceed approximately 1500 m 3 /s. Although the simulated river stages using the original cross-section data show an acceptable result at the Mashan Bridge (Figure 10a ), the simulated river stage cannot be lowered, even if there has been a decrease in the river flows (Figure 11a ). This result means that the riverbed elevations interpolated by the original cross-section data are higher than the actual ones. The simulated river stages using the resampled cross-section data based on the IDW and NN methods extremely overestimate the measured river stages at both the Mashan Bridge and Xinzhong stations shown in Figure 10c resampled cross-section data based on the linear interpolation. Comparing to Figure 12b -d, the simulated river stages between the Mashan Bridge and Xinzhong station using resample crosssection data according to the IDW and NN methods are extremely higher than those using the linear interpolation method. The trial-and-error approach was adopted to select the optimal parameter of bottom drag coefficient used in the model for simulating water stages. Based on the modeling results, the bottom drag coefficients are set to be 0.002.
Statistical errors between the simulated and measured river stages for different river bed crosssection data using the 2D model under low flow and high flow conditions are presented in Tables 1  and 2 , respectively. The results indicate that the MAE, RMSE, and PBIAS values with the resampled cross-section data using the linear interpolation method are lower than those with the original and resample cross-section data using the IDW and NN methods at the Mashan Bridge and Xinzhong station under both the low and high flow conditions. The river stage distribution at 12:00 on 12 June 2012, using the original and different resampled cross-section data is shown in Figure 12 . Figure 12a ,b displays similar simulated results, but the river stages around Xinzhong station are higher using the original cross-section data than those using resampled cross-section data based on the linear interpolation. Comparing to Figure 12b -d, the simulated river stages between the Mashan Bridge and Xinzhong station using resample cross-section data according to the IDW and NN methods are extremely higher than those using the linear interpolation method. The trial-and-error approach was adopted to select the optimal parameter of bottom drag coefficient used in the model for simulating water stages. Based on the modeling results, the bottom drag coefficients are set to be 0.002. Statistical errors between the simulated and measured river stages for different river bed cross-section data using the 2D model under low flow and high flow conditions are presented in Tables 1 and 2 , respectively. The results indicate that the MAE, RMSE, and PBIAS values with the resampled cross-section data using the linear interpolation method are lower than those with the original and resample cross-section data using the IDW and NN methods at the Mashan Bridge and Xinzhong station under both the low and high flow conditions. 
Comparison of the Simulated River Stage Using the 2D and 3D Models
To compare the performance between the 2D and 3D models on the simulation of the river stage, the samplings with the 2D and 3D models were conducted with the same grids, initial conditions, and boundary conditions using the resampled river bed cross-section data based on the linear interpolation method which is the best performance using 2D model shown in Tables 1 and 2 . In the 2D and 3D models, the same bottom drag coefficients are used and set to be. The vertical eddy viscosity in 3D model is set to be 1.5 × 10 −4 m 2 /s [22] .
The comparison of the simulated and measure river stages using the 2D and 3D models at the Mashan Bridge and the Xinzhong station under the low flow condition is presented in Figure 13 . The simulated results of the 2D model and the 3D model are identical at the Mashan Bridge (Figure 13a ), but the simulated river stage of the 3D model is slightly higher than that of the 2D model at the Xinzhong station (Figure 13b) .
The comparison of the simulated and measured river stages of the 2D and 3D models under the high flow condition is shown in Figure 14 . The 3D modeling results indicate that the simulated river stages are a closer match to the measured river stages compared to the 2D modeling results at both the Mashan Bridge (Figure 14a ) and Xinzhong station (Figure 14b ). Figure 15 distributions of simulated river stage using the 3D model with the resampled cross-section data under the low flow (Figure 15a ) and high flow (Figure 15b ) conditions at 1:00 on 5 June 2012. The figure shows that the distributions of the simulated river stage are very reasonable.
To compare the performance of the 2D and 3D models using the resampled cross-section data based on the linear interpolation method, the statistical errors for the low flow and high flow conditions are presented in Tables 1 and 2 , respectively. We can observe that the performance of the 2D model is better than that of the 3D model with the low condition at the Xinzhong station, whereas the performance of the 2D model is inferior to that of the 3D model at the Mashan Bridge (Table 1) . For the high flow condition, the performance of the 3D model is better than that of the 2D model at both the Mashan Bridge and Xinzhong station (Table 2) . 
Model Sensitivity
Prandle [32] reported that for tidal propagation in depths greater than 50 m, bottom friction is of secondary importance and 2D models are adequate to calculate integrated transport. Conversely, the increasing importance of both bottom friction and vertical eddy viscosity in shallow water indicated the requirement for 3D models. Sensitivity analysis is a powerful methodology that can be used to improve the understanding of how the bottom drag coefficient and the vertical eddy viscosity affects the river stages in the Tsengwen River. The sensitivity analysis was conducted by running the 2D and 3D models with all the conditions described in previous section, except for the bottom drag coefficient and the vertical eddy viscosity. The original base depended on the simulation of low flow and high flow conditions.
To investigate the effects of bottom drag coefficient on the river stage, the 2D and 3D models using the resampled cross-section data based on the linear interpolation method were run using two alternative cases. One method calculated the value of bottom drag coefficient 50% higher than the original base run, and the other method calculated the value of bottom drag coefficient 50% lower than the original case run. Tables 3 and 4 show the modeling results of sensitivity runs under low flow and high flow conditions, respectively. The maximum rate of changing river stage was used to evaluate the results of model sensitivity. The maximum rate (MR) is given by the following formula:
where base η is the river stage for the base run and sens η is the river stage for the sensitivity run.
Positive and negative values of maximum rate represent the increase and decrease in river stage, respectively.
The maximum rates of changing water stage as a result of increasing bottom drag coefficient are 0.615% and 0.08%, respectively, at the Mashan Bridge and Xinzhong station using 2D model under low flow condition, whereas the maximum rates of changing water stage as a result of decreasing To compare the performance of the 2D and 3D models using the resampled cross-section data based on the linear interpolation method, the statistical errors for the low flow and high flow conditions are presented in Tables 1 and 2 , respectively. We can observe that the performance of the 2D model is better than that of the 3D model with the low condition at the Xinzhong station, whereas the performance of the 2D model is inferior to that of the 3D model at the Mashan Bridge (Table 1) . For the high flow condition, the performance of the 3D model is better than that of the 2D model at both the Mashan Bridge and Xinzhong station ( Table 2 ).
where η base is the river stage for the base run and η sens is the river stage for the sensitivity run. Positive and negative values of maximum rate represent the increase and decrease in river stage, respectively. The maximum rates of changing water stage as a result of increasing bottom drag coefficient are 0.615% and 0.08%, respectively, at the Mashan Bridge and Xinzhong station using 2D model under low flow condition, whereas the maximum rates of changing water stage as a result of decreasing bottom drag coefficient were −1.037% and −0.069%, respectively (Table 3 ). The maximum rates of changing water stage as a result of increasing bottom drag coefficient are 2.612% and 5.96%, respectively, at the Mashan Bridge and Xinzhong station using 2D model under high flow condition, whereas the maximum rates of changing water stage as a result of decreasing bottom drag coefficient are −0.267% and −4.217%, respectively (Table 4) . The results of model sensitivity using 3D under low and high flow conditions are also displayed in Tables 3 and 4 . We found that the increasing bottom drag coefficient resulted in the raising river stage. It is the reason that the increasing the bottom drag coefficient can increase the total resistance and lead to decrease the velocity which results in the raise of river stage [33] . The modeling results indicate that the change of bottom drag coefficient has a minor impact on river stage using 2D and 3D models.
The vertical eddy viscosity was included in 3D model only instead of in 2D model, because the vertical term has been averaged in horizontal 2D model. Therefore the model sensitivity runs to comprehend the influence of vertical eddy viscosity on water stage were conducted using 3D hydrodynamic model. The maximum rates for increasing vertical eddy viscosity are 0.943% and 0.506%, respectively, at the Mashan Bridge and Xinzhong station under high flow condition, whereas the maximum rates for decreasing vertical eddy viscosity are −0.945% and −0.508%, respectively ( Table 4 ). The maximum rates for increasing and decreasing vertical eddy viscosities under low flow condition (Table 3) are lower than those under high flow condition (Table 4) .
Discussion
A large amount of accurate measurements of the river cross-section data is indispensable for simulating river stages using 2D and 3D models. However, the measured river cross-section data are usually sparse in spatial resolution. If the original (sparse) river cross-section data are employed, a rough and uneven river bed is created. This phenomenon is especially obvious in a meandering river segment (shown in Figures 5a and 6a) because the distance between two measured river cross sections is too far to make a correct interpolation. Besides, an appropriate interpolation method is crucial to construct accurate river bed for simulating river stages.
Because of the rugged river bed elevations produced by sparse river cross-section data or inappropriate interpolation method, the water may be blocked in the channel and consequently delays the arrival time of water from upstream to downstream, resulting in the an extremely high river stage at upstream reaches (shown in Figure 8a) . A similar phenomenon has been reported by Cook and Merwade [14] . They demonstrated that different amounts of the river cross-section data produced different amounts of coverage of the water surface. The simple method presented in this study was used to overcome the problem of sparse river cross-section data and to produce accurate river bed for simulating water stages in the Tsengwen River.
From the physical point of view, some inherent differences exist between 2D and 3D models. In 2D model, bottom shear stress directly translates into mitigating the depth-averaged velocity, and consequently increases river stage [33] . The horizontal velocity is depth-averaged (i.e., uniform in the vertical direction) and vertical shear is absent [27] . However, the bottom shear stress balances the vertical shear in 3D model and only directly affects the horizontal velocity near the bottom cell. Besides, the numerical method to solve the free-surface elevation in the SELFE-3D is imposed a restriction to make a positive-define matrix, thus enhances stability for large friction in shallow areas [26] . This method avoids wave-like free-surface elevations occurring in the SELFE-3D model under high flow condition. Although simulated river stage using 3D model is slight inferior than 2D model at the Mashan Bridge under low flow condition (see Table 1 ). We cannot conclude that 2D model has better performance than 3D model on simulation of river stage under low flow condition because this issue may not occur in other tidal rivers.
In Figure 14 , the simulated river stage using the 2D model is higher than that using the 2D model under the high flow condition when the river flow exceeds 1500 m 3 /s. It can be explained using the simplified momentum equation. If the Coriolis force, tidal effect, atmospheric pressure at the free surface, and wind shear stress are neglected, and a steady state is assumed, the momentum equation can be expressed as:
where H = η + h; h is the bathymetric depth; η is the free-surface elevation; g is the acceleration due to gravity; ρ 0 is the density of water; and τ bx is the bottom shear stress in x direction. Equation (8) shows that η is affected by the bottom shear stress in the models. The equation indicates that η increases with increasing bottom shear stress. The velocity gradient ( ∂u ∂z ) is positive based on the bottom shear stress (τ). One layer is used to calculate ∂u ∂z in the 2D model, while the top of the bottom cell is applied in the 3D model. Because the depth-averaged velocities in the 2D model are higher than the bottom velocities in the 3D model under the high flow condition, the bottom shear stress and free-surface elevation (η) are also higher using the 2D model than those using the 3D model, resulting in a worse performance when the 2D model is used (Figure 14) . A similar theory used to discuss the wind stress tide can be found in Dean and Dalrymple [34] .
The simulated river stages with 2D model were more sensitive to the changes of bottom drag coefficient than those with 3D model in the Tsengwen River (see Table 3 ) because the bottom shear stresses in 2D model directly affect depth-averaged velocities and consequently river stages. The vertical shear stress induced by vertical eddy viscosity near the bottom in the 3D model is relatively small to bottom shear stress. Therefore the change of vertical eddy viscosity has insignificant change of simulated river stages using 3D model (Table 3) .
Miller and Cluer [35] examined the water level response to different eddy viscosity. They also found that the increasing eddy viscosity slightly raised the water level. However, in the current study, the modeling results reveal that the change of vertical eddy viscosity is insensitive to river stage.
Conclusions
This study applied three algorithms including linear interpolation, IDW, and NN to refine river cross-section data based on original data. The resampled cross-section data based on the linear interpolation satisfactorily maintains the topographic and morphological features of the river channel, especially at the meandering river reach. The river channel constructed by the resampled cross-section data based on the linear interpolation is more flat and smooth than the model created by the original cross-section data, IDW, and NN interpolation. The 2D high-resolution unstructured-grid hydrodynamic model was adopted to assess the performance between the simulated and measured river stages with the original and resampled cross-section data under low flow and high flow conditions. The results indicate that the simulated river stages are improved significantly to match the measured river stages using the resampled cross-section data based on the linear interpolation at the tidal river and non-tidal river stations.
Furthermore, the performance between the simulated and measured river stages using the 2D and 3D models incorporated with the resampled cross-section data based on the linear interpolation were evaluated. The results show that the simulated river stages using the 2D and 3D models reproduce the measured river stages at both the tidal and non-tidal river stations under the low flow condition. However, the simulated river stages using the 2D model overestimate the measured river stages at both the tidal and non-tidal river stations under the high flow condition. The 2D model is appropriate for real-time river stage prediction for flash flood warning because it requires less computational time, but the 3D model provides a more accurate simulation of the river stage. The model sensitivity was conducted by increasing and decreasing the bottom drag coefficient and vertical eddy viscosity. The modeling results indicate the change of bottom drag coefficient has a minor impact on river stage and the change of vertical eddy viscosity is insensitive to river stage.
The algorithm developed for riverbed interpolation is very useful in cases where the river bathymetry is frequently modified by hydrological events, for example, in restored river sections. This is because periodic flow modeling is required to assess how river morphology affects ecological aspects. Further study will be needed to define more specifically the optimal cross-section spacing in relation to the grid resolution. 
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Appendix A
A semi-implicit finite element Eulerian-Lagrangian algorithm is used in SELFE-3D to solve the three-dimensional shallow-water equations with the hydrostatic and Boussinesq approximations. The equations in the Cartesian frame of reference are given below: where η(x, y, t) is the free-surface elevation; h(x, y) is the bathymetric depth; u(x, y, z, t) and v(x, y, z, t) are the horizontal velocity in x, y direction, respectively; w(x, y, z, t) is the vertical velocity; f is the Coriolis factor; g is the acceleration due to gravity;ψ is the earth's tidal potential; α is the effective earth elasticity factor; ρ is the density of water; ρ 0 is reference density of water; P A (x, y, t) is the atmospheric pressure at the free surface; ν is the vertical eddy viscosity; and µ is the horizontal eddy viscosity.
The vertical boundary conditions for the momentum equation, especially the bottom boundary condition, play an important role in the formulation of the numerical SELFE-3D model. The balance between the internal Reynolds stress and the applied shear stress at the water surface is enforced in SELFE-3D:
where τ s is the wind stress, which can be expressed as
where U a and V a are the x and y components, respectively, at a 10-m height wind speed, W, which is generated from the prototypical typhoon model; ρ a is the air density; and C s is the wind drag coefficient that depends on the wind speed. The wind drag coefficient, C s , is given by Large and Pond [36] and Powell et al. [37] . The bottom boundary layer is typically not well described in ocean models; thus, the no-slip condition at the sea or river bottom is replaced by a balance between the internal Reynolds stress and the bottom frictional stress:
