Abstract. We study wellposedness of hyperbolic nonautonomous linear evolution equations u ′ (t) = A(t)u(t) in Banach spaces X. Using the theory of evolution semigroups, we develop two different notions of solvability, examine their properties and give existence and uniqueness theorems. At first we consider solutions which are limits of classical solutions. This concept is seen to coincide with weak solutions in our setting. Second, we study limits of solutions to suitable approximating problems. Here we obtain for separable Hilbert spaces X and skew adjoint operators A(t) an existence and uniqueness result under minimal additional assumptions. We apply our results to examples motivated from quantum theory. In particular, we show the existence of the time evolution in the theory of a massive bosonic quantum field with localized polynomial selfinteraction on two dimensional space time.
Introduction
The general wellposedness theory for nonautonomous linear evolution equationṡ u(t) = A(t)u(t), 0 ≤ s ≤ t ≤ T, u(s) = x, (1.1) on a Banach space X was created by T. Kato in particular in [11] , [12] , [13] . Here the operators A(t) generate strongly continuous semigroups (e τ A(t) ) τ ≥0 on X, which are not analytic in general. These results were successfully applied to various linear and quasi linear initial value problems of hyperbolic type, see e.g. [13] . Kato's theory yields unique solutions u ∈ C 1 ([s, T ], X) for regular initial values x, and further regularity properties of the evolution operator of (1.1) given by U(t, s) : x → u(t).
However, in order to obtain these results one has to impose rather strong conditions on the operators A(t) if the domains D(A(t)) vary in time. Among other properties, it is assumed that there is a common core Y of A(t) which is invariant under all semigroup must hold for all λ > max{w, w}, n ∈ N, 0 ≤ t 1 ≤ · · · ≤ t n ≤ T , and some constants M, M ≥ 1 and w, w ∈ R. The estimate (1.2) holds in many applications, e.g., if all operators A(t) are m-disspative. But it is hard to find such a core Y already in the presence of time varying boundary conditions for an underlying partial differential equations. In Example 3.7 we study a nonautonomous Schrödinger equation arising in quantum field theory, where the (skew adjoint) generators A(t) = −iH(t) possess common cores Y , but one does not know of a common core being invariant under the semigroups e τ A(t) . As a consequence, we have to develop a new existence theory for the nonautonomous Cauchy problem (1.1) where we want to weaken the assumptions on A(t) considerably. On the other side we do not aim at regular solutions. But we have to establish the uniqueness of the solutions and for the case of Hilbert spaces the unitarity of the solution operator of (1.1).
Our basic idea goes back (at least) to the seventies. One considers ( This was done in the papers [4] by G. Da Prato and M. Iannelli and [25] by H. Sohr, who worked in a somewhat different setting as in our paper, and in [10] by J.S. Howland and [15] by H. Neidhardt who employed the same approach as we do. We assume that the stability condition (1.2) holds and some other minor conditions. Then the closure G of G 0 exists in L 2 ([0, T ], X). Under the condition that one knows the density of the range of λ − G for some λ > w, then G generates a C 0 -semigroup T (·) on L 2 ([0, T ], X) given by (T (τ )f ) (t) = U(t, t − τ )f (t − τ ), t − τ, t ∈ [0, T ],
see Theorem 2.4. Here U(t, s) is an evolution family (propagator) in the sense of (2.1).
In Theorem 2.7 we further show that then the (continuous) function u(t) = U(t, s)x, t ∈ [s, T ], is the unique approximative solution of (1.1) in the following sense. There are functions u n ∈ D(G 0 ) such that u n → u uniformly on [s, T ] and G 0 u n → 0 in L 2 ([s, T ], X) as n → ∞. Moreover, u is the unique weak solution of (1.1) by Proposition 2.8.
In order to apply these results one has to check the range condition on G which in practice turns out to be difficult. In [4] it was shown that weakened Kato type conditions imply that λ − G is surjective. In [25] , the surjectivity was shown on Hilbert spaces X under one sided estimates for the quadratic form given by d dt R(λ, A(t)), λ > 0. For skew adjoint A(t), we improve the result from [25] in our Proposition 2.9 in several respects; most importantly we obtain that the solution operator U(t, s) is unitary. We apply our theorem to the Schrödinger equation ∂ ∂t u(t, x) = −i(−∆ + V (t, x))u(t, x), t ∈ R, x ∈ R 3 , u(0, x) = u 0 (x), x ∈ R 3 , where the potential V (t) belongs to the Rollnik class, so that the domain of D(−∆+V (t)) may depend on t, see Example 2.10.
The semigroup given by (1.4) is called evolution semigroup. Evolution semigroups were introduced in various settings by J.S. Howland, [10] , D.E. Evans, [7] , L. Paquet, [18] , and H. Neidhardt, [14] , in the 1970s to study wellposedness, scattering, and perturbation theory. Recently, they were employed also in the physical literature, see [1] . Since the nineties, this class of semigroups has extensively been used for the investigation of asymptotic properties of evolution families. The monograph [3] and the survey article [22] describe the history of the subject in detail giving further references. In Section 2, we develop a general theory encompassing the above mentioned results. In particular we work on various function spaces and time intervals and investigate the invertibility of U(t, s) as well as unitarity in the Hilbert space setting.
In Section 3 construct unitary evolution families solving Schroedinger equations under minimal assumptions. As a model case from quantum field theory, in Example 3.7 we study a massive, scalar quantum field with a localized polynomial selfinteraction in two dimensional space time. It seems that this problem cannot be treated within the framework of Section 2.
Therefore we generalize our approach in such a way that we do not require anymore that the closure of G 0 is a generator. In Proposition 3.4 we show that there is an extension
given as in (1.4). The arguments used in the proof are inspired by the theory of evolution semigroups developed in the previous section. We impose rather weak conditions on A(t): Besides mild continuity hypotheses we only assume that A(t) satisfies (1.2), that there is dense subspace Y of X such that Y ⊂ D(A(t)), and that X is reflexive and separable. (The space Y need not be a core.)
Since there might be many extensions of G 0 generating evolution semigroups (giving different evolution families), the question arises whether we can single out a 'physically relevant' U(t, s). This can be done indeed if, in addition, X is a separable Hilbert space and all A(t) are skew adjoint (which is the setting we need for our application), see Theorem 3.5. We show that U(t, s) is unitary and u = U(·, s)x is the unique 'quasi approximative solution' of (1.1) depending continuously on s and x. This concept of solutions is defined as follows. One approximates A(t) by bounded skew adjoint operators A n (t) in a reasonable way (cf. Definition 3.1). Then u is a quasi approximative solution of (1.1) if there are u n ∈ C 1 ([s, T ], X) such that u n (s) = x, u n (t) → u(t) weakly, and
This concept is also physically justified: In the case of the time dependent Schrödinger equation the generator corresponds to the observable 'energy'. Results of measurements are values in the spectrum of the generator. Since measurements always give bounded results, it is in practice not possible to distinguish the (unbounded) generator from a bounded approximation.
It is then quite easy to apply Theorem 3.5 to the example from quantum field theory mentioned above, see Example 3.7. A different approach to a special case of this example, can be found in [27] . In fact, the existence of the time evolution in this case is just the starting point for further investigations. It allows us to define the local scattering operators which already fix the interacting theory in the sense of local quantum theory, see [2] . The use of local scattering operators outside of perturbation theory might be an interesting strategy to investigate models of constructive quantum field theory which have a problematic low energy behavior. We will return to this issue in a forthcoming paper.
Notation. Throughout this article, X and Y denote Banach spaces, B(X, Y ) is the space of bounded linear operators from X to Y , and B(X) := B(X, X). For intervals J ⊂ R, we set
We consider various Banach spaces of X-valued functions: L p (J, X), 1 ≤ p ≤ ∞, denotes the space of (equivalence classes of) strongly measurable functions f : J → X such that f
, are the sets of continuous resp. n-times continuously differentiable functions endowed with the appropriate sup-norms. By W n,p (J, X) we denote the Sobolev space of vector valued functions whose nth derivative is a function in
indicates that the functions of the corresponding class vanish at infinity (if J is unbounded) and at finite end points of J which are not contained in J. A subscript 'c' (e.g. C c (J, X)) denotes a set of functions with compact support in J. We denote a generic constant by the letter c.
Evolution semigroups and approximative solutions
We first recall some concepts and facts from the theory of nonautonomous linear evolution equations which provide the background for our research. The reader is refered to [3] , [19] , [22] and the references therein for more information.
A
for x ∈ X, t ≥ r ≥ s in J, and constants M ≥ 1 and w ∈ R. Observe that one can take an arbitrarily small w ∈ R in the third line in (2.1) if J is bounded (possibly increasing M). The evolution family is called invertible if the operators U(t, s), (t, s) ∈ D J , have inverses which are exponentially bounded. In this case we set U(s, t) := U(t, s) −1 for (t, s) ∈ D J . It is then easy to check that the resulting family {U(t, s), (t, s) ∈ J 2 } satisfies (2.1) for t, r, s ∈ J. Conversely, if operators U(t, s) fulfill (2.1) for t, r, s ∈ J, then U(s, t) is the inverse of U(t, s).
Evolution families typically arise as solution operators of nonautonomous Cauchy problems of the formu
for given linear operators A(t), t ∈ J. We say that an evolution family U(·, ·) is generated by A(·) if there are dense subspaces Y s of X, s ∈ J, such that
for (t, s) ∈ D J and for each x ∈ Y s the function u := U(·, s)x belongs to C 1 (J s , X) and satisfies (2.2). (Uniqueness of solutions then follows from a standard argument, see e.g. [22, p. 314] .) Unfortunately, not every evolution family has 'generators' A(t) in this sense, as trivial examples show (take U(t, s) = q(t)/q(s) for X = C and 0 < q ∈ C(J) \ C 1 (J)). We partly recall Kato's existence theory for (2.2), see [12] and [19, Chap. 7] . One crucial hypothesis in Kato's theorems is the stability condition
for all n ∈ N, λ > w, t 1 ≤ · · · ≤ t n in J, and some constants M ≥ 1 and w ∈ R. We call a family of densely defined operators A(t), t ∈ J, Kato stable (with constants M and w) if (w, ∞) ⊂ ρ(A(t)) for t ∈ J and (2.3) holds. Note that then A(t) generates a C 0 -semigroup satisfying e τ A(t) ≤ Me wτ for t ∈ J and τ ≥ 0. Of course, m-dissipative operators A(t), t ∈ J, are Kato- (N) There are norms · t on X and a constant M ≥ 1 such that x ≤ x t ≤ x s ≤ M x and R(λ, A(t))x t ≤ (λ − w) −1 x t for (t, s) ∈ D J , λ > w, and x ∈ X.
If the domains D(A(t)), t ∈ J = [a, b], are isomorphic to a fixed Banach space Y (with uniformly equivalent norms), then (2.2) is wellposed (on Y s = Y ) if, in addition, the operators A(t) are Kato-stable and A(·)y ∈ C 1 ([a, b], X) for all y ∈ Y , see [11] , [19, Thm. 5.4.8] . (The constants M and w in (2.1) can be taken to be equal to those in (2.3).) In the case of time varying domains one has to make rather restrictive assumptions, see [12] , [19, Thm. 5.4.6] . Among other conditions, one supposes that there is a Banach space Y which is densely embedded in X and satisfies e τ A(t) Y ⊂ Y ⊂ D(A(t)) for τ ≥ 0 and t ∈ J (so that Y is a core for all A(t)). Moreover, the parts of A(t) in Y are required to be Kato stable in Y (for this property there are sufficient conditions).
As explained in the introduction, we want to develop a different existence theory for (2.2). To this aim, we introduce the so-called evolution semigroups, see e.g. [3] , [22] . For technical reasons, we assume that J is an interval of the form (a, b] or (a, +∞) for −∞ ≤ a < b < +∞. (The proof of Proposition 2.3 below requires this setting.) Let U(·, ·) be an evolution family on a Banach space X with time interval J. We define operators
on the function spaces
endowed with the usual p-norm, 1 ≤ p ≤ ∞. Observe that
It is easily verified that T (·) = T p (·) is a strongly continuous semigroup on E p . We call T (·) the evolution semigroup on E p associated with U(·, ·), and denote its generator by G = G p . (Usually we omit the subscript indicating the function space.) We state several simple properties of evolution semigroups which easily follow from the definition (2.4). First observe that
Since the resolvent of G is the Laplace transform of T (·), one obtains that
This identity shows that D(G p ) ֒→ E ∞ also if p < ∞. To simplify (2.8) below, we set
Since Gf is the limit of (T (τ )f − f )/τ as τ → 0 for f ∈ D(G), we obtain ϕu ∈ D(G) and
c (J) with ϕ(t) = 0, a < t ≤ s, and u =Ũ (·, s)x, (2.8) where x ∈ X and s ∈ J in the second line (see Proposition 2.3 below and [3, p. 64] ). In the invertible case, (2.8) also holds for v(t) = ϕ(t)U(t, s)x, t ∈ J, with ϕ ∈ C 1 c (J). We add two lemmas on cores of G and on invertible evolution families needed below.
, then we can take approximating functions f n ∈ D c whose supports are contained in a bounded interval encompassing supp f .
Proof. Choose ϕ n ∈ C 1 c (R) with 0 ≤ ϕ n ≤ 1, ϕ n = 1 on [−n, n], and φ n ∞ ≤ 2 for n ∈ N. Let f ∈ D and set f n = ϕ n f ∈ D c . Then f n → f and Gf n = ϕ n Gf −φ n f → Gf in E p as n → ∞ (where we have used (2.7)). So we have shown the first assertion. To verify the second one, take f ∈ D(G) ∩ C c (R, X). Then there are g n ∈ D, n ∈ N, converging in D(G) to f . Let ϕ ∈ C 1 c (R) be equal to 1 on the support of f . Then the supports of the functions f n = ϕg n ∈ D c , n ∈ N, are contained in supp ϕ. Moreover, f n → f and Gf n → Gf as n → ∞ due to (2.7).
Recall that a C 0 -semigroup S(·) with generator B can be embedded in a C 0 -group if one operator S(t), t > 0, is invertible. Moreover, (S(t) −1 ) t≥0 is then generated by −B. (See [6, §II.3.11] or [19, §1.6] .) Lemma 2.2. Let U(·, ·) be an evolution family with time interval J = R, let T (·) be the associated evolution semigroup on E p , 1 ≤ p ≤ ∞. Then the following assertions hold.
(a) T (τ ) is an isometry for some τ > 0 if and only if U(s, s − τ ) is an isometry for s ∈ R and τ > 0. Proof. Assertion (c) follows from (a) and (b). In (a) and (b) the implications '⇐' are easy to check. The converse implications are shown for p ∈ [1, ∞); the case p = ∞ can be established in a similar way. Assume that T (τ ) is an isometry for some τ > 0. Take x ∈ X, s ∈ R, and ε > 0. Set
Then we obtain
Letting ε → 0, we arrive at x = U(s, s − τ )x . Thus (a) holds. Assume that T (τ ) is invertible for some τ > 0. Then there are constants M ′ ≥ 0 and
, so that U(s, s − τ ) has dense range for s ∈ R. Therefore we have established assertion (b).
In order to relate the evolution semigroup with the wellposedness of (2.2), we assume at first that A(·) generates U(·, ·). We endow the multiplication operator f → A(·)f (·) on E p with the maximal domain
We define the sum
(We sometimes write F p (J) and E p (J) instead of F p and E p for the sake of clarity.) It can be shown that the wellposedness of (2.2) implies that G is the closure of G 0 , cf. [3, Thm. 3.12] or [22, Prop. 4.1] .
In this work we proceed in the opposite direction. Let A(t), t ∈ J, be a Kato-stable family of generators (satisfying some further conditions stated below). We want to prove that G 0 possesses a closure G which generates a semigroup T (·). The following characterization result then shows that T (·) is in fact an evolution semigroup, i.e., we have found an evolution family 'associated with' A(t). One can find various versions of the next proposition in the papers [7] , [10] , [14] , [18] . The version stated here follows from [20, Thm. 2.4] and its proof. Here R(τ ) denotes the right translation on L p (J) or C 0 (J), i.e., the evolution semigroup with U(t, s) = I.
Then the following assertions are equivalent.
(a) T (·) is an evolution semigroup given by an evolution family U(·, ·).
Here D(G) is endowed with the graph norm of G. Notice that the second condition in (b) and (c) is trivially satisfied if p = ∞. However it cannot be dropped if p < ∞, see [20, Rem. 2.5] . In [7] and [10] it is shown (under certain restrictions) that one obtains a strongly measurable evolution family if (b) or (c) are valid without the inclusion D(G) ⊂ C 0 (J, X).
However, it turns out that D(G) is always contained in C 0 (J, X) in the setting of the following result. This theorem is formulated in a rather general way in order to make clear under which circumstances the operator G 0 generates an evolution semigroup T (·) on E p . Observe that bounded operators B(t), t ∈ J, which are strongly continuous in t generate an invertible evolution family V (t, s) for (t, s) ∈ J 2 (with Y t = X). This can be shown as in, e.g., [19 
Theorem 2.4. Let A(t), t ∈ J, be a Kato stable family of generators on X with constants
and that F p is dense in E p and E ∞ . Then G 0 with domain F p possesses a closure G in E p which generates an evolution semigroup T (·), given by an evolution family U(·, ·) on X.
Proof. Consider the Yosida approximations A n (t) = nA(t)R(n, A(t)) = n 2 R(n, A(t)) − n for n > w and t ∈ J. Note that t → A n (t) is strongly continous and that A n (·) is the Yosida approximation of the generator A(·) on E p , see for instance Theorem III.4.8 and Paragraph III.4.13 in [6] . It is then clear that
generates an evolution semigroup T n (·) on E p which is given by the evolution family U n (·, ·) generated by A n (·). For u ∈ F p we have G n u → Gu in E p . Due to the Kato stability of A(·), there are norms · t on X satisfying (N). In particular, R(λ, A(t)) t ≤ (λ − w)
for λ > w. This fact yields e τ An(t)
for w 1 := (w + w ′ )/2, all n ≥ n 0 , and some n 0 ≥ w. Hence the operators A n (t), t ∈ J, satisfy (N) with the same norms and the exponent w 1 . They are thus Kato stable with uniform constants M and w 1 . Kato's existence result (see e.g. [19, Thm. 5.3 .1]) then shows that
The Trotter-Kato theorem now implies that the closure G of G 0 exists and generates a semigroup T (·) on E p , see [6, Thm. III.4.9] or [19, Thm. 3.4.5] . Observe that the first condition of Proposition 2.3(c) holds on the core F p of G on E p . To check the second condition, it suffices to consider f = (w
We use the approximation G n once more. Due to (2.6) and (2.11), we have R(w ′ , G n )g ∞ ≤ c g p for g ∈ E p and a constant c > 0. This estimate implies that
3 thus shows that T (·) is an evolution semigroup.
In the application of Theorem 2.4, the most difficult problem is to verify the range condition
(say, we have p < ∞). In Proposition 2.9 we give conditions leading to (R) in the Hilbert space setting. Concerning the other assumptions in Theorem 2.4, we note that the Kato stability of A(·) can possibly be checked using dissipativity of A(t) (maybe with respect to time varying norms). The density of F p in L p (J, X) and C 0 (J, X) holds e.g. in the following two cases: First, if the resolvents R(w ′ , A(t)) are strongly continuously differentiable in t (see the proof of Proposition 2.9). Second, if there is a dense subset Y of X contained in all D(A(t)) and A(·)y is continuous for y ∈ Y (then C 1 c (J, Y ) ⊂ F p ). In the second case, R(λ, A(·)) is strongly continuous if in addition Y is a core for all A(t). The next result shows that some differentiablity properties always hold on such spaces Y . Proposition 2.5. Let U(·, ·) be an evolution family on the Banach space X with time interval J and let G be the generator of the corresponding evolution semigroup on E p for some p ∈ [1, ∞]. Suppose that G extends the operator 
13)
exist for (t, s) ∈ D J and y ∈ Y . (In (2.12) one has to take the left-sided derivative if t = s.) If U(·, ·) is invertible and J = R, then one may take t, s ∈ R in (2.12) and two-sided derivatives at t = s.
Proof. Take t, s, s ′ ∈ J with t ≥ s, t ≥ s ′ , s = s ′ , y ∈ Y , and ϕ ∈ C 1 c (J) which is equal to 1 on an interval containing s and s ′ . Set f = ϕy. Then f ∈ F p and Gf = −φy + ϕA(·)y. Thus standard semigroup theory yields
We deduce (2.12) by multiplying by (s − s ′ ) −1 and letting s − s ′ → 0. Using this result, we conclude
which implies (2.13). The final assertions are verified in the same way.
If we knew that U(t, s)Y ⊂ Y , then wellposedness of (2.2) would follow from the above proposition and the equality U(t + h, s)y − U(t, s)y = (U(t + h, t) − I)U(t, s)y. Unfortunately, the invariance of Y is hard to verify. One has to impose the restrictive conditions mentioned above to prove it within Kato's theory. It seems that this problem is not easier to tackle in the framework of evolution semigroups, cf. [16] . Thus we take a different point of view: We explore the class of 'solutions' to (2.2) which arises naturally in the setting of Theorem 2.4. We see in Theorem 2.7 that the approximative solution introduced in the following definition coincides with the orbits u = U(·, s)x for every x ∈ X. So we work with a concept of solvability which is strictly weaker than classical C 1 -solutions (if the operators A(t) are unbounded).
In the following, we concentrate on bounded intervals J for simplicity, but consider also the time interval J = R in the invertible case. Other cases could be treated with minor modifications. Definition 2.6. Let A(t), t ∈ J, be linear operators on X, s ∈ J, s < b, x ∈ X, and
In the following we will use cut off functions of the following form: For J = (a,
Theorem 2.7. Suppose that the assumptions of Theorem 2.4 hold. Let s ∈ J, s < b, x ∈ X, and define ϕ ε and ψ d as above.
(
is the unique approximative solution of (2.2), where one may take u n ∈ F p in Definition 2.6(a). Moreover, u is the only function in C(J s , X) such that u(s) = x, ϕ ε u ∈ D(G), and
(b) Let J = R and U(·, ·) be invertible. Then u = U(·, s)x ∈ C(R, X) is the unique approximative solution on R of (2.2). Moreover, u is the only function in C(R, X) such that u(s) = x, ψ d u ∈ D(G), and
as n → ∞. Moreover, v n ∈ D(G) and Gv n (t) = 0 for t ≥ s due to (2.8). There are
As a result, u is an approximative solution of (2.2). Let v be another approximative solution of (2.2), with approximating functions v n as in Definition 2.6(a). Take s < t − r < t ≤ b and a function ϕ ∈ C 1 c (J) which is equal to 1 on [t − r, t] and equal to 0 on (a, s]. Then ϕv n ∈ F p and
This identity implies that
(2.14)
Since v n → v uniformly on [s, b] and the integrand converges to 0 in L p as n → ∞, we arrive at v(t) = U(t,
The function u = U(·, s)x satisfies G(ϕ ε u) = 0 on [s + ε, b] due to (2.8). Conversely, let v ∈ C(J s , X) be given with v(s) = x and G(ϕ ε v) = 0 on [s + ε, b]. We can approximate ϕ ε v in the graph norm of G by v n ∈ F p . As in (2.14), this fact implies that v(t) = U(t, s + ε)v(s + ε), so that again u = v.
(b) The assertions in the invertible case can be shown in a similar way. Here one starts with v n (t) = ψ n (t)U(t, s)x for n ≥ |s| and t ∈ R.
Under some additional assumptions we can also prove that u = U(·, s)x is the unique 'weak solution' of (2.2) (as defined in the next proposition). We point out that uniqueness is the crucial point here, since one can construct weak solutions in the sense below in a rather general setting, see e.g. [24] . We now assume that X is reflexive, that 1 < p < ∞, and that the operators A(t) and their adjoints A(t) * , t ∈ J, satisfy the assumptions of Theorem 2.4. Let q = p/(p − 1). Replacing −d/dt and the right shift by +d/dt and the left shift, one can repeat the above proofs for
(Here the condition f (b) = 0 shall be dropped if
Proposition 2.8. Under the above assumptions, let s ∈ J, s < b, and x ∈ X.
Proof. (a) Let v ∈ F ′ q , u = U(·, s)x, and u n be the approximating functions from Definition 2.6(a). Integrating by parts we then obtain
Conversely, assume that u ∈ C(J s , X) with u(s) = x satisfies (2.15) for all v ∈ F ′ q . Take
because ϕ ε (t) = 0 for a < t ≤ s. Since F ′ q is a core for G * , this equality yields
As a result, ϕ ε u ∈ D(G) and G(ϕ ε u) = −φ ε u. Theorem 2.7 then shows that u = U(·, s)x. The following result is a refinement of Satz 2.2 from [25] , where we present a somewhat simplified case. Proposition 2.9. Let H(t), t ∈ R, be self adjoint operators on a Hilbert space X. Set A(t) = −iH(t). We assume that for every r > 0 there are positive constants β = β(r) and k = k(r) such that H(t) is bounded from below by 1 − β(r), t → (β(r) + H(t)) −1 is weakly continuously differentiable, and 1 2
for all x ∈ X and |t| ≤ r. Then the conditions of Theorem 2.4 and Proposition 2.8 hold (where p = 2). In particular, there exists a unitary evolution family U(t, s), t, s ∈ R, such that U(·, s)x is the unique approximative (and also weak) solution of (2.2) on J = R.
Proof. Since A(t) is skew adjoint, the family {A(t), t ∈ R} is Kato-stable. Let r > 0, t ∈ J := (−r, r], and λ > 0. We first observe that t → (β(r) + H(t))
for −r ≤ t, s ≤ r, x ∈ X and x * ∈ X * , where c = c(r) does not depend on x and x * by the principle of uniform boundedness. We further compute R(λ, A(t)) = i(iλ − β(r) + β(r) + H(t))
using [6, Thm.IV.1.13]. After multiplication with β(r) + H(t), the above equation implies that the operators [· · · ] −1 are uniformly bounded for t ∈ J. Hence t → R(λ, A(t)) is Lipschitz on [−r, r]. We take p = 2. For f ∈ C 1 c (J, X) and n ∈ N, we define f n = nR(n, A(·))f . Then f n is Lipschitz and thus f n ∈ F (J) = W 1,2 0 (J, X)∩D(A(·)). Moreover, f n → f in E(J) and C 0 (J, X) as n → ∞ (see the proof of Theorem 2.4); i.e., F (J) is dense in E(J) and in C 0 (J, X). The range condition (R) can be checked as in the proof of Satz 2.2 of [25] . Theorem 2.4 shows that the closure G J of G 0 = −d/dt + A(·) defined on F (J) exists and generates an evolution semigroup T J (·) on L 2 (J, X) corresponding to an evolution family U J (t, s), (t, s) ∈ D J . Since G 0 is dissipative, T J (τ ) and U J (t, s) are contractive.
Using the uniqueness result from Theorem 2.7, we can define the evolution family U(t, s) = U J (t, s) for (t, s) ∈ D R , where (t, s) ∈ D J . The corresponding evolution semigroup T (·) with generator G satisfies T (τ )f (s) = T J (τ )f (s) for 0 ≤ τ ≤ 1 and s ∈ J = [−r, r] if f has compact support in [−r + 1, r] for some r > 1. This shows that (the restriction of) f ∈ D(G) ∩ C c (R, X) belongs to D(G J ) for some J whose interior contains the support of f , and Gf = G J f on J. Thus there are f n ∈ F (J) such that
c ((−r, r)) with ϕ = 1 on the support of f , and extend the functions ϕf n by 0 to a function on R. Then
is a core of D(G) by Lemma 2.1. As a result, F c (R) is a core for G and Gf = G 0 f for f ∈ F c (R). Moreover, G 0 is skew symmetric on F c (R), so that G is skew adjoint. Therefore the assertions follow from Lemma 2.2, Theorem 2.7, and Proposition 2.8.
We give an application of this proposition in quantum mechanics. Let 
for suitable constants β. We refer to [23] for further properties of R. In quantum mechanics one would allow potentials V ∈ R + L ∞ (R 3 ). For simplicity we restrict ourselves to the Rollnik class, but the example may be easily modified to include an L ∞ -part.
Example 2.10. Let V : R × R 3 → R be a measurable function such that V (t, ·) ∈ R and V (t, ·) R is locally bounded. Assume moreover that t → V (t, x) is continuously differentiable for a.e. x ∈ R 3 and that the partial derivative ∂ ∂t V (t, x) =V (t, x) satisfies |V (t, x)| ≤ W (x) for t ∈ (a, b) and a function W ∈ R possibly depending on the interval (a, b). Then the assertions of Proposition 2.9 hold.
Proof. Let
is a small perturbation of H 
where
is a bounded operator with 0 ≤ B(t) ≤ q < 1 for |t| ≤ r and sufficiently large β = β(r). We observe that then (I + B(t)) −1 is uniformly bounded for |t| ≤ r. Our assumptions and Lebesgue's theorem, imply the differentiablility that also (I + B(·)) −1 is Lipschitz continuous. Further, the equation
implies the weak differentiability of t → (I + B(t)) −1 as in the limit t → s the first term on the right hand side vanishes and the second one converges. By (2.16) we conclude that (H(t) + β) −1 is weakly continuously differentiable. Finally, we calculate
so that the assumptions of Proposition 2.9 with k = 1 2 are fulfilled.
Quasi-approximative solutions
In this section we investigate the situation where the closure of G 0 is not necessarily a generator. In this case it is useful to weaken the concept of approximative solutions by involving 'admissible bounded approximations' of A(t).
Definition 3.1. Let A(t), t ∈ J, be a family of operators on a Banach space X. We call bounded operators A n (t), t ∈ J, n ∈ N, admissible bounded approximations of A(t) if t → A n (t) is strongly continuous, A n (t)y → A(t)y as n → ∞, A n (t)y ≤ c ( A(t)y + y ), and U n (t, s) ≤ Me w(t−s) for (t, s) ∈ D J , y ∈ D(A(t)), n ∈ N, some constants M, c ≥ 0 and w ∈ R, and the evolution families U n (·, ·) generated by A n (·). Definition 3.2. Let A(t), t ∈ J, be linear operators on X with admissible bounded approximations A n (t), and let x ∈ X, s ∈ J, s < b, and 1 ≤ p ≤ ∞.
(a) Let J = (a, b] . A weakly continuous function u : [s, b] → X is an (E p )-quasiapproximative solution of (2.2) if u(s) = x and there are u n ∈ C 1 ([s, b], X), n ∈ N, such that u n (s) = x, u n (t) → u(t) weakly for t ∈ [s, b], and
(b) Let J = R and s ∈ R. A weakly continuous function u : R → X is an (E p )-quasi-approximative solution on R of (2.2) if u(s) = x and there are u n ∈ C 1 (R, X), n ∈ N, such that u n (s) = x, u n (t) → u(t) weakly for t ∈ R and
First we observe that admissible bounded approximation exist if the operators A(t) are Kato stable. Lemma 3.3. (a) Assume that the operators A(t), t ∈ J, are Kato stable with constants (M, w) and that t → R(w ′ , A(t)) is strongly continuous for t ∈ J and some w ′ > w. Then A n (t) := nA(t)R(n, A(t)), n > w, t ∈ J, are admissible bounded approximations for A(t).
(b) Assume that A(t), t ∈ J, are skew adjoint on a Hilbert space X and that t → R(1, A(t)) is strongly continuous for t ∈ J. Set ϕ n (iτ ) = iτ for |τ | ≤ n and ϕ n (iτ ) = ±in for ±τ ≥ n. Then A n (t) := ϕ n (A(t)), n ∈ N, t ∈ J, are skew adjoint admissible bounded approximations for A(t). Moreover, all skew adjoint admissible bounded approximations A n (·) generate unitary evolution families U n (·, ·).
Proof. (a) The assertions are either clear or were already shown in the proof of Theorem 2.4, see in particular (2.11).
(b) The operators A n (t) are skew adjoint and admissible bounded approximations due to standard properties of the functional calculus of normal operators (see [26, Thm.9.17] for the strong continuity of t → A n (t)). Let A n (t) be skew adjoint bounded operators which are strongly continuous in t ∈ R. For x ∈ X, we then have
so that I = U n (t, s)U n (t, s) * , and thus U n (t, s)
Next we construct the operator family U(t, s) for Kato stable A(t). For technical reasons (in particular in part (6) and (7) of the proof), temporarily we restrict ourselves to bounded J. and Y ′ ֒→ D(A(t) * ) with uniformly bounded embeddings for t ∈ J and such that the maps t → A(t)y and t → A(t) * y * are continuous for all y ∈ Y , y * ∈ Y ′ , and t ∈ J. Then there exists an operator family U(t, s) with U(t, t) = I, U(t, s) ≤ Me
and U(t, r)U(r, s) = U(t, s) for (t, s) ∈ D J and r ∈ [s, t] \ N for a null set N = N(J). Further, (t, s) → U(t, s) is weakly continuous and strongly measurable, s → U(t, s) is strongly continuous uniformly in t, and U(t, s) → I as (t, s) → (r, r) (where (t, s) ∈ D J ). Moreover, (2.12) and (2.13) hold for (t, s) ∈ D J and y ∈ Y . The operators U(t, s), (t, s) ∈ D J , are the weak limits of a sequence of evolution families U n l (t, s) generated by an admissible bounded approximation A n l (t) of A(t). Finally,
Proof. We fix admissible bounded approximations A n (t) of A(t), t ∈ J, such that −A n (t) * are admissible bounded approximations for −A(t) * on X * . This holds for both approximations defined in Lemma 3.3, cf. part (3) below.
(1) Let (t i , s j ), i, j ∈ N, be a numbering of D J ∩ Q 2 and let (x k ) be a dense sequence in X. For fixed (i, j, k) the sequences z n (q) = (U n (t i , s j )x k ) n are bounded, where q ∈ N is a numbering of N 3 . Since X is reflexive, we may successively choose weakly converging subsequences (z νm(q) (q)) m . We then define the diagonal sequence n l = ν l (l) for l ∈ N, so that U n l (t i , s j )x k converges weakly as l → ∞ for all (i, j, k). By density we thus obtain operators U(t i , s j ) such that U n l (t i , s j )x → U(t i , s j )x weakly as l → ∞ and U(t i , s j ) ≤ Me w(t i −s j ) for all x ∈ X and i, j ∈ N. (2) For y ∈ Y and t, s, r ∈ J we have
where c does not depend on l, r, s, and y. Taking rational t = t i , s = s j ≤ t i , r = s k ≤ t i and letting l → ∞, we deduce from (3.2) the estimate
Now we can extend the function s → U(t i , s)y from (a, t i ] ∩ Q to a continuous function on (a, t i ], which is bounded by Me w(t i −s) y X . By approximation we then define linear operators U(t i , s) on X such that U(t i , s) ≤ Me w(t i −s) for a < s ≤ t i , i ∈ N. Now we can check that s → U(t i , s) is strongly continuous uniformly in t i and that U n l (t i , s)x → U(t i , s)x weakly as l → ∞. Since A n (τ )y → A(τ )y for y ∈ Y as n → ∞, we have U n l (t i , τ )A n l (τ )y → U(t i , τ )A(τ )y weakly as l → ∞ for τ ∈ (a, t i ]. Thus (3.1) yields
for y ∈ Y and s, r ∈ (a, t i ]; and hence
We still have to define U(t, s) for t / ∈ Q. To this purpose we consider the backward Cauchy problemv
* weakly as l → ∞ for a < s ≤ t i . Interchanging the roles of t and s in part (2) and using our assumptions on A(t) * , we can extend the family U(·, ·)
* to an exponentially bounded operator family V (t, s) on X * defined for (t, s) ∈ D J . Moreover, t → V (t, s) is strongly continuous and
In particular, U(t, t) = I for t ∈ J and (t, s) → U(t, s) is weakly, hence strongly, measurable (by Pettis' measurability theorem) for x ∈ X and (t, s) ∈ D J . Estimate (3.4) now implies
for (t, s), (t, r) ∈ D J and y ∈ Y , where c does not depend on t. Using again the density of Y , we establish that s → U(t, s) is strongly continuous uniformly in t. Equation (3.3) further yields
for y ∈ Y , i ∈ N, and a < s, r ≤ t ≤ b. We deduce from this formula that U(t, s) → I strongly as (t, s) → (r, r) and that (2.12) and (2.13) hold for all (t, s) ∈ D J and y ∈ Y . (4) Unfortunately, the causal factorization U n l (t, r)U n l (r, s) = U n l (t, s) for t ≥ r ≥ s does not imply the analogous equation for the weak limit U(t, s). In order to obtain this crucial property later in Theorem 3.5, we show that an extension of G 0 generates a semigroup which is given as (2.4). We need several preparations. Let λ ∈ C and f ∈ E, where we denote the 2-norm on E by f . We define
for t ∈ J. Observe that R λ f is strongly measurable by Fubini's theorem and thus belongs to E. Since the operators A(t) are Kato stable (say, with constants (M, w)), there are norms · t on X satisfying
for (t, s) ∈ D J , λ > w, and x ∈ X. If f is a simple function, then ϕ(t) = f (t) t is measurable as a sum of decreasing functions having disjoint supports. Thus ϕ is measurable for each f ∈ E by approximation. We can now introduce the norm
Clearly, f ≤ | f | ≤ M f . Due to the proof of Kato's existence result (see [12] or [19, Thm. 5.3 .1]), we have
where d k = (t − s)/k and t j = s + j(t − s)/k for j = 0, 1, · · · , k. Hence, (2.10) and (3.8) imply that U n (t, s)x t ≤ e wn(t−s) x s with w n → w as n → ∞, and thus U(t, s)x t ≤ e w(t−s) x s for (t, s) ∈ D J . As a result,
, respectively. (It can be checked that G 0 − w is dissipative onF with respect to | · |, but we do not need this fact.) SinceF ′ is dense in E * by our assumptions, we can further set
Clearly, G 0 ⊂ G 1 . By part (3) of this proof, equation (2.12) holds which implies that
0 (J, X). The resolvent R(λ, G n ), λ ∈ C, is given as in (2.6). Due to (3) and the theorem of dominated convergence, R(λ, G n l ) converges weakly to R λ as l → ∞. Moreover, A n (t) * y * → A(t) * y * for y * ∈ D(A(t) * ) and t ∈ J as n → ∞. For v ∈F ′ and f ∈ E, we thus obtain
As a result, R λ is injective. We define D λ = Ran R λ and the closed operators
) because of (3.12) and (3.13).
We now want to show that multiplication with α ∈ C 1 ([a, b]) maps D λ into itself. The extrapolation space E λ,−1 is the closure of E with respect to the norm f λ,−1 = R λ f . The operator B λ : D λ → E can be extended to an isometric operator B λ,−1 : E → E λ,−1 which is isomorphic to B λ . The crucial fact about extrapolation spaces which will be used in the following is that u ∈ D λ if and only if B λ,−1 u ∈ E. Details can be found in [6, §II.5] .
The density ofF in E implies the density of B λF in E λ,−1 . For u ∈F , f = B λ u, and
We can thus estimate
Therefore the operator f → αf can be extended to a bounded operator M α : E λ,−1 → E λ,−1 . By approximation, we deduce
for all u ∈ E. In particular, if u ∈ D λ , then the right hand side belongs to E, and hence αu ∈ D λ . (7) Set e λ (t) = e −λt . For given f ∈ E and λ = µ ∈ C we have
Due to this equation and part (6), every g = R λ f ∈ D λ is also an element of D µ and vice versa. Therefore D λ =: D does not depend on λ ∈ C. We now define
The theorem of Hille and Yosida now shows that G generates a semigroup S(·) on (E, | · |) and, hence, on E. On the other hand, we define
for f ∈ E and τ ≥ 0 (the equation holds for a.e. t). It is straightforward to check that τ → T (τ )f ∈ E is continuous and that the Laplace transform of T (·)f is equal to R λ f . The uniqueness of the Laplace transform yields T (τ )f = S(τ )f for all τ ≥ 0 and f ∈ E, so that T (·) is a semigroup with generator G. Let x k be a dense sequence in X and set
for all k ∈ N and all (τ, σ, t) belonging to a set Ω ⊂ {t ∈ J, τ, σ ≥ 0 : t − τ − σ > a} =: ∆ so that ∆ \ Ω has measure 0. Equation (3.14) can be extended for fixed (t, τ, σ) ∈ Ω to all x ∈ X by approximation. We set r = t − τ . Then there is a set N ′ ⊂ D J of measure 0 such that U(t, r)U(r, r − σ)x = U(t, r − σ)x (3.15)
for all x ∈ X, (t, r) ∈ D J \ N ′ , and a.e. σ ∈ [0, r − a]. Varying σ for fixed (t, r), we then obtain U(t, r)U(r, s) = U(t, s) (3.16) for all a ≤ sleqr. There is a set N ⊂ J of measure 0 such that (3.16) holds for all r / ∈ N and for a.e. t ≥ r. Using the weak continuity of t → U(t, s), we extend (3.16) to all (t, s) ∈ D J and r ∈ [s, t] \ N.
Finally, if (t ′ , s ′ ) ∈ D J converges to (t, s) with t > s, we fix r / ∈ N between min{s, s ′ } and max{t, t ′ }. The continuity results from (3) then show that the difference
tends weakly to 0.
For skew adjoint A(t) we can show that U(·, ·) does not depend on the approximation and gives the unique quasi approximating solution of (2.2). In the next result we assume that J = R. This is no restriction: If operators H(t), t ∈ [a, b], satisfy the assumptions of the next theorem on [a, b], then we can extend them to t < a by H(a) and to t > b by H(b) preserving the assumptions.
Theorem 3.5. Let H(t), t ∈ R, be selfadjoint operators on a separable Hilbert space X and let Y be a Banach space densely embedded in X such that Y ⊂ D(H(t)) for t ∈ R (with locally uniformly bounded embeddings). Set A(t) = −iH(t). We assume that t → (i + H(t)) −1 is strongly continuous and that t → H(t)y is continuous for y ∈ Y . Then there are contractive operators U(t, s) with U(t, s) * = U(s, t), (t, s) ∈ R 2 , on X which satisfy the causal factorization property of the first line in (2.1) for all t, s ∈ R and r ∈ R \ N for a set N of measure 0. These operators are surjective for all t ∈ R and all s ∈ R \ N and isometric for all t ∈ R \ N and all s ∈ R, thus unitary with U(t, s)
and strongly continous at (r, r) and on (R \ N) × R. Moreover, (2.12) and (2.13) hold for t, s ∈ R and y ∈ Y . The generator G of the unitary
The function u = U(·, s)x is a quasi approximative solution of (2.2) with s ∈ R and x ∈ X. For all skew adjoint admissible bounded approximations A n (t) for A(t) with generated evolution family U n (t, s) one has U n (t, s) → U(t, s) weakly for (t, s) ∈ R 2 and strongly for t ∈ R \ N and s ∈ R as n → ∞. If v is a quasi approximative solution of (2.2) corresponding to A n (t), then v = U(·, s)x.
Proof. (1) Let A n (t), t ∈ R, n ∈ N, be skew adjoint admissible bounded approximations of A(t) (e.g., as obtained in Lemma 3.3(b)) and let U n (t, s), (t, s) ∈ R 2 , be the unitary evolution family generated by A n (·). Observe that parts (1)-(3) of the proof of Proposition 3.4 work also for our present operators A n (t) and U n (t, s) with (t, s) ∈ R 2 with M = 1 and w = 0 (where the constants c are uniform on compact time intervals). Thus we obtain a subsequence n l and contractive operators U(t, s), (t, s) ∈ R 2 , such that U n l (t, s) → U(t, s) weakly as l → ∞ for (t, s) ∈ R 2 . This fact implies that U(t, s) * = U(s, t) for t, s ∈ R. We further have (2.12) and (2.13) for t, s ∈ R and y ∈ Y . By parts (4)-(7) of the proof of Proposition 3.4, U(t, s) satisfies the (continuity) properties stated this proposition for all −n < s ≤ t ≤ n (n ∈ N) hence for all (t, s) ∈ D R . In particular, the evolution family properties (2.1) hold for all (t, s) ∈ D R and r ∈ R \ N for a null set N.
To study the case t ≤ s, we introduce the skew adjoint operators B(t) = −A(−t) for t ∈ R and take the skew adjoint admissible bounded approximation B n (t) = −A n (−t) of B(t). Consequently, B n (·) generates the evolution family V n (τ, σ) = U n (−τ, −σ), (τ, σ) ∈ D R . Arguing as above, we see that the operators U(t, s), −∞ < t ≤ s < ∞, also satisfy the causal factorizaton U(t, r)U(r, s) = U(t, s) for r / ∈ N and the continuity properties stated in Proposition 3.4. (Here and below we may take the same null set by enlarging the original one.) These facts imply that the map R 2 ∋ (t, s) → U(t, s) is weakly continuous and strongly measurable, and it is strongly continuous at (r, r) for r ∈ R.
(2) To establish the invertibility properties of U(t, s), as in (2.4) we define T (τ )f (s) = U(s, s − τ )f (s − τ ) for τ ≥ 0, a.e. s ∈ R, and f ∈ L 2 (R, X) =: E. Due to the properties obtained in (1), T (·) is a contractive C 0 -semigroup. Its generator is denoted by G.
with time interval R − generated by an operatorĜ. (Observe that we do not yet know that S(−τ ) = T (τ ) −1 , τ ≥ 0.) Moreover, it is easy to see that
for τ ≤ 0 and a.e. s ∈ R. This means that −G * =Ĝ. Hence G * generates a contractive C 0 -group, see [6, §II.3.11] or [19, §1.6] . Therefore this group is isometric and thus unitary. As a consequence, G is skew adjoint and
The map R ∋ s → U(s, s − τ )x k is weakly continuous, hence strongly measurable, for all τ ∈ R and x ∈ X. We take a dense sequence (x k ) in X. Letting ε → 0 in (2.9), we obtain U(s, s − τ )x k = x k for all τ ∈ Q, k ∈ N and s ∈ R \ N 1 with a null set N 1 . This equality then holds for all x ∈ X. The strong continuity of ρ → U(s, ρ) further implies that U(s, r) is an isometry for s ∈ R \ N 1 and all r ∈ R. Therefore t → U(t, s) is strongly continuous on R \ N 1 for all s ∈ R and U n l (t, s) converges strongly to U(t, s) as l → ∞ for t ∈ R \ N 1 and s ∈ R. Take functions f k,n ∈ C c (R, X) being equal to
for all τ ∈ Q, k ∈ N, and s ∈ R \ N 2 with a null set N 2 . Varying τ and using the density of (x k ), we thus obtain x = U(r, s)U(s, r)x for all x ∈ X, r ∈ R and s / ∈ N 2 . Hence, U(r, s) is surjective for r ∈ R and s ∈ R \ N 2 . Consequently U(t, s) is unitary and U(t, s) −1 = U(s, t) = U(t, s) * for t, s / ∈ N, where we may assume that we have the same null set as in part (1) . It is then easy to check U(t, r)U(r, s) = U(t, s) for t, r, s ∈ R \ N. Using the continuity properties of U, this equation then holds for all t, s ∈ R and r ∈ R \ N.
We fix r / ∈ N and write
We now check the uniqueness of U(t, s). Let A l (t) be skew adjoint admissible bounded approximations of A(t) generating unitary evolution families U (i) l (t, s) which converge weakly to U (i) (t, s) as l → ∞ (i = 1, 2, l ∈ N, t, s ∈ R). (These approximations may result from different subsequences in part (1) of the proof of Proposition 3.4 or from different approximations of A(t).) The operators U (i) (t, s) have the properties established so far, in particular they are unitary for t, s outside a null set. We now define A l (t) = Re λ = 1, so that U (2) (t, s) −1 U (1) (t, s) = I. As a result, U(t, s) = U (1) (t, s) = U (2) (t, s) for t, s ∈ R \ N. By the continuity properties of these operators, the equality holds for all t, s ∈ R. Thus we have shown that U(t, s) does not depend on the approximation, as asserted. Consequently, the sequence U n (t, s) from part (1) of this proof converges strongly to U(t, s) as n → ∞ for all s ∈ R and t ∈ R \ N, and weakly for all t, s ∈ R.
(4) We set u(t) = U(t, s)x for t ∈ R and some s ∈ R and x ∈ X. Take the sequence U n (t, s) from part (1) of this proof and let u n = U n (·, s)x. It is then clear that u is a quasi approximative solution on R of (2.2). If v is another quasi approximative solution corresponding to some skew adjoint admissible bounded approximations A n (t), then the calculation U(t, s)v(s) − v(t) = w-lim We note that as soon as we know that T (t) is a unitary group of the form (2.4), Theorem 1 and Lemma 1 of [10] imply that U(·, ·) is a measurable unitary propagator in the sense of [10] . However, our assertions are considerably stronger, in so far we prove some continuity properties of (t, s) → U(t, s) and reduce the exceptional sets for the time variables.
We want to point out that there might well be other extensions of G 0 which generate evolution groups. But the corresponding evolution families give no quasi-approximative solutions. If G 0 is essentially skewadjoint on F there exists exactly one extension of G 0 being an evolution generator and the range-condition (R) is fulfilled. In this case the quasi-approximative solution is actually an approximative solution.
Now we turn to an application of quasi approximative solutions in the context of quantum field theory.
Consider polynomial selfinteracting massive boson fields in two spacetime dimensions. Our restriction to a low dimensional spacetime minimizes renormalization difficulties. Classical references for facts about these models are [8] and [9] . For notation and basic properties the reader is refered to a more recent contribution by J. Dereziński and C. Gérard, [5] .
Let X = Γ(h) = ∞ n=0 ⊗ n s h be the bosonic Fock space over the one-particle space h = L 2 (R, dk), where ⊗ n s h denote s the nth symmetrized tensor power of h. The Fock space X is a separable Hilbert space. By Ω := 1 ∈ ⊗ 0 s h = C we denote the vacuum vector. The free Hamiltonian H 0 = dΓ(ω) is the second quantization of the one-particle energy ω(k) = √ k 2 + m 2 with k ∈ R and mass m > 0 considered as an multiplication operator on h. The number operator is N = dΓ(1). There is a representation of the canonical commutation relations by creation and annihilation operators a * (f ) and a(f ), f ∈ h [5, §3.2]. Understanding these objects as operator valued distributions and writing symbolically a(h) = h(k)a(k) dk, a * (h) = h(k)a * (k) dk, the free field is given by ϕ(x) = e −ikx ω(k) −1/2 (a * (k) + a(−k)) dk.
This expression is again considered as a operator valued distribution and as such the multiplication at the same point x is not a welldefined operation. We define powers of the fields by 'point splitting', e.g. : ϕ 2 (x) := lim y→x ϕ(y)ϕ(x) − (Ω, ϕ(y)ϕ(x)Ω) and similarly for higher powers. Using the canonical commutation relations one sees that this leads to the prescription of Wick ordering: Creation operators are standing to the left of annihilation operators.
We fix a real, semibounded polynomial of degree 2n
Proof. Denote by Y the intersection Y = D(H 0 ) ∩ D(N n ) endowed with the sum of the graph norms of H 0 and N n . This space is a core for H(t), t ∈ R, see for example the proof of [9, Thm. 3.2.1] .
Consider the term of highest order in the interaction: V 2n (t) = a 2n g(t, x) : ϕ(x) 2n : dx in V (t). For y ∈ Y we have by Lemma 3.6 V 2n (t)y ≤ V 2n (t)(N + I) follows. Now we can apply Theorem 3.5 to this problem.
