In this paper, the tracking control problem of an Euler-Lagrange system is addressed with regard to parametric uncertainties, and an adaptive-robust control (ARC) strategy, christened time-delayed ARC (TARC), is presented. TARC approximates the unknown dynamics through the timedelayed estimation, and the ARC provides robustness against the approximation error. The novel adaptation law of TARC, in contrast to the conventional ARC methodologies, requires neither complete model of the system nor any knowledge of predefined uncertainty bounds to compute the switching gain, and circumvents the overestimation and underestimation problems of the switching gain. Moreover, TARC only utilizes position feedback and approximates the velocity and acceleration terms from the past position data. The adopted state-derivatives estimation method in TARC avoids any explicit requirement of external low-pass filters for the removal of measurement noise. A new stability notion in the continuous-time domain is proposed considering the time delay, adaptive law, and state-derivatives estimation, which in turn provides a selection criterion for gains and sampling interval of the controller. Experimental results of the proposed methodology using a multiple degrees-of-freedom robot are presented, and improved tracking accuracy of the proposed control law is demonstrated compared with the conventional adaptive sliding mode control.
I. INTRODUCTION
A. Background and Motivation D ESIGN of an efficient controller for nonlinear systems subjected to parametric and nonparametric uncertainties has always been a challenging task. Among many other approaches, adaptive control and robust control are the two popular control strategies that researchers have extensively employed while dealing with uncertain nonlinear systems. While adaptive control estimates the unknown system parameters and controller gains online [1] , a robust controller, such as classical sliding mode control (SMC), provides robustness against system uncertainties within a predefined uncertainty bound [2] . However, defining a prior uncertainty bound is not always possible due to the unmodeled dynamics and external disturbances. Moreover, to increase the operating region of SMC, often higher values of uncertainty bounds are assumed. This in turn leads to overestimation of switching gain and reduces controller accuracy of the robust controller [3] .
Recently, the global research is reoriented toward adaptiverobust control (ARC), where attempts are made to reap the benefits of both the adaptive and robust control methods by applying them simultaneously. The series of publications [1] , [4] - [8] regarding ARC estimates the uncertain terms online based on a predefined projection function. However, usage of projection function requires upper and lower bounds of individual uncertain parameters, which is not always possible in practice. The adaptive SMC (ASMC)-based designs [9] - [15] adapt the switching gain online without any predefined knowledge of the bound of uncertainty. The benefits of such designs over [1] and [4] - [8] are: 1) rather than adapting to each of the multiple uncertain system parameters, it is sufficient to adapt only a single parameter, the switching gain and 2) knowledge of the uncertainty bound is not a prerequisite. Nevertheless, the adaptive laws reported in [9] - [13] make the switching gain a monotonically increasing function. Thus, the controllers become susceptible to very high switching gain and consequent chattering [16] , [17] .
The ASMC proposed in [14] and [15] overcomes the monotonic nature of switching gain. However, the adaptive laws of [14] and [15] involve a predefined threshold value; it is worth to notice, until the threshold value is achieved, the switching gain may still be increasing (resp. decreasing) even if the tracking error decreases (resp. increases) and thus creates overestimation (resp. underestimation) problem of the switching gain. While the underestimation problem compromises control accuracy by providing lower values of the switching gain than the required amount, the overestimation problem demands excessive control input by providing higher values of the switching gain than the required amount. Especially, the overestimation problem may invite chattering if the switching gain becomes too high [3] , [16] , [18] - [20] . Furthermore, the controllers in [14] and [15] assume that the nominal absolute values of all uncertain parameters are greater than the corresponding perturbation terms. Such an assumption necessitates complete modeling of the system, which is not possible in the presence of unmodeled dynamics.
To avoid complete prior knowledge of the system model, researchers have applied time-delayed control (TDC) [21] - [25] to approximate uncertain system dynamics. The time-delayed estimation (TDE) method in TDC approximates the lumped system uncertainty by only using control input and state information of the immediate past time instant, and the design process does not require expertise knowledge. In spite of this, the unattended approximation error, commonly termed TDE error, causes detrimental effect to the performance of the closed-loop system and its stability. In this front, a few works have been carried out to tackle the TDE error, which include internal model [26] , ideal velocity feedback [27] , [28] , nonlinear damping [29] , and SMC [30] - [32] .
It is worthwhile to notice that neural-network (NN)-based techniques have also been exploited to approximate unknown functions. Nevertheless, as observed in [32] , classical TDC has less computation burden compared with the NN-based approach. Cheng et al. [33] , [34] and Yang et al. [35] have developed the adaptive NN (ANN) controllers to improve the practicality of NN-based control by updating most of the tuning parameters using designated online adaptive laws; the ANN controllers offer an important benefit that user can specify the performance criterion of the controller a priori, such as maximum overshoot, settling time, and steady-state error. However, all the TDE-and ANN-based works necessitate state-derivatives feedbacks for Euler-Lagrange (EL) systems.
In the absence of the state-derivative terms (more specifically, velocity and acceleration feedback in TDEbased controllers for EL systems), numerical differentiation for state derivatives, computed from noisy state data (i.e., position information for EL systems), often invites considerable measurement error, which degrades controller performance [26] , [36] . Nevertheless, the effect of numerical approximations of the state derivatives on the stability of the overall system is not considered in [26] and [36] . Furthermore, as observed in [26] , the usage of a low-pass filter (LPF) in TDC to mitigate the effect of measurement noise has pervasive effects on system stability as well as controller performance. Yet again, the choice of the timedelay value, i.e., sampling time, for TDE-based controllers and its effect on the stability of the system are important issues. Jung et al. [37] and Lee et al. [38] report the choice of sampling time and the corresponding stability analysis in the discrete time domain. However, all the reported TDE-based controllers [21] - [32] select the controller gains and the delay value independently which is conservative in nature, and the impact of such selections on the overall system stability has not been sufficiently analyzed in the continuous-time domain. Moreover, [30] requires predefined bound on the TDE error; although the ARC laws in [14] and [15] do not require any prior knowledge of the uncertainty bound, its adaptive laws suffer from the overestimation and underestimation problems. Hence, it is imperative to formulate a controller, which can address the aforementioned individual issues of both the conventional continuous-time TDC-and TDE-based controllers as well as ARCs.
B. Contributions
In this paper, an ARC strategy, time-delayed ARC (TARC) has been formulated for a class of uncertain EL systems, which provides an integrated and comprehensive solution to the existing issues of TDE-based controllers [21] - [32] as well as ARCs [14] , [15] . The proposed TARC approximates the unknown system dynamics by the TDE method and provides robustness against the TDE error by an ARC.
The main contribution of the proposed TARC is its novel adaptive law, which does not involve any threshold values and thus alleviates the overestimation and underestimation problems of the switching gain compared with [14] and [15] . Additionally, to enhance the practical applicability of TARC, the state-derivatives estimation technique [39] is adopted in TARC, which avoids any explicit requirement of velocity and acceleration information for an EL system. The statederivatives estimation procedure [39] itself has noise suppressing capability, which eliminates any requirement of external LPFs; thus, TARC can avoid the pervasive effect of LPF commonly seen on the stability of TDE-based control [26] . This paper also offers complete continuous-time domain stability analysis of the proposed TARC considering the time delay component in the controller, adaptive law, and state-derivatives estimation. It indeed establishes an analytical procedure to give a selection criterion for controller gains and sampling time.
C. Organization
The rest of this paper is organized as follows. In Section II, the design issues of TDC are first clarified, and a new stability analysis of TDC is provided. This is followed by the proposed ARC law. The stability analysis and parameter selection of TARC are separately provided in Section III. Section IV presents the comparative experimental results of the proposed TARC using a multiple degrees-of-freedom (DoFs) robot "cCub" in comparison with the conventional ASMC. Section V concludes the entire work.
II. CONTROLLER DESIGN

A. Time-Delayed Control and a New Stability Analysis
This section revisits the robust control scheme known as TDC for uncertain EL systems and provides a new stability analysis of TDC in the sense of Lyapunov. This section provides a building block for the proposed controller in Section II-B.
In general, an EL system with second-order dynamics, devoid of any delay, can be written as M(q)q + N(q,q) = τ (1) where q(t) ∈ R n denotes position for EL system, τ ∈ R n is the control input, M(q) ∈ R n×n is the mass/inertia matrix, and N(q,q) ∈ R n denotes the combination of other system dynamics terms based on system properties, such as Coriolis, gravitational, friction, and damping forces. The control input is defined to be
where u is the auxiliary control input,N is the nominal value of N, andM is a constant matrix selected from the nominal knowledge of M. To reduce the modeling effort of the systems,N can be approximated from the input-output data of previous instant using the TDE method [21] , [22] and the system definition (1) aŝ
where h > 0 is a fixed small delay time. Substituting (2) and (3) into (1), the system dynamics is converted into an input as well as state delayed dynamics aŝ
be the desired trajectory to be tracked and e 1 (t) = q(t) − q d (t) is the tracking error. The auxiliary control input u is defined in the following way:
where K 1 and K 2 are two positive definite matrices with appropriate dimensions. Putting (5) and (2) into (4), the following error dynamics is obtained:
where e = e 1 e 1 ,
is treated as the overall uncertainty or TDE error.
Herein, the term uncertainty denotes perturbation due to parametric variations and bounded external disturbance torque while considering that the external disturbance does not affect the observability of the original system [21] , [22] . Note that
where the derivative inside the integral is with respect to θ , (6) can be further modified aṡ
where A = A 1 + B 1 . It is assumed that the choice of controller gains K 1 and K 2 makes the matrix A Hurwitz, which is always possible. It is to be noted that the original system (1) is delayfree. However, in TDC, the time delay h in (3) is artificially introduced on purpose to approximate the term N using the past time-delayed input and state information, which indeed reduces the modeling effort.
Assumption 1: The desired trajectories are selected in a way, such that q d ,q d ,q d ∈ L ∞ .
Lemma 1: TDE error σ 1 remains bounded for the system (1) ifM is selected in a way, such that the following condition holds [21] , [22] :
Since σ 1 remains bounded when (8) is satisfied from Lemma 1, ∃c ∈ R + , such that σ 1 ≤ c. The term c is considered only for analytical purpose, and it is not utilized to design controller in this paper.
A new stability criterion of TDC, based on the Lyapunov-Krasovskii method, is presented through Theorem 1, which presents a selection criterion and relation between the controller gains K 1 , K 2 and delay h.
Theorem 1: The system (4) employing the control input (2), having auxiliary control input (5) , is uniformly ultimately bounded (UUB) if the selection of controller gains and delay time satisfies the following condition: Proof: Let us consider the following Lyapunov function:
where
Using (7), the time derivative of V 1 (e) yieldṡ
For any two nonzero vectors z 1 and z 2 , there exists a scalar β > 0 and matrix D > 0 such that
Using Jensen's inequality, the following inequality holds [40] :
Applying (12) and (13), the followings are obtained:
Assuming that system remains locally Lipschitz within the delay, then ∃ 1 > 0, such that the following holds:
For a positive scalar ι = B T P, we have ŝ ≤ ιē, wherê s = [B T P 0]ē andē = [e T e T h ] T . Let controller gains K 1 and K 2 and delay time h are selected to make > 0. Substituting (14)-(17) into (11) and using (18)- (20) yielḋ
where μ 0 = ιc/λ min (). Remark 1: Since E depends on K 1 and K 2 , (9) provides a selection criterion for the choice of delay h for given K 1 , K 2 and Q. This criterion has not been addressed in the previous literature. Moreover, the proposed stability approach provides a necessary step for the selection of sampling interval for given controller gains, or vice versa. Although the TDE error (3) becomes reduced for small values of h, h cannot be selected smaller than the sampling interval, as the input-output data are only available at sampling intervals. The lowest possible selection of h is thus the sampling interval, which is governed by the corresponding digital control device.
B. Time-Delayed Adaptive-Robust Control
It can be observed from the error bound (22) that the performance of TDC gets affected by the presence of σ 1 , due to the absence of any robustness term. Note that in practical circumstances, it is not always possible to determine either the complete model of the system [14] , [15] , or predefined uncertainty bound [1] , [4] - [8] due to unmodeled dynamics. Furthermore, the ARCs designed in [14] and [15] suffer from overestimation and underestimation problems.
Moreover, it can be noticed from (3) and (5) that the state derivatives are necessary to compute the control law of TDC. However, in many circumstances,q andq are not available explicitly. Under such scenario, one has to approximate the state derivativesq andq by the Euler backward numerical derivative technique (forward numerical derivative is not possible as future data are not available) to implement TDC [26] - [30] . However, to the best of our knowledge, the effect of such a numerical approximation error in system stability is yet to be studied in the literature of the TDE-based controllers [21] - [32] . Yet again, state information (or position for EL system) q is often contaminated with noise, and numerical evaluation ofq andq under such circumstances degrades the controller performance.
Therefore, with consideration of the limitations in the existing controllers, a novel ARC law, named TARC, is proposed in this endeavor. TARC neither requires the complete model nor any predefined bound of the uncertainties, while it alleviates the overestimation and underestimation problems of the switching gain. Moreover, to circumvent the measurement error, a state-derivatives estimation technique [39] is incorporated in TARC, which estimates the velocity and acceleration terms for the EL systems (1) from the position information of past time instances.
Before presenting the control structure of the proposed TARC, Lemma 2 is stated, which helps to estimate the state derivative terms.
Lemma 2: For time t ≥ ς , the j th order time derivative of the th degree polynomial q in (4) can be computed in the following manner [39] :
Note that Cho et al. [26] have applied an LPF separately to mitigate the effect of measurement error arising from numerical differentiation. However, as stated in [26] , inclusion of an external LPF reducesM, which has adverse impact on the controller performance as well as stability condition due to the reduced the stability region (low value ofM pushes the boundedness condition (8) toward the perimeter of the unit circle). Hence, the designer has to make a tradeoff between noise attenuation and controller performance. Whereas, the state-derivatives estimation procedure (23) possesses noise attenuation capability due to the integral term as mentioned in [39] . Furthermore, on the contrary to [21] - [32] , the closed-loop stability of TARC is explicitly carried out in Section III-A by considering (23) . The stability analysis shows that the inclusion of the process (23) does not have any impact onM. Hence, the state-derivatives approximation technique does not require any separate LPFs and thus can avoid any pervasive effects on system stability.
The structure of the control input of TARC is similar to (2) except the auxiliary control input u andN selected as follows:
whereė 1 =q −q d , andq andq are evaluated from (23) and (24) .û is the nominal control input, u is a switching control law which acts as a robustness term to negotiate the TDE error, defined as follows:
where s = B T P[e T 1 0] T and α ≥ 1 is a scalar adaptive gain; γ > 0 and > 0 represent two small scalars. In this paper, a novel adaptive control law to computeĉ is proposed as
withĉ(t 0 ) > γ , where t 0 is the initial time,c > 0 and c > 0 are two user-defined scalars, f (e 1 ) ∈ R n → R is a suitable function of the error defined by the designer, and it is to be selected in a way, such that f (e 1 ) > 0 (resp. f (e 1 ) ≤ 0) defines the instances when tracking error increases (resp. does not increase); here, it is selected as f (e 1 ) = s − s h . According to the adaptive law (29) and the chosen f (e 1 ), c increases (resp. decreases) whenever error trajectories move away (resp. do not move away) from s = 0. Let us definê
By evaluating the structure ofŝ, the following relation is established:ŝ
The controller gains K 1 and K 2 , design parameter α, and the matrix Q are selected in a way, such that the following holds:
The relation (30) is used for the stability analysis in Section III-A.
C. Comparison With Existing ARC
Compared with the ASMC developed in [14] and [15] , the proposed TARC prevents the overestimation and underestimation problems of the switching gain. To elaborate, the adaptive law of [14] and [15] is presented as follows:
where denotes the switching gain, r denotes a sliding surface, and, δ,γ ∈ R + are user-defined scalars. It can be observed from (31) that when r ≥ δ (resp. r < δ), the switching gain increases (resp. decreases) monotonically, even if the error trajectories move close to (resp. away from) r = 0. It thus gives rise to the potential overestimation (resp. underestimation) problem of the switching gain. Furthermore, very low (resp. high) value of δ may force to increase (resp. decrease) for longer duration when r ≥ δ (resp. r < δ). This in turn may escalate the overestimation (resp. underestimation) problem. Hence, a designer needs to exhaustively tune the predefined fixed threshold value δ > 0 to tackle the overestimation and underestimation problems in the adaptive laws of ASMC in (31) . This tuning procedure will vary from system to system, and it is even more difficult for multiple DoFs system under uncertain operational/working scenarios.
In contrast, the proposed adaptive law of TARC, shown in (29), does not involve any threshold value. The switching gainĉ increases (resp. decreases) when the error trajectories move away (resp. do not move away) from s = 0. This in turn permits TARC to alleviate the overestimation and underestimation problems. The aforementioned increasingdecreasing nature ofĉ certainly avoids makingĉ a monotonically increasing function such as [9] - [13] .
Finally, the advantages of the proposed TARC can be summarized as follows.
1) TARC reduces the tedious modeling effort of complex systems (1) as only the knowledge ofM suffices the controller design, since N along with the uncertainties is approximated using the TDE, as shown in (27) . 2) Evaluation ofĉ is independent of any predefined bounds of the uncertainties or threshold values and thus alleviates the overestimation-underestimation problems. 3) State derivatives are not required explicitly to compute the control law, as they are evaluated from the past position information using (23) and (24) .
III. STABILITY AND PARAMETER SELECTION OF TARC
A. Stability Analysis of TARC
In this section, the stability of the system (4) employing TARC is analyzed in the sense of UUB. Before formally stating the stability result using TARC through Theorem 2, Lemma 3 is defined.
Lemma 3: For any nonzero vector ϑ(θ, ψ), constant matrix F > 0, the following relation holds: 0
Proof:
Integrating (33) successively from −ς to 0 and then from −h to 0 gives (34) , as shown at the bottom of this page. By applying Schur's complement to (34) , (32) is obtained. Theorem 2: The closed-loop system (4) employing (2) and (25) and having the adaptive law (29) is UUB, provided the selections of K 1 , K 2 , h, and ς satisfy the following condition: ⎡ Proof: Let us define the Lyapunov functional as
V is given in (10) . Again, substituting (25) into (4), the error dynamics becomeṡ (37) where σ = u h + K 2ė1h + σ 1 . Furthermore, the error dynamics (37) can be written aṡ
For ease of analysis, we have segregated the stability analysis into two parts: 1) derivation ofV f and 2) derivation ofV r . 1) Derivation ofV f : Using (38) , the time derivative of
Using (37), the second term of (39) can be expanded as
The first two terms of (40) can be represented exactly such as (14) and (15) . Furthermore, following (16), we have:
where (12), the last term of (40) can be represented as follows:
Applying (32) to the last term of (42) yields
Substituting (14), (15) , (41) , and (43) into (40) and, then usinġ V 2 ,V 3 , andV 4 from (18)- (20) , respectively, we havė
Furthermore, the time derivatives of V f 1 , V f 2 , and V f 3 yielḋ
Therefore, K 1 , K 2 , h, and ς are required to be selected in a way, such that > 0. Since u is piecewise continuous, then ∃ϒ ∈ R + , such that the following holds [41] :
Using (50), we have the following from (48):
2) Derivation ofV r : Evaluating the structures of s and s and the condition (30) , when error increases we have:
Furthermore, the first condition of (29) and the initial conditionĉ(t 0 ) > γ impliesĉ(t) ≥ γ ∀t ≥ t 0 . Then, by using (36) and (51), the stability analysis for (4) employing TARC is carried out for all the possible four cases as follows.
Utilizing (28), (29) , and (51), we havė 1 + (c/c) )c)ι 1 e f , and the system is UUB when
where μ 2 = (ϒ + (1 + (c/c) )c)ι 1 /λ min ().
Thus, the system is UUB when
Stability of this condition is exactly similar to Case 2, and therefore, the system remains UUB.
Relaxation of the Stability Condition > 0: According to the results given in [40, Appendix B.5] , the condition > 0 in (35) holds equivalently if and only if the followings hold:
Note that the diagonal terms of 1 and 2 need to be positive definite individually for 1 > 0 and 2 > 0 (using Schur's complement). Now, since L > 0 (as stated in Theorem 2), the term J T LJ will be positive definite for any L > 0. Therefore, to ensure 2 > 0, it is sufficient to ensure that
On the other hand, ensuring 1 > 0 naturally implies that {(ξ − 1)(h 2 /β)D −F} is positive definite. As a matter of fact, if the choice of parameters Q, K 1 , K 2 , h, ς, β, ξ, D, and L guarantees the positive definiteness of 1 , then the positive definiteness of 2 is automatically ensured. Thus, from this argument, it can be inferred that a designer only needs to satisfy 1 > 0, which is sufficient to ensure 2 > 0 and consequently > 0.
B. Selection of Parameters
For stability, one needs to select the parameters Q, K 1 , K 2 , h, ς , α, β, ξ , D, and L, such that (30) and (59) are satisfied. Amongst them, β, ξ , D, and L are solely used for analytical purpose. Note that there are many possible combinations of parameters, which can satisfy the aforementioned conditions. Henceforth, a designer has the flexibility to select any of the combinations according to the application requirements. Nevertheless, a certain design procedure can be considered while selecting the parameters as follows.
As (1) represents the second-order system, the controller gains K 1 and K 2 are generally selected as K 1 = ω 2 n I and K 2 = 2ζ ω n I, where ω n and ζ are the desired natural frequency and damping ratio, respectively, for the unperturbed (or nominal) error dynamics [26] - [28] . While the designer can choose any ζ and ω n according to the requirement, ζ = 1 is generally selected to achieve a critical damping behavior of the nominal error dynamics [26] - [28] . The sampling time h is set to the minimum achievable value in a digital controller, e.g., h = 1 ms, thus always known a priori. After selecting these parameters, rest of the parameters, i.e., ς , β, ξ , D, and L, are to be selected in a way, such that (59) is satisfied.
Apart from the aforementioned parameters, the two important user-defined scalarsc and c in (29) govern the adaptation rate ofĉ while increasing and decreasing, respectively. Note that for system stability, it is sufficient to selectc > 0 and c > 0. The larger values ofc allowĉ to respond more quickly according to the incurred error. However, ifc is too high, thenĉ becomes excessively high, which may in turn invite chattering. Similarly, if c is too high, thenĉ becomes excessively low, which may deteriorate the tracking accuracy due to the low value of switching gain than the required amount. On the other hand, a very low value ofc disruptsĉ to counter the uncertainties properly and may result in a high tracking error. In addition, a very small value of c results in higher value ofĉ than the sufficient amount resulting high control input. Thus, one needs to select these parameters according to the application requirements in practical circumstances.
IV. APPLICATION TO A MULTIPLE DOFs ROBOT A. Experimental Setup and Scenarios
In this section, the efficacy of the proposed controllers are verified with a multiple DoFs robot, named cCub [43] shown in Fig. 1 , since the robot represents EL dynamics (1) and is a suitable example due to its complex dynamical structure, where parametric uncertainties/variations and external disturbances such as ground reaction forces inherently exist. Each limb has 6 DoFs, thus making a total of 12 DoFs for the whole robot. The joints of the cCub robot are originally designed to be compliant equipped with customized series elastic actuators, where compliant elements, i.e., springs, can be mechanically locked for the joint to be rigid. Note that since the joint springs are all locked in all experiments, the system is thus the EL system with the second-order dynamics (1). Since ASMC [14] , [15] also has an adaptive-robust structure, it is felt prudent to compare the performance of the proposed TARC with ASMC. The detailed control structure of ASMC can be found in [14] and [15] , while its adaptive law is given in (31) .
For the experimental purpose, three pitch joints (in the sagittal plane), namely, hip, knee, and ankle joints, are controlled, while other joints are kept fixed at zero angles. Thus, in the experiment, six joints are operated. The following two different experimental scenarios are considered. S1: The main purpose of this scenario is to compare the performance of TARC and ASMC. Specifically, this scenario shows the efficacy of the proposed TARC in alleviation of the overestimation and underestimation problems of switching gain compared with ASMC.
In this scenario, all the six joints of cCub are tasked with tracking a desired trajectory, while the robot is hung in the air, i.e., no ground reaction force is exerted in the system. S2: The second experiment is conducted to verify the robustness property of the proposed TARC in the presence of external disturbances. In this case, the robot is placed on the ground and continuously squats up and down. During its squat motion, a weight of 3.11 kg is suddenly added on the top of the robot pelvis, while the robot itself weighs 17.3 kg. Note that in this scenario, ground reaction forces are applied at feet and propagated throughout the whole robot structure. The reaction force can thus be considered as uncertain external disturbances along with the abrupt addition of the payload. The following gain conditions are selected for TARC: K 1 = 100I and K 2 = 20I to achieve critically damped error dynamics with ω n = 10rad/s,M = 0.031I kgm 2 , Q = D = I, L = 0.003I, ξ = 2, ς = 4, β = 10 −4 , = 5, α = 15, = 0.002, c =c = 1, γ = 0.0005, andĉ(t 0 ) = 0.001. Each joint is torque-controlled with a real-time operational system, where the sampling interval is set to be h = 1 ms for all the controllers. With these selections of parameters, one has the minimum eigenvalue of 1 as λ min ( 1 ) = 0.137. This implies that 1 > 0 and consequently satisfies the system stability criterion. The gain conditions for ASMC are selected as = 1, δ = 0.002, (t 0 ) = 1.001, andγ = 1. To have parity with TARC, we have selected r = s as well as c =c = = 1.
The block diagram of the proposed TARC is shown in Fig. 2 . The "state derivative estimator" block can store position feedback history upto (t − ς) to evaluate velocity and acceleration terms; therefore, all controllers start after ς seconds. During this period, the cCub robot is allowed to take the zero initial position, i.e., it stands upright with all joint angles are zero. Hence, t = ς is considered as virtual initial time for all the four controllers. Accordingly, time stamps in all the plots are scaled down to t = (t − ς).
Each of the joints is directed to follow the desired trajectories, as shown in Fig. 3 , for both scenarios. The experimental results are discussed in Sections IV-B and IV-C. 
B. Comparative Experimental Results Under Scenario 1
It is mentioned earlier that, compared with all the TDEbased works [21] - [32] , only position feedback is sufficient to design TARC; this significantly enhances the practical applicability of TARC. Now, if one removes the adaptiverobust term u from TARC (i.e., u = 0), then it becomes traditional TDC with the state-derivatives estimator (23) . Hence, for the sake of completeness and to demonstrate that it is indeed possible to implement a TDC with only position feedback, the experimental result of TDC with the state-derivatives estimator (i.e., TARC with u = 0) is also included in this scenario. Fig. 4 shows the tracking performance of various controllers for the ankle joint of the left leg under experimental Scenario 1. Moreover, for better inference, the controllers' performances are tabulated in Table I in terms of root mean squared error (RMSE) and absolute maximum error (AME).
A few peaks can be noted in the error plots of TDC with the state-derivatives estimator due to the friction effect in the joint, exactly at time instances when the trajectories change direction. However, similar to the conventional TDC, the TDC with the state-derivatives estimator is not embedded with any robust term to counteract the TDE error (as u = 0). ASMC, though it does not include TDE, provides robustness against the uncertainties with its switching control law; hence, it provides better accuracy than TDC with the state-derivatives estimator. This indeed reveals the importance of the adaptiverobust part u and brings toward the main contribution of this paper, i.e., TARC. On the other hand, ASMC assumes that the perturbations of all uncertain parameters are less than the corresponding nominal values; this requires complete knowledge of the system model, which is not always possible in practice. Furthermore, the switching gain of ASMC suffers from the overestimation and underestimation problems due to the involvement of a threshold value in its adaptive law (explained subsequently). In this context, the proposed TARC has two important features. First, it approximates the unknown dynamics through TDE with only position feedback. Thus, complete knowledge of the system model is not a requirement for TARC. Second, it uses adaptive-robust law to mitigate the approximation error without suffering from overestimation and underestimation problems (explained subsequently). As a result, while the peaks in the error plot are less visible for ASMC, they are almost absent in TARC resulting in better accuracy. Switching gain is an important attribute for any ARC law, which helps to achieve robustness against uncertainties. As mentioned earlier, an advantageous feature of TARC is the capability to alleviate the overestimation and underestimation problems of the switching gain. These phenomena are substantiated through Figs. 5 and 6, which depict the evaluations of switching gains for ASMC and TARC (i.e., andĉ, respectively) with respect to the corresponding switching surfaces, respectively. For ASMC, it is to be noted from Fig. 5 that decreases monotonically during the time intervals t = 0-0.49 s, t = 2.65-3.02 s, and t = 5.12-5.19 s even though r increases and moves away from r = 0. This happens because does not increase unless r > δ according to (31) . This creates the underestimation problem, providing low switching gain than the required amount and compromises control accuracy. On the other hand, increases monotonically during the time intervals t = 1.37-1.72 s and t = 6.37-6.82 s even though r decreases and moves toward r = 0 during these time intervals, as r > δ. This causes the overestimation problem, where more control input is consumed by providing more switching gain than the required amount. The threshold value is selected as selected δ = 0.002 for the experiment. However, much lower (resp. higher) values of δ may force to increase (resp. decrease) for longer duration when r ≥ δ (resp. r < δ). This in turn may escalate the overestimation (resp. underestimation) problem. Overestimation problem is more harmful as excessively high gains can invite chattering. Hence, for ASMC, a designer needs to tune the predefined fixed threshold value δ > 0 exhaustively to tackle the overestimation and underestimation problems. This tuning procedure will vary from system to system, and it is even more difficult in uncertain operational/working scenarios. Another parameter that the designer has at the disposal for ASMC is. Note that, higher values of would further force to increase (resp. decrease), while r ≥ δ (resp. r < δ), which will in turn again escalate the overestimation (resp. underestimation) problem. Again, if one decreases  TABLE II   TRACKING ERRORS OF TARC IN SCENARIO 2 too much, then there will not be any variations in , which virtually defeats the purpose of adaptive switching gain.
In contrast, under similar situation, the evaluation of switching gainĉ of TARC is shown in Fig. 6 . Therein, it can be noticed that the evaluation ofĉ follows the tendency (or pattern) of s (i.e.,ĉ increases or decreases according to the increment or decrement in s, respectively) and thus alleviates the overestimation and underestimation problems of switching gain. The switching gainĉ of the proposed TARC is not a monotonically increasing function such as [9] - [13] . However, a certain increasing pattern inĉ can be observed, which can be explained in the following way: it is noted that there exist peaks in s (as s is an explicit function of tracking error) at exact time junctures when the trajectories change directions such as t = 2.68 s and t = 5.18 s due to the friction in the joint. Careful observation reveals that the fall ofĉ from these peaks is smaller than the rise to the corresponding peaks. Furthermore, even though there exist oscillations in s between the peaks as well, it did not result in any increasing nature inĉ. This, again, confirms the low decrement from the peak as the main cause of the rising pattern ofĉ. The rise and fall inĉ can be controlled by the two independent user-defined scalarsc and c, respectively. Hence, in practice, one can easily circumvent this situation by increasing c. ASMC only has one parameter, which dictates the adaptation rate for increment as well as decrement. For TARC,c = c = 1 are selected to keep parity during the experimentation with ASMC, where = 1.
It is worth to point that the rising pattern ofĉ is not an overestimation problem, sinceĉ does not increase when s decreases. Again, faster decrement ofĉ with increased c is not an underestimation problem, asĉ decreases only when s does not increase. However, one needs to maintain caution that too much increase in c may sacrifice control accuracy by providing lower switching gain than the required amount, whereas, for ASMC, overestimation and underestimation problems will always persist due to the threshold value δ.
C. Experimental Results With Scenario 2
Experimental Scenario 2 is designed to verify the robustness of TARC against sudden change in payload and external disturbance, such as ground forces. The control performance of TARC depicted through Fig. 7 (for hip, ankle, and knee joints of the left leg) exhibits reasonable degree of robustness in uncertain conditions. Furthermore, Fig. 8 shows the evaluation of switching gains and switching surface for TARC, and Table II quantifies the performance of TARC in terms of RMSE and AME. The effect of sudden addition of 3.11-kg mass is clearly visible by the abrupt rise in the tracking error of all the joints in Fig. 7 . This phenomenon is further accounted in the switching gain and switching surface responses in Fig. 8 . Furthermore, it can easily be comprehended from Fig. 8 that c for hip joint increases or decreases as the switching surface moves away or comes close to zero. To illustrate the fact, c remains almost unchanged for the time duration t = 8 s to t = 9 s when switching surface is very close to zero. Furthermore, for t = 11.6 s to t = 12.75 s, there are oscillations inĉ reflecting the pattern in switching surface. A similar phenomenon prevails for all the other joints also. Moreover, validating the adaptive law (29),ĉ never breeched its lower bound γ = 0.001 for any of the joints.
Another interesting feature can be noticed from the evaluations ofĉ for the hip, knee, and ankle joints for S2 in Fig. 8 . The values ofc and c for S2 have been kept the same as S1 (i.e.,c = c = 1) for all the joints. In Fig. 8 ,ĉ does not show rising pattern for the knee joint. Interestingly, the rise inĉ for the ankle joint is much lower compared with that of in S1 even though S2 has added uncertainties such as sudden payload addition and ground reaction force due to squatting. Furthermore, note thatĉ for the hip joint did not show any rising pattern up to t = 15 s, approximately, because the decrements ofĉ from peaks were not smaller than the rising parts. However, for t > 15 s, the decrements from peaks were lower compared with the rising parts, which contributed to the mild rise inĉ of the hip joint. This phenomenon further substantiates the claim made earlier regarding the rise ofĉ being a consequence of the selection of adaptation rate parameter c.
V. CONCLUSION
In this endeavor, a novel ARC law, TARC has been proposed for uncertain EL systems, which approximates unknown dynamics through the TDE technique and negotiates the approximation error by ARC without any prior knowledge of the uncertainty bounds. The proposed adaptive law of TARC overcomes the overestimation and underestimation problems of the switching gain. Additionally, to enhance the practicality of TARC, the velocity and acceleration feedback terms are estimated from the previous position information; thus, only position information is sufficient for the overall controller design. A new stability approach in the continuous-time domain analyzes the overall closed-loop system, including the TARC and the state-derivatives estimator. Moreover, in-depth discussion on selections of the controller gains and sampling interval (time delay) is established via the stability analysis, which is of importance for the TDE-based controllers. Experimental results verify improved tracking performance of TARC compared with the ASMC.
