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1 Sistema Operativo OSSO
Il Sistema Operativo OSSO è nato da progetto di implementazione di un nuovo
sistema operativo con ﬁnalità di autoformazione per acquisire conoscenze dal
punto di vista sia teorico che pratico del funzionamento del computer, dalla
programmazione dell'hardware ai programmi applicativi.
La tipologia di sistema operativo scelta è quella microkernel, caratterizzata
da un nucleo minimo che implementa poche funzionalità essenziali e da processi
esterni al nucleo che forniscono servizi agli utenti. Questa architettura presenta
elevata modularità e isolamento delle varie componenti, essendo queste proces-
si separati e interoperanti grazie a interfacce ben deﬁnite basate sullo scambio
di messaggi. Tuttavia proprio la dislocazione delle informazioni e la separazio-
ne delle componenti comporta un aumento di overhead a causa dei frequenti
cambiamenti di contesto.
Il sistema è composto dalle varie parti tipiche di un sistema operativo mi-
crokernel: il nucleo, la libreria di sistema, processi serventi e processi utente. Il
nuclo contiene la gestione dei processi, dei thread, delle interruzioni, della me-
moria, le primitive di comunicazione tra processi e per la loro sincronizzazione.
La libreria di sistema contiene la parte di interfacciamento tra i processi utente
e il kernel ed i processi serventi, oltre a funzioni di uso generale. I processi
serventi forniscono servizi che il nucleo non dà, come la gestione del ﬁlesystem,
della rete e I/O. I processi utente sono i fruitori ﬁnali dei servizi oﬀerti dal resto
del sistema.
Deﬁnizioni usate in questo testo:
Processo a livello di nucleo: nel sistema operativo l'unico processo che ope-
ra ad un livello di privilegio di nucleo è il processo Idle creato dal kernel
alla ﬁne della propria inizializzazione. Viene attivato dallo schedulatore
quando non ci sono altri processi in stato pronto.
Processo di sistema: detto anche Processo Servente è un processo operante a
livello utente ma fornisce servizi essenziali per il resto del sistema operativo
(cfr cap. 1.3).
Processo utente: sono i normali processi che fruiscono dei servizi del nucleo
e dei processi di sistema.
L'architettura di riferimento è la piattaforma x86 e la progettazione del sistema
operativo presenta alcuni aspetti ottimizzati per questa classe di processori.
1.1 Cenni architettura x86
1.1.1 Caratteristiche del processore
L'architettura x86 di riferimento è un'architettura CISC a 32bit. Presenta nei
modelli più recenti un'architettura interna superscalare a più pipeline (che con-
sente di eseguire in parallelo le istruzioni la cui esecuzione fuori ordine non
modiﬁchi la semantica del programma eseguito sequenzialmente), meccanismi
di predizione dei salti, cache separate per istruzioni e dati.
Il processore ha registri generali a 32 bit. Gli spazi di indirizzamento lo-
gico e ﬁsico hanno indirizzi a dimensione 32 bit con possibilità di accesso a 4
Gigabyte di memoria virtuale e ﬁsica. Il processore oﬀre al sistema operativo
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Algorithm 1 Descrittore di segmento
typedef struct __attribute__ ((packed)) __SegmentDes
{
word seg_length0_15; /* bit 0-15 della lunghezza del segmento
*/
word base_addr0_15; /* bit 0-15 dell'indirizzo base */
byte base_addr16_23; /* bit 16-23 dell'indirizzo base. */
byte flags; /* tipo e caratteristiche del segmento*/
byte access; /* bit 16-19 della lunghezza del segmento e
permessi */
byte base_addr24_31; /* bit 24-31 dell'indirizzo base */
} SegmentDes ;
quattro diﬀerenti livelli di privilegio, da 0 a 3 in ordine di privilegio decrescente.
OSSO utilizza soltanto i livelli 0 e 3 per non escludere la portabilità verso altre
architetture.
1.1.2 Gestione della memoria
Nell'architettura x86 gli indirizzi di memoria sono formati da una coppia di valori
<segmento>:<oﬀset>, dove segmento è l'identiﬁcatore dell'area di memoria a
cui si fa riferimento e oﬀset è lo scarto dall'inizio del segmento del dato a
cui accedere. Utilizzando segmenti diversi, è possibile separare logicamente il
programma o le sue parti dal sistema operativo e da altri programmi. La gestione
dei segmenti di memoria diventa complessa nel caso in cui la loro dimensione
non sia ﬁssata a priori ma abbia la possibilità di crescere con il pericolo di
sovrapposizione tra segmenti diversi. Il processore x86 mette a disposizione del
programmatore i registri che contengono gli identiﬁcatori dei segmenti che sta
utilizzando. In particolare CS o Code Segment register, contiene l'identiﬁcatore
del segmento del codice e CS:IP è il puntatore all'istruzione corrente. IP è un
registro nascosto, mentre CS è accedibile soltanto in lettura. Entrambi possono
essere modiﬁcati indirittamente usando salti o istruzioni di ritorno. Per l'accesso
ai dati sono forniti i registri DS, ES, FS e GS. Il programmatore deve speciﬁcare
quale segmento sta accedendo altrimenti viene usato DS come default. L'utilizzo
dei segmenti è obbligatorio.
Ogni segmento è riferito tramite un descrittore (vedi alg 1) che deﬁnisce la
sua lunghezza e il suo indirizzo di base. Il descrittore del segmento deve essere
memorizzato in un'apposita tabella contenuta in memoria e sempre accessibile
per il processore. Tale tabella si chiama Global Descriptor Table (GDT). Il
valore che viene caricato nei registri di segmento del processore è l'indice del
descrittore di segmento nella tabella GDT.
Attraverso l'uso della segmentazione si ottiene un indirizzo logico dato dalla
somma base del segmento + oﬀset. L'indirizzo così ottenuto va poi tradotto in
un indirizzo ﬁsico attraverso il meccanismo di paginazione (vedi ﬁgura 1).
Nell'approccio a paginazione la memoria viene gestita a blocchi di dimensione
di 4 KB (detti pagine) o opzionalmente di 4 MB se il processore è più recente. Per
compatibilità sono state utilizzate solo pagine di 4KB di dimensione. Per poter
mappare i 4GB di spazio di indirizzamento, viene usata la tecnica di paginazione
a due livelli denominati page directory e page table. La page directory è unica
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Algorithm 2 Page Directory Entry
typedef struct __PDE {
unsigned Present:1;
unsigned Read_Write:1;
unsigned User:1;
unsigned Write_Through:1;
unsigned Cache_Disable:1;
unsigned Accessed:1;
unsigned Reserved:1;
unsigned Page_4MB:1;
unsigned Global:1;
unsigned Available:3;
unsigned Page_Table_Base_Addr:20;
} PDE ;
Algorithm 3 Page Table Entry
typedef struct __PTE {
unsigned Present:1;
unsigned Read_Write:1;
unsigned User:1;
unsigned Write_Through:1;
unsigned Cache_Disable:1;
unsigned Accessed:1;
unsigned Dirty:1;
unsigned Reserved:1;
unsigned Global:1;
unsigned Available:3;
unsigned Page_Base_Addr:20;
} PTE ;
per ogni spazio di indirizzamento logico distinto, ovvero per ogni processo. È
un array di 1024 record, ognuno dei quali regola l'accesso a 4 MB di memoria
virtuale, per un totale di 4 GB. Ogni record (PDE, Page Dir Entry, vedi alg.
2) è composto di opportuni bit di controllo (privilegi, accesso in scrittura, ecc)
e dei bit più signiﬁcativi dell'indirizzo ﬁsico della page table corrispondente ai 4
MB di memoria virtuale. Ogni page table a sua volta è un array di 1024 record
(PTE, Page Table Entry, vedi alg. 3) che regolano l'accesso alle pagine dati di
4 KB ciascuna, per un totale di 4 MB.
Gli indirizzi di memoria logici vengono risolti attraverso le informazioni
contenute nella page directory e nella page table.
La soluzione scelta per OSSO è stata però quella di utilizzare segmenti che
coprano tutta la memoria e la paginazione per creare gli spazi logici separati
per i processi. Questo perchè vi sono pochi processori che implementano la
segmentazione e perchè il GCC, usato per compilare sia il nucleo che tutti gli
altri programmi, genera codice progettato per avere un singolo segmento di 4
GB di spazio logico.
Dal punto di vista implementativo, la creazione di un ambiente compatibile
con il codice generato da GCC richiede uno spazio di indirizzamento virtuale di
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Dato
Richiesto
Page Table
Page Table
Page Directory
Pagina Dati
Pagina Dati
Pagina Dati
Indice Page Directory
Indice Page Table
Offest in pagina dati
Indirizzo logico
Registro CR3
Indirizzo fisico
Indirizzo fisico
Indirizzo fisico
Indirizzo fisico
31 22 21 12 11 0
Figura 1: Paginazione a tre livelli
4GB e due segmenti (codice e dati) con base 0 e limite 4GB, ovvero:
• Segmento codice a livello di privilegio 0, con base 0 e dimensione 4GB
• Segmento dati a livello di privilegio 0, con base 0 e dimensione 4GB
• Segmento codice a livello di privilegio 3, con base 0 e dimensione 4GB
• Segmento dati a livello di privilegio 3, con base 0 e dimensione 4GB
1.1.3 Descrizione del Task State Segment
Il Task State Segment (TSS ) è una rappresentazione in memoria dello stato del
processore. È una struttura ben deﬁnita dal produttore e di implementazione
obbligatoria per eﬀettuare il cambio di privilegio durante un'interruzione e il
cambio di contesto utilizzando meccanismi hardware. Contiene tutto il contesto
del processore ed è mostrato in 4.
In OSSO si è preferito usare il TSS per il cambio di contesto invece di ricor-
rere a una soluzione software perché lo sempliﬁca automatizzando il salvataggio
dei registri, il cambio di stack e il ripristino dei registri del nuovo processo.
1.1.4 Gestione delle interruzioni
Le interruzioni vengono gestite attraverso una tabella di vettori di interruzione
presente in memoria. L'indirizzo ﬁsico di questa tabella è presente nel registro
IDT del processore. Ogni elemento della tabella è un descrittore che contiene
le informazioni sulla routine da richiamare e sul livello di privilegio del gestore.
Nella famiglia dei processori intel i primi 32 vettori della tabella delle interruzioni
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Algorithm 4 struct TSS
/* Puntatori agli stack per i livelli di privilegio 0,1,2 */
dword ESP0; word SS0;
dword ESP1; word SS1;
dword ESP2; word SS2;
/* Puntatore allo spazio di indirizzamento (Page Directory) */
dword CR3;
/* Puntatore all'istruzione e Flag del processore */
word CS; dword EIP; dword EFLAG;
/* Puntatore allo stack per il livello di privilegio 3 */
word SS; dword ESP;
/* Registri generali */
dword EAX; dword ECX; dword EDX; dword EBX; dword EBP;
dword ESI; dword EDI;
/* Registri dei segmenti */
word ES; word DS; word FS; word GS;
/* Registri extra */
word LDT; word DEBUG_TRAP; word IO_MAP_BASE;
sono riservati alle eccezioni del processore come ad esempio la notiﬁca dell'errore
di divisione per zero, di istruzione non valida, di violazione della protezione, etc.
La gestione completa di tutte le eccezioni esula dagli scopi del progetto.
Il mapping delle interruzioni hardware (IRQ) è gestito attraverso due con-
troller di interrupt esterni al processore, detti master e slave, posizionati in
cascata. Ogni chip opera su 8 interruzioni permettendo una gestione di 15 in-
terruzioni totali (una è dedicata alla comunicazione tra master e slave). Questa
limitazione deriva dal progetto dell'architettura del primo PC. Computer più re-
centi hanno introdotto nuovi chip che permettono di superare questa limitazione
pur mantenendo la compatibilità con il software esistente.
Al veriﬁcarsi di una interruzione, il processore salva i puntatori allo stack nel
TSS del processo ed eﬀettua un cambio di privilegio, caricando i puntatori dello
stack del livello di privilegio zero e passando l'esecuzione alla routine speciﬁcata
nel descrittore. La routine di gestione termina con un'apposita istruzione di
ritorno da interruzione che ricarica il puntatore all'istruzione salvato in prece-
denza, eﬀettua il cambio di privilegio inverso e ripristina gli stack caricandoli
dal TSS.
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1.2 Nucleo
Il nucleo minimale fornisce alle applicazioni soltanto i servizi necessari a garan-
tire la loro coesistenza nel sistema e l'interazione:
• gestisce il processore fornendo meccanismi per creare processi e thread e
schedulandone l'esecuzione in modo da avere un'esecuzione concorrente di
più processi (multitasking)
• gestisce la memoria ﬁsica del sistema tenendo traccia delle zone libere e
occupate, gli spazi di memoria virtuali dei processi e la zona occupata dal
nucleo stesso
• intercetta le interruzioni hardware provenienti dai dispositivi e le redirige
verso le applicazioni
• fornisce meccanismi di sincronizzazione e di comunicazione tra processi
attraverso l'uso di semafori, scambio di messaggi e segnalazioni di eventi
• fornisce meccanismi di gestione di eventi associati al trascorrere del tempo
1.2.1 Gestione della memoria
La memoria ﬁsica viene gestita come pagine di 4KB. La memoria libera è trac-
ciata con uno stack di pagine libere, riempito durante la fase di inizializzazione
con gli indirizzi di tutte le pagine di memoria presenti non riservate al nucleo.
Le operazioni eﬀettuabili su questa struttura sono push per rilasciare memoria
e pop per allocare memoria.
Le pagine di memoria prelevate dallo stack vanno poi a comporre lo spazio
di indirizzamento logico dei processi utilizzando il meccanismo di paginazione
già descritto.
Lo spazio di indirizzi logici dei processi è così organizzato:
0-128MB Riservata al nucleo e condivisa tra tutti i processi
128MB-4GB Riservata al processo, alla libreria di sistema e al mapping dei
messaggi
La parte riservata al kernel ha lo scopo di rendere possibile la comunicazione tra
processi separati. In essa risiedono il codice del nucleo e le sue strutture dati.
Queste due zone di memoria sono entrambe sfruttate dinamicamente utiliz-
zando una implementazione open source della funzione malloc [4].
La maggior parte delle strutture dati di nucleo è di tipo array per sem-
pliﬁcarne gli algoritmi. La memoria è allocata dinamicamente tramite l'uso
della funzione malloc e le strutture possono essere espanse su necessità con una
chiamata alla funzione realloc.
Il codice che gestisce la memoria si trova nel ﬁle src/kernel/memory.c. Le
funzioni esportate per la gestione delle pagine ﬁsiche sono:
void push_free_page(dword address) Inserisce la pagina riferita dall'in-
dirizzo ﬁsico address nello stack di pagine libere.
dword pop_free_page(void) Estrae una pagina dallo stack delle pagine
libere e restituisce il valore corrispondente all'indirizzo ﬁsico.
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La gestione dinamica della memoria disponibile per il nucleo viene fornita dalla
funzione kmalloc implementata utilizzando la funzione open source di Dough
Lea[4] che ha fatto da base per la malloc nella GNU LibC. Questa funzione lavora
con un indirizzo denominato break che corrisponde all'ultimo indirizzo allocato
del processo e richiede la presenza delle funzioni brk e sbrk che manipolano
questo valore per allocare memoria.
Per il kernel è quindi deﬁnita la funzione kmalloc() che opera sul kernel break
ovvero l'ultimo indirizzo allocato nello spazio kernel (0-128MB). La manipola-
zione del kernel break è realizzata attraverso queste funzioni:
dword kbrk(dword c) se c vale zero, restituisce il valore corrente di kernel
break. Se non è zero, imposta il kernel break al valore c allocando memoria
e mappandola contiguamente al kernel break.
void * ksbrk(int increment) è un wrapper per kbrk. Aumenta il valore
di kernel break di increment byte allocando e mappando memoria se
necessario.
La funzione kmalloc() e relative kfree() sono così deﬁnite:
void * kmalloc(size_t size) alloca size bytes dall'area di memoria gestita
tramite kbrk e ksbrk
void kfree(void* mem) libera l'area di memoria puntata da mem preceden-
temente allocata con kmalloc()
Il ﬁle sorgente che le contiene è src/kernel/dlmalloc.c.
Analogamente a quanto detto per il nucleo, per ogni processo è deﬁnito il
break, ovvero l'indirizzo dell'ultimo indirizzo di memoria virtuale allocato al
processo (128MB-4GB). La gestione della memoria viene attuata agendo sul
valore del break del processo: ogni qualvolta il processo ne richiede la modiﬁca,
il nucleo preleva un numero di pagine ﬁsiche suﬃciente per soddisfare la richiesta
e le mappa nello spazio di indirizzamento logico all'indirizzo puntato dal break,
in modo da garantire la continuità dello spazio logico.
Le funzioni fornite del nucleo che manipolano il break sono:
dword brk(pid_t Processo, dword c, dword level) se c vale zero resti-
tuisce il valore del break. Se c non vale zero imposta il valore del break a
c allocando e mappando memoria, se necessario, e impostandone il livello
a level. La syscall fornita al processo che richiama brk forza il livello di
privilegio utente. Il livello di privilegio maggiore è speciﬁcabile solo per
chiamate interne al nucleo.
void * sbrk(pid_t Processo, int increment, dword level) incrementa il
valore del break del processo Processo della quantità increment con il li-
vello di privilegio level (utente o privilegiato). La syscall fornita al processo
che richiama sbrk forza il livello di privilegio utente; il livello di privilegio
maggiore è speciﬁcabile solo per chiamate interne al nucleo.
Analogamente alla kmalloc, queste due funzioni vengono utilizzate dalla mal-
loc() (contenuta nel ﬁle src/lib/dlmalloc.c) per ampliare lo spazio logico del
processo spostando il break. La malloc() che usa queste primitive è parte della
libreria di sistema. La deﬁnizione delle funzioni è analoga alle relative funzioni
presenti nel nucleo:
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void * malloc(size_t size) alloca size bytes dall'area di memoria gestita tra-
mite brk e sbrk
void free(void * mem) libera l'area di memoria puntata da mem preceden-
temente allocata con malloc()
1.2.2 Thread e processi
Il sistema operativo si basa sui concetti di thread e di processo. Il thread è
l'entità attiva nel sistema; contiene una rappresentazione in memoria dei registri
del processore, sia generali che speciﬁci, e due stack per operare nei due diﬀerenti
livelli di privilegio. Nel dettaglio:
• il TSS richiesto dal processore per i cambi di contesto e i puntatori agli
stack dei diversi livelli di privilegio
• lo stato del thread
• il riferimento al processo che contiene il thread
• il semaforo privato
La struttura dati è raﬃgurata in alg. 5. I thread sono memorizzati in un array
Threads[] allocato in fase di inizializzazione tramite chiamata a kmalloc(). Il
tid o thread index è l'indice nel vettore Threads[] e viene usato nel sistema
operativo per identiﬁcare univocamente il thread.
Un processo è visto come contenitore di uno o più thread che condividono
la stessa area di memoria. Processi distinti hanno spazi di indirizzamento lo-
gico separati e protetti. Anche per i processi esiste un array contenente tutti i
descrittori allocato all'inizializzazione del sistema.
Il processo ha quindi associato un suo spazio di memoria, le strutture dati
necessarie per comunicazione e sincronizzazione e i riferimenti ai thread che
contiene.
Il descrittore di processo (vedi alg. 6) contiene:
• gli indici dei thread che gli appartengono
• l'id del processo (pid) e del processo padre
• informazioni sullo stato del processo e del livello di privilegio
• l'indirizzo della page directory allocata per il processo
• le strutture dati per la gestione dei segnali, messaggi, eventi e messaggi
POSIX
• semafori per la mutua esclusione sulle strutture dei sottosistemi e per
l'accesso allo spazio di memoria
Le funzioni di creazione e terminazioni processi si trovano in src/kernel/process.c;
le funzioni analoghe per i thread in src/kernel/threads.c.
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Algorithm 5 struct thread
typedef struct __Thread {
/* TSS e il suo indice nella GDT */
TSS_32 tss;
word tss_des;
/* Status */
int active;
int status;
/* Processo a cui questo thread appartiene */
PID pid;
pid_t task;
/* Stacks */
dword user_stack;
dword kernel_stack;
/* Semaforo Privato */
Bool_Semaphore Private_Semaphore;
Thread_idx next_thread_suspended_on_my_semaphore;
/* Info sull'attesa del Semaforo Privato */
SLEEP_CAUSE wait_reason;
int type;
int flags;
} Thread ;
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Algorithm 6 struct task
typedef struct __task {
/* Indice nel vettore Threads */
Thread_idx threads[MAX_THREADS_PER_PROCESS];
PID pid;
PID father;
unsigned int level;
unsigned int active;
dword status;
PDE * PageDir;
dword last_used_page;
/* Gestione dei segnali */
dword signals_pending;
Signal_Handler SIG_HANDLERS[SIGNAL_NUMBER];
Signal_Handler SigWrapper;
dword signals_queue[MAX_SIGNALS_PENDING];
dword sig_head,sig_tail;
/* Messaggi */
int messages_count;
MSG_HEADER * msgqueue;
struct msg_wait_condition *msg_wc;
/* Eventi */
Event_struct * Events_List;
/* Semafori di mutua esclusione */
Bool_Semaphore Mutex;
Bool_Semaphore Msg_Sem;
Bool_Semaphore Sig_Sem;
Bool_Semaphore Mem_Sem;
Bool_Semaphore Events_Sem;
/* Strutture per la gestione di IPC POSIX */
struct sysv_dat * sysv_structs;
} task ;
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Algorithm 7 Strutture dati per le code dello schedulatore
volatile int head_ReadyQueue[MAX_PRIORITIES];
volatile int tail_ReadyQueue[MAX_PRIORITIES];
volatile int num_ReadyQueue[MAX_PRIORITIES];
volatile Thread_idx ReadyQueue[MAX_PRIORITIES][MAX_REFERENCES];
Algorithm 8 struct Semaphore
typedef struct __Semaphore {
dword Status;
Thread_idx Head_Thread, Tail_Thread;
} Semaphore ;
1.2.3 Schedulazione
La logica di schedulazione è basata su un algoritmo di round robin con priorità
che opera direttamente sui thread ed avviene in modalità preemptive, ovvero
senza alcuna cooperazione da parte del processo. Il nucleo stesso è progettato
per essere interrompibile ed è dotato di opportune sincronizzazioni per operare
in mutua esclusione nel caso in cui più di un thread stia operando su strutture
dati condivise.
Lo schedulatore opera su code di identiﬁcatori di thread, ciascuna con priori-
tà diversa. Ad ogni attivazione estrae il primo identiﬁcatore dalla coda a priorità
maggiore; se questa è vuota, passa alla coda con priorità minore. Le priorità
utilizzate sono soltanto due poichè l'unico processo a bassa priorità è il processo
Idle del nucleo. Questo meccanismo è necessario per evitare che il ciclo Idle
sottragga tempo di processore agli altri thread. Le strutture dati sono mostrate
in algoritmo 7.
Lo schedulatore viene invocato all'interno del gestore del timer allo scadere
del quanto di tempo riservato per l'esecuzione dei thread oppure da primitive
di nucleo quando viene risvegliato un thread con priorità maggiore di quello in
esecuzione.
1.2.4 Meccanismi di sincronizzazione
Per la sincronizzazione viene usata la struttura dati di semaforo. Sono imple-
mentati sia il semaforo a contatore intero (vedi alg. 8), usato per segnalare la
presenza e quantità di oggetti, sia il semaforo booleano, usato per ottenere la
mutua esclusione sulle strutture dati. Queste stesse strutture sono a disposi-
zione dei processi utente e possono essere usate per sincronizzare i vari thread
di uno stesso processo. Sono qui mostrate solo strutture e funzioni relative ai
semafori a contatore intero, dato che quelle per i semafori booleani diﬀeriscono
soltanto per il tipo della variabile Status che assume i valori 0 e 1.
Ad ogni semaforo è associata una coda di thread sospesi su di esso. Per
evitare di appesantire la struttura dati con array di dimensione ﬁssa o con
strutture dinamiche, questa coda è memorizzata nei descrittori dei thread che
sono sospesi sul semaforo (vedi ﬁgura 2). In particolare si fa uso del campo
next_thread_suspended_on_my_semaphore della struttura dati Thread (vedi
alg. 5), che contiene il tid del successivo thread nella coda oppure il valore
THREAD_INVALID se è l'ultimo. Dal momento che ogni thread può essere
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Figura 2: Coda dei Thread sospesi su semaforo
sospeso al massimo su un semaforo, non vi sono conﬂitti di accesso a questa
variabile.
Per la sospensione e riattivazione dei semafori, le funzioni fornite sono:
void P(Semaphore * Sem) Se il valore Status della struttura puntata da
Sem è maggiore di zero lo decrementa e ritorna. Se è zero si sospende in
attesa che qualche altro thread faccia una V. Vedi alg. 9
void V (Semaphore * Sem) Se c'è un thread in attesa sul semaforo puntato
da Sem lo risveglia, altrimenti incrementa il campo Status. Vedi alg. 10
void Bool_P(Bool_Semaphore * Sem) Se il valore Status della struttura
puntata da Sem è uno lo imposta a zero e ritorna. Se è zero si sospende
in attesa che qualche altro thread faccia una Bool_V.
void_Bool_V (Bool_Semaphore * Sem) Se c'è un thread in attesa sul
semaforo puntato da Sem lo risveglia, altrimenti imposta il campo Status
a uno.
1.2.5 Scambio di messaggi
Il principale metodo di comunicazione tra processi è attraverso lo scambio di
messaggi. A disposizione dei processi ci sono primitive di allocazione, spedizione,
ricezione e deallocazione dei messaggi. L'entità soggetto della comunicazione è
il processo. L'implementazione evita la copia del contenuto dei messaggi ed
eﬀettua il trasferimento di pagine di memoria direttamente dallo spazio logico
di un processo ad un altro. Tuttavia questa implementazione pone problemi di
spreco di memoria e di limitazioni della dimensione del messaggio. Per questo
motivo, è stata realizzata anche una implementazione delle primitive msgget,
msgsnd, msgrcv con semantica POSIX.
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Algorithm 9 Primitiva P
void P (Semaphore * Sem) {
dword flags;
/* Memorizza i Flags del processore */
flags=get_EFLAGS();
cli(); /* Ottiene il lock globale */
if (Sem->Status>0) {
/* Valore del semaforo positivo, si decrementa e si esce */
Sem->Status--;
} else {
/* Valore del semaforo zero. Sospensione del thread */
if (Sem->Head_Thread==THREAD_INVALID) {
Sem->Head_Thread=Active_Thread;
Threads[Active_Thread].next_thread_suspended_on_my_semaphore=
THREAD_INVALID;
Sem->Tail_Thread=Active_Thread;
} else {
Threads[Sem->Tail_Thread].next_thread_suspended_on_my_semaphore=
Active_Thread;
Sem->Tail_Thread=Active_Thread;
Threads[Active_Thread].next_thread_suspended_on_my_semaphore=
THREAD_INVALID;
}
Active_Process=NULL;
Active_Thread=THREAD_INVALID;
Schedule_Next_Thread();
}
/* Ripristina i flag del processore */
set_EFLAGS(flags);
}
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Algorithm 10 Primitiva V
void V (Semaphore * Sem) {
dword flags, towake;
flags=get_EFLAGS();
cli(); /* Ottiene il lock globale */
if (Sem->Head_Thread==THREAD_INVALID) {
/* Non ci sono threads sospesi */
Sem->Status++;
set_EFLAGS(flags);
} else {
/* Preleva il thread da svegliare */
Thread_idx t;
t=Threads[Sem->Head_Thread].next_thread_suspended_on_my_semaphore;
Threads[Sem->Head_Thread].next_thread_suspended_on_my_semaphore=
THREAD_INVALID;
towake=Sem->Head_Thread;
Add_Thread_To_ReadyQueue(Sem->Head_Thread);
Sem->Head_Thread=t;
set_EFLAGS(flags);
if (Threads[towake].priority<Threads[Active_Thread].priority)
{
/* Il thread da risvegliare ha priorità maggiore */
/* rispetto a quello in esecuzione */
Schedule_Next_Thread();
}
}
}
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Algorithm 11 struct msg_info
typedef struct __msg_info {
PID process;
size_t size;
int type;
} msginfo ;
Ad ogni processo è associata una coda dei messaggi in attesa di essere ricevuti
dal processo stesso. Ogni thread appartenente al processo accede a questa unica
coda di messaggi. Il messaggio ha un mittente, un destinatario e un tipo (vedi
alg. 11). Per fornire ai thread del processo la possibilità di sospendersi su
determinate tipologie di messaggi, la funzione di ricezione può operare in modo
selettivo nella scelta dei messaggi presenti.
Le funzioni fornite dal sottosistema del nucleo sono:
void * getbmsg(void) Preleva una pagina di memoria dallo stack di pagine
libere, la posiziona nello spazio logico del processo, svuota eventuali cache
e ne restituisce il puntatore.
int send_message(int ﬂags, msginfo * msgi, void * MsgAddr) spedisce
il messaggio puntato da MsgAddr precedentemente allocato tramite chia-
mata a getbmsg(). Destinatario, dimensione e tipo del messaggio sono
speciﬁcati nella struttura puntata dal parametro msgi. Il campo ﬂags non
è attualmente usato.
void * receive_message(int ﬂags, msginfo * msgi) preleva un messaggio
dalla coda dei messaggi in attesa di ricezione che soddisfa le caratteristiche
speciﬁcate da ﬂags e dalla struttura puntata da msgi. Alloca il messaggio
nello spazio logico del processo corrente e ne restituisce l'indirizzo.
int detachmsg(void * buﬀer) dealloca un messaggio allocato con getbmsg()
o ricevuto con receive_message()
La send_message() non è bloccante. La receive_message() si comporta in modi
diversi in base a quanto speciﬁcato tramite il parametro ﬂags che può assumere
uno o più dei seguenti valori:
• MSG_FLG_TYPE_MATCH : forza la ricezione di un messaggio del tipo
speciﬁcato
• MSG_FLG_SENDER_MATCH : forza la ricezione di un messaggio pro-
veniente dal processo speciﬁcato
• NO_BLOCK : forza la receive ad agire in modo non bloccante
Le primitive di scambio messaggi POSIX sono:
int msgget(key_t key, int msgﬂg) crea una nuova coda di messaggi iden-
tiﬁcata da key se ha valore positivo altrimenti ne crea una privata. Resti-
tuisce l'msqid che utilizzano le altre primitive.
int msgsnd(int msqid, struct msgbuf *msgp, size_t msgsz, int msgﬂg)
Spedisce un messaggio sulla coda identiﬁcata da msqid
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ssize_t msgrcv(int msqid, struct msgbuf *msgp, size_t msgsz long msgtype,int msgﬂg)
preleva un messaggio dalla coda identiﬁcata da msqid
int msgctl(int msqid, int cmd, struct msqid_ds *buf) eﬀettua altre ope-
razioni sulla coda, come ad esempio la richiesta di informazioni sulla coda
stessa o la cancellazione
Lo scambio di messaggi avviene attraverso code create dinamicamente dai pro-
cessi e identiﬁcate dal msqid. Al momento dell'esecuzione di msgget, se viene
speciﬁcato un valore valido per la chiave key, viene creata una nuova coda pub-
blica a cui tutti gli altri processi possono accedere eseguendo a loro volta msgget
con la medesima chiave. Se invece il valore key è nullo, viene creata una coda
privata che sarà accedibile soltanto all'interno del processo creatore o dei suoi
ﬁgli. Queste primitive non eﬀettuano alcuna ottimizzazione per la copia dei dati
e usano allocazione dinamica con la memoria riservata al nucleo (kmalloc).
1.2.6 Eventi
Per comunicazioni che richiedono soltanto notiﬁche e non trasferimento di infor-
mazione è implementato il sottosistema di gestione degli eventi. Gli eventi pos-
sono essere privati (locali al processo) o pubblici (deﬁniti per tutto il sistema).
Gli eventi privati possono essere usati per comunicazioni tra processi, utilizzan-
do nomi di eventi conosciuti a priori, mentre gli eventi pubblici vengono usati
principalmente per gestire le interruzioni (vedi cap. 1.2.8) e sono inizializzati e
gestiti dal nucleo; il relativo codice è contenuto nel ﬁle src/kernel/events.c.
Le primitive fornite da questo sottosistema sono:
int getevent(EVENT nome) richiede al sistema un evento corrispondente
a nome. Viene prima cercato tra gli eventi pubblici, poi tra gli eventi
privati. Se esiste l'evento pubblico, viene attribuito al processo richiedente,
altrimenti viene creato un evento privato
int clearevent(EVENT event) restituisce l'evento riferito da event al siste-
ma
int signal(PID pid, EVENT evento) segnala al processo pid che si è veri-
ﬁcato l'evento evento
int wait(EVENT event, PID * retpid) attende il veriﬁcarsi dell'evento spe-
ciﬁcato da event e memorizza il pid del processo che lo ha inviato nella
variabile puntata da retpid
1.2.7 Gestione dei processi con interfaccia signal
OSSO contiene un'implementazione minimale della gestione dei segnali creata
su ispirazione della semantica POSIX per rispondere all'esigenza di controllare
l'esecuzione dei programmi. Non si tratta di un'eﬀettiva consegna di segnali,
ma di richieste di alterazione dello stato dei processi.
La primitiva centrale di questo sottosistema è
int Signal(PID pid,dword signal) richiede di consegnare al processo pid il
segnale determinato da signal
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ed è deﬁnita nel ﬁle src/kernel/signals.c. I segnali implementati sono:
SIGNAL_DESTROY forza la terminazione del processo ricevente
SIGNAL_STOP rimuove il processo dalla coda dei processi in stato di pronto
SIGNAL_CONT reinserisce il processo nella coda dei processi in stato di
pronto
Questo sottosistema non ha ancora un'implementazione completa dei gesto-
ri di segnali deﬁniti dall'utente a causa delle caratteristiche di protezione del
processore.
1.2.8 Gestione delle interruzioni e syscalls
La tabella delle interruzioni viene suddivisa così:
Interruzioni Descrizione
0x0 - 0x1F Eccezioni sollevate dal processore
0x20 - 0x2F Interruzioni sollevate da dispositivi hardware (IRQ)
0x40 Interruzione software per interfaccia con i programmi
La locazione delle interruzioni è ottenuta agendo direttamente sui due con-
troller degli interrupt (vedi cap. 1.1.4).
Le funzioni di gestione delle interruzioni sono contenute nel ﬁle sorgente
src/kernel/interrupts.c e si limitano ad una semplice notiﬁca tranne per i casi
di Page Fault e violazione della protezione per i quali vengono eﬀettuate delle
stampe di debug e terminazione del processo che ha causato l'errore. Il caso
di Page Fault provoca la terminazione del processo in quanto non è presente
nessun tipo di swap su memoria secondaria.
Le routine di gestione degli IRQ operano segnalando un evento pubblico
con un nome deﬁnito a priori: INTERRUPTn, con n corrispondente all'irq
generato. L'evento viene poi intercettato dal processo che ne ha fatto richie-
sta attraverso l'apposita interfaccia. Anche queste routine sono deﬁnite in
src/kernel/interrupts.c.
L'unica interruzione software prevista è la 0x40 e fornisce il punto di ingresso
per le syscall. La chiamata di sistema richiesta è speciﬁcata nel registro generale
EAX ed i parametri vengono passati attraverso i registri ECX EDX ed EDI.
Il registro generale EBX non può essere utilizzato perchè riservato da gcc. Il
contesto del processore (registri generali) è salvato all'ingresso della routine di
gestione dell'interrupt 0x40 e ripristinato all'uscita dalla funzione.
Il system call handler chiama poi la routine syscall() contenuta nel ﬁle
src/kernel/syscall.c la quale richiama a sua volta le routine necessarie per ese-
guire la primitiva richiesta. Ad esempio, per la primitiva di scambio messaggi
viene invocata la funzione di nucleo send_message (vedi alg. 12).
L'invocazione della syscall viene fatta dai processi attraverso la libreria di si-
stema. Per la send_message(), la funzione corrispondente è nel ﬁle src/lib/messages.c
(vedi alg. 13).
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Algorithm 12 Chiamata di send_message()
int Syscall (dword a,dword b,dword c,dword d,dword edi) {
switch (a) {
...
case SYS_SEND_MSG:
return send_message (edi,(msginfo *) c, (void *) d);
break;
...
}
}
Algorithm 13 Invocazione di send_message()
int send_message (int flags,msginfo * msgi,void * MsgAddr) {
int ret;
__asm__ ("int $0x40":"=a" (ret):"a" (SYS_SEND_MSG),
"D" (flags), "c" ((dword)msgi), "d" ((dword) MsgAddr));
return ret;
}
1.2.9 Temporizzazione
Il sottosistema di temporizzazione è realizzato utilizzando l'interrupt del timer
di sistema programmato con una risoluzione di 10ms (corrispondente a una
frequenza di 100Hz). Il sistema operativo mantiene una variabile determinata
uptime a 64 bit che viene inizializzata a 0 al momento della programmazione
iniziale del timer ed aggiornata ad ogni interrupt ricevuto. La routine agganciata
al timer si trova nel ﬁle src/kernel/scheduler.c. Ogni volta che lo schedulatore
viene attivato controlla se il tempo trascorso dall'ultimo cambio di contesto è
maggiore del quanto di tempo assegnato ai processi. In caso aﬀermativo, invoca
lo schedulatore per estrarre il nuovo thread da eseguire ed eﬀettua il cambio di
contesto.
Il sottosistema di temporizzazione fornisce alle applicazioni due chiamate di
sistema:
unsigned long long int get_uptime(void) ritorna il valore dell'uptime del
sistema operativo.
int sleep_syscall(unsigned int time) sospende il thread chiamante per al-
meno time millisecondi
L'implementazione fa uso di memoria allocata dinamicamente e organizzata in
forma di lista ordinata secondo il riferimento temporale del risveglio calcolato
al momento della chiamata alla sleep_syscall() come uptime+time.
Ogni elemento di questa lista è nel formato mostrato in alg. 14 e il suo primo
elemento è puntato dalla variabile struct time_sleeper * time_sleepers.
L'accesso alla lista è regolato dal semaforo di mutua esclusione Bool_Semaphore
time_sleeper_mutex .
Per rispondere alle esigenze dell'implementazione del modulo TCP (vedi cap.
3.4.5) è stata implementata la syscall wake_thread che permette ad un thread
di un processo di interrompere un altro thread dello stesso processo che sia
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Algorithm 14 Struttura Time Sleeper
struct time_sleeper {
unsigned long long int utime;
Bool_Semaphore * private_semaphore;
struct time_sleeper * next;
};
bloccato su una sleep(). Per questo motivo, l'implementazione del wrapper
della libreria di sistema che eﬀettua la chiamata alla sleep() deve controllare
se è eﬀettivamente trascorso il tempo per il quale ha richiesto la sospensione e
decidere se sospendersi nuovamente per attendere il tempo mancante o meno.
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1.3 Processi serventi
Data la natura minimale del nucleo del sistema operativo, molte funzionalità so-
no demandate a opportuni processi, denominati processi serventi (vedi ﬁgura 3).
Essi oﬀrono ai processi richiedenti le proprie funzionalità attraverso scambio di
messaggi con un formato stabilito a priori, deﬁnendo così opportune interfacce.
I principali processi serventi sono:
• INIT: Si occupa del caricamento in fase di avvio dei componenti del sistema
e fornisce informazioni sullo stato dell'inizializzazione
• MPS: Fornisce ai processi utente l'elenco dei servizi disponibili
• VFS: Fornisce ai processi l'accesso al ﬁle system
Altri processi serventi sono i driver di dispositivo, di ﬁlesystem e generici
fornitori di servizi (ad es. IDE, FAT, IP, TCP).
1.3.1 INIT
È il primo processo del sistema. Viene lanciato dal nucleo alla ﬁne della sua
inizializzazione e provvede a esaminare il ﬁle di conﬁgurazione initconf (di cui è
mostrato un esempio in alg. 15 per eﬀettuare l'avvio del sistema dal cdrom) per
caricare i processi serventi necessari all'avvio del sistema, i driver per accedere
alla memoria secondaria e il resto del sistema operativo.
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Algorithm 15 Esempio di INITCONF
[CONFIG]
boot_dir = /boot
modules_dir = /modules
boot_segment = 0x0300 - 0x7FFF
preload_segment = 0x1000 - 0x7FFF
[BOOT]
kernel = kernel.elf
start = starter, 0x0300 - 0x06FF
install = libosso.so
install = init
# Processi serventi
preload run = /boot/mps
preload run = /boot/vfs
# Driver necessari ad accedere al disco dove risiede il sistema
preload driver = ide geometry=disk controller=secondary
preload driver = iso9660 device=auto mount=/
preload driver = keyboard
[INIT]
# Caricamento di altri driver e programmi di interfaccia
load = keyboard
load = SHELL
Al momento non fornisce servizi direttamente ai processi utente ma inte-
ragisce solo con il processo MPS che supervisiona l'inizializzazione del sistema
e il corretto ordinamento temporale di esecuzione per rispettare le dipendenze
logiche tra i processi serventi. Ad esempio, il driver che gestisce un ﬁle system
deve attendere che il gestore dell'unità disco che ospita quel ﬁle system sia non
soltano in esecuzione, ma visibile al resto del sistema attraverso MPS e pronto
ad accettare richieste.
1.3.2 MPS
Il processo MPS (Module Pid Server) gestisce le associazioni tra servizi e pid dei
processi serventi che li oﬀrono. Ogni processo servente deve registrarsi a MPS
al termine della sua fase di inizializzazione. Con questa operazione comunica
a MPS che tipo di servizio (categoria) fornisce e qual'è il nome (o i nomi) da
usare per accedervi.
Ogni volta che un processo richiede un servizio deve richiedere a MPS il pid
del processo che fornisce quel servizio. La richiesta può avvenire speciﬁcando
direttamente la categoria ed il nome del servizio (se il nome è stabilito a priori)
oppure attraverso una enumerazione di tutti i servizi appartenenti ad una data
categoria. Ad esempio, il driver di gestione del disco si registrerà ad MPS
come fornitore di servizio di categoria disco con nome hda; quando il driver
di ﬁlesystem richiederà il servizio disco/hda perchè speciﬁcato in un suo ﬁle
di conﬁgurazione, MPS risponderà fornendo il pid del gestore del servizio di
categoria disco e di nome hda.
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Algorithm 16 Modulo TCP: richiesta del pid di IP
ip_pid=0;
errcode=GetDriverPid("network ","ip ",&ip_pid,MPS_WAITRUN);
if (errcode || (ip_pid==0)) {
printf("Error in getting IP pid: %s\n",
MpsStrerror(errcode));
}
Algorithm 17 Modulo TCP: registrazione servizio a MPS
if ((ret=DriverStart("transport ","tcp ",DRV_I_MULTI,0,1,
"Transmission Control Protocol (TCP)"))!=0)
{
nameprintf("ERROR Registering to MPS: %s\n",
MpsStrerror(ret));
}
MPS è contattato da tutti i processi attraverso la libreria di sistema sol-
tanto la prima volta che viene richiesto un servizio perchè il pid fornito viene
memorizzato in una variabile locale. Ad esempio, il modulo TCP richiede alla
partenza il pid del modulo IP (vedi alg. 16) e successivamente si registra come
fornitore del servizio TCP (vedi alg. 17).
Il processo MPS viene caricato da INIT durante la scansione del ﬁle initconf.
Durante la fase di inizializzazione del sistema MPS si sincronizza con INIT per
notiﬁcargli il completamento della fase di registrazione dei driver. Questo serve
per avviare driver o servizi che dipendono da altri driver soltanto quando questi
ultimi sono già attivi, cioè registrati ad MPS.
L'interfaccia fornita da MPS agli altri moduli si basa sulle seguenti tipologie
di messaggi:
PRGMPS_ASKPID indica ad MPS la categoria e il nome del servizio e si
aspetta come risposta il pid del processo che lo fornisce oppure un codice
di errore. Può essere speciﬁcata la possibilità di attendere che il processo
servente sia pronto a servire le richieste.
DRVMPS_INIT indica ad MPS che chi invia questo messaggio è un processo
servente che oﬀre servizi della categoria e nome speciﬁcati e sta entrando
nella fase di inizializzazione
DRVMPS_READY indica ad MPS che la fase di inizializzazione annunciata
precedentemente con DRVMPS_INIT è terminata e il processo servente
può accettare richieste
DRVMPS_UNREG indica ad MPS che il processo servente cessa di fornire
il servizio
MPS_WAITFORDRIVER usato da INIT per richiedere ad MPS l'attesa
di un servizio
MPS_INIT_COMPLETE usato nella comunicazione con INIT, indica che
la fase di inizializzazione del sistema è terminata
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1.3.3 VFS
Il processo VFS (Virtual Filesystem Server) fornisce l'astrazione di virtual ﬁle
system, ovvero la struttura ad albero di directory radicata tipica dei sistemi
POSIX. Opera in modo analogo ad MPS relativamente ai ﬁlesystem montati
nel sistema. I processi driver che gestiscono i ﬁle system si registrano a VFS
fornendogli il mount point al quale associare il ﬁle system. Ad esempio, il ﬁle
system radice (root o '/' ) potrebbe essere fornito da un driver di ﬁle system
FAT operante su hard disk e sulla directory /cdrom potrebbe essere mappato il
ﬁle system gestito dal driver ISO9660 che opera su cdrom.
Ogni processo che deve accedere ad un ﬁle contatta prima MPS per ottenere
il pid di VFS e poi quest'ultimo per conoscere il processo che gestisce il ﬁle
system su cui risiede il ﬁle a cui accedere. Il ﬁle è riferito con il path assoluto
nel colloquio con VFS e con il path relativo rispetto al mount point nel colloquio
con il driver. VFS è stato pensato separato da MPS sia per la diversa funzione
logica sia per poter fornire in futuro in modo estremamente semplice viste
virtuali diverse sui ﬁle system presenti nel sistema, ovvero gerarchie ad albero
personalizzate. Per implementare questa caratteristica è suﬃciente che MPS
restituisca un diverso pid di VFS discriminando in base al richiedente.
I messaggi che l'interfaccia fornita da VFS utilizza sono:
VFS_PUBLISH_PARTITION indica a VFS che il processo che invia que-
sto messaggio è un processo servente che fornisce accesso a una partizione
di un'unità disco. Ad esempio il processo servente IDE può pubblicare le
partizioni hda1, hda2, hdc
VFS_REQUEST_PARTITION richiede il pid del processo che fornisce
accesso a una determinata partizione. Ad esempio il processo servente
ISO9660 può richiedere il pid per accedere alla partizione hdc
VFS_PUBLISH_MOUNT_POINT indica che il processo che invia que-
sto messaggio fornisce accesso ad un ﬁle system e che va reso visibile nel
mount point speciﬁcato (ad es. / o /cdrom)
VFS_ENUMERATE_PARTITION richiede la lista delle partizioni pub-
blicate
VFS_ENUMERATE_MOUNT_POINT richiede la lista dei mount point
pubblicati
VFS_GET_FS_PID richiede di fornire il pid che fornisce il ﬁlesystem su
cui risiede un ﬁle (speciﬁcandone il percorso). Ad esempio una richiesta
VFS_GET_FS_PID con parametro /cdrom/directory/ﬁle potrebbe re-
stituire il pid del processo ISO9660 che ha precedentemente eﬀettuato una
VFS_PUBLISH_MOUNT_POINT con path /cdrom
1.4 Device Drivers
I device drivers sono processi che si interfacciano con l'hardware attraverso por-
te di I/O ed utilizzano il meccanismo di gestione eventi del nucleo per ricevere
la segnalazione delle interruzioni dai dispositivi; forniscono interfacce basate su
scambio di messaggi al resto del sistema ed interagiscono con altri driver o con
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i processi serventi. La gestione dell'interruzione hardware viene programmata
dal driver, segnalata dal dispositivo e ricevuta dal nucleo che genera l'opportu-
no evento diretto al driver. Le interfacce sono deﬁnite a priori ed identiﬁcate
univocamente dalla categoria nella quale il driver si registra.
I drivers attualmente implementati su OSSO sono:
• KEYBOARD: gestisce la tastiera standard. È contenuto nel ﬁle sorgente
src/drivers/keyboard.c
• IDE: gestisce i dispositivi ATA e ATAPI (hard disk e cdrom) sui canali
IDE. É contenuto nel ﬁle src/drivers/ide.c
• FAT: gestisce il ﬁlesystem di tipo FAT16 e FAT32. É contenuto nei
ﬁle fat.c, fat.h, fat_cluster.c, fat_cluster.h, fat_dirent.c, fat_dirent.h,
fat_fat.c, fat_fat.h, fat_highlevel.c, fat_highlevel.c, fat_lowlevel.c e
fat_lowlevel.h nella directory src/drivers/
• ISO9660: gestisce il ﬁlesystem dei cdrom. È contenuto nel ﬁle sorgente
src/drivers/iso9660.c
• NE2KPCI: gestisce le schede di rete NE2000 PCI. È contenuto nei ﬁle
arp.c ethernet.c ne2k-pci.c nella directory src/drivers/
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2 Il protocollo TCP/IP
2.1 Storia del protocollo
L'origine di TCP/IP risale al progetto di ricerca DARPA (Department of Defen-
se (DoD) Advanced Research Project Agency) condotto dal Dipartimento della
Difesa degli Stati Uniti tra la ﬁne degli anni '60 e l'inizio degli anni '70. L'obiet-
tivo era la realizzazione di un sistema di interconnessione di reti con un elevato
grado di tolleranza ai guasti anche di grossi segmenti. Per ottenere questo ri-
sultato la rete doveva essere decentralizzata, non avere quindi nessun singolo
punto critico e la comunicazione doveva essere in grado di cambiare percorso
dinamicamente.
In quel periodo, le comunicazioni erano basate sulle linee telefoniche che uti-
lizzavano la tecnologia a commutazione di circuito: alla composizione del numero
viene allocato un percorso immutabile per tutta la durata della comunicazione
la cui banda viene riservata per uso esclusivo della comunicazione stessa
. Per ovviare alla rigidità e alla mancanza di eﬃcienza fu inventata la tecno-
logia della commutazione di pacchetto. Il messaggio da spedire viene suddiviso
in pezzi, ognuno inserito in un pacchetto contenente informazioni aggiuntive
suﬃcienti a renderlo capace di viaggiare sulla rete in modo autonomo. Questo
permette di avere percorsi dinamici (ogni nodo della rete può decidere in tempo
reale verso quale link instradare un pacchetto) e di sfruttare meglio la banda
disponibile (possono viaggiare contemporaneamente sullo stesso circuito ﬁsico
pacchetti appartenenti a comunicazioni diverse).
Inoltre, le reti esistenti erano molto eterogenee per tipologia e protocolli
usati. Per poter comunicare attraverso canali ﬁsici di diverso tipo è stato inoltre
necessario utilizzare forme intermedie di rappresentazione che potessero essere
tradotte da e verso i protocolli di comunicazione del mezzo ﬁsico. Nasce così lo
stack protocollare TCP/IP.
2.2 Organizzazione dello stack TCP/IP
Lo stack TCP/IP è composto da più protocolli, i cui principali sono TCP e IP,
ed è organizzato in maniera stratiﬁcata come mostrato in ﬁgura 4.
Il protocollo IP svolge la funzione di astrazione della rete e fornisce un meto-
do indipendente dallo strato sottostante (link) per spedire messaggi sulla rete.
Il protocollo TCP usa i servizi oﬀerti da IP e vi realizza il concetto di connes-
sione (vedi capitolo 2.4). I due protocolli sono entità distinte perché TCP può
usare anche altri protocolli che forniscano un'interfaccia equivalente ed anche
IP può fornire i suoi servizi ad altri protocolli (UDP ad esempio). Inoltre alcune
macchine (ad esempio router) implementano soltanto il protocollo IP, dato che
hanno solo il compito di instradare i pacchetti nella rete e non necessitano di
informazioni appartenenti a strati superiori (vedi ﬁgura 5).
2.3 Il protocollo IP
Il protocollo IP fornisce un'interfaccia unica per spedire pacchetti sulle inter-
facce di rete attive nel sistema. Ogni interfaccia dell'entità (host) connessa alla
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rete è identiﬁcata da un indirizzo a 4 byte normalmente mostrato con la nota-
zione A.B.C.D (ad es. 192.168.1.1). Oltre all'indirizzo IP ha associata anche
la netmask che permette di stabilire quali sono gli altri host appartenenti allo
stesso segmento di rete. La coppia indirizzo/netmask permette di identiﬁcare un
host e la sottorete cui appartiene. Ad esempio l'indirizzo 192.168.1.1 netmask
255.255.255.0 indica che la rete è 192.168.1.0 e l'host indicato è il numero 1. La
netmask è semplicemente una maschera di bit da porre in AND con l'indirizzo
per ottenere il valore di rete. Per decidere attraverso quale interfaccia spedire
un pacchetto in uscita, IP consulta la tabella di routing che può contenere anche
un valore di default nel caso non vi siano regole applicabili per la destinazione.
Per gestire le dimensioni dei dati da spedire attraverso interfacce eterogenee IP
può eventualmente frammentare il messaggio in più pacchetti che poi vengono
ricompattati una volta giunti a destinazione.
Il messaggio che viene ﬁsicamente spedito sulla rete contiene il pacchetto
IP formato da un'opportuna intestazione con gli indirizzi mittente e destinata-
rio, informazioni sulla eventuale frammentazione e la precedenza, un campo di
controllo (checksum) e il contenuto del messaggio. Il pacchetto IP è quindi il
contenuto di un altro pacchetto dello strato inferiore. Similmente il contenuto
del pacchetto IP è il pacchetto proveniente dallo strato superiore, in questo caso
TCP. Ogni passaggio da uno strato superiore ad uno strato inferiore aggiunge
un'intestazione e il pacchetto spedito dallo strato superiore diventa il contenuto
del pacchetto destinato allo strato inferiore. Al momento della ricezione, quando
il pacchetto risale lo stack, le intestazioni vengo interpretate e rimosse e soltanto
il contenuto prosegue verso l'alto.
La spedizione di un pacchetto IP può non andare a buon ﬁne per errori di
trasmissione, errori temporanei della rete o congestione di un link. Il protocollo
IP non pone rimedio agli errori di trasmissione poichè è stato progettato per
fornire un'interfaccia semplice e ben deﬁnita agli strati superiori dello stack o
alle applicazioni che non hanno bisogno di garanzie di trasmissione dati.
29
WAN WAN WAN
COMPUTER A COMPUTER B
TCPTCP
Applicazioni Applicazioni
ROUTER ROUTER
Spedizione messaggio da A a B
IPIP IP IP
LinkLinkLink Link
Figura 5: Router tra Computer A e computer B
L'aﬃdabilità nella comunicazione è ottenuta dal protocollo TCP tramite
meccanismi che rimediano agli errori di trasmissione dei pacchetti IP utilizzan-
do notiﬁche da parte del ricevente e temporizzatori per generare ritrasmissioni.
Il canale logico di comunicazione stabilito tra il modulo TCP mittente e quel-
lo ricevente si chiama connessione. L'applicazione ricevente ha la garanzia di
ricevere tutti i dati trasmessi dal mittente nell'esatto ordine di trasmissione.
L'intestazione dei pacchetti del protocollo IP ha il formato mostrato in ﬁgura
6. I campi sono:
VER numero di versione del protocollo. Per IP questo valore è 4. La dimen-
sione di questo campo è 4 bit
IHL lunghezza dell'header in parole di 32 bit (Internet Header Length). La
dimensione di questo campo è 4 bit
TOS tipo di servizio (Type Of Service). Fornisce dei ﬂag che possono essere
usati dai router per gestire il pacchetto durante il trasporto. La dimensione
di questo campo è 8 bit
lunghezza indica la lunghezza di tutto il pacchetto. La dimensione di questo
campo è 16 bit
identiﬁcatore utilizzato per distinguere i frammenti di un pacchetto da un
altro. La lunghezza di questo campo è 16 bit
ﬂag ﬂag di controllo per la frammentazione. La dimensione di questo campo è
3 bit
posizione frammento indica la posizione dei dati contenuti nel frammento
rispetto al pacchetto originale. La dimensione di questo campo è 13 bit
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TTL Time To Live. Indica il numero massimo di passaggi (hop) che un pac-
chetto può attraversare prima di essere scartato. La dimensione di questo
campo è 8 bit
protocollo indica il numero del protocollo a cui appartiene il contenuto del
pacchetto IP. La dimensione di questo campo è 16 bit
checksum fornisce un valore di controllo per veriﬁcare la presenza di errori
nell'header IP. La dimensione di questo campo è 16 bit
indirizzo IP sorgente l'indirizzo IP dell'host da cui proviene il pacchetto. La
dimensione di questo campo è 32 bit
indirizzo IP destinazione l'indirizzo IP dell'host a cui è diretto il pacchetto.
La dimensione di questo campo è 32 bit
2.4 Il protocollo TCP
Gli host mittente e destinatario di una comunicazione di rete sono identiﬁcati
univocamente dall'indirizzo IP. Per permettere a più processi all'interno degli
host di comunicare è stato introdotto il concetto di porta, un intero positivo
a 16 bit. La coppia indirizzo IP e porta è deﬁnita socket. La connessione è
univocamente identiﬁcata dalle due coppie di socket locale e remoto ed è un
canale bidirezionale attraverso il quale ﬂuisce uno stream di ottetti (byte) che
costituiscono l'unità della trasmissione dati. TCP garantisce alle applicazioni
che tutti i dati vengano trasmessi senza perdite né duplicazioni e ricevuti nel
corretto ordine. Per questo motivo viene associato un numero di sequenza ad
ogni ottetto. Dal momento che il canale è bidirezionale, TCP deve gestire il
numero di sequenza degli ottetti trasmessi e di quelli ricevuti. L'associazione tra
numero di sequenza e ottetto trasmesso permette di consegnare all'applicazione
i dati nell'ordine corretto. Per ovviare al problema di pacchetti persi per errori
di rete il modulo TCP ricevente invia delle segnalazioni di corretta ricezione,
detti acknowledgement. Se il modulo mittente non riceve l'acknowledgement di
un segmento dati entro un certo tempo lo ritrasmette. La lentezza della rete può
causare quindi ricezione di dati duplicati che però sono facilmente individuabili
grazie al numero di sequenza.
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L'intestazione dei pacchetti del protocollo TCP ha il formato mostrato in
ﬁgura 7. I campi sono:
porta sorgente speciﬁca la porta del socket del sistema da cui ha avuto origine
il pacchetto. La dimensione del campo è di 16 bit
porta destinazione speciﬁca la porta del socket del sistema verso cui è desti-
nato il pacchetto. La dimensione del campo è di 16 bit
numero di sequenza indica il numero di sequenza dei dati contenuti nel pac-
chetto. La dimensione del campo è di 32 bit
numero di sequenza confermato indica il prossimo numero di sequenza che
il modulo TCP si aspetta di ricevere. La dimensione del campo è di 32 bit
DOF Data oﬀset, indica il punto di inizio dei dati rispetto all'inizio del pac-
chetto in numero di parole da 32 bit. Corrisponde alla lunghezza totale
dell'header TCP. Viene utilizzato perché il pacchetto può avere un numero
variabile di opzioni dopo l'intestazione. La dimensione del campo è di 4
bit
RES riservato. La dimensione del campo è di 6 bit
CTRL ﬂag del pacchetto (ad es. SYN o FIN). La dimensione del campo è di
6 bit
Finestra speciﬁca il numero di byte disponibili nel buﬀer di ricezione (riferito
al mittente del pacchetto). La dimensione del campo è 16 bit
Checksum valore di controllo per rivelare errori nei pacchetti. La dimensione
del campo è di 16 bit
Dati urgenti utilizzato per indicare la presenza di dati urgenti (ovvero dati che
il modulo TCP dovrebbe consegnare immediatamente all'applicazione).
La dimensione del campo è di 16 bit
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2.4.1 Inizializzazione della connessione (3-way handshake)
Dal momento che l'intero protocollo è basato sul corretto ordinamento dei dati
(trasmessi e ricevuti) è necessario che sia il ricevente che il mittente sappia-
no qual è il numero di sequenza del primo ottetto della comunicazione. Questo
scambio di informazioni avviene nella fase dell'inizializzazione della connessione.
Il primo pacchetto spedito contiene il ﬂag SYN (sincronizzazione) e il numero
di sequenza scelto come iniziale per la connessione. L'altro modulo spedisce un
acknowledgement (ﬂag ACK ) per confermare il numero di sequenza ricevuto
e un pacchetto di sincronizzazione con il suo numero di sequenza iniziale. Al
momento in cui il nodo che ha iniziato la connessione riceve il pacchetto con ﬂag
SYN ne invia l'acknowledgement e considera la connessione stabilita. Questa
procedura in quattro passi viene abbreviata in tre includendo il secondo pacchet-
to SYN e l'ACK per il primo SYN in un unico pacchetto. Questo è il dettaglio
dei pacchetti scambiati tra gli host A e B allo stabilire della connessione:
1. A genera il proprio numero di sequenza e lo spedisce a B con pacchetto
con ﬂag SYN
2. B riceve il pacchetto, memorizza il numero di sequenza scelto da A, genera
il proprio numero di sequenza e spedisce un pacchetto con ﬂag SYN e ACK
3. A riceve il pacchetto, memorizza il numero di sequenza scelto da B e
spedisce un pacchetto ACK
Questa sequenza in tre fasi si chiama three way handshake (vedi ﬁgura 8). Dopo
questa fase, la connessione è attiva e i due host possono scambiarsi dati utili.
33
Il numero di sequenza è un intero a 32 bit che viene generato ad ogni nuova
connessione per minimizzare le possibilità di conﬂitto con pacchetti ristrasmessi
della stessa connessione o appositamente preparati per scopi maliziosi.
Ogni pacchetto con il ﬂag ACK attivo ha associato il numero di sequenza di
cui spedisce l'acknowledge. Implicitamente sono considerati ricevuti corretta-
mente tutti gli ottetti con numero di sequenza precedente a quello associato al-
l'ACK. Per gestire l'inizio e ﬁne della connessione, anche i ﬂag SYN e FIN hanno
un numero di sequenza e possono essere confermati da un acknowledgement.
Per implementare questo scambio di pacchetti la connessione passa attraver-
so diversi stati come mostrato in ﬁgura 9. Si distinguono due casi di apertura
di una nuova connessione: attiva e passiva. Si dice attiva quando viene iniziata
dal sistema locale verso il sistema remoto; passiva se vale il contrario. Per-
chè l'apertura passiva possa aver luogo è necessario che una connessione venga
inizializzata e posta in ascolto su una porta.
Nel caso di apertura attiva la connessione attraversa i seguenti stati:
CLOSED le strutture dati (tcb) per gestire la connessione non sono allocate.
Con la spedizione del primo pacchetto dell'handshake il tcb viene allocato
e la connessione passa in stato SYN-SENT
SYN-SENT indica che è stato inviato il primo pacchetto dell'handshake. Può
tornare in stato CLOSED se si veriﬁca un interruzione da parte dell'ap-
plicazione o un errore di rete. Oppure può procedere allo stato ESTABLI-
SHED se riceve il prossimo pacchetto dell'handshake (ﬂag SYN e ACK).
Se questo succede, viene inviato al sistema remoto un ACK di conferma
della ricezione del pacchetto SYN.
ESTABLISHED i due host si sono comunicati correttamente i rispettivi nu-
meri di sequenza iniziali e la comunicazione può iniziare
Nel caso di apertura passiva la connessione attreversa i seguenti stati
CLOSED nessun tcb allocato. L'applicazione inizia l'apertura passiva e la
connessione passa allo stato LISTEN
LISTEN la connessione è in ascolto di pacchetti provenienti da sistemi remoti.
Non appena viene ricevuto il primo pacchetto del three-way handshake
(ﬂag SYN) la connessione passa allo stato SYN-RCVD e viene spedito il
secondo pacchetto (ﬂag SYN e ACK). Può tornare in stato CLOSED in
caso di interruzione dall'applicazione.
SYN-RCVD indica che il pacchetto SYN è stato ricevuto dal sistema remoto,
che il pacchetto con ﬂag SYN e ACK è stato inviato e che la connessione è
in attesa dell'ACK del proprio SYN. Alla ricezione dell'ultimo pacchetto
dell'handshake, la connessione passa in stato ESTABLISHED. Può tornare
in stato LISTEN in caso di errore di rete o interruzione dall'applicazione.
2.4.2 Trasmissione dati
La trasmissione dei dati avviene dopo che si è concluso con successo il three-way
handshake, ovvero la connessione passa in stato ESTABLISHED. Ogni pacchet-
to ha nell'intestazione il numero di sequenza del primo ottetto che trasporta,
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Figura 9: Stati della connessione
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il ﬂag ACK settato e il numero di sequenza confermato uguale al successivo
ottetto da ricevere. Ad ogni spedizione di un pacchetto dati il mittente imposta
un timeout di ritrasmissione che viene rimosso alla ricezione dell'ACK relativo.
Il caso di pacchetto perso è quindi gestito attraverso il timeout e la mancata
notiﬁca da parte del ricevente.
Nel caso in cui un host spedisca pacchetti molto velocemente il sistema rice-
vente potrebbe non essere in grado di riceverli correttamente e di spedire indietro
gli ACK. L'eccessivo traﬃco di pacchetto potrebbe causare un sovraccarico del
link di comunicazione che può portare (come nel caso di una rete Ethernet) ad
ulteriori errori nella comunicazione causato da collisioni tra i pacchetti. Per
evitare questa situazione, TCP limita il numero di dati in transito sulla rete at-
traverso un meccanismo basato sulla dimensione del buﬀer di ricezione (controllo
della congestione).
I dati ricevuti vengono inseriti nel buﬀer di ricezione nella posizione corri-
spondente al numero di sequenza in modo da preservarne l'ordinamento. La
consegna all'applicazione può avvenire soltanto per dati contigui a partire dal-
l'ultimo numero di sequenza già consegnato e soltanto su richiesta dell'applica-
zione stessa. Può succedere, quindi, che una parte del buﬀer non possa essere
liberata anche se i dati sono pronti perchè in attesa di questa richiesta. Altre
parti del buﬀer possono contenere dati ricevuti fuori ordine ma il cui ACK non
può essere spedito per la mancanza di ottetti con numeri di sequenza precedenti.
La limitazione del traﬃco avviene in base al valore della ﬁnestra dei numeri
di sequenza che è possibile ricevere. Ogni pacchetto con il ﬂag ACK settato
contiene anche un valore di ﬁnestra signiﬁcativo che è uguale allo spazio ancora
utilizzabile del buﬀer di ricezione, cioè lo spazio compreso tra la dimensione
massima e l'ultimo ottetto dei dati contigui in attesa di essere consegnati all'ap-
plicazione (vedi ﬁgura 10). In pratica il ricevente segnala con ogni ACK quanti
ottetti può ancora ricevere prima di saturare il suo buﬀer. Quando l'applicazione
svuota il buﬀer di dati contigui, la ﬁnestra si sposta in avanti.
2.4.3 Chiusura della connessione
La connessione viene chiusa inviando un pacchetto con ﬂag FIN. Dal momento
che la connessione è un canale bidirezionale (ovvero sono due gli stream di dati
da gestire) è necessario un FIN per ogni canale. Il FIN ha concettualmente
un numero di sequenza successivo all'ultimo ottetto dello stream e viene quindi
anch'esso confermato da un ACK.
Il protocollo prevede che i due canali siano gestiti in modo indipendente,
ovvero che la chiusura di uno dei due non abbia inﬂuenza sull'altro. Tuttavia
nella comune implementazione di tipo socket i due canali corrispondono alla
lettura e scrittura su un unico ﬁle descriptor e non è quindi possibile chiuderne
soltanto uno. Per questo, non appena un sistema (locale o remoto) invia il FIN,
l'altro inserisce un FIN alla ﬁne della sua coda di dati da trasmettere. Appena
i dati rimanenti nei due canali sono trasmessi correttamente, la connessione è
chiusa.
Dopo la spedizione dell'ACK relativo al FIN del sistema remoto la connessio-
ne passa allo stato TIME_WAIT e, dopo il timeout, nello stato CLOSED. Que-
sto timeout è pensato per dare possibilità al sistema remoto di ricevere l'ACK
relativo al FIN. Se non dovesse riceverlo per tempo è possibile ritrasmetterlo
ﬁnchè dura il timeout.
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Figura 10: Finestra di ricezione
Se invece il pacchetto con ﬂag FIN arriva dal sistema remoto viene spedito
l'ACK relativo, la connessione passa in stato CLOSEWAIT e viene mandata una
notiﬁca all'applicazione. Appena viene richiesta la chiusura della connessione
anche da parte dell'applicazione del sistema locale viene spedito il FIN e la
connessione passa in stato LAST ACK. Ricevuto l'ACK, la connessione passa
imediatamente in stato CLOSED.
2.5 Gestione della congestione
Il TCP presenta problemi di prestazioni nel caso di perdita di pacchetti o di
arrivo dei dati fuori ordine. Ad esempio, un pacchetto perso può bloccare la
connessione ﬁnchè il timeout di ritrasmissione non scade (vedi ﬁgura 11) o l'ar-
rivo dei dati fuori ordine può rallentare lo spostamento della ﬁnestra dei numeri
di sequenza.
Per questo motivo sono stati sviluppati diversi algoritmi per migliorare le
performance del TCP:
• Slow Start
• Congestion Avoidance
• Fast Retransmit
• Fast Recovery
2.5.1 Slow Start
Un modulo TCP ha la possibilità di spedire tutti i dati che rientrano nella
ﬁnestra di trasmissione nel momento in cui la connessione viene stabilita. Questo
può causare un invio improvviso di un grande blocco di dati. Nel caso di una
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Figura 11: Timeout di Ritrasmissione
rete locale questo non causa problemi, ma nel caso di un collegamento non
veloce può causarne immediatamente la congestione, perdita di pacchetti e calo
di performance dovuto ai timeout. Per evitare questa situazione, l'algoritmo
Slow Start inserisce i pacchetti nella rete in modo graduale, ﬁnchè non è in
grado di stabilire che il sistema remoto è in grado di riceverli correttamente.
La realizzazione utilizza una ﬁnestra aggiuntiva, detta congestion window,
per tenere traccia della dimensione massima gestibile dal link. Questa ﬁnestra
ha un valore iniziale di un segmento (tipicamente 512 o 536 byte) e viene am-
pliata ad ogni ACK ricevuto di un ulteriore segmento. La dimensione massima
dei dati che il TCP immette nella rete è dato dal minimo tra la ﬁnestra di con-
gestione e la ﬁnestra di ricezione fornita dall'altro sistema. Il mittente spedisce
inizialmente un solo segmento; alla ricezione dell'ACK, la ﬁnestra viene espansa
e due segmenti vengono inviati; questo provoca la ricezione di altri due ACK che
ampliano la ﬁnestra a 4 segmenti e così via. Il risultato è un incremento della
dimensione della ﬁnestra di congestione che segue un andamento esponenziale
in caso venga ricevuto un ACK per ogni segmento spedito o leggermente più
lento nel caso il ricevente ritardi l'invio di ACK per comprendervi più di un
pacchetto. Il comportamento di Slow Start è mostrato in ﬁgura 12.
L'algoritmo di Slow Start introduce in questo modo un metodo di controllo
del ﬂusso dati gestito dal mittente, mentre lo standard TCP iniziale ne prevede
la gestione soltanto da parte del ricevente.
2.5.2 Congestion Avoidance
La congestione della trasmissione avviene tipicamente nel passaggio dei dati da
una rete ad alta banda verso una rete a banda minore, ad esempio tra una
LAN e una WAN (modem) o attraverso un router i cui ﬂussi di dati in ingresso
eccedano la banda del canale di uscita. Congestion Avoidance fornisce un modo
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per individuare e gestire queste situazioni attraverso il controllo del ﬂusso dati
da parte del mittente utilizzando l'algoritmo Slow Start sia in fase iniziale sia
per il recupero dalla congestione.
L'algoritmo assume che ci sia una congestione quando scade un timeout per
la ritrasmissione di un pacchetto o viene ricevuto un ACK duplicato. In questo
caso la velocità di trasmissione deve essere ridotta per permettere alla rete di
decongestionarsi e successivamente aumentata di nuovo. Per queste situazioni
l'algoritmo utilizza Slow Start. La sua realizzazione utilizza due variabili: cwnd
(ﬁnestra di congestione) e ssthresh (soglia per l'algoritmo Slow Start). Il suo
funzionamento è il seguente:
1. inizializzazione della ﬁnestra di congestione cwnd a un segmento e della
soglia ssthresh a 65535
2. la ﬁnestra di numeri di sequenza che il TCP usa per la spedizione è il
minimo tra cwnd e la ﬁnestra di ricezione annunciata dal ricevente
3. quando si rileva congestione del canale (ad esempio tramite la scadenza di
un timeout di ritrasmissione o tramite la ricezione di un ACK duplicato),
ssthresh viene impostato uguale alla metà della ﬁnestra corrente. Inoltre,
se la congestione è rilevata tramite timeout, cwnd viene reinizializzata a
uno.
4. alla ricezione di ACK la ﬁnestra cwnd viene incrementata di un valore che
dipende dal fatto che TCP stia facendo Slow Start oppure sia in congestion
avoidance. Se cwnd è minore o uguale a ssthresh allora TCP è in Slow
Start, altrimenti è in Congestion Avoidance.
Quando TCP è in Slow Start, l'incremento della ﬁnestra cwnd è di uno ad ogni
ACK ricevuto. Questo ha l'eﬀetto di far crescere la ﬁnestra esponenzialmente (o
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quasi, vedi capitolo precedente) ﬁno alla metà della dimensione precedentemente
registrata all'ultima congestione. Quindi passa in Congestion Avoidance e la
incrementa in modo lineare.
2.5.3 Fast Retransmit e Fast Recovery
Fast Retrasmit e Fast Recovery non sono veri e propri algoritmi a sé stanti ma
modiﬁche all'algoritmo combinato Slow Start più Congestion Avoidance.
Fast Restransmit cerca di evitare l'attesa di timeout (mostrata in ﬁgura
11) nel caso di pacchetto perso. Si basa sulla considerazione che se un ACK
viene ricevuto con un valore che non conferma tutti i dati già spediti non ne-
cessariamente il pacchetto è andato perso, ma potrebbe essersi veriﬁcato un
cambiamento nell'ordine di ricezione ed è quindi probabile ricevere entro breve
tempo un ACK per tutti i dati. Se però vengono ricevuti tre ACK consecutivi
con lo stesso numero di sequenza allora c'è un'alta probabilità che si tratti di un
pacchetto perso. Quando viene ricevuto un segmento non nell'ordine atteso il
TCP ricevente dovrebbe inviare subito l'ACK per segnalare questa informazione
al TCP mittente che può così prendere contromisure.
Fast Retransmit entra in azione proprio quando vengono ricevuti tre o più
ACK con lo stesso numero di sequenza. In questa situazione viene forzata la
ritrasmissione del pacchetto prima della scadenza del timeout.
Fast Recovery agisce dopo la ritrasmissione eﬀettuata da Fast Retransmit.
Normalmente in caso di pacchetto perso TCP dovrebbe eﬀettuare uno Slow
Start, ma Fast Recovery eﬀettua un Congestion Avoidance. Questo perchè la
ricezione di un ACK duplicato non indica soltanto che un pacchetto si è perso
ma anche che il pacchetto che ha causato la spedizione dell'ACK è stato ri-
cevuto con successo. Quindi dei dati sono nel buﬀer di ricezione e tra i due
sistemi c'è comunicazione e una moderata congestione e la riduzione della ﬁne-
stra di congestione a uno abbasserebbe la velocità di trasmissione molto più del
necessario.
2.6 Evoluzioni successive
Gli algoritmi Slow Start, Congestion Avoidance, Fast Retransmit e Fast Recove-
ry sono diventati standard e pubblicati in [14] e [15] e sono di solito implementati
tutti e quattro insieme. Un modulo che li implementi è identiﬁcato con il nome
di TCP Reno dal nome della prima implementazione, la release 4.3Reno di BSD,
che aggiunge Fast Recovery all'implementazione precedente (Tahoe). Reno pre-
senta tuttavia calo di prestazioni nel caso in cui i pacchetti persi in una ﬁnestra
siano più di uno.
Per questo motivo sono stati sviluppate delle varianti degli algoritmi già
accennati che siano in grado di riconoscere questo caso e di agire minimizzando
il calo di performance:
• SACK
• NewReno
• Westwood
• Westwood+
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2.6.1 SACK
Nello standard RFC793 [11] è prevista la possibilità di aggiungere informazioni
all'header del pacchetto TCP sotto forma di opzioni. Queste opzioni sono state
aggiunte e formalizzate in altri RFC successivamente. L'algoritmo SACK (Se-
lective Acknowledgement) utilizza due opzioni TCP per aggiungere informazioni
ai messaggi di ACK normalmente utilizzati dal TCP. L'idea è quella di comuni-
care più informazioni possibili sui blocchi ricevuti in modo che il mittente possa
evitare di spedire dati già ricevuti.
L'algoritmo SACK richiede l'uso di due nuove opzioni TCP: SACK e SACK-
permitted. SACK-permitted è utilizzata soltanto nei pacchetti con ﬂag SYN du-
rante l'inizializzazione della connessione. Il suo signiﬁcato è quello di richiedere
al TCP dell'altro sistema se l'opzione può essere utilizzata. In caso aﬀermativo,
anche il pacchetto marcato con i ﬂag SYN e ACK della seconda fase dell'hand-
shake conterrà questa opzione. L'altra opzione è utilizzabile solo se è stata
precedentemente usata la prima opzione.
Ogni volta che viene ricevuto un pacchetto dati fuori ordine, il TCP rice-
vente spedisce indietro un ACK con il numero di sequenza atteso. Attraverso
l'uso delle opzioni SACK, l'ACK viene arricchito con informazioni più precise
sullo stato dei pacchetti ricevuti correttamente. Ogni opzione indica un blocco
di numeri di sequenza contigui (che può comprendere più di un pacchetto) pre-
senti nel buﬀer del ricevente ma che non possono ancora essere confermati per la
mancanza di dati con numero di sequenza inferiore. Al momento della ricezione
di pacchetti ACK con opzioni SACK, il TCP mittente incamera le informazio-
ni sullo stato del buﬀer del ricevente. La ritrasmissione eﬀettiva avviene alla
ricezione del terzo ACK fuori ordine utilizzando l'algoritmo Fast Retransmit.
2.6.2 NewReno
L'algoritmo SACK è utilizzabile solo se sia il mittente che il ricevente imple-
mentano l'opzione SACK. L'algoritmo NewReno è stato sviluppato per ovviare
alla perdita di più pacchetti appartenenti ad una ﬁnestra senza utilizzare op-
zioni aggiuntive. NewReno tiene traccia del comportamento dell'algoritmo Fast
Retransmit in modo da riconoscere la perdità di più pacchetti e di evitare un
eccessivo calo di prestazioni.
Fast Retransmit entra in funzione alla ricezione di tre identici pacchetti ACK
fuori ordine. Qui NewReno memorizza l'ultimo numero di sequenza spedito in
una nuova variabile recover. Il pacchetto identiﬁcato dagli ACK viene ritrasmes-
so. Se viene poi ricevuto un ACK che conferma tutti i dati spediti (ovvero ﬁno
al valore di recover) signiﬁca che c'era un solo pacchetto perso nella ﬁnestra. Se
invece viene ricevuto un ACK che conferma un numero di sequenza inferiore al
valore di recover allora l'ACK viene deﬁnito parziale e indica la presenza di altri
pacchetti persi. NewReno interviene modiﬁcando Fast Recovery attivato dopo
il Fast Retransmit, ritrasmettendo il pacchetto individuato dall'ACK parziale
(non attendendo quindi i tre ACK). Questo comportamento viene mantenuto
ﬁno alla ricezione di un ACK che confermi tutti i dati ﬁno al valore di recover.
Inoltre la ﬁnestra di congestione viene aggiornata ad ogni nuova ricezione in
modo da avere al termine del Fast Recover una quantità di dati presenti sulla
rete circa uguale a ssthresh.
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2.6.3 Westwood e Westwood+
Gli algoritmi di Fast Recovery e Reno operano rilevando la congestione e ridu-
cendo la velocità di immissione dati sulla rete. Tuttavia la soglia ssthresh che
determina il cambiamento della crescita della ﬁnestra di congestione da espo-
nenziale a lineare è ﬁssato per ogni algoritmo e diﬃcilmente può adattarsi a
tutte le situazioni.
Per ottenere migliore adattabilità l'algoritmo Westwood monitorizza conti-
nuamene la banda disponibile ricavandola dalla frequenza di ricezione dei pac-
chetti di acknowledgement. Questo valore viene poi utilizzato al rilevamento
di una congestione (con un meccanismo di attivazione identico al Fast Retran-
smit). La soglia di Slow Start e la dimensione della ﬁnestra di congestione sono
calcolate in relazione al valore della banda stimata al momento della congestione.
La frequenza di ricezione degli ACK fornisce una buona stima se non vengono
utilizzati ACK ritardati. Sono previsti dallo standard TCP ritardi ﬁno a 500
millisecondi per raggruppare più pacchetti ACK in uno solo, dato che un numero
di acknowledgement conferma tutti i dati con numero di sequenza inferiore.
Per questo motivo è stata sviluppata una variante dell'algoritmo Westwood
denominata Westwood+ che modiﬁca l'algoritmo di stima della banda aggiun-
gendo un ﬁltro che riconosce gli ACK ritardati.
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3 Implementazione del TCP/IP su OSSO
L'implementazione qui descritta ha avuto come obiettivo quello di fornire al
sistema operativo OSSO un insieme di funzionalità che permettono di sviluppare
applicazioni che fanno uso di TCP. Per questo è stato implementato quanto
descritto nello standard RFC793 [11] ad eccezione della gestione dei dati urgenti.
3.1 Organizzazione modulare
Per integrazione con l'architettura modulare di OSSO, lo stack TCP/IP consiste
di tre moduli software che realizzano i diversi strati di rete coinvolti nella tra-
smissione dati (vedi ﬁgura 13). Lo strato inferiore, quello di link, è fornito dalla
scheda di rete che comunica con un mezzo di trasmissione Ethernet. Il modulo
inferiore dello stack è il driver di questo dispositivo e gestisce trasmissione e
ricezione di pacchetti Ethernet e servizio di ARP. Il modulo intermedio è IP che
contiene le informazioni sulle interfacce di rete disponibili e la tabella di routing.
Fornisce l'interfaccia di spedizione e ricezione pacchetti e alcune funzionalità del
protocollo ICMP. L'ultimo strato dello stack, TCP, si appoggia ai servizi forniti
da IP e oﬀre un'interfaccia alle applicazioni.
Per ovviare all'overhead della copia del messaggio ripetuta per ogni modulo
dello stack di rete è stata realizzata una implementazione che sfrutta le caratte-
ristiche del sottosistema di scambio di messaggi di OSSO. Questo meccanismo
(vedi cap. 1.2.5) prevede l'assenza di copia del messaggio a favore del trasferi-
mento di una pagina di memoria dallo spazio di indirizzamento del mittente allo
spazio di indirizzamento del destinatario. Ogni messaggio corrisponde ad una
pagina di memoria ed è allocato tramite la primitiva getbmsg(). Per sfruttare
questa caratteristica nello stack di rete è stato previsto un campo negli header
dei messaggi scambiati tra i moduli che indica l'oﬀset dall'inizio della pagina
dove risiedono eﬀettivamente i dati. Ovvero, ogni passaggio da uno strato al-
l'altro accederà solamente all'intestazione del messaggio e la parte iniziale dei
dati (l'header del pacchetto di rete) e sposterà opportunamente il riferimento al
contenuto del messaggio.
Il processo servente MPS supporta i moduli per fornire le associazioni tra
pid e il servizio oﬀerto. Viene contattato dai moduli per registrarsi e per richie-
dere i pid dei serventi necessari soltanto in fase di inizializzazione dello stack
protocollare. Viene chiamato dai processi utente soltanto la prima volta che è
necessario eﬀettuare una comunicazione con il modulo TCP.
3.2 Modulo Ethernet
Il modulo ethernet è il driver della scheda di rete che collega strati superiori con
il livello di link.
Ha la necessità di gestire sia l'interfaccia verso altri moduli, basata quindi
su scambio di messaggi, sia l'interfaccia hardware della scheda di rete basata su
interrupt hardware. Per questo motivo, il modulo è composto da due threads,
uno in attesa di ricezione di messaggio, l'altro in attesa di interrupt. Per la
corretta interazione dei thread sono utilizzati semafori per consentire accesso in
mutua esclusione alle strutture dati e ai registri hardware.
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Le operazioni implementate relativamente allo strato hardware sono la spedi-
zione di pacchetti ad un MAC address destinatario, la ricezione di un pacchetto
destinato al MAC address della scheda, l'invio e ricezione di pacchetti broadcast.
Le funzionalità oﬀerte allo strato superiore sono di registrazione e deregistra-
zione di protocollo e spedizione di pacchetti. La registrazione dei protocolli di
livello superiore è l'operazione che fornisce al modulo suﬃcienti informazioni per
poter eﬀettuare il demultiplexing alla ricezione di un pacchetto appartenente a
quel protocollo dal link di rete. Tali informazioni includono la lunghezza del-
l'indirizzo del protocollo (ad es. 4 byte per il protocollo IP) e l'indirizzo stesso
(ad es. 192.168.1.1).
La comunicazione con gli strati superiori avviene tramite ricezione di messag-
gi il cui primo valore speciﬁca il tipo del comando richiesto e conseguentemente
anche la struttura del contenuto del messaggio stesso. Il modulo elabora la ri-
chiesta e restituisce al richiedente un messaggio dello stesso tipo del comando
richiesto con i campi alterati dall'operazione. Ogni comando contenente dati
da trasferire avrà il puntatore data_oﬀset valido e deﬁnito al primo byte delle
informazioni da incapsulare e trasmettere.
Dagli strati superiori dello stack di rete, il modulo accetta i seguenti comandi:
NET_IFACE_REGISTER_PROTOCOL comando di registrazione di un
protocollo e associazione dell'indirizzo fornito al MAC address della sche-
da. Il formato del messaggio include i campi:
int OpCode contiene NET_IFACE_REGISTER_PROTOCOL
int ErrorCode contiene il codice di errore. Signiﬁcativo solo per il mes-
saggio restituito dal modulo agli strati superiori
word Protocol_ID contiene il numero del protocollo secondo quanto
speciﬁcato in [13]
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Figura 13: Implementazione del TCP/IP Stack
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Algorithm 18 Formato header Ethernet
typedef struct __Ethernet_Frame_Header {
byte Destination_HW_Address[6]; /* MAC Address */
byte Sender_HW_Address[6]; /* MAC Address */
word Protocol_ID; /* RFC1700*/
} Ethernet_Frame_Header ;
word Protocol_Address_Size contiene la dimensione in byte dell'in-
dirizzo
byte Protocol_Address[MAX_PROTOCOL_ADDRESS_SIZE]
contiene l'indirizzo del protocollo da attribuire all'interfaccia
NET_IFACE_UNREGISTER_PROTOCOL Consente di deregistrare un
protocollo dall'interfaccia di rete. Il formato del messaggio è identico al
comando NET_IFACE_REGISTER_PROTOCOL
NET_IFACE_PACKET Spedizione di un pacchetto attraverso l'interfaccia
di rete. Il formato del messaggio include i campi:
int OpCode contiene NET_IFACE_PACKET
int ErrorCode contiene il codice di errore. Signiﬁcativo solo per il mes-
saggio restituito dal modulo agli strati superiori
word Protocol_ID contiene il numero del protocollo secondo quanto
speciﬁcato in [13]
word Protocol_Address_Size contiene la dimensione in byte dell'in-
dirizzo di protocollo del destinatario
byte Protocol_Address[MAX_PROTOCOL_ADDRESS_SIZE]
contiene l'indirizzo destinazione del pacchetto
word Data_Oﬀset Puntatore all'area di inizio dati all'interno del mes-
saggio
byte Data[] Il contenuto del pacchetto da spedire. I dati eﬀettivi iniziano
a partire dal byte numero Data_Oﬀset
La scheda di rete segnala al driver tramite interrupt due eventi signiﬁcativi: il
completamento della trasmissione di un pacchetto e la ricezione di un pacchetto
dalla rete. Il driver al completamento della trasmissione con successo toglie il
pacchetto dalla coda di trasmissione. I dati ricevuti dalla scheda di rete hanno
un'intestazione di formato dipendente dall'hardware da cui viene estratta la
dimensione del pacchetto e l'intestazione del protocollo Ethernet (vedi alg. 18)
che viene esaminata per controllare se il MAC address di destinazione coincide
con quello della scheda di rete e per prelevare il numero di protocollo di rete (resi
standard in [13]). Il messaggio vero e proprio (ad es. il pacchetto IP) è contenuto
nella memoria della scheda di rete nei byte successivi alle due intestazioni appena
citate.
Dopo aver elaborato le informazioni contenute nelle due intestazioni, il mo-
dulo Ethernet ricerca il numero di protocollo associato al pacchetto nella tabella
My_Protocol_Addresses[] (vedi alg. 19). Se presente signiﬁca che un gestore
per quel protocollo (ad es. il modulo IP) si è precedentemente registrato. Il
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Algorithm 19 My_Protocol_Addresses[]
typedef struct __My_Protocol_Address {
/* Usati per il Demultiplexing */
PID pid;
word Protocol_ID; /* RFC1700 */
/* Usati per ARP */
word Protocol_Address_Size;
byte Protocol_Address[MAX_PROTOCOL_ADDRESS_SIZE];
} My_Protocol_Address ;
My_Protocol_Address My_Protocol_Addresses [MAX_PROTOCOL_ADDRESSES];
modulo alloca quindi un messaggio tramite getbmsg() in cui viene inserito il
contenuto del pacchetto ricevuto dalla rete e che viene spedito al pid recuperato
dalla tabella My_Protocol_Addresses[]. Se invece il gestore non è presente
nella tabella il messaggio viene scartato. Le informazioni in questa tabella ven-
gono aggiornate attraverso i comandi già citati di registrazione e deregistrazione
dei protocolli.
I pacchetti provenienti dalla rete non vengono memorizzati ma vengono scar-
tati se non corretti (il destinatario non coincide con il MAC address locale o il
protocollo speciﬁcato non è registrato) oppure inseriti in un messaggio e inol-
trati al gestore corretto. I pacchetti che provengono dai livelli superiori dello
stack e sono destinati a sistemi remoti sono inseriti in una coda di spedizione
nello stesso ordine in cui raggiungono il modulo Ethernet. Questo perchè la
scheda di rete può spedire un solo pacchetto per volta ed è necessario attendere
l'interruzione che segnali il completamento della spedizione e perchè per alcuni
pacchetti è necessario ottenere il MAC address corrispondente all'indirizzo di
protocollo.
Il modulo contiene un'implementazione del protocollo ARP necessario per
associare indirizzi di rete Ethernet con gli indirizzi di protocollo (ad es. IP). Le
operazioni implementate sono di richiesta di una risoluzione ARP e di risposta ad
una richiesta. Le informazioni per le risposte sono estratte dalla tabella interna
al modulo ARP_Table[] che viene riempita attraverso risposte provenienti da
altri nodi o dai campi Protocol_Address e Protocol_Address_Size contenuti in
My_Protocol_Addresses[]. Il formato della tabella ARP_Table[] è mostrato
in alg. 20.
Ogni qual volta il driver riceve un pacchetto di richiesta ARP, ricerca nella
tabella My_Protocol_Addresses[] l'indirizzo richiesto. Se la ricerca ha succes-
so signiﬁca che l'indirizzo di protocollo richiesto è conﬁgurato sulla macchine
e viene inviata indietro una risposta ARP contenente l'associazione tra l'indi-
rizzo di protocollo richiesto e il MAC address della scheda. Se la ricerca non
ha successo, il messaggio viene scartato. In entrambi casi, il pacchetto ARP
contiente informazioni signiﬁcative: il MAC address del mittente e l'indirizzo di
protocollo del mittente. Questa associazione viene quindi aggiornata o inserita
nella tabella ARP_Table[] se non presente. Il campo utime viene aggiornato
al valore restituito dalla chiamata get_uptime() al momento della ricezione del
pacchetto.
Alla ricezione del comando NET_IFACE_PACKET il driver ricerca l'in-
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Algorithm 20 ARP_Table[]
typedef struct __ARP_Entry {
word active; /* Validità della entry */
byte Hardware_Address[6]; /* MAC Address */
word Protocol_ID; /* RFC1700 */
word Protocol_Address_Size;
byte Protocol_Address[MAX_PROTOCOL_ADDRESS_SIZE];
unsigned long long int utime; /* Timestamp */
} ARP_Entry ;
ARP_Entry ARP_Table [MAX_ARP_ENTRIES];
Algorithm 21 Tabella Interfaces[]
typedef struct __Network_Interface {
dword valid; /* Entry significativa */
PID pid;
IPAddress Address;
IPAddress NetMask;
} Network_Interface;
Network_Interface Interfaces [MAX_INTERFACES];
dirizzo destinazione nella tabella ARP_Table. Se non lo trova oppure l'en-
try è scaduta (ovvero get_uptime() ritorna un valore maggiore di utime +
ARP_TIMEOUT ) il pacchetto da spedire viene memorizzato nella coda di spe-
dizione in attesa di risoluzione ARP e un'opportuna richiesta viene spedita sulla
rete. Alla ricezione del corrispondente pacchetto di risposta ARP le informazioni
mancanti verranno inserite in ARP_Table[] e il pacchetto potrà essere spedito.
3.3 IP
Il modulo IP fornisce ai livelli superiori la possibilità di spedire e ricevere pac-
chetti IP. Contrariamente agli altri moduli, IP è implementato con un singolo
thread che si sospende in attesa di messaggi che possono essere provenienti dal-
lo strato inferiore (modulo Ethernet) o dallo strato di protocollo (TCP). Le
operazioni oﬀerte ai livelli superiori sono:
IP_CMD_Register_Interface registra un'interfaccia di rete: comunica a
IP il nome di un'interfaccia di rete a cui registrarsi come upper level proto-
col in modo da poter ricevere pacchetti provenienti dal link. Il messaggio
contiene il pid del driver dell'interfaccia di rete, l'indirizzo IP e netma-
sk da attribuire a quell'interfaccia. Alla ricezione di questo comando IP
provvede a spedire un comando di tipo IP_CMD_Register_Interface al-
l'interfaccia di rete. Questo comando aggiorna la tabella Interfaces[]
(vedi alg. 21)
IP_CMD_Unregister_Interface deregistra un'interfaccia di rete. Analo-
go alla registrazione.
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Algorithm 22 Tabella Protocols[]
typedef struct __Protocol_Module {
dword valid; /* Entry significativa */
unsigned char Protocol_ID;
PID pid;
} Protocol_Module;
Protocol_Module Protocols[MAX_PROTOCOLS];
IP_CMD_Register_Protocol registra un protocollo di livello superiore:
comunica a IP il pid da associare ad un numero di protocollo di rete
per poter correttamente instradare i messaggi provenienti dal driver della
scheda di rete. TCP invia questo tipo di messaggio durante la sua fase di
inizializzazione. Questo comando aggiorna la tabella Protocols[] (vedi
alg. 22)
IP_CMD_Unregister_Protocol deregistra un protocollo di livello supe-
riore. Analogo alla registrazione
IP_CMD_Packet spedizione di un pacchetto dati. Questo messaggio con-
tiene:
• Indirizzo IP sorgente
• Indirizzo IP destinazione
• Lunghezza dei dati
• Puntatore dei dati all'interno del messaggio (data_oﬀset)
Alla ricezione di questo messaggio, IP individua l'interfaccia a cui tra-
smettere il pacchetto scandendo la tabella Interfaces[] ricercando com-
patibilità con indirizzo IP e Netmask. Quindi eﬀettua la trasformazione
del messaggio da IP_CMD_Packet a NET_IFACE_PACKET inserendo
subito prima dei dati puntati da data_oﬀset l'header IP. Il messaggio così
costruito viene inviato all'interfaccia di rete.
Dal livello inferiore il modulo IP riceve:
NET_IFACE_PACKET contiene dati ricevuti dall'interfaccia di rete che
devono essere inviati al protocollo di livello superiore. Il modulo esamina
l'header IP presente nella locazione di memoria puntata da data_oﬀset ed
estrae gli indirizzi IP sorgente e destinazione, il protocollo, la lunghezza del
pacchetto. Il messaggio viene trasformato in uno di tipo IP_CMD_Packet
inserendoci gli indirizzi mittente e destinatario, la lunghezza del pacchetto
e il puntatore ai dati aggiornati togliendo la dimensione dell'header IP.
Il pacchetto viene inviato al processo il cui pid è ricercato nella tabella
Protocols[]
La direzione di un pacchetto ricevuto dal modulo IP è determinata dal pid del
processo mittente: se il pid è tra i processi registrati nella tabella Interfaces[]
allora il tipo del messaggio è NET_IFACE_PACKET e proviene dal basso; se
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il pid è tra i processi registrati nella tabella Protocols[] allora il tipo del
messaggio è IP_CMD_Packet e proviene dall'alto. Se il mittente non rientra
in questi due casi, allora sono permessi i comandi di registrazione di interfaccia
e di stampa informazioni.
Per poter conﬁgurare correttamente lo stack TCP/IP è stato implementato
un opportuno comando ipconﬁg che permette di deﬁnire le associazioni tra IP e
interfacce di rete e gli indirizzi IP associati a ciascuna interfaccia. Questo perchè
IP non può sapere a priori quali saranno le interfacce che dovrà gestire ed anche
le interfacce non conoscono i protocolli di livello superiore a cui dovranno inviare
pacchetti. Il corretto ordine di inizializzazione è:
1. Driver di rete : si registra ad MPS ad esempio come classe ethernet, nome
ne2k-pci e si pone in attesa di messaggi o interruzioni.
2. Modulo IP : si registra ad MPS come classe network, nome ip e si pone in
attesa di messaggi
3. Esecuzione del comando ipconﬁg con i parametri interface add ethernet
ne2k-pci 172.20.0.2 255.255.0.0 : ipconﬁg ricerca il pid del modulo net-
work/ip e di ethernet/ne2k-pci attraverso MPS, quindi spedisce ad IP
un messaggio IP_CMD_Register_Interface con il pid del driver di rete,
indirizzo 172.20.0.2 e netmask 255.255.0.0 e termina.
4. Esecuzione del modulo TCP (che si registra ad MPS come transport, nome
tcp) : in fase di registrazione TCP richiede a MPS il pid del modulo IP
e vi si registra con il comando IP_CMD_Register_Protocol e si pone in
attesa di messaggi.
IP si conﬁgura come processo gestore del protocollo ICMP di cui tuttavia non
fornisce un'implementazione completa ma solo il trattamento del messaggio di
PING (ICMP_TYPE_ECHO) che consiste nel generare un opportuno pac-
chetto del tipo ICMP_TYPE_ECHO_REPLY che viene rispedito al mittente.
Questa funzionalità è stata implementata perchè consente di testare il corretto
funzionamento dello stack ﬁno al livello di IP.
3.4 TCP
Il modulo TCP fornisce ai livelli superiori l'astrazione di connessione di rete. È
implementato con due thread, uno sospeso in attesa di messaggi, l'altro sospeso
su un timer in attesa di eventi di timeout. Il thread principale si occupa di
accettare messaggi provenienti dalla rete e le richieste delle applicazioni. L'u-
nica operazione richiesta dagli strati inferiori è la consegna di un pacchetto IP
proveniente dalla rete, mentre le operazioni richieste dagli strati superiori sono
le stesse fornite alle applicazioni (vedi paragrafo 3.4.1). L'altro thread si occupa
di rispedire i pacchetti per i quali scade il timeout di ritrasmissione.
3.4.1 Interfaccia fornita alle applicazioni
Alle applicazioni è fornita un'interfaccia di programmazione tipo socket presen-
te nei sistemi operativi POSIX. Queste funzioni sono deﬁnite nella libreria di
sistema ed implementate richiedendo le funzionalità esportate dal modulo TCP
attraverso scambio di messaggi. Il pid di TCP viene ottenuto tramite richiesta
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ad MPS (vedi cap. 1.3.2). Questa operazione è necessaria soltanto la prima vol-
ta che viene invocato un servizio dello stack TCP/IP poichè il pid così ottenuto
viene memorizzato in una variabile locale alla libreria di sistema.
Le funzioni dell'interfaccia di programmazione socket sono:
int socket(int domain,int type,int protocol) crea un nuovo socket del tipo
speciﬁcato e ne restituisce il descrittore da usare con le altre funzioni.
Al momento, l'implementazione dello stack TCP/IP supporta solo come
tipo SOCK_STREAM, dominio PF_INET e protocollo TCP. La funzione
socket spedisce un messaggio di tipo TCP_COMMAND_SOCKET al
modulo TCP che crea una nuova entry nella tabella tcbs e ne restituisce
l'indice al processo.
int bind(int sockfd,struct sockaddr *addr,socklen_t len) associa un soc-
ket creato con la funzione socket() all'indirizzo locale speciﬁcato dalla
struttura addr. Invia il comando TCP_COMMAND_BIND al modulo
TCP che aggiorna i valori del lato locale della connessione speciﬁcata dal
socket.
int listen(int sockfd,int backlog) dichiara che il socket speciﬁcato da sock-
fd è disponibile ad accettare connessioni da sistemi remoti. Spedisce il
comando TCP_COMMAND_LISTEN a TCP che imposta lo stato della
connessione a TCP_LISTEN ed alloca le strutture dati necessarie.
int accept(int sockfd,struct sockaddr *addr,socklen_t *len) estrae la
prima connessione tra le connessioni pendenti verso il socket speciﬁcato
da sockfd. Spedisce il comando TCP_COMMAND_ACCEPT a TCP
che risponde subito se almeno una connessione era già stata stabilita
verso il socket sockfd, altrimenti crea un descrittore di tipo struct pen-
ding_accept (vedi cap. 3.4.4) e lo inserisce nella lista puntata dal campo
pending_accepts del tcb. L'attesa del messaggio di ritorno del comando
TCP_COMMAND_ACCEPT è ciò che fa sospendere il processo utente
nel caso la connessione non sia disponibile. La funzione accept() restituisce
il ﬁle descriptor del nuovo socket creato al momento della connessione.
int connect(int sockfd,struct sockaddr *addr,socklen_t len) eﬀettua
una connessione al socket remoto speciﬁcato da addr. Spedisce a TCP il
comando TCP_COMMAND_CONNECT. Se il socket locale non era già
stato speciﬁcato con bind() viene generato un numero di porta apposita
per la connessione e riempito il valore relativo nel tcb. Viene generato
un pacchetto SYN e la connessione passa in stat TCP_SYN_SENT. Il
messaggio di risposta al comando TCP_COMMAND_CONNECT viene
inviata al processo utente in caso di errore di connessione o quando la
connessione viene stabilita.
ssize_t read(int fd, void *buf, size_t count) legge dati da un socket re-
stituito da accept() o su cui è stata fatta con successo una connect().
Spedisce a TCP il comando TCP_COMMAND_RECEIVE. Se ci sono
già dei dati pronti per essere consegnati (ovvero nel corretto ordine forni-
to dei numeri di sequenza) TCP li fornisce immediatamente con la risposta
al processo; altrimenti la richiesta viene memorizzata ed il messaggio di
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ritorno al processo (che rimane quindi sospeso sulla primitiva receiv) verrà
spedito solo in caso di errore o di presenza di nuovi dati.
ssize_t write(int fd, const void *buf, size_t count) invia i dati sul soc-
ket restituito da accept() o su cui è stata fatta con successo una connect().
Spedisce a TCP il comando TCP_COMMAND_SEND. Se la ﬁnestra di
spedizione è piena, la richiesta viene sospesa; verrà risvegliata appena si
crea del posto libero nella ﬁnestra con un messaggio di errore che forza
la funzione write a rispedire i dati. Se invece la memoria libera nella ﬁ-
nestra è suﬃciente, i dati vengono suddivisi in pacchetti e spediti. Un
evento (vedi cap. 3.4.5) viene creato in modo da gestire la ritrasmissione
nel caso di timeout. Questo evento e la copia dei dati saranno rimossi
al momento della ricezione del relativo ACK. Il messaggio con il risultato
dell'operazione viene immediatamente inviato al processo utente.
int close(int fd) chiude il socket associato al ﬁle descriptor fd. Spedisce a
TCP il comando TCP_COMMAND_CLOSE. Viene inviato il pacchetto
FIN al socket remoto e la connessione passa in stato TCP_FINWAIT1
Per permettere a più thread di un processo di operare con le connessioni asso-
ciate al processo in modo concorrente, viene associato un identiﬁcatore univoco
(internamente al processo) ad ogni comunicazione tra il processo e il modulo
TCP. Alla creazione di un ﬁle descriptor locale attraverso la funzione socket(),
viene calcolato un valore per il tipo dei messaggi corrispondente al massimo già
usato all'interno del processo più uno in modo tale da ottenere un valore univoco
per il sistema con la coppia (pid, tipo). TCP usa questo identiﬁcatore per noti-
ﬁcare eventi asincroni al corretto thread richiedente che sarà in attesa tramite
una receive_message bloccante sul tipo di messaggio generato precedentemente.
3.4.2 Strutture dati
La principale struttura dati del modulo è la tabella tcbs che contiene tutti i
blocchi di controllo della trasmissione (TCB) del sistema. Viene allocata al
momento dell'inizializzazione del modulo e può essere successivamente ampliata
con una realloc al momento del suo riempimento. Contiene tutte le variabili
previste nello standard TCP per il controllo della connessione e altre informa-
zioni per il funzionamento del modulo. La deﬁnizione della struttura dati si
trova nel ﬁle src/network/tcp-internals.h.
Ad ogni entry nella tabella tcbs corrisponde una ed una sola connessione
TCP che a sua volta è identiﬁcata univocamente dalla coppia dei socket che
la compongono, ovvero indirizzo e porta locale e indirizzo e porta remoti. La
deﬁnizione della struttura tcb è mostrata in algoritmo 23.
Nel dettaglio i campi:
struct connection connection speciﬁca i due punti ﬁnali della connessione
mediante indicazione degli indirizzi ip e delle porte. La struttura dati è
mostrata in alg. 24
enum tcp_state state speciﬁca lo stato della connessione. La deﬁnizione del
tipo tcp_state è mostrata in alg. 24
PID pid indica il processo utente che ha creato la connessione
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Algorithm 23 struttura tcb
struct tcp_send_data {
dword una;
dword nxt;
word wnd;
};
struct tcp_recv_data {
dword nxt;
word wnd;
};
struct tcb {
struct connection connection;
enum tcp_state state;
PID pid;
/* TCP Variables */
struct tcp_send_data snd;
struct tcp_recv_data rcv;
dword iss;
dword irs;
/* ACCEPT Variables */
unsigned char backlog, accept_elements;
struct pending_accept * pending_accepts;
struct pending_receive * pending_receives;
msginfo * connect_requested_info;
int next_child_connection_idx;
int father_connection_idx;
/* Gestione dati in ricezione */
int buffer_read, buffer_size, buffer_used;
byte * buffer, * data_present;
dword user_rcv_seq_num;
};
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Algorithm 24 struct connection e tcp_state
/* Stato della connessione TCP */
enum tcp_state {
TCP_CLOSED=1,
TCP_LISTEN,
TCP_SYN_SENT,
TCP_SYN_RECEIVED,
TCP_ESTABLISHED,
TCP_FINWAIT1,
TCP_FINWAIT2,
TCP_CLOSE_WAIT,
TCP_LAST_ACK,
TCP_CLOSING,
TCP_TIME_WAIT,
};
struct socket {
dword address; /* Indirizzo IP (32bit) */
unsigned short int port; /* Porta */
};
struct connection {
struct socket local, remote; /* socket della connessione */
};
dword snd.una numero di sequenza dell'ultimo byte spedito ma non ancora
confermato
dword snd.nxt numero di sequenza da utilizzare per la prossima spedizione
word snd.wnd ﬁnestra di invio
dword rcv.nxt prossimo numero di sequenza da ricevere
word rcv.wnd ﬁnestra di ricezione
dword iss numero di sequenza iniziale di spedizione
dword irs numero di sequenza iniziale di ricezione
int backlog il numero massimo di connessioni da accettare per un socket in
listen
struct tcp_buﬀer * incoming lista dei segmenti ricevuti dalla rete in attesa
di consegna al processo utente
dword user_rcv_seq_num numero di sequenza del prossimo dato da con-
segnare all'utente
Il ﬁle src/network/tcp-tcb.c contiene le routine di gestione della struttura
dati tcbs. Le funzioni esportate da questo modulo sono:
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void init_tcbs(void) inizializza le strutture dati e i semafori di mutua esclu-
sione
int lookup_listen_tcb(word port) ricerca nella tabella tcbs una connes-
sione in listen associata alla porta port
int lookup_tcb(struct connection conn) ricerca nella tabella tcbs la con-
nessione speciﬁcata nella struttura conn che contiene la descrizione di
entrambe le estremità (vedi alg. 23)
int allocate_tcb(PID pid) alloca un nuovo tcb nella tabella tcbs e lo associa
al processo pid
int free_tcb(int tcb) libera un tcb deallocando tutte le strutture dati dina-
miche usate e rimuovendo gli eventi associati
word get_new_local_port(void) ottiene un nuovo valore da usare per la
porta locale di una connessione non già associata con una bind(). Questo
nuovo valore è generato pari al massimo delle porte locali già usate più
uno
L'allocazione e deallocazione di elementi della tabella è gestita dalle funzioni
allocate_tcb() e free_tcb() mentre l'accesso ai campi della struttura è eﬀet-
tuato accedendo direttamente alla tabella utilizzando l'indice che identiﬁca la
connessione.
3.4.3 Gestione buﬀer
Dato che la consegna dei dati all'applicazione avviene solo su esplicita richiesta
del processo utente e solo se c'è la possibilità di fornirli nell'ordine corretto,
TCP ha la necessità di memorizzare i dati ricevuti dal sistema remoto. Per ogni
connessione viene allocato un buﬀer circolare in cui i dati vengono inseriti in
base al numero di sequenza a cui sono associati. Le variabili per gestire questo
buﬀer sono:
byte * buﬀer il puntatore ai dati
byte * data_present mappa che indica se il corrispondente dato nel buﬀer è
valido oppure no
int buﬀer_size fornisce la dimensione del buﬀer
int buﬀer_used indica quanti sono i dati eﬀettivamente memorizzati nel buf-
fer
int buﬀer_read fornisce l'indice del primo byte che deve essere consegnato
all'applicazione. Il suo numero di sequenza è quello indicato nella variabile
user_rcv_seq_num
Ogni volta che dei dati vengono ricevuti dalla rete vengono inseriti nel buﬀer di
ricezione in una posizione corrispondente al numero di sequenza ad essi associa-
to. Anche la mappa data_present di presenza dei dati viene aggiornata ponendo
a uno le locazioni corrispondente ai dati appena inseriti. La variabile rcv.nxt
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Algorithm 25 struct tcp_buffer
struct tcp_buffer {
void * buffer;
int size;
dword sequence_number;
}
che indica il numero di sequenza del prossimo dato da ricevere viene aggiorna-
ta utilizzando la mappa di presenza (rcv.nxt corrisponde al primo valore nella
mappa successivo a user_rcv_seq_num uguale a zero). Il valore buﬀer_size
- buﬀer_used che speciﬁca lo spazio libero nel buﬀer di ricezione viene inseri-
to nell'header dei pacchetti TCP in uscita in modo da permettere al sistema
remoto di regolare la velocità di trasmissione.
La rimozione dei dati dal buﬀer avviene quando il processo utente eﬀettua
una receive. I dati vengono estratti a partire dalla posizione speciﬁcata da
buﬀer_read ﬁno al primo valore di data_present diverso da uno. Le variabili
user_rcv_seq_num e buﬀer_read vengono aggiornate dopo l'estrazione.
I dati di cui è richiesta la trasmissione vengono spediti immediatamente e
viene creato un evento per gestire il timeout di ritrasmissione che contiene una
copia dei dati stessi. Se la ﬁnestra di trasmissione è piena e i dati non possono
essere spediti il processo utente viene messo in attesa e risvegliato appena il
sistema ricevente fornisce conferma dei dati ricevuti. Il buﬀer che contiene la
copia dei dati è di tipo struct tcp_buﬀer mostrato in algoritmo 25
3.4.4 Gestione sospensioni
Vi sono casi in cui TCP non può dare una risposta immediata al processo che
richiede un'operazione. Per esempio la richiesta di stabilire una connessione
con un server remoto va soddisfatta solo quando il three-way handshaking è
completato. Anche l'accettazione di una connessione in ingresso è un evento
asincrono rispetto alle richieste del programma che fornisce il socket in ascolto.
Per gestire queste situazioni sono previste opportune strutture dati incluse nel
transmission control block della connessione.
Dato che il colloquio tra processo utente e TCP avviene tramite scambio
di messaggi con una richiesta di operazione e l'attesa del valore di ritorno, la
sospensione del primo viene ottenuta posticipando la spedizione del messaggio
di risposta all'utente al momento in cui il three-way handshake è completato.
Per tenere traccia di questa comunicazione da eﬀettuare TCP memorizza la
struttura msginfo associata al messaggio della richiesta (vedi cap. 1.2.5). In
questa struttura è memorizzato sia il pid del processo che attende la risposta,
sia il tag univoco da associare al messaggio per poter comunicare il codice di
ritorno dell'operazione richiesta.
Anche per la gestione delle connessioni passive (LISTEN) viene utilizzato
lo stesso meccanismo. Su una connessione in LISTEN non avviene del traﬃco
eﬀettivo ma serve soltanto per gestire una porta in ascolto. Ogni inizio di three-
way handshake proveniente da sistemi remoti provoca la creazione di una nuova
connessione (detta ﬁglia rispetto alla connessione in LISTEN) su cui avviene
l'eﬀettivo scambio di informazioni. L'operazione che viene sospesa in questo
caso è la accept invocata sulla connessione in LISTEN (padre). Il risveglio
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Algorithm 26 Strutture per la sospensione
struct pending_accept {
/* info contiene il pid del mittente e il tag del messaggio */
msginfo info;
struct pending_accept * next;
};
struct pending_send {
msginfo info;
int size;
struct pending_send * next;
};
struct pending_receive {
msginfo info;
int size;
struct pending_receive * next;
};
avviene non appena il three-way handshake è completato e fornisce al processo
utente l'identiﬁcatore per poter utilizzare la nuova connessione.
Le strutture contenute nel tcb preposte alla gestione di questi casi sono:
struct pending_accept * pending_accepts è una lista dinamica che con-
tiene i riferimenti (strutture msginfo) delle chiamate accept in attesa su
un socket in stato listen
struct pending_receive * pending_receives è una lista dinamica che con-
tiene i riferimenti (strutture msginfo) delle receive in attesa di dati dalla
rete
struct pending_send * pending_sends lista dinamica che contiene i rife-
rimenti delle send in attesa che si svuoti il buﬀer di trasmissione
msginfo connect_requested_info variabile che contiene i riferimenti (pid
e tag) della connect eﬀettuata dal processo richiedente. Non è una lista in
quanto si prevede la possibilità di eﬀettuare soltanto una connessione di
uscita su un singolo socket
int next_child_connection_idx indice del tcb della successiva connessione
ﬁglia di una connessione in listen
int father_connection_idx indice della connessione in listen da cui il tcb è
stato creato
Le strutture dati pending_accept, pending_send e pending_receive sono mo-
strate in algoritmo 26.
3.4.5 Gestione eventi
Oltre agli eventi asincroni scatenati dall'arrivo di segmenti dalla rete, TCP deve
gestire eventi di tipo timeout per ritrasmissione di dati, dei pacchetti SYN o
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Algorithm 27 struct wait_event
struct wait_event {
unsigned long long utime;
int type;
int tcb;
struct tcp_buffer * buff;
struct wait_event * next;
}
struct wait_event * wait_events;
FIN e per la chiusura della connessione. Ogni evento è descritto tramite una
struttura di tipo wait-event (vedi alg. 27) i cui campi in dettaglio sono:
unsigned long long int utime orario di scadenza del timeout
int type speciﬁca il tipo del timeout. Può essere:
EVENT_SEGMENT_TIMEOUT timeout di ritrasmissione di un
pacchetto dati
EVENT_FIN_TIMEOUT timeout di ritrasmissione del pacchetto con
ﬂag FIN
EVENT_TIME_WAIT_TIMEOUT timeout di chiusura della con-
nessione
EVENT_SYN_TIMEOUT timeout di ritrasmissione pacchetto con
ﬂag SYN
int tcb riferimento alla connessione tramite l'indice del transmission control
block
struct tcp_buﬀ er * buﬀ puntatore a una struttura tcp_buﬀer (vedi alg. 25)
nel caso sia necessario associare al timeout numero di sequenza e dati
struct wait_event * next usato per speciﬁcare il successivo elemento della
lista concatenata
Nel ﬁle tcp-events.c è contenuto il codice del thread che gestisce la ﬁne dei
timeout di ritrasmissione e chiusura della connessione. La lista degli eventi è
ordinata in base all'orario di sveglia. Le funzioni esportate dal modulo sono:
void init_event_handler(void) inizializza le strutture dati, i semafori e
lancia il thread in attesa di timeouts
void add_event(struct wait_event * we) aggiunge un evento alla lista de-
gli eventi con un inserimento che mantiene l'ordinamento della lista in base
all'orario di sveglia
void remove_event(int tcb,dword sequence_number) rimuove tutti gli
eventi associati al tcb che siano stati soddisfatti da un acknowledge con
numero di sequenza sequence_number
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void remove_all_events(int tcb) rimuove tutti gli eventi associati al tcb
Il thread che gestisce gli eventi si sospende su una chiamata alla syscall sleep()
oppure su un semaforo nel caso in cui non vi siano eventi da gestire. La variabile
events_number tiene traccia della presenza o meno di eventi da gestire. Ogni
volta che il thread si sveglia veriﬁca quali sono gli eventi da trattare control-
lando l'orario attuale e processa tutti quelli scaduti, in genere ritrasmettendo
il pacchetto associato al timeout e reimpostando un ulteriore evento alla nuo-
va scadenza. Terminata l'elaborazione, si sospende con una sleep() del tempo
che manca allo scadere del prossimo evento. Per gestire l'eventuale caso di un
inserimento nella testa della lista, ovvero con scadenza del timeout prima del
risveglio della sleep() è stata pensata e realizzata una primitiva ad hoc (vedi
1.2.9). Il meccanismo di inserimento nella lista controlla questo caso e se si
veriﬁca sveglia il thread dopo aver inserito l'evento. Il thread svegliato non ef-
fettuerà operazioni poichè non è trascorso il tempo utile per il primo elemento
in lista ma riprogrammerà correttamente il proprio timer.
3.4.6 Thread principale
Il corpo principale del modulo TCP, deﬁnito nel ﬁle src/network/tcp.c, è com-
posto da un'inizializzazione e da un ciclo inﬁnito che riceve e processa messaggi.
Nella fase di inizializzazione TCP richiede ad MPS il pid di IP, quindi invia
una richiesta di enumerazione degli indirizzi delle interfacce che IP ha registrate.
La conoscenza degli indirizzi IP è obbligatoria per calcolare il valore del check-
sum dei pacchetti TCP. Se queste operazioni hanno successo, TCP si registra a
MPS ed inizia il ciclo ricezione ed elaborazione dei messaggi.
All'arrivo di un messaggio, viene esaminato il mittente per sapere se è una
richiesta da parte delle applicazioni oppure un pacchetto proveniente dalla rete.
Le tipologie di messaggi accettate dai processi sono in corrispondenza uno ad
uno con le funzioni esportate alle applicazioni. Queste funzioni sono discusse
nel capitolo 3.4.1.
Se invece il pacchetto proviene dalla rete, ovvero dal modulo IP, viene
processato nel modo seguente:
• il tipo del messaggio viene controllato: l'unico messaggio accettato da IP
è di tipo IP_CMD_Packet
• vengono estratte le informazioni relative agli indirizzi IP e alle porte sor-
gente e destinazione; queste informazioni identiﬁcano univocamente la
connessione
• questa connessione viene ricercata tra le connessioni attive nella tabella
tcbs
• se la connessione non viene tra le connessioni attive, viene considerata la
compatibilità con le connesioni in listen esaminando le porte in ascolto e
la porta destinazione del pacchetto
• se una connessione in listen viene trovata, il pacchetto viene accettato solo
se inizia una nuova connessione (ﬂag SYN). In questo caso, una nuova
connessione viene istanziata con i dati prelevati dal pacchetto. Altrimenti
viene mandato un pacchetto reset (ﬂag RST) di risposta.
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• se invece c'è una connessione attiva a cui attribuire il pacchetto in ingresso,
questo viene processato considerando lo stato attuale della connessione
(ovvero i valori della entry della tabella tcbs). I sottocasi principali sono:
 la connessione è nello stato TCP_SYN_SENT (iniziata con una
chiamata a connect()) e viene ricevuto un pacchetto con i ﬂag SYN e
ACK settati: la connessione passa nello stato TCP_ESTABLISHED
e la funzione connect() viene portata a completamento inviando il
messaggio di risposta alle coordinate descritte dalla variabile con-
nect_requested_info
 il pacchetto contiene il ﬂag ACK e il numero di sequenza che vie-
ne confermato è valido. Vengono rimossi dalle liste degli eventi di
ritrasmissione sia i dati che i pacchetti di inizio e ﬁne connessioni i
cui numeri di sequenza vengono confermati. Se il pacchetto contiene
dati, questi vengono trasferiti nel buﬀer di ricezione e vengono con-
segnati all'applicazione se l'ordine è rispettato (decidibile usando la
variabile user_rcv_seq_num) e ci sono delle receive() in attesa (lista
puntata dalla variabile pending_receives)
 la connessione è nello stato TCP_SYN_RECEIVED (ovvero iniziata
da un sistema remoto) e passa in stato TCP_ESTABLISHED dopo
aver terminato il three-way handshake: se vi sono delle chiamate ac-
cept() pendenti (lista puntata dalla variabile pending_accepts) viene
estratta la prima, viene risvegliata e le viene passato il descrittore
della nuova connessione; altrimenti la connessione rimane nella lista
delle connessioni ﬁglie di una connessione in stato TCP_LISTEN
(vedi capitolo 3.4.4)
 viene ricevuto un acknowledge per dati spediti, la ﬁnestra di spedi-
zione è piena e ci sono chiamate a send() sospese (lista puntata dalla
variabile pending_sends): vengono risvegliate le chiamate in atte-
sa con un messaggio di errore che invita il chiamante a reiterare la
transmissione dei dati.
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A Test eﬀettuati
Per controllare la correttezza dello stack TCP/IP sono stati implementati i
seguenti programmi:
• netcat
• servizio echo
• ncdiﬀ
• httpd
Questi programmi, come si può vedere dai sorgenti mostrati, fanno delle funzioni
standard di programmazione socket.
A.1 Netcat
Netcat testa l'invio di dati da OSSO al sistema remoto. Apre in lettura un
ﬁle dal ﬁle system, eﬀettua una connessione al socket remoto speciﬁcato, cicla
tra lettura del ﬁle e invio su socket ﬁnchè il ﬁle non è spedito completamente
e chiude il socket. Il codice sorgente è mostrato in algoritmo 28. Le funzioni
testate in questo programma sono socket, connect, read, write e close.
A.2 Servizio Echo
Echo.c è un semplice programma che apre un socket in listening su una porta
speciﬁcata nel sorgente, si mette in attesa di dati che rimanda indietro sullo
stesso socket. Corrisponde al servizio normalmente fornito da sistemi Posix
sulla porta numero 7. Questo test controlla la correttezza dei meccanismi di
apertura passiva (di una porta in attesa di connessioni). La semantica standard
del servizio è stata estesa con il riconoscimento da parte del server della stringa
quit. Questo per permettere di testare la correttezza della chiusura del socket
sia da sistema remoto (con la chiusura di un programma tipo telnet connesso
al servizio) sia da sistema locale (alla ricezione della stringa quit). Il codice
sorgente è mostrato in algoritmo 29. Le funzioni testate in questo programma
sono la socket, bind, listen, accept, read, write e close.
A.3 Ncdiﬀ
Ncdiﬀ è un programma simile a netcat ma con direzione di trasferimento dati
opposta. Accetta come argomenti un ﬁle e un numero di porta. Apre il ﬁle
speciﬁcato e il socket in listening sulla porta indicata. Quando riceve dati dalla
rete li legge da ﬁle e li confronta. Se non sono uguali termina con un messaggio
di errore, altrimenti prosegue ﬁno alla ﬁne del ﬁle. Ncdiﬀ ha l'obiettivo di testare
la ricezione dei dati di una mole consistente. La scelta di leggere un ﬁle e farne
il confronto è dovuta al fatto che la lettura dati da ﬁlesystem in OSSO è stata
molto più testata che la scrittura. Il codice sorgente è mostrato in algoritmo 30.
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Algorithm 28 netcat.c
#include <printf.h>
#include <tcp.h>
#include <in.h>
#include <socket.h>
#include <fs.h>
#include <string.h>
#include <atoi.h>
#include <processes.h>
#include <unistd.h>
struct sockaddr_in addr, remote_addr
char buff[MAXBUFF];
int main (int argc, char *argv[]) {
FSErrType res;
int sock, ret, newsock, rcount, wcount, addr_len;
long wb;
int i,fd;
dword ipaddr;
char * ps,*pps;
addr.sin_family=AF_INET;
addr.sin_port=atoi(argv[3]);
ipaddr=StringToIPAddress(argv[2]);
/* Apertura del file e del socket remoto */
res=Open(argv[1],&fd,FS_OPEN_R);
if (ret!=ERR_OK) {
printf("Error %d Opening file '%s'",ret,argv[1]); exit();
}
addr.sin_addr.s_addr=ipaddr;
addr_len=sizeof(struct sockaddr_in);
sock=socket(AF_INET,SOCK_STREAM,0);
ret=connect(sock,(struct sockaddr*)&addr,sizeof(addr));
/* Ciclo principale */
rcount=1;
while (rcount) {
ret=Read(fd,MAXBUFF,buff,&rcount);
if (rcount!=0) {
buff[rcount]='\0';
if ((ret=Write(sock,rcount,buff,&wcount))!=0) {
Close(fd); Close(sock);
}
} else {
Close(fd); Close(sock);
}
}
Close(fd); Close(sock);
}
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Algorithm 29 echo.c
#include <printf.h>
#include <tcp.h>
#include <in.h>
#include <socket.h>
#include <fs.h>
#include <string.h>
struct sockaddr_in addr, remote_addr;
int main (int argc, char *argv[]) {
char buff[MAXBUFF];
int sock,ret,newsock,rcount,wcount,addr_len;
long wb;
addr.sin_family=AF_INET;
addr.sin_port=LISTEN_PORT;
addr.sin_addr.s_addr=0;
addr_len=sizeof(struct sockaddr_in);
sock=socket(AF_INET,SOCK_STREAM,0);
ret=bind(sock,(struct sockaddr*)&addr,sizeof(addr));
ret=listen(sock,1);
do {
newsock=accept(sock,(struct sockaddr*)(&addr),&addr_len);
} while (newsock<0);
rcount=1;
while (rcount) {
ret=Read(newsock,MAXBUFF,buff,&rcount);
if (rcount!=0) {
buff[rcount]='\0';
if (! strcmp(buff,"quit\r\n")) {
Close(newsock);
break;
}
if ((ret=Write(newsock,rcount,buff,&wcount))!=0) {
Close(newsock);
break;
}
} else {
Close(newsock);
break;
}
}
Close(sock);
}
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Algorithm 30 ncdiff.c
#include <printf.h>
#include <tcp.h>
#include <in.h>
#include <socket.h>
#include <fs.h>
#include <string.h>
#include <processes.h>
struct sockaddr_in addr, remote_addr;
char buff[MAXBUFF], buff2[MAXBUFF];
int main (int argc, char *argv[]) {
int sock,ret,newsock,rcount,rcount2, tot, addr_len, fd, i;
dword counter, ipaddr;
/* Apertura del file da confrontare */
ret=Open(argv[1],&fd,FS_OPEN_R);
if (ret!=ERR_OK) {
printf("Error %d Opening file '%s'",ret,argv[1]); exit();
}
addr.sin_family=AF_INET;
addr.sin_port=atoi(argv[2]);
addr.sin_addr.s_addr=0;
addr_len=sizeof(struct sockaddr_in);
sock=socket(AF_INET,SOCK_STREAM,0);
ret=bind(sock,(struct sockaddr*)&addr,sizeof(addr));
ret=listen(sock,5);
do {
newsock=accept(sock,(struct sockaddr*)(&addr),&addr_len);
} while (newsock<0);
rcount=1; counter=0;
while (rcount) {
ret=Read(newsock,MAXBUFF,buff,&rcount);
if (ret!=ERR_OK) {
printf("NCDIFF: Error socket %d\n",ret); exit();
}
if (rcount!=0) {
for (tot=0; (rcount2!=0) && (tot<rcount); tot+=rcount2) {
ret=Read(fd,rcount-tot,buff2+tot,&rcount2);
if (ret!=ERR_OK) {
printf("Disk Error %d\n",ret); exit();
}
if (tot!=rcount) {
printf("NCDIFF: Disk Error.\n"); exit();
}
for (i=0;i<rcount;i++) {
if (buff[i]!=buff2[i]) break;
}
counter+=rcount;
if (i!=rcount) {
printf("Error: file differ!\n"); exit();
}
} else {
Close(newsock); Close(fd);
}
}
Close(sock);
}
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A.4 Httpd
Il programma httpd è un server web monothread minimale. Opera aprendo un
socket in listening sulla porta 80 e accettando connessioni. Per ogni connes-
sione ricevuta eﬀettua il parsing della prima riga estraendone il comando ed
il primo argomento. Accetta soltanto il comando GET. Il primo argomento di
questo comando è il ﬁle che il browser richiede. Questo ﬁle viene cercato nella
directory /web/. Se presente viene caricato in memoria e spedito al browser.
Se invece non è presente viene inviato al browser un errore 404. Alla chiusura
della connessione il programma torna ad accettare nuove connessioni. Il codice
sorgente schematizzato è mostrato in algoritmo 31.
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Algorithm 31 httpd.c
#include <printf.h>
#include <tcp.h>
#include <in.h>
#include <socket.h>
#include <fs.h>
#include <string.h>
char buffer[MAXBUFF];
byte * file, cur;
int main (int argc, char *argv[]) {
int sock,ret,newsock,rcount,wcount, addr_len, i, wb;
char * ps;
addr.sin_family=AF_INET; addr.sin_port=80;
addr.sin_addr.s_addr=0; addr_len=sizeof(struct sockaddr_in);
sock=socket(AF_INET,SOCK_STREAM,0);
ret=bind(sock,(struct sockaddr*)&addr,sizeof(addr));
ret=listen(sock,5);
while (1) {
addr_len=sizeof(struct sockaddr_in);
newsock=accept(sock,(struct sockaddr*)(&addr),&addr_len);
if (newsock<0) { printf("Error in accept\n"); exit(); }
ret=Read(newsock,MAXBUFFER,buffer,&rcount);
if (ret!=ERR_OK) {
printf("Error in reading data from socket\n");
Close(newsock);
} else {
if (strncmp("GET ",buffer,4)) {
printf("Not a get request\n");
} else {
ps=ExtractFileName(buffer+4);
if (! strcmp(ps,"/")) strcpy(ps,"index.htm");
if (*ps=='/') ps++;
ret=WebReadFile(ps,&file,&wb);
if (ret!=0) {
/* nessun file trovato restituisco 404 */
file=error404;
wb=strlen(error404);
}
rcount=0; cur=file;
while (rcount<wb) {
ret=Write(newsock,Min(wb-rcount,MAXBUFF),cur,&wcount);
if (ret!=0) {
printf("Error in write to socket\n"); break;
}
cur+=wcount; rcount+=wcount;
}
if (file!=error404) free(file);
file=NULL;
}
Close(newsock);
}
}
}
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B Syscalls
Nome SYSCALL Descrizione
SYS_SIGNAL Trasmette un segnale ad un processo
SYS_SEND_MSG Spedisce un messaggio
SYS_RECV_MSG Riceve un messaggio
SYS_GETB_MSG Alloca un messaggio
SYS_FREE_MSG Libera un messaggio
SYS_PRINT Interfaccia per la stampa a video
SYS_GETPID Restituisce il pid del processo corrente
SYS_GETPPID Restituisce il pid del processo padre
SYS_GETTID Restituisce il tid del thread corrente
SYS_FORK Eﬀettua la fork() del processo
SYS_CREATE_PROCESS_ELF Crea un nuovo processo da un'immagine ELF
SYS_CREATE_THREAD Crea un nuovo thread
SYS_DESTROY_THREAD Distrugge un thread
SYS_EXIT Termina il processo corrente
SYS_EXIT_THREAD Termina il thread corrente
SYS_INIT_SEM Inizializza un semaforo
SYS_INIT_BOOL_SEM Inizializza un semaforo booleano
SYS_P_SEM Eﬀettua la P su un semaforo
SYS_BOOL_P_SEM Eﬀettua la P su un semaforo booleano
SYS_NBLK_P_SEM Eﬀettua la P non bloccante su un semaforo
SYS_NBLK_BOOL_P_SEM Eﬀettua la P non bloccante su un semaforo booleano
SYS_V_SEM Eﬀettua la V su un semaforo
SYS_BOOL_V_SEM Eﬀettua la V su un semaforo booleano
SYS_GETEVENT Richiede o crea un evento
SYS_CLEAREVENT Rilascia o distrugge un evento
SYS_SETEVENT Imposta attributi di un evento
SYS_ESIGNAL Segnala un evento
SYS_EWAIT Attende la segnalazione di un evento
SYS_BRK Richiama la brk() per l'allocazione della memoria del processo
SYS_GETMPSPID Restituisce il pid di MPS
SYS_SETMPSPID Imposta il pid di MPS. Usabile solo una volta
SYSCALL IPC POSIX Descrizione
SYS_MSGGET Richiede una coda di messaggi
SYS_MSGSND Spedisce un messaggio
SYS_MSGRCV Riceve un messaggio
SYS_MSGCTL Operazioni varie su code di messaggi
SYS_SHMGET Richiede una zona di memoria condivisa
SYS_SHMAT Attacca una zona di memoria condivisa al processo
SYS_SHMDT Rimuove una zona di memoria condivisa dallo spazio logico del processo
SYS_SHMCTL Operazioni varie sulle aree di memoria condivise
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