Abstract -Current computed tomography (CT) image reconstruction methods generally assume that a complete and consistent data set was acquired during data acquisition. In practice, however, the acquired data are often not consistent from one view angle to another. In this case, the application of a well-developed image reconstruction algorithm to an inconsistent data set still generates artifacts in the reconstructed images. Therefore, it is highly desirable to develop a simple method to classify the acquired data set into several consistency classes and to incorporate the data consistency information into an image reconstruction framework to simultaneously reconstruct several subimages of the same image object according to the data consistency level of the acquired data set. In this paper, an empirical data inconsistency metric (DIM) was introduced to characterize the inconsistency level of the acquired cone beam CT projection data at each view angle caused by the polychromatic X-ray spectrum and the use of tube potential modulation. The entire acquired data set is then sorted into several subsets of view angles based upon the value of the DIM at each view angle. After data classification, the previously published algorithm, synchronized multiartifact reduction with tomographic reconstruction, was applied to simultaneously reconstruct images for these subimages in different spectral consistency classes. Each subimage is consistent with the subset of the projection view angles for a given range of DIM values. To validate the method, numerical simulation studies from an anthropomorphic numerical phantom, a hybrid phantom of known truth with human anatomy, and in vivo human subject data were conducted to demonstrate the practical utility of the proposed method.
nicely handle the so-called long object problem [2] [3] [4] [5] [6] , and the targeted region-of-interest (ROI) reconstruction problem from incomplete data sets [4] [5] [6] [7] [8] [9] . In recent years, primarily motivated by the attempt to reduce radiation dose [10] , iterative reconstruction methods have been intensively investigated [11] . Some iterative reconstruction algorithms focus on addressing the image reconstruction problems for vastly undersampled data sets [12] , [13] while some other algorithms focus on improving temporal resolution [14] , [15] .
In practice, an elegant reconstruction method having all the requisite scientific rigor does not necessarily warrant an artifact-free reconstruction due to the presence of noise, motion, contrast variation and other non-ideal physical factors in the acquired projection data set. As a matter of fact, when a reconstruction algorithm is developed, it is often assumed that a sufficient and consistent projection data set is available for use. When the data sufficiency condition and/or data consistency condition are/is violated, image artifacts are inevitably present in the reconstructed image. Note that data sufficiency conditions are more clearly defined for analytical image reconstruction [16] , yet remain unclear for iterative reconstruction methods despite the progress in compressive/compressed sensing theory [17] , [18] . Therefore, to facilitate the discussion of data consistency conditions which are relevant to this work, we assumed that the acquired data is sufficient for conventional image reconstruction methods.
In discussions of image reconstruction, we often assume that the image object remains stationary during data acquisitions and the acquired data can be perfectly linearized by the logarithmic operation to obtain the line integral data of the attenuation coefficients. However, these assumptions are often violated in practice, such as in dynamic CT acquisitions in which either the image object moves (e.g., cardiac CT) or the attenuation coefficients of the image object evolve with time (e.g., contrast enhanced CT exam). The use of polychromatic x-ray spectra in data acquisitions introduces nonlinearity and thus the log-process does not yield the desired line integral data. The situation can be further exacerbated by the fact that the hetereogeneity and anisotropy of the image object make the beam hardening effects depend on both the image object content and x-ray beam directions. In some data acquisitions, due to the limited dynamic range of the used digital detector in data acquisition, the so-called auto-exposure-control (AEC) is often used to modulate the tube current and/or tube potential such that the available detector dynamic range is fully utilized to generate image contrast. In all these real life cases, the acquired data would be intrinsically inconsistent from one view angle to another. Direct use of image reconstruction methods, which do not take data inconsistency into account, would yield images with artifacts. Therefore, a good understanding of the consistency level of the acquired projection data set may shed new light on the root cause of image artifacts and potential methods to correct the image artifacts.
Significant progress has been made in the study of data consistency conditions of an acquired data set. These consistency conditions include the Helgason-Ludwig moment conditions [19] , [20] , which have been extensively studied for a set of parallel-beam projections and extended to divergent fan-beams using rebinning strategies. Several consistency conditions were developed directly for divergent-beam geometry: the use of John's equation for cone-beam projections [21] , [22] ; the extension of John's equation for straight line source trajectory [23] ; the integral invariant condition [24] ; the parallel-fan-beam Hilbert projection equality [25] and the associated data consistency condition [26] ; and the new range conditions for cone beam projections [27] . These consistency conditions have also been proposed as guiding principles to either complete the missing line integrals or to compensate for the object movement [28] . In a nutshell, these consistency conditions mainly tell us what conditions the projection data set should satisfy for specific source trajectories, but they generally do not tell us to what degree the data at a given projection view angle is inconsistent with the data acquired at the other view angles. In this sense, these data consistency conditions are global conditions. At least, they are not sufficiently local to characterize the consistency level of the data acquired at one view angle relative to the data acquired at other view angles. Thus it is not easy to incorporate these data consistency conditions into the reconstruction process in order to reduce image artifacts.
As it has been mentioned earlier, there are many different causes that result in data inconsistency in the acquired data. Some causes such as cardiac motion can be very complicated and thus there is no easy way to classify data while other cases can be relatively simple to allow the acquired data be intuitively classified into difference classes [29] [30] [31] . The purpose of this paper was to introduce an empirical data inconsistency metric (DIM) to quantify data inconsistency caused by the use of polychromatic x-rays and the use of tube potential modulation, to classify the acquired projection data into different spectral consistency classes using the defined DIM, and then to incorporate the evaluation of data consistency into a recently developed iterative reconstruction method to simultaneously reconstruct images for each consistency class with reduced image artifacts. As an example, this paper focuses on a specific type of data inconsistency: the spectral inconsistency caused by the use of a polychromatic x-ray spectrum in CT data acquisitions.
II. METHODS
The empirical data consistency metric in this paper was motivated by the following simple observations: (1) When an image does not contain image artifacts, a forward projection of the image yields a consistent projection data set. Conversely, when a reconstructed image is contaminated with artifacts, the projection data set used to perform that image reconstruction is then referred to as an inconsistent data set. (2) A simple image segmentation technique can be used to segment an artifact contaminated image into an artifact-free image; this artifact-free image is referred to as a prior image in this work. (3) A forward projection of this artifact-free prior image is used to generate a consistent data set, and this consistent data set is used to assess the degree of data inconsistency level for the original input projection data set at each view angle. The details of the method are presented in the following subsections.
A. Empirical Data Inconsistency Metric (DIM) for Projection Data at a Given View Angle and the Gross DIM (gDIM) for a Given Angular Range 1) Generation of the Prior Image: The prior image in this paper is generated from the image reconstructed using the filtered backprojection (FBP) method and the short-scan data acquired from the polychromatic x-ray spectrum. An intensitybased image segmentation method was used to generate the prior image. Specifically, the FBP reconstructed image was segmented into three different tissue types using intensitythresholding values: air, soft tissue, and bone [32] . Typically, for an image corresponding to a noncontrast-enhanced image object, each voxel with intensity values varying from -500 HU to 500 HU are identified as soft tissue and voxels with intensity values beyond 500 HU are identified as bone. Voxels identified as soft tissue are then set to the linear attenuation coefficients of soft-tissues using the database provided by NIST for a selected reference x-ray energy. After image segmentation, the prior image is then forward projected using this selected reference x-ray energy to generate a reference consistent data set. In this paper, the reference energy was selected to be 43 keV, which corresponds to the mean energy of a typical x-ray spectrum generated using a 70 kVp tube potential.
2) Data Inconsistency Metric (DIM) for the Projection Data
Acquired at a Given View Angle: The data inconsistency metric (DIM) is defined to quantify the level of data inconsistency at each view angle. It is defined as the relative difference between the acquired projection data (i.e., the log-processed data after data corrections such as the bad pixel correction, flood field and dark field correction, gain correction etc.) at a given view angle and the corresponding synthetic projection data generated from a forward projection of the prior image at the same view angle with the selected reference x-ray energy:
where v is the view angle, Y(v) is the measured projection data at the v-th view angle, and Y p is the synthetic forward projection of the prior image. For the sake of convenience, the DIM is normalized as follows:
where max{D 1 (v)} is the maximal value of D 1 (v) while min{D 2 (v)} is the minimal value of D 2 (v). The maximal DIM value of a data set may be equal to or smaller than 1, and the minimal DIM value of a data set is always normalized to 0.
3) Gross DIM (gDIM) for a Set of View Angles in an Angular
Range: When a data set consists of multiple view angles, an averaged DIM which is referred to as gDIM is defined to quantify the gross data inconsistency level:
where C t is a set of view angles. The normalization factor, N t , is the number of view angles within the t-th class. 4) DIM-Based Data Sorting Scheme: The view angles for a specific consistency class are selected according to the following definition:
Here, max{DIM} is the maximal value of the DIM over the entire set of short-scan view angles, which can be denoted by , where is the set of all view angles. Consistency classes satisfy the following non-overlapping conditions:
The number of consistency classes N, needs to be optimized based on different imaging applications. Since there are no common view angles among different classes, the data sorting scheme is uniquely determined by the number of consistency classes, N. After data sorting, data within each consistency class have similar levels of consistency with the corresponding projections of the prior image, and data within different consistency classes represent different levels of data inconsistency corresponding to consistent projections generated from the prior image.
B. Brief Review of the SMART-RECON Method
Using the defined DIM and gDIM concepts, the acquired projection data set can be sorted into N different consistency classes. However, the challenge now becomes how to reconstruct images for each consistency class since the data sufficiency condition for each consistency class is violated. In this paper, we will show that a previously published iterative image reconstruction method by the author's group, which has been referred to as synchronized multiartifact reduction with tomographic reconstruction (SMART-RECON) [29] , can be used to simultaneously reconstruct images for all consistency classes.
1) Construction of the Spatial-Spectral Image Matrix: According to the DIM-based data sorting scheme, the data set is retrospectively sorted into N consistency classes. Each class then corresponds to a column image vector containing M voxels and the total of N image vectors can then be arranged into a spatial-spectral image matrix X. Each column of X represents an image vector in the corresponding consistency class and each row of X represents the image value of a given voxel in different consistency classes.
2) Formulation of the SMART-RECON Method: The SMART-RECON algorithm was formulated to solve the following convex optimization problem:
where Y is the vectorized projection data concatenated one consistency class after another, and X is the vectorized spatialspectral image matrix X. The diagonal matrix D has the raw counts of the measured data before the log-transform as its diagonal elements. (·) T denotes the matrix transpose operation. The parameter λ is introduced to control the balance between the data fidelity term and the regularizer strength. The prior image vector, X p , can be used to augment X to generate an augmented spatial-spectral matrix X A as follows:
and the nuclear norm of this augmented image matrix was used as the regularizer in the SMART-RECON algorithm as shown in Eq. (7). Namely, the regularizer is given as follows:
where X A = U V T is the SVD of the matrix X A . In this decomposition, U and V are two orthogonal matrices, and = di ag{σ r } is a diagonal matrix with the singular values of X A , σ r (r = 1, 2, . . .), as the diagonal entries. The pseudo-code and other numerical implementation details of SMART-RECON can be found in the previously published paper [29] . Similar to any other iterative image reconstruction method, it is important to investigate the numerical convergence of the SMART-RECON. A detailed study was conducted and results were presented in [30] (please see the on-line supplementary materials in paper [30] ) to address this issue. As shown there, numerical convergence of SMART-RECON can be reached either without a prior image or with a short-scan FBP image as the prior image.
III. MATERIALS
To validate the central hypothesis in this paper-the empirically defined DIM and gDIM can be used to classify a short-scan CT projection data set into several consistency classes and SMART-RECON can be applied to simultaneously reconstruct the corresponding image in each consistency class to reduce image artifacts caused by data inconsistencyboth numerical simulations with a known ground truth and data acquired from in vivo human subjects have been utilized. The experimental design, data acquisition parameters, and performance evaluation metrics are presented in this section.
To validate the proposed data consistency driven image reconstruction framework, it is important to answer the following questions:
• How does one quantify the severity of spectralinconsistency induced artifacts and limited-view artifacts? • What is the quantitative correspondence between the severity of artifacts caused by spectral inconsistency presented in the FBP reconstructed image and the level of data inconsistency? • How to jointly determine the optimal number of consistency class N and regularization strength λ to achieve both low spectral-inconsistency induced artifacts and negligible limited-view artifacts?
• How does one demonstrate that the proposed framework can simultaneously mitigate the spectral inconsistency image artifacts and the limited view artifacts in each consistency class provided the data acquisition protocol used automatic exposure control (AEC)? To answer the above questions, it is important to have a phantom with human anatomy and known ground truth to conduct a performance quantification.
A. Numerical Anthropomorphic Phantom
To construct the needed digital phantom, a clinical cone beam CT image volume of a human head was used (an example axial slice is shown in Fig.1 (a) and a coronal slice is shown in Fig.1 (b) ). The clinical image volume was segmented into three components: air, bone and soft tissue. The tissue attenuation coefficient values for bone and soft tissue are set according to the linear attenuation coefficients of these two tissue types provided by the NIST website as shown in Fig.1 (c) . This anthropomorphic digital phantom provided both realistic human anatomy and known truth required for quantitative evaluation.
B. Data Acquisition Parameters Used in Numerical Simulations
To simulate the variation of tube potential in a data acquisition with AEC, the change of tube potential with view angle is shown in Fig.2 (a) . Twenty polychromatic x-ray spectra, from 70 kVp to 90 kVp with a 1 kVp increment, were generated by the Spektr software package [33] ) with added filtration of 0.1 mm Cu. Five of these spectra are shown in Fig.1 (d) as examples. Line integrals of the anthropomorphic phantom were generated via a ray-driven implementation of forward projection. The detected photon counts were calculated via the polychromatic Beer-Lambert law with entrance photon fluence of I 0 = 10 6 photons/ray. Poisson noise was added to the detected photon counts on a ray-by-ray basis.
C. Data Acquisition Geometry Used in Numerical Simulations
The imaging data acquisition geometry used in numerical simulations mimics a C-arm cone beam CT acquisition platform (Artis zee, Siemens AX, Forcheim, Germany) used in the data acquisition for human subjects described later. An image matrix size of 256 × 256 × 256, corresponding to a 0.78 mm × 0.78 mm × 0.78 mm voxel size, was used Using the numerical anthropomorphic phantom, the quantitative correspondence between the severity of artifacts in the FBP reconstructed image and the level of data inconsistency was investigated. The trade-off between the severity of spectral-inconsistency artifacts and limited-view artifacts was explored to optimize the number of consistency classes and the regularization strength jointly. The mean intensity value, image noise, and reconstruction accuracy were quantified for different reconstruction methods (short-scan FBP, limited-view PICCS [13] , and limited-view SMART-RECON). Finally, the convergence behavior was demonstrated quantitatively.
D. Hybrid Phantom to Study Metal Artifact Reduction Using the Proposed Data Consistency Driven Image Reconstruction Framework
When a metal implant is present in an image object, the spectral inconsistency artifacts are exacerbated and socalled metal artifacts appear. It would be important to see whether the proposed image reconstruction framework can help reduce metal artifacts. To do so, another numerical phantom was constructed. In this phantom, as in the previous one, an image volume of a non-contrast enhanced cerebral cone beam CT scan was used as the anatomical background. Dental fillings made from copper were inserted in the space between the teeth. The energy dependent linear attenuation coefficient of copper follows the measurement in NIST. The simulated x-ray spectrum was the same as the 80 kVp spectrum shown in Fig.1 (d) . Different numbers of dental fillings were distributed in different image slices so that the dependence on the distribution of metallic objects could be investigated.
Using this hybrid phantom, the following two important questions were studied:
• Could the proposed method improve image quality when metallic objects are present? • How does the distribution of metallic objects impact the performance of the proposed framework?
E. Human Subject Studies
In addition to numerical simulations, in vivo human subject data were used to evaluate whether the proposed framework enables the reconstruction of complex anatomy using a clinical C-arm CBCT system with tube potential modulated by the AEC.
Human subject data sets were acquired using a C-arm image acquisition platform (Artis zee, Siemens AX, Forcheim, Germany). The angular span of the data acquisition was a short-scan angular span with a 20 • cone angle (total scan range is 200 • ). The total data acquisition time was 6 seconds per acquisition, and a total of 248 cone beam projections were acquired over the 200 • angular span. Each cone beam projection includes 616 × 480 measured line integrals. An image matrix size of 256 × 256 × 256 was used to reconstruct the entire image volume for each time frame. The reconstructed volume had isotropic spatial resolution of 0.78 mm × 0.78 mm × 0.78 mm voxel size. The goal is to demonstrate the clinical feasibility of the proposed method with reduced beam hardening artifacts which are difficult to correct for due to the use of AEC which changes both tube potential and tube current during data acquisition.
F. Evaluation Metrics
To better quantify the attenuation coefficients of the image corresponding to each individual consistency class, the group of reference images were defined as follows. First, four different projection datasets were generated individually using a single polychromatic spectra with a fixed tube potential for each consistency class. Each dataset was generated using the short-scan angular range and the fixed tube potential.
Then, the standard FBP with Ram-Lak filter was used to reconstruct the reference images of each of these datasets. These images were used as a reference to quantitatively assess reconstructed images of spectral-averaged FBP, spectral-resolved PICCS, or spectral-resolved SMART-RECON using projection data acquired with varying tube potentials (shown in Fig.2 (a) ) at each consistency class. Although spectral-inconsistency artifacts may present themselves in each of these images due to the use of a polychromatic spectrum, these reference images are free of limited-view artifacts and free of spectrum variation-induced artifacts that the proposed method aimed to address. For comparison, the same water attenuation coefficients were used to convert image values into Hounsfield units for all images.
1) Quantification of Spectral Inconsistency Artifacts (SIA) and
Limited View Artifacts (LVA): To assess artifacts that may potentially be associated with the proposed reconstruction method, two metrics were introduced to quantify the level of spectralinconsistency artifacts and the level of limited-view artifacts. Note that the limited-view artifacts are primarily associated with a deformation of high contrast objects such as bony structures, while the spectral-inconsistency artifacts primarily impact the reconstruction accuracy of soft tissues in an image. Therefore, we will isolate bony structures from soft tissues using their corresponding masks generated as follows.
Let X ref be the reference image. To isolate highly attenuating objects from soft tissue, an intensity-based segmentation was performed over X ref to generate a bone mask M bone and a soft tissue mask M soft . For a given class t, the difference between the reconstructed image, X t , and the corresponding reference image, X t ref , is an error image that contains spectralinconsistency image artifacts, limited-view artifacts and noise. An entry-wise Hadamard product of the generated bone mask M bone and this error image was used to isolate the limitedview artifacts. Likewise, the soft tissue mask M soft was used to isolate the soft tissue content in the difference image. The total normalized squared error was then calculated to quantify the corresponding artifacts level as follows:
where • is the Hadamard product, SIA denotes the level of the spectral-inconsistency artifacts, and LVA denotes the limitedview artifacts in the reconstructed image series. To evaluate the total artifacts level (TAL), the above metrics are combined into a new metric defined as follows:
The TAL was used to optimize the reconstruction parameters: the number of consistency classes N and the regularization parameter λ.
2) Quantification of Overall Reconstruction Accuracy: The overall reconstruction accuracy was quantified by the relative root mean square error (rRMSE),
The rRMSE reflects spatial and spectral inaccuracies in the reconstruction as well as the image noise level.
IV. RESULTS

A. Results of Numerical Anthropomorphic Phantom Studies 1) Investigation of the Relation Between the Level of Data
Inconsistency and the Severity of Image Artifacts: Based on the definition of the DIM, the relationship between the level of data inconsistency and the severity of image artifacts was investigated and results are shown in Fig. 3 . In this section, there is only one view angle classification, corresponding to FBP reconstruction over the entire short scan angular range. Therefore, gDIM and SIA are evaluated for this single class containing all views. Additionally, LVA is neglected since it is not applicable here. When the monochromatic x-ray spectrum (43 keV) was used to generate the projection data, no spectral-inconsistency artifacts can be observed in the FBP reconstructed image. As expected, there is no variation of the DIM over view angles.
When the polychromatic spectrum (70 kVp tube potential with a mean energy of 43 keV) was used, the results depend upon how wide the spectrum is. When the energy window was limited to a relatively narrow width, such as 43 ± 5 keV, negligible image artifacts and minimal variation of the DIM can be observed. In contrast, when the energy window width was increased to 43 ± 10 keV, minor DIM variations can be observed and the gDIM was increased by a factor of 3 relative to the narrow energy window case. Finally, when the full polychromatic spectrum was used, more severe image artifacts present themselves in the FBP image and a significantly increased gDIM is also observed.
When AEC was simulated by using only two polychromatic x-ray spectra (70 kVp and 90 kVp), as shown in Fig. 3 , both the variation of the DIM value and the value of gDIM increased dramatically. In this simulation with two spectra, the first 100 • data were generated using a 70 kVp spectrum while the last 100 • data were generated using a 90 kVp spectrum. From the generated DIM curve, an observed transition point at 100 • can also be observed. Additionally, data are relatively self-consistent within the first 100 • view angle range and within the last 100 • view angle range. Overall, the high data inconsistency level within the entire short-scan range induces strong spectral-inconsistency image artifacts as shown in visual appearance of image artifacts and quantitative assessment of artifacts level.
Finally, the full AEC was simulated with a quasi-continuous tube potential variation over the view angle range as shown in Fig. 2 (a) . Interestingly, the derived DIM curve resembles the variation of tube potential. The similarity between the simulated tube potential variation and the derived DIM curve indicates that the proposed DIM can be used as a good metric to quantify the spectral consistency encoded in data at different view angles.
The level of spectral-inconsistency artifacts was quantified by SIA defined in Eq. (10) and these SIA values were reported in Fig. 3 as well. 2) Optimization of Reconstruction Parameter: To quantify the change of the TAL values with the number of consistency classes N and the regularization strength λ, the TAL values were calculated from the reconstructed images volumes on a Fig. 4 .
Optimization of the number of consistency classes and regularization strength. The lowest artifacts level appear at the point (N = 4, λ = 10± of σ 1 ) as indicated by the white dot in plot. Note that the 2D spline interpolation scheme was used to generate the smooth plot from a discrete grid of data points.
grid of parameter (N, λ). For convenience, the regularization strength λ is expressed as a percentage of the maximal singular value σ 1 produced by the SVD of the initial augmented spatial-spectral image matrix (i.e., in the first iteration).
Results are presented in Fig. 4 . As shown in Fig. 4 , the pair of parameters (N = 4, λ = 10% of σ 1 ) yield the lowest overall artifacts level and thus this pair of parameters was selected to be the optimal parameter for reconstruction results presented in the remainder of the paper.
3) Overall Image Quality Assessment: Using the optimized parameters N = 4 and λ = 10% of σ 1 , images were reconstructed from SMART-RECON and the results are shown in Fig. 5 . To obtain a qualitative visual comparison of image quality, prior image constrained compressed sensing (PICCS) [13] , which uses the prior image same as SMART-RECON, was also used to reconstruct images for each corresponding consistency class.
The reconstruction results from FBP, PICCS, and SMART-RECON are shown in Fig. 5 . Shading bands can be observed across the temporal bones in the FBP reconstruction, but both PICCS images and SMART-RECON images were able to mitigate shading band artifacts caused by spectral inconsistency. However, since data within each consistency class only correspond to a 50 • angular span, limited-view artifacts present themselves in the PICCS reconstructed images as either bright or shading bands. In contrast, negligible limitedview artifacts were observed in SMART-RECON images.
Note that attenuation coefficients in the reference image are different from that of any of the SMART-RECON images since the reference image represents the attenuation coefficient at the selected effective energy of 43 keV.
Quantification results from two carefully selected ROIs are summarized in Fig. 6 . These two ROIs (as shown in Fig. 5 ) were carefully selected to avoid any spectral-inconsistency artifacts. For the reference images, the attenuation coefficient of bone or soft tissue decreases with the increase in tube potential of the spectra used to generate data in each consistency class. This is consistent with the expected results since the attenuation coefficients drop with an increase of the photon energy. Using FBP to reconstruct the short-scan dataset, only one spectral-averaged image can be generated; however, using SMART-RECON, four images representing different spectral information can be reconstructed. Since the variation of attenuation coefficients over energy in SMART-RECON closely matches that of the reference images, this observation suggests that the proposed consistency driven image reconstruction method can potentially achieve spectralresolved imaging when tube potential changes smoothly with view angle in the data generation process. As a comparison, since limited-view artifacts remain in the PICCS images, intensity values of PICCS images measured within these ROIs are biased and they can not correctly represent the variation of attenuation coefficients over energy.
Results of the overall reconstruction accuracy are summarized in Fig. 7 . The reconstruction accuracy of SMART-RECON is a factor of three better than that of the spectralaveraged short-scan FBP and is a factor of four better than that of the PICCS reconstruction for the same consistency class. To quantitatively assess reconstruction accuracy, reference images should be defined appropriately for each class. For each class, we simulated a reference dataset with short-scan angular range as if it were acquired from the mean tube potential within that class. The FBP image of the reference dataset can be considered as a reference image since it is free of limitedview artifacts and free of spectrum variation-induced artifacts. Tube potentials of each class were selected as: 70 kVp (t = 1), 75 kVp (t = 2), 80 kVp (t = 3) and 87 kVp (t = 4).
B. Results of Metal Artifacts Reduction: Hybrid Phantom Studies
To demonstrate that the proposed reconstruction framework can be used to reconstruct images with metallic implants, two, three, and four different copper objects have been fused into the human anatomy and the reconstruction results are shown in Fig. 8 . Note that when metallic implants are present in the image object, three material thresholding segmentation was applied to generate the needed prior image. More specifically, pixels with a CT number below -500 HU were classified as air. Pixels with a CT number from -500 HU to 500 HU were classified as soft tissue. Pixels with CT number between 500 HU to 3000 HU were classified as bone and any pixels with a CT number higher than 3000 HU were classified as metallic implants.
As shown in the first row in Fig. 8 , when metallic objects are present, the DIMs demonstrated a strong dependence on the distribution of metallic objects as opposed to the weaker dependence on the polyenergetic x-ray spectrum (Fig.3) . This behavior is intuitive since the spectral inconsistency is primarily dominated by how the metallic objects are distributed rather than the variation in the x-ray spectra.
After the DIM was derived, data were retrospectively sorted into N = 4 classes with data sorting windows for each class given as was used to generate the prior image for SMART-RECON and also used to benchmark the performance.
As shown in the third row in Fig. 8 , most of the metal artifacts can be neatly mitigated and most anatomical details can be persevered in NMAR images. However, as pointed out by the yellow arrows, detailed teeth and bony structures can be better preserved in SMART-RECON images. 
C. Results of Human Subject Studies
Based upon the optimized reconstruction parameters, the short-scan projection dataset acquired from human subject exams was sorted into four consistency classes. As a reference, the clinical reconstruction using all of the acquired projection data over the short-scan angular range was performed to generate a single spectrally-averaged image. It was used to benchmark the performance of the proposed image reconstruction framework.
To demonstrate the overall image quality from clinical reconstructions and the proposed reconstruction framework, representative image slices are presented in Fig. 9 . As one can observe in the images, there are no limited-view artifacts present in SMART-RECON images, and spectral inconsistency induced beam hardening artifacts were mitigated when they were compared with the clinical spectrally-averaged reconstructions. Note that for the sake of convenience, only one SMART-RECON image corresponding to the consistency class with the lowest gDIM value was shown and compared with clinical reconstruction.
V. DISCUSSION AND CONCLUSION
In this paper, an empirical data inconsistency metric, i.e., DIM, was introduced to evaluate the level of data consistency for a given CT projection data set on a viewby-view basis. The acquired projection data set was then sorted into different consistency classes using the DIM values associated with each view angle. For each consistency class, a gross data inconsistency metric, i.e. gDIM, was defined to assess the overall consistency level of the data within a given consistency class. Finally, the image vector that corresponds to each consistency class is arranged in a spatial-spectral image matrix and the previously published iterative image reconstruction method, i.e., SMART-RECON, was used to jointly reconstruct the unknown spatial-spectral image matrix. Both numerical simulation studies and in vivo human subject studies were used to validate the proposed data consistency driven image reconstruction framework. It has been demonstrated that both beam hardening artifacts and metal artifacts induced by spectral inconsistency in cone beam CT acquisitions can be significantly reduced using the proposed empirical data consistency driven image reconstruction framework. In this framework, there are two key concepts: the first one is the data sorting scheme using the introduced empirical DIM metric, and the second one is the joint, rather than sequential, reconstruction of image vectors from all consistency classes.
The first concept is somewhat straightforward. As long as a metric can be defined to evaluate the data consistency locally for a view angle, then data can be classified into consistency classes. The contribution of this work was to introduce a practical method to evaluate data consistency on a local view by view basis, rather than to globally evaluate the overall consistency of an acquired data set as other analytical data consistency conditions are able to do. The less straightforward concept in this framework is why and how the nuclear norm in SMART-RECON can be used to jointly reconstruct images without suffering severe limited view artifacts, as opposed to these artifacts occurring in other linear image reconstruction methods such as FBP or other iterative reconstruction methods that use spatial regularizers?
As shown in Fig. 7 , it is interesting to observe that PICCS images have a higher rRMSE value compared to the conventional FBP. This can be understood as follows: The conventional FBP uses projection data over the entire shortscan angular range to reconstruct an image. Hence, the error between the short-scan FBP image and reference image at each class only quantifies the error due to the potential view-to-view data inconsistency. In contrast, both PICCS and SMART-RECON were applied to projection data from a narrower angular range than that of the short-scan. Therefore, the error quantified for PICCS and SMART-RECON includes both the potential limited-view artifacts and the residual data inconsistency-related error. The fact that the error in PICCS reconstruction is higher than that of the FBP reconstruction indicates that the limited-view artifacts are dominant in the PICCS reconstructed image. In contrast, the lowest rRMSE in SMART-RECON images indicates that the SMART-RECON method can effectively mitigate limited-view artifacts and reduce reconstruction errors induced by both data inconsistency and limited-view artifacts.
A. Locality and Sensitivity of DIM
As shown in Fig. 2 , it is interesting to observe that the derived DIM (Fig. 2 (b) ) is highly correlated to the programmed tube potential variation ( Fig. 2 (a) ) for the numerical anthropomorphic phantom studies. It is also interesting to ask whether the proposed DIM is necessary given that the tube potential variation could be measured and incorporated into the reconstruction framework to quantify data inconsistencies and guide data sorting. Actually, one needs to notice that the modulation of tube potential in AEC is not sufficiently local to account for data inconsistency induced by high contrast objects in the patient as shown in the case with metallic implants (Fig. 8 (a) ). When metallic implants appear in an image object, DIM primarily reflects the number of metallic implants and the spatial distribution of these metallic implants. In this scenario, DIM proposed in this paper is sufficiently local and sensitive to quantify data inconsistency induced by high contrast objects, not just the tube potential variation itself.
B. Transferability of Optimal Parameters From Numerical Simulations to Experimental Studies
Due to the lack of ground truth in experimental studies, it is difficult to optimize reconstruction parameters quantitatively. In this work, parameter optimizations and performance investigations were performed quantitatively in numerical simulations with known truth. To make the parameter optimization transferable to the in vivo cases, we specifically constructed an anthropomorphic numerical phantom directly from the anatomy of human head by applying the forward projection operation to the head CT image volume. Geometrical parameters in simulations are the same as that used in the clinical cone beam CT system used to acquire experimental datasets for in vivo studies. With these efforts, it is reasonable to believe that the optimized parameters from the numerical phantom study can be fairly reliably transferred to experimental studies. However, for different applications or imaging tasks, the parameters should be optimized separately.
C. Why Nuclear Norm Minimization as Regularizer?
To gain some intuitive understanding of the meaning of minimizing the nuclear norm of the spatial-spectral matrix in the example discussed in this paper, let's look into the intrinsic low dimensionality and related properties of the spatialspectral matrix formulated in terms of the data consistency driven image reconstruction framework.
Using the numerical phantom studies that simulate the effect of automatic exposure control (AEC) in a CBCT data acquisition system, it was observed that as the tube potentials of the x-ray spectra changed with view angle continuously (as shown in Fig. 2 (a) ), the derived DIM shown in Fig. 2 (b) changed in a similar manner. According to the DIM-based data sorting scheme, projection data are retrospectively sorted into N = 4 consistency classes (as labelled in Fig.2 (b) ) from lower to higher DIM value. As a demonstration, the four images in the image matrix with four consistency classes reconstructed by SMART-RECON in the first iteration are displayed in the first row. By applying a singular value decomposition (SVD) to the spatial-spectral image matrix (i.e., X = U V T with orthogonal matrices U, V, and diagonal matrix ), the four spatial distributions of coefficients (U 1 to U 4 ) are shown in the second row, and the corresponding spectral basis functions (V 1 to V 4 ) are shown in the third row. One can observe that the meaningful spectral variations of the image matrix only appear in the first two spectral bases. The U 1 mainly represents the background spectral variation encoded in the original image matrix. The U 2 , however, mainly represents relatively high-order spectral variation, which may be responsible for spectral-inconsistency artifacts (as indicated by yellow circles in U 2 ). Other bases contain primarily noise, other nonidealities, or represent artifacts caused by the limitedview backprojection operation. This analysis indicates that the intrinsic dimensionality of the spatial-spectral matrix is lower than the number of consistency classes. Therefore, a rank-truncated approximation of this spatial-spectral image matrix can maintain the meaningful spatial-spectral content, while the content of noise and artifacts caused by limitedview backprojection can be rejected in the rank minimization process.
D. Evaluating Data Inconsistency Within Each View Angle
In this work, the data inconsistency level was only assessed on a view by view basis. Conceptually, it is straightforward to generalize this same metric to evaluate data inconsistency level among projection data within each view angle, and correspondingly, the acquired data can be classified into different consistency classes. However, the challenge is in the image reconstruction part: even if one can classify data into consistency classes, one will need a reconstruction method that can incorporate the data consistency information into the image reconstruction process to generate images with reduced inconsistency artifacts. The SMART-RECON method used in this paper is not sufficient to address the reconstruction challenge in this ray-by-ray inconsistency classification case yet.
E. Limitations and Future Work
There are several limitations in the current work. First, due to the lack of ground truth, the reference image can only be defined empirically to quantify the spectral fidelity over different consistency classes and assess the reconstruction accuracy. Hence, the rRMSE may underestimate the accuracy of reconstruction. Second, in this work, we only demonstrated that the spectral inconsistency artifacts can be mitigated by the proposed consistency driven image reconstruction framework. It is not yet clear how accurate the spectral information can be maintained in each consistency class. Ideally, when the spectral information within each consistency class is well maintained, it would be possible to perform material decomposition from these spectral-resolved image classes provided that the spectral separation is large enough. This would be a very interesting future research direction, although it is beyond the scope of the current work. Third, given that the data inconsistency is only evaluated on a view-by-view basis, the presented framework is not able to reduce intra-view data inconsistency artifacts. For example, for a uniform and circular image object, the view to view inconsistency is negligible, but the beam hardening induced cupping artifacts still exist. This is caused by the data inconsistency among the projection data within each view angle for which the current framework cannot yet handle. Fourth, the use of square difference between the acquired projection data and the corresponding projection data of the prior image prevents us from being able to distinguish the two potential contributions to DIM: one is the the noise variance and the other is the bias in measurement. Although these two sources always co-exist in a single acquired projection data set, it remains an interesting future research topic to search for much more sensitive data inconsistency metrics to classify data into different consistency classes. This is also true for the classification of cardiac motion induced data inconsistency. Due to the complexity of cardiac motion, some carefully elaborated DIM metrics might be needed to quantify data inconsistency levels in cardiac CT such that the global cardiac motion and local cardiac motion can be better differentiated. Finally, the performance of the proposed framework in handling metal artifacts will need to be systematically investigated using physical phantoms and experimental data acquisition systems. Similar to the beam hardening case, when the metallic object induced data inconsistency does not depend on the view angles, the current data consistency driven reconstruction framework may not be effective in reducing the metal artifacts. These aspects remain to be investigated in future work.
F. Conclusion
A view-to-view spectral data consistency driven image reconstruction framework has been developed using an empirical data inconsistency metric to classify data into different consistency classes and the data consistency information is combined with the previously published SMART-RECOM image reconstruction method. Numerical simulation studies and in vivo human subject data have been used to validate the framework and to demonstrate the use of the framework in reducing beam hardening artifacts and metal artifacts that are caused by view to view data inconsistency.
