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Abstract
We introduce a methodology for nonlinear inverse problems using a varia-
tional Bayesian approach where the unknown quantity is a spatial field. A
structured Bayesian Gaussian process latent variable model is used both to
construct a low-dimensional generative model of the sample-based stochastic
prior as well as a surrogate for the forward evaluation. Its Bayesian for-
mulation captures epistemic uncertainty introduced by the limited number
of input and output examples, automatically selects an appropriate dimen-
sionality for the learned latent representation of the data, and rigorously
propagates the uncertainty of the data-driven dimensionality reduction of the
stochastic space through the forward model surrogate. The structured Gaus-
sian process model explicitly leverages spatial information for an informative
generative prior to improve sample efficiency while achieving computational
tractability through Kronecker product decompositions of the relevant ker-
nel matrices. Importantly, the Bayesian inversion is carried out by solving
a variational optimization problem, replacing traditional computationally-
expensive Monte Carlo sampling. The methodology is demonstrated on an
elliptic PDE and is shown to return well-calibrated posteriors and is tractable
with latent spaces with over 100 dimensions.
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1. Introduction
Inverse problems are ubiquitous in computational modeling and arise
when one is interested in determining some quantity of interest, but only
has access to indirect measurements that are the outcome of some physical
process. Examples of inverse problems include parameter calibration [1, 2],
subsurface flow [3, 4], ocean dynamics [5], remote sensing [6], seismic inver-
sion [7], and others. The Bayesian statistical formulation has been fruitful
for providing a means of rigorously approaching inverse problems. One de-
fines a prior probability measure over the quantity of interest, then seeks to
determine the posterior effected by the observations data available.
An analytical treatment for Bayesian inversion is not possible in most
problems of interest owing to the complexity of the system. In the basic
Monte Carlo approach to Bayesian inversion, one aims to generate samples
from the posterior distribution over the stochastic parameters by using the
unnormalized posterior, i.e., the product of the prior and likelihood). The
prior is usually defined in some mathematically-convenient way, and the like-
lihood is computed by evaluating a forward model (e.g. solving a system of
differential equations). This, in principle, provides a straightforward means
of solving inverse problems.
There are two practical challenges to the approach described above. First,
the forward model typically models a nontrivial physical system and there-
fore is usually costly to evaluate from a computational standpoint. Thus,
for computational tractability, one may construct a cheap surrogate model
that incurs some (hopefully controlled) loss in accuracy in exchange for a
substantial reduction in computational cost. Surrogate models such as poly-
nomial chaos [8, 9], proper orthogonal decomposition [10], or Gaussian pro-
cesses [11, 12] have been studied.
The second practical challenge is that the stochastic space may be high-
dimensional. In the case where one seeks to infer an unknown field, the
infinite-dimensional function space is customarily projected onto finite-dimensional
space through the discretization of the problem on a finite element mesh;
Consequently, one then must infer the posterior in a space with dimen-
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sionality corresponding to the discretization. Directly exploring this high-
dimensional space is computationally intractable in practice. To overcome
this, one might define a dimensionality reduction scheme that projects the
original stochastic space into a lower-dimensional space exploiting correla-
tions in the stochastic variables’ prior. One notable example of this is to use
a Karhune`n-Loeve expansion (KLE) [13] to parameterize the prior with rela-
tively few latent variables; this has been explored in the context of Bayesian
inversion in [9].
However, this choice is restrictive on the possible choices of prior (e.g. a
Gaussian process with some predetermined mean function and kernel) and
may not accurately reflect one’s true prior beliefs and (lack of) knowledge.
For example, in the permeability estimation problem, it is known that the
unknown field may have nontrivial correlation statistics [14, 15, 16, 17]. To
combat this, a wavelet-based method that allows for modeling multiple length
scales was introduced [18] that provided a general approach to solving the
so-called “scale determination” problem. Still, such a representation is based
on mathematical convenience and may need to be overly broad to represent a
more compact subspace on which feasible inputs may be known to lie. Strik-
ing a balance between a suitably broad prior so as not to rule out the ground
truth to be inferred while simultaneously leveraging physical knowledge to
exclude implausible regions of the input space is the key to data-efficient
Bayesian inversion in high dimensions.
In the current work, we consider the case in which one may have access
to some physical model that can be used to generate realistic samples from
the input density implicitly. To do this, we utilize a structured Gaussian
process latent variable model (SGPLVM) [19]. The SGPLVM is a Bayesian,
nonlinear, nonparametric model that can be used to learn the underlying
structure in a set of observations. Moreover, the SGPLVM explicitly models
spatial correlations in the observation data through parametric kernel func-
tions, not only improving its sample efficiency but yielding an interpretable
learned representation. Its Bayesian extension [20] additionally captures the
epistemic uncertainty about the learned latent variables within a variational
framework by defining a variational posterior distribution over the latent
variables and deriving a lower bound to the model evidence which allows one
to approximately integrate over the uncertain inputs.
We note that neural networks have made great progress as generative
models in recent years via variational autoencoder architectures [21] and
adversarial formulations [22]. A main focus of this work is to sample effi-
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ciency within unsupervised learning; as of now, the above models and de-
rived extensions generally struggle to perform well with a limited supply of
data. A reasonable means of addressing this challenge is by carefully-chosen
Bayesian regularization; however, we are still challenged to pose tractable,
interpretable priors and methods for inference. While imposing Gaussian or
Laplace priors over the model weights [23] is attractive because of its math-
ematical tractability [24], one may still question how well one understands
the distributions over functions they imply [25]. Indeed, merely interpreting
tractable neural network priors is a challenging task that is of considerable
interest in its own right. By contrast, our approach in this work, based in
Gaussian process models, begins by defining the generative model’s distribu-
tion over functions and proceeding to derive a tractable means of inference.
The main contributions of this work are as follows. First, we derive
a structured Gaussian process latent variable model (SGPLVM) extending
the work of Titsias and Lawrence [20] by explicitly accounting for spatial
correlations in observations through parameterized kernels. Computational
tractability is maintained by exploiting the structure of the covariance ma-
trix by extending the structured GP methods first introduced by Saatc¸i [26].
We then show how one can use a pair of SGPLVM “submodels” to model
an elliptic stochastic PDE in which one model performs data-driven dimen-
sionality reduction on a provided high-dimensional conductivity field and the
other learns a regression, given the learned latent variables, to the solution of
the PDE. Finally, we show how inverse problems using the same system can
be efficiently solved (i.e. inferring an unknown conductivity field, given noisy
observations of the solution to the PDE at a few spatial points). Impor-
tantly, the variational formulation allows us to infer a variational posterior
latent variable for the observation based on the incomplete noisy output data
provided and propagate the uncertainty it implies in a rigorous way to the
resulting posterior over the high-dimensional physical input space.
The rest of this paper is organized as follows. In Section 2, we define the
model structure of the structured GP-LVM, derive a variational lower bound
that may be maximized to train the model, describe how one may use the
trained model to make predictions, and explain how the developed model
may be applied to the specific case of data-driven modeling for the solution
of Bayesian inverse problems. In Section 5, we apply our model to the task of
solving both the forward and inverse problems on an elliptic PDE for which
the high-dimensional conductivity is unknown and its prior distribution is
only implicitly known through a generative process. Section 6 summarizes
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our work and discusses its implications.
2. Theory of Gaussian Process Regression
In this section, we derive the structured GP-LVM (SGP-LVM) model.
For the sake of completeness, we first review GP regression in Section 2.1
and the structured GP regression model in Section 2.2. Then, we present the
novel structured Bayesian Gaussian process latent variable model in Section
3. Finally, we define the inverse problem in Section 4 and explain how the
SGPLVM can be used to solve it.
Before proceeding, we quickly define some useful notation. Let X be a
matrix with i-th row xi,:, j-th column x:,j, and entry xij. For compactness
of notation, we may index a set of vectors with a single index, e.g., xi, when
the distinction between row and column vectors is unimportant. The matrix
X may be assembled by a set of vectors x as rows of X.
2.1. Gaussian process regression
A Gaussian process is a distribution over functions f(·) = GP (µ(·), k(·, ·;θx)) :
X → R defined by a mean function µ and a kernel function k with hyperpa-
rameters θµ and θk, respectively. We are interested in modeling the unknown
function
y(x) = f(x) + , (1)
where  ∼ N (|0, β−1) models corrupting noise with a spherical Gaussian
distribution. We refer to f as the latent output and distinguish it from the
observed output, which may be corrupted by noise. A trivial extension of
this model to multivariate outputs y ∈ Rdy is
y:,j(x) = f:,j(x) + , j = 1, . . . , dy, (2)
f:,j(·) = GP (0, k(·, ·;θx)) : X → R for j = 1, . . . , dy. In other words, the
various output dimensions share the same kernel, but are otherwise uncorre-
lated.
Given some inputs X ∈ Rn×dx and corresponding outputs Y ∈ Rn×dy ,
the likelihood is
p(Y|X,θ) =
dy∏
j=1
N (y:,j|0,Kyy) ,
Kyy = Kff + β
−1In×n,
(Kff )ij = k(xi,:,xj,:;θx).
(3)
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One trains the model by optimizing the log-likelihood over the model hyper-
parameters θ = {θµ, θk, β}. Notice that the GP regression model captures
correlations between data (rows of Y), but not between dimensions (columns
of Y).
The posterior predictive density evaluated at some test points Xn
∗×dx is
p(Y∗|X∗,X,Y,θ) =
dy∏
j=1
N (y∗:,j|m∗:,j,C∗) , (4)
M∗ = K∗fK−1yy Y, (5)
C∗ = K∗∗ −K∗fK−1yy Kf∗ + β−1In∗×n∗ , (6)
(Kf∗)ij = k(xi,:,x∗j,:;θk), (7)
and K∗f = K
ᵀ
f∗. For more information, the interested reader may refer
to [27].
2.2. Structured Gaussian process regression
The structured Gaussian process regression (SGPR) model [26] begins
by assuming that the training input locations are expressed as a Cartesian
product.1 In anticipation of our application, we define
X = X(ξ) ×X(s), (8)
where X(ξ) ∈ Rnξ×dξ contains latent variable inputs2, X(s) ∈ Rns×ds contains
the spatial points on which the outputs are observed, and the × operation
denotes the Cartesian product of the rows of the two matrices provided as
operands. Note that we might further decompose X(s) along each spatial
dimension:
X(s) = X(s,1) × · · · ×X(s,ds), (9)
provided that the spatial points exhibit such structure. However, we will not
consider this during our derivations for the sake of conciseness.
1In the original formulation [26], it was assumed that each component in the Cartesian
product be one-dimensional; however, this may be trivially extended to multidimensional
components as was done in [11].
2In the context of this work, where we will be modeling a set of runs of a computer
code, the latent variables serve to identify the parameterization of each run.
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The second assumption in building the SGPR model is that the kernel
be separable:
k(xi,:,xj,:) =
∏
l∈{ξ,s}
kl(x
(l)
il,:
,x
(l)
jl,:
;θkl), (10)
where the indices il and jl select the appropriate rows from X
(l).
2.3. Training
Under these assumptions, the model likelihood is still given by Eq. (3).
However, the covariance matrix for the latent outputs, Kff , can now be
written as a Kronecker product [26, 11]:
Kff = K
(ξ)
ff ⊗K(s)ff . (11)
Furthermore, we know from the properties of Kronecker products [28] that
its eigendecomposition is given as
Kff = QΛQ
ᵀ (12)
=
(
Q(ξ) ⊗Q(s)) (Λ(ξ) ⊗Λ(s)) (Q(ξ)ᵀ ⊗Q(s)ᵀ) , (13)
where the columns of the orthogonal matrices Q, Q(ξ), and Q(s) are the
eigenvectors of Kff , K
(ξ)
ff , and K
(s)
ff , respectively; the eigenvalues are given
by the respective entries of the diagonal matrices Λ, Λ(ξ), and Λ(s). The
model covariance matrix may then be written as
Kyy = Kff + β
−1In×n (14)
= Q(Λ + β−1In×n)Qᵀ, (15)
and its inverse can be expressed as
K−1yy = Q(Λ + β
−1In×n)−1Qᵀ. (16)
Note that the matrix Λ + β−1In×n is diagonal and can therefore be easily
inverted on an element-wise basis. Furthermore, the log-determinant is given
as simply
log |Kyy| =
n∑
i=1
log(λii + β
−1). (17)
Given these, we see that the model likelihood of Eq. (3) can be evaluated
for the SGPR model with a computational cost that scales linearly with
ndy in time and memory by utilizing Eq. (17) and exploiting the Kronecker
structure of Q along with fast Kronecker matrix-matrix products [26].
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2.4. Predictions with SGPR
Consider n∗ test inputs formed by a Cartesian product of n∗ξ stochastic
test points and n∗s spatial test points:
X∗ = X(ξ,∗) ×X(s,∗). (18)
The predictive density is the same as in Eq. (7). However, due to the struc-
ture assumed by Eq. (18), the test kernel matrices possess Kronecker product
structure:
K∗f = K
(ξ)
∗f ⊗K(s)∗f , (19)
K∗∗ = K(ξ)∗∗ ⊗K(s)∗∗ , (20)
The predictive mean in Eq. (7) can be computed inO (nn∗) time and memory
using the Kronecker matrix-matrix product algorithm provided in [26].
If we are interested only in the marginals over the test outputs, then the
predictive variance diag(Σ∗) ∈ Rn∗×1 may be computed efficiently as well:
diag(Σ∗) = diag(K∗∗)− ((K∗fQ) ◦ (K∗fQ)) diag
(
K−1yy
)
, (21)
where A ◦B denotes the Schur product between A and B; by noticing that
(K∗fQ) ◦ (K∗fQ) =
(
(K
(ξ)
∗f Q
(ξ)) ◦ (K(ξ)∗f Q(ξ))
)
⊗
(
(K
(s)
∗f Q
(s)) ◦ (K(s)∗f Q(s))
)
,
(22)
the full predictive covariance can be computed inO ((n∗)2n) time andO ((n∗)2)
memory; see Appendix A for details.
Remark 1. The linear scaling of the computational cost associated with
training the SGPR model assumes that nξ and ns are sufficiently small that
the main computational bottleneck is evaluating the matrix product QᵀY
found by substituting Eq. (16) into Eq. (3). This operation has a compu-
tational cost that scales as O (ndy) in time and memory. This assumption
may be violated if either nξ or ns become too large, in which case the bottle-
neck shifts to that associated with the eigendecompositions of K
(ξ)
ff and/or
K
(s)
ff , which scale as O
(
n3ξ
)
and O (n3s), respectively. If one can also find
Toeplitz structure in the spatiotemporal points, then this can be further
prolonged [29, 30, 31], but no such structure will exist in general for the
high-dimensional stochastic inputs in X(ξ). We note that Toeplitz structure-
exploiting techniques might be applied on top of the methods used in this
paper from a theoretical perspective, but we do not consider them here.
8
Remark 2. The structured GP model is mathematically quite similar to a
multi-output Gaussian process model using the linear model of coregionaliza-
tion (LMC) [32, 33]. In the LMC model, a coregionalization matrix captures
the correlations between output dimensions that we have here reinterpreted
as many data. An important distinction is that we are able to define a ker-
nel over the spatiotemporal locations that reflects our physical intuition that
our realizations will exhibit spatiotemporal correlations that will decay in a
particular manner. By parameterizing these correlations with a kernel func-
tion, we greatly reduce the number of parameters that must be trained, as
well as illuminate the possibility that the structure may be further decom-
posed along individual spatiotemporal dimensions, provided that the input
data exhibits such structure. For example, na¨ıve use of the LMC model on
observations over a two-dimensional 64 × 64 lattice would result in needing
to learn (642(642 − 1))/2 ≈ 8 × 106 parameters for a positive-definite core-
gionalization matrix; by parameterizing the spatial correlations instead with
a separable, stationary kernel, we instead only have to learn 2 parameters
(the length scales for the two input dimensions). This simplification is essen-
tial to obtaining a model for which training is computationally tractable for
the problems we are interested in. Furthermore, the use of a parameterized
kernel enables us to predict at spatial locations that are not included in the
training data.
3. Structured Bayesian Gaussian process latent variable model
In this subsection, we introduce the SGPLVM. The theoretical discus-
sion of the model is broken into a description of the model architecture and
derivation of the evidence lower bound in Section 3.1, its efficient computa-
tion using structure-exploiting algebra in Section 3.2, and its subsequent use
for making predictions in Section 3.3.
3.1. SGPLVM: model architecture and evidence lower bound
The SGPLVM is a generative model that differs from the SGPR in that
we assume that data are provided as unlabeled observations; our goal is to
infer some inputs that, when propagated through the structured GP as in
Eq. (2), generate the observations as output. Thus, our inputs are again
comprised of latent variables X(ξ) along with spatial points X(s) at which the
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data are observed. The spatial inputs are known exactly (e.g. as coordinates
of pixels in an image); however, one must infer what the latent variables
X(ξ) ought to be. Thus, we regard them as uncertain and assign to them a
spherical Gaussian prior [20]:
p(X(ξ)) =
nξ∏
i=1
dξ∏
j=1
N
(
x
(ξ)
ij |0, 1
)
. (23)
In order to train the model, we seek to evaluate the model evidence
p(Y) =
∫
p(Y|X)p(X(ξ))dX(ξ). (24)
However, integrating over X(ξ) is intractable. Therefore, the model is aug-
mented with m inducing input-output pairs, assembled in matrices Xu ∈
Rm×dx and U ∈ Rm×dy . We assume that these inducing pairs are modeled
by the same generative process as the training inputs and latent outputs
F ∈ Rn×dy , allowing us to write the following joint probability:
p(F+|X+) =
dy∏
j=1
N
(
f+:,j|m+:,j,
(
Kff Kfu
Kuf Kuu
))
, (25)
where
X+ =
(
X
Xu
)
,
F+ =
(
F
U
)
,
(26)
M+ similarly concatenates the mean function evaluated over the training
inputs and inducing inputs, and Kuf , Kfu, and Kuu are likewise evaluated
using the kernel over the training inputs and inducing inputs as expected.
We also note the conditional GP prior
p(F|X,U,Xu) =
dy∏
j=1
N
(
f :,j|η:,j, K˜
)
, (27)
where the conditional mean and covariance take the usual forms from the
projected process model [34, 27]:
η = KfuK
−1
uuY, (28)
K˜ = Kff −KfuK−1uuKuf . (29)
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X(ξ)X(s)
Xθx Xu
X
(ξ)
u X
(s)
u
F Uβ
Y
Figure 1: Probabilistic graphical model for the SGPLVM. Observed variables are denoted
with shaded nodes, while unobserved variables are shown as white nodes. Note that
X contains both observed dimensions (corresponding to spatiotemporal locations) and
unobserved dimensions (corresponding to the latent variables). Deterministic operations
(e.g. Cartesian products) are shown as boxes. Small nodes denote variables that are
modeled as points, and large nodes denote variables modeled with distributions.
Finally, we define the Gaussian variational posterior over the induced outputs
q(U) =
dy∏
j=1
N (u:,j|u¯:,j,Σu) , (30)
and pick a joint variational posterior that factorizes as
q(F,U,X(ξ)) = q(F|X(ξ),U)q(U)q(X(ξ)). (31)
By assuming that the inducing points are sufficient statistics of the training
data, then we can let q(F|X(ξ),U) take the form of the conditional GP prior
of Eq. (27). Finally, we pick the following variational posterior for the latent
variables:
q(X(ξ)) =
nξ∏
i=1
dξ∏
j=1
N
(
x
(ξ)
ij |µ(ξ)ij , s(ξ)ij
)
. (32)
A probabilistic graphical model for the SGPLVM is shown in Fig. 1. Note
that one may also model dynamical data by introducing a GP prior on X(ξ)
if the observations are associated with known time points; see [35].
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Using the familiar variational approach [36, 20], we use Jensen’s inequality
to write a lower bound for the logarithm of the model evidence:
log p(Y) ≥ L =
∫
q(F,U,X(ξ)) log
p(Y,F,U,X(ξ))
q(F,U,X(ξ))
dFdUdX(ξ). (33)
After some manipulations, one arrives at the following uncollapsed lower
bound:
L =− ndy
2
(log(2pi)− log β)− β
2
Tr (YYᵀ) + βTr
(
U¯ᵀK−1uuΨ
ᵀ
1Y
)
− βdy
2
Tr
(
K−1uuΨ2K
−1
uu
(
U¯U¯ᵀ + dyΣu
))− βdy
2
(
ψ0 − Tr
(
K−1uuΨ2
))
−KL (q(U) ‖ p(U))−KL (q(X(ξ)) ‖ p(X(ξ))) ,
(34)
where we have defined the kernel expectations
ψ0 = Eq(X(ξ)) [Tr (Kff )] ,
Ψ1 = Eq(X(ξ)) [Kfu] ,
Ψ2 = Eq(X(ξ)) [KufKfu] .
(35)
Using standard methods [36], one may find an analytic optimum for q(U)
that maximizes Eq. (34) with respect to the variational parameters U¯ and
Σu:
q∗(U) =
dy∏
j=1
N (u:,j|u¯∗:,j,Σ∗u) , (36)
U¯∗ = KuuK−1ψ Ψ
ᵀ
1Y, (37)
Σ∗ = β−1KuuK−1ψ Kuu, (38)
where we have defined
Kψ = β
−1Kuu + Ψ2, (39)
for convenience. Substituting this into Eq. (34) and doing the required ma-
nipulations results in the “collapsed” lower bound:
L =dy
2
((n−m) log β − n log(2pi)− log |A|)
− β
2
(
Tr (YYᵀ)− Tr (YᵀΨ1K−1ψ Ψᵀ1Y)+ dy (ψ0 − Tr (C)))
−KL (q(X(ξ)) ‖ p(X(ξ))) ,
(40)
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where
C = L−1Ψ2L−ᵀ, (41)
A = L−1KψL−ᵀ = β−1Im×m + C, (42)
and
Kuu = LL
ᵀ, (43)
is a Cholesky decomposition. Given the forms specified in Eqs. (23) and (32),
the KL divergence is given as
KL
(
q(X(ξ)) ‖ p(X(ξ))) = 1
2
nξ∑
i=1
[
Tr
(
Sˆ
(ξ)
i − log(Sˆ(ξ)i )
)
+ µ
(ξ)
i,: µ
(ξ)ᵀ
i,: − dξ
]
,
(44)
where Sˆ
(ξ)
i ∈ Rdξ×dξ is a diagonal matrix with nonzero entries given by the
i-th row of S(ξ) defined in Eq. (32), and log(Sˆ
(ξ))
i ) denotes the element-wise
logarithm of Sˆ
(ξ)
i , not its matrix logarithm [37]. Note that the collapsed
bound of Eq. (40) can also be rewritten in a way that exposes its factorization
with respect to output dimensions as L = ∑dyj=1 Lj −KL (q(X(ξ)) ‖ p(X(ξ))),
with
Lj =1
2
((n−m) log β − n log(2pi)− log |A|)
− β
2
(
Tr
(
y:,jy
ᵀ
:,j
)− Tr (yᵀ:,jΨ1K−1ψ Ψᵀ1y:,j)+ ψ0 − Tr (C)) . (45)
To train the model, we maximize Eq. (40) using a gradient-based method
over the variational parameters of Eq. (32), the inducing inputs, and the
model hyperparameters θ = {θk, β}.
Remark 3. In order to emphasize the physical implications of our model-
ing choices—particularly, the inclusion of X(s) as explicit spatial inputs in
addition to the usual latent variables X(ξ)—we pause to clarify the meaning
of the dy dimensions of the data in Y to be modeled by way of an example.
Consider the task of modeling 100 color (RGB) images with a resolution of
640×480. In [38], the authors discussed the use of a GP-LVM to model “high-
dimensional” video; following their convention, one would represent this data
set as a matrix Y with n = 100 rows (data) and dy = 3×640×480 ≈ 9×105
columns (dimensions). In the current work, we conceptualize the same data
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set by defining Y to have n = 100 × 640 × 480 = 3 × 107 rows (data) with
dy = 3 columns (dimensions). Thus, we model the data set not as “few data,
many dimensions”, but “many data, few dimensions”. Since GPLVM models
account for correlations between data, but not dimensions, the consequence
of this distinction is that the SGPLVM immediately has a much richer model
of the data set.
3.2. SGPLVM: efficient computation of the bound using structure-exploiting
algebra
The drawback to the “many data, few dimensions” modeling choice is
that it is computationally intractable if implemented na¨ıvely. Next, we show
how the structure in the model inputs can be exploited so that the time and
memory requirements associated with training become linear in n.
First, noting that the training inputs are structured, we will likewise
impose similar structure on the inducing points:
Xu = X
(ξ)
u ×X(s)u , (46)
where X
(ξ)
u ∈ Rmξ×dξ and X(s)u ∈ Rms×ds . This implies that
Kuu = K
(ξ)
uu ⊗K(s)uu , (47)
Kfu = K
(ξ)
fu ⊗K(s)fu . (48)
While this assumption is not optimal, it produces a good working model
in practice, is in a similar spirit to related works using structured inducing
points approximations [31, 39], and results in massive gains in computational
efficiency that are necessary for tractability.
The statistics of Eq. (35) also simplify to
ψ0 = ψ
(ξ)
0 Tr
(
K
(s)
ff
)
,
Ψ1 = Ψ
(ξ)
1 ⊗K(s)fu ,
Ψ2 = Ψ
(ξ)
2 ⊗ (K(s)fuK(s)uf ),
(49)
where ψ
(ξ)
0 , Ψ
(ξ)
1 , and Ψ
(ξ)
2 may be evaluated in the usual way (i.e. using
the formulae found in [40]). The kernel over the stochastic input dimensions
is subject to the same restrictions as usual if we wish for Ψ
(ξ)
1 and Ψ
(ξ)
2 to
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admit analytic forms. Moreover, if the kernels kξ and ks are stationary with
variances σ2f,ξ and σ
2
f,s, respectively, then
ψ0 = σ
2
f,ξσ
2
f,sn. (50)
There are several immediate implications of these choices. First, we no-
tice that we are not required to compute any kernel expectations over the
spatiotemporal dimensions of the inputs; this gives us extra flexibility in what
kernels are available from an analytical/computational standpoint. Second,
by Eq. (46), our model will have m = mξms inducing points in total, while
the computational cost associated with evaluating the kernel expectations in
Eq. (49) remains unchanged relative to the traditional GP-LVM and still al-
lows for parallelization with respect to the rows of X(ξ) as discussed in [41, 42].
To be more specific, we can write
(Ψ
(ξ)
1 )i,: = Eq(x(ξ)i,: )
[
K
(ξ)
fu
]
, i = 1, . . . , nξ, (51)
Ψ
(ξ)
2 =
nξ∑
i=1
E
q(x
(ξ)
i,: )
[
(K
(ξ)
uf ):,i(K
(ξ)
fu)i,:
]
=
nξ∑
i=1
(Ψˆ
(ξ)
2 )i, (52)
where we see that each row in Eq. (51) and each summand in Eq. (52) depend
on the marginal of a single training realization’s latent variable.
Remark 4. If we choose ms = ns, then we can “tie” the corresponding
inducing inputs to the training data’s spatial points. This ansatz is motivated
by the finding of Titsias [43] that, for sparse GPs with deterministic inputs,
when n = m, then the optimal placement of the inducing points is such that
X = Xu. Doing so also greatly reduces the number of parameters that must
be optimized over and simplifies the computation of the variational bound
since it implies that K
(s)
ff = K
(s)
fu = K
(s)
uu . One may take a similar approach
with the stochastic input space by tying the inducing points to the mode of
q(X(ξ)). However, this is not necessarily optimal in terms of maximizing the
bound.
Finally, we show how the remaining terms of the variational bound may
be computed efficiently without having to ever explicitly evaluate any of the
full m×m matrices in the bound. Of course, we know from work on previous
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sparse GP models that no n×n matrices should ever have to be formed. First,
we note that L and C of Eqs. (43) and (41) have Kronecker decompositions:
L = L(ξ) ⊗ L(s), (53)
C = C(ξ) ⊗C(s). (54)
Furthermore, we can use Eq. (52) to obtain
C(ξ) =
nξ∑
i=1
(Cˆ(ξ))i, (55)
The eigendecomposition of C is
C = QCΛCQ
ᵀ
C , (56)
so QC is orthogonal and ΛC is diagonal. These both also admit Kronecker
decompositions:
QC = Q
(ξ)
C ⊗Q(s)C , (57)
ΛC = Λ
(ξ)
C ⊗Λ(s)C . (58)
The matrices on the right hand sides of Eqs. (57) and (58) are found by
computing the eigendecomposition of C(ξ) and C(s). It follows that A defined
in Eq. (42) can be rewritten as
A = QCDQ
ᵀ
C . (59)
where, for notational convenience, we have defined D = β−1I + ΛC ∈ Rm×m.
Note that D is the sum of two diagonals and thus contains m nonzero entries.
Thus, it is at least as easy to store in memory as the data Y. We also note
that expressing A as in Eq. (59) makes the computation of log |A| in Eq. (40)
straightforward:
log |A| =
m∑
i=1
log dii. (60)
Next, we see that Eq. (39) can be rewritten as
Kψ = LQCDQ
ᵀ
CL
ᵀ, (61)
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and note that the matrix factors of
K−1ψ = L
−ᵀQCD−1Q
ᵀ
CL
−1, (62)
may be efficiently computed and stored—L and QC are Kronecker products,
meaning that their inverses are the Kronecker product of their submatrices’
inverses; and the diagonal matrix D can, of course, be inverted in an element-
wise manner.
Finally, the second trace term in the second line of Eq. (40) can be ma-
nipulated using Eq. (62) to obtain
Tr
(
YᵀΨ1K
−1
ψ Ψ
ᵀ
1Y
)
= Tr
D−1 QᵀCL−1Ψᵀ1Y︸ ︷︷ ︸
≡B
YᵀΨ1L
−ᵀQC
 (63)
= Tr
(
D−1BBᵀ
)
(64)
=
n∑
i=1
dy∑
j=1
d−1ii b
2
ij. (65)
The matrix B is most efficiently computed by first evaluating the product
QᵀCL
−1Ψᵀ1, then multiplying against Y last. Computing this term takes
O (ndy) time.
In summary, we have provided derivations for exploiting the structured
inputs in the SGPLVM to obtain computationally-efficient ways of evaluating
all of the terms in the collapsed lower bound of Eq. (40). Importantly, we
see that computing the bound is linear in the size of the training data in
both time and memory. Training is carried out by optimizing Eq. (40) using
gradient-based methods. Assuming that we have tied the spatial inducing
inputs as described above, the parameters subject to optimization are the
following:
• Variational parameters: µ(ξ) and S(ξ), the variational parameters of
q(X(ξ)) of Eq. (32) (2nξdξ parameters); and X
(ξ)
u , the latent variable
inducing inputs (mξdξ parameters).
• Model hyperparameters: θkξ and θks , the hyperparameters of the stochas-
tic and spatial kernels (number of parameters depends on choice of
kernels); and β, the precision of the Gaussian likelihood model (1 pa-
rameter).
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3.3. SPGLVM: predictions with the model
Having posed the variational lower bound for the model, we now turn our
attention to using the trained model for prediction tasks. We are interested
with two tasks: propagating new latent variables through the posterior gen-
erative process to obtain samples in data space, and doing inference on new
data to determine the corresponding posterior in latent space. We address
these in the following subsections.
Forward predictive density. Given some latent variables X∗ = X(ξ),∗×X(s),∗ ∈
Rn∗×dx , predictions proceed by assuming that the inducing points are suffi-
cient statistics of the training data. The predictive density is therefore [38]
p(F∗|X∗) =
dout∏
j=1
N (f ∗j |µ∗j ,Σ∗) , (66)
µ∗ = K∗uK−1ψ Ψ
ᵀ
1Y, (67)
Σ∗ = K∗∗ −K∗u
(
K−1uu − β−1K−1ψ
)
Ku∗. (68)
Computation of the predictive mean and variance are made efficient by ex-
ploiting the structure of the training and test inputs via Kronecker product
properties. First, we substitute Eq. (62) into Eq. (67) to obtain
µ∗ = K∗uL−ᵀQCD−1Q
ᵀ
CL
−1Ψᵀ1Y. (69)
Second, we note that the test cross-covariance matrix K∗u ∈ Rn∗×m, formed
by computing the kernel function on combinations of the test and inducing
inputs, has Kronecker structure:
K∗u = K(ξ)∗u ⊗K(s)∗u . (70)
Putting these together, we see that Eq. (69) may be efficiently computed for
structured test inputs. Importantly, we are able to use this model to predict
at different spatiotemporal resolutions from that of our training data if de-
sired. This cannot be done without the parameterized kernel that captures
spatiotemporal correlations in our model.
Next, we consider the variance diag(Σ∗). Define V∗ ∈ Rn∗×dy such that
v∗ij is the variance of y
∗
ij. We can see that v
∗
:,j = diag(Σ
∗), j = 1, . . . , dy. By
combining Eqs. (68) and (62), we obtain
Σ∗ = K∗∗ −K∗uL−ᵀQC
(
I− β−1D−1)QᵀCL−1Ku∗, (71)
18
and the diagonal can be computed as
diag(Σ∗) = diag(K∗∗)−
(
K∗uL−ᵀQC
) ◦ (K∗uL−ᵀQC) diag (I− β−1D−1) .
(72)
The full covariance of Eq. (68) can be computed in O (m(n∗s)2) time and
O ((n∗s)2) memory; details are given in Appendix B.
If the test latent variable is described by a Gaussian posterior q(X(ξ),∗),
then marginalizing over it results in a non-analytic predictive density. How-
ever, we can still compute its mean analytically:
µ¯∗ = Eq(X(ξ),∗) [F∗] = Ψ∗1K−1ψ Ψ
ᵀ
1Y, (73)
where
Ψ∗1 = Eq(X(ξ),∗) [K∗u] = Ψ
(ξ),∗
1 ⊗K(s)∗u . (74)
Next, we show how to approximate the variance of the marginal predictive
density. Since it is analytically intractable, we approximate it via sampling.
We do this by approximating the marginalized predictive density as a mixture
of Gaussians. First, we take nMOG samples from q(X
(ξ),∗):
Xˆ(ξ),∗,i, i = 1, . . . , nMOG. (75)
Next, we compute the mean and variance, µ∗,i and V∗,i of the conditional
Gaussian of Eq. (66) for each sample Xˆ(ξ),∗,i. Finally, the marginal density’s
variance is estimated as
V¯∗ ≈ 1
nMOG
nMOG∑
i=1
(µ∗,i − µ¯∗) ◦ (µ∗,i − µ¯∗) + V∗,i. (76)
Remark 5. The SGPLVM is a generative model; one may use it to produce
additional samples from the training data distribution. This is done by first
sampling a latent variable from the standard normal prior [Eq. (23)], then
sampling a realization in data space from the forward density of Eq. (66).
However, the Gaussian process prior of Eq. (2) at the core of the model
implies that certain data may be easier to model than others, and limita-
tions in the generative model’s flexibility may invalidate the assumption that
the latent variables associated with the true data distribution be standard
normal-distributed in latent space. We do not focus on the ability of the
model to satisfy the standard normal prior in this work, though the question
to what degree the SGPLVM model (or other models) can accurately model
an unknown density in data space, given some finite set of examples, is of
considerable interest.
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Inference of latent variables. Here, we explain how the SGPLVM can be
used to infer the variational posterior over the latent variables associated
with test observations. Given some test observation Y∗ ∈ Rn∗s×dy observed
at spatial points X(s),∗ ∈ Rn∗s×ds , we would like to infer the posterior over its
corresponding latent variable X(ξ),∗ ∈ R1×dξ :
q(x(ξ,∗)) =
dξ∏
j=1
N
(
x
(ξ),∗
j |µ(ξ),∗j , s(ξ),∗j
)
. (77)
Note that the test observation might be observed at a different set of spatial
points from the training data, and it may also have a different degree of
noisiness. The following methodology addresses both of these challenges.
First, we write the augmented variational lower bound for the training
and test observations:
log p(Y∗,Y) ≥ L+ L∗, (78)
where the new term L∗ follows the form of the uncollapsed bound of Eq. (34),
leveraging the fact that it factorizes with respect to observations:
L∗ =− n
∗dy
2
(log(2pi)− log β∗)− β∗
2
Tr (Y∗Y∗,ᵀ)
− β∗dy
2
Tr
(
K−1uuΨ
∗
2K
−1
uu (U¯U¯
ᵀ + Σu)
)
+ β∗Tr
(
Y∗,ᵀΨ∗1K
−1
uuU¯
)
− β∗dy
2
(
ψ∗0 − Tr
(
K−1uuΨ
∗
2
))−KL (q(x(ξ,∗)) ‖ p(x(ξ,∗))) ,
(79)
where U¯ and Σu are given by Eq. (36), and β∗ is the precision of the Gaus-
sian observation likelihood corresponding to the test observation. Further-
more, we can decompose L∗ with respect to dimensions: L∗ = ∑dyj=1F∗j −
KL
(
q(x(ξ,∗)) ‖ p(x(ξ,∗))), where
F∗j =−
n∗
2
(log(2pi)− log β∗)− β∗
2
y∗,ᵀ:,j y
∗
:,j
− β∗
2
Tr
(
K−1uuΨ
∗
2K
−1
uu (U¯U¯
ᵀ + Σu)
)
+ β∗y
∗,ᵀ
:,j Ψ
∗
1K
−1
uu u¯:,j
− β∗
2
(
ψ∗0 − Tr
(
K−1uuΨ
∗
2
)) (80)
This approach may be seen as combining the “collapsed” bound of [20] to
compute L and the “uncollapsed” bound for L∗. Note that in order for
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q(U) to remain optimal, Eqs. (37) and (38) would have to depend on the
test realization. However, this would eliminate the structure required for the
model to be the computationally tractable. Appendix C explains how to
compute Eq. (79) efficiently. To infer q(x(ξ,∗)), one optimizes L + L∗ over
its variational parameters. In the interest of computational efficiency, we
keep the variational parameters for the training data and kernel hyperpa-
rameters learned at training time constant. Thus, L is constant while doing
inference, and in practice our task simplifies to optimizing L∗ alone over the
2dξ variational parameters of q(x
(ξ),∗). Note also that if we only have ob-
servations of Y∗ in certain dimensions, we can exploit the factorization of
L∗ = F∗ − KL (q(x(ξ,∗)) ‖ p(x(ξ,∗))) over output dimensions to optimize the
bound on the marginal log-likelihood over the observed dimensions. To do
this, L∗ is replaced by ∑j∈{O}F∗j − KL (q(x(ξ,∗)) ‖ p(x(ξ,∗))), where {O} is
the set of dimensions in which we have observations for Y∗.
4. Application to inverse problems
In this section, we describe how the proposed SGPLVM model can be
used to solve inverse problems within a Bayesian formulation.
Consider some physical process f˜(x˜(Ξ),x(s)) which maps some input pa-
rameters x˜(Ξ) to an output at spatial location x(s) ∈ X (s). Physically, we
assume in this work that x˜(Ξ) is a scalar random field. Furthermore, we
assume that we have access to some approximation of the physical process
through a computer code (e.g. finite element solver) that solves a set of partial
differential equations, which we will denote here as f(x(Ξ),x(s)), where x(Ξ)
is a finite-dimensional projection of x˜(Ξ) from discretization of the problem.
We can compute the forward model f at any provided input x(Ξ) ∈ X (Ξ),
but doing so is assumed to be computationally expensive.
Lastly, we are provided with a set of noisy measurements of f˜ at a set of
spatial locations {x(s)i }n
∗
s
i=1, represented as a vector y˜. Given a stochastic prior
model p(x(Ξ)), our objective is to determine the posterior p(x(Ξ)|y˜). Here,
we will consider the case of a data-driven prior characterized by a collection
of realizations of the random field. Such a scenario might occur when one has
access to a series of calibration measurements on a known object or samples
from a trusted physical model of the input, and is critical to building strong
priors in a variety of domain applications such as materials modeling and
medical analysis [44, 2].
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The Bayesian inverse problem thus posed has two notable challenges.
First, the stochastic input x(Ξ) is high-dimensional, meaning that straight-
forward exploration of the stochastic space is unlikely to be effective in prac-
tice. Thus, while some sort of dimensionality reduction of the empirical input
data set is needed, we require that it be able to accurately capture the epis-
temic uncertainty due to the finite nature of the data set. Additionally, the
dimensionality reduction model must be generative so that one may go from
latent space back to the input data space. Second, evaluating the forward
model is computationally expensive, limiting how many times we may invoke
it. A surrogate model is needed to alleviate the computational burden; how-
ever, we require a methodology that rigorously propagates the uncertainty
in the learned latent variables from our dimensionality reduction. The SG-
PLVM provides a means of solving these challenges, as we now explain. We
will discuss two possible approaches: a “two-model” approach in which two
SGPLVM “submodels” are used for the problem inputs and outputs, and a
“joint model” approach in which a representation of inputs and outputs is
learned simultaneously.
In order to train the SGPLVM models, let us assume that we have nΞ,in
realizations from the stochastic prior model, each observed on a set of ns,in
spatial locations.3 Of these, nΞ,out ≤ nΞ,in have been solved using our forward
model, returning an output at ns,out spatial locations. Anticipating their
use within the SGPLVM, the training inputs are assembled into a matrix
Y(in) ∈ Rnin×1, where nin = nΞ,inns,in.
4.1. Two-model approach
The two-model approach is comprised of two SGPLVMs: an “input sub-
model” and an “output submodel”. The input submodel is trained on the
realizations of the stochastic inputs alone to learn a low-dimensional latent
representation. Given this latent representation, the output submodel sub-
sequently acts as a surrogate to the forward model (FEM solver), learning a
mapping from the uncertain latent variables to the corresponding outputs.
In terms of the SGPLVM formulation, the input submodel is provided
with Y(in) and the spatial locations X(s,in) as training data. Training yields
a variational posterior over the training examples’ latent variables, q(X(ξ,in)).
3In our discussion of the inverse problem and subsequent experiments, we will append
either “in” or “out” to the variables to indicate that they belong to either the input or
output data and/or SGPLVM submodels as applicable if they are not equal.
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Note that the number of stochastic realizations for the input submodel is just
nξ,in = nΞ,in.
Remark 6. A more traditional approach to dimensionality reduction might
be to compute a Karhunen-Loe`ve expansion on the input realizations. The
latent variables here fulfill the same role as the KL coefficients with the
exception that they are distributions due to the data-driven nature of the
dimensionality reduction, and the mapping from the latent variables to data
space is given as a GP and is therefore probabilistic and nonlinear.
Next, we train the output submodel. To do this, we fix the latent vari-
able posterior q(x(ξ,out)) to be equal to q(x(ξ,in)) after removing any columns
of X(ξ,in) corresponding to inputs that have not been solved on. Training
the output submodel optimizes over only the kernel hyperparameters and
inducing points; the latent variables must remain fixed to ensure that the
input and output submodels possess a consistent latent representation of
input-output pairs. The training procedure is summarized in Algorithm 1.
Figure 2a shows a schematic of this modeling approach.
Algorithm 1 Training procedure for the two-model approach.
Require: Training input and output data X(s,in), Y(in), X(s,out), and Y(out).
Ensure: Trained input and output SGPLVM submodels.
1: Provide Y(in) and X(s,in) as training data to the input SGPLVM sub-
model.
2: Train the input submodel by optimizing the lower bound of Eq. (40) over
all variational parameters and model hyperparameters.
3: Copy the variational posterior means and variances µ(ξ,in) and S(ξ,in) to
the output submodel to define the latent variable posterior q(X(ξ,out)),
eliminating any rows corresponding to input cases that were not solved
using the simulator.
4: Provide Y(out) and X(s,out) as training data to the output SGPLVM sub-
model as well as q(X(ξ,out)).
5: Train the output submodel by optimizing the lower bound of Eq. (40)
over Xu and the model hyperparameters.
Given the trained submodels, we may now make predictions. Note that,
due to the symmetry of the setup, the procedure for traditional “forward”
predictions of the simulator output at some new test input are almost the
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same as the reverse prediction in an inverse problem. However, the generative
model’s capability of modeling noisy observations as well as propagating
the uncertainty of projecting into latent space as well as uplifting back to
data space will ensure that predictions possess well-calibrated uncertainty
estimates reflecting the model’s epistemic uncertainty as well as the ill-posed
nature of the inverse problem.
In either case, predictions are carried out in two steps. First, we consider
the case of predicting the simulator output, given a new test input from the
stochastic space, x(Ξ). The first step is to infer the posterior q(x(ξ,in),∗) for
the test case; this is done using the input submodel. We first reshape x(Ξ),∗ as
necessary to obtain Y(in),∗. We then optimize Lin+Lin,∗ of Eq. (79) over the
variational parameters of q(x(ξ,in),∗). Next, we use the output submodel to
predict the output by computing the forward predictive density from the test
input q(x(ξ,out),∗) = q(x(ξ,in),∗) as discussed in Section 3.3 using the output
submodel. The procedure is summarized in Algorithm 2.
Algorithm 2 Forward predictions for the two-model approach.
Require: Trained SGPLVM input and output submodels, input realization
x(Ξ),∗ observed at spatial points X(s,in),∗, and spatial points X(s,out),∗ at which
the output is to be predicted.
Ensure: Mean and variance of the posterior over the output.
1: Reshape x(Ξ),∗ to obtain Y(in),∗ ∈ Rn∗s,in×1.
2: Infer q(x(ξ,in),∗) by optimizing Lin + Lin,∗ over µ(ξ,in),∗ and s(ξ,in),∗ using
the input submodel.
3: Set q(x(ξ,out),∗) = q(x(ξ,in),∗)
4: Compute µ¯∗ using Eq. (73) and V¯∗ using Eq. (76) with the output sub-
model.
In the inverse case, we are provided instead with noisy observations y˜
observed on X(s,out),∗ as mentioned above. However, the prediction procedure
is rather similar. First, we reshape y˜ as necessary to obtain Y(out),∗. We then
infer q(x(ξ,out),∗) again using the partially collapsed bound with the output
submodel. In this case, we additionally optimize over β∗ instead of fixing it to
β in order to correctly infer the noisiness of the provided test data. Lastly,
the posterior over the stochastic input x(Ξ),∗ is computed by propagating
q(x(ξ,in),∗) = q(x(ξ,out),∗) through the forward predictive density of Eq. (66)
using the input submodel. The procedure is summarized in Algorithm 3.
24
Algorithm 3 Inverse predictions for the two-model approach.
Require: Trained SGPLVM input and output submodels, output realization
y˜ observed at spatial points X(s,out),∗, and spatial points X(s,in),∗ at which
the input is to be inferred.
Ensure: Mean and variance of the posterior over the input.
1: Reshape y˜ to obtain Y(out),∗ ∈ Rn∗s,out×1.
2: Infer q(x(ξ,out),∗) by optimizing Lout + Lout,∗ over µ(ξ,out),∗, s(ξ,out),∗, and
β∗ using the output submodel.
3: Set q(x(ξ,in),∗) = q(x(ξ,out),∗).
4: Compute µ¯∗ using Eq. (73) and V¯∗ using Eq. (76) with the input sub-
model.
4.2. Jointly-trained model approach
In the jointly-trained model approach, we will train a single SGPLVM
model that simultaneously learns a shared latent representation of the inputs
and outputs. Figure 2b shows a schematic of this modeling approach. To do
this, we first concatenate the input and output data matrices Y(in) and Y(out)
to form Y = (Y(in),Y(out)) ∈ Rn×2. In order to ensure that this is possible,
we must satisfy several restrictions on the training data to be modeled. First,
we require that X(s) = X(s,in) = X(s,out), and thus that ns,in = ns,out. Second,
we require that nξ,in = nξ,out, i.e., that all input realizations to be trained
on have a corresponding solution computed. These two criteria imply that
nin = nout = n.
Training is achieved by a straightforward optimization of the variational
bound for the single SGPLVM model as is summarized in Algorithm 4. The
parameters subject to optimization are itemized in Section 3.2.
Algorithm 4 Training procedure for the jointly-trained approach.
Require: Training input and output data X(s), Y(in), and Y(out).
Ensure: Trained SGPLVM model.
1: Provide Y = (Y(in),Y(out)) and X(s) as training data to the SGPLVM
model.
2: Train the model by optimizing the lower bound of Eq. (40) over all vari-
ational parameters and model hyperparameters.
As in the two-model approach, both forward and inverse predictions are
handled in a very similar way and again involve a two-step procedure. We
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describe the forward prediction procedure here. We first reshape x(Ξ),∗ as
necessary to obtain Y(in),∗. This is the first column of the test observation
Y∗ ∈ Rn∗s×2. We then infer the variational posterior q(x(ξ),∗) by exploiting
the factorization of L∗ over dimensions and optimizing the quantity F∗ −
KL
(
q(x(ξ),∗) ‖ p(x(ξ),∗)) over the variational parameters of q(x(ξ),∗). Next,
we compute the forward predictive density over the output dimension based
on q(x(ξ),∗) as discussed in Section 3.3. The procedure is summarized in
Algorithm 5.
Algorithm 5 Forward predictions for the jointly-trained approach.
Require: Trained SGPLVM, input realization x(Ξ),∗ observed at spatial
points X(s,in),∗, and spatial points X(s,out),∗ at which the output is to be
predicted.
Ensure: Mean and variance of the posterior over the output.
1: Reshape x(Ξ),∗ to obtain Y(in),∗ ∈ Rn∗s,in×1.
2: Infer q(x(ξ),∗) by optimizing L+F∗1 −KL
(
q(x(ξ),∗) ‖ p(x(ξ),∗)) over µ(ξ),∗
and s(ξ),∗.
3: Compute µ¯∗:,2 using Eq. (73) and v¯
∗
:,2 using Eq. (76).
As with the two-model approach, the inverse prediction is accomplished
by simply switching the roles of the two data dimensions. Again, we optimize
over β∗ when solving the inverse problem to account for the fact that we do
not expect the noise in the test data to match that of the forward model
solution data used for training. The approach is summarized in Algorithm 6.
Algorithm 6 Inverse predictions for the jointly-trained approach.
Require: Trained SGPLVM, output realization y˜ observed at spatial points
X(s,out),∗, and spatial points X(s,in),∗ at which the input is to be inferred.
Ensure: Mean and variance of the posterior over the input.
1: Reshape y˜ to obtain Y(out),∗ ∈ Rn∗s,out×1.
2: Infer q(x(ξ),∗) by optimizing L+F∗2 −KL
(
q(x(ξ),∗) ‖ p(x(ξ),∗)) over µ(ξ),∗,
s(ξ),∗, and β∗.
3: Compute µ¯∗:,1 using Eq. (73) and v¯
∗
:,1 using Eq. (76).
There are advantages and disadvantages to the two different approaches
described above. The main advantage of the two-model approach over the
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X(ξ)X(s)
X
Y
(b) Jointly-trained
model approach
Figure 2: Illustration of the two modeling approaches. In a, we first train an “input
submodel” to learn a latent representation for the input realizations, then provide the
learned posterior as uncertain, but fixed inputs to the “output submodel”, which learns a
regression to the corresponding solutions. In b, we treat the input and output as different
dimensions and jointly learn a latent representation using a single SGPLVM for both
simultaneously. Inducing variables, latent outputs, and model hyperparameters included
in the model as per Fig. 1 are not shown in the interest of clarity.
jointly-trained model is that we are free to select the spatial points indepen-
dently for each submodel, and we do not need to have solutions for all of our
inputs in order to leverage them in the input submodel. Additionally, we
do not require that the solution has the same spatial structure; such cases
are not uncommon with adaptive solver or mixed-element methods. Fur-
thermore, the two-model approach could allow one to leverage the learned
latent space from the input submodel to strategically pick which inputs to
solve in order to obtain an efficient experimental design that will help in
creating a high-quality output submodel. On the other hand, the jointly-
trained approach will create a latent representation with the goal of being
able to generate both inputs and outputs in a balanced way, whereas the
two-model approach takes a greedy approach to learning the latent space.
This should result in greater data efficiency than the two-model approach,
all other things being equal. This is particularly the case for inverse pre-
dictions, where optimizing the latent space to generate the output data can
be expected to improve the SGPLVM’s capabilities when inferring latent
variables from noisy test outputs.
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5. Examples
We will now apply the methodology developed in Section 2 to a stochastic
elliptic PDE with an uncertain conductivity field. Code and data necessary
for replicating the following experiments will be made available through a
GitHub repository.4 We will consider the following elliptic SPDE:
−∇ · (ak(x(s),ω)∇u(x(s),ω)) = 0 in Xs ×Xω,
u(x,ω) = 1− xs,1 on Γ0 ×Xω,
∇x(s)u(x,ω) · nˆ = 0 on Γn ×Xω,
with x(s) ∈ Xs = [0, 1]2, Γ0 = {x(s) : x(s)1 = 0 or x(s)1 = 1}, and Γn = {x(s) :
x
(s)
2 = 0 or x
(s)
2 = 1}. The conductivity ak is a random field; we will not
use an explicit parameterization of it (e.g. KL expansion) but instead learn
its structure through a set of example realizations at ns = n˜
2
s grid points
(n˜s = 65, so ns = 4225).
The stochastic input model is defined implicitly through a two-layer
(warped) GP as follows:
x(s)
′
(x(s)) ∼ GP (µ, k1(·, ·; θ1)) , (81)
log ak(x
(s)′) ∼ GP (0, k2(·, ·; θ2)) , (82)
where the mean function and kernels are chosen as follows:
µ(x(s)) = x(s),
k1(xi,:,xj,:) = σ
2
k,1 exp
[
−
ds∑
k=1
(
xik − xjk
l1
)2]
,
k2(x
′
i,:,x
′
j,:) = σ
2
k,2 exp
(
−
∣∣∣∣∣∣∣∣x′i,: − x′j,:l2
∣∣∣∣∣∣∣∣) ,
with σ2k,1 = 0.25, σ
2
k,2 = 1, l1 = 2, and l2 = 0.1. The Gaussian processes of
Eqs. (81) and (82) are approximated with Karhunen-Loe`ve expansions with
4https://github.com/cics-nd/sgplvm-inverse
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dKL,1 and dKL,2 terms:
x(s)
′
(x(s)) ≈ µ(x(s)) +
dKL,1∑
i=1
ω
(1)
i λ
(1)
i φ
(1,i)(x(s)), ω(1) ∼ N (0, IdKL,1×dKL,1),
(83)
log ak(x
(s)′) ≈
dKL,2∑
i=1
ω
(2)
i λ
(2)
i φ
(2,i)(x(s)
′
), ω(2) ∼ N (0, IdKL,2×dKL,2).
(84)
In this work, we use dKL,1 = 16 and consider both dKL,2 = 32 and 128.
This implicitly defines a stochastic probability model; Algorithm 7 explains
how one can produce samples from it. Importantly, the surrogate that we
will construct does not have access to the random coefficients used in the
KL expansions, but rather learns its representation from the samples of the
input field themselves. Example realizations of the generative process are
shown in Fig. 3.
Algorithm 7 Sampling from the stochastic prior model.
Require: Variances σk,1, σk,2 and length scales l1, l2, the number of KL terms
for each layer dKL,1, dKL,2, and spatial points X
(s) on which discrete samples
will be generated.
Ensure: Samples from the implicit stochastic prior model.
1: Compute the KL expansion of the GP of Eq. (81) on X(s) and truncate
it to dKL,1 terms {λ(1)i ,φ(1,i)}dKL,1i=1 .
2: for t = 1, . . . , nξ do
3: Sample ω(1) and compute x(s)
′
(x(s)) using Eq. (83). Assemble it into
X(s)
′ ∈ Rns×ds
4: Compute the KL expansion of the GP of Eq. (82) on X(s)
′
and trun-
cate to dKL,2 terms {λ(2)i ,φ(2,i)}dKL,2i=1 .
5: Sample ω(2) and compute log ak(x
(s)′) using Eq. (84).
6: The t-th sample of ak(x
(s)) is given as exp(log ak).
This implicit stochastic prior model process is broader than the typical
GP prior model over log ak commonly found in the literature (see for exam-
ple, [9, 12]) in that the warping GP of Eq. (81) allows us to consider not
only different length scales from realization to realization, but varying length
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Figure 3: Sample inputs with dKL = (16, 32) (top) and (16, 128) (bottom).
scales within each realization within our stochastic prior model. The tradi-
tional assumption that the length scale is known exactly a priori has been
criticized as being overly restrictive; see, for example, the work of Tripathy
and Bilionis [45], who advocate for data-driven approaches to modeling the
high-dimensional input space, as we do here.
The PDE is solved, given an input realization, using FEM over a uniform
triangular mesh with 2((n˜ − 1)2) elements and ns = n˜2s nodes. We will
concern ourselves with the discrete solution at the nodes (X(s) ∈ Rns×ds).
An example solution is shown in Fig. 4.
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Figure 4: Sample input (left), solution u(x(s)), and solution with the mean response
removed uˆ = u− (1− xs,1).
5.1. Forward surrogate model
We explore using both the two-model and jointly-trained model approaches
for the this problem. Training data is produced by sampling the stochastic
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input model via Algorithm 7; inputs are then solved using the FEM simulator
described above. Here, we investigate the impact of various modeling choices
on the accuracy of the surrogate model when making forward predictions.
We consider between nξ = 16 and 1024 input and output realizations. We
exploit the regularity of the spatial points at which the data are observed for
our problem to define the structured matrix of spatial input points
X(s) = X(s,1) ⊗X(s,2), (85)
where X(s,out,i) ∈ Rn˜s,out×1 (i = 1, 2) contain the horizontal and vertical
locations. In all cases, we use mξ = min(nξ/2, 128) stochastic inducing points
and dξ = min(nξ,in/2, 128) latent dimensions. We choose to work with log ak
as the input to our statistical model and uˆ as the output. Lastly, due to
the fact that the inputs and outputs have very different scales, we found
it was necessary to rescale the output data for the jointly-trained model so
that the elements of Y(out) have unit variance. The two-model approach does
not require rescaling because the each submodel learns its own set of kernel
hyperparameters.
For all SGPLVM models except the two-model output submodel, the
latent variables are initialized by performing PCA on the training data In
all cases, the stochastic inducing points are initialized as a random subset of
the rows of X(ξ). An exponential kernel is used for each spatial dimension:
ks,is(x
(s)
i,is
,x
(s)
j,is
) = exp
(
−||xi,is − xj,is||
ls,is
)
, is = 1, . . . , ds. (86)
For the stochastic kernel, three options were considered for the jointly-trained
model and the input submodel of the two-model approach: an exponentiated
quadratic (aka “Gaussian”) kernel,
kξ,eq(x
(ξ)
i,: ,x
(ξ)
j,: ) = σ
2
ξ exp
−1
2
dξ∑
k=1
(
x
(ξ)
ik − x∗(ξ)jk
lk
)2 , (87)
a linear kernel,
kξ,lin(x
(ξ)
i,: ,x
(ξ)
j,: ) =
dξ∑
k=1
σ2ξ,kx
(ξ)
ik x
∗(ξ)
jk , (88)
and a sum kernel,
kξ,sum = kξ,lin + kξ,eq. (89)
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The output submodel of the two-model approach used an exponentiated
quadratic kernel.
We trained models using the two-model and jointly-trained model ap-
proaches following Algorithms 1 and 4. To quantify the predictive accuracy
of the trained models, predictions were carried out on n∗ξ = 100 test realiza-
tions drawn from the stochastic prior model. For each prediction, we measure
the root mean squared error (RMSE),
RMSE =
 1
n∗s,out
n∗s,out∑
i=1
(
µ¯out,∗i − yout,∗i
)21/2 , (90)
as well as the median of the log probability (MNLP), where the predictive
density is approximated as a Gaussian with mean µ¯∗ and variance V¯∗ as
described in Section 3.3,
MNLP = median
{
logN (yout,∗i |µout,∗i , v¯out,∗i )}n∗s,outi=1 . (91)
We report the prediction accuracy for the various models as a function of the
number of training realizations nξ in Tables 1-4. Figures 5 and 6 illustrate a
few example predictions with the trained models.
n PCA 2M-Lin 2M-RBF 2M-Sum JM-Sum
32 5.34 (1.97) 4.07 (1.54) 4.11 (1.46) 6.06 (3.68) 5.23 (2.12)
64 3.06 (1.30) 3.17 (1.39) 3.14 (1.37) 3.16 (1.30) 3.76 (1.51)
128 2.44 (1.00) 2.48 (0.96) 2.48 (0.94) 2.55 (0.99) 3.44 (1.48)
256 2.10 (1.08) 1.98 (0.97) 2.39 (1.07) 2.03 (0.97) 3.75 (1.59)
512 1.51 (0.69) 1.55 (0.72) 1.54 (0.71) 1.49 (0.67) 3.69 (1.53)
1024 1.23 (0.61) 1.22 (0.63) 1.24 (0.65) 1.25 (0.61) 3.62 (1.44)
Table 1: (Elliptic, forward, dKL = (16, 32)) Mean RMSE ×102 (and standard deviation)
as a function of nξ. Columns correspond to using PCA for dimensionality reduction, the
two-model approach with Linear, RBF, and linear+RBF stochastic kernels on the input
model and RBF stochastic kernel on the output model, and the jointly-trained approach
with linear+RBF kernel.
We did not observe any consistent improvement by using the jointly-
trained model. This suggests that the latent space learned solely from the
input data, combined with with the representative capacity of the output
model, were adequate to capture the input-output relationship encoded by
32
n PCA 2M-Lin 2M-RBF 2M-Sum JM-Sum
32 −1.40 (2.64) −1.65 (1.77) −1.68 (1.61) 1.44 (7.57) −1.73 (0.12)
64 −1.71 (2.02) −1.50 (2.71) −1.74 (2.19) −1.60 (2.04) −2.08 (0.21)
128 −1.23 (3.38) −1.39 (2.55) −1.08 (2.71) −1.27 (2.63) −1.82 (1.40)
256 −1.56 (3.34) −1.73 (2.58) −1.66 (2.38) −1.59 (2.64) 3.18 (9.20)
512 −2.91 (1.38) −2.87 (1.27) −2.89 (1.47) −3.09 (0.84) −0.47 (3.95)
1024 −3.20 (1.16) −3.30 (1.00) −3.28 (0.99) −3.34 (0.63) −1.54 (1.98)
Table 2: (Elliptic, forward, dKL = (16, 32)) Mean MNLP (standard deviation) as a func-
tion of nξ. Refer to Table 1 for details on the columns.
nξ PCA 2M-Lin 2M-RBF 2M-Sum JM-Sum
32 4.72 (1.39) 4.56 (1.39) 4.81 (1.59) 5.01 (1.64) 4.49 (2.86)
64 3.70 (1.16) 3.66 (1.11) 3.63 (1.07) 4.40 (1.92) 3.54 (2.33)
128 3.32 (1.04) 3.26 (1.04) 3.14 (1.01) 3.57 (1.30) 3.76 (2.15)
256 2.80 (1.02) 2.78 (0.98) 2.73 (0.98) 2.75 (0.97) 4.30 (1.42)
512 2.21 (0.67) 2.28 (0.69) 2.24 (0.70) 2.28 (0.66) 4.53 (1.57)
1024 2.79 (0.85) 1.91 (0.65) 2.87 (2.70) 1.86 (0.62) 4.94 (1.90)
Table 3: (Elliptic, forward, dKL = (16, 128)) Mean RMSE ×102 (standard deviation) as
a function of nξ. Refer to Table 1 for details on the columns.
the data. Furthermore, it seems that the inference step, in which a latent
variable posterior is obtained from the test input, is the most challenging part
of the prediction pipeline. By incorporating information from the training
outputs when constructing the latent space, we are making it more difficult
to project to latent space at test time.
Finally, we compare our method to a simpler approach in which we per-
form data-driven dimensionality reduction using PCA and train a plain struc-
tured GP regression model to predict the outputs. By doing so, we lose the
ability to perform nonlinear dimensionality reduction and to propagate the
epistemic uncertainty in the dimensionality reduction to the outputs. In-
deed, we find that this approach performs worse than using an SGPLVM,
particularly when the number of data is small. This is consistent with the
notion that the Bayesian formulation of the SGPLVM model allows us to
accurately capture the epistemic uncertainty and guard against overfitting.
Next, we note that the sum kernel for input dimensionality reduction
seems to perform most poorly when training data are limited, but becomes
33
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Figure 5: (Elliptic, forward, dKL = (16, 32)) Sample predictions with the 2M-Sum model.
From top to bottom, nξ = 32, 64, 128, 256, 512, and 1024. From left to right: Input, true
output uˆ, prediction lower confidence bound, predictive mean, prediction upper confidence
bound.
the best approach once nξ becomes larger. This may be because the sum
kernel has more kernel hyperparameters to optimize, which can put the model
in jeopardy of overfitting. As the number of examples increase, this danger
is ameliorated.
5.2. Inverse problem
In this section, we demonstrate use use of the variational method to invert
partially-observed noisy data from the output space. Here, we are provided
with a set of noisy measurements D to the solution u(xs) to Eq. (81) on a
set of spatial points X(s,out,∗) ∈ Rn∗s×ds . Given this data, we seek to infer the
unknown field ak(xs) that produced this solution.
The models are defined and trained in the same way as in Section 5.1.
Predictions are carried out as described in Section 4. Importantly, when
34
nξ PCA 2M-Lin 2M-RBF 2M-Sum JM-Sum
32 −1.62 (0.80) −1.74 (1.05) −1.53 (1.54) −1.27 (1.77) −1.43 (0.06)
64 −1.82 (1.46) −2.01 (1.13) −2.08 (1.08) −1.28 (2.11) −1.58 (0.04)
128 −1.66 (1.58) −1.85 (1.42) −2.00 (1.38) −1.43 (2.25) −1.83 (0.10)
256 −1.51 (2.28) −1.79 (1.71) −1.79 (1.93) −1.86 (1.67) −2.03 (0.31)
512 −2.71 (0.72) −2.69 (0.71) −2.70 (0.69) −2.68 (0.71) −1.93 (0.29)
1024 −2.33 (0.12) −2.91 (0.48) −2.69 (0.76) −2.98 (0.41) −1.87 (0.39)
Table 4: (Elliptic, forward, dKL = (16, 128)) Mean MNLP (standard deviation) as a
function of nξ. Refer to Table 1 for details on the columns.
inferring the latent variable for each test case, we additionally optimize over
β∗ of Eq. (C.1) in order to account for the fact that the simulator data will
not have the same level of noise as the test data, which are assumed to come
from a different information source (such as a sensor array).
We consider two different experimental setups with increasing difficulty.
Again, we perform two experiments where training data is generated by solv-
ing samples from the stochastic prior with dKL = (16, 32) in the first exper-
iment and (16, 128) in the second experiment, Test cases are obtained by
subsampling solutions to the FEM code on a 5 × 5 grid for the first exper-
iment and a 9 × 9 grid for the second experiment. For both experiments,
observations are corrupted with white Gaussian noise with standard devi-
ation roughly equal to 10% of the standard deviation of a typical solution
uˆ.
Tables 5 and 6 quantifies the prediction accuracy of our approach on
a test set of n∗ξ = 100 separate examples for the first experimental setup.
The performance on the second experimental setup is reported in Tables 7
and 8. Figures 7 and 8 visualize an example test case for both experimental
setups using models with two different numbers of training data. We see that
the predictive accuracy of the model improves as more training examples are
provided and that the posteriors retain well-calibrated uncertainty estimates.
Furthermore, the joint model approach consistently outperforms the two-
model approaches by a slight margin, implying that learning a shared latent
space between inputs and outputs provides a slight advantage within the
context of this problem, where the more challenging step of inferring the
latent variable posterior is aided by the fact that the latent space was learned
with the ability to generate the outputs explicitly incorporated through the
joint training approach. All approaches seem to approach the same level of
35
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Figure 6: (Elliptic, forward, dKL = (16, 128)) Sample predictions with the 2M-Sum model.
The rows and columns are the same as in Fig. 5.
performance as the number of training data becomes larger, implying that
the limiting aspect of its performance becomes the quality and quantity of
output measurements for the test cases.
We again considered a case where deterministic PCA is used to construct
the input model. When nξ,in is small, this approach suffers noticeably in its
ability to provide well-calibrated posterior uncertainties as evidenced by the
results in Tables 6 and 8. To a greater degree than in the forward problem,
rigorously accounting for and propagating the sources of uncertainty in the
model becomes imperative for obtaining good posterior estimates. Thus, we
see the benefits of the Bayesian formulation of the SGPLVM models. To
emphasize this point, Fig. 9 shows a one-dimensional cut of the posterior for
one of the test cases in the second experiment along the line x
(s)
1 = 1/2 for the
2M-PCA and JM-Sum models with nξ = 32. We see that the former suffers
from significant overconfidence, whereas the latter provides a well-calibrated
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posterior.
nξ,in nξ,out 2M-PCA 2M-Sum JM-Sum
32 32 0.67 (0.12) 0.75 (0.16) 0.65 (0.13)
64 64 0.60 (0.12) 0.60 (0.12) 0.60 (0.12)
128 128 0.58 (0.11) 0.57 (0.11) 0.57 (0.10)
256 256 0.58 (0.12) 0.56 (0.11) 0.58 (0.12)
512 512 0.56 (0.11) 0.55 (0.11) 0.57 (0.12)
1024 1024 0.55 (0.11) 0.60 (0.11) 0.56 (0.11)
Table 5: (Elliptic, inverse, dKL = (16, 32)) Mean RMSE (standard deviation) as a func-
tion of the number of training examples. Columns correspond to (2M-PCA) two-model
approach with a PCA input model and SGPLVM output model with linear+RBF sum
kernel, (2M-Sum) the two-model approach with a linear+RBF stochastic kernel on both
input submodels, and (JM-Sum) the jointly-trained approach with linear+RBF kernel.
nξ,in nξ,out 2M-PCA 2M-Sum JM-Sum
32 32 1.70 (1.45) 1.01 (0.54) 0.82 (0.50)
64 64 0.60 (0.33) 0.57 (0.25) 0.60 (0.27)
128 128 0.53 (0.19) 0.55 (0.20) 0.51 (0.20)
256 256 0.54 (0.21) 0.50 (0.38) 0.61 (0.36)
512 512 0.50 (0.19) 0.52 (0.17) 0.55 (0.32)
1024 1024 0.49 (0.21) 0.64 (0.41) 0.51 (0.28)
Table 6: (Elliptic, inverse, dKL = (16, 32)) Mean MNLP (standard deviation) as a function
of the number of training examples. Refer to Table 5 for details on the columns.
6. Conclusions and Discussion
In this work, we derived a structured Gaussian process latent variable
model that can model spatiotemporal data, explicitly capturing spatiotempo-
ral correlations by extending the Bayesian GP-LVM of Titsias and Lawrence.
Computational tractability is maintained by expressing the prohibitively-
large covariance matrices involved in the model’s evidence lower bound and
predictive density as Kronecker products. Additionally, the modeled spa-
tiotemporal correlations are expressed in terms of standard kernel functions,
yielding a simple, interpretable parameterization and allowing for one to use
the generative model at a higher resolution than that of the training data.
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Figure 7: (Elliptic, inverse, dKL = (16, 32)) Sample predictions from the JM-Sum model.
From top to bottom, nξ = 32, 64, 128, 256, 512, and 1024. From left to right: Measured
output, true input log ak, prediction lower confidence bound, predictive mean, prediction
upper confidence bound.
Finally, we use the SGPLVM to solve forward and inverse problems associ-
ated with an elliptic PDE, including showing how the inverse problem can
be solved through variational optimization and avoiding costly Monte Carlo
sampling.
Our work might be extended in a number of ways. First, it is possi-
ble to express the latent variables as outputs of a second GP, resulting in
a structured version of the Bayesian warped Gaussian process first found
in [46]. Such a model might prove useful as a surrogate model in which the
data exhibits nonstationary behavior in the stochastic inputs. Taking this
even further, one could append additional layers or other architectures to
map from some inputs to the latent variables found in the SGPLVM; such
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nξ,in nξ,out 2M-PCA 2M-Sum JM-Sum
32 32 0.90 (0.13) 0.92 (0.14) 0.88 (0.13)
64 64 0.82 (0.12) 0.86 (0.12) 0.78 (0.10)
128 128 0.76 (0.12) 0.75 (0.12) 0.72 (0.12)
256 256 0.68 (0.10) 0.68 (0.10) 0.67 (0.10)
512 512 0.66 (0.10) 0.75 (0.13) 0.65 (0.10)
1024 1024 0.64 (0.10) 0.66 (0.10) 0.65 (0.10)
Table 7: (Elliptic, inverse, dKL = (16, 128)) Mean RMSE (standard deviation) as a func-
tion of the number of training examples. Refer to Table 5 for details on the columns.
nξ,in nξ,out 2M-PCA 2M-Sum JM-Sum
32 32 5.88 (2.78) 1.11 (0.42) 1.13 (0.35)
64 64 3.11 (1.66) 0.98 (0.37) 1.30 (0.52)
128 128 1.20 (0.57) 0.79 (0.34) 0.84 (0.40)
256 256 0.69 (0.27) 0.66 (0.21) 0.69 (0.28)
512 512 0.66 (0.23) 0.84 (0.31) 0.65 (0.22)
1024 1024 0.64 (0.24) 0.67 (0.26) 0.69 (0.29)
Table 8: (Elliptic, inverse, dKL = (16, 128)) Mean MNLP (standard deviation) as a func-
tion of the number of training examples. Refer to Table 5 for details on the columns.
a model would be tractable using techniques developed for deep Gaussian
processes [47] or deep kernel learning [31], to name two possibilities. Ad-
ditionally, one could perform subsequent manipulations on the output side
of the structured GP of the current model; such a model would be useful
for learning nonparametric, non-Gaussian likelihoods and improve the appli-
cability of the current generative model to binary (or strongly multimodal)
data.
Lastly, the use of variational methods and suitably-posed probabilistic
generative models for Bayesian inversion is attractive to us particularly for
applications where speed is essential. Along this same line, we are inves-
tigating other methods utilizing parametric deep learning models including
generative adversarial networks.
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Figure 9: (Elliptic, inverse, dKL = (16, 128)) One-dimensional cut along the line x
(s)
1 = 1/2
of the posterior for a test case inverted using the (left) 2M-PCA and (right) JM-Sum
models with nξ = 32.
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Appendix A. SGPR: Predictive covariance computation
We wish to compute the predictive covariance of Eq. (7) for the structured
GP model, repeated here for convenience:
Σ∗ = K∗∗ −K∗fK−1yy Kf∗.
We will restrict ourselves to the case where n∗ξ = 1, since larger values will
typically outpace our ability to store Σ∗ in memory. If one wishes to sample
a larger distribution, various sequential/low-rank approaches such as the one
used in [11] might be adapted to the SGPR model.
Using Eq. (16), we can write
K∗fK−1yy Kf∗ = K∗fQ(Λ + β
−1In×n)−1QᵀKf∗. (A.1)
Define
D˜f = (Λ + β
−1In×n)−1/2, (A.2)
Ef = K∗fQ. (A.3)
Also, define D˜
(i)
f ∈ Rns×ns to be the i-th block diagonal of D˜f . The matrix
Ef has Kronecker structure:
Ef = (K
(ξ)
∗f ⊗K(s)∗f )(Q(ξ) ⊗Q(s))
= (K
(ξ)
∗f Q
(ξ))⊗ (K(s)∗f Q(s))
= E
(ξ)
f ⊗ E(s)f . (A.4)
Note that, in the case where we are interested in repeatedly predicting at the
same X(s),∗, we can pre-compute E(s)f . We can also pre-compute Q
(ξ) and D˜f
since they depend only on the training data. The algorithm for computing
Σ∗ for the SGPR model is given in Algorithm 8.
Appendix B. SGPLVM: Predictive covariance computation
We wish to compute Eq. (71), repeated here for convenience:
Σ∗ = K∗∗ −K∗uL−ᵀQC
(
I− β−1D−1)QᵀCL−1Ku∗.
We will restrict ourselves to the case where n∗ξ = 1, since larger values will
typically outpace our ability to store Σ∗ in memory. If one wishes to sample
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Algorithm 8 Computing the predictive covariance for the SGPR model.
Require: A trained SGPR model, X(s),∗, x(ξ),∗, pre-computed E(s)f , Q
(ξ),
and D˜f .
Ensure: The predictive covariance Σ∗ of Eq. (7).
1: Compute E
(ξ)
f = K
(ξ)
∗f Q
(ξ).
2: Initialize Σ∗ → 0
3: for i = 1, . . . ,mξ do
4: Compute Hf = E
(s)
f D˜
(i)
f .
5: Update Σ∗ → Σ∗ − (E(ξ)f )iHfHᵀf .
6: Update Σ∗ → Σ∗ + K∗∗.
a larger distribution, various sequential/low-rank approaches such as the one
used in [11] might be adapted to the SGPLVM model.
Our approach is similar to that for the SGPR model. Define
D˜ = (Im×m − β−1D−1)1/2, (B.1)
E = L−ᵀQC , (B.2)
G = K∗uL−ᵀQC = K∗uE. (B.3)
Also, define D˜(i) ∈ Rns×ns to be the i-th block diagonal of D˜. The quantities
E and G have Kronecker structure:
E = E(ξ) ⊗ E(s), (B.4)
G = G(ξ) ⊗G(s). (B.5)
Note that, in the case where we are interested in repeatedly predicting at the
same X(s),∗, we can pre-compute G(s). We can also pre-compute E(ξ) since it
depends only on the training data. The algorithm for computing Σ∗ is given
in Algorithm 9.
Appendix C. Efficient computation of L∗
Here, we provide details on the efficient computation of the test term L∗
in the augmented bound. This was first reported in [35], but is repeated here
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Algorithm 9 Computing the predictive covariance.
Require: A trained SGPLVM, X(s),∗, x(ξ),∗, pre-computed G(s) E(ξ).
Ensure: The predictive covariance Σ∗ of Eq. (71).
1: Compute G(ξ) = K
(ξ)
∗uE(ξ).
2: Initialize Σ∗ → 0
3: for i = 1, . . . ,mξ do
4: Compute H = G(s)D˜(i).
5: Update Σ∗ → Σ∗ − g(ξ)i HHᵀ.
6: Update Σ∗ → Σ∗ + K∗∗.
for convenience. We are interested in computing
L∗ =− n
∗dy
2
(log(2pi)− log β)− βdy
2
Tr (Y∗Y∗,ᵀ)− β
2
Tr
(
K−1uuΨ
∗
2K
−1
uu (U¯U¯
ᵀ + dyΣu)
)
+ βTr
(
Y∗,ᵀΨ∗1K
−1
uuU¯
)− βdy
2
(
ψ∗0 − Tr
(
K−1uuΨ
∗
2
))−KL (q(x(ξ,∗)) ‖ p(x(ξ,∗))) .
(C.1)
The Kullback-Liebler term presents no particular challenges, so we will fo-
cus on computing F∗ = L∗ + KL (q(x(ξ,∗)) ‖ p(x(ξ,∗))). Recall that the
analytic optimal variational posterior mean and covariance for q∗(U) =∏dy
j=1N
(
u:,j|u¯∗:,j,Σ∗u
)
, given the training data, are given by
U¯∗ = KuuK−1ψ Ψ
ᵀ
1Y,
Σ∗u = β
−1KuuK−1ψ Kuu.
(C.2)
Substituting these into Eq. (C.1) and cleaning up some terms gives
F∗ =− n
∗dy
2
(log(2pi)− log β)− βdy
2
Tr (Y∗Y∗,ᵀ)
− β
2
Tr
(
Ψ∗2K
−1
ψ Ψ
ᵀ
1YY
ᵀΨ1K
−1
ψ
)− dy
2
Tr
(
Ψ∗2K
−1
ψ
)
+ βTr
(
Y∗,ᵀΨ∗1K
−1
ψ Ψ
ᵀ
1Y
)− βdy
2
(
ψ∗0 − Tr
(
K−1uuΨ
∗
2
))
.
(C.3)
Next, we compute the matrix square root
Ψ∗2 =
(
L
(ξ,∗)
Ψ2
⊗K(s)u∗
)
︸ ︷︷ ︸
=L∗Ψ2
(
L
(ξ,∗)
Ψ2
⊗K(s)u∗
)ᵀ
, (C.4)
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and substitute
K−1ψ = L
−ᵀQCD−1Q
ᵀ
CL
−1 (C.5)
into Eq. (C.3) to obtain
F∗ =− n
∗dy
2
(log(2pi)− log β)− βdy
2
Tr (Y∗Y∗,ᵀ)
− β
2
Tr
L∗,ᵀΨ2L−ᵀQCD−1QᵀCL−1Ψᵀ1Y︸ ︷︷ ︸
=T1
YᵀΨ1L
−ᵀQCD−1Q
ᵀ
CL
−1L∗Ψ2

− dy
2
Tr
L∗,ᵀΨ2L−ᵀQCD−1/2︸ ︷︷ ︸
=T2
D−1/2QᵀCL
−1L∗Ψ2

+ βTr
(
Y∗,ᵀΨ∗1K
−1
ψ Ψ
ᵀ
1Y
)− βdy
2
(
ψ∗0 − Tr
(
K−1uuΨ
∗
2
))
,
(C.6)
=− n
∗dy
2
(log(2pi)− log β)− βdy
2
Tr (Y∗Y∗,ᵀ)− β
2
Tr (T1T
ᵀ
1)−
dy
2
Tr (T2T
ᵀ
2)
+ βTr
(
Y∗,ᵀΨ∗1K
−1
ψ Ψ
ᵀ
1Y
)− βdy
2
(
ψ∗0 − Tr
(
K−1uuΨ
∗
2
))
,
(C.7)
where D−1 = D−1/2D−1/2 is easily computed since D is diagonal. Note also
that many terms in Eq. (C.6) do not depend on the test case and can be
cached after training is complete to improve efficiency.
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