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Perception and representation of actions are a multimodal experience modulated by 
visual (Haslinger et al., 2005), auditory (Kaplan et al., 2007), somatic (Avenanti et al., 
2007), and even olfactory inputs (Rossi et al., 2008). The discovery in the monkey brain 
of double-duty neurons involved in action execution and action observation (visuo-
motor mirror neurons) provided a new insight into the possible parity between action 
perception and action execution (Buccino et al., 2001; Decety et al., 1997; Fogassi et al., 
2005; Gallese et al., 1996; Gazzola and Keysers 2009; Rizzolatti et al., 1996). Studies 
indicate, for example, that mere observation of an action may strengthen the motor 
representation of the observed action (Stefan et al., 2005) and that mere motor 
experience of a particular action may improve its visual discrimination (Casile and Giese 
2006). In view of these findings and possibly also of the notion that vision dominates the 
other senses and leads virtually any type of cross-modal and perceptuo-motor 
interaction, several studies have focused on the link between action observation and 
action execution (Buccino et al., 2004; Pazzaglia et al., 2008; Rizzolatti et al., 1996; 
Vogt et al., 2007). However, non-visual senses are fundamental for interacting with the 
environment when vision is not available. In addition to conditions when sight is absent 
(Amedi et al., 2005; Pietrini et al., 2004; Ricciardi et al., 2009), several daily life 
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behaviors are guided by non-visual senses. Each action of animals and humans produces 
a characteristic sound that may permit its unequivocal recognition.  
In the first part of this Introduction I will discuss animal studies, which provide direct 
evidence that action is inherently linked to multisensory cues, as well as the studies 
carried out on humans demonstrating the link between “resonant” fronto-parietal-
temporal networks and the ability to represent an action by hearing its sound. In 
particular, I will examine these evidences in favour of somatotopy as a possible 
representational rule underlying the auditory mapping of actions. In the second part I 
will build the hypothesis tested in the following chapters. I will connect the somatotopy 
rule, above mentioned, within the framework of Auditory Scene Analysis (ASA). This 
link will be develop throughout the thesis and will be discussed on different levels (i) the 
functional role of a such ASA-like mechanisms in the action perception (ii) 
neurophysiological evidences for connecting the two research fields (i.e. somatotopy vs 









Mechanisms and neural underpinnings of audio-motor action mapping 
 
1.1 Direct evidence in animals 
The classical view that posterior and anterior brain areas are involved in sensory and 
motor processes, respectively, has been challenged by pioneering single-cell recording 
studies on the brain of macaque monkeys who observed the actions performed by 
monkey or human agents (“mirror neurons”, see Rizzolatti and Craighero 2004 for a 
review). These studies reveal that viewing the actions performed by another agent may 
trigger the activity of the frontal and parietal cortical neurons, which are also involved in 
both the execution and planning of goal-directed actions (di Pellegrino et al., 1992; 
Fogassi et al., 2005; Gallese et al., 1996). The existence of double-duty “mirror” 
neurons in classical motor areas indicated, for the first time, that a common neural 
substrate may underlie the perceptual and motor aspects of actions. Remarkably, some 
of these double-duty, frontal mirror neurons in fact turned out to be triple-duty cells, 
activated not only by action observation and execution but also by the acoustic 
perception of action-related sounds (Kohler et al., 2002). Moreover, these cells can 
display a multimodal additive response, suggesting they are involved in complex audio-
visuo-motor integration functions (Keysers et al., 2003). Note, however, that some of 
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these complex perceptuo-motor neurons respond strongly to action sounds (e.g. paper 
tearing), but not to the observation of actions (e.g. grasping of an object) performed by 
another human or monkey agents thus indicating their audio-motor specificity (Keysers 
et al., 2003).  
 
1.2 Transcranial magnetic stimulation studies 
Although direct evidence of the existence of mirror neurons in humans is still lacking, 
increasing numbers of studies have provided indirect proof of motor mirroring in 
humans. In a seminal study on this issue, single-pulse transcranial magnetic stimulation 
(TMS) was delivered to the primary motor cortex of healthy subjects while they 
observed a model grasping an object. The study revealed that mere observation of the 
action induced an increase in motor evoked potentials (MEPs) recorded from the same 
muscles that would be active during actual execution of the same movements (Fadiga et 
al., 1995). This increase in MEP modulation during action observation was expanded by 
subsequent single-pulse TMS studies (Candidi et al., 2010; Gangitano et al., 2001; 
Romani et al., 2005; Strafella and Paus 2000, Urgesi et al., 2006, 2010). In addition, 
listening to action-related sounds seems to increase cortico-spinal reactivity. Indeed, 
MEPs recorded from hand muscles during passive listening to sounds associated with 
bimanual actions produced greater cortico-spinal facilitation than control sounds or 
sounds associated with leg movements (Aziz-Zadeh et al., 2004). 
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1.3 Functional magnetic resonance imaging studies  
Clear evidence for selective involvement of brain regions in sound-into-action 
translation processes has been provided in the past few years by the utilization of 
functional magnetic resonance imaging (fMRI) studies. The first evidence for the 
existence of an audio-motor mirror system in humans was obtained by asking healthy 
subjects to passively listen to hand- or mouth-related sounds (Gazzola et al., 2006). The 
dorsal premotor cortex and inferior parietal lobe in the left hemisphere showed a 
stronger response to the sound of a hand action than to the sound of a mouth action. In 
contrast, in the left ventral premotor cortex, the response to the sound of a mouth action 
was stronger than to the sound of a limb action. Interestingly, the audio-motor mirror 
system largely responded to the sight of similar actions, thus hinting at the multimodal 
nature of action simulation. Galati and coworkers (Galati et al., 2008) performed an 
event-related fMRI study in which a hand or mouth action-related sound (or a sound 
related to an environmental event) was or was not congruent with a previously presented 
written word that acted as an unconscious cross-modal priming stimulus. A clear neural 
signature of prime congruency specific for action sound trials was found in the left 
inferior frontal and posterior temporal regions, supporting the notion of a fronto-parietal 
network underlying audio-motor mirroring. Interestingly, the fronto-parietal network is 
activated during the execution, viewing, and hearing of hand movements, supporting the 
inherently multimodal nature of motor mirroring (Galati et al 2008, Gazzola et al 2006). 
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It is noteworthy that environmental sounds not associated with human actions (Galati et 
al. 2008), the phase-scrambled versions of action sounds (Gazzola et al., 2006), and 
silent events (Lewis et al., 2006), did not activate any of these areas. Because acting 
upon environmental elements (e.g. grasping rain, wind, or fire) is not possible, the motor 
system may not be involved in the perception of the sounds related to these elements. 
Therefore, environmental sounds do not generally qualify as sounds that are associated 
with embodiment.   
 
1.4 Evoked potentials and Magnetoencephalography studies 
The time course of action-related sound processing was explored using multi-channel 
event-related potentials (ERPs) in an elegant study using a visuo-auditory version of the 
repetition suppression paradigm, where written words could or could not be semantically 
related to sounds evoked by human hand (e.g. clapping), or mouth (e.g., whistling) 
actions, or by other non-human activities (e.g., the sound of the rain; Pizzamiglio et al., 
2005). In this study, the left posterior superior temporal and premotor areas were 
selectively modulated (peak at 280 ms) by action-related sounds, while the left and right 
temporal poles were modulated (peak at 300 ms) by non-action-related sounds. This 
pattern of results clearly indicates that separate neural system are used to represent 
sounds, which can or cannot be translated into human actions. Electrical neuroimaging 
analyses of auditory evoked potentials in response to sounds that typically cue a 
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responsive action (e.g. a door bell), versus sounds that do not elicit automatic motor 
responses (e.g. a church bell), revealed the modulation of neural activity in the premotor 
and inferior (pre)frontal regions, mainly on the left side (De Lucia et al., 2009). In 
keeping with the study by Pizzamiglio et al. (2005), the effects peaked at about 300 ms, 
well after the general categorical object discrimination, thus supporting the notion that 
the reported electric modulation is associated with audio-motor action mapping. Of 
particular interest, for the works that will be presented in the next chapters, is the 
investigations of the sound-into-action translation process through the mismatch 
negativity (MMN). At this regards, Hauk and coworkers presented to participants a 
multideviant paradigm in which the deviant stimuli were finger and tongue clicks as 
well as sounds with comparable acoustic features but no association with actions (Hauk 
et al., 2006). Action-related sounds induced larger mismatch negativity than control  at 
~100 ms after the stimulus presentation. Topographical distribution analysis showed that 
hearing sounds related to finger and tongue actions induced higher neural activity in left 
hemisphere motor areas as well as in the more inferior regions of both hemisphere, 
respectively (Hauk et al., 2006). The application of the same experimental stimuli, and a 
paradigm of subdural EEG recording in a 12-year-old girl undergoing intracranial 
monitoring of epileptic seizures, provided an accurate picture of the time course of the 
sound-into-action translation process (Lepage et al. 2010). Neural activity recorded from 
electrodes overlying the functionally defined hand representation of the motor cortex 
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revealed both early (100 ms) and late (250 – 450 ms) modulation effects of natural 
finger-clicks when compared with control sounds. Although coming from a single 
subject, the results hint at the presence of two distinct time windows of M1 activation 
after action sound are heard and suggest that both early (Hauk et al, 2006) and late (De 
Lucia et al., 2009; Pizzamiglio et al., 2005) resonance may be triggered by hearing 
action sounds. One particular Magnetoencephalography (MEG) study has specifically 
tested the effect of hearing action-related sounds on motor cortex activity, providing 
evidence of audio-motor mirroring in humans (Caetano et al., 2007). In particular, the 
authors of this study explored the modulation of the 20-Hz rhythm. The 20-Hz activity is 
typically suppressed during movement performance and reappears soon after. This 
phenomenon is known as rebound-effect and reflects the stabilization of the primary 
motor cortex after a perturbation. A rebound of 20-Hz activity was found not only after 
execution and visual observation of actions, but also after hearing the sound associated 
with the same action, demonstrating the clear influence of vision and audition on action 
mapping (Caetano et al., 2007).  
    
1.5  Representational rules underlying the auditory mapping of actions 
As previously discussed, different cognitive neuroscience techniques and experimental 
protocols in healthy subjects have provided convergent evidence for the existence of a 
fronto-parietal network involved in audio-motor mapping of human actions. Audio-
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motor mirroring is modulated by several factors including the intention to act (Knoblich 
and Repp 2009) the presence of body-object interactions (Lewis et al., 2005; De Lucia et 
al., 2009), and the body part involved in the action evoked by the heard sound (Fadiga et 
al., 2002; Pizzamiglio et al., 2005; Hauk et al., 2006; Gazzola et al., 2006; Pazzaglia et 
al., 2008; Galati et al., 2008). In particular, the latter factor involves the specificity of 
the bodily instantiation of cognitive operations, which is known as “embodiment” 
(Barsalou, 2008). It is widely believed that performance of actions implies the activation 
of body parts according to a somatotopic, homuncular cortical representation (Penfield 
and Rasmussen, 1950) (Figure 1.1). Studies of the visual observation of actions suggest 
that somatotopy may also be an important representational rule for mirroring processes. 
Indeed, neural activity in the dorsal and ventral parts of the premotor region was higher 
when viewing hand and mouth actions respectively (Buccino et al., 2001; Aziz-Zadeh et 
al., 2006; Wheaton et al., 2004). Moreover, separate neural activities, specifically 
related to the observation of hand, mouth, and foot movements, were found in both 
frontal and parietal regions (Buccino et al., 2001). Likewise, imaging studies showed 
that the left hemisphere exhibits a somatotopic arrangement along the motor strip 
(Schubotz et al., 2003; Wheaton et al., 2004; Leslie et al., 2004) in response to action-
related linguistic tasks, such as the passive reading of words (e.g. kick, pick, lick; Hauk 
et al., 2004; Pulvermüller 2001), or phrases (Aziz-Zadeh et al., 2006), or listening to 
sentences (Tettamanti et al., 2005). High density EEG (Hauk et al., 2006) and fMRI 
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(Gazzola et al., 2006) investigations of healthy subjects revealed that the motor mapping 
of heard actions follows a somatotopic pattern. Indeed, clear differences in the 
topographies of brain responses to the sounds produced by finger and tongue clicking 
movements were found (Hauk et al. 2006). Hearing the sound associated with mouth 
actions and executing such action lead to activation of the pars opercularis of the inferior 
frontal gyrus, which extends to the rostral-most sector of the ventral premotor cortex. In 
contrast, while the hearing and execution of hand actions lead to activation of the ventral 
premotor cortex, this activation partially extends to parsopercularis of the inferior frontal 
gyrus (Gazzola et al., 2006). In the left premotor cortex, a somatotopic pattern of 
activation was also observed with a dorsal cluster more involved when hearing and 
executing hand actions, and with a ventral cluster more involved when hearing and 
executing mouth actions (Gazzola et al., 2006). These behavioural and neural double-
dissociations indicate that a left-lateralized audio-motor network is actively involved in 
both the somatotopic motor mapping of sounds related to limb and mouth actions as well 
as in the execution of the very same actions. Note that the mouth sound region turned 
out to be represented ventrally to the hand sound area, in line with the well-known 
arrangement of the motor homunculus (Penfield and Rasmussen 1950) (Figure 1.1). This 
finding is in accordance with the topographical representation of different effectors 
within the ventral premotor, supplementary motor (SMA), and the primary motor (M1) 





Figure 1.1: Somatotopic organization of the motor cortex 
 
The existence of auditory mirror neurons suggest the view that the auditory-motor link 
does not depend on a previously established visual-motor link. Instead, would exist a 
direct connection between acoustic and motor representations. For example, it is 
noteworthy that in the Hauk and coworker’s study (2006), the tongue sound, for which 
the visual information is irrelevant because the action is uniquely performed inside the 
mouth, elicited coherent somatotopic cerebral responses. For the aim of the next 
chapters this work is particularly interesting especially for the nature of the component 
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studied (MMN). However, before to build the hypotheses underlie the next chapters I 
will rapidly review the main features of the MMN and its temporal and functional 




















Deviance detection and Auditory Scene Analysis (ASA) 
 
MMN AS AN INDEX OF DISCRIMINATION ACCURACY 
The MMN is generated by the brain’s automatic response to any change in auditory 
stimulation exceeding a certain limit roughly corresponding to the behavioral 
discrimination threshold (Tiitinen et al., 1994). The MMN response is seen as a negative 
displacement in particular at the fronto-central and central scalp electrodes (relative to a 
mastoid or nose reference electrode) in the difference wave obtained by subtracting the 
event-related potential (ERP) to frequent, “standard”, stimuli from that to rare “deviant” 
stimuli. The MMN usually peaks at 150-250 ms from change onset. A prerequisite of 
MMN elicitation is that the central auditory system has, before the occurrence of the 
deviant stimulus, been able to form a representation of the repetitive aspects of auditory 
stimulation (Winkler et al., 1996a,b; Horváth et al., 2001; see also Winkler et al., 
1999a,b; Huotilainen et al., 1993; Paavilainen et al., 1993a; for a review, see Näätänen 
and Winkler, 1999). An MMN is then elicited by a stimulus that violates this 
representation. Very importantly, in particular in view of the clinical and other potential 
applications, the MMN is elicited irrespective of the subject or patient’s direction of 
attention (Näätänen, 1979, 1985).  
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Usually, the MMN is considered a quite accurate index of a pre-attentive feature-
specific code of stimulus change and, further, it would provide an objective index of the 
discrimination accuracy for the different acoustic feature dimensions. This is supported 
by the fact that, in general, the MMN sensitivity to small stimulus changes seems quite 
well to correspond to the behavioural discrimination thresholds. In addition, the MMN’s 
main parameters (i.e. latency and amplitude) correlate with the magnitude of sound 
change (Tiitinen et al., 1994) as well as with one’s perception (detection accuracy and 
speed) of the sound change (Lang et al., 1990; Amenedo and Escera, 2000; Pakarinen et 
al., 2007). Typically the MMN has been recorded using the oddball paradigm, where 
infrequent (probability P = 10-20%) “deviant” sounds are interspersed within a stream of 
continually repeated “standard” (P = 80-90%) sounds. Subsequent research has, 
however, shown that a single repeating constant standard sound is not a necessity for 
MMN recording (and elicitation). For instance, Huotilainen et al. (1993) recorded an 
MMN for a frequency change in a stream of sounds which constantly varied in intensity, 
duration, rise and fall times, and number of harmonic partials. Moreover, in the recent 
multi-feature recording paradigms (Näätänen et al., 2004; Pakarinen et al., 2007), the 
standard tone (P = 50%) is never repeated as it alternates with several types of deviants 
(for example P = 12.5% for each, 50% for all deviants in total). The multi-feature 
paradigms rest on the assumption that the deviants, which differ from the standard in 
one respect (one deviant differs in, e.g., duration, while another differs in frequency, yet 
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others in loudness, vowel length, vowel duration, etc.) strengthen the memory trace for 
the standard in regard to those attributes they have in common. Crucially, has been 
demonstrated (Pakarinen et al., 2010) that is possible to record an MMN even with no 
standard tone. This type of paradigm requires a sufficient number of independent 
deviant types in order for each of the deviant features to occur rarely enough (for 
example 12.5% for each deviant type). If one deviant type occurred with a large 
probability, it would no longer be a ‘‘deviant” event. When standard tones are not used, 
the other deviants take the role of the ‘‘standard” sound: they will strengthen the 
memory trace of one feature, e.g., they all share the same frequency, while the frequency 
deviant sound, occurring in 10 – 15% of cases, will act as a ‘‘deviant” for that feature. 
This could be possible for several other sound features, respectively. Theoretically, this 
work has very important implications. In fact, the MMN responses elicited in this no-
standard paradigm, show concretely that the auditory system can, at the same time, keep 
track of different sound features by forming separated memory traces. In fact, the tones 
themselves could not be classified as standards or deviants in the traditional sense, as 
they all differed from each other, and were equiprobable. The different sound features, 
however, could be classified as common and rare, as their probabilities varied in the 
sequence. For instance, the frequency of the tones was identical in 87.5% of the trials, 
and either higher or lower in the remaining 12.5%. The elicitation of the MMN to 
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frequency change under such conditions means that an accurate memory trace was 
constructed for the invariant (standard) features of the auditory input.  
To deeply understand this very high and impressive ability to keep track of different 
acoustic features in trains of continuously changing sounds, several works has been 
focused on the neurophysiological basis promoting this accuracy. For example, 
Molholm and colleagues (2005), using functional magnetic resonance imaging (fMRI), 
showed that anatomically distinct networks of auditory cortices were activated as a 
function of the deviating acoustic feature (in this study tone frequency and tone 
duration). This work supported the neurophysiological plausibility that MMN generators 
in auditory cortex are feature-dependent. In this field, another important and pioneer 
magnetoencephalographic (MEG) work has been carried out by Tiitinen and coworkers 
(1993). Here the authors presented two tone stimuli, one frequent (standard) and the 
other one infrequent (a slightly higher, deviant tone) in random order to subjects reading 
texts they had selected. In different blocks, standards were either 250, 1000, or, 4000 
Hz, with the deviant always being 10% higher in frequency than the standards of the 
same blocks. Magnetic responses elicited by the standard and deviant tones included 
N1m, the magnetoencephalographic equivalent of the electrical N1 (its supratemporal 
component). In addition, deviant stimuli elicited MMNm, the magnetic equivalent of the 
electrical mismatch negativity, MMN. The equivalent dipole sources of the two 
responses were located in supratemporal auditory cortex, with the MMNm source being 
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anterior to that of N1m. The dipole orientations of both sources in the sagittal plane 
depended on stimulus frequency, suggesting that the responses were generated by 
tonotopically organized neuronal population (Figure 2.1). 
 
Figure 2.1: Mean angles of the N1m and MMNm dipoles in the sagittal plane for the low, medium 
and high tones. 
 
 The authors concluded stating that the tonotopy reflected by the frequency dependence 
of the MMNm source might be that of the neural trace system underlying frequency 




AUDITORY STREAM SEGREGATION 
In daily life acoustic component generated by multiple sound sources often impinge 
upon the ear simultaneously. A primary task of the auditory system is to determine 
which elements in the acoustic mixture originate from which sound source, thereby 
constructing perceptual representations of the original sources. The ease with which the 
brain assigns sound components to their appropriate sources is illustrated, for example, 
at a cocktail party: speakers’ voices, music etc. are perceived as distinct auditory object, 
despite the fact that the input to the ear is a complex sound wave arising from the 
summation of these acoustic signals. Auditory scene Analysis (ASA) is the process by 
which the auditory system groups and segregates components of acoustic mixtures to 
construct perceptual representations of sound sources, or ‘ auditory images’ (Bregman, 
1990). These auditory images in turn reflect the brain’s determinations of the 
individuality of the sources generating the auditory signals (Bregman, 1990; Fay, 1998). 
Auditory scene analysis can be divided into two inter-dependent classes of processes, 
dealing with the perceptual organization of simultaneously and sequentially occurring 
acoustic elements, respectively (Bregman, 1990). Many of these processes are 
considered automatic, or ‘primitive’, in that they are thought to be based upon lower 
level neurophysiological mechanisms not dependent on learning or attention (Bregman, 
1990). Acoustic features utilized by the auditory system in sound source determination 
are analogous to cues utilized in visual Gestalt perception. For example, acoustic 
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elements arising from different spatial locations, or that are far apart in frequency or 
time, tend in nature to be generated by different sources and are perceptually segregated 
by the brain; sound component that are harmonically related or that rise and fall in 
intensity together (i.e. are co-modulated) tend to arise from a single source and are 
perceptually grouped. It has been maintained that scene analysis is the essence of 
hearing (Bregman, 1990; Yost, 1991; Fay, 1998). This assertion rests on the assumption 
that the world consists of distinct physical objects and events whose perceptual 
reconstruction from the complex flux of sensory input would clearly be of adaptive 
value to all organisms (Bregman, 1990). 
A classic psychoacoustic phenomenon reflecting sequential organization in auditory 
scene analysis is called ‘auditory stream segregation’. This phenomenon is illustrated by 
listening to a sequence of temporally non-overlapping high and low frequency tones in 
an alternating pattern, ABAB. When the frequency separation (ΔF) between the tones is 
small (< 10 %), or their presentation rate is slow (< 10 Hz), listeners perceive a 
connected and coherent alternating sequence of high and low tones (i.e. galloping 
rhythm or coherence, see Figure 2.2). In contrast, when the ΔF is large or the PR is fast, 
coherence is lost and the alternating sequence perceptually splits into two parallel 
auditory streams, one composed of interrupted ‘A’ tones, and the other of interrupted 
‘B’ tones, each perceived at half the PR (Miller and Heise, 1950; Bregman and 
Campbell, 1971; van Noorden, 1975; Anstis and Saida, 1985).  
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Noteworthy, it has been demonstrated that is Neurophysiologically plausible that the 
neural basis of this mechanism is based on the tonotopic structure of the auditory 
system. At this regard, most neurons in the auditory system, from the AN upwards, are 
frequency selective. This simple fact suggests that some aspects of streaming might arise 
from quite basic processes, such as could be observed at any neural site where this 
frequency selectivity is observed. Consider the response of a neuron tuned to the ‘A’ 
frequency , when ΔF is small, that neuron will also respond to the ‘B’ tones, and its 
output will reflect the ‘galloping rhythm’ in the sequence. As ΔF is increased, the 
neuron will respond only to the ‘A’ tone. There will be other neurons that only respond 
to the ‘B’ tones, but very few will respond to both. Now, when ΔF is intermediate, some 
neurons respond strongly to the ‘A’ tones and weakly to the ‘B’ tones. As the sequence 
is speeded up, the tones get closer together in time, and we might expect the short-term 
adaptation produced by the strong ‘A’ response to reduce the response to the ‘B’ tones. 
These findings have been observed in the primary auditory cortex (A1) of awake 





Figure 2.2: Stream segregation paradigm. 
 
STREAM SEGREGATION AND MMN 
Several studies convincingly demonstrated that stream segregation precedes, and 
provides a prerequisite for, MMN elicitation (Muller et al 2005b).  Hence, the MMN is 
closely associated with the way the central auditory system organizes the incoming 
sounds: the sound organization determines the regularity on which MMN elicitation is 
based (see also Sussman et al., 1998a; Winkler et al., 2001; Alain et al., 2001, 2002 for 
reviews, see Alain et al., 1994; Näätänen et al., 2001; Näätänen and Winkler, 1999).  
 
CONCLUSION 
The main goals of the works presented in the next chapters are based on the scientific 
background just delineated during this introduction. In particular, we will connect the 
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evidences above exposed in order to propose, and test, a new approach to study the role 
of action representation in auditory scene analysis. In particular, this approach is based 
both on the strong evidences suggesting a feature-selective ability in acoustic 
representation and on the neurophysiological evidences above exposed. Indeed, this 
attempt is directly orientated to isolate the abstract feature “Motor Amenability” or 
“Motor content” of class of stimuli in the process of discrimination among sounds. At 
the basis of this hypothesis there are the previous data on MMN and action related 
sounds (Hauk 2006; and Lapage 2010) that indicated the role of action relatedness on 
sound discriminations. Furthermore, the analogous cortical organization between this 
systems (i.e. tonotopy vs somatotopy) provides the neurophysiological plausibility of 











Investigating the stream segregation in audio-motor mapping 
 
3.1 Introduction 
Humans typically live in socially complex environments where elementary single 
movements are combined in complex and meaningful behavior which subtend 
heterogeneous intentions. All these actions usually produce characteristic sounds whose 
encoding is crucial to understand most of the daily behaviors. Different cognitive 
neuroscience techniques have provided convergent evidence for the existence of a 
fronto-parietal network involved in audio-motor mapping of human actions. Although, 
the audio-motor coupling is modulated by several factors, the body part involved in the 
action evoked by the heard sound (Fadiga et al. 2002, Pizzamiglio et al. 2005; Hauk et 
al. 2006; Gazzola et al. 2006; Pazzaglia et al. 2008a; Galati et al. 2008) seems play a 
prominent role. At this regard, several works reported coherent somatotopic activations 
following the perception of action-related sounds (for a review see Aglioti & Pazzaglia 
2010). One strategy to deeply understand this resonance-like mechanism is to focus on 
the perceptual mechanisms mediated by analogous cortical organizations in different 
brain areas. At this regards, has been demonstrated that the perceptual discrimination 
and organization of consecutive sound stimuli (e.g. pure tones) are non-independent 
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phenomena, partially based on the tonotopic organization of auditory cortex. This 
process provide the prerequisite for the Mismatch Negativity (MMN), a component of 
the event related potentials associated with pre-attentive sound discrimination. Several 
works demonstrated that the perceptual organization of successive sounds strongly 
determine the MMN elicitation and modulation (Muller et al., 2005; Sussman et al., 
1998). Furthermore, has been demonstrated that both phenomena are based on the 
tonotopic organization of the auditory cortex (Tiitinen et al, 1993; Fishman et al., 2001).  
Taking advantage of these evidences, we sought to determine whether the sound into 
action translation process is subjected to an analogous mechanism during sound 
discrimination. In particular, as the tonotopic structure of auditory cortex would play a 
role in both the discrimination and organization of successive sound stimuli by building 
arbitrary associations between them, we hypothesize that the somatotopic organization 
would play a very similar role in assigning arbitrary associations between sounds with 
different degree of motor amenability. To this end we studied the MMN. This 
component is usually recorded using the oddball paradigm, where infrequent 
(probability P = 10 - 20%) ‘deviant’ sounds are interspersed within a stream of 
continually repeated ‘standard’ (P = 80 - 90%) sounds. Several research have shown that 
a single repeating constant standard sound is not a necessity for the MMN elicitation 
(Huotilainen et al. 1993). For example, in the recent no-standard recording paradigm 
(Pakarinen et al., 2010), the standard tones are not used, the other deviants take the role 
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of the ‘‘standard” sound: they will strengthen the memory trace of one feature, e.g., they 
all share the same frequency, while the frequency deviant sound, occurring in 10 - 15% 
of cases, will act as a ‘‘deviant” for that feature. Taking advantage of these new 
experimental evidences, we created trains of sounds with the intent to isolate the abstract 
“motor amenability” feature in the process of discrimination of sounds. To this end, the 
multideviant blocks were designed so that the changing of the main acoustic parameters 
were too frequent, or too rare, to elicit an acoustic MMN.  















3.2 Experiment 1: “The role of sounds organization in action perception”  
 
Materials and Methods 
PARTICIPANTS 
Ten participants (5 males; mean 24.6 ± 2.7, years, all right handed),  with no history of 
neurological psychiatric, or hearing impairment gave informed consent to participate in 
this study. This study was approved by the Ethical Committee of the Santa Lucia 




The original sounds were 2 stimuli (44.1 kHz, 16-bit, stereophonic): the water drop 
sound was composed by a single peak (400 ms), while the hand clapping was composed 
by two sounds in succession (460 ms). After have normalized the amplitudes, each 
original sound (DO) has been used to create two multideviant blocks. One block was 
composed by the original sound and five stimuli created manipulating the DO. The 
second block was composed by the same five sounds and by a disguised version of the 
original (DOD). To this end, the peak frequency of a Fast Fourier Transform analysis was 
determined for each of the original stimuli (~ 970 Hz for the hand clapping sound and ~ 
930 Hz for the water drop sound) (Figure 3.1). The stimuli were created, using the Cool 
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Edit 96 software (Syntrillium Software Corporation, Phoenix, AZ, USA) and Audacity 
1.2.6 software, as follows (Figure 3.1).  
Original disguised (DOD): human and non-human original disguised sounds (DOD) were 
generated by adding an inverse sine pure tone (3000 Hz) to the DO, as long as it did not 
change the original peak frequency. 
Standard (S1:4): four stimuli were created by reducing the original peak frequencies of ~ 
40% (~ 370 Hz for the hand clapping sound and ~ 365 Hz for the water drop sound) and 
by normalizing the amplitudes. After that, pure tones or noise at different frequencies 
and amplitudes were added as long as they did not alter the peak frequency: S1 (square 
pure tone, 2500 Hz), S2 (triangle pure tone, 2000 Hz), S3 (sinusoidal pure tone, 1500 
Hz), S4 (white noise). In this way the S1:4 had different frequencies distribution at lower 
amplitudes but the same peak frequency (Figure 3.1). Therefore, for this acoustic 
parameters they will act as standard sounds. 
Low disguised (DLOW): human and non-human DLOW sounds were created by reducing 
the peak frequency of the original sounds of ~ 80% (~ 740 Hz for the hand clapping 
sound and ~ 730 Hz for the water drop sound) and by normalizing the amplitudes. These 




Following this procedure the stimulus set is characterized by a continuous change of the 
main acoustic parameters among the stimuli. In particular, because the peak frequency 
and the signal strength are important parameters for the acoustic MMN elicitation, the 
peak frequencies and the Maximum Root Mean Squares (RMS) Power were controlled 
across all stimuli.  
Peak frequency: within their respective multideviant block all the S1:4 have the same 
peak frequency (~ 600 Hz for the hand clapping and ~ 565 Hz for the water drop sound). 
Therefore, the DO and DOD events represent always an increase of about 60% of their 
respective S1:4 peak frequency (i.e. DO and DOD peak frequency: ~ 970 Hz for the hand 
clapping and ~ 930 Hz for the water drop). The DLOW peak frequency events represent 
always a decrease of about 60% of their respective S1:4 peak frequency (i.e. DLOW peak 
frequency: ~ 230 Hz for the hand clapping and ~ 200 Hz for the water drop). 
Noteworthy, although the absolute difference between the S1:4 sounds and their 
respective DO-OD and DLOW is different among the condition (i.e. hand clapping vs water 
drop), their relative amount of change is the same (i.e. about ± 60%).  Finally, since we 
used different tones and noise at different pitches and amplitudes the resulting frequency 




Maximum Root Mean Square (RMS) Power: a 50 ms window width RMS revealed that, 
within their respective multideviant block all the S1:4 have the same Maximum RMS 
Power ~ -14 dB for the hand clapping and ~ -8 dB for the water drop sound. The DO and 
DOD events with a Maximum RMS Power of ~ -16 dB for the hand clapping and ~ -11 
dB for the water drop sounds, represent a very similar change in comparison to their 
respective S1:4. Finally, the Maximum RMS Power of the DLOW events was ~ -9 dB for 
the hand clapping and ~ -6 dB for the water drop sounds. Therefore, also for this 
parameters the DO-OD and DLOW events represent a change and, hence, a further source of 
variability in the sequences of sounds. However, one important thing to take in 
consideration is also the variability of loudness in the sequence of sounds. Loudness is 
the characteristic of a sound that is primarily a psychological correlate of physical 
strength (amplitude). More formally, it is defined as "that attribute of auditory sensation 
in terms of which sounds can be ordered on a scale extending from quiet to loud” 
(American National Standards Institute, "American national psychoacoustical 
terminology" S3.20, 1973, American Standards Association). One important thing is that 
loudness is also affected by parameters other than sound pressure, in particular 
frequency and duration. Since all the sounds have the same length what we reduced was 
the possible influence that the frequency difference could have on this subjective 
dimension. At this regard, it is well know that the sensitivity of human hear changes also 
as a function of frequency as revealed by the equal-loudness contour (latest version ISO 
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226:2003 revision). In particular, the frequencies below 2 - 4 kHz needs progressively 
higher sound pressure level in order to elicit similar loudness level. Therefore, since our 
DLOW events are characterized by a very low peak frequency they could elicit an MMN 
based on this subjective dimension. To avoid this scenario the S4 has been created with 
the intent to further increase the variability of the average intensity. Therefore, the 
average RMS revealed a high level of variability among sounds (Average RMS: hand 
clapping DO = -31 dB, DOD = -32 dB, DLOW = -27 dB, S1:3 = -29 dB, S4 = -22 dB; water 
drop DO = -25 dB, DOD = -26 dB, DLOW = -20 dB, S1:3 = -22 dB, S4 = -16 dB).   
Length and temporal evolution of RMS Power: within one multideviant block all the 
stimuli have the same length that is 460 and 400 ms for the hand clapping and water 
drop sound, respectively. Finally, because the latency of the acoustic peak signal 
strength can affect the MMN, we controlled also that the DO-OD and DLOW events had the 
acoustic peak latency as similar as possible. This is important because the filters that we 
applied to create the DLOW events could affect the sound by stretch it and, hence, shifting 
the local peaks. When this shifting is kept down it can slightly affect the MMN latency. 
However, if it was too big it could dramatically change the perception of the sounds by 
introducing a very different power distribution of the sound signal over time. Therefore, 
the Maximum RMS Power latencies for the hand clapping DO and DOD were both ~ 30 
ms while their respective DLOW stimulus showed its Maximum Power at 40 ms. The 
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water drop DO and DOD events had their Maximum Power at ~100 ms while the water 
drop DLOW event showed a latency of this measure at ~120 ms. Although, there is not a 
perfect matching between the DO-OD and DLOW events respects the latency of the 
Maximum Power, this is very limited in comparison to the stimulus length and, most 








Figure 3.1: Description of acoustic stimuli. Per each stimulus category (water drop and 
hand clapping) and stimulus type (S1:4, DO, DOD and DLOW), the waveform sounds (left) and 




To evaluate the subjective rating of the perceptual differences between sounds, a pre-test 
session was conducted. Participants were asked to seat in a comfortable chair and to 
assess the entire stimulus set, binaurally delivered via headphone in randomized order, 
in two separated visual analogue scales (VAS), ranging from 0 to 100, evaluating: (1) 
“How do you think this sound is reproducible by human body performing movement or 
action?” (2) “How frequently do you produce similar sounds performing movement or 
action?” (3) “How do you think this sound is reproducible by water? Or, How is it 
water-related to you? After that, the participants were instructed to concentrate on 
watching a documentary (“Microcosmos”, 1996), presented without audio, throughout 
the EEG recording and were told that the acoustic stimuli were of no relevance to them, 
so they had to pay attention only to the movie. Indeed, the participants listened to four 
different multideviant blocks. Two blocks were composed by each original human and 
non-human action related sounds (DO) and by their respective S1:4 and DLOW events. Two 
further blocks were composed by the same S1:4 and DLOW events and by their respective 
DOD events. The order of the Multideviant blocks was counterbalanced across subjects, 
with the restriction that the Hand clapping and Water drop sounds blocks were always 
alternated. The occurrence of the deviants was pseudo-randomized so that each deviant 
was presented once in an array of six successive deviants and that two successive 
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deviants always were of different type. Each deviant with extreme peak frequency 
(Original, DOD and DLOW) was presented 110 times while all the other sounds 140 times. 
Therefore, the S1:4’ peak frequency had a higher probability (~70%) than the DO-OD and 
DLOW (~15% per each stimulus). However, taken together, the event “change of the peak 
frequency” occurred with a probability too high (~28%) to elicit an acoustic MMN 
(Pakarinen et al., 2010). The stimulus-onset-asynchrony (SOA) was 400 ms, the total 
recording time per each Multideviant block was always about 15 minutes. Finally, in 
order to obtain a difference signal we created the Repetition block in which we 
presented repetitively the Original, DOD and DLOW 110 times, while S1 was presented 140 
times as in the Multideviant block. Stimulus presentation, timing and pseudo-
randomization were controlled by using E-Prime ver.1.2 software (Psychology Software 
Tools Inc., Pittsburgh, PA) running on a PC, XP operative system. 
 
ELECTROPHYSIOLOGICAL RECORDING 
EEG was recorded and amplified by Neuroscan SynAmps² System and by using 64 tin 
electrodes embedded in a fabric cap (Electro-Cap International), arranged according to 
the international 10-10 system. Horizontal bipolar electro-oculogram was recorded from 
electrodes placed on the outer canthus of each eye, and vertical electro-oculogram was 
recorded from an electrode below the right eye. All electrodes were referenced to the 
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activity recorded at an electrode placed on the nose. For the whole acquisition the EEG 
data were digitized with a sampling rate of 1000 Hz, and with an amplifier filter band-
pass DC−100Hz, the impedance for all electrodes was kept below 5 KΩ. Offline 
analyses were carried on with analyzer 1.05 (Brain products GmbH). The sampling rate 
was reduced to 250 Hz and then filtered using a digital 1 Hz high-pass filter. The epochs 
for the stimulus-locked ERPs were 600ms, including 100ms pre-stimulus baseline. After 
data segmentation, Independent Component Analysis (ICA) with standard parameters 
for artifact removal as implemented in EEGLAB 10 (Swartz Center for Computational 
Neurosciences, La Jolla, CA; http://www.sccn.ucsd.edu/eeglab) was performed on the 
basis of the following criteria: a component was considered to be artifactual when its 
topography showed peak activity only over the horizontal or vertical eye electrodes and 
when it showed a smoothly decreasing power spectrum (which is typical for eye 
movement artifacts, see Delorme and Makeig, 2004). After calculating the independent 
components, eye blink and eye movement components were subtracted from the EEG 
data. On average 3 (range 2 – 6) components were removed from each subject. After 
that, the data were filtered using a digital 20 Hz low-pass filter. Epochs with voltage 
fluctuation > 80 µV in VOEG channel and > 50 µV in HEOG channel and those 
contaminated with artifacts due to amplifier clipping, bursts of electromyographic 
activity, or peak-to-peak deflection exceeding ±80 μV were excluded from averaging by 
a semi-automatic rejection procedure. On average approximately 5% (range 3 – 6%) of 
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the trials were rejected because they violated these artifact criteria. The MMN was 
computed by subtracting ERP responses of the sounds presented in the repetition block 
(Original, DOD, DLOW and S1) from ERP responses elicited by the same stimuli presented 
as deviants in the multideviant block (Näätänen et al., 2004; Pakarinen et al., 2010). The 
peak of the grand-average response was separately determined for all difference signals 
in the 30–280ms time window. The mean amplitudes were defined as the mean voltage 
of a 40 ms time window (± 20 ms) centered at the peak latency at FCz in the grand-
average difference signal.  
 
DATA ANALYSIS 
Potential effects of sound processing were assessed for MMN amplitudes at channel FCz 
referenced to the electrode placed on the nose, in a 2  2  2 repeated measures ANOVA 
with the following factors: Context (i.e., presence of DO, DOD), Sound Category (human, 
non-human), Deviant (DO-DOD, DLOW). Furthermore, in order to verify that the Standard 
events did not elicit any MMN we carried out a t-Test against zero on the S1 mean 
amplitude.  
Statistical analysis of the subjective ratings was carried out using three separate 2 x 7 
Repeated Measures ANOVAs, one for each rating dimension. The factors were ‘Sound’ 
(Hand Clapping, Water Drop) and ‘Deviant’ (DO, DOD, DLOW, S1:4). All pairwise 
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comparisons were performed using the Newman–Keuls post-hoc test. Partial eta-squared 
(ηp2) was selected as the index of effect size: 0.01–0.06 = small effect, 0.06–0.14 = 
moderate effect, and > 0.14 = large effect (Cohen, 1973). A significance threshold of p < 
0.05 was set for all statistical analyses. We used, when appropriate, the Greenhouse–
Geisser correction for sphericity.  
 
RESULTS 
VISUAL ANALOGUE SCALE  
Repeated measures ANOVAs of the three ratings for listened sound revealed main 
effects of Sound (all F1,9 > 13.0, p < 0.006, p
2 
> 0.58) and Deviant (all F6,54 > 13.50, p < 
0.001, p2 > 0.59). However, since we are exploring the meaning dimension in the 
discriminative process among sounds this main effects are not very informative. In fact 
what we need to know are the relative differences between the deviants and standards. 
At this regard, the Sound  Deviant interaction (all F6,54 > 5.40, p < 0.001, p
2
 > 0.37) 
was observed (Figure 3.2). Newman–Keuls post-hoc test revealed that, for their 
respective rating dimension, the original sounds were significantly better perceived as 
sounds feasible as human or non-human actions than their respective DLOW, S1:4 and DOD 
sounds (all ps < 0.004). Importantly, for their respective rating dimension the DLOW 
sounds, even if significantly less well perceived as feasible actions compared to their 
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respective original sounds (all ps < 0.004), they were significantly better perceived as 
feasible actions than their respective S1:4 (all ps < 0.007). This is coherent with the fact 
that DLOW sounds were created by disguising less the original sound than all the S1:4 
events, and thus appear more distinctly natural as human or non-human feasible action 
sounds. Noteworthy, the DLOW events were evaluated not statistically different between 
them in all three scales (all ps > 0.29). Finally, in their respective rating dimension, no 





Figure 3.2: Mean + SEM ratings (scale 0-100) on their respective rating dimension. The first fourteen 
scores refers to the hand clapping sounds for their respective rating dimension (VAS 1 and 2, see 
above). The last seven bars refer to the water drop sounds for their respective rating dimension (VAS 




In the 30-280 ms time window, a negative ERP deflection was observed at fronto-central 
electrodes (Figure 3.3). The Repeated Measures ANOVA on the MMN mean amplitudes 
revealed significant main effects of Context and Sound (for both, F1,9 > 12.9, p < 0.006, 
ηp2 > 0.59). These effects show  that the MMN amplitudes were significantly smaller in 
the presence of the DOD than in the presence of the DO sounds (p < 0.001), but also that 
the MMN amplitudes were modulated by the sound type. In particular, the hand 
clapping events were significantly bigger than the analogous water drop events (p < 
0.006). Furthermore, the Context  Sound, and Context  Sound  Deviant interactions 
(for both, F1,9 > 5.5, p < 0.05, ηp
2 
> 0.38) indicate that the presence of the original sound 
affects particularly the hand clapping’s deviants (p < 0.001), and in particular it has a 
differential effect on them. Newman-Keuls post-hoc test for multiple comparisons 
showed that the MMN amplitudes of the human DLOW, presented with its Original 
sound, and the human DO sound were significantly bigger than all the other MMN mean 
amplitudes entered in this ANOVA (all ps < 0.03). Therefore, it is important to note that 
the MMN elicited by the hand clapping DLOW sound, presented with its Original sound, 
was significantly bigger in comparison to the MMN elicited by the same sound when 
presented with the human DOD (p = 0.02). All the other comparisons entered in this 
ANOVA were not significantly different among them (all ps > 0.38). Finally, all the S1 




Figure 3.3: Grand average of nose-referenced deviant-minus-repeated difference signals of 10 
subjects at FCz electrode for all sounds that entered in the final analysis. 
 
Overall, this results indicate that the presence of intelligible human action sounds 
increase the likelihood that auditory-motor associations extend to less intelligible ones. 
This means that during sound discrimination the “motor amenability” dimension affect 
the way in which the stimuli are organized and, hence, discriminated. This double-
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process of organization and discrimination has been extensively investigated in acoustic 
processing where has been demonstrated that the way in which the brain organize the 
percepts has a strong influence on sound discrimination (Muller et al., 2005; Sussman et 
al., 1998). Although at an abstract and subjective level, this result would suggest a very 
similar mechanism to the phenomenon of stream segregation. This analogy is supported 
by considering the modulation of the hand clapping DLOW event depending on the level 
of action association of the deviant with the highest peak frequency (i.e. DO vs DOD). We 
speculate that the DO and DLOW sounds became fused within the same domain (i.e. motor 
amenability) but segregated within the specific motor association (e.g. coupled with 
different motor representations). Therefore, this sounds would be grouped and 
distinguished from the S1:4 under the same general heuristic (i.e. motor amenability). 
However, the specific motor connotation must be different because otherwise they 
should not more be able to elicit an MMN because they would occur too frequently (i.e. 
30%). Therefore, it is highly plausible that some form of segregation occurs at this very 
specific stage of processing. However, to directly test these hypotheses we carried out a 
second experiment in which the same paradigm has been applied to different human 
action related sounds whose pitches were different. Therefore, in order to have 
comparable MMN responses between Multideviant blocks, we have to change the 
discriminative acoustic feature (i.e. the peak frequency) by the same relative amount 
between the DO and  DLOW events and their respective S1:4. However, since the original 
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pitches were different, the absolute changing between sounds was different. This would 
lead to different subjective distances between the DO and DLOW events in the different 



















3.3 Experiment 2: “The role of perceptual salience in audio-motor mapping” 
 
Materials and Methods 
PARTICIPANTS 
Ten participants (7 males; mean 35.9 ± 6.4 years, all right handed), with no history of 
neurological psychiatric or hearing impairment gave informed consent to participate in 
this study.  
 
STIMULI AND PROCEDURE 
Two more human action sounds (44.1 kHz, 16-bit, stereophonic), the tongue click 
sound, composed by a single peak (140 ms) and footstep, composed by two sounds in 
succession (700 ms) were tested. Each of human (hand clapping, tongue click, footstep) 
and non-human (water drop) action sound has been used to create one’s own 
multideviant block composed by the DO, DLOW and the S1:4 events. The stimuli were 
created with the same procedure previously presented (see above). It is important to note 
that, in order to have comparable MMNs among paradigm, the acoustic feature that 
marks the DO and DLOW sounds (i.e. the peak frequency) must have the same relative 
amount of changing in comparison to their respective standard sounds (i.e. always ~ 
60% in all multideviant blocks). However, because the different action-related sounds 
have different pitches, the absolute difference of this acoustic parameter is different 
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among the sounds (Figure 3.4). In particular, the original footstep sound had the lowest 
peak frequency (~ 360 Hz) and, therefore, it has been less decreased to generate the S1:4 
and DLOW (i.e. ~ 225 Hz and ~ 90 Hz of peak frequency, respectively). The tongue click 
sound, that was higher in pitch (~ 810 Hz), had a greater amount of absolute changing 
(i.e. peak frequency at 510 Hz for the S1:4 and at 210 Hz for the DLOW). Therefore, the 
deviants represent always a 60% of increase (DO) or decrease (DLOW) of the standards 
peak frequency. Following this procedure we have comparable acoustic changes 
between the multideviant blocks, but different subjective distances between the DO and 
DLOW events.  
The experimental procedures, the subjective rating, the electrophysiological recording 
methods and the preprocessing stages were identical to those exposed in Experiment 
1(see above). Each of the deviant with the extreme peak frequency (i.e. DO and DLOW) 
was presented 180 times, whereas the S1:4 were presented 210 times. The SOA was 
constant at 500 ms. On average 2.7 (range 2 – 4) components were removed from each 
subject. Furthermore, approximately 5% (range 3 – 6%) of the trials were rejected 








Figure 3.4: Description of acoustic stimuli. Per each new stimulus category (i.e. Footstep and 
Tongue Click) and stimulus type (S1:4, DO and DLOW), the waveform sounds (left) and frequency 




Potential effects of deviant sound processing were assessed for MMN amplitudes at 
channel FCz, referenced to the electrode placed on the nose, by 4  2 repeated measures 
ANOVA with the following factors: Sound (i.e., tongue click, hand clapping, footstep, 
and water drop) and Deviant (i.e., DO and DLOW). Furthermore, in order to test 
topographical differences between the Original and DLOW events, the MMNs were 
extracted for each subject at electrodes F7, F3, Fz, F4, F8 ⁄ T7, C3, Cz, C4, T8 ⁄ P7, P3, 
Pz, P4 and P8. They were grouped into the factors Gradient (anterior-posterior, three 
levels) and Laterality (left-right, five levels), and subjected to a new ANOVA with the 
factor Sound (tongue click, hand clapping, footstep and water drop) and deviant 
(Original, DLOW). 
The subjective ratings of auditory familiarity and perceived motion in the human and 
non-human action sounds were compared using three separate repeated measures 
ANOVAs. The factors were Sound (tongue click, hand clapping, footstep and water 
drop) and Deviant (DO, DLOW and DHIGH1:4). 
 
SOURCE ESTIMATION 
The source estimation has been carried out on unsubtracted ERP using the standard 
procedure implemented in SPM8 (http://www.fil.ion.ucl.ac.uk/spm/software/). This 
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approach results in a spatial projection of sensor data into (3D) brain space and 
considers brain activity as comprising a very large number of dipolar sources spread 
over the cortical sheet, with fixed locations and orientations. This renders the 
observation model linear, the unknown variables being the source amplitudes. This 
standard procedure is divided into four consecutive steps, which characterized any 
inverse procedure with an additional step of summarizing the results. The first three 
steps (source space modeling, data coregistration and forward computation) specify the 
forward or generative model. The fourth step (i.e. inverse reconstruction) is concerned 
with Bayesian inversion of that model. The reconstructed activity in 3D voxel space has 
been analyzed using mass univariate analysis in SPM, using appropriate summary 
statistic images over the same 40 ms time window used to analyze the MMN mean 
amplitude (see above). Therefore, the statistical maps were tresholded at p < 0.001 and 
further corrected for multiple comparison (FDR correction at cluster level). 
 
RESULTS 
VISUAL ANALOGUE SCALE 
The main effects of Sound (all F3,27 > 8.51, p < 0.001, ηp
2 
> 0.48) and Deviant (all F5,45 > 
6.62, p < 0.001, ηp2 > 0.41) indicated that, for the respective rating dimension, there was 
a modulation of the perceived motion as human or non-human action across sounds and 
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kind of disguise. Furthermore, the interactions Sound  Deviant (F15,135 > 2.53, p < 
0.003, p2 > 0.21) were observed in all the rating dimensions (Figure 3.5). Newman-
Keuls post-hoc test revealed that in both the visual analogue scales the Tongue Click 
Original sound was the most immediately recognizable compared to all its sounds (all ps 
< 0.001), which were similarly recognized among them (all ps > 0.07). Here we have the 
maximum distance between the original and the DLOW. Similarly, in both the visual 
analogue scales the hand clapping original sound was more recognizable in comparison 
to its DLOW (both ps < 0.001) and to its S1:4 (all ps < 0.001) events. The evaluation of the 
hand clapping DLOW event in the visual analogue scale assessing the general motor 
amenability of the sound (VAS 1 see above) revealed that this sound was better 
perceived as human feasible action sound in comparison to all the S1:4 (all ps < 0.02). 
The visual analogue scale assessing the probability to produce this sound performing 
movement in daily life (VAS 2 see above) revealed a very similar, even if smaller, 
pattern of result (all ps < 0.06). Finally, in both scales the hand clapping S1:4 did not 
show any significant difference among them (all ps > 0.48).  Here, we have an 
intermediate distance between the DO and DLOW events on the ‘motor amenability’ 
dimension. In the VAS 1 the footstep original sound was not more significantly 
recognizable than its DLOW (p > 0.09), and both of them had significant higher scores 
than all the other deviants (all ps < 0.001) which were similar among them (all ps > 
0.84). However, the VAS 2 revealed that only the original footstep sound was more 
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recognizable than all the other DLOW and S1:4 events (p < 0.001) and this is coherent if 
we assume that when we directly ask about the daily life of participants they became 
more conservative. Therefore, coherently with the absolute amount of peak frequency 
reduction, we have that the general motor amenability scale (VAS 1) revealed a short 
distance between the original and the DLOW. Finally, within its rating dimension the 
water drop original sound was the most recognizable compared to all its deviants (p < 
0.001), while the DLOW and all the other sounds had VAS scores not significantly 
different between them (all ps > 0.41). Here, as the tongue click sound, we have the 
maximum distance between the original and the DLOW. Overall, this results seem 
reasonably indicate that the absolute amount of peak frequency reduction strongly 
affects the way in which the sounds are perceived.  
 
Figure 3.5 Mean + SEM ratings (scale 0–100) on relevant stimulus dimensions Action- and Water-







In the 30-280 ms time window, a negative ERP deflection was observed at fronto-central 
electrodes (Figure 3.6). The repeated measures ANOVAs on the MMN mean amplitudes 
revealed a main effect of Sound (F3,27 = 26.79, p < 0.001, p
2 
= 0.75). Newman-Keuls 
post-hoc test for multiple comparisons revealed that the tongue click and hand clapping 
sounds (DO and DLOW collapsed) were not significantly different between them (p = 
0.99). However, both this sounds elicited a bigger MMN in comparison to the footstep 
(both ps < 0.004) and water drop sound (both ps < 0.001). Crucially, the footstep sound 
elicited an MMN significantly bigger in comparison to the water drop events (p < 
0.001). Differently to the previous experiment we did not observe the interaction of the 
sound and deviant factor. One possible explanation is that in this experiment we 
presented more stimuli (i.e. 180 repetition, see above). This could allow a sort of 
strengthen of the association between the DO and DLOW mediated by learning process. 
Therefore, in order to compare the MMN mean amplitude between sounds and deviants 
we carried out planned comparisons. When we contrasted the tongue click and hand 
clapping DO and DLOW events we did not observe any significant differences (both ps > 
0.45). This result is compatible with the subjective ratings where the original sounds 
were well distinguished in comparison to their respective DLOW events. Therefore, we 
speculate that, although they were fused under the same generic motor classification 
54 
 
they were kept segregated within this dimension. This hypothesis seems supported by 
considering that when we contrasted both deviants of this sounds against the footstep DO 
and DLOW events we observed a strong tendency to differ (all ps < 0.053). Again, 
consistent with the absolute degree of masking of sounds and with the subjective ratings 
is highly probable that the footstep sounds were more fused to each other than the 
tongue click and hand clapping. Therefore, this modulation of the MMN is coherent 
with a phenomenon of stream segregation (i.e. more close within one stream two sounds 
are, more difficult is their discrimination and lower would be their MMN). At this 
regard, we have also to consider that is ecologically highly plausible that this effect is 
stronger for the footstep sounds. In fact, in daily life this sound is connoted by a huge 
variability (i.e. different kind of shoes in different kind of floor produce very different 
sounds). In other words, it is plausible that the brain would be used to allow a bigger 
variability respect to this sound in comparison to the hand clapping and, even more, to 
the tongue click. Finally, when we contrasted the tongue click, hand clapping and 
footsteps deviants against the water drop events we observed a significant difference 
between them (all ps < 0.05). Again, this data are in line with our previous conclusion 
(see experiment 1). There would be two different domains, first, a general motor 
amenability domain, or motor classification, further specified by a particular motor 
mapping, or motor specification, inner to the more general motor classification. We 
speculate that this particular motor specification would operate with mechanisms that 
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are very close to what happens in the tonotopic system during the acoustic stream 
segregation. This could somehow determine the interaction Sound  Gradient (F6,54 = 
4.13, p = 0.029, p2 = 0.31). Here, the tongue click and hand clapping events produced 
MMN amplitudes that were similar at frontal and central electrodes (p > 0.32), while the 
footstep sounds showed a more anterior distribution (p < 0.002). 
 
 
Figure 3.6: Grand averages of nose-referenced deviant-minus-repeated difference signals of 10 







The main reason below the source analysis was to better understand the difference 
between the original sounds and their respective DLOW events. To this end we carried out 
paired t-tests to directly compare the source estimation of each Original sound with its 
relative DLOW sound. Noteworthy, this analysis showed that the only one significant 
difference has been found in relation to the Tongue click sounds. In particular, when we 
contrasted the original sound against the DLOW we observed two bilateral significant 
clusters (cluster level both ps < 0.03 FDR corrected; MNI coordinate 52, -10, 18 and -56, 
-32, 12; see Figure 3.7). Although the poor spatial resolution of source estimation do not 
allow a precise localization of this source, it is interesting to note that this map refers to 
the stronger activation elicited by the original tongue click sound when compared with 
its low disguised. Therefore, could be possible that this stronger activation would 
include activity from the bilateral mouth representations. Importantly, this data have 





Figure 3.7: Contrast Original tongue click sound against tongue click DLOW sound. Significant 
clusters (p < 0.03, corrected) 
 
Therefore, since we did not observe any other significant effect when the original sounds 
were contrasted against their low disguised sounds, could be possible that the DO and 
DLOW events were completely segregated only in the most extreme situation (i.e. tongue 
click, see above VAS scores). As previously mentioned, it is highly plausible that the 
brain allows less degree of freedom to this sound category. In other words, in 
comparison to the hand clapping and, even more, to the footstep sounds the brain is used 
to associate less changing to this particular stimuli (i.e. all the tongue click sounds are 
more similar to each other than the footsteps are). This fact would further, strength our 
interpretation, that is, more “distant” two sounds are within the motor amenability 






When listening to someone at a crowded cocktail party, or trying to follow the second 
violin line in a symphonic orchestra, we rely on our ears’ and brain’s extraordinary 
ability to parse complex acoustic scenes into individual auditory “objects” or “streams” 
(Griffiths and Warren, 2004). This ability is strictly related to the main role of 
perception, that is, understanding which events in the outside world caused the sensory 
observations. However, the everyday auditory environment consists of multiple 
simultaneously active sources with overlapping temporal and spectral acoustic 
properties. Our brain, therefore, has to segregate this mixture of the concurrent sound 
streams from each other and to attribute them to their original sources. Assigning 
sensory inputs to the sound sources they belong to (that is, building a neural 
representation of the auditory environment) is called auditory stream segregation 
(Bregman, 1990). Evidence for the existence of unintentional encoding of auditory rules, 
by which organizing sounds, has been provided by several passive oddball studies using 
the Mismatch Negativity brain wave of the event-related potential (ERP) (Carral et al., 
2005; Saarinen et al., 1992; van Zuijen et al., 2005; Zachau et al., 2005). These rules are 
fundamental in everyday environments where the sound sources often generate series of 
discrete sounds, (e.g. footsteps). A substantial part of the information characterizing the 
source, such as whether a person is approaching or receding, is not present separately 
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within the individual sounds: it can be extracted only by relating the individual sounds to 
each other. In the present study we investigated whether similar rules mediate the sound 
into action translation process. At this regard our results strongly support the view that 
during action perception the brain is able to make arbitrary association between sounds. 
In particular, the results from the first experiment seem indicate that the presence of 
intelligible action sounds increases the likelihood that auditory-motor associations 
extend to less intelligible ones. Noteworthy, this mechanism seems selective for the 
abstract motor amenability dimension. In fact, the multideviant blocks have been 
designed in such a way to reduce as much as possible any acoustic inference in this 
process. This result seems in line with increasing evidence in the psychoacoustic 
research field, where has been demonstrated that the acoustic system accommodate each 
incoming sound in previous acoustic representation. This mechanism of accommodation 
would mainly be based on the relation between the incoming sound and the previous 
events (Friston, & Kiebel, 2009; Winkler, 2007). Therefore, the results from the first 
experiment seem show that the brain ‘accommodates’ the stimuli on the basis of a 
general ‘motor’ heuristic. Furthermore, the second experiment tell us that within the 
same general heuristic some kind of weighting occurs depending on the ‘subjective 
distances’ of the deviants. In particular when the deviants were assessed more similar to 
each other (i.e. footstep stimuli) we observed a reduction of the MMN mean amplitude 
in comparison to the conditions in which this events were more separated (tongue click 
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and hand clapping). As previously mentioned, this pattern of results is in line with the 
stream segregation phenomenon (Bregman 1990). When two sounds are fused together 
their discrimination became harder and, hence, the MMN smaller. Vice versa, when two 
sounds are segregated their discrimination is easier and, hence, bigger is the MMN 
(Müller et al., 2005; Sussman et al., 1999). Therefore, the coupling effect would be 
modulated by the relative distance of the sounds. Above all that, even if the DLOW 
belongs to an action representation, there are still questions to be answered: does it tell 
us anything new about the behavior of the sound source (i.e. body source), or is it 
entirely predictable for us and thus simply confirms what we already know? Our 
speculation is that a stream segregation-like mechanism would have an important role in 
solving this uncertainty. In doing this, the sensorimotor cortices would operate as the 
acoustic system does in solving similar perceptual problems. At this regard, most of the 
neurons of the auditory system, where usually the acoustic stream segregation is 
investigated, are frequency selective. Therefore, has been demonstrated in the primary 
auditory cortex (Area A1) of awake macaques that the response of a neuron tuned to one 
specific frequency A will extend to a very similar frequency B (small Δf), when this two 
tone frequencies are presented in sequential and alternated order (i.e. A B A B). 
However, as Δf is increased, that neuron responded only to the A tones, other neurons 
would respond to the B tones, but very few would respond to both (Micheyl, et al., 
2003; Fishman, et al., 2001). Therefore, could be possible that the somatotopic 
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organization would work in a very similar way. In particular, while the original sounds 
activate the coherent sensorimotor representations (for a review Aglioti & Pazzaglia 
2010), the DLOW events would be cortically encoded on the basis of their perceptual 
relation with the original sound. However, could be possible that as the perceptual 
distance decrease a mutual influence would emerge. At this regard, the source analysis 
showed a significant difference only for the tongue click sound category where the two 
deviants were perceptually well-separated. One possible explanation could be that in the 
condition in which the two deviants were assessed more close to each other (i.e. hand 
clapping and footstep), the corresponding sources became progressively closer to each 
other and, hence, no difference emerged. Alternatively, one could speculate that in the 
condition in which maximum was the distance (i.e. the tongue click) the original sound 
could elicit a well-defined cortical source. The DLOW, instead, did not show any clear 
sensorimotor cortical activation because it would elicit a spreader sources with a huge 
variability both inter trials and between subjects. Instead, in the more intermediate 
condition (i.e. hand clapping and footstep sound) where the perceptual salience of the 
DLOW events was higher, the two sounds could influence each other and, therefore, not 
well-defined the corresponding sources were. However that may be, the specific relation 
between the two sounds seems play an important role coherently with the analogy with 




The role of massive somatic deafferentation and motor deefferentation of 
the lower and upper part of the body in audio-motor mapping 
 
4.1 Introduction 
Embodied cognition theories postulate that perceiving and understanding the body states 
of other individuals are underpinned by the neural structures activated during first-hand 
experience of the same states. This suggests that one’s own sensorimotor system may be 
used to identify the actions and sensations of others. Virtual and real brain lesion studies 
show that visual processing of body action and body form relies upon neural activity in 
the ventral premotor and the extrastriate body areas, respectively. In particular, transient 
inactivation (Urgesi et al., 2004) or permanent lesion (Moro et al., 2008) of the 
extrastriate body area impairs the analysis of purely visual properties (e.g. the form) of 
non-facial body parts. In a similar vein, transient (Avenanti et al. 2007; Urgesi et al., 
2007a,b; Candidi et al., 2008) or permanent (Moro et al., 2008; Pazzaglia et al., 2008; 
Serino et al., 2010; Aglioti & Pazzaglia 2011) inactivation of the premotor and parietal 
cortices impairs the sensorimotor mapping of seen bodily actions. In the next study we 
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explored whether the perception of action-related sounds may also be altered in the 
absence of damage to the above cortical regions by testing, with the same paradigm 
tested in the previous chapters, healthy controls and spinal cord injury (SCI) patients 
whose brain was unable to receive somatic information from and send motor commands 
to the body parts below the lesion level. At this regard, has been recently demonstrated 
(Pernigo et al., 2012) that SCI patients have a specific, cross-modal deficit in the visual 
recognition of the disconnected lower body parts. This deficit affected both body action 
and body form perception, hinting at a pervasive influence of ongoing body signal on 
the brain network dedicated to visual body processing. Therefore, testing this patients 
could represent a further evidence of the bodily information in auditory motor mapping. 
Furthermore, it is interesting to test our paradigm in order to see what happens to the 
DLOW events. In particular since we assume that this class of stimuli are, in comparison 
to their original sounds, mapped in a different way on the motor system (i.e. the DO and 
DLOW would be segregated regard the particular motor specification), we could get more 






4.2 Experiment 3: Sound into action translation in spinal cord injured (SCI) 
patients: a mismatch negativity (MMN) study 
 
Materials and Methods 
PARTICIPANTS 
Control group: Nine participants (9 males; mean 34.3 range 26 – 50 years, all right 
handed), with no history of neurological psychiatric or hearing impairment were 
included in the control group. 
Paraplegic group: Nine participants (8 males; mean 36 range 19 – 50 years), were 
included in the paraplegic group. All of these participants had undergone a traumatic 
lesion below the skeletal level of the third thoracic vertebra (T3), in the absence of head 
trauma. The neurological levels of lesions were assessed by means of the American 
Spinal injury Association Scale (AIS) (Ditunno et al., 1994). Completeness of the 
neurological lesion was assessed according to the International Standards for 
Neurological Classification of Spinal Cord Injury, and an absence of sensory and motor 
function in the lowest sacral segments (S4-S5) was found (Waters et al., 1991); that is 
all of the patients in the sample scored “A” in the AIS. The average onset of traumatic 
event was 4.7 years (range 1 – 16 years) before testing. 
Tetraplegic patients: Nine participants (9 males; mean 32.1 range 22 – 41 years), were 
included in the tetraplegic group. All of these participants had undergone a traumatic 
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lesion above the skeletal level of the sixth cervical vertebra (C6), in the absence of head 
trauma. The neurological levels of lesions were assessed by means of the American 
Spinal injury Association Scale (AIS). Completeness of the neurological lesion was 
assessed according to the International Standards for Neurological Classification of 
Spinal Cord Injury, and poor sensory and motor functions in the highest and lowest 
segments was found (Waters et al., 1991); that is, two patients in the sample were scored 
“D”, one was scored “C”, while the remaining were scored “A” in the AIS. The average 
onset of traumatic event was 8.5 years (range 1 – 22 years) before testing.      
 
STIMULI AND PROCEDURE 
The experimental procedures, the subjective rating, the electrophysiological recording 
methods and the preprocessing stages were identical to those exposed in Experiment 2 
(see previous chapter). However, we decreased the length of the multideviant blocks. 
Each of the deviants with the extreme peak frequency (i.e. DO and DLOW) were presented 
110 times, whereas the S1:4 were presented 140 times. The SOA was constant at 400 ms. 
On average approximately 3 (range 2 – 6) components were removed from each subject 
in all groups. Furthermore, approximately 5% (range 3 – 6%) of the trials were rejected 





Potential effects of deviant sound processing were assessed for MMN amplitudes at 
channel FCz, referenced to the electrode placed on the nose, by a mixed ANOVA design 
with the factors: Sound (i.e., tongue click, hand clapping, footstep, and water drop) and 
Deviant (i.e., DO and DLOW) as within factor and Group as between factor (i.e. control, 
paraplegic, tetraplegic). The subjective ratings of auditory familiarity and perceived 
motion in the human and non-human action sounds were compared using three separate 
mixed ANOVAs. The factors were Sound (tongue click, hand clapping, footstep and 




VISUAL ANALOGIC SCALE 
Repeated measures ANOVAs has been carried out separately per each rating dimension 
((1) “How do you think this sound is reproducible by human body performing 
movement or action?” (2) “How frequently do you produce similar sounds performing 
movement or action?” (3) “How do you think this sound is reproducible by water? Or, 
How is it water-related to you?). This analysis revealed, per each rating dimension, a 
significant  main effect of Sound (all F3,72 > 5.43, p < 0.003, p
2 
> 0.18) and Deviant (all 
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F5,120 > 10.97, p < 0.001, p
2
 > 0.30). However, these main effects are not very 
informative because they refer to the average of very different sounds and deviant. 
Furthermore, the Sound  Deviant interaction (all F15,360 > 5.70, p < 0.001, p
2
 > 0.19) 
was observed in all three rating dimensions (Figure 4.1 and 4.2). Newman–Keuls post-
hoc test revealed that, for their respective rating dimension, the original sounds were 
significantly better perceived as sounds feasible as human or non-human actions than 
their respective DLOW and S1:4 sounds (all ps < 0.001). This was not true just for the 
original footstep sound that resulted not significantly different in comparison to its DLOW 
event in the visual analogue scale assessing how frequently the participants produce 
similar sounds performing actions (p > 0.14). However, this result is presumably 
affected by the lower scores of the patients to the footstep sound. Furthermore, as 
observed in the previous experiment (see above), the DLOW sounds were significantly 
better perceived as feasible actions than their respective S1:4 (all ps < 0.007) only for the 
hand clapping and the footsteps sound. The tongue click and water drop DLOW sounds, 
for their respective rating dimension, showed the same low salience observed in the 
previous experiment (comparison with their respective S1:4 all ps > 0.40). Overall, the 
results are similar to those previously presented and, hence, coherent with the absolute 







Figure 4.1: Mean + SEM ratings (scale 0-100) on their respective rating dimension. The first 
eighteen scores refers to the human actions related sounds for their respective rating dimension 
(VAS 1, see above). The last seven bars refer to the water drop sound (VAS 3) 
Figure 4.2: Mean + SEM ratings (scale 0-100) on their respective rating dimension. The scores 
refers to the human actions related sounds for their respective rating dimension (VAS 2, see above). 
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However, since here we are interested to investigate the role of sensori-motor 
disconnection in action perception, we are particularly interested to look at the 
differences between groups on these scales. At this regard, we observed the interaction 
of factors Sound and Group just for the second visual analogue scale (F6,72 = 2,24, p = 
0.048, p2 = 0.16). Although it is highly plausible that we did not observe group 
differences on the general visual analogue scales (i.e. the VAS 1 and 3), the post-doc test 
on this interaction revealed just a significant difference whithin the paraplegic group in 
which the hand clapping sound category was assessed higher than the footstep sounds (p 
< 0.026). Therefore, to elucidate this data, we carried out, on this rating dimension, an 
ANOVA with the original human action sound scores (i.e. tongue click, hand clapping 
and footstep DO) as within variable and group as between factor. In this case the tongue 
click would be the control sound. In fact, we did not expect differences between groups 
on this particular sound. Contrary, the hand clapping and footstep sounds should show 
differences. In particular since the paraplegia refers to a strong sensori-motor 
impairments for the lower limb and the tetraplegia for the lower and upper limb, we 
would expect differences on this specific sounds. The results of this ANOVA showed a 
significant main effect of Group (F2,24 = 4.40, p = 0.023, p
2
 = 0.27). Newman–Keuls 
post-hoc test revealed that, both controls and tetraplegics gave higher scores than the 
paraplegic group (both ps < 0.035). However, the control and tetraplegic groups were not 
different between them (p = 0.59). This result seems contradictory, since we would 
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expect also a difference between  tetraplegic and control participants. Furthermore, the 
interaction Sound x Group was observed (F4,48 = 4,12, p < 0.006, p
2
 = 0.26). This 
interaction showed that the three groups were not different in relation to the tongue click 
sound (all ps > 0.51) and, crucially, to the hand clapping sound (all ps > 0.68). Finally, 
the paraplegic patients gave lower scores to the footstep sound in comparison to the 
healthy subject (p = 0.001) and, crucially, they showed a strong tendency to differ also 
in comparison to the tetraplegic patients (p = 0.054) (Figure 4.3). These results seem 
indicate that when directly asked about the probability to produce similar sounds 
performing action in daily life, the tetraplegics exhibited an overall tendency to 
overestimate they ability to move. Although this results are not sufficient to draw precise 
and safe conclusions, could be possible that the massive sensorimotor disconnection 
induced in this patients also a more generalized deficits of awareness or motor 
monitoring. Although, this kind of deficits are usually reported in relation to hemiplegia 
after brain injures (i.e. anosognosia for hemiplegia), could be possible that a similar 
phenomenon is present also in this kind of sensori-motor disorder. At this regard, it is 
interesting to note that Berti and colleagues (2005) proposed a modular mechanism 
under the awareness of motor impairments. In particular, in their famous brain lesion 
analysis study this authors (Berti et al., 2005) showed the highly plausibility that 
damages to the sensori-motor areas (Brodmann’s premotor areas 6 and 44, motor area 4 
and the somatosensory cortex) would impairs the motor-monitoring process. We 
71 
 
speculate that the tetraplegic patients, who show a massive de-afferentetion and de-
efferentation of both the upper and lower limbs, became less accurate in assessing their 
ability to move. This could be explained in two not mutually exclusive ways, first it is 
possible that occurred a general re-organization of this areas following this massive 
disconnection. Alternatively, could be possible that, even without any plastic changes in 
sensorimotor cortices, this ability became less accurate because of a massive 
pauperization of the sensorimotor information. Therefore, although they do not show 
any of the higher denying mechanisms usually associated with anosognosia for 
hemiplegia (i.e. confabulation), could still be possible that the massive de-afferentation 
and de-efferentation could somehow impairs their ability to accurately assess their motor 
competences. However, this data are just an indication. More research should be carried 





Figure 4.3: Mean + SEM ratings (scale 0-100) for the original human action related sounds on the 
VAS 2 (see above). Black bars refer to the control group, Red bar to the paraplegic participants, 




The ANOVA on the MMN mean amplitudes revealed a main effect of Sound (F3,72 = 
61.17, p < 0.001, p2 = 0.71). Newman-Keuls post-hoc test for multiple comparisons 
revealed that the tongue click and hand clapping sound categories (DO and DLOW 
collapsed and collapsed between groups) were significantly different in comparison to 
all the other sounds (all ps < 0.001). Furthermore, the tongue click sound category 
elicited bigger MMN in comparison to the hand clapping sound category (p < 0.001). 
Finally, the footstep sound category elicited MMNs that, even if significantly smaller 
than the tongue click and hand clapping sound, showed a strong tendency to differ in 
comparison to the water drop sound category (p = 0.057). Overall this mean effect 
showed a modulation of the MMN depending on sound category that seems to be 
roughly coherent with the sensori-motor impairments of the spinal cord injury patients. 
In other words, since the tongue click would not be affected by the lesions it elicits a 
bigger MMN response in comparison to both hand clapping and footstep sounds. At this 
regard the Sound X Group and Sound X Deviant X Group interactions have been 
observed (both F6,72 > 5.78, p < 0.001, p
2 
= 0.32). Newman-Keuls post-hoc test for 
multiple comparisons revealed that the tongue click original sound elicited MMNs that 
were similar between control and paraplegic (p = 0.91) participants, but bigger in the 
tetraplegic group ( both ps < 0.04). This data is particularly interesting because seems 
indicate that for this sound the tetraplegic patients are more sensible in comparison to 
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the other groups. We speculate, that this data could suggest a cortical reorganization for 
these patients who have massive sensori-motor disconnections for both lower and upper 
limb (lesion above C6 vertebra). Noteworthy, the tongue click DLOW sound elicited in 
the paraplegic group a bigger MMN in comparison to both control and tetraplegic 
groups (both ps < 0.032), that were not statistically different between them (p = 0.98) . 
This data is particularly interesting because it would suggest that the specific audio-
motor mapping for this special class of sounds is sensible to the level of sensori-motor 
disconnection. If we consider the previous hypothesis stating that the brain assigns the 
particular motor specification to this sound category depending on the relationship with 
its original we could draw some conclusions. Because, we speculated that the original 
and DLOW events would be segregated within the particular audio-motor mapping, it is 
highly plausible that the MMN elicited by the original tongue click in the tetraplegic 
group and that one elicited by the tongue click DLOW in paraplegics could share a 
common spreader encoding due to the skeletal lesion. Further, insights to this fact derive 
from the comparison of the hand clapping sounds. Here, the MMN elicited by the 
original hand clapping sound was different between control and tetraplegic, and between 
paraplegic and tetraplegic (both ps < 0.008), while controls and paraplegics were not 
different (p > 0.87). These results seem indicate that the skeletal lesion level and its 
consequence on the sensori-motor disconnection, could somehow affects the amplitude 
of this component. Crucially, when we compared the hand clapping DLOW event we 
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observed a drop of the MMN mean amplitude for both paraplegic and tetraplegic in 
comparison to the control group (both ps < 0.009), that were not significantly different 
between them (p = 0.99). This results is particularly interesting because would suggest 
that the particular audio motor mapping (or specification) of this special class of stimuli 
is not “completely” related to the original one but, instead, its cortical implementation 
would be well separated (i.e. segregated). Furthermore, it could be plausible that for this 
sound the implementation would interest some action representation partially distorted 
or silent in the paraplegic group (e.g. thoracic or lower limb). Furthermore, the DO and 
DLOW footstep sounds for both paraplegic and tetraplegic showed smaller MMNs in 
comparison to the MMN elicited by the same sounds in the control group (all ps < 0.04). 
Finally, no significant differences have been found between groups in relation to the 










 Figure 4.4: Grand averages of nose-referenced deviant-minus-repeated difference signals at FCz 








Figure 4.5: Grand averages of nose-referenced deviant-minus-repeated difference signals at FCz 







Figure 4.6: Grand averages of nose-referenced deviant-minus-repeated difference signals at FCz 







Figure 4.7: Grand averages of nose-referenced deviant-minus-repeated difference signals at FCz 




The acoustic perception of human action related sounds relies upon neural activity in 
cortical areas that deal with the receipt of somatic afferences from the body and the 
issuing of motor commands to it. Indeed, functional neuroanatomy studies indicate that 
mere observation of body actions activates fronto-parietal somatosensory and motor 
cortices (Buccino et al., 2001; Avikainen et al., 2002; Rossi et al., 2002; Raos et al., 
2004; Costantini et al., 2005; Iacoboni et al., 2005; Avenanti et al., 2007; Christensen et 
al., 2007; Sakamoto et al., 2009). Thus, the somatic and motor representations of 
observed body actions may feed back into perceptual areas (e.g. visual) and affect 
perceptual processing by providing the visual system with a fine-grained description of 
the static and moving body (Wilson & Knoblich, 2005). In this study we got more 
information of these mechanisms. In particular, two aspects are important. First we 
observed that the original human action related sounds were strongly affected by the 
level of sensori-motor impairments. In particular, it is interesting to note the high level 
of selectivity of this results. At this regard, we observed that the paraplegic group 
showed a significant decrease of MMN only in relation to the footstep original sounds, 
while the tetraplegic group showed a similar pattern also for the hand clapping sound. It 
is highly plausible that this results are directly determined by the specific sensori-motor 
impairments of this patients. Noteworthy, the tetraplegic group showed a significant 
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increasing of the MMN response in relation to the tongue click. At this regards, one 
speculation could, carefully, drawn. It is possible that the enhanced MMN response to 
this particular sound could be due to the involvement of surrounding “silent” areas (e.g. 
hand representation). This, explanation could also explain why this sound category did 
not show a similar MMN also for the DLOW event. In fact, we assume (as the previous 
experiment would suggest, see above) that the DO and DLOW events would be determined 
(segregated or fused) on the basis of a process of mutual “negotiation” in which the 
main variable is the perceptual distance between this sounds (see Experiment 2 above). 
Therefore, since the original tongue click sound would activate a spreader areas in the 
tetraplegic group than in the control and paraplegic groups (where the surrounding 
mouth and hand areas are well connected with their respective body parts) the DLOW 
sound, perceptually distant, would not be encoded with the same motor codification and, 
hence, it would activate a different and smaller area. The specular results in the 
paraplegic group (i.e. a bigger MMN for the tongue click DLOW events in comparison to 
its original sound) would, further, support this hypothesis. Here, contrary to the 
tetraplegic results, the original tongue click sound would be well segregated in its 
physiological action representation while, the tongue clicks DLOW events would be 
mapped on spreader motor activation. Therefore, could be possible that for some reason 
this particular event triggers a spreader, or stronger, cortical responses in this group. 
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A second interesting results, that further support our idea of segregated motor response 
for the DO and DLOW events, come from the hand clapping MMNs in the paraplegic 
group. Here we observed a drop of the MMN for the hand clapping DLOW sound in 
comparison to its original. Could be possible that this sound would be segregated (on the 
basis of perceptual dissimilarity) on some areas particularly affected by the lesion level 
of these patients (e.g. lower limb). Therefore, source analysis also on this experiment 













General Discussion  
The ability to derive the intentions of others from the sound produced by their actions is 
quintessential to effective social behaviour. Many neuroscientists believe that this ability 
depends on the brain’s mirror-neuron system, which provides a direct link between 
action and perception. Precisely how intentions can be inferred through action-
perception, however, has provoked much debate. One challenge in inferring the cause of 
a perceived action, is the fact that the problem is ill-posed, because identical movements 
can be made to perform different actions with different goals. Here, we show how, in the 
auditory modality, identification of most likely cause of a human action-related sound is 
highly subject to inferences. Using multi-channel, event-related potentials (ERPs), we 
determined the temporal dynamics of the ability to decipher action sounds by recording 
the mismatch negativity (MMN) generated in response to multi-deviant stimuli 
consisting of 3 different human action-related sounds (click of the tongue, hand 
clapping, and footsteps) and a non-human action-related sound (water drop). Subjects 
listened to the original sound-stimulus and to sounds obtained by altering 1 (low degree 
of disguise) or more complex (high degree of disguise) acoustic parameters of the 
original sound. Overall, the results indicate that the presence of intelligible action sounds 
increases the likelihood that auditory-motor associations extend to less intelligible 
sounds. This automatic mechanism may serve the early perception of action-related 
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sounds in ‘noisy’ environments. Furthermore, the same experiment carried out with 
spinal cord injured (SCI) patients suggest that massive somatosensory and motor 
disconnection between the body and the brain may induce functional cortical and 
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