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Desde el punto de vista de la robótica móvil, la visión artificial juega un papel muy importante para obtener información global 
del entorno imprescindible para, por ejemplo, la generación automática de trayectorias o la evitación de obstáculos. Mediante 
técnicas de flujo óptico de visión artificial se puede obtener la estimación de movimientos del observador y de objetos, la estructura 
de éstos, el entorno, etc.  
Desde el punto de vista de la implementación, la carga computacional que presenta un algoritmo para el cálculo del flujo óptico 
es elevada, lo que suele provocar problemas para su utilización en aplicaciones de robótica móvil, aviones y/o helicópteros 
autoguiados, robots submarinos, etc. 
En este artículo se presenta la implementación realizada de un control de movimiento basado en el flujo óptico de un micro robot 
móvil con recursos muy limitados. Además, los resultados obtenidos con este robot son extrapolables a cualquier otro tipo de 
sistemas móviles. Copyright © 2011 CEA. 
Palabras Clave: 
control de movimiento, flujo óptico, sistemas robotizados, recursos limitados, control de robots. 
 
                                                             
* Autor en correspondencia.  
   Correos electrónicos: gsanahuj@hds.utc.fr,  
{giuprog, asanchez, cricolfe, mvalles, leomarpa}@isa.upv.es  
1. Introducción 
La autonomía de un sistema robotizado está directamente 
relacionada con la capacidad de recoger información del 
entorno en que se encuentra. Desde el punto de vista de todos 
los sensores disponibles, la visión artificial juega un papel 
muy importante. La percepción visual permite obtener 
información global del entorno muy útil para, por ejemplo, la 
generación de trayectorias o la evitación de obstáculos.  
 
Al igual que el sistema visual humano funciona extrayendo 
información de las imágenes de la retina del ojo, los avances 
en el mundo de la visión artificial y su aplicación en los 
sistemas robotizados tratan de imitar su funcionamiento para 
tratar de abordar y resolver los mismos tipos de tareas y 
problemas. Una de las tareas básicas del sistema de percepción 
humano es reconocer objetos del entorno y la relación entre 
ellos para después poder tomar decisiones. La percepción de 
movimiento y la generación de mapas mentales de la 
estructura de nuestro ambiente son los componentes críticos de 
vista animal y del humano (Brown, 1987).  
 
Desde el punto de vista de la robótica se pretende la 
adaptación de esta habilidad innata de los seres vivos a los 
robots para la localización y la detección de los objetos que 
tiene a su alrededor. Un sistema de visión ayuda notablemente 
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a adaptar esta habilidad para la evitación de obstáculos o la 
generación de movimientos cuando el entorno no está 
controlado (Corke, 1994). 
 
La estimación de movimientos utilizando la visión artificial 
se puede realizar utilizando técnicas de flujo óptico 
(Beauchemin, Barron, 1995). Se denomina flujo óptico a la 
distribución aparente de velocidades en la imagen como 
resultado del movimiento de la luminosidad entre dos 
imágenes. Esta distribución de velocidades se utiliza para 
estimar la naturaleza tridimensional y la estructura de la 
escena, así como el movimiento 3D de los objetos y la cámara 
relativa a la escena. El flujo óptico permite detectar y seguir 
objetos en la escena, obtener el plano dominante de la imagen, 
detectar movimientos en la escena, la navegación del robot y 
hacer odometría visual. La aplicación del flujo óptico incluye 
la estimación del movimiento del observador así como de los 
objetos de la escena, además de la estructura de los objetos y 
el entorno (Aires, Santana, Medeiros, 2008). 
 
Para el cálculo de la distribución de velocidades que da el 
flujo óptico se plantea una ecuación que depende de la 
localización del pixel en la imagen, las componentes de 
velocidad en los ejes X e Y y los instantes de tiempo en que 
han sido tomadas las dos imágenes t y t + δt. Dado que esta 
ecuación tiene como incógnitas las dos componentes velocidad 
su solución no es inmediata y es necesario incluir una 
restricción para obtener la solución. Esto es conocido como el 
problema de la apertura en los algoritmos de flujo óptico. 
Todos los métodos para el cálculo de flujo óptico incluyen 
restricciones adicionales para la estimación del flujo óptico. 
Según el método utilizado para determinar el flujo óptico se 
puede conseguir una mayor densidad y precisión en las 
medidas (Barron, Fleet, Beauchemin, 1994). 
 
El método de correlación de fase es tolerante al ruido, a 
oclusiones, y otros defectos típicos de las imágenes. Este 
método permite determinar la rotación y diferencias de escala 
entre dos imágenes con independencia de la traslación. Las 
prestaciones de este método se limitan si se aplica a imágenes 
periódicas como puede ser un tablero de ajedrez. En este caso 
la correlación se hace ambigua obteniendo un resultado muy 
ruidoso (De Castro, Morandi, 1987), (Reddy, Chatterji, 1996). 
 
Las técnicas diferenciales están basadas en derivadas 
parciales de la imagen. El método de Lucas-Kanade (Lucas, 
Kanade, 1981) utiliza derivadas parciales de la imagen en 
combinación con métodos estadísticos para solucionar el 
problema de la apertura y mejorar los resultados. El método de 
Horn–Schunck (Horn, Schunck, 1981) asume que el flujo 
óptico en la imagen no tiene cambios bruscos. De esta forma, 
incluye una restricción global para conseguir un resultado más 
suave y además resolver el problema de la apertura. Sin 
embargo, este método es mucho más sensible al ruido. El 
método de Buxton–Buxton (Humphreys, Bruce, 1989) se basa 
en el modelo del movimiento de los bordes de la imagen para 
obtener el flujo óptico. 
 
Utilizando métodos de optimización discretos, el espacio de 
búsqueda es cuantificado y la búsqueda de similitudes entre 
dos imágenes se resuelve asignando etiquetas a cada pixel. De 
esta forma, la deformación minimiza la distancia entre las dos 
imágenes (Glocker et. al., 2008). La solución óptima se 
obtiene con algoritmos min-cut max-flow, programación lineal 
ó métodos de propagación. Otras técnicas basadas en bloques 
obtienen el flujo óptico minimizando la suma de diferencias al 
cuadrado o maximizando la correlación normalizada 
(Beauchemin, Barron, 1995). 
 
Desde el punto de vista de la implementación la carga 
computacional que presenta cualquiera de los algoritmos 
mencionados para el cálculo del flujo óptico es elevada. En 
aplicaciones de robótica móvil en las que la unidad de control 
está embarcada en el robot, implementar flujo óptico implica, 
si se quiere obtener una frecuencia de computo elevada, 
dedicar un único procesador al cálculo de dicho flujo. En la 
mayoría de robots móviles de tamaño medio que se mueven 
por el suelo, esto no representa un problema significativo ya 
que existe espacio suficiente para poder incluir esta unidad de 
procesado. El problema se plantea cuando el robot con el que 
se pretende trabajar es de dimensiones reducidas o se mueve 
por un espacio diferente al suelo. En el caso de aviones, 
helicópteros robotizados o robots submarinos, el peso es un 
elemento clave para las prestaciones del sistema. En estos 
casos es necesario optimizar la potencia de cálculo para sacar 
las máximas prestaciones al sistema con el menor peso.  
 
En este artículo se presenta la implementación de un 
control de movimiento de un robot móvil de tamaño muy 
reducido basado en el flujo óptico. El robot utilizado es el 
modelo e-puck, de la compañía K-Team. Se trata de un robot 
de 75mm diámetro con recursos de cálculo limitados (de 
hecho, si se captura una imagen a la máxima resolución, ni 
siquiera cabe en la memoria de la unidad de control). La 
aportación principal del artículo es la presentación de una 
estrategia para cálculo del flujo óptico que pueda ser 
implementada en dispositivos con recursos limitados en los 
cuales se desee un funcionamiento en tiempo real. Con la 
aportación realizada es posible optimizar el cálculo de forma 
que sea posible su resolución en un dispositivo de bajo coste.  
 
El artículo se divide en los siguientes apartados. En el 
siguiente apartado se detalla el algoritmo de flujo óptico 
implementado. En el apartado 3 se describen las prestaciones 
del robot móvil y en el apartado 4 se explica cómo 
implementar el algoritmo de control de movimiento utilizando 
flujo óptico. Finalmente se muestran las conclusiones más 
destacables del trabajo. 
 
2. Flujo Óptico 
2.1. Introducción  
Un problema fundamental en el procesamiento de 
secuencias de imágenes es la medida del flujo óptico, que se 
define como una aproximación de la proyección sobre el plano 
de la imagen de las velocidades tridimensionales de los puntos 
de un objeto real, producidas por el movimiento relativo entre 
el sensor y el entorno (Barron, Beauchemin, Fleet, 1994). 
 
El campo de velocidad puede calcularse sobre una cámara 
esférica (ver figura 1) con la formula siguiente (Koenderink, 
Van Doorn, 1987): 








u     (1) 
  
donde un punto en la esfera está representado por su azimut 
ψ y su elevación θ (Zufferey, 2005). Un objeto está 
caracterizado por su distancia D(ψ, θ) en la dirección d(ψ, θ) 
(vector unitario). Los vectores T y R representan la translación 
y la rotación de la cámara con respecto a su medio ambiente. 
 
Figura 1: Modelo de la cámara esférica. 
Una vez hallado, el flujo óptico se puede utilizar en 
diversas aplicaciones, entre ellas: estimación de propiedades 
3D de la escena y parámetros de movimiento de un sensor 
visual, segmentación de movimiento, cálculo del foco de 
expansión y de tiempos de colisión, codificación de imágenes 
compensada en movimiento, cálculo de estéreo-visión, 
medición de la circulación sanguínea y del movimiento del 
tabique del corazón o medición del crecimiento de semillas de 
maíz. En (Low, Wyeth, 2005) y (Braillon et. al., 2006) se 
utiliza flujo óptico para la detección de obstáculos. Por otra 
parte en (Lookingbill et. al.,2007) se utiliza el flujo óptico para 
navegación de robots móviles. En (Bonin-Font, Ortiz, Oliver, 
2008) se hace una revisión de la navegación visual aplicada a 
la robótica móvil. Otros trabajos más recientes como (Romero, 
et. al., 2010) aplican flujo óptico a la navegación automática 
de helicópteros. 
 
Existen numerosos modelos de cálculo de flujo óptico. En 
(McCarthy, Barnes 2004) se puede encontrar un comparación 
entre algunos de ellos. Según (Barron, Fleet, Beauchemin, 
1994) estos métodos se pueden clasificar de la siguiente 
manera: 
 
• Métodos diferenciales: basados en las derivadas 
espacio-temporales del patrón de intensidad de las imágenes 
(medido como niveles de gris). 
• Métodos frecuenciales: utilizan información de la 
fase o la energía de la salida de filtros sintonizados en 
velocidad. 
• Métodos de correspondencia (matching): hallan 
desplazamientos a partir de la correspondencia de 
características estructurales de las imágenes. 
 
La mayoría de estas técnicas se componen de las siguientes 
tres etapas de procesamiento: 
 
1. Filtrado previo, con el fin de destacar estructuras de 
interés y mejorar la relación señal-ruido de la entrada. Se suele 
realizar un suavizado espacial y temporal con filtros de Gauss, 
que normalmente se lleva a cabo mediante convolución con 
máscaras discretas que se centran consecutivamente en los 
distintos puntos (píxeles) de la imagen que se procesa. En el 
caso del filtrado temporal, este procedimiento requiere 
imágenes de la secuencia tanto anteriores como posteriores al 
instante de tiempo considerado; en definitiva, se trata de filtros 
no causales. 
2. Extracción de medidas o estructuras básicas de la 
imagen, como derivadas espacio-temporales o superficies 
locales de correlación. 
3. Integración de la información obtenida, por medio 
de regularización, correlación o mínimos cuadrados. 
 
En (Barron, Fleet, Beauchemin, 1994) se realiza un estudio 
del comportamiento de varias técnicas de cálculo de flujo 
óptico, incluyendo métodos diferenciales, frecuenciales y de 
correspondencia. Los autores realizan diversas pruebas con 
diferentes secuencias de imágenes, tanto sintéticas como 
reales. Al disponer de las velocidades correctas para las 
secuencias sintéticas, llevan a cabo un análisis cuantitativo de 
los resultados obtenidos, lo que permite hacer una comparativa 
del comportamiento de las distintas técnicas.  
 
Como se aprecia en el estado del arte existen muchos 
métodos propuestos para este cálculo, por ejemplo (Lucas, 
Kanade, 1981), (Uras, et. al. 1988), (Fleet, Jepson, 1990) y 
(Murray, Buxton, 1990). Los últimos trabajos realizados sobre 
flujo óptico se han orientado hacia la extensión del cálculo a 
3D (Barron, Thacker, 2005), el cálculo paralelo (Bruhn, et. al., 
2006), la combinación de varios métodos (Weickert, Ruhn, 
Schnörr, 2005) o la optimización del coste computacional 
(Lei, Yang, 2009). De entre los trabajos destinados a la 
optimización del coste computacional se ha elegido el método 
de (Zufferey, 2005) como método más factible para ser 
implementado dentro de un sistema con recursos de cálculo 
limitados. 
 
2.2. Algoritmo implementado 
Para el desarrollo del algoritmo de flujo óptico se ha 
utilizado el algoritmo propuesto por (Zufferey, 2005), 
derivado del método de (Srinivasan, 1994). Srinivasan propuso 
un algoritmo de interpolación de la imagen (I2A, Image 
Interpolation Algorithm) que consiste en hacer una 
interpolación entre la nueva imagen y las imágenes de 
referencia anteriores en una sola etapa y sin iteraciones. Una 
diferencia con respecto a los métodos basados en el gradiente, 
es que el I2A se basa en la minimización del error.  
 
Este algoritmo fue simplificado por Zufferey para realizar 
el tratamiento en una sola dimensión, basándose en que la 
transformación entre dos imágenes consecutivas es una 
traslación pura, de manera que no se tiene en cuenta la 
ampliación o zoom de la imagen o de otras transformaciones. 
 
De esta forma, considerando I(n,t) como el nivel de gris del 
n-ésimo pixel de una imagen en el instante t, y s como la 
traslación entre dos imágenes, entonces I(n,t+Δt) se puede 
aproximar por Î(n,t+Δt):  
 
k2
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La estimación es una combinación lineal de la imagen de 
referencia y de dos versiones trasladadas de rk. El 
desplazamiento de s se calcula minimizando el error E entre la 
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El mínimo se calcula mediante el cálculo 0
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La amplitud del desplazamiento k debe escogerse como un 
intervalo de tiempo 't, de manera que el desplazamiento no 
sea superior a rk. Además, el algoritmo considera que el flujo 
óptico es constante en la imagen. De no ser así se debe dividir 
la imagen en varias regiones y aplicar el I2A a cada una de 
ellas. 
 
3. Control Embebido de Robots Móviles Basado en el 
Flujo Óptico 
3.1. Robot Móvil 
El sistema robotizado utilizado en este trabajo es el robot 
móvil e-puck, desarrollado por la Federal Swiss Institute of 
Technology in Lausanne (Mondada et. al. 2009). Se trata de un 
robot de reducido tamaño (75mm de diámetro), gran 
flexibilidad y bajo coste. El robot está equipado además con 
sensores, actuadores e interfaces completamente 
representativas de los dispositivos que se pueden encontrar en 
diversas áreas de ingeniería. La Figura 2 muestra el robot 
utilizado en este trabajo. 
 
 
Figura 2: Robot móvil e-puck 
La unidad de control del robot está basada en un 
microcontrolador dsPIC de Microchip que combina un 
procesador de 16 bits con una unidad de procesamiento digital 
de señales (DSP), proporcionando un procesamiento de datos 
muy eficiente. El microcontrolador dispone de 8kB de 
memoria RAM y 144kB de memoria flash. Funciona a una 
frecuencia de 64 MHz y proporciona hasta 16 MIPS.  
 
Por otro lado, el e-puck proporciona una gran variedad de 
sensores y actuadores, lo que permite desarrollar una gran 
variedad de aplicaciones. Los sensores que se proporcionan en 
la configuración básica son los siguientes: 
x Sensores de proximidad: el robot está equipado con 8 
sensores infrarrojos distribuidos en el cuerpo del 
robot que permiten detectar la proximidad de 
obstáculos o la intensidad de la luz infrarroja del 
ambiente. 
x Acelerómetro 3D, que proporciona el vector de 
aceleración del e-puck. Este vector puede ser 
utilizado para medir la inclinación del robot y/o la 
aceleración producida por su propio movimiento, 
detectando también colisiones o caídas del robot. 
x Micrófonos: se disponen de 3 micrófonos para 
capturar el sonido y (mediante triangulación) y 
localizar su fuente.  
x Cámara de visión en color CMOS. Aunque la cámara 
tiene una resolución de 640x480 pixeles, es necesario 
tener en cuenta que sólo una porción de la imagen 
puede ser grabada. La adquisición está limitada por 
el tamaño de la memoria del dsPIC y de la potencia 
de cálculo. Por ejemplo, el robot puede grabar una 
imagen en color de 40x40 píxeles a una frecuencia de 
4 imágenes por segundo. La frecuencia se duplica 
para imágenes en escala de grises. 
 
Los actuadores que proporciona el robot son los siguientes:  
x Motores paso-a-paso: el control del robot se realiza 
mediante los 2 motores, con una resolución de 1000 
pulsos por revolución. 
x Altavoz: además de ser un dispositivo idóneo para la 
comunicación con los humanos, se puede crear una 
red de comunicaciones combinado el altavoz con los 
micrófonos. 
x Diodos emisores de luz: el robot está equipado con 8 
diodos LED que mejoran la interacción tanto con los 
usuarios como entre varios e-pucks. Además, un 
LED dispuesto al lado de la cámara permite medir 
distancias en un rango mayor que los sensores de 
proximidad.  
 
Por último, el robot contiene varios dispositivos para poder 
interactuar con el usuario y para comunicarse con otros 
dispositivos, como una interfaz serie RS232, un enlace de 
radio Bluetooth, un receptor de control remoto infrarrojo y un 
conmutador rotatorio de 16 posiciones que permite, por 
ejemplo, seleccionar cuál va a ser el programa a ejecutar. La 
Figura 3 muestra la arquitectura del robot utilizado. 
 
El robot e-puck proporciona una librería de bajo nivel para 
facilitar el uso del hardware, conteniendo funciones para el 
control de los motores, la lectura de la cámara, el envío de 
mensajes a través del Bluetooth, etc. La librería se enlaza 
estáticamente con la aplicación de usuario en el instante de la 
compilación. 
 
En este trabajo se ha utilizado el entorno de desarrollo 
(MPLAB Integrated Development Environment, 2010) para la 
programación de las aplicaciones del robot. Se trata de un 
conjunto gratuido de herramientas integradas para el desarrollo 
de aplicaciones embebidas para microcontroladores de 
Microchip. MPLAB IDE ejecuta una aplicación MS Windows 
con la que se pueden editar y compilar los programas de una 
forma muy cómoda y fácil. 
 
Además del entorno anterior, para poder generar código 
ejecutable para el robot móvil se necesita un compilador 
específico para el microcontrolador del robot. En este caso se 
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ha optado por (MPLAB C Compiler for Academic Use, 2010). 
Se trata de un compilador gratuito con librerías para los 
microcontroladores de las familias  PIC18, PIC24, dsPIC 
DSC y PIC32. 
 
 
Figura 3: Arquitectura hardware del robot e-puck 
 
Por último se necesita una aplicación que sea capaz de 
transferir el programa ejecutable desde el PC de desarrollo 
hasta el robot. En este caso se ha utilizado la aplicación (Tiny 
PIC bootloader, 2010). Se trata de un cargador muy pequeño 
(menos de 100 words) que soporta dispositivos de las familias 
PIC16F, PIC18F y dsPIC30. 
3.2. Desarrollo de la Aplicación de Flujo Óptico para el 
Control del Robot Móvil 
El objetivo de la aplicación es que el robot e-puck pueda 
evitar los obstáculos, es decir, que éste sea capaz de detectar 
una pared (por ejemplo) y de cambiar automáticamente de 
dirección para evitarlo.  
 
Dado que los recursos del microcontrolador del robot móvil 
utilizado son muy limitados (tanto de la potencia de cálculo 
como de la capacidad de memoria) y no se puede realizar el 
tratamiento sobre imágenes completas, se ha tenido que 
adaptar el algoritmo de flujo óptico para poder desarrollarlo y 
utilizarlo en el robot móvil.  
 
La primera etapa es escoger una pequeña ventana de la 
imagen en niveles de grises para hacer el cálculo. Puesto que 
se considera que el robot se mueve únicamente en un plano, se 
utiliza solamente una dirección del flujo óptico. Así, la 
ventana tiene el ancho total de la imagen (640 pixeles) pero se 
utiliza únicamente la parte superior de ésta, considerando para 
ello una altura de 16 pixeles.  
 
Debido a que la ventana utilizada es demasiado todavía 
grande para la memoria del dsPIC (640*16=10kB) se aplican 
posteriormente sobre la ventana de la imagen funciones de 
reducción de la resolución (o funciones down sampling) que 
permiten reducir la resolución de la ventana de procesamiento 
a 320x1 píxeles. Esta reducción se realiza mediante un filtrado 
paso-bajo realizado en tiempo real por medio de la cámara. De 
esta forma, para transformar por ejemplo una imagen I de 
tamaño 2w*2h en una imagen J de tamaño w*h se aplica a 
cada píxel la fórmula siguiente: 
 
   
   
   
   
























          
(5) 
 
Para el desarrollo de la aplicación de evitación automática 
de obstáculos mediante flujo óptico se ha dividido la ventana 
de la imagen en dos secciones (izquierda y derecha) de forma 
que la zona que tiene un flujo mayor en valor absoluto 
corresponderá a la zona en el que los obstáculos están más 
cercanos al robot, lo que permite que el robot pueda tomar la 
decisión óptima (girar a la izquierda o a la derecha) para 
evitarlos. Cabe destacar que cuando el robot se acerca a un 
obstáculo, que tiene en la parte derecha, el flujo de la parte 
izquierda es negativo, y el de la parte derecha es positivo (ver 
por ejemplo la Figura 7). Es por este motivo, por el que se 
utiliza el valor absoluto. 
 












































s     (7) 
 
donde si es el flujo óptico de la parte de izquierda y sd el 
flujo óptico de la parte de derecha.  
 
La Figura 4 muestra el algoritmo de evitación automática 
de obstáculos implementado en el robot móvil. El periodo de 
muestro utilizado para la ejecución del bucle de control (toma 
y procesamiento de imagen, cálculo del flujo óptico y 
aplicación de las acciones de control para el giro del robot) es 
de 70ms.  
 
Para evitar la colisión con el obstáculo, el algoritmo hace 
que el robot gire al lado donde el flujo óptico es menor en 
valor absoluto. Esta operación se realiza cuando la suma de los 
flujos ópticos sobrepasa un determinado valor umbral de 
seguridad. En esta figura, abs() es el valor absoluto, A es el 
valor umbral de seguridad para decidir si el robot esta cerca 
del obstáculo y Kp es un coeficiente para el giro.  
 
Cabe destacar que como el robot no está equipado con 
giróscopos es difícil compensar los flujos rotacionales cuando 
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el robot gira sobre si mismo. Por ello el ángulo de rotación se 
calcula antes de iniciar el giro mediante los valores del flujo 
óptico. Además, el robot no tiene en cuenta la información 
obtenida a partir de la cámara de visión artificial hasta que no 
finaliza el giro. 
 
 
Figura 4:Algoritmo implementado 
 
Debido a los reducidos recursos computacionales y de 
memoria del robot, el algoritmo debe funcionar con imágenes 
de muy baja resolución. Por ello es necesario que el robot se 
mueva sobre un ambiente en el que el entorno tenga texturas. 
En este trabajo se ha utilizado una textura formada por bandas 
negras y blancas.  
 
La Figura 5 muestra una secuencia de imágenes de la 
cámara cuando el robot se acerca a una pared y realiza un giro 
para evitarlo. Las imágenes se transmiten a un ordenador 
personal mediante comunicación Bluetooth. La figura se ha 
generado concatenando las distintas imágenes obtenidas (33 
imágenes en este caso) de forma que la imagen más antigua en 
el tiempo (número 1) está en la parte superior de la figura, 
mientras que la última imagen (número 33) está ubicada en la 
parte inferior. De hecho, las tres últimas imágenes (31 a 33) 
son borrosas porque el robot está girando y la frecuencia de 
adquisición es baja. Esto apoya el hecho de calcular el ángulo 
de rotación antes de girar. 
 
Observando las bandas de la imagen se puede detectar el 
ángulo entre la normal de la pared y la dirección de 
movimiento del e-puck. En este caso las bandas negras y 
blancas de la derecha en la imagen son más anchas que las 
bandas de la izquierda (ver por ejemplo la imagen de inicio, 
número 1). Eso quiere decir que la parte de derecha de la pared 
está más cerca del robot. 
 
 
Figura 5: Secuencia de imágenes 
De esta forma, considerando que el flujo óptico se puede 
ver como el desplazamiento de una banda negra entre dos 
imágenes, cuando el robot se acerca a la pared se puede 
detectar que el flujo óptico es más importante en la parte 
derecha de la imagen (ver por ejemplo entre las imágenes 
número 29 y 30).  
 
La Figura 6 muestra los valores absolutos del flujo óptico 
obtenidos para una ejecución real del robot móvil. Se puede 
apreciar como cuando el robot se va acercando a las paredes 
(en T = 1, 3, 4, 6, 8 ó 9 segundos, aproximadamente), el valor 
del flujo óptico es muy grande. Para saber a qué lado se debe 
girar para evitar el obstáculo se tiene que analizar el mayor 
valor absoluto. En estos casos se observa que son mayores los 
valores absolutos del flujo óptico de la izquierda, por lo que se 
obliga al robot a girar a la derecha. 



















abs Flujo Óptico izquierdo
abs Flujo Óptico derecho
abs Flujo Óptico total
 
Figura 6: Flujo Óptico medido durante una prueba  
Cabe destacar por último que el algoritmo se ha probado 
también en ambientes y entornos más naturales sin este tipo de 
texturas. Si bien el algoritmo funciona en estos casos, los 
resultados obtenidos son más imprecisos, provocando que a 
veces el robot gire al lado contrario o que no gire lo suficiente 
como para evitar el obstáculo. 
3.3. Banco de Pruebas Experimental 
Para validar el funcionamiento correcto del algoritmo de 
control del robot basado en flujo óptico se ha desarrollado el 
Calcular si y sd con 
imagen nueva y la imagen 
Grabar una imagen en el 






Girar a la izquierda de 
un valor Kp[abs(sd)-abs(si)] 
Girar a la derecha de un 
valor Kp[abs(si)-abs(sd)] 
Intercambiar buffers : 
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banco de pruebas experimental que se muestra en la Figura 7. 
Se trata de un circuito por donde puede moverse el robot y en 
el cual, además del perímetro exterior, se ha introducido un 
obstáculo rectangular en el centro.  
 
Para poder obtener la evolución del movimiento del robot 
el banco de pruebas está equipado  con una cámara de visión 
cenital ubicada a una distancia de 2.5 metros del suelo, 
teniendo un campo de visión de 1.8 metros en el eje X y 1.4 
metros en el eje Y.  
 
Tal y como se puede observar en la Figura 7, para facilitar 
el proceso de localización del robot se ha puesto un círculo 
rojo en la parte superior del robot. Gracias a esta marca es 
mucho más simple segmentar la imagen y poder obtener la 




Figura 7: Banco de pruebas experimental 
Las Figuras 8 y 9 muestran dos ejecuciones del algoritmo 
de control del robot. En la Figura 8 se puede apreciar el 
movimiento del robot móvil en el plano X-Y obtenido a partir 
de la cámara cenital. En color azul se muestra el movimiento 
realizado por el robot, y en color rojo se muestra tanto el 
perímetro exterior del circuito como el obstáculo interior que 
éste tenía. En el movimiento realizado se pude observar como 
éste empieza en la posición (970, 670) mm. y acaba en la 
posición (345, 890) mm. 
 
En la Figura 9 se tiene una segunda ejecución. Mediante 
una fotocomposición a partir de un conjunto de instantáneas 
tomadas por una cámara de fotos digital muestra la evolución 
del robot e-puck. Cabe destacar que aunque ejecución era 
mucho más larga, en la figura sólo se muestra un fragmento de 
ésta puesto que llegaba un momento en el que las trayectorias 
del robot se cruzaban y se hacía más complicaba la 
interpretación de los movimientos. 
 
4. Conclusiones 
Este trabajo ha presentado el desarrollo y la utilización de 
algoritmos de evitación automática de obstáculos para robots 
móviles basados en flujo óptico. El robot utilizado es el e-
puck, robot móvil con una configuración diferencial que se 
caracteriza por disponer de unos recursos muy limitados de 
memoria y de capacidad de cálculo. 
 
















Figura 8: Evolución del robot en el plano X-Y 
 
Figura 9: Evolución del robot móvil 
 
Para poder realizar el guiado automático con este robot se 
ha tenido que adaptar la implementación del algoritmo de flujo 
óptico a una plataforma de estas características, teniendo que 
utilizar funciones que permiten reducir la resolución de la 
ventana de procesamiento. 
 
Los resultados obtenidos muestran que se posible  
desarrollar algoritmos de evitación de obstáculos basados en 
visión artificial para vehículos móviles con baja capacidad 
computacional mediante el flujo óptico.  
 
Como trabajo futuro, se está trabajando con el desarrollo de 
estas técnicas para la detección automática de obstáculos en 
ambientes desconocidos (y por lo tanto menos exigentes con 
las texturas del ambiente). Dado que se pretende implementar 
para vehículos autónomos tipo helicópteros y otras clases de 
robots móviles, el sistema de procesamiento de imágenes irá 
embarcado en el vehículo y tendrá que ser pequeño y de muy 
bajo consumo. Sin embargo, al disponer de un sistema con 
mayores prestaciones, se podrán procesar a una velocidad 
mayor imágenes más grandes, por lo que hará que el algoritmo 
sea más robusto. Los vehículos móviles que se están utilizando 
son un helicóptero de tipo cuatrimotor y un robot móvil 
CREATE, de iRobot. En ambos casos se está utilizando el 
sistema embebido IGEPv2 de ISEE, que es capaz de procesar 
60 imágenes por segundo de un tamaño 320x240 píxeles. Por 
supuesto, esta misma solución se puede utilizar y aplicar sobre 
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cualquier otro robot o vehículo móvil si se tiene la capacidad 
de actuar sobre las variables de control (velocidades de las 
ruedas, ángulo de la dirección, pares del sistema, etc.) a partir 
de la salida del algoritmo de flujo óptico. 
English Summary 
Embedded control of mobile robot with limited 




Artificial vision plays an important role for robotics. 
Usually it can be used to obtain global information of the 
environment, automatic avoidance obstacles and trajectory 
generation, etc. Using artificial vision, the scene objects and 
also the observer movements can be obtained with optical flow 
techniques. From the implementation point of view, the 
computational cost of these optical flow algorithms is very 
heavy, and it can be a problem for its use in applications like 
airplanes, helicopters, vehicles submarines, mobile robots etc.  
 
This paper presents a movement control implementation for 
a mobile micro-robot based on optical flow. It is a robot of 
75mm of diameter with very limited resources of memory and 
computational power. Despite of these limited resources, the 
implementation has been successfully carried out. In addition, 





movement control, optical flow, robotics systems, limited 
resources, robot control 
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