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El principal objetivo de las ontologías en computación es la definición 
de un vocabulario común para describir conceptos básicos y sus rela-
ciones en un dominio específico. Los principales componentes de las 
ontologías son clases (conceptos), instancias, propiedades, relaciones y 
axiomas, entre otros elementos. El proceso de población de ontologías 
se refiere a la recepción de una ontología como entrada, para luego 
extraer y relacionar las instancias a cada clase de la ontología desde 
fuentes de información heterogéneas. En este artículo se realiza una 
revisión sistemática de literatura sobre la población de ontologías. Se 
seleccionan artículos de bases de datos especializadas y se crea una pre-
gunta de investigación que permita dirigir la búsqueda de los artículos. 
Los resultados de la revisión apuntan a que la población de ontologías 
es un tema de interés para los investigadores. A pesar de que existen 
muchas técnicas para realizar el proceso, hace falta crear herramientas 
automáticas y con altos niveles de precision y recall.
Palabras clave: Extracción de información, máquinas de aprendizaje, 
ontologías, población de ontologías, procesamiento de lenguaje natural, 
revisión sistemática de la literatura.
Abstract
The main goal of ontologies in computing is related to the definition of 
a common vocabulary for describing basic concepts and relationships 
on a specific domain. Main components of ontologies are classes—
concepts—, instances, properties, relations, and axioms, among other 
elements. The ontology population process is intended to receive an 
ontology as input in order to extract and relate the instances of each 
ontology class from heterogenous information sources. In this paper we 
perform a systematic state-of-the-art review about ontology population. 
We select papers from specialized databases and we create a research 
question for driving paper search. The results of our review points out 
ontology population as an interesting topic for researchers. Even though 
we have several techniques for driving the process, fully automated tools 
are still missing and we also miss high levels of precision and recall.
Keywords: Information extraction, machine learning, natural lan-
guage processing, ontologies, ontology population, systematic state-
of-the-art review.
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En inteligencia artificial, los esfuerzos se enfocan en comprender cómo 
funciona la mente humana y, con base en ello, se intenta construir entidades 
inteligentes a fin de sintetizar y automatizar tareas intelectuales [1], [2]. En 
este entorno, las ontologías se pueden usar con el propósito de mejorar la 
búsqueda de información, realizar inferencia computacional, etc. [3]. Una 
definición de Borst señala: “las ontologías son especificaciones formales 
de una conceptualización compartida” [4]. Las ontologías son medios para 
modelar formalmente la estructura de un sistema, es decir, las entidades 
y relaciones relevantes que surgen desde su observación y son útiles para 
un propósito particular [5]. Las ontologías se pueden conceptualizar, es 
decir, determinar el conjunto de clases, objetos, relaciones y restricciones 
que caracterizan un dominio; por ejemplo, el dominio viaje, puede contener 
clases como locación, transporte y avión, también instancias como la ciu-
dad de Buenos Aires y un avión de Matricula AA7462. La clase, entonces, 
hace referencia a un conjunto de objetos, los cuales son instancias de esta; 
las instancias se definen como los objetos del dominio de interés; las rela-
ciones se refieren a relaciones binarias entre individuos; y las restricciones 
se expresan por medio de axiomas, esto es, condiciones que se cumplen 
siempre y permiten realizar las inferencias [6]. El proceso de población de 
ontologías consiste en insertar instancias de conceptos y relaciones dentro 
de una ontología existente y se puede realizar desde fuentes de información 
estructuradas, semiestructuradas y libres [7]. Para realizar el proceso de 
población existen muchas herramientas manuales y semiautomáticas, pero 
no se detectan en la revisión herramientas completamente automáticas.
El método de revisión sistemática de literatura constituye una manera de 
evaluar e interpretar toda la información disponible que sea relevante res-
pecto de un interrogante de investigación particular, en un área temática o 
fenómeno de interés [8]. En este artículo se realiza una revisión sistemática 
de la literatura especializada en la población de ontologías, con el método 
de Kitchenham [8]. Los resultados muestran que el tema de población de 
ontologías es un tema de actualidad y de interés para la comunidad cien-
tífica porque existe el interés de crear nuevas herramientas automáticas y 
así realizar la población de ontologías [9].
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Este artículo se ordena de la siguiente forma: en la Sección II se presenta 
información para comprender el proceso de población de ontologías. En 
la III, se presenta la metodología utilizada para la revisión, y en la IV se 
desarrolla el proceso de revisión sistemática de literatura. En la v se realiza 
una síntesis de datos y análisis de resultados, y en la VI se presentan las 
conclusiones del tema revisado.
II. POBLACIÓN DE ONTOLOGÍAS
El proceso de población de ontologías se puede realizar de forma semiauto-
mática o automática. El proceso se debe centrar en enriquecer, por medio de 
instancias de clases o relaciones, una ontología ya existente, la cual se encuentra 
vacía. La importancia de poblar ontologías se debe a que las ontologías que 
existen en los sistemas informáticos se deben actualizar de manera constante 
y porque, al existir muchas ontologías, se abarcan muchos dominios específi-
cos. Los objetos o instancias de las ontologías contribuyen en muchas tareas 
como, por ejemplo, la realización de búsquedas de información en Internet 
[10]. El proceso a seguir a fin de poblar una ontología requiere un corpus, es 
decir, un conjunto de textos y un motor de extracción de instancias que se 
encarga de localizar las instancias de clases y relaciones en el corpus. Luego, 
se debe procesar el corpus utilizando el motor de extracción, de forma que 
se puedan localizar conceptos dentro del texto, e inmediatamente después 
se crea una lista con posibles instancias de conceptos y relaciones, las cuales, 
después, en un proceso adicional, se utilizan para poblar la ontología [11].
Existen métodos que permiten poblar ontologías. Los métodos estadísticos, 
basados en la distribución de las palabras en el corpus, constituyen una 
primera aproximación. Usualmente, se basan en métodos estocásticos y 
probabilísticos que permiten resolver ambigüedad en frases largas y procesar 
gramáticas que pueden generar muchos análisis posibles [12], [13], [14]. Los 
métodos de extracción de información se basan en el análisis del lenguaje 
natural para luego extraer información de interés de forma automática. 
Entre las técnicas más representativas se encuentran el reconocimiento de 
entidades nombradas y la resolución de correferencia [15]. Los métodos de 
procesamiento de lenguaje natural (NLP, por sus siglas en inglés) tienen el 
propósito de lograr el análisis, la representación y la generación de textos, 
para lo cual se utilizan una serie de herramientas computacionales que buscan 
el procesamiento lingüístico a nivel morfológico, sintáctico y semántico [16], 
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[17], [18]. Los métodos basados en aprendizaje de máquinas (ML, machine 
learning) se refieren a la creación de algoritmos que sean capaces de genera-
lizar comportamientos y reconocer patrones con información suministrada 
en forma de ejemplos [19], [20]. Los métodos basados en reglas utilizan un 
conjunto de reglas manuales que asocian características del texto a entidades. 
Las reglas se usan para apoyar la toma de decisiones en clasificación, regresión 
y tareas de asociación [21]. Finalmente, los métodos híbridos [22] realizan 
combinaciones entre los métodos existentes, de tal manera que se puedan 
optimizar los recursos de cómputo y aumentar la efectividad.
III. METODOLOGÍA
La metodología que se utiliza en este trabajo (véase la Fig. 1), se basa en la 
revisión sistemática de literatura [8].
Fuente: propia con base en [8]
Figura 1. Proceso de revisión sistemática de literatura
Se compone de tres fases: 1. Fase de planeación; 2. Fase de realización; y 3. 
Fase de reporte. En la primera fase se determina la necesidad de la revisión, 
las preguntas de investigación, el protocolo a seguir y la evaluación del proto-
colo. En la segunda se debe identificar la investigación mediante la definición 
de cadenas de carateres, con el fin de llevar a cabo la búsqueda en las bases 
de datos especializadas; a partir de esto, se deben seleccionar unos estudios 
primarios con los resultados de la búsqueda y así relizar la evaluación de la 
calidad del estudio y la extracción de la información relevante de los artícu-
los seleccionados. Finalmente, de acuerdo con unos criterios, se sintetiza la 
información, lo cual en este artículo se realiza con una Tabla. En la tercera 
fase se escriben los resultados de la revisión y se comunican a la comunidad 
científica, en este caso mediante este artículo.
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IV. PROCESO DE REVISIÓN
A. Fase de planeación
Identificación de las necesidades de la revisón
Se pretende identificar los aspectos más relevantes en la población de 
ontologías, lo que incluye técnicas, dominios y niveles de automatización.
Contratación de la revisión
Los investigadores interesados tienen la experiencia necesaria para llevar a cabo 
el estudio; por lo tanto, no es necesario contratos para desarrollar la revisión.
Especificación de las preguntas de investigación
La pregunta de investigación es: ¿Cuáles son los aspectos más relevantes 
que guían la población de ontologías, desde el punto de vista de criterios 
tales como las técnicas a emplear, el tipo de dominio en que se aplica y los 
niveles de automatización que tienen las diferentes propuestas?
Desarrollo del protocolo
Los métodos de la estrategia para el desarrollo de la revisión se definen y 
se aplican de acuerdo con el proceso de revisión sistemática de literatura.
Evaluación del protocolo
Para el caso de la población de ontologías, el protocolo se aplica inicialmente 
a tres artículos [23] - [25]. Esa muestra permite ajustar el protocolo para su 
aplicación al universo del tema.
B. Fase de realización
Identificación de la investigación
Las cadenas de búsqueda definidas en el caso de la construcción de la re-
visión sobre población de ontologías son las siguientes:
Cadena 1: “Ontology population”.
Cadena 2: “Automatic ontology population”.
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Selección de estudios primarios
Identificación de fuentes de estudio
La búsqueda de la literatura sobre la población de ontologías se hace me-
diante el uso de fuentes digitales, tales como: ACM Digital Library, Ebsco, 
IEEE Xplore Digital Lybrary, Science Direct, bdigital Repositorio Institucional 
UN y Scopus. Asimismo, otros estudios de la comunidad de ontologías y 
fuentes digitales se incluyen en este proceso de identificación. Los resultados 
del ejercicio se muestran en la Tabla 1.
Selección de estudios
Los criterios de inclusión de la revisión de población de ontologías se re-
lacionan con la población, el enriquecimiento de las ontologías y el uso de 
métodos semiautomáticos o automáticos y que realicen el proceso desde 
diferentes fuentes de información. Los criterios de exclusión de la síntesis 
de población de ontologías son los estudios relacionados con métodos 
desarrollados para un idioma diferente al inglés, así como los métodos 
manuales de población de ontologías. El proceso se realiza en tres iteracio-
nes considerando: 1. El título del estudio; 2. Resúmen y palabras clave; 3. 
Conclusiones. Los resultados de aplicar los criterios de inclusión y exclusión 
se muestran en la Tabla 2.
Tabla 1. Resultados de busquedas en fuentes digitales
Fuente de estudio
Estudios seleccionados
Cadena 1 Cadena 2 TOTAL
ACM Digital Library 80 45 125
bdigital Repositorio Institucional UN 120 6 126
Ebsco 40 24 64
IEE Xplore Digital Library 180 110 290
ScienceDirect 90 75 165
Scopus 20 14 34
TOTAL 530 274 804
Fuente: propia
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Tabla 2. Resultados de la aplicación de los criterios de inclusión y exclusión
Fuente de estudio
Estudios seleccionados
Cadena 1 Cadena 2 TOTAL
ACM Digital Library 10 7 17
bdigital Repositorio Institucional UN 15 8 23
Ebsco 15 5 20
IEE Xplore Digital Library 40 24 64
ScienceDirect 25 10 35
Scopus 15 6 21
TOTAL 120 60 180
Fuente: propia
Evaluación de la calidad del estudio
En el caso de esta revisión, estos criterios se aplican como filtros adicionales 
a fin de evitar sesgos y asegurar la inclusión de estudios relevantes.
Extracción de información
Extraer cualquier tipo de información desde el lenguaje natural es una labor 
muy útil porque, de esta forma, se puede tratar de automatizar procesos 
y evitar tareas largas y complejas. La extracción de instancias de una clase 
o población de ontologías se inició aproximadamente en la década de los 
ochenta y, actualmente, es un tema de interés para la comunidad científica. 
A continuación, se presenta una serie de métodos que intentan solucionar 
el problema de población de ontologías. Esos enfoques se encuentran en los 
artículos científicos seleccionados de acuerdo con el protocolo establecido.
Abbott [23] propone la extracción de sustantivos para definir tipos de da-
tos y presenta una técnica para desarrollar programas informáticos desde 
descripciones informales, es decir, desde textos con una estructura básica 
sin reglas sintácticas y semánticas rigurosas. Esas descripciones deben ser 
precisas y se trabajan para el idioma inglés. La técnica demuestra cómo 
derivar tipos de datos (categorías de seres o cosas) desde sustantivos co-
munes, variables desde verbos y atributos y estructuras de control desde 
sus equivalentes en inglés. La principal contribución de este trabajo es la 
relación propuesta entre sustantivos comunes y tipos de datos. La idea es 
capturar estos elementos y transformarlos en un programa escrito en ada. 
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El artículo también presenta una discusión de cómo hacer la transformación 
entre sintagmas nominales, tipos de datos y objetos.
Contreras [24] propone una arquitectura de adquisición de contenido para la 
web semántica que provee un marco conceptual, el cual permite desarrollar 
sistemas de procesamiento de contenido web y mapear contenidos semán-
ticamente anotados y, a su vez, el procesamiento por medio de agentes de 
software y aplicaciones de web semántica. Asimismo, genera una ontología 
automáticamente, extrae instancias desde textos, asigna instancias a clases 
y extrae valores de atributos. La arquitectura acepta como entrada archivos 
txt para luego utilizar técnicas de procesamiento de lenguaje natural.
Pasca [25] propone un método para adquirir entidades nombradas en 
categorías arbitrarias utilizando patrones léxico-sintácticos. También hace 
referencia al refinamiento de una consulta en una búsqueda web. Las cate-
gorías de nombres recogidas se fusionan eficazmente y luego resumen las 
relaciones semánticas detectadas en los documentos iniciales. Se extraen 
en pares, por ejemplo: NombreNavegador y Google. Luego, se utilizan 
los patrones léxico-sintácticos para extraer las instancias. Esos patrones se 
obtienen de documentos de entrenamiento automáticamente, los cuales 
constituyen las reglas que se deben cumplir antes de hacer la extracción 
de las instancias.
Geleijns et al. [26] hacen mención al hallazgo de la relación entre dos instancias, 
por ejemplo “Britney Spears” y “Cristina Aguilera”. Se usa la co-ocurrencia 
para encontrar el vecino más cercano, es decir, las instancias más relacionadas. 
Las tres clasificaciones presentadas en el documento se pueden combinar. 
Finalmente, se podrá decir que esas instancias pertenecen a la categoría “ar-
tistas pop”. El método consiste en que se tienen dos conjuntos dados: uno 
de instancias y otro de categorías. Luego, se busca en Google cada pareja 
instancia-categoría. Luego de verificar la co-ocurrencia en la web, se utilizan 
métodos para establecer si esa instancia pertenece a esa categoría.
Geleijns et al. [27] presentan un método que utiliza patrones hechos a mano 
y los construyen a la medida para las clases y relaciones consideradas. Los 
patrones se consultan en Google, donde los resultados se utilizan para 
buscar otras instancias. Las instancias que se encuentran se utilizan dentro 
de los patrones, de tal forma que el algoritmo puede poblar la ontología, al 
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utilizar unas pocas instancias de una ontología parcial dada. También, se 
debe construir una ontología parcial en forma de tupla. Luego, se alimenta 
el sistema con pocas instancias de clases y relaciones escritas a mano, y el 
sistema busca en la web qué instancias diferentes puede encontrar. Así, se 
logran poblar las clases y las relaciones.
De Boer et al. [28] presentan una propuesta para la extracción de instancias 
de relaciones, por ejemplo, la relación artista-estilo artista. También, se 
trabaja un dominio de fútbol. Teniendo como base la ontología, se pueden 
extraer las instancias de las relaciones desde un corpus, que en este caso es 
la web. Específicamente, el método necesita dos conjuntos de instancias de 
clases ci y cj. Después, toma una instancia i de ci, con la cual se eligen los 
documentos desde la web. Posteriormente, se utilizan todas las instancias 
de cj para saber cuántas existen en cada uno de los documentos encontra-
dos. De esta forma, se obtienen las instancias de las relaciones entre ci y cj.
Yoon  et al. [29] proponen un método automático para población de ontologías 
con datos en formato estructurado. Las instancias se extraen desde páginas 
web utilizando wrappers o sentencias mediante técnicas de procesamiento de 
lenguaje natural. El método requiere una ontología e instancias semilla y se 
extraen instancias desde documentos semiestructurados o no estructurados. 
Su precision es del 98 %.
Talukdar et al. [30] presentan un algoritmo de propagación de etiquetas 
semi-supervisado, el cual utiliza un gráfico denominado “Adsorption”. Des-
pués, utilizan fuentes estructuradas y no estructuradas de información con 
el fin de adquirir clases etiquetadas y las instancias en un dominio abierto. 
Así, construyen un grafo donde cada nodo representa una instancia o una 
clase y existe un puente entre un nodo instancia y un nodo clase, siempre 
y cuando la instancia pertenezca a esa clase. Esta herramienta requiere una 
clase y cinco instancias semilla que se utilizan para evaluar el texto y extraer 
instancias, las cuales permiten construir el grafo, el cual finalmente encuen-
tra otras instancias que ayudan a etiquetar las clases a las que pertenecen.
Manine et al. [31] presentan una arquitectura para integrar ontologías en 
el dominio biomédico. La entrada del sistema debe partir de documentos 
muy especializados a fin de poderlo entrenar y, después, se logra extraer 
instancias de la web de forma automática. Se utilizan técnicas de extracción 
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de información y aprendizaje de máquina. Finalmente, se obtienen buenos 
niveles de precision y recall.
Ruiz-Martínez  et al. [32] presentan un framework que procesa textos mediante 
herramientas de procesamiento de lenguaje natural. Realizan las pruebas con 
la ontología denominada “Travel.owl”, la cual se descarga desde la página 
de Protégé y a la cual realizan algunos cambios. Utilizan una página web 
para extraer instancias pertenecientes a la clase “Hotel”.
Danger et al. [33] utilizan una ontología de referencia, reconocedores de 
entidades y desambiguadores de entidades con el propósito de crear y 
combinar adecuadamente un conjunto inicial de instancias. El análisis 
exhaustivo y la experimentación de la propuesta se llevan a cabo en una 
variedad de escenarios de aplicación. En el proceso, se define una ontología 
en formato owl (Web Ontology Language) que tiene conceptos y relaciones. 
Existen lexicones que describen las reglas léxicas, para después identificar 
conceptos y relaciones en el texto. Luego de extraer entidades, se define 
un conjunto de instancias inicial que usa reglas de inferencia y se genera, 
finalmente, un conjunto de instancias complejas que definen semánticamente 
el documento de acuerdo con la ontología dada.
Faria et al. [34] presentan una propuesta para semiautomatizar la población de 
ontologías desde textos. Utilizan técnicas de NLP y extracción de información 
(EI) para clasificar instancias de ontologías. El proceso tiene dos fases. En la 
primera fase se realiza la extracción y la clasificación de instancias que, a su 
vez, incluye tres tareas. La primera tarea es el análisis de corpus, mediante 
el cual se estructura el corpus y se realizan tres actividades (análisis mor-
foléxico—que identifica las categorías gramaticales—, reconocimiento de 
nombre de entidades—que identifica nombre de personas, organizaciones 
o lugares—, y la identificación de correferencia—que identifica las correfe-
rencias de pronombres y correferencias nominales—). La segunda tarea es la 
especificación de reglas de clasificación y extracción, en las que el usuario se 
basa en la ontología y los patrones léxico-sintácticos definidos previamente, 
a fin de generar un conjunto de reglas de extracción. La tercera tarea es la 
extracción y la clasificación de instancias en las que se utilizan las reglas 
de la tarea previa. La segunda fase es la representación de instancias, en la 
cual se realizan dos tareas (el refinamiento de instancias y la población de 
la ontología). Los autores mencionan que están evaluando las ventajas de 
combinar técnicas NLP con soft computing.
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Rauf et al. [35] mencionan la creación de un framework, el cual tiene como 
base que los documentos de requisitos contienen instancias de estructuras 
lógicas (plantillas) tales como casos de uso, requisitos funcionales, reglas 
del negocio, etc. El sistema permite hacer dos cosas: ingresar estructuras 
lógicas al sistema para luego, a partir de documentos RTF, extraer las ins-
tancias de esas estructuras.
Schlaf et al. [36] presentan un framework para aprender categorías y sus 
instancias mediante características contextuales. Su framework se basa en 
el uso de textos en lenguaje natural como ejemplos de entrenamiento. 
Consta de tres pasos: 1. Aprendizaje de reglas desde los textos de ejem-
plo; 2. Selección de las reglas de alta calidad, por medio de dos filtros (el 
número de ocurrencias de la regla y dos características dependientes); y 
3. Identificación de nuevas instancias de la categoría teniendo en cuenta 
las reglas de filtrado, que se basan en cuatro categorías (nombre, apellido, 
profesión y ciudad), que permiten ubicar palabras (profesor, ingeniero o 
abogado) y así detectar automáticamente que son instancias de una clase 
(en este caso, profesión).
IJntema et al. [37] proponen un método que utiliza reglas para aprender 
instancias de ontologías desde textos, con el fin de contribuir con el proceso 
de población de ontologías. Las reglas léxico-semánticas explotan las capa-
cidades de inferencia de las ontologías. Este sistema necesita ontologías del 
dominio a trabajar, para luego definir patrones léxico-semánticos. Con estas 
herramientas se procesa el documento con el fin de evaluar qué instancias 
se pueden extraer de páginas web de noticias.
Ruiz-Martinez et al. [38] presentan un método para la población de ontologías 
del dominio biomédico. El sistema se alimenta con una ontología de dominio 
biológico, enriquecida con instancias de textos en lenguaje natural. El proceso 
tiene tres capas: 1. Las ontologías de nivel superior, las cuales definen las 
relaciones semánticas básicas a mapear, dentro de recursos que permiten 
etiquetar roles semánticos; 2. La ontología del dominio a poblar, que se rela-
ciona con el modelo ontológico; y 3. La ontología del dominio poblada, que se 
puebla mediante los modelos ontológicos y recursos lingüísticos. Los autores 
utilizan procesamiento de lenguaje natural y logran extraer instancias en el 
dominio biomédico, así como asignar instancias a clases automáticamente. 
Finalmente, obtienen buenos resultados de recall y precision en ese dominio.
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Faria et al. [39] proponen un proceso para la población automática de onto-
logías desde textos. El proceso aplica procesamiento de lenguaje natural y 
técnicas de extracción de información para adquirir y clasificar instancias 
de ontologías. Es un paso inicial hacia la utilización de una ontología que 
permite generar reglas automáticamente desde ella, extraer instancias des-
de textos y clasificarlas en las clases de la ontología. Las reglas se generan 
a partir de ontologías de cualquier dominio a fin de lograr el objetivo de 
independencia del dominio. El proceso tiene tres fases: 1. Identificación de 
instancias candidatas; 2. Construcción de un clasificador; y 3. Clasificación 
de instancias. El sistema se prueba en el dominio legal y el de turismo.
De Araujo et al. [40] proponen un método que permite poblar ontologías 
con instancias de eventos. La principal contribución se relaciona con la 
exploración de la flexibilidad de reglas lingüísticas y la representación del 
dominio de conocimiento mediante su manipulación e integración con un 
sistema de razonamiento. Los documentos a procesar se deben tratar con 
un programa de análisis lingüístico profundo (PALAVRAS), y luego repre-
sentar en owl con el modelo de datos POWLA. Posteriormente, se puedan 
usar reglas lingüísticas y los conceptos de la ontología del dominio. La gran 
cantidad de información OWL que se genera sirve para hacer inferencias 
lógicas y como salida se obtiene la ontología con las reglas lógicas y la on-
tología del dominio; con todos esos elementos se utiliza un razonador que 
permite extraer las instancias.
Sadoun et al. [41] presentan un enfoque que se centra en la identificación de 
instancias de propiedades mencionadas en textos, el uso de reglas de ex-
tracción que se obtienen desde rutas sintácticas recurrentes y la vinculación 
de términos que denotan conceptos e instancias de propiedades. El proceso 
requiere una ontología del dominio, al igual que un corpus de entrenamiento. 
Con esos elementos se definen reglas de extracción, a fin de extraer instancias 
de propiedades mencionadas en los textos. Las reglas explotan conocimiento 
léxico, sintáctico y semántico. Finalmente, los autores demuestran que con esa 
información pueden extraer instancias de clases implícita o explícitamente.
Ríos [42] presenta la generación de ontologías, lo que incluye axiomas 
de clases e instancias de manera automática a partir de textos en idioma 
inglés. Se utilizan técnicas como nlp, algoritmos de agrupamiento y ei. Se 
obtienen ontologías que incluyen conceptos, relaciones jerárquicas, axio-
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mas e individuos. Finalmente, se construyen ontologías que se comparan 
manualmente con la ontología de referencia goldstandard. En cuanto a las 
instancias, se obtienen resultados de precision del 56,8 %.
Faria et al. [43] presentan un método de dominio independiente y ajustan 
algunas partes del enfoque con el fin de mejorar los valores de precision y 
recall. Como entrada, es necesario un corpus y una ontología vacía para 
realizar la población. El método cuenta, básicamente, con tres tareas: 1. 
Identificación de instancias candidatas, mediante técnicas NLP y modelos 
estadísticos SIR; 2. Construcción de un clasificador, por medio de una herra-
mienta de extracción de información (ei) y otra de ML, en la que la función 
de la tarea consiste en seleccionar clases, propiedades y relaciones, además 
de seleccionar los disparadores y generar reglas; y 3. Clasificación de ins-
tancias, que necesita como entradas el clasificador y el corpus anotado, para 
luego utilizar NLP y ML para asignar las instancias a las clases, propiedades 
y relaciones y, finalmente, obtener como resultado la ontología poblada. 
Por otra parte, a fin de lograr la independencia del dominio, generan un 
clasificador desde la ontología procesada, de modo que, sin importar la 
ontología de entrada, se puebla desde documentos en lenguaje natural. Las 
pruebas se realizan utilizando una ontología en un dominio de leyes (legal) 
y otra con un dominio en turismo; al final se obtienen buenos resultados.
Lima et al. [44] presentan un sistema que se basa en programación lógica 
inductiva (PLI) y que, automáticamente, induce reglas de extracción simbó-
licas que se utilizan para poblar un dominio de ontología con instancias de 
clases. El método explota la similitud semántica y tiene cuatro fases: 1. La 
recuperación del corpus, donde se recuperan oraciones desde la web para 
construir un corpus de trabajo (patrones Hearst), además de que el usuario 
elige una clase desde una ontología de dominio y después el sistema recupera 
algunos documentos con la elección del usuario; 2. El preprocesamiento del 
texto, en el que se realiza un análisis léxico-sintáctico por medio del anali-
zador de Stanford y se mide semánticamente la distancia entre la clase y las 
instancias candidatas mediante Wordnet; 3. El mejoramiento de las reglas 
que se deben aplicar y las cuales se encuentran en la base de conocimiento; 
y 4. La aplicación de las reglas y la extracción de las instancias.
Nederstig et al. [45] presentan un proceso semi-automático para poblar on-
tologías, especialmente valores de atributos relacionados con información 
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de productos desde textos semiestructurados o almacenes web. Inicial-
mente, se utiliza una ontología predefinida y compatible con la ontología 
GoogRelation, que se utiliza para el dominio de comercio electrónico. Luego, 
el método contiene un léxico junto con patrones para clasificar productos, 
mapear propiedades y crear valores de instancias.
Colace et al. [46] presentan un sistema para el aprendizaje y población de 
ontologías que combina metodologías estadísticas (Latent Dirichlet Analysis, 
lda) y semánticas (WordNet). El sistema recibe como entrada un conjunto de 
documentos desde diferentes fuentes web o desde colecciones relacionadas 
específicas para un dominio de interés, que se clasifican de acuerdo con 
temas disjuntos semánticamente y así producir una ontología terminológica. 
Incluye dos componentes principales: 1. Aprendizaje de ontologías, que 
usa LDA sobre los documentos de entrada y produce una representación 
wwp (Weighted Word Pairs), la cual contiene los conceptos del dominio más 
relevantes y sus valores de co-ocurrencia (relaciones) en el conjunto que 
se analiza; 2. Refinamiento de ontologías, que utiliza propósito general o 
bases de datos léxicas de dominio específico, refina los conceptos descu-
biertos previamente, explota sus relaciones léxicas (por ejemplo, relaciones 
taxonómicas is_a), agrega conceptos ocultos y produce el esquema de la 
ontología final y la población de la misma. Algunos experimentos se llevan 
a cabo con documentos TREC-8 (Text retrieval Conference), a fin de demostrar 
la efectividad del enfoque propuesto.
Santos et al. [47] presentan Apponto-Pro, que es la unificación de varias 
propuestas. Proponen un proceso incremental para lograr la construcción 
y posterior población de una ontología de aplicación. El sistema es capaz de 
generar todos los elementos de la ontología, tales como clases, taxonomía, 
relaciones no taxonómicas, instancias, propiedades y axiomas en un archivo 
de extensión OWL. El proceso se compone de seis fases: 1. Recolección de 
objetivos, en la que se requiere un experto que entregue al sistema un con-
junto de objetivos; 2. Construcción de una ontología base, la cual tiene como 
entrada un conjunto de objetivos que el usuario alimenta manualmente y 
entrega como salida una ontología base con clases, taxonomía, propieda-
des y axiomas; 3. Aprendizaje de clases y relaciones taxonómicas, la cual 
aprende otras clases y relaciones taxonómicas mediante un algoritmo que 
extrae elementos a partir de un corpus y la ontología base; 4. Aprendizaje 
de relaciones no taxonómicas, en la cual se aplican técnicas estadísticas y 
Juan Carlos Blandón Andrade, Carlos Mario Zapata Jaramillo
274 Ingeniería y Desarrollo. Universidad del Norte. Vol. 36 n.° 1: 259-284, 2018
ISSN: 0122-3461 (impreso)
2145-9371 (on line)
de procesamiento de lenguaje natural y se realizan otras actividades como 
la anotación del corpus; 5. Población de ontologías, en la que se realiza 
la identificación, extracción y clasificación de instancias de relaciones no 
taxonómicas y propiedades de una ontología desde el corpus anotado y se 
utilizan técnicas NLP y EI a fin de obtener como salida la ontología poblada; 
y 6. Inserción de axiomas, en la cual se necesita la ontología poblada de la 
fase anterior y utiliza reglas de inferencia en programación lógica inductiva 
con el propósito de lograr extraer nuevas reglas en lógica de primer orden 
para nuevas relaciones e instancias. Finalmente, se entrega una ontología 
totalmente poblada y con nuevas reglas. Las pruebas se realizan bajo el 
dominio derecho de familia.
Kordjamshidi et al. [19] presentan un framework para poblar instancias de 
relaciones en ontologías desde el lenguaje natural. Se incluye un modelo 
estructurado de ML, el cual tiene muchas variables y restricciones. Una 
estrategia que se utiliza es subdividir el problema en subproblemas. A su 
vez, cada subproblema se resuelve por medio de la programación lineal. 
Se utilizan conceptos de relaciones espaciales tales como trayectoria, pun-
tos de referencia e indicadores espaciales. Para las pruebas del framework, 
utilizan datos de los métodos de evaluación SemEval-2012 y SemEval-2013.
Blandón [48] presenta un método computacional automático que utiliza 
técnicas de extracción de información y procesamiento de lenguaje na-
tural, a fin de extraer instancias de una clase y generar como resultado 
un archivo con una ontología completa en formato OWL, utilizando la 
herramienta GATE (General Architecture for Text Engineering). La entrada 
del sistema es un texto escrito en lenguaje natural en formato Word o PDF. 
Después, realiza varios procesos para separar las palabras en tokens, utiliza 
diccionarios, divide el texto en oraciones, agrega categorías gramaticales 
a las palabras, etiquetado semántico y resolución de correferencia. Luego, 
realiza el diseño e implementación de un sistema de reglas con patrones 
sintácticos genéricos que sirven de apoyo para etiquetar las diferentes 
entidades ontológicas como clases, instancias, relaciones y atributos. Las 
reglas se implementan en lenguaje JAPE (Java Annotation Patterns Engine) 
que es propio de GATE. Después, se envía la información sobre etiquetas a 
un archivo con extensión “XML”. Finalmente, implementa un proceso en 
lenguaje Java, el cual se encarga de recibir todas las etiquetas con entidades 
ontológicas, para luego generar la ontología en un archivo con extensión 
OWL que se puede editar en Protégé [49].
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Síntesis de la información
Con el fin de sintetizar los diferentes enfoques encontrados en la revisión 
de literatura, se utiliza la Tabla 3, en la cual se tienen en cuenta los criterios 
más importantes para evaluar cada uno de los métodos, a saber: 1. Nivel de 
actualidad de los documentos revisados para la población de ontologías; 2. 
Tipo de documento (estructurado E, semi-estructurado se o libre L) que los 
autores utilizan para la población de ontologías; 3. Tipo de dominio (general 
g o específico Esp) utilizado para realizar la población de ontologías; 4. Tipo 
de técnicas utilizadas para realizar la población de ontologías (NLP, EI, ML 
u otras); 5. Nivel de automatización del método desarrollado (automático 
A o semiautomático SA); 6. Nivel de los criterios precision (el número de 
instancias correctamente extraídas sobre el número instancias extraidas) y 
recall del método evaluado (el número de instancias bien extraídas sobre el 
número de instancias en el corpus evaluado [34], [50]); y 7. Construcción de 
la ontología desde cero.
Tabla 3. Síntesis de los trabajos sobre población de ontologías
Propuesta
Criterios de Comparación
(1) (2) (3) (4) (5) (6) (7)
Contreras 2004 [24] l g NLP A -- -- Sí
Pasca 2004 [25] SE, l g Patrones Léxico Sintácticos SA 88,0 -- No
Geleijnse et al. 2005 [27] SE g Patrones Hearst SA 78,0 93,8 No
De Boer et al. 2007 [28] SE Esp Co-ocurrencia en la web SA -- -- No
Yoon et al. 2007 [29] l Esp NLP SA 95,2 -- No
Talukdar et al. 2008 [30] E, l g Algoritmo ADSORPTION SA 77,4 -- No
Manine et al. 2008 [31] SE, E Esp ei, ml A 89,6 89,3 No
Ruiz-Martínez et al. 2008 [32] SE, l Esp NLP A 93,2 94,9 No
Danger et al. 2009 [33] SE g Proceso no Monolítico A 90,0 90,0 No
Faria et al. 2011 [34] L Esp NLP, ei SA 95,0 75,0 No
Schlaf et al. 2012 [36] L Esp ML A 84,9 45,0 No
IJntema et al. 2012 [37] L Esp Patrones Léxico Sintácticos y Léxico Semánticos SA 80,0 70,0 No
Ruiz-Martinez et al. 2012 [38] L Esp NLP A 79,6 69,0 No
Faria et al. 2012 [39] L Esp NLP, EI A 81,9 82,0 No
De Araujo et al. 2013 [40] L Esp EI, NLP A 98,0 91,5 No
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(1) (2) (3) (4) (5) (6) (7)
Sadoun et al. 2013 [41] L Esp ML y Reglas de Extracción A 95,0 63,0 No
Ríos 2013 [42] L Esp NLP, algoritmo de  agrupamiento, EI A 56,8 -- Sí
Faria et al. 2013 [43] L g NLP, EI A 87,3 86,5 No
Lima et al. 2014 [44] SE g Programación Lógica  Inductiva, ML, NLP A 94,0 59,0 No
Nederstig et al. 2014 [45] SE Esp Léxico y Patrones SA 96,0 89,0 No
Colace et al. 2014 [46] L g Metodologías estadísticas y semánticas A -- -- Sí
Santos et al. 2014 [47] L Esp Ciclo Incremental por Objetivos SA -- -- Sí
Kordjamshidi et al. 2015 [19] L g ML A -- -- Sí
Blandón 2017 [48] L g NLP, EI A 94 89,56 Sí
(1) Tipo texto procesado, (2) Dominio, (3) Técnicas usadas, (4) Nivel de Automatización, (5) % Nivel de precision, 
(6) % Nivel de recall, (7) ¿Genera Ontología?
Fuente: propia 
C. Fase de reporte
Especificación de mecanismos de difusión
En este caso, la revisión se escribe como una Sección de una Tesis Doctoral. 
La difusión se realiza mediante este artículo y mediante la defensa de la 
Tesis Doctoral.
Formato del informe principal
Corresponde al formato de esta revista y el de la Tesis Doctoral.
Evaluación del informe
Tres jurados con doctorado aprobaron la Tesis Doctoral con su contenido, 
incluyendo la revisión que se consigna en este artículo. Dos jurados adi-
cionales revisaron el artículo mismo.
UNA REVISIÓN DE LA LITERATURA SOBRE POBLACIÓN DE ONTOLOGÍAS 
277Ingeniería y Desarrollo. Universidad del Norte. Vol. 36 n.° 1: 259-284, 2018
ISSN: 0122-3461 (impreso)
2145-9371 (on line)
V. RESULTADOS Y DISCUSIÓN
Los resultados de la revisión sistemática de literatura demuestran que el tema 
de población de ontologías es un tema pertinente y de actualidad para la 
comunidad científica. También, resaltan que, para realizar un buen proceso 
de población de ontologías, se debe tener en cuenta que existen diferentes 
fuentes de información desde donde se extraen elementos. Además, en la 
creación de nuevos métodos para población de ontologías, estos se deben 
enfocar en la realización del proceso desde tipos de textos en formato libre.
Muchos de los métodos encontrados permiten realizar el proceso de extracción 
de instancias desde dominios específicos, tales como dominio biomédico, 
turismo, arqueología, cine, fútbol, finanzas, legal, e-commerce, etc. Otros mé-
todos mencionan que realizan la extracción desde dominios generales, sin 
embargo, a excepción de Blandón [48]—quien menciona que realizan pruebas 
con doce dominios diferentes—, en los demás trabajos sólo presentan, a lo 
sumo, dos dominios diferentes. Según la revisión de literatura, los métodos 
se deben enfocar en dominios generales, lo que significa que el método debe 
poblar cualquier ontología sin importar el dominio de aplicación.
Durante la revisión se evidenció que se viene experimentando con diferentes 
técnicas para resolver el problema de población de ontologías. Entre estas se 
encontraron patrones léxico-sintácticos, procesos no monolíticos, patrones 
Hearst, algoritmos de agrupamiento, programación lógica inductiva, méto-
dos estadísticos y co-ocurrencia en la web, entre otros. Las técnicas que más 
se utilizan hasta hoy se enfocan en EI, NLP y ML. También, se encontró que 
algunos autores prefieren realizar una combinación entre dos o más métodos.
En cuanto al nivel de automatización de los métodos encontrados, se puede 
mencionar que los primeros métodos de población de ontologías fueron 
manuales, pero realmente son muy costosos porque requieren un ingeniero 
de conocimiento que esté actualizando las ontologías constantemente y, 
con esto, tampoco se garantiza que las instancias sean las actuales, debido 
a la gran cantidad de documentos existentes. Por consiguiente, aparecen 
los métodos semiautomáticos que requieren la calibración de algunos 
parámetros por parte de un humano, pero pueden evaluar muchos más 
documentos y en menor tiempo. Los métodos automáticos buscan evaluar 
muchos documentos en poco tiempo y sin la necesidad de intervención de 
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un ser humano; actualmente los desarrollos de métodos de población de 
ontologías se dirigen a la completa automatización del proceso.
A fin de calcular el nivel del criterio precision, se deben contar las instancias 
encontradas correctamente y se deben dividir entre el número de instancias 
extraídas; en la mayoría de los métodos este valor se encuentra por encima 
del 80 %. En el caso del criterio recall, se divide el valor de intancias correc-
tamente extraídas sobre las instancias posibles de hallar en el documento; 
los valores encontrados en los métodos estudiados en esta revisión fueron 
muy variados, porque algunos trabajos no presentan este valor, otros se 
encuentran entre 50 % y 90 %, y muy pocos trabajos suben de ese valor.
Finalmente, se evaluó si los autores experimentan sobre la posibilidad de 
realizar el proceso de aprendizaje de ontologías y, a su vez, la población 
de ontologías, y todo ese proceso automáticamente, más específicamente 
generar una ontología desde cero. Un 75 % de los trabajos estudiados en 
esta revisión no genera la ontología automáticamente y directamente desde 
el texto. Por otra parte, se encontró que un 25 % de los métodos presenta-
dos generan la ontología, pero no muestran sus respectivos valores de los 
criterios precision y recall en relación con la población de ontologías. Sólo 
Ríos [42] presenta un precision de 56,8 %, y Blandón [48] presenta precision 
de 94 %, recall de 89,56 % y genera la ontología desde cero.
VI. CONCLUSIONES 
En este artículo se desarrolló una revisión sistemática de literatura sobre 
los autores y sus respectivos métodos para realizar el proceso de población 
de ontologías. Para esto, se aplicó un método de revisión sistemática de 
la literatura [8], con los productos de trabajo necesarios que permitieran 
fundamentar la seriedad de la revisión. Los resultados se agruparon en 
una Tabla que muestra los criterios más importantes de cada propuesta y 
se discutieron en una Sección del artículo.
La importancia de la población de ontologías radica en que las ontologías 
se deben actualizar constantemente, porque al existir muchas también exis-
tirán muchas específicas, y los objetos que se encuentren pueden ayudar 
en varias tareas, por ejemplo, en la búsqueda de información en Internet.
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La revisión muestra que, si bien existen métodos semiautomáticos, es 
necesaria la creación de herramientas automáticas, con las que se puedan 
extraer instancias u objetos desde textos sin la necesidad de alimentar el 
sistema mediante parámetros o reglas, es decir, se requiere que el proceso 
sea automático con buenos niveles de precision y recall. Algunos autores 
mencionan que realizan el proceso de aprendizaje y población de ontologías 
de forma automática, aunque la mayoría de ellos no presentan los resultados 
de los criterios de precision y recall. La literatura evidencia la necesidad de 
crear métodos de población de ontologías que sean de dominio general y 
no específico.
Los métodos más utilizados para realizar el proceso de población de 
ontologías son los métodos estadísticos, la extracción de información, el 
procesamiento de lenguaje natural, el aprendizaje de máquina, los métodos 
basados en reglas y, finalmente, los métodos híbridos en los que se realizan 
combinaciones entre ellos.
Se puede concluir que el proceso de población de ontologías es un tema 
de interés para la comunidad científica, debido a que las ontologías son 
estructuras de información con las que se pueden realizar inferencias 
computacionales, las cuales permiten descubrir conocimiento oculto en 
grandes cantidades de información en la web, lo cual es importante para 
los sistemas de software en la actualidad. La importancia radica en que se 
requiere explotar esa información, y es muy costoso que un ingeniero de 
conocimiento esté alimentado constantemente las ontologías existentes, 
por lo que se hace necesario crear sistemas que realicen la población de 
ontologías de forma automática desde diferentes fuentes de información.
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