The present paper studies some aspects of approximation theory in the context of onedimensional Galerkin methods. The phenomenon of superconvergence at the knots is well-known. Indeed, for smooth solutions the rate of convergence at these points is O(h2r) instead of O(h + ), where is the degree of the finite element space. In order to achieve a corresponding result for less smooth functions, we apply K-functional techniques to a Jackson-type inequality and estimate the relevant error by a modulus of continuity. Furthermore, this error estimate requires no additional assumptions on the solution, and it turns out that it is sharp in connection with general Lipschitz classes. The proof of the sharpness is based upon a quantitative extension of the uniform boundedness principle in connection with some ideas of Douglas and Dupont [Numer. Math. 22] (1974) 99-109. Here it is crucial to design a sequence of test functions such that a Jackson-Bernstein-type inequality and a resonance condition are satisfied simultaneously.
INTRODUCTION
We consider the two point boundary value problem -(a(x)u'(x))' + b(x)u(x) --f(x), x E (0, 1), u(0) u(1) 0.
The corresponding weak problem is to find a solution u E W'2(0, We assume that the function a(x) is Lipschitz continuous on [0, 1] and that b(x) L(0, 1). Therefore, a(., .) is bounded, i.e., ]a(u, v)[ _< Cllull, 2/0 u, v w '2(0, In order to ensure that a(.,-) is w,2-diirtic, i.e., there exists a constant c >0 such that a(u,u)> 1,2,(0,1), u W 0 (0, 1), we assume a(x)> >0 and b(x)>0 a.e.
Further, let f L2(0, 1). Now the representation theorem of F. Riesz assures the unique solvability of problem (1.1). Indeed, the solution u does not only belong to W'2 (0, 1) but even to W2'2(0, 1) (cf. [12, p. 1] whereas in these special points jh the rate increases to O(h2r) (see [9, 10] , cf. [3] ). But in general we cannot expect the solutions to be sufficiently smooth to ensure these Jackson-type inequalities. Section 2 is therefore concerned with an error bound under minimal smoothness conditions.
To this end, we apply K-functional techniques to estimate the error by a modulus of continuity. It turns out that this error bound is sharp in connection with general Lipschitz classes. This is worked out in Section 3 as a consequence of a quantitative extension of the uniform boundedness principle. To establish the relevant resonance condition, we proceed along some ideas of Douglas and Dupont [10] .
Let us mention that the article of Kfiek and Neittaanmiki [17] as well as the book of Wahlbin [20] give a detailed survey of the field of superconvergence.
A DIRECT ESTIMATE
It is well known that Cea's lemma yields the inequality (cf. [4, p. following Jackson-type inequality for <j <_ r, 0 < < n (cf. [4, p. 
Thus, in connection with the K-functional K(6, u; s) infve w,.,2(0, 1) [llu VilE2(0,1) + SlUls,2,(0,1)] we conclude the estimate (r > 1)
ChK(h r-1 u (2)" r 1)
Now, the K-functional K(hr-l, u; r-1) is equivalent to a modulus of continuity of order r-(see [16] ) as defined by 
This global L2-estimate is sharp in connection with Lipschitz classes (see [11] ). Concerning a sup-norm error bound one can proceed in the same manner using a Jackson-type estimate developed in [21] . But here we are primarily interested in the error at the knotsjh, 0 <j < n. From [9, 10] I(u uh)(jh)l <_ Ch r+l Or_ (h, bt(2), L2(0, 1)), (2.5) where the constant C is independent ofj, h, and u. The main aim of this paper is to discuss the sharpness of this estimate. For the sake of completeness and since it is needed in our considerations in the next section, we sketch a proof of the error bound (2. { f(I/a(t))dtfy(I/a(t))dt for 0 <_ x <_ y, G(x,y) f(I/a(t))dt fx(I/a(t))dtf(I/a(t))dt for y < x _< I, thus G(., y) W '2(0, 1) [5, 13, 14] Un=l ]]n. The crucial point is to find a suitable sequence of test elements and to show the resonance condition (3.7). At first, we will construct a sequence (n)nEN which is indeed suitable in connection with (3.7) . But these functions are not smooth enough to satisfy the JacksonBernstein-type inequality (3.4). Therefore we have to smooth them. This will be done using a partition of unity. The stability of the finite element method assures that for the smoothed functions (gn)n r the resonance condition still remains valid.
Thus let us start with the sequence (n)ner which is defined by ,n(X) "--hr_l fn(t) dt, where (0 _<j < 2 n-1) 0
x =0, n(X) := (x-jh)r X E (jh, (j + 1)h] for j _< 2 n-1 1, I,-((j + 1)h x) x (jh, (j + 1)hi for j >_ 2n-l, i.e., jh>_ 1/2.
The functionL is odd with respect to the point 1/2, i.e.,L(x) -jn (1 x) a.e. Obviously, is piecewise polynomial of degree r + and satisfies (0) (1) Furthermore, due to the definitions off. and the function f., is odd with respect to 1/2. Therefore, the resonance elements
satisfy the boundary condition gn,(0) g., (1) It is important to note that the constant C does not depend on c and h.
Because of the uniform boundedness of the operator Ph we conclude Taking the direct estimate (2.7) into consideration, one obtains (u I(n-ehn)(U)l I(gn, ehgn,)(u)l + I(gn, --n)(U) eh(g,, -n)(U)l < I(gn,e Phg,,,)(u)l + Chrllgn,e ,n Ph(gn,e n)lll,2,(0, It remains to prove (3.11) . In [10] Douglas and Dupont investigate the sharpness of an estimate (2.4) in connection with the case ()= which is excluded here. They are able to present explicitly an elementary counterexample for which the superconvergence error is exactly of order (Q(hzr). Thereby, the crucial point is a suitable representation for the error which we will apply as well. At this point it becomes necessary to fix the function a(x) and therefore to determine the inner product a(., .). Let a(x)E Wr'(O, 1) be even with respect to 1/2, i.e., a(x)= a(1 x) a.e., such that the following conditions hold true (a(x) > > 0): One may note that a discussion ofcases is necessary to assure that 1/a(x) and a(x) are even. For example, we can choose
(r odd). Finally, we use the representation (3.12), (3.13) 
