Introduction
Acoustic emission (AE) is a physical phenomenon and a sensing method. As a physical phenomenon, AE is associated with the spontaneous release of the strain energy. These bursts of stress waves whose frequency fall in the ultrasonic frequency band occur at random times. The cause, though not completely understood, could be attributed to the redistribution of the localised strain energy that is generated by the microscopic changes in a structure under different loading conditions. Sources of structural changes are crack nucleation and growth, dislocation slips, grain boundary sliding and phase transformations. Each energy-releasing event, called an acoustic emission, produces an elastic wave, which can be detected by a piezoelectric sensor coupled to the surface of the structure. This provides the principle of a sensing method that is passive, continuous, sensitive and capable of in situ monitoring. As such, it is a promising technique for the noninvasive monitoring and characterisation of materials structures and processes.
AE signals emanating from such activities carry revealing information about the behaviour of the structures, materials or processes. They indicate the types of sources, their sizes, and their dynamics and, with the help of array of a judiciously positioning of an array of sensors, their location. The basic idea behind AE signal analysis is to extract relevant information from the AE signal to gain some insight about the nature, the location and the severity of the sources.
Signal processing has been a longstanding concern in acoustic emission research. The advent of powerful computer hardware and software, in recent years, induced a flurry of activity that resulted in a plethora of tools and techniques that permits effective and efficient extraction of information content of signals. These range from general-purpose methods to ones specifically tailored for AE signals. In view of the diversity of the signals originating from practical applications, it is important to select generic non-parametric methods that assume minimal a priori knowledge about the nature of the signal. Therefore, this contribution is confined to those techniques that conform to the nonparametric paradigm.
Nature of the AE signals
Prior knowledge, as incomplete or uncertain as it may be, about the nature and characteristics of the AE signals facilitates the appropriate selection of the methods best suited to the task at hand. The methods considered in this contribution assume minimal a priori knowledge of the signalnon-parametric in the parlance of statistics -are more robust in ill-defined or changing such contexts such as in industrial environments.
The AE signals observed in practice, diverse as they may be, easily fall into two broad classes: burst signals, and continuous signals. Continuous signals are the product of an inherently continuous generation processes, like plastic deformation, or result from overlapping burst signals. On0 3 provides practical applications where these signals may be encountered.
The AE signals are typically nonstationary in the sense that the frequency and statistical characteristics change with time. They are made of a series of, often overlapping but sometimes separate, decaying transient bursts occurring at irregular intervals and with random amplitudes1,2. They contain discontinuities due to different reflections and are contaminated by noise emanating from various sources. A complete characterisation of an AE signal has to account for the number and rate of bursts (event count), on one hand, and for a characterisation of a single burst, on the other. A simple generic model of the AẼ 
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Signal processing signal is an amplitude-frequency modulated (AM-FM) waveform where A(t) and 8(t) are the amplitude modulation and the frequency modulation laws, respectively. A(t) describes the envelope variation while 8(t) describes the frequency evolution. Both are generally unknown and are thought be governed by random laws. A representative AB signal from corrosion crack application is shown in Figure J . As can be noticed, it is made up of several overlapping bursts. Each burst has an envelope characterised by sharp rise followed by an exponential decay. The ringing pattern arises from various resonance modes in a structure and a sensor] .A simulated AB burst signal is shown in Figure 2 .
The AB signal is a composite signal, consisting of the contribution of different AB sources, their different reflections as well as background noise. AB signal processings aims to analyse the measured signal by judicious investigation of various characteristics with the view ofextracting meaningful information essential for ameliorated understanding of the underlying physical generative mechanisms. The signal processing is carried out in the time domain, frequency domain, time-frequency domain and possibly other domains such as the non-linear phase space. Signal analysis revolves around three principal tasks: signal enhancement, signal separation and analysis. The specific goals of AE signal processing can be summarised as follows: D Signal enhancement to remove or at least minimise the deleterious noise.
o Signal separation or event segmentation: separation of different constituent bursts making up the AB event.
o Propagation channel identification: Determine the wave propagation characteristics. D Source location: by using an array of sensors and algorithms based on the signal arrival time differences D Source characterisation: identify the source and evaluate its significance. Source characterisation is a challenging problem that comprises a qualitative aspect (source identification) and quantitative aspect (source intensity, severity and evolution).
Traditionally, aperiodic signals have been modelled by linear stochastic processes. However, even very simple non-linear systems can exhibit chaotic behaviour -strongly irregular time evolution -without the presence of random inputs. Chaos theory offers a new paradigm complete with concepts and algorithms for signal analysis.
Signal enhancement
One of the major factors limiting our ability to extract information from AE signals is the deleterious effect of noise 2 . The goal ofsignal enhancement is to reduce the noise from the signal so that the important features of the signal become easily discernible. Of course; what constitutes noise depends upon the application. Nonetheless, one practical approach is to decide that the small-scale features in the signal represent noise. Removing these while retaining larger features might help clean up the signal.
In most noise removal problems, it is the 'language' in which the difference between the output signals is expressed. implicitly dictates the selected noise removal technique. Therefore it is paramount to defme that 'language' before hand. For instance, in linear band selection filtering, the difference between the two outputs is defmed in terms of their frequency contents 2 .
The application of any noise reduction method, usually a filter, has to be preceded by a clear knowledge of which aspects of the signals need to be retained. Each filtering method relies on a specific means of representing the differences between the signal and noise. For example: o Linear filters assume that the signal and noise occupy disjoint regions of the spectral space. D Statistical filters (e.g. Wiener filters) assume that the signal and noise have different second-order statistics. D Time-scale filters assume that the signal and the noise occupy disjoint regions of the time-scale domain (e.g. different wavelet coefficients).
In the following section, four important noise reduction techniques, namely deterministic linear filtering, statistical filtering, phase space projection, and wavelet denoising, are presented. The first three are treated briefly, while the fourth, because of its importance, is treated in more detail.
Deterministic linear filtering
Linear filtering, which includes band
Overview of methods
Regardless of the methods employed, signal processing algorithms can be categorised into one or a combination offour approaches. These are non-parametric methods, model-based methods, statistical signal processing, and nonlinear signal processing. D Non-parametric signal processing: Nonparametric methods do not assume a parametric model of the signal generation or a specific form of its probabilistic distribution. They just treat the signal as a sequence of numbers. Since the methods are generalpurpose and not specifically tailored to any particular class of signals, they can be broadly applied to almost any signal regardless of the nature generating source. Their major drawback stems from the failure to utilise the distinct advantage of the signal generative process, which may yield substantial improvement in performance. Examples of nonparametric methods include digital filtering, and transform-based processing such as the spectral and the wavelet analysis.
o Model-based signal processing:
Model-based signal processing methods utilise a parametric model of the signal. The parametric model usually describes the observable patterns in the signal generation process and can be used to predict the future evolution of the signal from its time history. As they fully utilise the specific information of the signal generation process, model-based methods, on the whole, tend to outperform parametric methods. However, they can be sensitive when the signal deviates from the class of signals stipulated by the model. The most widely used parametric model is the linear prediction model. D Statistical signal processing: Sometimes, the temporal and spatial variations of an observable quantity are too complex to be modelled by deterministic equations. In that case, a statistical approach is adopted and the phenomenon is described in terms of the statistical characteristics. Statistical inference theory provides a general framework for statistical processing of random signals, and for formulating and solving signal processing problems. D Nonlinear signal processing: The framework of non-linear dynamics, particularly, deterministic chaos, constitutes a novel approach to the analysis of complex and irregular signals. 
Time domain methods
The measured AE signal is a rich source of temporal information6. The signal duration, distribution of the peak amplitude, arrival time differences of the signal at different sensors, average repetition rates, individual signal amplitudes, energy of the signal are all important characteristics. Time domain methods usually involve descriptors that are sensitive to impulsive oscillations, such as peak level, RMS value, crest factor, kurtosis analysis and pulse count.
The most common means of processing AE signals are count analysis, energy analysis and amplitude analysis. Count analysis extracts the num-
Wavelet denoising
Wavelet denoising provides a nearlyoptimal method for noise removal for a broad class of signals of varying degree of smoothness 5 encountered in a diversity of applications. Wavelet denoising is of such a disarming simplicity, yet it achieves many objectives simultaneously such as removing the noise without significant signal degradation. Wavelet denoising "offers all that we might desire of a technique, from optimality to generality".5
The essence of the technique is as follows. Natural signals often contain localised information that extend over on several scales. Wavelets generally code such multiscale information in a compact manner in the wavelet space. The noise, because of its intrinsically different nature, defies such codification and remains broadly disturbed in the wavelet space. The inherent structure of natural signals can be faithfully recovered, while eliminating noises-induced effects, by performing a thresholding operation, nuIling the coefficients corresponding to noise, in the wavelet space.
First, denoising is different from smoothing, but is often confused with reduction methods are not applicable. it. Smoothing removes high frequen-The discipline of non-linear dynamics cies and therefore tends to smear the suggests a novel class of noise reduc-discontinuities, which may contain tion techniques, based on the idea of vital information. Denoising removes time-delay reconstruction 3 . They can noise while retaining the important perform dramatically superior noise features of the signal. Second, the reduction on chaotic systems. The per-denoising is accomplished by shrinkformance improvement stems from the age (i.e. nonlinear thresholding) in the exploitation of the geometric signature wavelet transform domain; an aspect provided by the reconstructed low-which distinguishes it from linear dimensional surface. In the absence of 0 denoising. Finally, wavelet denoising noise, the dynamic evolution lies on an is a nonparametric method. Thus, it is attractor. Through estimation of the different from parametric methods in attractor by a suitable projection of the which the parameters must be estimatreconstructed surface, the noise can be ed for a particular model that must be separated 4 . Though originally intended assumed a priori. for chaotic systems, these methods can Wavelet denoising performs particalso be successfully applied to non-lin-ularly well when the signal is embedear systems that are not necessarily ded in an additive Gaussian noise chaotic when the signal can be approx-which has the property of being uniimated by dynamics on a low-dimen-formly distributed over the wavelet sional attractor.
coefficients. Wavelet denoising Non-linear noise reduction is compu-removes the Gaussian noise and at the tationally intensive, especially when same time preserves important feabenchmarked against spectral-based tures of the signals contained in sharp noise reduction techniques. Their com-edges. In some sense, linear orthogoputational complexity increases as the nal wavelet analysis is naturally tied square of the signal length. However, to the assumption of Gaussianity. for moderately small noise levels, the Unfortunately, thresholding the computational load can be markedly wavelet coefficients does not produce reduced by using fast neighbourhood satisfactory results in strongly nonsearch strategies 3 . Gaussian environments where the noise may contain impulses, speckles, or has non-symmetrical distribution. For example, a linear wavelet transfonn of identically and independently distributed. Cauchy noise does not result in independent identically distributed wavelet coefficients. However, wavelet decomposition has a decorrelating effect. If the noise is non-Gaussian, the nonlinear multiresolution anlysis is practically de rigeur.
selection filtering such as lowpass, highpass, bandpass and band reject filters, implicitly assumes that the differences between the signal and the noise can be expressed in terms of spectral content. Since linear filtering is general, it has the advantage that a fairly automatic procedure can be used to design an optimal filter linear filter. Despite its generality, the linear filtering approach appears quite procrustean when confronted with a problem where the original assumption is violated; i.e. the signal and noise have similar spectral contents. Filtering in the spectral domain simply fails in this case and is therefore inappropriate whenever the difference between the signal and noise components cannot be expressed in the spectral terms 2 . Signals are particularly difficult to separate when they have broad and overlapping spectra. Linear filters also exhibit several other ringing artifacts mainly due to the Gibbs phenomenon.
Phase-space methods
The dynamics ofnon-linear systems are not localised in the time or frequency domain. Therefore, conventional noise-where Ss and Sn are the power spectra ofthe signal and the noise, respectively. Removing the noise is tantamount to estimating the signal from the measured noisy time series. The optimal filter, called the Wiener filter, can be constructed by minimising the error, measured in mean square sense, between the estimated signal and the true signal. The solution is simply expressed as a ratio of the signal power spectrum to the noise power spectrum. Since the signal is unknown in advance, its power spectrum not available. Therefore, it is estimated by inspection of the time series power spectrum.
Statistical linear filtering
The observed data is assumed to be a random realisation of a stochastic stationary process and the filtering process is approached from a statistical perspective. The data is an additive superposition of the desired signal and the noise component, which have to be distinguished according to some objective criterion. The classical tool by which such distinction may be effected is the power spectrum. The measured power spectrum is represented as: Sx = Ss + Sn (2) ber of times signal amplitude (the cumulative count) or its time derivative (the count rate) exceeds a threshold. Simplest in concept and easiest in use as it is, this method provides the least information about AE activity, as it is difficult to relate these parameters.
The root mean square (RMS) of the measured AE signal is related to the source energy. The advantage ofRMS measurement is that it gives a continuous measurement of a parameter that can be standardised for comparative purposes. Because of the uncertainty of the transducer's mode of operation and the partial coverage of the source bandwidth by the sensor, AE source energy is difficult to relate to the detected AE signal energy.
Amplitude analysis consists of the examination of the statistical distribution of the values of signal amplitudes. It is not uncommon to find that the amplitudes of AE events exceeding a specified level can be expressed as power law whose exponent is independent of the gain of sensing system. So that attenuation in the structure, even when acoustic source is in a remote location, has virtually no effect.
Direct interpretation of the time signals is, however, complicated by the occurence of multiple reflections within the specimen and ringing within the transducer. Their effects largely determine the shape of the observed signal and, therefore, masks the source. Conventional time domain methods, like the ones mentioned above, have proved of limited utility and are unlikely to lead to satisfactory results because the signal is of such a prohibitive complexity. A more promising manner of performing signal analysis, with the aim of characterising the AE sources by extracting unique patterns hidden in the measured signal, is to decompose the signla in the frequency domain.
Spectral methods
The spectral content ofthe captured signals is determined, to a lesser or greater extent, by the nature of the source. Notwithstanding the influence of the propagation medium and the transducer characteristics, similar sources result in signals with broadly similar spectral content. Models of AE sources can be conveniently represented in terms of their frequency content. Frequency analysis techniques, such as the fast Fourier transform (FFT), the power spectral density and the coherence function, can potentially reveal valuable information on the source type and its dynamics?
The statistical characteristics such as the mean, the variance, the kurtosis and the skewness of the amplitude spectrum, parameters usually used to characterise probability densities, can be used to characterise the shape of the signal spectrum. The phase spectrum and other transforms may also be examined for possible information 6 . Spectral methods rely on the fundamental, though implicit, assumption that the signals are periodic and hence stationary. The Fourier transform, which analyses the signal globally, completely misses any local frequency changes in the signal. As such, spectral methods result in satisfactory outcome only when the deviation from that assumption is marginal. Since the AE signals are generally of transient nature, the stationarity assumption becomes untenably difficult to justify. Therefore, spectral methods are inappropriate for the analysis of nonstationary signals.
Phase-space methods
The analysis of many complex phenomena, of which AE activity is an important instance, can be anchored in the non-linear dynamical systems framework. It is rare, in practice, to have direct access to the internal structure of such complex phenomena. Often, the only knowledge available is essentially limited to the observation of experimental data. Such data may give the erroneous impression that some phenomena are more complicated that they actually are. However, it often turns out that the internal structure of such phenomena is far simpler than the observed data suggests.
In the phase space, dynamical systems of seemingly different dimensions may belong to the same equivalence class provided that asymptotic dynamics are confined to attracting manifolds of the same dimension 8 . This forms the basis of techniques that rest on Takens embedding theorem 9 and its various extensions. These techniques introduce the ideas of qualitative dynamics into the experimental domain and permit the reconstruction of the structure of non-linear systems from delayed versions repeated observations. Hence, they offer the possibility offinding simple explanations for apparently com-plex behaviour 1o .
The non-linear dynamics approach provides a natural framework for signal analysis that is carried out in the embedded phase space in the form of a low-dimensional differential manifold instead of the time, frequency or the wavelet domains. This domain allows disparities between signals to be expressed in topological terms that include amplitude and scale 2 •
Time-frequency methods
Although wavelets are only a recent development in signal processing, they have already made significant improvements to the processing of signals in a number of disciplines ll . Analysis of earthquake signals provided the impetus for wavelets, in their modern guise. Since then wavelets have proved successful in a multitude of diverse fields. This strongly suggests that their application to the processing of AE signals will also prove productive.
The large and still expanding body of time-frequency representations (TFRs) can be conveniently broken in two broad classes: linear and quadratic representations. Linear time-frequency representations, of which the wavelet transform is a member, satisfy the superposition or linear principle and represent a signal in terms of time-scale atoms. The quadratic (or energetic) time-frequency representations, of which the Wigner-Ville distribution is a member, satisfy the quadratic superposition principle and describe a signal in terms of energy atoms. All time-frequency representations, including the wavelet transform, reveals information about both the frequency content and the time evolution and are characterised by the existence of a trade-off between the time resolution !it and the frequency resolution 6.f in accordance with the uncertainty principle M6.f~l/4n. Any amelioration in the time resolution automatically leads to a deterioration in the frequency resolution, and vice versa.
TFRs are distinguished by the manner in which they partition the timefrequency plane. For example, the short time Fourier Transform (STFT) adopts a fixed tiling scheme; once specified, each cell retains an identical aspect ratio throughout the analysis. The tessellation of the wavelet transform (WT) is variable -the aspect ratio of the cells varies in such 
Conclusions
A review of current signal processing methods potentially applicable to acoustic emission signals is presented. The discussion started with a cursory consideration ofthe nature ofAE signals, the signal processing issues, and the classes ofmethods available. Then the paper elaborated on various methods for signal enhancement and signal analysis, ranging from the rather traditional ones to more recent ones such as those based on theories of wavelets and deterministic chaos. Signal enhancement methods such as Wiener filtering by filtering non-linear phase space projection and wavelet denoising were discussed. Signal analysis methods: temporal methods, spectral methods, phasespace methods and wavelet methods were described.
Despite one strongest wish, it may prove unlikely that any single method will be a panacea for all the possible problems and concerns encountered in AE signal processing. Quite naturally, no method will ever be so. It could be argued, nevertheless, that methods based on wavelets analysis and non-linear dynamics are particu-
is generated from a single prototype function lJf, the mother wavelet, by dilation and translation operations. To quali-fY as a wavelet, the function lJI satisfY the admissibility condition. That is the wavelet must be of finite energy with oscillatory and decaying behaviour and possess a certain degree of smoothness measured by number of vanishing moments.
The analysis is carried out by decomposing the signal into a basis of analysing wavelets with good time-frequency localisation properties, whose width varies in accordance with the nature of the signal being analysed. A wide wavelet is used to examine low frequency features; thus giving a good frequency localisation. To examine high frequency features, a narrow where a > 0 and b are the scale and the shift parameters, respectively. The systems of daughter wavelets: lJIa,b (t) = lJI(1/), Figure 3 : The time-frequency tiling of (a) the STFT, (b) and the WT Whereas the tiling ofthe STFT is fixed, the tiling ofthe WT may be adapted to suit a particular application. The tiling in (b) is therefore an arbitrary example. that the frequency resolution is pro-wavelet is employed, thus providing an portional to the cell's centre frequen-adequate time localisation in time. cy. This scheme has been shown to be The CWT analyses the signal over a more adaptable to physical signals; continuous range of scales and shifts time localised transient components resulting in a highly redundant set of are analysed with high time resolution wavelet coefficients. The ensuing while frequency localised periodic redundancy is particularly useful for components are analysed with high statistical analysis of the time-frequenfrequency resolution. An example of cy content of the signal. The discrete time-frequency tiling induced by the wavelet transform (DWT), however, STFT and the WT is depicted in uses basis functions only at a discrete 
