Gaussian graphical models (GGMs) are probabilistic tools of choice for analyzing conditional dependencies between variables in complex networked systems such as social networks, sensor networks, financial markets, etc. Finding changepoints in the structural evolution of a GGM is therefore essential to detecting anomalies in the underlying system modeled by the GGM. In order to detect structural anomalies in a GGM, we consider the problem of estimating changes in the precision matrix of the corresponding multivariate Gaussian distribution. We take a two-step approach to solving this problem:-(i) estimating a background precision matrix using system observations from the past without any anomalies, and (ii) estimating a foreground precision matrix using a sliding temporal window during anomaly monitoring. Our primary contribution is in estimating the foreground precision using a novel contrastive inverse covariance estimation procedure. In order to accurately learn only the structural changes to the GGM, we maximize a penalized log-likelihood where the penalty is the l1 norm of difference between the foreground precision being estimated and the already learned background precision. We suitably modify the alternating direction method of multipliers (ADMM) algorithm for sparse inverse covariance estimation to perform contrastive estimation of the foreground precision matrix. Our results on simulated GGM data show significant improvement in precision and recall for detecting structural changes to the GGM, compared to a non-contrastive sliding window baseline.
I. INTRODUCTION
Gaussian graphical models (GGMs) have been widely applied as probabilistic models for analyzing conditional dependencies between variables in complex systems such as gene regulatory networks [1] and flight planning systems [2] . The structure of a GGM is encoded in the inverse covariance matrix, also known as the precision matrix. The zero entries of the precision matrix correspond to pairs of features that are conditionally independent given the rest of the graph. Thus, estimation of the precision matrix can be thought of as estimating the topology of a Gaussian MRF [3] . This estimation can be performed using several methods such as selection procedure [4] and graphical lasso [5] . Given the feature observations, the estimated sparse precision matrix can be used to uncover relationships between the features. However, GGMs model stationary processes and temporal extensions to GGM focus on modeling the smoothly evolving nature of dynamic processes, not on anomaly detection. An example of such temporal modeling is [6] which employs a sliding window approach based on a semi-parametric class of models to estimate the graph structure locally. Real-time analysis for structural anomaly detection in GGMs is useful in a wide variety of applications such as detecting organizational process disruption, detecting vulnerabilities, and modeling gene regulation anomalies that cause diseases.
Another approach to anomaly detection would be to treat anomaly detection as a two-class modeling problem using joint graphical lasso [7, 5, 8, 9] . The background and foreground precision matrices could then be simultaneously estimated using a joint convex optimization problem. However, if the structural change is localized or its effect is subtle, a penalized log-likelihood maximization using the joint graphical lasso will capture the background structure in both the estimated precision matrices and treat the structural change as statistical noise to best explain the observed dataset.
II. CONTRASTIVE STRUCTURED ANOMALY DETECTION
We detect sudden structural changes that may occur in Gaussian graphical models (GGMs). In the data modeling phase, we use background data from the past that has been identified to not contain any anomalies, to learn a GGM that describes the structural relationships between the random variables in the background data-generating process. In the anomaly monitoring phase, we move a sliding window over newly arriving data and perform detection within each window. Given a set of new observations of the random variables within a window i.e. foreground datapoints, we intend to learn the minimum structural changes in the background graphical model that can explain the new set of observations. Hence, we call our algorithm Contrastive Structured Anomaly Detection (CSAD) for Gaussian graphical model.
We can accomplish our goal by solving the graphical lasso optimization problem via penalizing the resulting foreground graphical model to be as close as possible in structure to the background graphical model. For very high values of penalization, we expect to see a foreground graphical model that is structurally identical to the background graphical model. As we reduce the penalization, we expect to see the most statistically significant structural changes to the foreground graphical model that explain the resultant foreground data. This method of finding structural changes can be advantageous when we have huge amounts of background data but the number of foreground observations is small compared to the dimensionality of the graphical model, and we expect localized structural changes to occur in the graphical model in response to an event.
Since the graphical lasso optimization is a semi-definite program, we solve the resulting optimization problem in a scalable fashion by using a distributed optimization algorithm called alternating direction method of multipliers (ADMM).
A. Optimization Problem
Using background data, we estimate a GGM precision matrix Θ b that describes the structural relationships between the covariates [10] . Given a set of new observations, we can learn the structural changes by contrasting it with the background precision matrix via penalized log likelihood maximization:
Here, S is the empirical covariance matrix, Θ b is the background precision matrix and Θ is the foreground precision matrix that we want to learn to detect structural changes in the underlying graphical model. For a small number of dimensions, the optimization problem is feasible since maximum log-likelihood estimation is tractable.
The augmented Lagrangian of the problem is as follows:
where ρ is the penalty parameter for the inequality between Θ and Z, λ is the lasso regularization parameter, and || * || F is the Frobenius norm, the square root of the sum of squares of a matrix's entries.
B. Optimization Algorithm
We solve the optimization problem by alternatively optimizing over Θ, Z, and U [10] .
We can minimize the objective over Θ using the first-order optimality condition for the gradient:
Taking the eigenvalue decomposition of ρ(Z n − U n ) − S as QΛQ T :
where Θ = QΘQ T
We solve for a diagonal solution ofΘ using the quadratic formula:
where λ i is the i th diagonal value of Λ. The computational cost of updating Θ is thus an eigenvalue decomposition of a symmetric matrix.
The minimization involving Z can be accomplished using elementwise soft-thresholding:
Finally, we update U to its new value as follows:
We summarize the ADMM procedure in algorithm (1).
III. EXPERIMENTAL SETUP AND RESULTS
We simulated a 100-dimensional sparse positive semidefinite (PSD) precision matrix P b for background data. We also simulated a sparse PSD matrix P δ of identical size for the anomalous change in precision matrix of background data. We obtain the foreground precision matrix P f by adding P b and P δ . Since P b and P δ are both PSD matrices, their sum P f is also a PSD matrix since the space of PSD matrices is a convex cone.
Using the precision matrices P b and P f for background and foreground data, we simulate 10000 datapoints each to obtain the background and foreground datasets. We use zero vector as the mean of the multivariate Gaussian distributions being simulated. Figure 1 shows that the ADMM algorithm convergence is rapid. The ADMM algorithm is considered to have converged when the primal and dual residuals (green solid lines in figure  1 ) are small i.e. ||Θ − Z|| F ≤ primal and ||ρ(Z − Z old )|| F ≤  0   50  100  150  200  250  300  350  400  450  500 || -Z|| 
For our simulations, we chose abs = 10 −4 and rel = 10 −2 , and the resulting convergence graph shows both the dual and primal residuals crossing the stopping criteria after around 500 iterations.
In order to compare our method with a baseline, we create a non-contrastive version of the structural anomaly detection algorithm which we call Baseline Structured Anomaly Detection (BSAD). In BSAD, we estimate the foreground precision matrix using sparse inverse covariance selection with only the foreground data i.e. background data or background precision matrix is not used. Such a method will work well if the structural change is strong, but will fare poorly if the change is localized and its strength is small.
For the precision matrices simulated to generate the data as well as the precision matrices estimated using algorithm BSAD or CSAD, we consider an edge exists between two nodes if the corresponding entry in the precision matrix is non-zero, and vice versa.
In figure 2 , we show an example result of CSAD detection. The graph consists of 100 nodes. The edges correctly detected by CSAD i.e. the ones which were present in the injected structural change are shown in green. The edges which were falsely identified as part of the structural change but did not occur in the true injected change are shown in red. All other edges are hidden for reason of figure clarity. From the figure, we see that CSAD has a fairly high precision. Figure (3) shows the same result for an example run of BSAD. We observe the significantly low precision offered by BSAD, since most edges are red.
Consider the presence of an edge in a structural change as 1 and its absence as 0. For example, an edge which was a part of the injected structural change but was not detected by the algorithm is considered a false negative.
Using this edge annotation, we plot the precision and recall of structural change detection at various values of the lasso regularization parameter λ in figures 4 and 5 respectively. With increasing regularization, fewer edges are detected as more entries in the estimated precision matrix are driven to zero. Hence, the precision improves for CSAD.
For BSAD, the precision improves until λ ≈ 5.0, and then deteriorates sharply. This phase change in precision happens precisely because BSAD is non-contrastive. Until λ ≈ 5.0, the structural change is captured correctly as signal, albeit poorly compared to CSAD. After λ ≈ 5.0, the regularization is too strong and the structural change signal is lost as noise in comparison to the effect of the background precision matrix. In CSAD, this does not happen because we estimate the background precision matrix separately before anomaly detection and the second step is dedicated to estimating only the structural change from a learned background precision matrix.
As regularization increases, the recall of both CSAD and BSAD decreases as fewer edges are detected. CSAD provides better recall than BSAD at all values of λ. 
IV. CONCLUSIONS AND FUTURE WORK
We proposed a method to detect structural changes in GGMs given datapoints from the background GGM and a structurally different foreground GGM. We evaluated the method on a network of 100 nodes and found promising improvements on both precision and recall of structural changes. One direction of future work is to test for statistical significance of detected changes using a statistical test or a scoring mechanism [11] . Another useful direction of generalization is to identify model misfit of a single GGM and use a mixture of GGMs to model background data as the observed variables might come from a mixture of Gaussian MRFs instead of a single Gaussian MRF.
