We present BVRI and unfiltered light curves of 93 Type Ia supernovae (SNe Ia) from the Lick Observatory Supernova Search (LOSS) follow-up program conducted between 2005 and 2018. Our sample consists of 78 spectroscopically normal SNe Ia, with the remainder divided between distinct subclasses (three SN 1991bg-like, three SN 1991T-like, four SNe Iax, two peculiar, and three super-Chandrasekhar events), and has a median redshift of 0.0192. The SNe in our sample have a median coverage of 16 photometric epochs at a cadence of 5.4 days, and the median first observed epoch is ∼ 4.6 days before maximum B -band light. We describe how the SNe in our sample are discovered, observed, and processed, and we compare the results from our newly developed automated photometry pipeline to those from the previous processing pipeline used by LOSS. After investigating potential biases, we derive a final systematic uncertainty of 0.03 mag in BVRI for our dataset. We perform an analysis of our light curves with particular focus on using template fitting to measure the parameters that are useful in standardising SNe Ia as distance indicators. All of the data are available to the community, and we encourage future studies to incorporate our light curves in their analyses.
INTRODUCTION
Type Ia supernovae (SNe Ia) are objects of tremendous intrigue and consequence in astronomy. As individual events, SNe Ia -especially those at the extremes of what has been previously observed (e.g., Filippenko et al. 1992a,b; Foley et al. 2013 ) -present interesting case studies of highenergy, transient phenomena. Collectively, SNe Ia are prized as "cosmic lighthouses" with luminosities of several billion Suns, only a factor of 2-3 lower than an L * host galaxy of ∼ 10 10 L . The temporal evolution of the luminosity of a SN Ia, which is powered largely by the radioactive decay chain 56 Ni → 56 Co → 56 Fe, is codified by light curves (typically in several broadband filters). With some variation between filters, a SN Ia light curve peaks at a value determined primarily by the mass of 56 Ni produced and then declines at a rate influenced by its spectroscopic/colour evolution (Kasen, & Woosley 2007) . With the advent of empirical relationships between observables (specifically, the rate of decline) and peak luminosity (e.g., Phillips 1993; Riess et al. 1996; Jha et al. 2007; Zheng et al. 2018 become immensely valuable as cosmological distance indicators. Indeed, observations of nearby and distant SNe Ia led to the discovery of the accelerating expansion of the Universe and dark energy (Riess et al. 1998; Perlmutter et al. 1999) , and they continue to provide precise measurements of the Hubble constant (Riess et al. 2016 (Riess et al. , 2019 .
The aforementioned light-curve "width-luminosity" relations form the basis for the use of SNe Ia as cosmological distance indicators. To further refine these relationships as well as understand their limitations, extensive datasets of highprecision light curves are required. At low redshift, multiple groups have answered the call, including the Calán/Tololo Supernova Survey with BVRI light curves of 29 SNe Ia (Hamuy et al. 1996) , the Harvard-Smithsonian Center for Astrophysics (CfA) Supernova Group with > 300 multiband light curves spread over four data releases (Riess et al. 1999; Jha et al. 2006; Hicken et al. 2009a , the Carnegie Supernova Project (CSP) with > 100 multiband light curves (Contreras et al. 2010; Folatelli et al. 2010; Stritzinger et al. 2011; Krisciunas et al. 2017, henceforth CSP1, CSP1a, CSP2, and CSP3, respectively) , and our own Lick Observatory Supernova Search (LOSS) follow-up program with BVRI light curves of 165 SNe Ia (Ganeshalingam et al. 2010, henceforth G10) . More recently, the Foundation Supernova Survey has published its first data release of 225 low redshift SN Ia light curves derived from Pan-STARRS photometry (Foley et al. 2018) . Despite these extensive campaigns, there exist many more well-observed light curves for high redshift (z 0.1) SNe Ia than for those at low redshift (Betoule et al. 2014) . As low-redshift SNe Ia are used to calibrate their high-redshift counterparts, a larger low-redshift sample will be useful for further improving width-luminosity relations, gauging systematic errors arising from the conversion of instrumental magnitudes to a uniform photometric system, and for investigating evolutionary effects over large timescales.
The LOSS follow-up program has been in continuous operation for over 20 years. The result is an extensive database of SN Ia photometry from images obtained with the 0.76 m Katzman Automatic Imaging Telescope (KAIT) and the 1 m Nickel telescope, both located at Lick Observatory. G10 released SN Ia light curves from the first 10 years of the LOSS follow-up campaign, and in this paper we publish the corresponding dataset for the following 10 years (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) . We also include several earlier SNe Ia that were omitted from the first publication. In aggregate, our dataset includes BVRI light curves of 93 SNe Ia with a typical cadence of ∼ 5.4 days drawn from a total of 21,441 images.
Our dataset overlaps with those of CfA3, CfA4, and CSP3. In particular, we share 7 SNe with CfA3 and 16 with CfA4; however, we expect the upcoming CfA5 release to have considerable overlap with ours, as it will be derived from observations over a similar temporal range. With regard to CSP3, we have 16 SNe in common. Accounting for overlaps, 28 SNe in our sample have been covered by at least one of these surveys, thus leaving 65 unique SNe in our sample.
The remainder of this paper is organised in the following manner. Section 2 details our data acquisition, including how our SNe are discovered and which facilities are employed to observe them. In Section 3 we discuss our datareduction procedure, with particular emphasis placed on our automated photometry pipeline. Section 4 presents our results, including comparisons with those in the literature that were derived from the same KAIT and Nickel images, when such an overlap exists. We derive and discuss the properties of our light curves in Section 5, and our conclusions are given in Section 6.
OBSERVATIONS

Discovery
Many of the SNe Ia presented here were discovered and monitored by LOSS using the robotic KAIT (Li et al. 2000; Filippenko et al. 2001 , see G10 for remarks on SN Ia discovery with LOSS). We note that the LOSS search strategy was modified in early 2011 to monitor fewer galaxies at a more rapid cadence, thus shifting focus to identifying very young SNe in nearby galaxies (e.g., Silverman et al. 2012a ). Consequently, the proportion of our sample discovered by LOSS is less than in that presented by G10. Those SNe in our sample that were not discovered with KAIT were sourced from announcements by other groups in the SN community, primarily in the form of notices from the Central Bureau of Electronic Telegrams (CBETs) and the International Astronomical Union Circulars (IAUCs). Whenever possible and needed, we spectroscopically classify and monitor newly discovered SNe Ia with the Kast double spectrograph (Miller & Stone 1993) on the 3 m Shane telescope at Lick Observatory. Discovery and classification references are provided for each SN in our sample in Table A1 .
While the focus in this paper is on SNe Ia, we have also built up a collection of images containing SNe II and SNe Ib/c (see Filippenko 1997 , for a discussion of SN spectroscopic classification). These additional datasets have been processed by our automated photometry pipeline and will be made publicly available pending analyses (T. de Jaeger et al. 2019 , in prep., & W. Zheng et al. 2019  for the SN II and SN Ib/c datasets, respectively).
Telescopes
The images from which our dataset is derived from were collected using the 0.76 m KAIT (∼ 86% of the total) and the 1 m Nickel telescope (∼ 14% of the total), both of which are located at Lick Observatory on Mount Hamilton near San Jose, CA. The seeing at this location averages ∼ 2 , with some variation based on the season.
KAIT is a Ritchey-Chrétien telescope with a primary mirror focal ratio of f /8.2. Between 2001 September 11 and 2007 May 12 the CCD used by KAIT was an Apogee chip with 512 × 512 pixels, and henceforth it has been a Finger Lakes Instrument (FLI) camera with the same number of pixels. We refer to these as KAIT3 and KAIT4, respectively 1 . Both CCDs have a scale of 0 . 8 pixel −1 , yielding a field of view of 6 .7 × 6 .7. As a fully robotic telescope, KAIT follows an automated nightly procedure to acquire data. Observations of a target are initiated by submitting a request file containing its coordinates as well as those of a guide star. A master scheduling program then determines when to perform the observations with minimal disruption to KAIT's SN search observations. Under standard conditions we use an exposure time of 1-6 min in B and 1-5 min in each of VRI.
The 1 m Nickel is also a Ritchey-Chrétien telescope, but with a primary mirror focal ratio of f /5.3. Since 2001 April 3 its CCD has been a thinned, Loral, 2048 × 2048 pixel chip located at the f /17 Cassegrain focus of the telescope. With a scale of 0 . 184 pixel −1 , the field of view is 6 .3 × 6 .3. In March of 2009 the filter set was replaced -we refer to the period before as Nickel1 2 and after as Nickel2. Pixels are binned by a factor of two to reduce readout time. Since 2006, most of our Nickel observations have been performed remotely from the University of California, Berkeley campus. Our observing campaign with Nickel is focused on monitoring more distant SNe and supplementing (particularly at late times) data taken with KAIT. Under standard conditions, we use exposure times similar to those for KAIT.
In Figure 1 we compare the standard throughput curves of Bessell (1990) to those of the two Nickel 1 m configurations covered by our dataset (G10 show the analogous curves for KAIT3 and KAIT4). We find good agreement between both Nickel1 and Nickel2 filter responses in the VR bands with the corresponding Bessell curves. In B, the agreement is good for Nickel2 but there is a noticeable discrepancy between the Nickel1 filter response compared to that of Bessell. The filter response in I for both Nickel configurations shows the most substantial departures from the Bessell standard, with Nickel2 exhibiting the most egregious disagreement. Nevertheless, the transmission curve has been verified through repeated measurements.
DATA REDUCTION
With over 21,000 images spanning 93 SNe Ia with a median of 16 observed epochs, our dataset is too large to manually process. We have therefore developed an automated photometry pipeline 3 to calculate light curves from minimally preprocessed 4 KAIT and Nickel images (those from other telescopes could be incorporated with minimal modifications). Although it makes use of distinct software packages and utilises components written in several different programming languages, the pipeline is wrapped in a clean Python interface. It automatically performs detailed logging, saves checkpoints of its progress, and can be run interactively if desired -thus, in cases where the data require special care, the user is able to perform each processing step manually with increased control. We detail the primary steps performed by the pipeline in the following sections.
Start Up and Image Checking
At a minimum, the pipeline requires four pieces of information to run: the coordinates of the target (right ascension and declination), the name of an image to use for selecting candidate calibration stars (henceforth, the "reference image"), and a text file containing the name of each image to process. In the absence of additional information, the pipeline will make sensible assumptions in setting various parameters during the start up process.
Processing commences by performing several checks on the specified images to see if any should be excluded. The first removes any images collected through an undesired filter, and the second excludes those collected outside a certain range of dates. In processing our dataset, we allow only unfiltered (referred to as "Clear") images and those collected through standard BVRI filters between 60 days prior to, and 2 yr after, discovery as specified on the Transient Name Server (TNS) 5 , to continue to subsequent processing steps.
Selection of Calibration Star Candidates
In the next processing step, candidate calibration stars are identified in the reference image using a three-stage process. First, all sources above a certain threshold in the image are identified and those that are farther than 8 from that target are retained.
Next, a catalog of potential calibration stars in the vicinity of the SN is downloaded (in order of preference) from the archives of Pan-STARRS (PS1; Chambers, & Pan-STARRS Team 2018), the Sloan Digital Sky Survey (SDSS; Alam et al. 2015) , or the AAVSO Photometric All-Sky Survey (APASS; Henden et al. 2018) . The 40 brightest stars common to the reference image and the catalog are then retained. If the pipeline is being run interactively, the user can visually inspect the positions of these stars against the reference image and remove any that should not be used (such as those that are not well-separated from the target's host galaxy).
Finally, the magnitudes (and associated uncertainties) of the selected catalog stars are converted to the Landolt system (Landolt 1983 (Landolt , 1992 using the appropriate prescription 6 , and subsequently to the natural systems of the various telescope/CCD/filter sets that are spanned by our dataset as discussed in Section 2.2. Conversion from the Landolt system to the aforementioned natural systems is accomplished using equations of the form
where lower-case letters represent magnitudes in the appropriate natural system, upper-case letters represent magnitudes in the Landolt system, and C X is the linear colour LOSS Photometry of 93 SNe Ia 5 term for filter X as given in Table 1 . The KAIT3, KAIT4, and Nickel1 colour terms were originally given by G10, while those for Nickel2 are presented here for the first time. We derive the Nickel2 colour terms (and atmospheric correction terms, k i ; see Section 3.8.2) as the mean values of the appropriate terms measured over many nights using steps from the calibration pipeline described by G10.
Galaxy Subtraction
A large proportion of SNe occur near or within bright regions of their host galaxies. It is therefore necessary to isolate the light of such a SN from that of its host prior to performing photometry. This is accomplished by subtracting the flux from the host at the position of the SN from the measured flux of the SN. To measure such host fluxes for the SNe in our sample needing galaxy subtraction (as determined by visual inspection and consideration of the offsets given in Table A1 ), we obtained template images using the 1 m Nickel telescope (for BVRI images) and KAIT (for unfiltered images) after the SNe had faded beyond detection, or from prior to the explosions if available in our database. Template images selected for use in galaxy subtraction are preprocessed identically to science images as described above. The first step in our subtraction procedure is to align each science image to its corresponding template image. We do this by warping each template such that the physical coordinates of its pixels match those of the science image. Next, we perform the subtraction using the ISIS package (Alard, & Lupton 1998; Alard 1999) , which automatically chooses stars in both images and uses them to compute the convolution kernel as a function of position. We use ten stamps in the x and y directions to determine the spatial variation in the kernel. ISIS matches the seeing between the warped template image and the science image by convolving the one with better seeing and then subtracts the images. An example image with subtraction applied is shown in Figure 2 .
Some SNe in our dataset occurred sufficiently far from the nuclei of their host galaxies to not suffer significant contamination from galaxy light. In these cases, we did not perform galaxy subtraction. Table A1 includes a column that indicates whether host-galaxy subtraction was performed for each SN in our sample.
Photometry
After galaxy subtraction has been performed (or skipped if not needed), the pipeline performs photometry on the target SN and each selected calibration star. For images that have been galaxy subtracted, photometry is only performed on the SN (as the calibration stars will have been subtracted out), and photometry of the calibration stars is measured from the unsubtracted images. This requires the user to take care when doing calibration (see Section 3.5) to ensure that the calibration stars used are not themselves contaminated by light from the SN's host galaxy.
By default, both point-spread function (PSF) and aperture photometry (through multiple apertures), along with standard photometry uncertainty calculations for each, are performed using procedures from the IDL Astronomy User's Library 7 . Henceforth, we consider only PSF photometry.
The pipeline automatically keeps track of failures and removes the associated images from further processing. The user can easily track such failures and subsequently investigate each problematic image in more detail.
Calibration to Natural Systems
In the next step, the pipeline calibrates measured photometry to magnitudes in the appropriate natural system as follows. For each unsubtracted image, the mean magnitude of the selected calibration stars in the natural system appropriate to the image (from the catalog downloaded and converted according to the specifications in Section 3.2) is computed. Next, the mean measured magnitude of the same set of reference stars is computed for each aperture. The difference between the former and the latter yields a set of offsets (one for each aperture) to add to the measured magnitudes such that, in the current image, the average magnitude of the selected calibration stars matches that from the catalog. These offsets are also applied to the measured SN photometry from the image (and if it exists, the SN photometry from the associated galaxy-subtracted image). Standard techniques of error propagation are applied through these operations to determine the uncertainty in all derived natural system magnitudes, accounting for uncertainties in the calibration catalog and photometry.
This procedure is clearly sensitive to which calibration stars are used, and so several steps are employed in an attempt to make an optimal decision. First, calibration is performed on each image using all available calibration stars. Any calibration stars that are successfully measured in < 40% of images are removed and calibration is run again using the remaining calibration stars. Next, any images in which < 40% of the calibration stars are successfully measured are removed from further consideration. After these two preliminary quality cuts are performed, an iterative process is used to refine and improve the calibration. Each iteration consists of a decision that changes which calibration stars are used or which images are included and a recalibration based on that decision.
When run interactively, the pipeline provides the user with extensive information to consider when making this decision. In each iteration, the reference image is displayed with the current calibration stars and the SN identified. It also provides tables for each passband which include, for each calibration star: the median measured and calibration magnitudes as well as the median of their differences, the standard deviation of the measured magnitudes, and the proportion of all images in the current passband for which the calibration star's magnitude was successfully measured. The user can remove certain calibration stars, or all that (in any passband) exceed a specific tolerance on the median magnitude difference. Other options and diagnostics are available, and thus an experienced user will develop certain decision-making patterns when performing interactive calibration, but further discussion is beyond the scope of this description.
The automated pipeline makes the decision as follows. Any image containing a reference star that differs by the greater of 3 standard deviations or 0.5 mag from the mean measured magnitude of that reference star in the relevant filter/system is removed and logged internally for later inspection. If no such discrepant images are identified, then the calibration star whose median difference between measured and reference magnitudes is most severe is removed, so long as the difference exceeds 0.05 mag. If neither of these two criteria is triggered, then the calibration process has converged and iteration exits successfully. However, if a point is reached where only two reference stars remain, the tolerance of 0.05 mag is incremented up by 0.05 mag and iteration continues. If the tolerance is incremented beyond 0.2 mag without iteration ending successfully, the calibration process exits with a warning.
The process described above tends to lead to robust results, but it is still possible for individual measurements to be afflicted by biases. Because of this, we visually inspect our results after automated calibration and in some cases interactively recalibrate and/or remove certain images if they are suspected of contamination or are of poor quality.
Landolt System Light Curves
The final stage of processing involves collecting each calibrated (natural system) magnitude measurement of the SN under consideration to form light curves (one for each combination of aperture and telescope system). Prior to transforming to the Landolt system, several steps are applied to these "raw" light curves. First, magnitudes in the same passbands that are temporally close (< 0.4 days apart) are averaged together. Next, magnitudes in distinct passbands that are similarly close in temporal proximity are grouped together so that they all have an epoch assigned as the average of their individual epochs. These steps result in a light curve for each telescope system used in observations, with magnitudes in the associated natural system.
Next, these light curves are transformed to the Landolt system by inverting the equations of Section 3.2 and using the appropriate colour terms from Table 1 . Finally, the transformed light curves are combined into a final, standardised light curve which represents all observations of the SN.
Uncertainties
To quantify the uncertainties in results derived from our processing routine, we inject artificial stars of the same magnitude and PSF as the SN in each image and then reprocess the images. We use a total of 30 artificial stars to surround the SN with five concentric, angularly offset hexagons of increasing size. The smallest has a "radius" of ∼ 25 (exactly 20 KAIT pixels) and each concentric hexagon increases this by the same additive factor. We assign the scatter in the magnitudes of the 30 recovered artificial stars to be the uncertainty in our measurement of the SN magnitude. This is then added in quadrature with the calibration and photometry uncertainties and propagated through all subsequent operations, leading to the final light curve.
This method has the advantage of being an (almost) end-to-end check of our processing, and it can still be used effectively when certain steps (namely, host-galaxy subtraction) are not necessary. We note that by treating uncertainties in this way, we are making the assumption that the derived magnitude and PSF of the SN are correct. If this assumption is not met, the artificial stars we inject into each image will not be an accurate representation of the profile of the SN, and thus we cannot be assured that the distribution in their recovered magnitudes is a reasonable approximation to that of the SN. Furthermore, errors will be substantially overestimated when an injected star overlaps with a true star in the image. When this happens (as verified by a visual inspection) we do not inject a star at this position and thus in some cases the uncertainty estimate is made with slightly fewer than 30 stars.
Altogether, the final uncertainty on each magnitude in our light curves is derived by propagating three sources of uncertainty through our calculations. These sources are (1) "statistical" (e.g., scatter in sky values, Poisson variations in observed brightness, uncertainty in sky brightness), (2) "calibration" (e.g., calibration catalog, derived colour terms), and (3) "simulation" (as described in the preceding paragraphs). In terms of instrumental magnitudes, we find median uncertainties from these sources of 0.037 mag, 0.015 mag, and 0.062 mag, respectively. We show the distribution of each in Figure 3 .
Systematic Errors
In order to combine or compare photometric datasets from different telescopes, one must understand and account for systematic errors. In this section, we consider sources of possible systematic errors and quantify their impact on our final photometry. As three of the four telescope/detector configurations spanned by our dataset are already extensively considered by G10, our goal here is primarily to extend their findings to cover the fourth configuration, Nickel2. 
Evolution of Colour Terms
The Nickel2 colour terms given in Table 1 are the average colour terms from observations of Landolt standards over many nights. Any evolution in the derived colour terms as a function of time introduces errors in the final photometry that are correlated with the colour of the SN and reference stars. To investivate this effect, we plot the Nickel2 colour terms as a function of time in Figure 4 , but find no significant evidence for temporal dependence. This conclusion is in line with the findings of G10 for KAIT3, KAIT4, and Nickel1.
Evolution of Atmospheric Terms
For the same set of nights for which we compute the colour terms which constitute Figure 4 , we also derive atmospheric correction terms. Because we source calibration stars from established catalogues (as outlined in Section 3.2), our derived atmospheric correction terms affect processing only indirectly (i.e., in the determination of colour terms). As such, we discuss them here only as a stability check. Figure 5 shows their evolution as a function of time. We do not find significant evidence for temporal dependence, which is consistent with the findings of G10 for KAIT3, KAIT4, and Nickel1. It is also worth noting that our derived terms (k B = 0.278, k V = 0.157, k R = 0.112, and k I = 0.068)) are similar to those derived for Nickel1 by G10 (0.277, 0.171, 0.120, and 0.078, respectively).
Combining KAIT and Nickel Observations
Another potential source of systematic error arises when combining observations from different configurations (e.g., KAIT4 and Nickel2). Any systematic differences between configurations introduces an error when observations from various systems are combined. To search for and investigate such differences, we compare the mean derived magnitude of each calibration star used in determining our final photometry for unique combinations of passband and system. In this investigation, we only consider instances where a calibration star was observed using two different systems. Figure 6 shows the distribution of differences in each passband for the common set of calibration stars between the KAIT4 and Nickel2 systems, which have the largest overlap. Similar distributions were constructed for all other system combinations, and in all cases we find a median offset of 0.003 mag 8 with scatter σ 0.03 mag in each filter.
Galaxy Subtraction
When subtracting host-galaxy light, the finite signal-to-noise ratio (S/N) of the images used as templates can limit measurements of the magnitude of a SN, thereby introducing a correlated error between epochs of photometry. To investigate the severity of this effect, G10 stacked images to obtain a deeper set of template images with increased S/N for SN 2000cn, a SN Ia from their sample. By reprocessing their data with the new template images, G10 were able to probe the influence of host-galaxy templates derived from single images. Unsurprisingly, they found that the correlated error introduced by using a single image for a template is not negligible, but that it is appropriately accounted for by their error budget. As the modest differences between the Nickel1 and Nickel2 systems should not manifest any substantial differences with regard to galaxy subtraction in this manner, and because the error budget of G10 is similar to our own (as laid out in Section 3.7), we see no need for repetition of this test.
Total Systematic Error
Based on the preceding discussion, we assign a systematic uncertainty of 0.03 mag in BVRI to our sample, consistent with G10. This uncertainty is not explicitly included in our photometry tables or light curve figures (e.g., Tables 2 & B3 and Figure B1 ), but must be accounted for when combining our dataset with others.
RESULTS
In this section we present the results obtained by running our photometry pipeline on SNe Ia from LOSS images collected from 2009 through 2018, with several earlier SNe Ia also included. Basic information and references for each SN in our sample are provided in Table A1 . The NASA/IPAC Extragalactic Database (NED) 9 and the TNS were used to source many of the given properties. Figure B1 shows our light curves, each shifted such that time is measured relative to the time of maximum B-band brightness as determined by MLCS2k2 (Jha et al. 2007 ) fits or Gaussian Process interpolations (Lochner et al. 2016) for peculiar SNe (see Sections 5.2.2 & 5.1, respectively). An example of our photometry is given in Table 2 . In addition to leaving out the systematic 0.03 mag uncertainty derived in Section 3.8.5, we choose to provide light curves without considering corrections such as Milky Way (MW) extinction, Kcorrections (Oke, & Sandage 1968; Hamuy et al. 1993; Kim et al. 1996) , or S-corrections (Stritzinger et al. 2002) . This provides future studies the opportunity to decide which corrections to apply and full control over how they are applied. Because of the low redshift range of our dataset (see the right panel of Figure 7 ) and the similarity between systems, the K-and S-corrections will be quite small in any case. Though magnitudes in Figure B1 and Table 2 are given in the Landolt system, we also make our dataset available in naturalsystem magnitudes for those that would benefit from the reduced uncertainties (see Appendix B2). Our entire photometric dataset (Landolt and natural-system magnitudes) is available online from the Berkeley SuperNova DataBase 10 (SNDB; Silverman et al. 2012b; Shivvers et al. 2016 ).
The LOSS Sample
In order to accurately measure and exploit the correlation between light-curve width and luminosity for SNe Ia, thus allowing for precision measurements of cosmological parameters, densely sampled multicolour light curves which span pre-through post-maximum evolution are required. In Figure 8 we show the number of epochs of photometry for each SN in our sample versus the average cadence between epochs of photometry. The plot indicates that the majority of SNe in our sample have more than 10 epochs of observations with a cadence of fewer than 10 days, while a significant number of SNe were observed many more times at even higher frequency. These metrics confirm that on average, our light curves are well sampled and span a large range of photometric evolution.
The left panel of Figure 7 presents a histogram of the total number of photometry epochs for all SNe in our sample, and we find a median of 16 epochs. SN 2011dz has just one epoch of photometry and five objects (SNe 2006ev, 2009D, 2009hp, 2012E, 2012bh) have two epochs each, while SN 2013dy has 126 (the most), followed by SN 2012cg and then SN 2017fgc. We begin photometric follow-up observations for the typical SN in our sample ∼ 4.6 days before maximum light in the B -band, with 52 SNe having data before maximum brightness. The centre panel of the distribution of first-observation epochs for our sample. The median redshift of our full sample is 0.0192, with a low of 0.0007 (SN 2014J) and a high of 0.0820 (SN 2017dws). We show the distribution of redshifts in the right panel of Figure 7 . If we restrict to z ≥ 0.01 (i.e., within the Hubble flow), our sample consists of 71 SNe with a median redshift of 0.0236.
Comparison with Published LOSS Reductions
For several of the SNe presented here, previous reductions of the photometry (usually performed with an earlier photometry pipeline, developed by G10) have been published. A comparison between these previous results and our own offers a useful efficacy check of our pipeline while avoiding the issues arising from comparisons between different telescopes or photometric systems. Wherever sufficient overlap between one of our light curves and that from a previous publication exists, we quantify the extent to which the datasets agree by computing the weighted mean residual. In some cases we further compare by considering the agreement between derived quantities such as the light-curve shape, ∆m 15 (B), and the time of maximum brightness, t B max . We emphasise that in general our results are derived from different sets of reference stars for calibration than those used to derive the results with which we compare, and that even when reference stars overlap, we may draw their magnitudes from different catalogs.
SN 2005hk
Phillips et al. (2007) published optical light curves from KAIT data for the Type Iax SN 2005hk. At the time of publication, no template images were available and so the authors acknowledged that their derived magnitudes for the SN, located ∼ 18.5 from the nucleus of its host galaxy, were probably affected by the background light. In the prevailing time, we have obtained template images of the host and used them to separate its flux from that of the SN. Comparing results, both of which were obtained using PSF-fitting photometry, we find agreement to within 0.090 mag in BVRI. It is worth noting that our measurements are generally fainter, especially when the SN is rising and declining. This suggests that host-galaxy subtraction is indeed necessary for this object. We also compare measurements of the light-curve shape parameter ∆m 15 (B), and find strong agreement between our value (see Section 5.1 and Table B1 ) of 1.58 ± 0.05 mag and theirs of 1.56 ± 0.09 mag.
SN 2009dc
Our Nickel and KAIT images of the extremely slow-evolving SN 2009dc -a super-Chandrasekhar candidate (see Noebauer et al. 2016 , for a summary of the properties of this subclass of thermonuclear SNe) -were initially processed and used to construct light curves by Silverman et al. (2011) . In both our reduction and theirs, PSF-fitting photometry was employed and galaxy subtraction was not performed owing to the large separation between the SN and its host galaxy. We find agreement to better that 0.020 mag in BVRI. Furthermore, we derive ∆m 15 (B) = 0.71 ± 0.06 mag, consistent with their result of ∆m 15 (B) = 0.72 ± 0.03 mag.
SN 2009ig
Optical light curves of SN 2009ig were derived from KAIT data and published by Foley et al. (2012) . Both our reduction procedure and theirs used PSF-fitting photometry after subtracting template images of the host galaxy. We find that our results agree to within 0.055 mag in BVRI. It is worth adding that SN 2009ig is in a field with very few stars available for comparison when calibrating to natural-system magnitudes - Foley et al. (2012) used only one star for comparison while we have used two. In light of these challenges, we are content with the similarity between our results, es-pecially because we obtain a consistent value of ∆m 15 (B) 11 . As an added check, we reprocessed our data for SN 2009ig using the same calibration star as Foley et al. (2012) and find agreement to within ∼ 0.025 mag in BVRI.
SN 2011by
KAIT BVRI photometry of SN 2011by was published by Silverman et al. (2013) and later studied in detail by Graham et al. (2015) . In comparing our light curves (which have hostgalaxy light subtracted) to theirs (which do not), we find agreement to within ∼ 0.05 mag. Furthermore, Silverman et al. (2013) found B max = 12.89 ± 0.03 mag and ∆m 15 (B) = 1.14 ± 0.03 mag, which are consistent with our results of B max = 12.91 ± 0.02 mag and ∆m 15 (B) = 1.09 ± 0.10 mag.
SN 2011fe
SN 2011fe/PTF11kly in M101 is perhaps the most extensively observed SN Ia to date (Nugent et al. 2011; Vinkó et al. 2012; Richmond, & Smith 2012; Graham et al. 2015; Zhang et al. 2016) . Photometry derived from KAIT data has been published by Graham et al. (2015) and Zhang et al. (2016), but we compare only with the latter. For the 20 epochs that overlap between our dataset and theirs, we find agreement of better than ∼ 0.04 mag in BVRI.
SN 2012cg
SN 2012cg was discovered very young by LOSS, and KAIT photometry from the first ∼ 2.5 weeks following discovery was published by Silverman et al. (2012a) . Because of the small temporal overlap between this early-time dataset and the much more expansive set presented herein, and because we have obtained template images and used them to remove the host-galaxy light, it is not instructive to quantitatively compare between our dataset and theirs. We note, however, that we find a similar time of B -band maximum and that there is clear qualitative agreement between the two samples. Pan et al. (2015) , both of which were obtained using PSF-fitting photometry, and find agreement better than ∼ 0.03 mag in BVRI.
SN 2013dy
SN 2013gy
KAIT B and V observations were averaged in flux space to create so-called BV.5-band photometry by Holmbo, et al. (2019) , who then used S-corrections to transform to the g band on the Pan-STARRS1 photometric system. Because of the difference between our choice of photometric system and theirs, we opt only to compare derived light-curve properties. Our result for the time of B -band maximum is within one day of theirs (consistent, given the uncertainties), and we find ∆m 15 (B) = 1.247 ± 0.072 mag, nearly identical to their result of ∆m 15 (B) = 1.234 ± 0.060 mag.
SN 2014J
SN 2014J in M82 has been extensively studied -unfiltered KAIT images were presented by Zheng et al. (2014) and used to constrain the explosion time, and Foley et al. (2014) published photometry from many sources, including a number of KAIT BVRI epochs. A comparison between our results and theirs reveals substantial (∼ 0.2 mag) discrepancies. The origin of this disagreement stems from differences in our processing techniques - Foley et al. (2014) calibrated instrumental magnitudes against reference-star magnitudes in the Landolt system (thereby disregarding linear colour terms), while we have done calibrations with reference-star magnitudes in the natural system appropriate to the equipment before transforming to the Landolt system. When we reprocess our data using the former approach in conjunction with the reference stars used by Foley et al. (2014) , we find agreement between our non-host-galaxy subtracted light curve and theirs to within 0.01 mag in BVRI. Our final light curve for SN 2014J reflects the latter approach (which is the default of our pipeline), and was derived using a different set of calibration stars after subtracting host-galaxy light.
SN 2016coj
SN 2016coj was discovered at a very early phase by LOSS, and Zheng et al. (2017) presented the first 40 days of our optical photometric, low-and high-resolution spectroscopic, and spectropolarimetric follow-up observations. Because our full photometric dataset encompasses a much broader time frame and Zheng et al. (2017) focused only on unfiltered photometry, a direct comparison is not possible. However, we note that our derived ∆m 15 (B) = 1.33 ± 0.03 mag, B max = 13.08 ± 0.01 mag, and t B max = 57547.15 ± 0.19 MJD are consistent with their preliminary reporting, based on photometry without host-galaxy subtraction, of 1.25 ± 0.12 mag, 13.1 ± 0.1 mag, and 57547.35 MJD, respectively.
Summary of Comparisons
We have compared the results of our photometry to the results derived from previous processing pipelines used by our group for ten SNe Ia. Of these, five (SNe 2009dc, 2009ig, 2011fe, 2013dy, and 2014J) can be directly compared in the sense that identical processing steps (e.g., whether galaxy subtraction was performed) were used. For this subsample, we find excellent ( 0.05 mag) agreement except for the cases of SN 2009ig (< 0.055 mag) and SN 2014J (∼ 0.2 mag). However, we are able to attain much stronger agreement ( 0.025 mag and 0.010 mag, respectively) if we employ the same calibration procedures used in the original processing. For the remaining five, we find consistent results in derived light-curve parameters, and more generally, good qualitative agreement in the shape of the light curves.
DISCUSSION
The absolute peak brightness that a SN Ia attains has been shown to be strongly correlated with the "width" of its light curve (e.g., Phillips 1993). Thus, given a model for this correlation and a measurement of the light-curve width of a SN Ia, one can compute its intrinsic peak luminosity. By comparing this to its observed peak brightness, the distance to the SN Ia can be estimated. In this section, we examine the properties of the light curves in our sample in more detail. Specifically, in Section 5.1 we directly measure lightcurve properties from interpolations, whereas in Section 5.2 we model our light curves with light-curve fitting tools.
Interpolated Light-Curve Properties
Perhaps the most ubiquitous parametrisation of the width (or decline rate) of a SN Ia light curve is ∆m 15 (X), the difference in its magnitude at maximum light and 15 days later in passband X. We measure this quantity in B and V by interpolating the (filtered) light curves using Gaussian Processes, a technique that has proved useful in astronomical time series analysis due to its incorporation of uncertainty information and robustness to noisy or sparse data (Lochner et al. 2016) .
For each SN in our sample where the photometry in B and/or V encompasses the maximum brightness in that band, we employ the following approach using tools from the SNooPy 12 package (Burns et al. 2011). First, we interpolate the light curve in each passband using Gaussian Processes, allowing us to determine the time at which that light curve peaks. With the phase information that this affords, the data are K-corrected using the spectral energy distribution (SED) templates of Hsiao et al. (2007) . We further correct the data for MW extinction (Schlafly, & Finkbeiner 2011) and then perform a second interpolation on the corrected data. From this interpolation we measure t X max , X max , and ∆m 15 (X) -the time of maximum brightness, maximum apparent magnitude, and light-curve width parameter (respectively) -in filters B and V. In measuring ∆m 15 (X), we correct for the effect of time dilation. The final results of this fitting process are presented in Table B1 .
Applying Light-Curve Fitters
While interpolation is viable for well-sampled light curves, those that are more sparsely sampled or which do not unambiguously constrain the maximum brightness cannot be reliably treated with this technique. Furthermore, interpolation completely disregards the effects of host-galaxy extinction, which must be accounted for when estimating distances.
Because of these limitations, we also employ two lightcurve fitters to measure the properties of our sample. To the extent that the templates used by these fitters span the 12 https://csp.obs.carnegiescience.edu/data/snpy/ documentation/snoopy-manual-pdf diversity in our dataset, this approach does not suffer from the same limitations as interpolation.
SNooPy E(B − V) Model
We use the so-called "EBV model" in SNooPy to simultaneously fit the BVRI light curves in our sample. In observed band X and SN rest-frame band Y , the model takes on the mathematical form
where m is the observed magnitude, t max is the time of Bband maximum, t rel = (t − t max )/(1 + z) is the rest-frame phase, M is the rest-frame absolute magnitude of the SN, µ is the distance modulus, E(B − V) gal and E(B − V) host are the reddening due to the Galactic foreground and host galaxy, respectively, R is the total-to-selective absorption, and K is the K-correction (which depends on the epoch and can depend on the host and Galactic extinction).
SNooPy generates the template, T(t, ∆m 15 ), from the prescription of Prieto et al. (2006) . As indicated, the light curve is parameterised by the decline-rate parameter, ∆m 15 , which is similar to ∆m 15 (B). It is important to note, however, that these quantities are not identical, and may deviate from one another randomly and systematically (see Section 3.4.2 in Burns et al. 2011). The model assumes a peak B-band magnitude and B − X colours based on the value of ∆m 15 , with six possible calibrations derived from CSP1a. We use calibration #6, which is derived from the best-observed SNe in the sample, less those that are heavily extinguished.
The template-fitting process with SNooPy consists of the following steps. First, an initial fit is made to determine the time of B-band maximum. This allows for initial K-corrections to be determined using the SED templates from Hsiao et al. (2007) . The K-corrected data are then fit again, allowing colours to be computed as a function of time. Next, improved K-corrections are computed, warping the SED such that it matches the observed colours. Last, a final fit is performed using the improved K-corrections. The results from fitting are t max , ∆m 15 , E(B − V) host , and µ. We present these quantities for our dataset in Table B2 . We also visualise the distributions of ∆m 15 and E(B −V) host from our dataset in Figure 9 For ∆m 15 , we find a median value of 1.11 mag with a standard deviation of 0.26 mag, consistent with the respective values of 1.15 mag and 0.32 mag from the dataset of Burns et al. (2011) . And for E(B − V) host , we find a median of 0.10 mag with a dispersion of 0.29 mag for our sample, similar to their values of 0.12 mag and 0.29 mag, respectively. We stress that comparing these parameters between our dataset and that of Burns et al. (2011) is only to provide a diagnostic view of how our sample is distributed relative to another from the literature -there is minimal overlap between the two samples, so we are not looking for a oneto-one correspondence.
Furthermore, we can use the fitted model for each light curve to calculate other parameters of interest, such as those derived from direct interpolation. This gives a method by which we can check for consistency in our results. For example, we expect the time of maximum brightness in a given band to be the same, regardless of whether it was calculated from an interpolation or a fitted model. We employ Kolmogorov-Smirnoff tests on our calculated times of maximum (where we have results from both interpolation and template fitting) to quantify the likelihood that those from interpolation are drawn from the same distribution as those from template fitting. In both cases (t B max and t V max ), we find p-values of unity, indicating that our expectation is met.
Applying such tests for B max and V max is less straightforward because of the presence of systematic offsets between results derived from interpolation and those derived from fitting SNooPy's E(B − V) model. While both methods provide peak magnitudes after performing K-corrections and correcting for MW reddening, only the E(B − V) model fits account for host-galaxy reddening. With this caveat noted, it is still instructive to make comparisons, and in doing so we find p-values of 0.708 and 0.981 for B max and V max , respectively. If we impose restrictions to make the comparison more legitimate -namely to use only those SNe in our sample that are not heavily extinguished by their hosts (|E(B − V) host | < 0.1 mag), that are spectroscopically normal (as given in Table A1 ), and for which SNooPy measures ∆m 15 < 1.7 mag -we find substantially improved agreement, with p-values of 0.956 and 1.000, respectively.
As noted above, ∆m 15 does not exactly correspond to ∆m 15 (B). In comparing them, Burns et al. (2011) found a linear relationship of ∆m 15 (B) = 0.89∆m 15 + 0.13. Performing an analogous comparison with our dataset subjected to the aforementioned light-curve shape restriction, we find ∆m 15 (B) = (0.97±0.12)∆m 15 +(0.02±0.14). Figure 10 shows our derived linear relationship within the context of our data.
MLCS2k2
In addition to the methods described above, we have run MLCS2k2.v007 (Jha et al. 2007 ) on our sample of light curves. MLCS2k2 parameterises the absolute magnitude of a SN in terms of ∆, which quantifies how luminous a SN is relative to a fiducial value. By using a quadratic dependence on ∆, intrinsic variations in peak magnitude are modeled without introducing a parameter for intrinsic colour. In order to do this, MLCS2k2 corrects for MW reddening and attempts to correct for reddening due to the host galaxy by employing a reddening law, R V , to obtain the host-galaxy extinction parameter, A V , after employing a prior on E(B − V).
MLCS2k2 yields four fitted parameters for each BVRI light curve: the distance modulus (µ), the shape/luminosity parameter (∆), the time of B-band maximum (t 0 ), and the host-galaxy extinction parameter (A V ). In running MLCS2k2 on our dataset, we fix R V to 1.7 and use the default hostreddening prior, which consists of a one-sided exponential with scale length τ E(B−V ) = 0.138 mag. We use the SED templates of Hsiao et al. (2007) , and following Hicken et al. (2009b) we use MLCS2k2 model light curves trained using R V = 1.9. We present the results of running MLCS2k2.v007 on our sample in Table B2 and the distributions of ∆ and A V in Figure 11 . We find a median and standard deviation for ∆ of −0.11 and 0.46, and for A V of 0.20 and 0.45. Comparing these to the corresponding parameters from CfA3 we find reasonable agreement, with −0.04 and 0.48, and 0.13 and 0.44, respectively. Our dataset only shares minimal overlap with that of CfA3, so these comparisons serve to reveal how our dataset is distributed relative to another low-z sample.
Comparison of Light-Curve Fitter Results
To make any cosmological statements based on the results in the previous section is beyond the scope of this paper, as this would require a detailed study and justification of the utilised light-curve fitters and their parameters, amongst many other considerations. It is interesting and possible, however, to compare results from the two light-curve fitters we employ to check for consistency. As the principal quantity of interest when fitting the light curves of SNe Ia is distance, we will focus our comparison on the derived distance moduli. The left plot in Figure 12 compares the distance moduli from SNooPy and MLCS2k2 after correcting to put the measurements on the same scale (so that relative distance moduli are compared, independent from assumptions about the Hubble constant). This correction consists of adding an offset to the distance moduli from each fitter such that the value of H 0 measured from each set of results yields 65 km s −1 Mpc −1 . We perform this comparison only for spectroscopically normal SNe Ia in our sample for which SNooPy finds ∆m 15 < 1.7 mag and for which z > 0.01. Of course, further restrictions should be placed when selecting a sample for cosmological purposes, but our selection is reasonable for performing a general comparison. We find strong agreement between the two sets of corrected distance moduli -a Kolmogorov-Smirnoff test gives a p-value of 1.000. The median residual is −0.026 mag with a statistical dispersion of 0.135 mag.
If we were to ensure consistency in choosing the parameters for each light-curve fitter, the residuals would almost certainly decrease. In particular, when fitting with MLCS2k2, we place an exponentially decaying prior on A V , but no such prior was imposed with SNooPy. This difference may well manifest in statistically and systematically different results for host-galaxy reddening and distance moduli between the two fitters. We compare host-galaxy reddening results in the right panel of Figure 12 , where for MLCS2k2 we have converted to reddening using E(B − V) host = A V /R V , with R V = 1.7. The agreement is reasonable, with a median residual of −0.056 mag and statistical uncertainty of 0.055 mag. Furthermore, the facts that the median residual (SNooPy minus MLCS2k2) is negative and that the disagreement is most severe for small E(B − V) host are consistent with what one might expect given the prior imposed by MLCS2k2.
CONCLUSION
In this paper we present BVRI (along with some unfiltered) light curves of 93 SNe Ia derived from images collected by the LOSS follow-up program primarily over the interval from 2009-2018, but with several instances as early as 2005. Careful and consistent observational and processing techniques ensure that our data is prepared in a homogeneous fashion. We estimate the systematic uncertainty in our dataset to be 0.03 mag in BVRI, and we encourage the community to incorporate our light curves in future studies.
In cases where our results overlap with previous reductions of LOSS data, we provide a set of comparisons as a consistency check. In general, we find good agreement, giving us confidence in the quality of our processing and analysis. When combined with the light curves of G10, the resulting dataset spans 20 years of observations of 258 SNe Ia from the same two telescopes.
We study the properties of the light curves in our dataset, with particular focus on the parameters used in various width-luminosity relationships. Using direct interpolations, we measured ∆m 15 (B) and ∆m 15 (V). We also apply the light-curve fitters SNooPy and MLCS2k2.v007 to measure ∆m 15 and ∆, respectively. We compare results derived from these methods, and find an acceptable degree of agreement given the differences in starting assumptions.
A consideration of the photometric dataset presented here alongside spectra from the Berkeley Supernova Ia Program (BSNIP) database will enable further utility. Our dataset overlaps with 13 SNe from the first BSNIP data release (Silverman et al. 2012b) , with an average of 4.5 spectra each. Furthermore we expect significant overlap between the SNe in our dataset and our upcoming second BSNIP data release of ∼ 700 spectra from ∼ 250 SNe Ia observed over a similar temporal range (Stahl et al. 2019, in prep.) . Basic information for each SN, including its J2000 right ascension and declination (in decimal degrees), its host galaxy, and its discovery date, were sourced from TNS. However, host galaxies marked with a " †" symbol were obtained from Lennarz et al. (2012) , while those with a " ‡" are from the given discovery reference. b Spectroscopic classification reference. Ph07 refers to Phillips et al. (2007) . c Spectroscopic type as classified in the spectroscopic reference. Super-Chandrasekhar candidates are labeled with "SC". d Host-galaxy heliocentric redshifts are from NED unless otherwise indicated. Those marked with a " ‡" symbol were obtained from their spectroscopic references, and "±" refers to Scalzo et al. (2010) and "∓" to Lennarz et al. (2012) . e Extinction is calculated at the SN position using the dust maps of Schlegel et al. (1998) subject to the recalibration of Schlafly, & Finkbeiner (2011) . f Offsets from host-galaxy nuclei are computed using the host location as given by NED (if available) for all SNe except SN 2010hs, whose host coordinates are from the catalog of Lennarz et al. (2012) . g Indicates whether the SN had its host galaxy subtracted (Y) or not (N). Note: Only those SNe from our sample where the fitting process described in Section 5.1 succeeded appear here. B2 Natural-System Light Curves SN light curves have long been released on the Landolt system (e.g., CfA1, CfA2, G10), thus allowing for easy comparison between datasets from different telescopes. Indeed, we analysed our light curves only after transforming to the Landolt system -a decision motivated largely by the fact that our dataset is derived from observations collected with four distinct telescope/CCD/filter combinations. However, there are instances where natural-system light curves are more attractive. Since the stellar SEDs that are used to derive colour terms do not accurately reflect those of SNe Ia, SN photometry transformed using such colour terms will not necessarily be on the Landolt system. Conventionally, second-order "S-corrections" are performed to properly account for the SN SED by using a selected spectral series (Stritzinger et al. 2002) , but many groups are now releasing their low-z SN Ia photometry datasets in the natural systems of their telescopes along with the transmission curves of their photometry systems (e.g., CfA3, CfA4, CSP1-3). Thus, given a spectral series (e.g., Hsiao et al. 2007 ) and transmission functions, one can transform photometry from one system to another without the need for colour corrections. In turn, this should provide less scatter in SN flux measurements. The aforementioned benefits motivate us to release our photometric dataset (see Section 4) in the relevant natural systems in addition to the Landolt system. A table of natural-system magnitudes analogous to Table 2 is available for our entire dataset, with a sample given in Table B3 . We reiterate that owing to changes in the observing equipment, there are four transmission curves (KAIT3, KAIT4, Nickel1, Nickel2) for each bandpass. Any analysis of the dataset as a whole should therefore be done either on the Landolt system or after transforming all of the data to a common system (see Appendix A of Ganeshalingam et al. 2013) . Transmission curves for all filter and system combinations covered by our dataset are archived with the journal and available online in our SNDB. This paper has been typeset from a T E X/L A T E X file prepared by the author.
