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Abstract
Srivastava and Gupta [H.M. Srivastava, V. Gupta, A certain family of summation integral type
operators, Math. Comput. Modelling 37 (2003) 1307–1315] proposed a certain family of summation
integral type operators and estimated the rate of convergence for bounded variation functions. Very
recently Gupta et al. [V. Gupta, R.N. Mohapatra, Z. Finta, On certain family of mixed summation-
integral type operators, Math. Comput. Modelling, in press] defined the mixed summation integral
type operators and obtained some direct results in simultaneous approximation. In the present paper,
we consider the linear combinations of the mixed summation integral type operators and establish
the error estimation for simultaneous approximation in terms of higher order modulus of continuity.
To prove the main result we use the technique of linear approximating method viz. Steklov mean.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
H.M. Srivastava and V. Gupta [6] proposed a certain family of positive linear operators,
defined by
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∞∑
k=1
pn,k(x)
∞∫
0
pn+c,k−1(t)f (t) dt + pn,0(x)f (0), x ∈ [0,∞),
where
pn,k(x) = (−1)k x
k
k! φ
(k)
n (x),
and
(i) for c = 0, φn(x) = e−nx , we obtain the Phillips operators;
(ii) for c ∈ N , φn(x) = (1 + cx)−n/c, we get the discretely defined Baskakov–Durrmeyer
operators.
The sequence {φn}n∈N of the functions defined on an interval [0, b], b > 0 satisfies the
following properties for every n ∈ N , k ∈ N0:
(i) φn ∈ C∞([a, b]);
(ii) φn(0) = 1;
(iii) φn is completely monotone (−1)kφ(k)n  0;
(iv) there exists an integer c such that φ(k+1)n = −nφ(k)n+c, n > max{0,−c}.
They have studied the rate of convergence for bounded variation functions [6]. Moti-
vated by the sequence Gn, Gupta et al. [4] defined a mixed family of summation integral
type operators, with different weight functions. For a function f defined on [0,∞), the
mixed summation-integral type operators are defined as
Sn(f, x) =
∞∑
v=1
sn,v(x)
∞∫
0
bn,v−1(t)f (t) dt + e−nxf (0), x ∈ [0,∞), (1)
where
sn,v(x) = e−nx (nx)
v
v! and bn,v(t) =
1
B(n, v + 1) t
v(1 + t)−n−v−1.
It is easily verified that the operators defined by (1) are linear positive operators and
Sn(1, x) = 1. For Cγ [0,∞) ≡ {f ∈ C[0,∞): |f (t)|Mtγ for some M > 0, γ > 0} we
define the norm on the space Cγ [0,∞) by
‖f ‖γ = sup
0t<∞
∣∣f (t)∣∣t−γ .
We note that the order of approximation by these operators (1) is at best O(n−1), even
for smooth functions. With the aim of bettering the order of approximation, we have to
slacken the positivity condition of the operators, for this we consider the linear combina-
tions Sn(f, k, x) of the operators Sdj n(f, x) as
Sn(f, k, x) =
k∑
C(j, k)Sdj n(f, x), (2)
j=0
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C(j, k) =
k∏
i=0
i =j
dj
dj − di , k = 0, C(0,0) = 1.
Alternatively in the matrix representation the above linear combinations (2) may be written
as
Sn(f, k, x) =
∣∣∣∣∣∣∣∣∣
1 d−10 d
−2
0 . . . d
−k
0
1 d−11 d
−2
1 . . . d
−k
1
...
...
...
. . .
...
1 d−1k d
−2
k . . . d
−k
k
∣∣∣∣∣∣∣∣∣
−1 ∣∣∣∣∣∣∣∣∣
Sd0n(f, x) d
−1
0 d
−2
0 . . . d
−k
0
Sd1n(f, x) d
−1
1 d
−2
1 . . . d
−k
1
...
...
...
. . .
...
Sdkn(f, x) d
−1
k d
−2
k . . . d
−k
k
∣∣∣∣∣∣∣∣∣
.
Such type of linear combinations were first considered by May [7] to improve the order
of approximation for exponential type operators. In the present paper, we extend the results
of [4] and obtain an estimate of error in terms of higher order modulus of continuity in
simultaneous approximation for the linear combinations (2) of the operators.
2. Auxiliary results
In this section we mention certain lemmas and definitions, which are necessary to prove
the error estimation.
Lemma 2.1. For m ∈ N ∪ {0}, if the mth order moment be defined as
Un,m(x) =
∞∑
v=0
sn,v(x)
(
v
n
− x
)m
,
then Un,0(x) = 1, Un,1(x) = 0 and
nUn,m+1(x) = x
[
U(1)n,m(x) + mUn,m−1(x)
]
.
Consequently
Un,m(x) = O
(
n−[(m+1)/2]
)
.
Lemma 2.2. Let function µn,m(x), m ∈ N0, be defined as
µn,m(x) =
∞∑
v=1
sn,v(x)
∞∫
0
bn,v−1(t)(t − x)m dt + (−x)me−nx.
Then
µn,0(x) = 1, µn,1(x) = x
n − 1 , µn,2(x) =
x2(n + 2) + 2nx
(n − 1)(n − 2) .
Also we have the recurrence relation:
V. Gupta / J. Math. Anal. Appl. 313 (2006) 632–641 635(n − m − 1)µn,m+1(x)
= x[µ(1)n,m(x) + m(x + 2)µn,m−1(x)]+ [m + x(2m + 1)]µn,m(x), n > m + 1.
Consequently for each x ∈ [0,∞) we have from this recurrence relation that
µn,m(x) = O
(
n−[(m+1)/2]
)
.
Proof. The values of µn,0(x),µn,1(x) easily follows from the definition. We prove the
recurrence relation:
xµ(1)n,m(x) =
∞∑
v=1
xs(1)n,v(x)
∞∫
0
bn,v−1(t)(t − x)m dt
− m
∞∑
v=1
xsn,v(x)
∞∫
0
bn,v−1(t)(t − x)m−1 dt
− {n(−x)me−nx + m(−x)m−1e−nx}x.
Now using the identities
xs(1)n,v(x) = (v − nx)sn,v(x) and t (1 + t)b(1)n,v(t) =
[
v − (n + 1)t]bn,v(t),
we get:
x
[
µ(1)n,m(x) + mµn,m−1(x)
]
=
∞∑
v=1
(v − nx)sn,k(x)
∞∫
0
bn,v−1(t)(t − x)m dt + n(−x)m+1e−nx
=
∞∑
v=1
sn,v(x)
∞∫
0
[{
(v − 1) − (n + 1)t}+ (n + 1)(t − x) + (1 + x)]
× bn,v−1(t)(t − x)m dt + n(−x)m+1e−nx
=
∞∑
v=1
sn,v(x)
∞∫
0
t (1 + t)b(1)n,v−1(t)(t − x)m dt
+ (n + 1)
∞∑
v=1
sn,v(x)
∞∫
0
bn,v−1(t)(t − x)m+1 dt
+ (1 + x)
∞∑
v=1
sn,v(x)
∞∫
0
bn,v−1(t)(t − x)m dt + n(−x)m+1e−nx
=
∞∑
v=1
sn,v(x)
∞∫ [
(1 + 2x)(t − x) + (t − x)2 + x(1 + x)]b(1)n,v−1(t)(t − x)m dt0
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+ ne−nx(−x)m+1
= [(1 + x) − (m + 1)(1 + 2x)]µn,m(x) + (n − m − 1)µn,m+1(x)
− mx(1 + x)µn,m−1(x).
This completes the proof of recurrence relation. The values of µn,2(x), µn,m(x) follow
from the recurrence relation. 
Lemma 2.3. There exist the polynomials φi,j,r (x) independent of n and v such that
xr
dr
dxr
[
sn,v(x)
]= ∑
2i+jr
i,j0
ni[v − nx]jφi,j,r (x)sn,v(x).
Lemma 2.4. If f is r-times differentiable on [0,∞), such that f (r−1) = O(tγ ), γ > 0 as
t → ∞ then for r = 1,2,3, . . . and n > γ + r , we have
S(r)n (f, x) =
nr
(n − 1)(n − 2) . . . (n − r)
∞∑
v=0
sn,v(x)
∞∫
0
bn−r,v+r−1(t)f (r)(t) dt.
Proof. It follows by simple computation the following relations:
s′n,v(x) = n
[
sn,v−1(x) − sn,v(x)
] (3)
and
b′n,v(t) = n
[
bn+1,v−1(t) − bn+1,v(t)
]
, (4)
where x, t ∈ [0,∞).
Furthermore, we prove our lemma by mathematical induction. Using the above identi-
ties (3) and (4), we have
S′n(f, x) =
∞∑
v=1
s′n,v(x)
∞∫
0
bn,v−1(t)f (t) dt − ne−nxf (0)
=
∞∑
v=1
n
[
sn,v−1(x) − sn,v(x)
] ∞∫
0
bn,v−1(t)f (t) dt − ne−nxf (0)
= nsn,0(x)
∞∫
0
bn,0(t)f (t) dt − ne−nxf (0)
+ n
∞∑
v=1
sn,v(x)
∞∫ [
bn,v(t) − bn,v−1(t)
]
f (t) dt0
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∞∫
0
n(1 + t)−n−1f (t) dt
+ n
∞∑
v=1
sn,v(x)
∞∫
0
( −1
n − 1
)
b′n−1,v(t)f (t) dt − ne−nxf (0).
Applying the integration by parts, we get
S′n(f, x) = ne−nxf (0) + ne−nx
∞∫
0
(1 + t)−nf ′(t) dt
+
∞∑
v=1
n
n − 1 sn,v(x)
∞∫
0
bn−1,v(t)f ′(t) dt − ne−nxf (0)
= n
n − 1
∞∑
v=0
sn,v(x)
∞∫
0
bn−1,v(t)f ′(t) dt,
which was to be proved.
If we suppose that
S(i)n (f, x) =
ni
(n − 1)(n − 2) . . . (n − i)
∞∑
v=0
sn,v(x)
∞∫
0
bn−i,v+i−1(t)f (i)(t) dt
then by (3) and (4), and integration by parts, we obtain:
S(i+1)n (f, x) =
ni
(n − 1)(n − 2) . . . (n − i)
∞∑
v=0
n
[
sn,v−1(x) − sn,v(x)
]
×
∞∫
0
bn−i,v+i−1(t)f (i)(t) dt
+ n
i
(n − 1)(n − 2) . . . (n − i) (−ne
−nx)
∞∫
0
bn−i,i−1(t)f (i)(t) dt
= n
i
(n − 1)(n − 2) . . . (n − i)nsn,0(x)
∞∫
0
bn−i,i (t)f (i)(t) dt
+ n
i
(n − 1)(n − 2) . . . (n − i)
∞∑
v=1
nsn,v(x)
×
∞∫ [
bn−i,v+i − bn−i,v+i−1(t)
]
(t)f (i)(t) dt0
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i
(n − 1)(n − 2) . . . (n − i)ne
−nx
∞∫
0
bn−i,i−1(t)f (i)(t) dt
= n
i+1
(n − 1)(n − 2) . . . (n − i) sn,0(x)
∞∫
0
[
bn−i,i (t) − bn−i,i−1(t)
]
f (i)(t) dt
+ n
i+1
(n − 1)(n − 2) . . . (n − i)
∞∑
v=1
sn,v(x)
×
∞∫
0
[
bn−i,v+i (t) − bn−i,v+i−1(t)
]
f (i)(t) dt
= n
i+1
(n − 1)(n − 2) . . . (n − i) sn,0(x)
∞∫
0
( −1
n − i − 1
)
b′n−i−1,i (t)f (i)(t) dt
+ n
i+1
(n − 1)(n − 2) . . . (n − i)
∞∑
v=1
sn,v(x)
×
∞∫
0
( −1
n − i − 1
)
b′n−i−1,v+i (t)f (i)(t) dt
= n
i+1
(n − 1)(n − 2) . . . (n − i − 1)
∞∑
v=0
sn,v(x)
×
∞∫
0
bn−i−1,v+i (t)f (i+1)(t) dt
which completes the proof. 
Lemma 2.5. Let f ∈ Cγ [0,∞). If f (2k+r+2) exists at a point x ∈ (0,∞), then
lim
n→∞n
k+1{S(r)n (f, k, x) − f (r)(x)}=
2k+r+2∑
i=r
Q(i, k, r, x)f (i)(x),
where Q(i, k, r, x) are certain polynomials in x.
The proof of the above lemma follows easily along the lines of [1,4].
Definition 1. The mth order modulus of continuity ωm(f, δ, a, b) for a function f contin-
uous on the interval [a, b] is defined by
ωm(f, δ, a, b) = sup
{∣∣mh f (x)∣∣: |h| δ;x, x + h ∈ [a, b]}.
For m = 1, ωm(f, δ) is written simply the ordinary modulus of continuity ωf (δ) or ω(f, δ).
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the (2k +2)th order Steklov mean f2k+2,δ(t) corresponding to f ∈ Cγ [0,∞) is defined by
f2k+2,δ(t) = δ−(2k+2)m
δ/2∫
−δ/2
δ/2∫
−δ/2
· · ·
δ/2∫
−δ/2
[
f (t) − 2k+2η f (t)
] 2k+2∏
i=1
dti,
where
η = 1
2k + 2
2k+2∑
i=1
ti and t ∈ [a, b].
It is easily checked (see e.g. [2,5]) that
(i) f2k+2,δ has continuous derivatives up to order (2k + 2) on [a, b];
(ii) ‖f (r)2k+2,δ‖C[a1,b1] M1δ−rωr(f, δ, a1, b1), r = 1,2,3, . . . , (2k + 2);
(iii) ‖f − f2k+2,δ‖C[a2,b2] M2ω2k+2(f, δ, a, b);
(iv) ‖f2k+2,δ‖C[a2,b2] M3‖f ‖γ ,
where Mi ’s, i = 1,2,3, are certain unrelated constants independent of f and δ.
3. Rate of convergence
In this section we shall prove the following main result.
Theorem 3.1. Let f (r) ∈ Cγ [0,∞) and 0 < a < a1 < b1 < b < ∞. Then for n sufficiently
large, we have∥∥S(r)n (f, k, ·) − f (r)∥∥C[a1,b1] = max{C1ω2k+2(f (r), n−1/2, a, b),C2n−(k+1)‖f ‖γ },
where C1 = C1(k, r) and C2 = C2(k, r, f ).
Proof. First by linearity property of the operators (2), we have∥∥S(r)n (f, k, ·) − f (r)∥∥C[a1,b1]

∥∥S(r)n ((f − f2k+2,δ), k, ·)∥∥C[a1,b1] + ∥∥S(r)n (f2k+2,δ, k, ·) − f (r)2k+2,δ∥∥C[a1,b1]
+ ∥∥f (r) − f (r)2k+2,δ∥∥C[a1,b1]
= A1 + A2 + A3, say.
By property (iii) of Steklov mean, we have
A3  C1ω2k+2(f (r), δ, a, b).
Next using Lemma 2.5, we have
A2  C2n−(k+1)
2k+r+2∑ ∥∥f (j)2k+2,δ∥∥C[a,b].j=r
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. . . ,2k + r + 2, we have∥∥f (j)2k+2,δ∥∥C[a,b] C3{‖f2k+2,δ‖C[a,b] + ∥∥f (2k+r+2)2k+2,δ ∥∥C[a,b]}.
Therefore, by applying properties (ii) and (iv) of Steklov mean, we obtain
A2  C4n−(k+1)
{‖f ‖γ + δ−(2k+2)ω2k+2(f (r), δ)}.
Finally we estimate A1, choosing a∗, b∗ satisfying the condition 0 < a < a∗ < a1 < b1 <
b∗ < b < ∞. Also let ψ(t) denotes the characteristic function of the interval [a∗, b∗], then
A1 
∥∥S(r)n (ψ(t)(f (t) − f2k+2,δ(t)), k, ·)∥∥C[a1,b1]
+ ∥∥S(r)n ((1 − ψ(t))(f (t) − f2k+2,δ(t)), k, ·)∥∥C[a1,b1]
= A4 + A5, say.
We may note here that to estimate A4 and A5, it is enough to consider their expressions
without the linear combinations. By Lemma 2.4, we have
S(r)n
(
ψ(t)
(
f (t) − f2k+2,δ(t)
)
, x
)
= n
r
(n − 1)(n − 2) . . . (n − r)
∞∑
v=0
sn,v(x)
∞∫
0
bn−r,v+r−1(t)f (r)(t) dt.
Hence∥∥S(r)n (ψ(t)(f (t) − f2k+2,δ(t)), k, ·)∥∥C[a1,b1]  C5∥∥f (r) − f (r)2k+2,δ∥∥C[a∗,b∗].
Now for x ∈ [a1, b1] and t ∈ [0,∞) \ [a∗, b∗], we choose a δ1 > 0 satisfying |t − x| δ1.
Therefore, by Lemma 2.3 and Schwarz inequality, we have
I = ∣∣S(r)n (1 − ψ(t))(f (t) − f2k+2,δ(t), x)∣∣

∑
2i+jr
i,j0
ni
|φi,j,r (x)|
xr
∞∑
v=1
sn,v(x)|v − nx|j
×
∞∫
0
bn,v−1(t)
(
1 − ψ(t))∣∣f (t) − f2k+2,δ(t)∣∣dt
+ e−nx(−n)r(1 − ψ(0))∣∣f (0) − f2k+2,δ(0)∣∣
 C6‖f ‖γ
{ ∑
2i+jr
i,j0
ni
∞∑
v=1
sn,v(x)|v − nx|j
∫
|t−x|δ1
bn,v−1(t) dt + e−nx(−n)r
}
 C6‖f ‖γ
{
δ−2s1
∑
2i+jr
ni
∞∑
v=1
sn,v(x)|v − nx|j
( ∞∫
0
bn,v−1(t) dt
)1/2i,j0
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( ∞∫
0
bn,v−1(t)(t − x)4s dt
)1/2
+ e−nx(−n)r
}
 C6‖f ‖γ δ−2s1
∑
2i+jr
i,j0
ni
{ ∞∑
v=0
sn,v(x)(v − nx)2j − e−nx(−nx)2j
}1/2
×
{ ∞∑
v=0
sn,v(x)
∞∫
0
bn,v−1(t)(t − x)4s dt − e−nx(−x)4s
}1/2
+ C6‖f ‖γ e−nx(−n)r .
Hence by Lemmas 2.1 and 2.2, we have
I  C7‖f ‖γ δ−2m1 O(n(i+j/2−s)) C7n−q‖f ‖γ , q = s − r/2,
where the last term vanishes as n → ∞. Now choosing m > 0 satisfying q  k + 1, we
obtain
I  C7n−(k+1)‖f ‖γ .
Therefore by property (iii) of Steklov mean, we get
A1  C8
∥∥f (r) − f (r)2k+2,δ∥∥C[a∗,b∗] + C7n−(k+1)‖f ‖γ
 C9ω2k+2(f (r), δ, a, b) + C7n−(k+1)‖f ‖γ .
Choosing δ = n−1/2, the theorem follows. 
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