In this report, computable global bounds on errors due to the use of various mathematical models of physical phenomena are derived. The procedure involves identifying a so-called fine model among a class of models of certain events and then using that model as a datum with respect to which coarser models can be compared. The error inherent in a coarse model, compared to the fine datum, can be bounded by residual functionals unambiguously defined by solutions of the coarse model. Whenever there exist hierarchical classes of models in which levels of sophistication of various coarse models can be defined, an adaptive modeling strategy can be implemented to control modeling error. In the present work, the class of models is within those embodied in nonlinear continuum mechanics.
Introduction
Computational Engineering and Science (CES) is concerned with the use of mathematical and computational models to simulate physical events and engineering systems.
In recent decades, the remarkable predictive power of computer models has led to advances in virtually every area of science and technology. Still, the most basic and fundamental step in developing a computer simulation of natural events is the selection of the model itself, a step left largely to heuristic arguments, judgment of the analyst, or based on incomplete empirical data. This most important step in computer simulation, if not done correctly, can be, and generally is, the source of the largest error.
In recognition of this fact, "code validation" (defined tersely by Roache [13, p.13] as "solving the right equations"), has become a major issue in CES. According to Roache, "Ultimately, code validation will come down to comparison (directly or indirectly) of code predictions with physical experiments." While we certainly agree with this pronouncement, we offer a supplementary approach to raw experimental validation that we refer to as hierarchical modeling, by which we mean the selection of various models from a large class of mathematical models of varying complexity and sophistication. The issue of validation, then, is first set in a mathematical framework in which modeling error can be defined with some precision, it being understood that various properties of the datum with respect to which such models are assessed must, itself, ultimately be compared with physical experiments.
The notion of hierarchical modeling and modeling error estimation was first advanced in connection with errors due to homogenization of heterogeneous materials [8, 9, 11, 12, 14] and of errors inherent in dimensional reduction to produce plate and shell models of three-dimensional bodies [10, 5, 6] . In these works, the notion of model adaptivity is introduced, in which modeling error estimates are used to adaptively select models capable of producing acceptable simulations (compared to a datum model).
In the present report, we present a general theory of error estimation and adaptivity within the broad framework of nonlinear continuum mechanics. We derive global error bounds for models of general classes of materials, and we present an algorithm for model adaptivity. Finally, we consider a special case that can be analyzed in more detail.
Preliminaries: Problem Setting and Notation

Fine and Coarse Models
Our general goal is to estimate and control error due to the choice of a mathematical model within a class of possible models of certain physical phenomena. The modeling error is measured relative to what we shall call the fine model, which itself is also a mathematical model, but generally one of such detail, sophistication, and complexity, that all phenomena of interest are confidently captured, predicted, and simulated by it with adequate accuracy. All other models within the class of models are coarser or simplified models. The fine model, in general, may be intractable; while general and inclusive, it is often too complex to be used to obtain quantitative results. The "solution" of the fine model is, thus, never actually computed (except for possibly very special cases). The fine model is used only for a datum with respect to which modeling error in coarser models is measured. The fine model, for example, may characterize phenomena occurring at many spatial and temporal scales, and may include many interacting physical effects, while the coarser model may be characterized by averaged mechanical properties and simplified physical laws. Ultimately, the suitability of the fine model itself must be estimated by determining its predictive limits within the context of still larger classes of models or, more specifically, through physical experiments.
In this investigation, the fine model is provided by the nonlinear theory of continuous media: the fundamental laws and equations of nonlinear continuum mechanics.
Problem Setting: The Fine Model
We begin the characterization of the fine model by considering a material body in motion and under the action of prescribed external forces. We adopt a material ("La- 
with x = χ(X, t) the place of material particle X at time t. The displacement of X at time t is the vector
In classical continuum mechanics, the motion (and deformation) of the body is governed by the linear and angular momentum equations,
for X ∈ Ω 0 , t > 0, where Div is the divergence operator in the reference configuration and ρ 0 = the mass density in the reference configuration F = ∇χ = I + ∇u = the deformation gradient (I being the unit tensor) P = the second Piola-Kirchhoff stress tensor b = the body force per unit mass in the reference configuration
The displacement field (equivalently, the motion) satisfies the boundary conditions,
where u is a prescribed displacement on a portion Γ 0 D of the boundary ∂Ω 0 and g is a prescribed surface traction per unit area in the reference configuration on a portion
U 0 and V 0 being prescribed initial displacements and velocities, respectively.
Equations (2.1)-(2.2) define a classical model of the behavior of continuous media without regard to regularity of the data, the constitutive equations for stress or other physical quantities, and without thermodynamic considerations. To put the fine model in a more general and useful setting, we shall now introduce a weak or variational form of the model.
Functional Setting
Let us introduce the space V (= V (Ω 0 )) of kinematically admissible displacements with domain Ω 0 . Typically, we can take
where γ 0 is the trace operator. In many cases, depending on the structure and definition of P , more general spaces may be identified for V (e.g.
The Piola-Kirchhoff stress P is assumed to be determined by histories of the gradient of the motion (displacement), the temperature θ, and other internal variables, entropy, etc.), by constitutive equations of the form
where we suppress the dependence on X and t for simplicity, and where
and A t (s) denotes the histories of other constitutive variables. Hereafter, we shall suppress the histories A t (s) and write, for simplicity, P = P(∇u t (s), t).
Summing up, a weak or variational form of the momentum equation is embodied in the initial-value problem:
, V 0 , find, for each t ≥ 0, the displacement field u(·, t) ∈ V + {U } and the stress
(2.5)
, and the dependence of the various integrand functions on X is understood.
The functional on the right side of (2.5) is the loading functional,
dS 0 being an element of surface area on Γ 0 N ⊂ ∂Ω 0 . We note that, in terms of the tractions g per unit surface area in the current configuration
For example, if g is a pressure load of intensity −π on Γ N , (see, e.g., Ciarlet [7] ),
Thus F(u(t); v, t) may be a highly nonlinear function of u(t) (precisely, ∇u(t)); hence the notation used on the left of (2.6).
The Coarse Model
We now consider the motion of a material body occupying the same reference config-
uration Ω 0 at t = 0 as that appearing in the fine model and subjected to the same external forces (b, g), boundary conditions, and initial conditions, but whose mechanical response is characterized by a "simplified" collection of constitutive equations.
The displacement field in this case is denoted u 0 . Instead of (2.5), the weak form of the linear momentum equation for the coarse model is
where u 0 (·, t) ∈ V + {U } and P = P 0 ∇u t 0 (s), t satisfy the same boundary and initial conditions as u and P in (2.5).
It may also be possible that the density ρ for the coarse model differs from that of the fine model. We address this possibility later.
A Global Estimate of Modeling Error
Residual Modeling Error
Let us assume that the motion (particularly, the displacement field) u 0 (t) ∈ V of the coarse model is known for all t ∈ [0, T ]. Then the modeling error at time t is defined by the functions e u (t) = u(t) − u 0 (t)
Introducing (3.1) into (2.5) (by eliminating u(t), P(u t (s), t) and F(u(t); v, t)), we arrive at the equation
where the functional R(·; v, t) is the global modeling residual,
with ∆P the stress error,
Thus, once the coarse model is used to obtain u 0 (t) for all t ∈ [0, T ] of interest, the residual functional R(· ; v, t) is determined from known data (modulo other mechanical and thermodynamical effects characterized by other constitutive equations, constraints, and the balance of energy equations.)
Next, let E denote the linear functional on V , defined by the nonlinear evolutions of error components on the left side of (3.2):
With these notations, (3.2) can be rewritten compactly as
From (3.3) and Schwarz's inequality,
where ζ(t) is the global, a posteriori, modeling error indicator,
and
Introducing (3.7) into (3.6), dividing by v 1,Ω 0 , and taking the supremum of the result over all V , we have the global error bound:
Here · V denotes the norm of the dual space V of V .
Remarks and Extensions
Several remarks are in order concerning the error bound (3.10) and the steps leading to it.
The Space V
The spaces of admissible displacement for the fine and coarse models may differ. Thus, (2.8) may be valid for all v in a smaller space V 0 , the ensuing error analysis remains valid whenever V 0 ⊂ V .
Fine Model Density
The mass density ρ of the fine and coarse models may differ. Let ρ 00 denote the mass density field in the coarse model. The first term on the left of (2.8) becomes Ω 0 ρ 00ü0 · v dX and, instead of (3.6), we have, for v ∈ V ,
where
The remainder of the analysis is the same with E replaced by E.
The Error Measure E
It is not necessary to calculate the quantity E V . Inequality (3.10) merely indicates what measure of error is bounded by the residual indicator ζ at time t. Nevertheless, an interpretation of this error can be given by introducing the H 1 -inner product,
Next, let G(t) be the solution of the boundary-value problem,
The error measure G(t) can thus be thought of as an H −1 -projection of the various error functionals defined by E. Indeed, if ·, · denotes duality paring on V × V , and
where ∆ is the vector-Laplacian. Then G(t) represents the global smoothing,
Other Modeling Errors
The bound (3.10) is obtained by comparing only models of the linear momentum equation; (angular momentum is presumed to be conserved in both fine and coarse models). Other physical processes may be part of the fine and coarse models which are not adequately captured by this analysis. For a more complete picture, thermodynamic models must be included, and we must augment the momentum equation with the energy equations and possibly with other constraints not shared by the coarse model.
We shall take up these issues in a later work.
Model Adaptivity Based on Global Bounds
Let us suppose that the domain Ω 0 is partitioned into a collection of non-overlapping
subdomains Ω 0K :
The global model error indicator ζ(t) of (3.8) can be written as the sum,
with ∆P defined by (3.4).
The ζ K (t) are thus the contributions of the error over Ω 0K to the global modeling error ζ(t). They do not represent local modeling errors, as the actual local error is generally polluted by errors in remote subdomains. Nevertheless, the ζ K (t) are used as an indication of the relative error in various subdomains and to identify subdomains where the error in the predictions of the coarse model may be large. For example, if
where α ∈ (0, 1) is a preselected parameter, we may declare the coarse model acceptable for subdomain Ω 0K ; otherwise, the modeling error must be reduced by adding more sophistication to the coarse model. Exactly how this can be done will vary depending on characteristics of the fine model and, since the fine model is often intractable, the process can fail if an error tolerance cannot be met by any coarser model in the class.
Application to Nonlinear Viscoelastic Polymers
An application of the present theory to a family of material laws for polymers is now considered. First, a brief overview of the nonlinear viscoelastic family will be given and followed by a discussion of how material model adaptivity is currently implemented for this model. Both non-adaptive and adaptive results using the various models in this material class will be given. Further details and equations describing the fine model and its associated coarse model approximations are given in the Appendix.
Nonlinear Viscoelasticity (NLVE) Overview
The constitutive law developed by Chambers, Adolf and Caruthers [4] describes the nonlinear viscoelastic response of glassy polymers. This material model was developed using a thermodynamically consistent rational mechanics approach. The material constants in the model were fit to an epoxy so that a wide range of physical phenomena can be modeled both comprehensively and quantitatively. A key feature of the detailed nonlinear viscoelastic model used in this example is that the physical phenomena of interest, such as yielding, volume recovery, or enthalpy relaxation, are captured through depends only on the current temperature through the well-known WLF equation.
This model assumes thermodynamic equilibrium and has been found to be valid for polymers under moderate stresses at temperatures ranging from the glass transition temperature θ g to θ g + 100 K. For polymers under moderate stresses at temperatures below θ g , the configurational entropy model must be used. Finally, two elastic levels are defined which correspond to no material relaxations occurring over the current time step (pseudo elastic model) or all of the relaxations reaching completion by end of the current time step (rubbery elastic model). A summary of the NLVE models is presented in Table 5 .1 where they have been numbered and ordered according to increasing computational cost.
NLVE Adaptivity
Using the conceptual idea presented in Section 4, local error measures will be used to select from among the material models in the NLVE family, even though only a global error bound was formally derived. The material model adaptivity in the present work is an explicit scheme performed on an element by element basis at the end of each time step as needed. That is, the model to be used for each element in the next time step is selected based upon the error measures for the time step which has just been converged. The computations pertaining to adaptive modeling can be best understood by considering the computations necessary for a single time step. For instance, consider the solution up to time t − ∆t to have been computed using an adaptive solution, in which the models used can vary both in space and time with a single model used for each element over each time step. Two types of calculations are then performed for the current time step which ends at time t. One is to compute the deformed state at t and the other is to compare how the stresses at t would differ using various models so that adaptivity can be performed.
The first set of calculations involves iteratively finding the displacements and state variable histories corresponding to equilibrium. During these calculations, a single model of the family is used for each element. The second set of calculations are designed to obtain the a posteriori error indicators that are used to select the material model for the next time step. These estimates represent the differences in the stresses computed using two models, which arise from the differences in the state variables, as the Hencky stress tensor is the same in each model. These state variables are updated using their previously computed values at t−∆t along with the displacements computed for equilibrium at t. The state variable updates for each model involve different approximations of the elapsed time on the material time scale/clock (i.e., how fast the viscoelastic relaxations are proceeding over the current time step). For this reason, the error estimates are local in time, i.e., they characterize the error over the current time step. The accumulation of errors from previous time steps are not considered.
For the adaptive NLVE results presented in this report, the adaptive solution is based upon a slightly different error indicator than that presented previously in this report. The adaptive error indicatorζ between two different models is calculated and reported as a percentage in fractional form (e.g., 10% error is reported as 0.1). The error indicatorζ at time t is defined as follows:
where the stress dependence on the state variable history has been written explicitly.
Here, the subscript E refers to the model(s) used for equilibrium throughout the deformation history and the N and M subscripts, respectively, denote the model used from t − ∆t to t in finding the converged equilibrium state at t and the model to which the comparison is being made. Here, the state variable history A t E,N (s) is defined as follows:
The state variable history A t E,M (s) is defined similarly. The relative errorζ is a local quantity calculated for each element at its centroid (i.e.,ζ t andζ b are calculated for the same element).
If a coarse model has been used, it is necessary to assess whether it has been accurate over the current time step. This assessment is made by comparing the coarse and fine models, where of course, the finest material description here is the configurational energy model (4B). Because none of the other models incorporate all of the physics contained in the configurational energy model (4B), anytime the constitutive law in a given element appears to be inaccurate (i.e.,ζ is larger than a user-prescribed tolerance), the configurational energy model (4B) is then selected in that element for the next time step.
For the case where the model used for equilibrium provides accurate results, either that model or perhaps a coarser model can be used over the next time step. The error estimateζ is calculated, this time by comparing the model used for equilibrium and a coarser model. Hence, a direct comparison between such a coarser model and the fine model is never made, unless of course, the fine model is used for equilibrium. For all other cases, only an indirect comparison is made. The coarsest model which appears to be accurate (ζ is small enough) is selected for calculations in the next time step.
Numerical Results
The present example considers a square plate with a centrally-located hole under tension. Symmetry boundary conditions are used on two edges of the plate so that only one-fourth of the plate has to be modeled. The plate has a length of 50.8 mm, a thickness of 0.635 mm and hole with a radius of 6.35 mm. The plate geometry is shown in Fig. 1 . The plate is assumed to be stress free and in thermodynamic equilibrium in the initial state. The temperature field is uniform and held constant at θ g throughout the entire analysis. The tension boundary conditions are applied as a prescribed displacement on the exterior edge that is perpendicular to the global X axis. The prescribed displacement in the X direction increases linearly with time at a rate of 0.254 mm/sec. Two types of results are computed. In the first set of experiments, we assess the performance of the error estimates using the same model over the entire analysis. In the second set of experiments, we produce adaptive solutions prescribing three different error tolerances for the local error indicatorζ.
Single Model Results
The reference solution for this example is computed using the configurational energy model (4B), the most complete model with respect to material description, for all elements at all time steps in the JAS-3D [2] finite element code. A total of 867 elements are used to discretize one-fourth of the plate. The mesh is shown in Fig. 1 along with twenty regions into which the elements have been grouped. The solution is computed up to a time of 10 seconds using 100 uniform time steps. The spatial and time discretizations are assumed to be sufficient for convergence using any of the models in the NLVE family. That is, the approximation errors in the numerical solutions are ignored at present. The interaction between modeling errors and approximation errors will be explored in a later work. Here, the global error indicator compares the WLF (2B) and configurational energy (4B) models. These contributions are ζ 2 K as defined by Eq. (4.19) with each element taken as a separate subdomain. As expected, the most significant contributions to ζ 2 come from the area where the tensile stress concentration occurs, which is where the error in the stress is the largest. The region of relatively high ζ 2 K increases around the top of the hole as time evolves. It should be kept in mind that here the contributions to ζ 2 at the end of a time step have the configurational energy model (4B) results estimated using the WLF (2B) displacement solution along with the WLF (2B) results for the state variable histories up to the start of the time step. Obviously, the accuracy of the stresses predicted for the configurational energy model (4B) is questionable for large times when no effort has been made at controlling the modeling errors. Also note that besides the difference in the stresses between the WLF (2B) and configurational energy (4B) models, the size of ζ 2 K is, of course, affected by the size of the subdomain K, i.e., the size of element K here. Hence, although the element-wise contributions to ζ 2 show similar trends as those from the WLF model (2B), the values are somewhat smaller.
Adaptivity Results
Adaptive solutions based on the local error estimateζ given by Eq. We first show in Fig. 7 the time history of the percentage of elements using each model in the NLVE family for the three tolerances. We then show, in the case where the tolerance is set to 0.05, the Cauchy stress σ xx and the element-wise distributions of the models used for the equilibrium calculations in Fig. 8 and Fig. 9 respectively. In the following figure, Fig. 10 , we show σ xx at 10.0 sec and the element-wise distributions of the models used over the time step ending at 10.0 sec for the tolerances 0.03 and 0.01.
The tolerance is set to 0.05. The trends in σ xx (see Fig. 8 ) from this adaptive solution resemble the trends predicted in the configurational energy (4B) reference solution. However, the computed magnitudes of σ xx from this adaptive solution appear to be somewhat larger than those from the reference solution. We observe in for elements away from the relatively high tensile stresses is as expected. Here, the error tolerance is tight enough that neither of the elastic models is ever used.
Some other stress results that may be useful include the history of the average stress over a group of elements or how the stress varies along a given spatial path at a given time. For brevity only a few of these types of results will be presented.
The results for σ xx versus distance along path A (see Fig. 1 ) are shown in Fig. 11 at several times for all three adaptive solutions along with the reference solution. The data points correspond to the centroids of the elements making up path A. We observe that all of the adaptive solutions exhibit the same trends as the reference solution with the accuracy increasing as the tolerance is tightened.
The history of the average stresses over regions 1 and 5 identified in Fig. 1 are shown in Fig. 12 . The averaging scheme was based upon the initial volumes of the elements making up each region. Once again, all of the generated adaptive solutions exhibit the same trends as the reference solution, yet with a better accuracy as the tolerance is decreased.
Concluding Remarks
In the present report, we have discussed our preliminary work on modeling error and adaptivity within the framework of nonlinear continuum mechanics. Our theoretical result, namely a bound on the modeling error, has been applied to the special case of nonlinear viscoelasticity. The first set of numerical results appear to be very encouraging. Indeed, we have been able to produce adaptive solutions, using different models in various regions of the computational domain, almost as accurate as the solution obtained with the finest model. We are now convinced that this is a promising approach to modeling error and adaptivity. Nevertheless more numerical experiments are needed in order to better assess the performance of our algorithm for modeling adaptivity. Furthermore, thermodynamic and possibly other considerations must be taken into account so that a more robust adaptivity scheme can be developed for the nonlinear viscoelastic model studied here and other material models. 
Appendix
A.1 Nonlinear Viscoelastic (NLVE) Family of Material Models
In rational mechanics, expressions for the stress, entropy and internal energy are determined from the expression for the specific Helmholtz free energy ψ (J/g) which is given in a generalized Lamé constant form for the nonlinear viscoelastic family presently being examined as follows: 
where t * − ξ * represents a difference in the reduced or material time scale, τ i is the i th relaxation time and C is the Hencky strain measure given by
and C is the right Cauchy-Green strain tensor given by
Similarly, I i θ (t) is given by
The reduced and physical time scales are related as follows:
where a is the shift factor which differs in each member of the NLVE family.
The stress, entropy and the rate of entropy production are determined from
where η is the specific entropy, P H is the stress that is work conjugate with the Hencky strain measure andσ is the rate of entropy generation. The Hencky stress is found to
where ρ g is the reference density in a stress free state at the glass transition temperature θ g . The equilibrium contribution to the Hencky stress is as follows:
The second Piola Kirchhoff stress tensor is given in terms of the Hencky stress tensor by the following relationship:
A.2 Configurational Energy Model
The most sophisticated and, hence, accurate member of the NLVE family of material models uses a shift factor based on a quantity termed the configurational internal energy. Briefly, the configurational internal energy E c is the internal energy of the actual viscoelastic material minus that coming from its glassy response to the same volumetric and thermal history. Recall that the specific internal energy E is as follows:
The current value of the configurational energy E c depends on the current values of
C and I i θ . Then, the shift factor in terms of the configurational energy is
where B is a constant in the present work. Using a shift factor which depends upon the configurational internal energy gives a material clock which depends upon the thermal, volumetric strain and stress histories through I i C and I i θ .
The quasi-static equilibrium states are determined at discrete times in the finite element solution with numerical integration used for the constitutive equation. The history integrals in this model and all other models except for the two elastic models to be defined later are marched in time using a modified central difference scheme [3, 4] as follows: .13) and
For the configurational energy model (4B), a avg is given by
A simple fixed point iteration scheme is used to converge the nonlinear constitutive
) and E c (t n−1 ) where J = det F .
A.3 Configurational Entropy Model
Similar to the configurational internal energy, the configurational internal entropy is defined as that coming from the actual specimen minus the internal entropy from the specimen's glassy response under the same volumetric strain and thermal histories.
Noting Eq. (A.11), it should be apparent that the configurational internal energy contains terms corresponding to the configurational entropy. In order to be consistent with the configurational energy model, the shift factor in the configurational entropy model (3B) is actually based on θ g η c where η c is the actual configurational entropy.
For this coarse model, log 10 [a] is written as
For the numerical integration, a avg is determined from 
A.4 WLF Model
For the case of a polymer subjected to low to moderate stresses when the polymer is at temperatures ranging from θ g to approximately θ g +100 K, wide experimental evidence indicates that log 10 [a] can be expressed strictly in terms of the current temperature by the well-known Williams-Landel-Ferry [1] relationship which is given as follows:
where C 1 and C 2 are material constants. Because the horizontal shift factor in this case depends only on the temperature and not on the stress or strain, it is properly termed a thermorheologically simple linear viscoelastic model. Of course, the material response is nonlinear in terms of the thermal history. It should also be noted that the proper kinematics for large deformations/strains are still used in this and all other models. For the numerical integration of the constitutive law, a avg is determined using Eq. (A.19) with θ replaced by θ avg = [θ(t n ) + θ(t n−1 )]/2. Because temperature is assumed to be specified, no iterations are required for the material law calculations in this model.
A.5 Elastic Models
The material response of a cross-linked polymer at very short or very long elapsed times since a load was applied can be characterized elastically using the appropriate constants that describe the polymer's glassy and rubbery moduli. That is, it is not necessary to consider any material relaxations in order to find the initial and final viscoelastic response of the material. For such a glassy response, essentially no material relaxations have had a chance to occur since the load was applied, whereas for the corresponding rubbery response, all material relaxations have been completed since the load was applied. Furthermore, these glassy or rubbery moduli could be used to determine the initial or final viscoelastic structural responses for all path-independent problems, respectively. The idea of not computing any material relaxations will be generalized into two elastic models which can be used in combination with the previously presented viscoelastic models in computing the nonlinear, possibly path-dependent, structural responses for structures composed of materials falling into the NLVE family. The pseudo elastic model (1D) that will be defined corresponds to the case where all material relaxations are proceeding extremely slowly over each time step in which the model is used, whereas the rubbery elastic model (1B) will give the result for the case where all relaxations have reached completion by the end of the time step in which it is used. Because neither model includes the explicit use of a shift factor a, no iterations are required to converge the numerical computation of either constitutive model.
A.5.1 Pseudo Elastic Model
For the pseudo elastic response over the current time step, consider the following exact equation for I i θ (t n ):
For this model, the assumption is that t * changes very little over the current time step so that the following approximation for I i θ (t n ) is acceptable:
Likewise, I
i C (t n ) is updated using 
A.5.2 Rubbery Elastic Model
For the rubbery elastic model (1B), all material relaxations which started before and during the current time step are assumed to reach completion by the end of the current time step. For this to be true, the elapsed reduced time since any loading was applied needs to be relatively large. Exactly how large this is can be determined from the 
A.6 Hierarchy of NLVE Material Models
The adaptive scheme will allow individual elements or groups of elements to use the model requiring the minimum computational effort over each time step while still achieving the necessary accuracy. In terms of least to largest amount of computational cost, the models are ordered as rubbery elastic (1B), pseudo elastic (1D), WLF (2B), 
