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Capítulo 1
Introducción.
El desarrollo de teorías acerca de la descripción macroscópica de sistemas tísicos alejados del
equilibrio termodinámico, ha propiciado la elaboración de numerosas técnicas encauzadas a
la resolución de las ecuaciones que dirigen el comportamiento de dichos sistemas, que en su
mayori a están gobernados por ecuaciones no lineales del tipo Fokker-Planck para la densi-
dad de probabilidad o función de distribución, La calificación de no linealidad se refiere
luíbitualrueute a la dependencia, explicitada o no, del vector de convección y del tensor de
difusión en las variables que caracterizan el estado macroscópico del sistema. La ecuación de
Fokker-Planck confugura un ortodoxo modelo de ecuación de evolución en eí que se cuenta
conjuntamente con la trayectoria determinista del sistema, en el vector de convección y las
fluctuaciones entorno a la misma, contabilizadas en los elementos del tensor de difusión.
Esta ecuación es resoluble analíticamente sólo en ciertos casos de especial simplicidad, por
esta razón se han estudiado numerosos procedimientos de integración numérica, alentados
por el auge creciente de la computación en nuestras días. Obviamente, entre estas técnicas
se encuentran los métodos basados en diferencias finitas y elementos finitos. Sin embargo,
los modelos en diferencias que pretenden representar la ecuación de original, incurren en
la distorsión del significado físico de aquélla, al no ser consistentes, en general, con las
propiedades conservativas de numerosos sistemas. Este inconveniente rige la evolución hacia
el estado de equilibrio de modo físicamente insatisfactorio. La deficiencia señalada se ha
venido subsanando con el uso repetido de esquemas explícitos en diferencias que imponen
:neludiblementc el use de pasos temporales reducidos, con el subsecuente aumento en ei
tiempo de computación. Por su parte, los esquemas implícitos resultan difícilmente coher-
entes con el mantenimiento de las cantidades conservadas y ciertas leyes de evolución propias
de algunos sistemas, como el crecimiento de la entropía.
Con el fin de elaborar un modelo 0e resolución numérica coherente con las características
físicas dc cada sistema en estudio y con la pretensión de aplicarlo a la Ecuación Cinética de
la Física del Plasma, nuestro grupo ha venido desarrollando a lo largo de los últimos años
un método de integración inspirado en la solución analítica formal en términos de la función
de Oreen característica de la ecuación, o solución en forma integral, La construcción de un
esquema numérico basado en la ecuación integral de evolución para la densidad de probabi-
lidad se lía venido denominando, en estudios previos, como método numérico integral.
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El presente trabajo se ha orientado esencialmente hacia el diseño de esquemas numéricos
integrales para la resolución de ecuaciones del tipo Fokker-Planck no lineales, que represeiltail
sistemas físicos para los que han de verificarse ciertas leyes de conservación. La investigación
llevada a cabo en los ultimos años por los componentes de nuestro grupo se sintetiza cii esta
tesis, cuya motivación última ha sido el perfeccionar el tratamiento de integración numérica
mediante la búsqueda dc funciones de Creen, o funciones de probabilidad de transición,
que conduzcan a una representación físicamente coherente con cada problema, tanto para la
descripción del estado transitorio como la correspondiente al estado estacionario. Dado que
la expresión de la función de Creen analítica es, por lo general, desconocida para cualquier
instante 6, ha dc procederse a determinar tal función para cortos intervalos temporales <le
evolución. La probabilidad de transición a tiempos cortos, también denominada propagadot
de forma más genérica, ha de ser consistente con las condiciones de contorno propias del
problema general que representa. En el segundo capítulo se aporta un método sencillo para
encontrar una probabilidad de transición adecuada, en la que se contabilizan los efectos <le
las condiciones de contorno especificas para ciertas geometrías; en el siguiente capitulo, este
método se aplica a problemas simples con solución analítica conocida, representativos tic
numerosos sistemas físicos, comparando la solución numérica integral con la solución <lada
por diversos esquemas en diferencias. Se ha concedido especial énfasis al tratamiento de
las magnitudes conservadas en sistemas físicos. Por esta razón se abordan ejemplos en los
que se mantienen constantes dos o más momentos de la distribución. La flexibilidad cii la
especificación del propagador a tiempos cortos permite la adecuación iterativa de la matriz
de evolución para la completa y efectiva descripción del sistema.
En los dos capítulos finales se aplica el método a la resolución numérica de la ecuación
cinética de la Física del Plasma, para un plasma de un solo componente en las situaciones
de geometría esférica y cilíndrica en el espacio de velocidades, suponiendo condiciones de
homogeneidad espacial. En ambos casos se aportan las expresiones de los propagadores a
tiempos cortos para cada geometría, exhibiendo el método de optimización de los mismos
para presevar constante los valores de la energía y la cantidad de partículas dcl sistema.
El método resulta ampliamente satisfactorio para la tasación de los tiempos dc relajación
característicos; cl estado estacionario coincide con la distribución de equilibrio de Maxwell
—Teorema II de Boltzmann — que se mantiene constante para un número ilimitado dc itera-
ciones. Estos capítulos cierran un primer estado en la investigación de métodos numéricos
eficientes, dotados de un sólido significado físico, configurando las bases para futuras apli-
caciones de carácter más realista, como el cálculo de coeficientes de transporte en plasmas
de fusión termonuclear con más de un componente.
El trabajo se completa con un apéndice en el que se presenta la expresión de un propa-
gador para abordar los problemas anteriores de modo integral, cuando el sistema no muestra
condiciones de homogeneidad espacial. De forma general, el apéndice sc refiere a la probabi-
lidad de transición a tiempos cortos para ecuaciones de Fokker-Planck con matriz de difusión
singular (determinante nulo).
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1.1 La ecuación Fokker-Planck.
En el marco dc la teoría de probabilidades eí estudio de los procesos estocásticos ha de-
sempeñado un papel fundamental eu la Mecánica Estadística [1], [2],[3], [4]. La presencia
de numerosos fenómenos dependientes de forma extremadamente compleja del tiempo, hace
prácticamente indescriptible el proceso particular. Sin embargo, ciertos valores promedio
sobre el sistema, observables macroscópicarnente, pueden estar regidos por leyes especial-
mente simples. Las consideraciones probabilísticas en fisica parecen plenamente justificadas
cuando, a pesar del desconocimiento de las magnitudes microscópicas, siempre es posible
observar regularidades en el comportamiento macrocópico del sistema. Los valores concretos
de las variables microscópicas resultan irrelevantes; el sistema puede ser descrito mediante
el concurso de los valores promedio de ciertas magnitudes microscópicas. Como es bien
conocido en Mecánica Estadística el sistema es sustituido por una colección de subsistemas
gobernados por las mismas ecuaciones de evolución, pero con diferentes ruicroestados ini-
ciales. Tal elección supone tratar el conjunto de las coordenadas del espacio de fases corno
una variable 4j1) = qQ) de naturaleza puramente estocástica. La probabilidad de que q
se halle dentro de un elemento de volumen dV del espacio de fases es interpretada como el
número de sistemas modelo idénticos que hay dentro del intervalo. Cualquier magnitud U(t)
es entonces una variable estocástica, cuyo valor medio sobre la función densidad de proba-
bilidad, función de distribución, representará una magnitud macroscópicamente observable
del sistema.
El concurso del tratamiento estocástico en los fenómenos abordados habitualmente en
Mecánica Estadística justifica la diserción que, en el primer capítulo de este trabajo, se
presenta de modo breve con el fin de establecer la conexión entre las ecuaciones diferenciales
estocásticas y las ecuaciones en la función de distribución, en especial la Ecuación de Fokker-
Planck, cuya resolución numérica es el objeto último de este estudio.
La descripción completa de un sistema macroscópico habría de llevarse a cabo medi-
ante la resolución de las ecuaciones en las N variables microscópicas características, {qi(t),
qN(t)} = {q(t)}, en las que el comportamiento determinista se ve completado me-
diante el concurso de una fuerza de carácter estocástico que sintetiza en si misma el efecto
de las fluctuaciones, El conjunto de ecuaciones diferenciales estocásticas en cada variable
microscópica qj queda prescrito con el conocimiento de la fuerza fluctuante por unidad de
masa rQ), denominada fuerza de Langevin. Dichas ecuaciones presentan la forma
dq¿
— E q¿(t) a1(q,t) + dq(q,t)fftt) (1.1)dt
(suma sobre indices repetidos) tamubien denominadas ecuaciones no lineales de Langeuire. si
ljj (1) se ajiista a una distribución gaussiana con correlación tipo 6 [5] caracterizada como
rui~lo blanco gaussiano. En otras palabras, cada r1 es una variable aleatoria gaussiana de
media temporal nula, con función de correlación proporcional a la función 6 de Dirac, según
r<Q) > = o, < r1(t)i’5(t’) > = 2 6~ 6(1—1’),
El término d¿1 (q, 1) se conoce como ruido multiplicativo — sí no es constante — y se ha-
lla directamente relacionado con las fluctuaciones en torno a la trayectoria determinista.
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Sin embargo (1.1) no es la única y más generalizada forma de ecuación estocástica; existen
representaciones en las que se cuenta con términos de ruido no blanco sin correlación tipo 6
que suelen denominarse en la literatura como ecuaciones generalizadas de Langevin, véase,
por ejemplo, la reciente referencia [7] y las citas aquí contenidas.
Las ecuaciones diferenciales estocásticas describen la evolución temporal de las variables
estocásticas {qQ)}. Sin embargo se tiende generalmente a describir la evolución de la función
densidad de probabilidad, o función de distribución f(q, t), de la que se desprende el número
de partículas de la colectividad contenidas en un cierto volumen dV. Interesa por tanto
determinar la ecuación de evolución temporal para la distribución f(q, t). Partiendo de la
ecuación no lineal de Langevin puede obtenerse de forma unívoca la mencionada ecuación
de evolución, conocida como Ecuación de Fokker-Planck, cuya expresión general es
8! _ ~9—[Di(~,t) 8 j(q, t)1 f(q, t L f( 1 (12)
£,~ ~ j = ¡u’ q,
donde ~ representa al operador de la ecuación de Fokker-Planck
a + 82
Lpp — ~—D~(q,t)
8q~8q•Dij(q,t). (1.3)
~ y Dii son los coeficientes de convección o deriva y difusión respectivamente, obtenidos
en el desarrollo en momentos de Kramers-Moyal [~1
= D<
1> — hm 1 —q•(tfl) .—.,~,,...,.¿,
— —([q<(t-j-r)r-.O r (1.4)
y
= = hm ~!~<[q¿(t+ i-) — q~(t)][q
1(t + r) — q~(t)]> (1.5)
siendo nulos los momentos de orden superior al segundo, es decir DCX> — 0 si K > 3.
Los promedios ( fl~[q<(t + r) — q¿(t)] ) se calculan sobre la probabilidad de transición P
P(q, t—1-r¡q’, t) o probabilidad condicional para la probabilidad de que la variable aleatoria
q(t) pase de tomar el valor q’, en el instante 1, al valor qQ + r) = q en el instante 1 + r,
esto es
< fJ[q~Q + i-) — q~Q)] > = ¡ II<~’ — q~) P(q, t + r¡q’, 1) dNq
Dado que la probabilidad de transición P es un caso especial de densidad de probabilidad,
con la condición inicial .P(q, t¡q’, 1) = 6(q—q’), esta función habrá de satisfacer (1.2) cuando
f(q, 1) es sustituida por P(q, t¡q’, 1’).
La relación entre las funciones a~ y d1~ del sistema de ecuaciones diferenciales estocásticas
<1.1) y los correspondientes coeficientes de la ecuación evolución para f(q, 1) se establece de
forma unívoca según{ D1(q,t) = a~(q,t) + dk¡(q,t) OdjJ}q,t)/8q~
D,1(q,t) = d~k(q,t) dJk(q,t), (1,6)
= 0, si K>3
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en sentido de Stratonovich fis]. La presencia de las funciones d~1 dependientes de las variables
{q} añade a los coeficientes de convección deterministas a¿ el término espúreo dkJ8d~J/8qkelío muestra cómo la existencia de las fluctuaciones afecta no sólo a los fenómenos difu-
sivos, sino que también condiciona los efectos de deriva, Las ecuaciones de Langevin, sin
embargo, no quedan establecidas unívocamente con el conocimiento de los coeficientes de
la ecuación diferencial de Fokker-Planck, si N ~ 2, a menos que se impongan condiciones
adicionales sobre los mismos. Resulta evidente que la descripción del sistema en las variables
microscópicas es improcedente si, como es habitual en Física Estadística, sólo se dispone de
la ecuación de evolución para la distribución en la forma (1.2). No obstante, es interesante
notar a partir de las ecuaciones de Langevin, que toda ecuación de Fokker-Planck mues-
tra el efecto de las fluctuaciones en las variables macroscópicas en torno a la trayectoria
determinista regida por los coeficientes de convección. Este hecho contribuye a un mejor
entendimiento de las expresiones que a lo largo de la exposición se muestran para aproximar
la probabilidad de transición a cortos intervalos temporales de evolución, lo que justifica la
referencia a las ecuaciones estocásticas en esta seccion.
Así pues, en lugar de describir el sistema mediante el conjunto de ecuaciones de Langevin
lío lineales para la evolución microscópica, es habitual recurrir a la representación macroscópica
contenida explícitamente en la ecuación de movimiento para f(q,t) en (1.2) sobre el conjunto
<le variables macroscópicas q que fluctúan de modo estocástico. El tratamiento puramente
determinista viene prescrito por la ecuación de Fokker-Planck en la que se consideren nu-
los los elementos del tensor de difusión: el sistema de ecuaciones diferenciales para las N
macrovariables sc reduce entonces a las relaciones 4~ = D~(q, t), es decir, si se prescinde del
efecto de las fluctuaciones, el sistema queda descrito únicamente con el conocimiento de los
elementos del vector de conveccion.
La Ecuación de Fokker-Planck reprensenta, por tanto, la ley de evolución para la función
de distribución de las variables macroscópicas, asociada a la ecuación diferencial estocástica
(1.1) para las variables microscópicas. El objeto este trabajo es proponer un método de inte-
graciólí numérica para las ecuaciones de la Física Estadística análogas a (1.2). En particular,
la investigación se contra en el estudio sobre la Ecuación de Fokker-Planck que surge en la
Física del Plasma, en la que los coeficientes de difusión y deriva son funciones integrales de
la propia distribución f, de ahí la denominación ecuación integral, o ecuación no lineal, de
Fokker-Planck que a menudo se utiliza en la exposición. A pesar del carácter no markoviano
dc los procesos representados por la ecuación integral, así como del desconocimiento del
conjunto de ecuaciones generalizadas de Langevin para la descripción de dichos sistemas, el
paralelismo con los procesos de Markov y los métodos de resolución para ecuaciones ordi-
narias de Fokker-Planck se ha trazado de tal modo que ha sido posible perfilar un robusto
esquema explicito de integración numérica apto para toda ecuación formalmente identifica-
ble con (1.2). 1111 método propuesto se inspira fundamentalmente en consideraciones teóricas
acerca <le las ecuaciones de evolución en forma integral para la función de distribución de
fenómeííos ligados a procesos de naturaleza probabilística; las relaciones (1.8) pueden servir
como base para la construcción de ini propagador a tiempos cortos Pr válido pata imple-
mentar fi.
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1,1.1 Ecuación Integral de Eokker-Planck.
Partiendo de la ecuación fundamental de la Mecánica Estadística, o Ecuación de Liouville,
es posible derivar una gama de ecuaciones cinéticas atendiendo a las posibles simplifica-
ciones y aproximaciones que puedan considerarse en cada proceso particular. De este modo
surge la ecuación de Fokker-Planck en la Física Estadística como una ecuación de evolución
integro-diferencial para la función de distribución, al igual que la ecuación de l3oltzmanii.
Resulta habitual deducir la ecuación cinética de Fokker-Planck a partir de la ecuación de
Eoltzmann, desarrollando ésta en momentos para los incrementos de la velocidad y truncado
el desarrollo en el segundo término. Un tratamiento exhaustivo de los problemas implícitos
en la derivación de la ecuación integral de Fokker-Planck no es materia de estudio en esta
tesis, cuyo objetivo, como se ha indicado, es la construcción de nuevos métodos numéricos
de resolución para la misma. Sólo se reseñan aquí las propiedades físicas esenciales que
caracterizan dicha ecuación, a las que se atiende especialmente a lo largo del trabajo, cii
tanto que éstas contribuyen a caracterizar aquellas soluciones físicamente consistentes con el
problema. El lector puede remitirse a las referencias [2]y [8]en las que se discuten aspectos
de las ecuaciones citadas anteriormente.
La ecuación cinética de Fokker-Planck se presenta formalmente según (1.2), donde cl
vector de convección y eí tensor de difusión son funciones integrales de la propia función
de distribución en el espacio de posiciones y velocidades, el término colisional de ésta sc
reduce al término colisional de Landau, que puede representarse como la divergencia <le una
corriente 3. Siguiendo el formalismo de partículas testigo tipo a afectadas por colisiones
binarias en un medio de partículas tipo ¡3, bajo la perspectiva de una interacción puramente
coulombiana, en un plasma totalmente ionizado compuesto por las dos especies a y fi,
Trubnilcov deriva la ecuación cinética de la Física del Plasma, que para la distribíícióíí <leí
componente a normalizada a la densidad espacial de partículas se expresa según
8f~ Bf, F~ 8fa
+ vi— - —~
8x~ m fu1
(1.7)
~[D~(la,lii) — ~Dg(f01l~)] Ja~v,,rJ— 8J~v1
donde E representa una fuerza derivada de un potencial medio de interacción U(rlf) respon-
sable de los procesos colectivos cuando las escalas temporales de los mismos son del orden cíe
las escalas temporales que gobiernan los procesos de colisiones binarias, El sumando donde
se incluye F suele denominarse habitualmente como término de campo medio . La notación
D(f~, fg) alude a la dependencia en la propia función de distribución de los llamados coe-
ficientes difusivos, siguiendo la denominación de Spitzer [9], relacionados directamente con
los incrementos colisionales medios de la velocidad <Av1 >a/P — y <¿s.v¡ Av>~/¡~ — 2
como
‘3
Dg = DE””’ +
=
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que suelen expresarse en términos de los Potenciales de Rosenbluth, [lo],
‘kp= -j~JIv--v’JMv’,t)dv’ —iJ~’~1f4v’>Odv (1.8)
con arreglo a las relaciones
— Ov<8v5 —
y
= m0 — m 8D”’
0 (1.10)
Dv
1 mA Dv>,
donde L”/A es un parámetro dependiente del Logaritmo de Coulomb A”’~
1 según L<’~~~ =
A”~’3 (4re
0ep/m0)
2 en unidades c.g.s. —e y iv, simbolizan la carga y la masa de cada especie
A la vista de las relaciones <1.9) y (1.10) es posible inferir las tasas de variación de
momento y energía por unidad de tiempo transferidas por cada partícula de la especie a de
la colectividad, debidas a la interacción con el medio de partículas ¡3
dp
0
= m,,<Av>”’~ = —tn~
<1.11)
de0 — m0 d = in0(D~L
0 +
2clt
veriflcándose las leyes de conservación para el momento y la energía totales
dt 7fr(Pa+PA) jPafad~t+jPiifidV
(1.12)
dE ~yfra+C~) f¿afadV+f¿ssfAdVZ’z O
en ausencia de fuerzas exteriores, En particular> para un plasma de Ufl Eolo componente
el operador L
9>~ correspondiente a la ecuación (1.7) induce a la conservación del número
de partículas, momento lineal y la energía del sistema. Por otra parte, la ecuación integral
de Fokker-Planclc verifica las condiciones del Teorema 11 de floltzmann, por lo que presenta
como solución estacionaria la correspondiente al equilibrio maxwelliano, lo que la califica
como una ecuación irreversible no lineal. La. evolución del sistema ha de ser consistente
con el aumento continuo de la entropía hasta alcanzar la distribución rnaxwelliana que
maximiza dicha función y anula la corriente 3 en el equilibrio. En los capítulos finales se
analizan las soluciones de (1.7) en condiciones de homogeneidad espacial y en ausencia del
término de campo medio, asumiendo pues, que la escala temporal de los procesos colectivos
es mucho menor que la que dirige los procesos colisionales binarios. Bajo estas condiciones,
el método numérico integral ha de dar respuesta a las propiedades conservativas implícitas
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en el operador colisional, así como mostrar una evolución temporal acorde con el principio
de crecimiento de la entropía y la tendencia hacia la solución única en el equilibrio.
Es interesante notar que los coeficientes difusivos de la ecuación cinética de la Física
del Plasma evolucionan lentamente en eí tiempo, bajo ciertas condiciones, por lo que en
las proximidades del equilibrio maxwelliano dichos coeficientes pueden sustituirse por los
correspondientes a la solución estacionaria de equilibrio, lo que transforma a (1.7) en una
ecuación lineal u ordinaria de Eokker-Planck, en la que fi1 y ~ son funciones conocidas de
y. El proceso responde a una linealización en la que el sistema fisico original es entendido de
forma radicalmente distinta a la implícita en la ecuación original. En este caso, se supone que
durante la evolución del sistema las partículas de la colectividad no interactúan entre ellas
haciéndolo, en cambio, con un fondo de partículas en estado de equilibrio termodinárnico. La
ecuación lineal en derivadas parciales, parabólica de segundo orden encaja así en el modelo
de ecuaciones de Pokker-Plajuck que representan procesos estocásticos de Markov. La elimi-
nación del carácter no lineal desvirtúa notablemente el sentido físico del operador colisional
de Landan. No obstante, este tratamiento propicia el estudio de la ecuación integral en el
marco de la aproximación mediante esquemas numéricos integrales trazado en esta tesis.
Por esta razón se han analizado algunos problemas relativos a las ecuaciones lineales para
extender el método a procesos en los que los coeficientes difusivos dependen directamente
de la propia densidad de probabilidad. Los excelentes resultados para problemas no lineales
(capítulo tercero) con soluciones analíticas conocidas son parejos a los encontrados para las
ecuaciones lineales en los que fi1 y D11 dependen de una forma conocida de las variables q y
del tiempo. El esquema numérico integral es totalmente explícito: la dependencia funcional
de los coeficientes es en último extremo una dependencia en las variables independientes,
formalmente conocida en cada iteración , lo que induce a la aceptación del nuevo esquema
numérico como apto para representar soluciones de las ecuaciones no lineales.
1.2 Métodos de solución.
La ecuación de Fokker-Planck relativa a los procesos estocásticos de Markov se ha venido
configurando en los ultimos años como una poderosa herramienta para la descripción de
fenómenos caracterizados por cambios cualitativos macroscópicos de ciertos sistemas físicos.
Bajo esta perspectiva se han trazado numerosos métodos de resolución para la descripción
de tales sistemas en los estados transitorio y estacionario. Dado que el procedimiento de-
sarroliado en este trabajo (capítulo 2) para determinar una probababilidad de transición a
tiempos cortos apta para implementar f en la ecuación no lineal, se reduce a la resolución
de una ecuación ordinaria de Fol<lcer-Planck, se ha estimado conveniente referenciar aquí
algunos de los métodos utilizados para hallar tales soluciones
La posibilidad de encontrar soluciones analíticas se reduce a casos de especial simplicidad
en la dependencia funcional de los coeficientes D1 y D1~. En ocasiones, si estos coeficientes
son independientes del tiempo, es posible derivar la solución estacionaria que, para el caso
tTambidn si sc tornan 5ndependientes del tiempo cuando éste tiende a infiniLo.
1.2. Métodos de solución
de una variable en condiciones de corriente nula sobre las fronteras, se suele escribir como
Dq(u
)
ch,fe,t(q) = N exp[—~(q)j con ~(q) = lnDqq(q) — Dqq(u)
donde ~b(q)recibe el nombre de potencial de la ecinción de Fokker-P¡anck~ IV es la constante
de normalización. La extensión a más de una variable es especialmente simple cuando se
verifican las condiciones de balance detallado relativas a los coeficientes difusivos [5], [6] ; la
solución estacionaria, y por tanto «{q}), se obtienen a través de una integral de linea. Son
numerosos los problemas en los que se puede calcular la solución analítica estacionaria para
cualesquiera condiciones sobre la corriente]. Una interesante síntesis de los procedimientos a
seguir para tal fin puede encontrarse en la referencia [6] en la que el autor expone una amplia
gama de las condiciones de frontera más representativas tajo las que es habitual resolver
la ecuación diferencial. En condiciones de corriente nula sobre los puntos (o superficies,
para más de una dimensión) donde los coeficientes difusivos presentan singularidades, la
existencia del potencial ~ favorece la reducción de la ecuación original a una ecuación tipo
Schr6dinger. Las condiciones de corriente nula y el conocimiento del potencial ~ permiten
inferir la solución para la probabilidad de transición P(q,t[q’, L’) como un desarrollo en
autofunciones y autovalores {p«q)} del operador Lpp(q), Cuando 1’ se factorixa en la
forma 1’ = p(q) exp(—Xt), la ecuación satisfecha por p se reduce a Lppp = —>p. Una vez
determinadas la autofunciones y los autovalores sujetos a las condicioens de contorno del
problema y a la condición inicial P(q,tlq’,I) = 6(q — q’), 1’ se determina por la solución
formal
P(q, tlq t’) — e(¿¿’>LFP6(q — q’)
para dar la expresión del propagador
P(q,t¡q’,t’) = e«~’) >3 (q) ph(q’) eA(¿~L’) ,~ =t>
2
siendo la densidad de probabilidad f(q, 1)
f(q,t) = Jq f(q,t’) P(q,i~q’,t’) cIN q ,t =t’ ~0,
como se desprende de la definición de P. La ecuación (115) es equivalente a la ecuación
diferencial de Fokker-P]anck para describir el movimiento de f y se conoce babitua]mente
como ecuación integral de evolución.
Para ecuaciones no lineales de Foklcer-Planclc, o más generalmente, para ecuaciones dife-
renciales de naturaleza estocástica en las macrovariables del sistema, la ecuación integral de
evolución sirve como base para avanzar f en el tiempo, si se conoce la expresión apropiada
del propagador P, Tal propagador se entiende como una función de Green sin el significado
particular de probabilidad de transición. Este esquema de avance vertebra los procedimien-
tos de integración numérica que se describen en los capítulos siguientes. La forma especial
del operador LFP permite inferir .P(q, t + ‘rjq,1) = Pr para r —4 0. Ya que P1 satisface la
relación formal
Pr [1+ r L~p + O(r
2fl6(q— q’) ~.‘ ~ Lrr 6,
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si la función 6 se escribe en la representación de Fourier ([5], [6) ) Pr adquiere, para el caso
de una variable, la expresión
— DhPtNl2l— 1 [q 4Dq
9(q
’
4rDqq(q’, 1) exp ,t)r)j
que corresponde a una distribución gaussiana de media q = q’ + l3~r y desviación a
2 pro-
porcional a ~ Resulta evidente q e par cortos intervalos de evolución, r = t — t
> 0, el proceso descrito por una ecuación del tipo Fokker-Planck puede entenderse como un
proceso en el que las variables estocásticas fluctúan en torno a la trayectoria determinista
q = q~ + rD,, siguiendo un modelo difusivo, cuyo alcance se cornputa aproximadamente con
Dqq(q~,t) si r es reducido. Las mismas conclusiones se extraen al resolver el conjunto de
ecuaciones estocásticas (1.1) pata r —. 0. La distribución f experimenta las consecuencias
de una deriva de valor rD
9(q’,t) y de un proceso difusivo simultáneo regido por la desvia-
ción proporcional a fi,,9. A pesar de que la expresión de ~r no es única, como se verá en el
siguiente capítulo, es válida para representar eí proceso de evolución sufrido por 1 durante
un intervalo temporal i- pequeño. Este hecho sirve como base para dar una solución a la
ecuación original aplicando la ecuación integral de evolución para f(q, t,,-i- r) iterativameute.
Para ello, el intervalo (0, t) se divide en M subintervalos de anchura r = t/M, por lo que
f(q,t) = ~ f(qo,0). (1.17)
La expresión analítica de ¡ se obtendría de (1.17), tras proceder al limite 211 —. oo y r —‘ O
con Mr = t. Tal solución se conoce suficientemente en la literatura (Patli Integral Solution)
pero los casos en los que resulta aplicable son escasos y el modo de resolver la integración
no es claro para problemas en más de una variable, fijadas las condiciones de contorno
específicas. No obstante, el esquema de avance integral puede resultar tan válido como un
esquema de avance en diferencias para implementar f numéricamente, si se conoce la forma
de Pr adecuada a cada problema. Bajo este enfoque se ha desarrollado esta tesis: eí
esquema integral de evolución se traduce en una herramienta básica para el avance temporal
de ía función de distribución, como lo es cualquier representación en diferencias del problema
continuo.
La ecuación integral de avance temporal para la distribución f se presenta como una
alternativa eficiente a los esquemas de integración numérica basados en diferencias o el-
ementos finitos. El problema de evaluar el propagador .P,. se ha solventado mediante el
procedimiento de reducción de la ecuación formal (1.16) a una ecuación ordinaria de Fokker-
Planck cuya solución sea conocida o pueda deterrninarse por los métodos desarrollados en
la literatura al efecto. En particular, se ha tendido a representar la función 6 de ]3irac como
un desarrollo en autofunciones que cumplan las condiciones del problema original, lo que
favorece la representación de
Tr en la forma de (1.14). Ono de los objetivos básicos de
este trabajo y de las investigaciones realizadas por nuestro grupo, se centra en la elección
de propagadores ~r que satisfagan ciertas propiedades encaminadas a optimizar cualquier
proceso de integración numérica y que resulten aptos para un esquema de avance temporal
con un valor finito de r. Especial interés reviste, bajo la perspectiva anunciada, el método
de resolución analítico basado en el cambio de variables. Cuando la dependencia funcional
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de los coeficientes difusivos así lo exija es posible construir una ecuación auxiliar de Fokker-
Planck cuyo propagador será apto para el problema en cuestión si r es pequeño. Partiendo
de una ecuación sencilla con solución analítica conocida, el procedimiento del cambio de
variables ofrece una nueva ecuación de Eoldcer-Planck en la que la dependencia funcional
dc los coeficientes difusivos en las nuevas variables puede ser útil para evaluar Ja expresión
de un propagador apto para la ecuación cuya solución se pretende aproximar sobre cortos
intervalos de evolución. Tal procedimiento es habitual en eí trazado de ecuaciones con solu-
ciones conocidas para la verificación de otros métodos de integración. Como ejemplo basta
contemplar el desarrollo efectuado por los autores de la referencia [11] en la que se ofrece
Lada una gama de ecuaciones de Fokker-Planck ordinarias obtenidas por cambios de variable
en un proceso con matriz de difusión constante y vector de convección lineal en {q} (proceso
de Ornstein.-Uhlenbeck). Si en lugar de las N variables {q} se utilizan las N nuevas variables
{p}, dadas por las relaciones
la nueva distribución f(p, 1) = 1* se expresa en función de f(q, 1) como = .1 fi, donde 1
representa cíjacobiano de la transformación 1 = ¡Jet {6q~ / 8p¡} ¶. La función f* satisface
así la ecuación (1.2) en las variables {p)-, con los coeficientes D y Dfl dados por
8Pk 82 ,
= — +—D~+-----~---D” y 14= rk 1
la natación (‘),, indica que la derivación en el paréntesis se efectúa manteniendo las antiguas
variables constantes.
El método de resolución basado en el formalismo de propagadores o funciones de Oreen
ha sido ya utilizado por otros autores en un desarrollo paralelo al efectuado por nuestro grupo
([12], (14], (15]... ) en los últimos años. Merecen reseñarse los recientes trabajos de W. Nt U.
1-Iitchon ([17] , [18] y [19))sobre esquemas de integración numéricos acelerados para ecuacio-
nes de Eoltzmann o ecuaciones generales (Master Equations) de naturaleza probabilistica,
inspirados en la construcción de propagadores mediante argumentos físicos tomados del sig-
nificado propio de la ecuación en forma diferencial. En las referencias citadas se comternpla
el interés que recientemente ha suscitado la aplicación de tales modelos numéricos en di-
versos campos de la Física. Sin embargo, todas las aproximaciones num&icas que se han
desarrollado bajo esta perspectiva están referidas a las ecuaciones que se han venido denom-
inando lineales, representativas de procesos de Markov. La trayectoria seguida en nuestras
investigaciones se ha dirigido hacia la forma de extender el formalismo de los propagadores
a ecuaciones no lineales, en particular para la ecuación integral de Fokker-Planck (1.7) con
más de una magnitud conservada. Estas ecuaciones proceden de ecuaciones generalizadas
de Langevin no lineales en las que, probablemente, se cuenten con procesos inducidos de
memoria 2 en la representación estocástica de las microvariables. En general, no se conocen
las ecuaciones diferenciales estocásticas de las que se desprenden las ecuaciones no lineales
en la densidad de probabilidad. Tal extensión tiene como origen la aplicación del método
a problemas lineales con coeficientes difusivos dependientes del tiempo, para desembocar
2véasc por ejemplo la referencia <l3j que sc cita en el tercer capftulo
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definitivamente en eí tratamiento de ecuaciones con coeficientes dependientes de la propia
distribución. Las aplicaciones mostradas en el tercer capítulo del trabajo muestran cómo
la generalización del método numérico integral resulta igualmente satisfactorio para la res-
olución de problemas no lineales.
La exposición anterior ha centrado eí tema en los procedimientos numéricos para la
búsqueda de soluciones a la ecuación de Fokker-Planclc no lineal. Es obvio que los métodos
basados en diferencias finitas han sido estudiados suficientemente en la literatura, sin em-
bargo, son numerosos los problemas que la aplicación de tales métodos induce para la ob-
tención de soluciones con verdadero sentido fisico. La dificutad de mantener mas de una can-
tidad conservada (norma, momento lineal y energía del sistema) ea la ecuación discretizada,
ocasiona la descripción incorrecta del estado estacionario y probablemente, del régimen tran-
sitorio. La dificultad parece solventarse mediante la construcción de esquemas explícitos que
imponen un paso temporal r excesivamente reducido, con el consiguiente alargamiento del
tiempo de computación. Incluso para estos métodos la no violación del crecimiento de la
entropía, S oz — f fía fd%, resulta imposible si no se fija adecuadamente r. No obstante,
se han desarrollado esquemas explícitos conservativos que ofrecen una evolución fisicamente
aceptable de la entropía del sistema, por ejemplo eí propuesto en [21] en el año 1087, donde
la responsabilidad de las magnitudes conservadas se delega en los puntos extremos de la red;
la ecuación resuelta por eí autor coincide con la ecuación integral de la Física del Plasrna
para un plasma isotrópico (cuarto capítulo). Es interesante la referencia de los autores a
esquemas numéricos no conservativos en los que el no crecimiento de la entropía incurre en
soluciones de equilibrio diferentes a las del equilibrio maxwelliano. Un amplio repaso de los
esquemas desarroliados hasta 1992 se expone en el extenso artículo [22] donde, además se
ofrecen propuestas para mejorar los procedimientos numéricos en diferencias para ecuaciones
de difusión en la Teoría Cinética de gases.
La rigurosa elección del reducido paso temporal en los esquemas en diferencias explícitos
que pretenden conservar dos cantidades físicas, no sólo se traduce en un mayor tiempo de
computación sino que, además, como muestran los autores de la reciente referencia [23], el
carácter no lineal de la ecuación integral puede incurrir en soluciones numéricas espúreas para
el estado estacionario tras gran número de iteraciones. En este artículo se ofrecen ejemplos
simples de ecuaciones difusivas no lineales, resueltas por los procedimientos habituales en
diferencias, incluso para esquemas implícitos, con soluciones analíticas conocidas para los
que se obtienen soluciones erróneas que, sin embargo, resultan estables numéricamente.
Los esquemas implícitos ofrecen la ventajade permitir un paso temporal mayor y reducir
el tiempo de computación, mas la imposibilidad práctica de encauzar el esquema hacia la
conservación de al menos dos cantidades físicas es patente, debido al proceso de inversión
matricial necesario para implernentar la distribución. Es interesante el artículo [24] apare-
cido en el momento de redactar estas líneas, en el que el autor desarrolla un esquema en
diferencias implícito y conservartivo para la ecuación integral en simetría esférica (tratada en
el capítulo 4), Sin embargo, la conservación de la energía se consigue mediante linealizazión
del operador colisional, tras forzar la positividad de f mediante un habitual esquema de
Chang-Cooper, que desplaza, mediante pesos estadísticos apropiados, eí valor de f~ sobre
cada intervalo espacial discreto no uniforme Auj. El resultado es un esquema complicado,
sin claro significado físico y sin eludir la linealización del operador LFP
A las dificultades presentadas en párrafos anteriores, vienen a sumarse las derivadas de la
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aplicación de esquemas en diferencias a problemas de más de una dimensión, para los cuales
el ejercicio de la inversión matricial obliga al uso de aproximaciones basadas en el método
de las direcciones alternadas, que pueden ocasionar una pérdida de información sobre las
características del sistema y la consiguiente devaluación de las ya deficientes propiedades
conservativas del operador discretizado.
Respecto a métodos en elementos finitos cabe señalar, citando a Charles E. 1?. Karney
([251, [261y [27] 3), que la aportación de los mismos es equiparable a la concedida por los
métodos en diferencias para la ecuación integral de Eokker-Planck, no proporcionando una
mejora sustancial a los problemas suscitados por los métodos habituales,
Por su parte, las soluciones analíticas dadas en la literatura para resolver las ecuaciones
cinéticas y calcular los coeficientes de transporte, tales como los tratamientos de H]lbert
[28], de Enskong y Chapman [29] y Braginskii [30], se inspiran en desarrollos perturbativos
y linealizaciones del operador colisional que distorsionan la propia naturaleza alineal del pro-
blema. En todos estos los métodos analíticos, el recurso de la computación se presenta, en la
práctica, como ineludible para el cálculo, salvo en los órdenes más bajos de la aproximacion.
Ante esta necesidad, parece razonable proponer nuevos esquemas numéricos para resolver
problemas no lineales, sin recurrir a aproximaciones innecesarias que pueden no represen-
tar fielmente un sistema físico como el descrito por la ecuación integral de li’okker-Planck.
De hecho, actualmente se aprecia la tendencia a eliminar los métodos de cálculo analíticos
en favor de la construcción de esquemas numéricos efectivos, como lo reflejan las referen-
cias citadas anteriormente. Ante esta paronitmica se ha desarrollado el esquema numérico
integral objeto de este trabajo, cuyos fundamentos básicos se presentan a continuación.
1.3 Objetivos.
Es evidente, en virtud de lo expuesto, que el objetivo básico de esta tesis es el configurar
nuevos esquemas de integración numérica para ecuaciones de Fokker-Planck no lineales en
los que se desechen por completo todo tipo de linealizaciones y aproximaciones previas-
Así se fundamentarán las bases para la aplicabilidad del método integral a situaciones con
verdadero significado físico, cuyo alcance escapa de las pretensiones de este trabajo, tales
como el cálculo de coeficientes de transporte en plasmas termonucleares con más de un
componente.
El método ha de dar respuesta a los problemas planteados por la aplicación de los métodos
numéricos habituales, como la conservación de más de una magnitud física. Con esta final-
idad se ha desarrollado eí procedimiento de integración numérica basado en la ecuación
integral de evolución, dotada de un claro significado físico propiciado por el formalismo de
propagadores o probabilidades de transición. Las primeras investigaciones consumadas por
nuestro grupo se sintetizan y mejoran en este trabajo.
Dos son los objetivos intermedios trazados para la expresión matemática definitiva del
método integral: en primer lugar es preciso aportar un modelo eficiente para la obtención
de propagadores a tiempos cortos que aproximen fielmente al propagador verdadero cuya
expresión de desconoce; en segundo lugar, es necesario extender el tratamiento numérico
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para ecuaciones ordinarias de Fokker-Planck a las llamadas ecuaciones no lineales, forma-
mente análogas a las primeras, en las que los coeficientes difusivos dependen de la propia
función de distribución. El primer objetivo se ve cumplido de forma satisfactoria mediante
el procedimiento de derivar la probabilidad de transición Pr recurriendo a un problema
auxiliar de ecuación de Fokker-Planck con las mismas condiciones de contorno implicítas en
el problema original La flexibilidad del cálculo permite establecer correcciones tendentes
a respetar la constancia de ciertas magnitudes conservadas. Este método se da en el se-
gundo capítulo del trabajo y se aplica de modo satisfactorio en el capítulo siguiente. La
extensión a ecuaciones integro-diferenciales, o no lineales de Foklcer-Planck en general, se
aborda definitivamente entendiendo que el carácter explícito del método numérico concede
numéricamente el conocimiento formal de los coeficientes difusivos, a efectos prácticos, de-
pendientes en último extremo de las variables espaciales y del tiempo. El tercer capitulo
ilustra el procedimiento a seguir para casos generales y sienta los precedentes fundamentales
para las aplicaciones posteriores. Por razones pedagógicas el método se presenta a través de
aplicaciones simples, que van desde procesos con difusión constante a casos no lineales en
los que es posible comparar las soluciones numéricas con las analíticas. Las pautas generales
para la operatividad del método se extraen consecuentemente de estas aplicaciones.
La aplicación a la ecuación integral de Fokker-Planck para plasmas de un solo compo-
nente en condiciones de isotropía total (cuarto capítulo), y en coordenadas cilíndricas en
el espacio de velocidades (quito capítulo), refrendan la validez del método para representar
de forma físicamente coherente el problema. Los propagadores derivados para ambos ca-
sos dan solución no sólo a la descripción del estado transitorio del sitema, conservando las
magnitudes físicas, sino que también son aptos para la descripción del estado estacionario
de equilibrio sin limitación en eí número de iteraciones. En ambos capítulos se consuman
de forma definitiva los objetivos propuestos en este trabajo y se constata la eficiencia del
modelo numérico, lo que deja abierta la posibilidad para realizar aplicaciones posteriores a
problemas con mayor interés físico.
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Capítulo 2
Fundamentos del Método
Integral Numérico.
En este capítulo se presentan los fundamentos esenciales del nuevo método computacional
propuesto en el trabajo para la resolución de las ecuaciones cinéticas de Fokker-Planck en
su sentido más genérico, establecido en el primer capítulo. El procedimiento puede ser gen-
eralizado, en principio, para cualquier ecuación de evolución temporal de la densidad de
probabilidad f(q, t). Sin embargo toda la exposición está referida principalmente a ecua-
ciones que presentan la evolución de fi en la forma de una ecuación tipo Fokker-Planck
(EFP). La descripción global de un sistema físico caracterizado localmente por eí conjunto
N-dimensional de variables estocásticas {q(t)} se lleva a cabo a través de la ecuación di-
ferencial rara la densidad de probabilidad, que en Física Estadística se interpreta como la
función de distribución f(q,fl. La base teórica que inspira el método se encuentra, por
tanto, en la interpretación de la naturaleza estocástica de los procesos descritos por la ecua-
ciones abordadas mediante la aplicación directa de algunos presupuestos básicos de la teoría
de procesos estocásticos.
El método propuesto ha de dar respuesta al problema de la evolución temporal de la
función de distribución f(q,I) ya que no sólo se pretende tratar el estado de equilibrio,
sino que interesa encontrar un procedimiento mediante el cual sea posible describir satis-
factoriamente, desde el punto de vista físico, la función de distribución en todo instante
1. Igualmente el método ha de ser totalmente satisfactorio para ilustrar la descripción de
los procesos estacionarios, con cl fin de vertebrar un potente algoritmo que permita, en el
futuro, investigar sobre las propiedades de los sistemas físicos tras alcanzar dicho estado,
En particular nuestro grupo se halla interesado en el cálculo de los coeficientes cinéticos de
transporte: la conductividad térmica, la resistividad y la viscosidad,
Los procedimientos para la resolución de ecuaciones tipo Fokker-Planck estudiados en la
literatura resultan, salvo excepciones para casos especialmente simples, intratables desde el
punto de vista analítico. La compleja dependencia funcional de los coeficientes de convección
y difusión en la EFP objeto de este estudio, conlleva la necesidad de recurrir a linealiza-
cones rara obtener soluciones semianaliticas, procesos que, inevitablemente, desvirtúan la
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propia naturaleza alineal de los procesos descritos por la ecuación de evolución. Por esta
razón, la aplicación del método desarrolado en este capítulo, requiere eí uso de cálculos
numéricos, acordes con la naturaleza de la aproximación analítica que contitnye su base
teórica, Así pues, en primer lugar se establecen las ecuaciones analíticas para la evolución
de fi; posteriormente se plantea el algoritmo numérico para la aplicación de las ecuaciones
anteriores.
Los procedimientos numéricos habituales, basados en aproximaciones en diferencias fini-
tas o elementos finitos, han sido suficientemente estudiados en la literatura. Sin embargo
estos métodos, a pesar de los resutados satisfactorios en los problemas de evolución, pre-
sentan el inconveniente de no dar respuesta clara a los procesos de conservación de las
magnitudes físicas involucradas en cl problema. Por esta razón el método integral propuesto
ha de mejorar, o resolver el problema de las magnitudes físicas conservativas, tanto en el
desarrollo de la evolución temporal como en el estado de equilibrio. En este sentido se pre-
tende contribuir a la mejora en el tratamiento de las magnitudes conservativas implícitas en
la ecuación cinética.
2.1 Fundamentos teóricos.
El nuevo método numérico propuesto en este trabajo, desarrollado ya en su primera fase
por otros componentes de nuestro grupo [II, [2~, se propone dar una solución numérica
para la Ecuación Integral de Fokker-Planck. En primer lugar, se pretende desarrollar un
algoritmo comnputacional para el que no sea necesario recurrir a linealizaciones, o cálculos
de naturaleza perturbativa, reiteradamente aplicados por otras técnicas que resuelven el
problema numérica o analíticamente.
La fundamentación última del método numérico integral se inspira en las considera-
clones generales, revisadas en el primer capitulo, para el avance temporal de la función de
distribución fi en la en la ecuación diferencial de Fokker-Planck.
El problema fundamental consiste en derivar la expresión para la densidad de probabili-
dad, que se notará por f(q, t), conocida la condición inicial fi(q, 0) = fo(q). Para cualquier
proceso de naturaleza estocástica sobre el conjunto de variables {q(t)} la función fi se en-
cuentra descrita por la ecuación de evolución
81 VI
= £f(q,t)
donde £ representa, de forma general, un operador integro-diferencial,
La relación entre f(q, t) y f(q, 0) define la existencia de un operador de evolución tem-
poral U¿p tal que, para t > t’ > O se satisface la relación formal
fi(q,t) = Ut,ofo(q) , t>0. (2.1)
El operador U11t. es en general un operador integral, lo que permite reescribir (2.1) como
fi(q,i) = Ut,u f(q,i’) = f f(q’,t’)II(q,I¡q’, t)dNq¡ (2.2)
donde la integral ha de extenderse sobre todo el dominio V de fi.
252.1. Fundamentos teóricos.
Las propiedades del núcleo integral fl se deprenden de aquéllas relativas a la familia de
operadores integrales {U±,~¿}: 1
hm U11’ = 1
lim U,-, = Ur,u
‘—‘U
donde 1 sirnboliza la matriz identidad. Las relaciones anteriores permiten inferir, atendiendo
a (2.2), las propiedades generales de los núcleos integrales fi. Así para t > 1” > i~ se tiene:
lim tI(q,t¡q’,t’) = 6(q — q’) (2.3>
t’—.1’
U(q, t¡q’,t’) = fl(q, t~r,i”)TI(q”, t”¡q’, ti)dNqti . (2.4>
Los operadores fl(q,t¡q’,t’) se denominan propagadores y, en general, no pueden ser
interpretados como probabilidades de transición, interpretación que sí puede aplicarse para
el caso particular rI(q,t¡q’, 0). Sin embargo, para procesos markovianos fl<q, t¡q’, ti) siem-
pre representa la probabilidad de transición o probabilidad condicional P(q,t¡q’, t’), lo que
permite dotar de significado físico a los operadores integrales definidos para casos generales.
El operador £ objeto de este trabajo, presenta le. forma de un operador de Fokker-Planclc
Lpp citado en la Introducción
£(q,t)= LFp(q, t)= .-
2--D’t)} (2.5)
——{A~(q,t) —8q~
donde la dependencia en q y t en los coeficientes ~~< y Dii puede desprenderse de una
relación integral con la propia función fi(q, t), como en el caso que de la ecuación integral
de Fokker-Planck en la Física del Plasma. Este hecho supone que el núcleo integral del los
operadores de avance temporal, U depende de la condición inicial en eí instante to = 0, lo que
se traduce en un marcado carácter no markoviano en la descripción local para las variables
estocásticas q(t) implícita en (2.1). De forma general, se supondrá que tal dependencia se
encuentra explicitada y que, por tanto, Át y D~
1 son funciones cualesquiera del tiempo y
de las variables {q}. Sin embargo es preciso señalar de nuevo que al menos formalmente,
ensten los propagadores II para cualquier proceso dado por (2.1) con el operador particular
Lp1’, con independencia de su carácter no markoviano.
La relación (2.2) aparece en la teoría de los procesos estocásticos para la probalidad
condicional P(q, tIq
1, ji) y se reconoce con eí nombre de Ecuación de Consistencia
fi(q, t) = f(qi,ji)p(q,j~qI>ti>dNqf (2.6)
que, en los procesos markovianos, es también válida para la probabilidad de transición P
segun
p(qj¡qij~) = J P(q, tjqii,jfl)p(qtI,tfi¡qi,ti)dNqS . (2.7)
tvéase por ejcmplo la referencia [31
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La ecuación (2,7) se conoce con el nombre de Ecuación Integra¡ de Chapman-Kolmogorov
para la probabilidad condicional. De (2.7) puede derivarse, bajo ciertas condiciones, la
ecuación diferencial correspondiente a la función P y, consecuentemente, para fi(q, 1). Gar-
diner ([4]) propone a este efecto una ecuación diferencial en la que, además de contenerse
los efectos de difusión y deriva, representados mediante un operador en la forma (2.5), se
incluye la posible existencia de procesos de transición o saltos, esto es, la posibilidad de
discontinuidades en las funciones q(t). Estos efectos se contabilizan a través de un oper-
ador integral cuyo núcleo depende de la probabilidad de transición por unidad de tiempo
W(q¡q’,t). Las condiciones bajo las cuales no aparece este segundo operador (W = 0) se
especifican claramente en esta referencia, y se citarán posteriormente como condiciones para
una apropiada definición del operador UH.,-,í en eí límite r —. 0.
En general como los procesos descritos por las ecuaciones de li’olcker~Planck que ocupan
este trabajo no presentan carácter markoviano, (2.7) no es válida y habrá de ser sustituida
por (2.4). Sin embargo, la relación de consistencia (2.6) sise mantiene válida para cualquier
proceso. Este hecho permite definir un generador infinitesimal de la familia de operadores
{U1,1.} determinado por la ecuación de evolución
8f
-y = Lppf(q,t) (2.8)
de tal modo que
fi(q,t±r) = j P(q,t+ rlqí,t)fi(qí,t)dNqt (2.9)
donde el propagador 11 = 1’ puede, en virtud de (2.6), interpretarse como una probabilidad
de transición o probabilidad condicional, para la evolución de la función de distribución fi,
desde la condición inicial f(q,to = 1) hasta f(q,i = ~o+ r), con -r > 0. Por esta razón, en
lo que resta de exposición, 1’ se denotará indistintamente con los nombres de propagador y
probabilidad de iranszcton.
131 formalismo de operadores integrales descrito en los párrafos precedentes, constituye
la fundamentación teórica del procedimiento de avance temporal para fio(q) propuesto en
este trabajo. Dado que la propiedad (2.3) es cierta para cualquier propagador II sea o
rio interpretado como probabilidad de transición> (2.9) y (2.8) definen conjuntamente la
ecuación, a primer orden en r = t —1’ satisfecha por P(q,t+ r¡q
1,i)
P(q,i+ r¡q’,t) = {1 + rLpp(q,t) + Q(r2)} 6(q — q’). (2.10)
La expresión anterior se interpreta a su vez como la aproximación a primer orden en r,
cuando ,- — 0, de la solución formal para la ecuación de Fokker-Planck con operador Lpp
de coeficientes difusivos dependientes del tiempo
P(q,i¡q’, 1’) = 6(q— q’) +
(2.11)
~ ¡[di
1... dinLFP(q,ii). . . L~p(q, tn)6(q — qi)
2.2. La función P,
denominada Serie de Dyson j5), que en el caso de independencia temporal del operador
con -r = 1 — t~, adquiere la forma
P(q,tjq’, <3 = ~ r Lrp(q) 6(q — ti’)
La probabilidad de transición Pr para cortos intervalos temporales r = t— 1’, ha de ser
coherente con el problema en estudio, esto es, la función Pr debe ser consistente con la
ecuación diferencial (2.8) a la cual representa en el límite r —, O. La evolución temporal de
fi(q, 1) quedará resuelta mediante la aplicación recursiva de (2.6). De (2.10) puedeobtenerse,
por los procedimientos que se muestran en secciones posteriores, la probabilidad de transición
a tiempos cortos 1’, que depende de los coeficientes A1 y D<5 evaluados en el instante t.
Así pues (2.6) proporciona un procedimiento explícito de avance temporal para la función
de distribución fi, válido hasta segundo orden de potencias en eí paso temporal r. Salvo en
casos especialmente simples, la integral implícita en (2.9) resulta irresoluble analíticamente,
por ello es necesario diseñar un procedimiento de integración numérica sobre el conjunto de
variables {q}, consistente con eí hecho de que 1’,- es una función con un máximo pronunciado
en q q’ para pequeños valores de r.
2.2 La función P,jq,q’ft).
La primera dificultad técnica radica, pues, en encontrar lo que se ha denominado probabi-
lidad de transición, a tiempos cortos P4q, q’It) = P(q,t + r[q,t) para cada problema en
particular. Son numerosos los procedimientos analíticos desarrollados en la literatura sobre
el cálculo del propagador infinitesimal P,- [6], [7], [8]. En le. referencia [8] puede encontrarse
un procedimiento general que dispensa toda una clase de probabilidades de transición equiv—
alcides, mediante el oso de transformadas de Fourier en las variables espaciales, cuando el
dominio de la función densidad de probabilidad se extiende a todo el espacio. El proced-
imiento habitualmente utilizado para determinar la expresión de ~r consiste en representar
la función ó(q — <3 por su transformada integral de Fourier y aplicar directamente (2.10).
Sin embargo la función 6 es, realmente, una función arbitraria, ya que ésta puede represen-
tarse a través de cualquier conjunto {Y(A, q)} de funciones ortogonales. No obstante, puede
demostrarse ([8]) que todas las funciones P,- aplicables a cada problema particular, consti-
tuyen los elementos de arz conjunto de probabilidades de transición equivalentes y que, por
tanto, conducen a la misma solución para la ecuación de Fokker-Planck en el limite r .— O.
La expresión más utilizada para 14
7 IIDíILi/2(4lrr)N/2 ~ D,7~(q¡ —
—
D~
5 =D¡5(q
1,t) .4~=Á¡(q’,t); i,j1,...,N;r> O
se obtiene por eí procedimiento referenciado en el párrafo anterior. Los coeficientes dedifusión y deriva se encuentran evaluados en las variables fuente qí en el instante ~ 13’ ~ji
son los elementos de la matriz inversa correspondientes a la matriz de difusión simétrica
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—supuesta definida positiva— y ¡¡D’¡¡ es su determinante, Para la resolución de (2.10) se ha
hecho uso de la propiedad a(q)&(q — q>) = G(q’)6(q — qi). Esta característica se encuentra
en estrecha relación con el significado físico de P. Dado que r es infinitesimal, la información
contenida en eí paquete inicial P<q, ~Iq’,’) = 6(q — qi) no sufre dispersión significativa: la
forma funcional de (2.13) se justifica entonces atendiendo a la representación de la función
6 como limite de la distribución maxwelliana (2.13) cuando r —. O, pudiéndose evaluar los
coeficientes de difusión y deriva sobre las variables fuente q’.
En (2.13) todas las derivadas sobre las funciones .4~ y 13<5 se hallan implícitas en la repre-
sentación de la función 6. La expresión (2.13) es diferente si se desarrollan las operaciones
contenidas en el operador Lpp. El argumento de la exponencial contiene las derivadas par-
dales correspondientes sobre A< (q, t) y »o (q, 6), que se evalúan en las variables de campo q
en lugar de qi —véase (2.18)—. Entre estos dos casos extremos, es posible desarrollar un con-
junto de funciones ~r en las que la dependencia funcional de los coeficientes de convección
y difusión se halle parcialmente implícita en la función 6 de Dirac, como propone Wissel en
el trabajo [8].
2.2.1 Propiedades de 1’,-.
La representación de la probabilidad de transición para un corto tiempo de evolución r, como
se ha indicado, no es única. En cualquier caso, tal representación 6 ha de ser coherente con
la naturaleza de cada problema particular, lo que presupone la adaptación de ésta a las
condiciones particulares de la ecuación tipo Folcker-Planck tratada. En particular, (2.13)
está definida sobre todo el espacio, por lo que no se halla normalizada en general, sobre la
región U prescrita por eí dominio V de la función f(q,t).
lEn consecuencia, en lo relativo a la correcta normalización de 14, la representación de
la función 6 para (2.10) habría de construirse sobre una base {$ (A, q)} de funciones ortog-
onales definidas sobre V. Este procedimiento permitirla, a su vez, generar la representación
fi coherente con las condiciones de frontera de cada problema particular (2.5). La elección
del conjunto {Y (A, q)} obviamente no resulta sencilla, máxime si se pretende que la serie
(o integral sobre los autovalores del espectro {A} ) conduzca a una expresión compacta y
tratable para 14.
Para agravar el problema de la normalización, esta condición no ha se ser la única
propiedad satisfecha por el propagador a tiempos cortos. Ya que, esencialmente, ~r debe
ser una aproximación del propagador vedadero P(q, 6 + r¡q, t>, cuya expresión se desconoce,
las propiedades generales de éste han de contenerse en ~r sobre el limite r —. 0, Estas
características se infieren directamente de las correspondientes propiedades de la ecuación
tipo Fokker-Planck representada por Lpp . Si tanto .4~ como se consideran funciones
explicitas en las variables q y t, las propiedades que ha de verificar ~r se fundamentan
en la consistencia con el problema que pretende representar. En otras palabras, este hecho
supone afirmar que cualquier derivación de la función 6 de Dirac, de la que se infiera 14
puede no conducir al problema particular descrito por L~p . Como contraejemplo, baste
señalar que
= = 2[2rD(q’, í)j3/2
w [q — q’ — .4(q’, t)r]2 + 2rD(q’, 6) ]2
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satisface (2.8) 2 para cierta ecuación unidimensional en] —~, ~[, sin embargo no reproduce
un problema tipo Fokker-Panck de coeficientes difusivos A(q, 6) y D(q, 6) pues, a pesar de
que de esta expresión se obtienen las funciones A(qí, 6) y D(q’, t) según el desarrollo de
Kramers-Moyal (1.4> y (1.5), los momentos de orden superior al segundo no estan definidos,
al ser divergentes las integrales f q> 171 dq para le > 3.
En consonancia con la ecuación de evolución integral (2.9), con relación a (2.8), la pro-
babilidad de transición a tiempos cortos, en cualquier caso, debe satisfacer las siguientes
propiedades analíticas:
1.- Su norma sobre el dominio D en sus variables ha de ser la unidad, esto es
JPr(q,qIIt)dNq = 1, (2.14)
2r en el límite r —. O ha de conducir al valor exacto de los momentos de primer y segundo
orden, siendo nulos los momentos de orden superior
= A (q’,t) = Hm
0’ qj — q1 P,-(q, qi¡j) d~q (2.15)
r
— lim ~‘ (ql — —¿1~(2) = = 1 qD(qs ~~D(n n~I4~A”n (2.16)2 r—.O
3.- y, obviamente, ha de satisfacer la condición inicial
Pao(q, ti’It) = A(ti — ti’).
La propiedad (2.14) habría de expresarse también en función del limite en r tendiendo a
cero, no obstante, en función del uso asignado a la probabilidad de transición a tiempos
cortos en este trabajo, es conveniente que 1?,. se encuentre normalizada a la unidad para
cualquier valor finito del paso temporal. Corno las integrales de (2.9) se han de procesar
numéricamente con r finito, no de modo analítico según (1.17), si .f(q,t> preserva constante
la norma en la evolución, con (2.14) se consigue preservar esta característica en cada it-
eracion. Numéricamente podría procederse a la renormalización de 1’,., sin embargo, como
se verá en el siguiente capitulo, la convergencia hacia la solución verdadera se ve notable-
mente alterada con este procedimiento. As< mismo sería también conveniente que (2.15) y
(2.16) se mantuviesen parar finito, especialmente se f preserva los momentos de primer y
segundo orden constantes.
A las propiedades anteriores puede afiadirse la condición de que 1’,- no genere la exis-
tencia de una probabilidad de transición por unidad de tiempo W(q¡q’, 1), ello supondría
adición a LFP de un operador integral con núcleo W f(qí , t) que contabilizaría los efectos
de discontinuidades en las variables estocásticas microscópicas {q(t)}, como se indicó ante-
riormente. Según Gardiner en [4],sise pretende que el operador £ coincida con Lp,’ hade
cumplirse que, para todo e > 0, exista el límite
P(q,i+ r¡q
1,t) _ W(qjti’,t)Hm — = 0 (2.17)
r—.O T
2y ademAs (2.4) con A y D constantes
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uniforme en q y ti~, con ¡ti — ti1¡ =E.
Puede comprobarse fácilmente que (2.13) satisface todas las condiciones anteriores si
cada componente qj de {q} se define sobre el intervalo ] — 00 , oo[. En gran número de
problemas físicos la representación maxwelliana de 1%- resulta adecuada para el proceso de
implementación de 1 descrito por (2.9). No obstante, son tambie’n numerosos los problemas
que exigen la resolución de (28) bajo condiciones de contorno específicas. Es deseable pues,
que la probabilidad de transición a tiempos cortos sea coherente con las condiciones de
frontera impuestas por el problema original. Resulta en extremo esencial para preservar el
conjunto de propiedades anteriores, que 14 esté normalizada en 13 si f(ti, 6) preserva su
norma constante en el tiempo, como se indicó en el párrafo anterior. Esta propiedad está
íntimamente relacionada con la reproducción de las condiciones de contorno específicas de
cada problema. En la sección siguiente se da un sencillo modelo de cálculo para E’,. que
resuelve la cuestión sobre las condiciones de frontera, hecho esencial para una coherente
descripción numérica de cualquier sistema físico.
2.2.2 Cálculo de E,..
La elección apropiada de la función P~~(ti, q’¡t) consistente con la ecuación tipo Fokker-
Planck particular, depende esencialmente de la representación utilizada en (2.10) para &(q —
ti’). Este problema puede resolverse de una forma sencilla haciendo uso de las propiedades
de la función 6 de Dirac. A tal efecto, nuestro grupo propone un procedimiento simple y
general para determinar una probabilidad de transición a tiempos cortos, que satifaga las
propiedades expuestas en la sección anterior.
En (2.13) se hallan implícitas en la misma función filas derivadas sobre los términos ~
y ~<
1~Si ei operador LFP se desarrolla en sus derivadas respecto a las variables qí y q5,
y &(q — q’) se representa mediante su transformada de Fourier, la expresión de .P,. varía
([6]), concretamente
= e —r n(q#) e L 1371 (qi — — rQ¡)(q~ — q5 rQ~)
]
IIDII1/2(4n)N/2 X~) 4r — ]
(2.18)
Qk(ti,t) = Ah — %LDhm fl(q,t) = [Ah — 2~~k 1
donde las derivadas sobre los coeficientes difusivos, evaluados ahora sobre las variables de
campo {q}, se hallan explicitadas en el operador integral y, por tanto, no contabilizadas
implícitamente en la representación de la función 6 de Dirac.
Es factible inferir una expresión para 1’,. en la que las derivadas sobre los coeficientes
difusivos se hallen parcialmente implícitas en 6, obteniendo toda una gama de probabilidades
de transición {Pf} equivalentes en el limite r —~ 0. Wissel, en [8] sugiere la posibilidad de
utilizar como propagador una combinación lineal de todas las funciones P~ según P,. = 2,,
a
1, Pfl con 2,, a,~ = 1. Debe notarse que (2.18) no se halla, en general, normalizada a
la unidad para r finito, lo que representa un inconveniente para preservar la norma de la
distribución 1 en un esquema numérico integral. Por otra parte, las derivadas sobre A< y ~
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habrían de calcularse también numéricamente si estas funciones no se encuentran explicitadas
en q y 6, lo que podría suponer una fuente adicional de errores de truncamiento. Para los
fines de esta investigación se ha considerado imprescindible obtener una probabilidad de
transición que verifique las propiedades de la sección 2.2.1 en su integridad, para ello se
sugiere el sencillo método que a continuación se describe, a pesar de cine las expresiones
alternativas dadas anteriormente puedan ser útiles para ciertos problemas.
El proceso seguido para inferir (2.13) supone reescribir (2.10) como
E’,. = fí -1- rLpp(q,I) -1- O<r2)}6(ti — ci’) ~rL~~<q;ti’1O6(cj — q’) (2.19)
donde 114,. (ci; q’, 6) es un operador tipo Fokker-Planck de coeficientes difusivos evaluados
cii las variables fuente ci’, ya que se ha aplicado la propiedad
G(ci)
6(ci — q’) = C(q’) &(ci — ci’)
para At(ci, 6) y D<
1(cj,t), sin efectuar previamente las operaciones BA< /8q¿ y
813¿g /6qg
lísdicadas en Lp;’ sobre talos coeficientes.
E,. virtud cíe la sol,sció,, general a (2.10) dada por (2.13), el operador L~, actúa sobre una
(nistión 1’,- esíra dependencia en y se presenta corno 1/VF exp[—J<2/rl; por tanto, para 1< =
q; q’4) jO el término [rLt.,4~ Ir genera los sumandosexp[—K2/r] / ¡rS/~j, representados
sií,sbólicaíne,ste por (1 (rí), que decaen a cero más rápidamente que cualquier potencia en r” , en
el limite r —, 0,
La propiedad anter¡n,’ jssstiflca la aproximación efectuada en (2.19) a través del operador expo-
nencial en y 14.,,. En cambio, si 1< = O (cuando q = q’) la serie es claramente divergente. No
obstante, ha dc, tenerse present~ que 1%- sirvecomo núcleo integral del operador U,+r,r que ha
<le actuar sobro la función .1< q, 1) para ciar J( q, 1 + r) y, si 5 es una función bici, comportada en
el sesíticlo de distriLuiciones, especialmente si satisface la condición de normalización, es de esperar
que tras la integrzse¡ón oportsínasobre las variables fuente { q’} se elimine la dependencia en 1/ [r”
VI persnauecieísclo el corn
1,ortarysiento asintótico según exp(—n
2 (q, t)/ r] / ~ —col, it distinta
ile ‘:cio— y la seije resulte c:oiii’ergeiite, como se desprende al observar que J( q, i + ,-) sigue siendo
‘lisa fssusción detisiclad clc~ probabilidad, reduciéndose a 5 ( q, 1) en el ltmi te y -4 0. Así pues (2.10),
y cl resto de las relaciones similares que se presentan en lo síscesivo, ha de interpretarse realmente
ers la fui-usa
f( ql + r) ~ f f( q’,1) e ~4P 6( q — q’) dNqí (2.20)
para una ilerivación más rigurosa de 1%-. Sin embargo, como se vera en el siguiente capitulo, Pr
pucuie ser válida irselsiso para avanzar en el tiempo el propio propagador P( q, .0) que parte
de la condición irsielal 5( q — qe) para 1 = O.
Si en lugar de escribir (2.19) para Ltp A<6 y D
156 se factorizan de la forma
4< (ci, 1)
6<ci — ci’) = a¿ (q’, t)a< (ti 1) &(q — q’)
(2.21)
fl¡j(q,I) &(ci — ci’) = p¿~(ci’,Od¿~(q,t) 6(q— q’)
ya qise la adición de términos cts orden 72 rio altera este límite, es decir:
lira [1 -f-or + O(r2)Jí/r =
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la ecuación (2.19) puede presentarse ahora en términos del nuevo operador auxiliar ~ (ci;
q’)) definido por
L7’p(q; ci’, 6) = —~Q—{a~(q,t)a<(q’, t) — ~B<j(q’,t)~—díj(q, t>} (2.22)
de tal forma que
= erLu~Cq;q’e) &(q — q’), (2.23)
puede entenderse como la solución formal de la EFP auxiliar
6P~ —L~pPr(qsrjq,O) (2.24)
8r
donde A como q’ se consideran ahora parámetros constantes. Las factorizaciones (2.21)
generan N2-i-N funciones auxiliares /3q y a1, en sustitución de A< y D<1 para la expresión más
común (2.13). En general, la forma presentada para estas factorizaciones es sólo orientativa;
así, por ejemplo, si cada d~1 seidentifica con la naidad cada 2íj(q’,t) coincidirá con D¡ftq’,t).
Esta opción obliga a definir la función A< de forma que se originen N nuevas funciones &h,
tal que A1 6 se reescriba como
A1(q,t) ¿5(q— q’> = &1(q,t)D~~(q’,t) 6(q —q’).
Esta nueva factorización simplifica notablemente la. resolución de la ecuación auxiliar (2.24),
pues los coeficientes l3<~(q’,t) se consideran constantes a este efecto. En concreto, si cada
&~j (ci, A) se puede interpretar como derivada de cierto potencial ~(q, 1) según
- 8&¡ 8&m
aj= -~— con —
8qm e9qk’
el propagador P,-(q, rlq*, O) será la solución de (2.24) para una probabilidad de transición
que presenta como solución ‘estacionaria’ la función E’. = fi exp[—~] con A y q~ tratados
como parámetros constantes. Este hecho favorece la conversión de (2.24) a una ecuación
tipo Schrddinger y la correspondiente reducción de la misma a un problema de autovalores,
para dar la solución en la forma (1.14) [6] y obtener así una apropiada representación de la
función 6 de Dirac.
Para muchos de los problemas físicos tratados, f evoluciona hasta la distribución maxwe-
lliana de equilibrio. Esta característica contribuye a configurar claramente la forma funcional
de las funciones a< y d~j, en las que es posible introducir la dependencia asintótica en las
fronteras de la región R donde está definida la ecuación, a fin de integrar en E’,. las condi-
ciones de frontera del problema general. Debe notarse que en (2.23) el operador 1,¡, ha
de entenderse dependiente sólo de q y no del ‘tiempo’ auxiliar -~-. Este hecho propicia la
aplicación del procedimiento de resolución basado en su reducción a un problema de autova-
lores, como se indicó en el párrafo precedente. Por una parte, con la factorización (2.21), la
ecuación auxiliar (2.24) puede resolverse bajo la condición inicial P,.(q, OIq*, 0) = ~5(~ — q*)
y las condiciones de frontera del problema general; por otra parte, la representación de la
tse entiende como estacionaria ea la nueva variable temporal r, cuando se procede al límite r —s oo
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función 6 buscada puede tomarse del conjunto de funciones ortonormales {4(A, q)} que la
definen para el problema auxiliar. De esta forma, la insereción de
—q’) = hm 6(q — q*)=~ J «q, A)~(ci~, >.)dNA
ci- —q’
en (210) dará lugar a la probabilidad de transición 1?,. óptima para aplicar la ecuación de
evolución integral (2.9) a primer orden en r con P,.(q,q’¡t) = .P,.(q,rlci*, 0).
El problema de encontrar la representación de la función 6 para (2.19) se reduce pues, a
resolver una ecuación de Fokker-Planck ordinaria en la variable temporal r. Esta ecuación
auxiliar presenta la forma habitual de las ecuaciones de evolución para la probabilidad de
transición en los procesos markovianos continuos y por ello se asegura el cumplimiento de
las propiedades (2.14), (215), (246) y (247). la apropiada elección de las factorizaciones
(2.21) puede trazarse de tal modo que la ecuación diferencial auxiliar de la que se desprende
la representación 6 quede reducida a un problema particular conocido en la literatura para la
EF? en la probabilidad de transición condicional. También puede recurrirse a cualquiera de
los métodos de resolución para este tipo de problemas que se citaron en el capítulo anterior
En cualquier caso puede, a priori, elegirse el cor~unto de funciones ortonormales {«A, ci»
adecuado para las condiciones de frontera del problema y elegir las factorizaciones (221)
que generen la ecuación (2.24). Este procedimiento es válido siempre que las funciones
cxí(q’,i) y ¡%j(q’,I) muestren el comportamiento óptimo para llevar a cabo la integración
sobre las variables ci’ en la ecuación integral de evolución (2.9). Ya que esta última ha de
resolverse mediante procedimientos numéricos, seria conveniente que a< y flti no presenten
singularidades en la región E. - Si las posibles singularidades de A< y D<1 se recogen sobre las
funciones a< y d<~, la dependencia funcional de los coeficientes de difusión y deriva quedarán
recogidas implícitamente en la representación de la función 6 de Dirac. El procedimiento
generador de P,.(q, q’¡i) presentado en esta sección, se aplica para la determinación de
propagador a tiempos cortos correspondiente a la ecuación de Fokker-Planck de la Física del
Plasma en los capítulos cuarto y quinto. En estos problemas la función de distribución en el
equilibrio se conoce, ya que la EF? correspondiente satisface las condiciones del Teorema-
II de l3oltzmann ([0]). Esta propiedad sugiere, para el caso de la función de distribución
reducida fQu, 6), sobre la componente radial de la velocidad, las factorizaciones
2
A5 (u, t)6(v — y’) = [— — vcc(v’ ,t)]D5»(v’ ,t)6(v —
yD~ (u, t)6(IJ — y’) = D55 (u’, A) 6(v —
con lo que (2.24) se resuelve fácilmente con las condiciones de frontera sobre y = O coinci-
dentes con las del operador original. Las funciones a y D5,, se encuentran acotadas en todo
el rango de variación de y. Así mismo, la dependencia funcional en 21v queda implícita en
la representación 6 en términos de funciones de Bessel reducibles a combinaciones de expo-
nenciales. En particular, para una amplia gama de procesos físicos descritos por ecuaciones
tipo Fokker-Planck, en las que se recogen los efectos de simetrías cilíndricas o esféricas, es
factible derivar un operador integral U1471 por aplicación directa de (2.19) con
6Qu—-v’) = v=~. y
g(v’) ~ ~1)/‘i,~ (Av)J~ (Xv )AdA
34 Capítulo 2. Fundamentos.
eligiendo convenientemente la función g(v) y el operador L~9.
En general, según lo expuesto, la elección de la probabilidad de transición a tiempos
cortos para cada problema no ha de suponer una limitación técnica para el desarrollo del
método propuesto.
e e2.3 Esquema numeríco.
Una vez resuelto eí problema de encontrar la apropiada representación del propagador a
tiempos cortos 1’,- se procederá a la implementación de la función de distribución fi mediante
el uso de la relacion de consistencia (26). Esta ecuación integral gobierna la evolución de
f(q, 0) con eí tiempo por lo que puede entenderse como la forma equivalente a la ecuación
diferencial descrita en términos del operador Lpp , siempre que la probabilidad condicional
sea conocida. Esta última condición por lo general no puede ser satifecha ya que la ecuación
integral de evolución presenta infinitas soluciones. Son las características del proceso físico
contenido en la densidad de probabilidad, las que confiren las propiedades específicas a
P~,-(q, q’¡t) . Así pues, la ecuación diferencial del movimiento es la herramienta básica para
determinar la probabilidad de transición. No obstante, (2.6) sirve como base para el esquema
avance temporal que se pretende diseñar.
Si en (2.6) la función f(q , 6) es conocida e interpretada como cierta condición inicial en
= t,la función f(q, A + ~)en un instante posterior A = to + r se obtendrá por aplicación
directa de la ecuación integral de evolución a través de la probabilidad de transición a
tiempos cortos.
22.1 Discretización temporal.
El formalismo de operadores integrales descrito en la primera sección del capitulo dispensa
el modo de resolución de cualquier problema de naturaleza estocástica, descrito por una
ecuación diferencial para la función densidad de probabilidad f(q, A). En particular, si el
operador £ presenta la forma Lp¡’ , el problema por resolver se sintetiza en el enunciado
81 — Lpp(q,A)f(q,t) , f(q, 0) = 10(q) , cieV(f) , 1=0, (2.25)
86
donde fo es la condición inicial y 13(1) se refiere al campo de definición de la función f(q, A).
Al enunciado general habrá de aiiadirse para cada caso particular el conjunto de condiciones
de contorno para fi en las fronteras de la región E. definida por 13. Las condiciones de
frontera pueden extraerse de la propia definición del dominio 13. Así, la exigencia de que
las variables ci se hallen limitadas a la región E. impone, de forma general, y con el fin de
mantener constante la normalización de 1, que la corriente de probabilidad 3 se anule sobre
la superficie de dicha región para todo instante 1. El problema (2.25) se resolverá por tanto
con las condiciones de frontera denominadas habitualmente de reflejo para ecuaciones de
Folcker-Planck.
La aplicación de (2.6) para todo valor del intervalo temporal r = A — A’ representa la
solución formal al problema propuesto aunque la ecuación diferencial para el propagador
l7I(ci5Alq’, 1’,) o para la probabilidad condicional P(q,t¡q’, 0), no es resoluble si tampoco lo
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es problema particular (2.25) en fi. No obstante, si r se supone suficientemente pequeño,
E’ puede sustituirse por la probabilidad de transición a tiempos cortos P~(ci~ q’¡t) - De
este modo, f(q,t) se obtendrá de la condición inicial fo dividiendo el intervalo [0, A] en
subintervalos de longitud y = A/K con ~K = A y A1 = -,-. Si ff representa la función de
distribución fi en el instante A = A, la ecuación integral de evolución (2.9) dará la forma de
implementar fi en la variable discretizada t según
ffl+í(q) = fi(q,A,. + r) = JPr(ti,ti’Iln)ffl(ci’)d~Q’. (2.26)
Esta expresión dispensa el procedimiento básico a seguir para eí avance temporal de fi una
vez discretizada la variable A. El esquema de discretización presentado sirve como base para
determinar fi(q,A~) en cualquier valor de A = A,,, si se fija el paso temporal AA = r. Así,
en problemas en los que fi presente solución estacionaria fi8 (q) = fi(q, A —+ oo) cabe esperar
que, para gran número n de iteraciones fi” se aproxime a fis.
Ha de notarse que en (2.26) la función P,. representa la aproximación del propagador E’
para pequeñas diferencias temporales A — A’ y, a su vez, E’,. se ha obtenido de la ecuación de
Fokker-Planck auxiliar (2.24) por lo que presenta las propiedades inherentes a toda función
suficientemente bien comportada en el sentido de distribuciones de probabilidad. Esta carac-
terística propicia la interpretación del esquema de avance (2.26) sobre el intervalo [A,,,A,, + y]
en términos de los conceptos generales presentados en la fundamentación teórica para el
problema general sobre el intervalo [0,A]. De esta forma la función P,. puede entenderse
como la probabilidad de transición condicional, o función de Oreen, para el avance tem-
poral de cualquier función de distribución E0 = fi(q,t,,) hasta F(q,r) = f(q,i,, + r). Los
procesos difusivos contenidos en la maxwelliana (243) o, más generalmente en E’,. , así
como sus propiedades relativas a las funciones de distribución, conducen a un tratamiento
óptimo, con pleno significado físico y matemático, a la solución numérica sintetizada en el
esquema integral de avance temporal. En particular, según lo expuesto, cabe esperar que
el procedimiento propuesto resulte esencialmente estable, en el sentido de los criterios de
estabilidad en la teoría sobre esquemas en diferencias. Dado que 2,. contiene la información
comprendida en el paquete inicial fi~ y se halla acotada sobre la región E., cabe esperar que,
a medida que r tiende a cero, existe un límite superior acotado de amplificación para este
elemento de información La condición hm7...0 E’,. = 6(q — q’) establece la existencia de
dicho límite superior por lo que, a medida que el incremento temporal disminuye, fi”41 seaproxima a la función inicial fi“ de tal modo que el factor de amplificación ¡~fi”41¡¡/¡¡fi”¡¡ se
encuentra acotado para todo valor de r y menor que la unidad, si 11111 representa la norma
cuclídea convencional.
En el siguiente capitulo se estudian procesos simples suficientemente conocidos en la li-
teratura, que sirven como base para la inferencia de propiedades más específicas del método
en cuanto a estabilidad y convergencia. La existencia de soluciones analíticas para estos
problemas permite la comparación de éstas con las obtenidas por el método integral y los
esquemas habituales en diferencias. En concreto, se tratan problemas de marcado carácter no
markoviano, así como procesos en los que la media y la varianza de fi permanecen constantes
en el tiempo, dada su estrecha relación con las propiedades conservativas en procesos físicos,
descritos por ecuaciones tipo Fokker-Planck en la Física Estadística.
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23.2 Discretización espacial.
A diferencia del método analítico para la resolución de la EF? denominado PaAh Integral en
la literatura en el que las K integrales relacionadas iterativamente en (2.26) han de resolverse
analíticamente, procediendo posteriormente al limite K —> oc, con ff7 constante, para
derivar f(q, 1) el método integral supone únicamente la implementación de fi en el sentido
de los esquemas explícitos en diferencias. El equema de avance temporal (2.26) implica
la integración sobre las variables q’ que, generalmente, no podrá llevarse a cabo de forma
analítica. Por esta razón la integral de evolución ha de resolverse mediante procedimientos
numericos acordes con las características de la misma. En principio cabe esperar que dicha
integral puede ser resuelta siguiendo cualquiera de los métodos de integración numérica
conocidos en la literatura, sin embargo, la probabilidad de transición a tiempos cortos P,.
se asemeja analíticamente a una función 6 de Dirac, por lo cual presentará un máximo
pronunciado en q = qQ Este hecho sugiere que la integración numérica para implementarfi” ha de realisarse mediante procedimientos distintos a los habituales. Como ejemplo, para
eí caso unidirnensional, puede considerarse la integración mediante la Regla Extendiada del
Medio Punto, cuando Aq representa el ancho de la red espacial discreta. Si r es próximo a
cero, (2.13) tendrá un máximo en q = q’ = q< de valor proporcional a 1/17, sólo el término
f”(q¿)Aq/ 4D(q<, t,,)r contribuirá en la integral numérica, por lo que no coincidirá
con fi” cuando r tiende a cero para cualquier valor de la razón (Aq)2/r. En este limite,
el núcleo Q¿j = P,-(q¡, q
1)Aq en la integración numérica por rectángulos no coincide con la
función 6 de Kronecker ó¡j, representación de 6(q — qI) sobre la red discreta.
Así pues, la discretización espacial hade ser coherente con el esquema de implementación
temporal dado en (2.26). La integración numérica de ésta debe efectuarse de tal forma que
eí sentido físico contenido en la relación de consistencia (2.6) no se altere, lo que supone
que, para cualquier valor razonable del incremento espacial de la red discreta Aq, la funciónf”~ coincida con fi” a medida que eí intervalo temporal r tiende a cero. Esta pretensión se
fundamenta esencialmente en el hecho de no desvirtuar, mediante la discretización espacial,
las propiedades de estabilidad esperadas del esquema de avance en la variable A,
Resulta evidente que la integral sobre las variables espaciales en (2.26) dependerá de la
representación discreta concedida a la función fi” en cada iteración temporal. Para ilustrar
el procedimiento general se considera, con el fin de no sobrecargar la notación, el problema
(2.25) unidimensional en la variable real q sobre eí intervalo finito (a, b). Definiendo la red
discreta centrada de N puntos, que no contiene a los puntos frontera
1
la función fi, en el instante A = nr-, se representa, en primera aproximación, mediante la
densidad de distribución discreta dada por
N
f”(q) = ~ i~ 6(q — qí) ~q (2.28)
<=1
donde 1<” representa a f”(q) evaluada en cada punto qj de la red centrada. Esta repre-
sentación propicia la inmediata resolución de (2.26), de la que se obtendrán los valores de
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Í
ffl+l(q¿) = >3Qijfij:’, Qq = P,.(q¡,q5¡nr)Aq (2.29)
.7
donde P,.(q, q’Jt) se ha evaluado en A = nr y q = qí. Construyendo de nuevo la funciónfi”4’ (q) mediante el esquema (2.28) eí proceso de iteración queda claramente establecido. Elsencillo esquema anterior lleva implícito la invariabilidad de la constante de normalización
de fo en cada iteración, siempre que P,. se encuentre normalizada a la unidad sobre el
intervalo (a,b) según (2.14).
Es obvio que (2.28) resuelve la integral de evolución para fin (q) hasta fiC+l(q) con-
duciendo a una simple integración numérica por rectángulos, la relación (2.29) confiere a la
función Qq un significado físico acorde con eí problema continuo que representa. En términos
de la probabilidad de transición a tiempos cortos, de la que se deriva Qq, ésta última puede
interpretarse como la fracción de fi” (qí) que pasa a ocupar la posición fi”41(qj) del plano
definido por fi y q, en el instante posterior tfl~
1 = (n+ l)r; la normalización de P,.
>3 P,.(q<,qj¡t)I.xq= >3Q<~ = 1
asegura la completa redistribución de la densidad discreta (2.28) y, por tanto, la conservación
de la norma inicial de fi. No obstante, como se afirmó en los párrafos anteriores, si r es
pequeño, Qq se anula para q< ~ qj y, para Aq fijo, lim,..o Qq = M~q » 1, donde M
representa el máximo de E’,. en q< = q1. Esta característica implica elegir el incremento
espacial Aq en función de r y de la constante M, de tal forma que lim,...4o Qq =
6q, lo que
supone una cierta limitación en la aplicabilidad del método. El problema puede solventarse
con la representación de la función fifl mediante una serie de ondas o pulsos rectangulares
sustituyendo cada 6(q — q<)Aq en (2.28) por la función ¿(q¿...i, q, q¿
4x) definida por
sí a <A
sí A<z<B (2.30){ 13—A _
sí x>B.
Por tanto, conocida la condición inicial fo(q) se construye la función con discontinuidades
simples
N
f
0(q) = >3 fi? C(qí~~,q,qí.~
4)Aq (2.31)
<=1
donde q<~x son los puntos de la red auxiliar de contorno
1
= q< 2áq, q1~ = a,
1
= q¿ + ~ZXq, ~N+~ = b, (2.32)
y fi? se hace coincidir con fo(q) evaluada en q = qj. De forma más general, la función fi”
puede refiejarse en la suma
N
fifl (q) = >3p~’(q) ¿(q<±,q,q¡4±)Aq
<=1
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donde p~’(q) es un polinomio interpolante de la función f”(q) sobre el intervalo [q<—Aq/2,q¿+
Aq/2]. Por simplicidad, y con el fin de ilustrar el procedimiento a seguir, se ha tomado
p~’(q) = f»(qí) para construir la condición inicial n-ésima fin (q), necesaria en eí cálculo de
la integral de evolución. Con esta representación discretizada de la condición inicial para fi,
la. función f(q r) — fi1(q) viene dada por aplicación directa de (2.26)
fil(qí) = jbp,.(qj,qI¡t= 0)
>3 /2 ¿(qpt,q’,q~
4±)Aqdq’ =
j=i a
Se ha definido, en claro paralelismo con (2.28) para la nueva representación de fi, la función
— y por extensión Q~ para A = nr— como
= zSq ~ P,.(q<, q’ ¡nr)¿(q~w~, q’, %+~ )dq’, (2,33)
4
en u = 0. El núcleo de la integral anterior depende implícitamente de los coeficientes de
difusión y deriva D y .4, o más generalmente, de las funciones a y $ dadas por (2.21),
evaluadas en q’, al encontrarse éstas como parámetros en el propagador P,. - No obstante,
si tanto cx(q’, A) como /3(q’, 1) se sustituyen por sus valores en los puntos q’ — q de la red
intermedia, la integración puede efectuarse sobre la variable q’ ya que, habitualmente, P,.
depende en forma exponencial de la diferencia q—q’. En particular, para problemas definidos
sobre toda recta real, si los extremos de la red discreta a y b se eligen suficientemente grandes
corno para anular fi”(a) y fi”(b), si para 1’,. se toma la distribución gaussiana (2.13), se
tiene
Q,S1~f[u+Aq/2] — fer[ Aq/2] }, u = — — rA5 (2.34)
4rlJ~
donde fer es la función error. La función Q~ de (2.34) se encuentra acotada entre O y ~
para cualquier par de valores de qí y q5. Así mismo, al igual que P,. , Qq se mantiene simpre
positiva, reduciéndose a la función 6 de Kronecker en el limite y —, 0, con independencia
de la razón Aq/r. En este limite la suma sobre j para el avance de fi~4í se reduce a un
solo término (ff4’ = 2 6q f7 = fip), es decir, fi” permanece constante. El problemasuscitado en la integración por rectángulos para la representación (2.28), queda así resuelto.
La normalización de P,. , por su parte, conlleva la correspondiente normalización a la
unidad de Q~ y el esquema numérico definitivo
N
= >3 Q~’. fi!’, >3Q2, = 1, Hm Qq = 615, (2.35)
5=1
se ajusta a las características físicas del problema continuo
Cuando el esquema anterior se representa matricialmente por
los términos Qq se interpretan como los elementos de la matriz N x IV de avance temporal
o de transición Q equivalente, en el problema discreto, al operador integral U
1,1~ del formal-
ismo preliminar aducido como fundamento teórico del método. Tomando de nuevo como
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referencia la probabilidad de transición a tiempos cortos dada por (2.13), es patente que
la matriz de evolución Q tendrá un gran número de elementos nulos, ya que éstos decaen
exponencialmente según exp[—(qí — q5)
2/(4D
5r). En consecuencia, Q se reduce a una matriz
M-diagonal, ya que sólo serán apreciablemente diferentes de cero aquellos elementos para
los cuales, en función de r, la diferencia entre qí y q5 sea menor que una cierta constante2Cq La elección de 20q para cada valor del incremento te poral elegido, tras un análisis
estimativo del comportamiento de los coeficientes 4~ y U
5, reducen (2.35) a 2M ±1suman-
dos sobre el índice j, si M representa la parte entera de Q. El valor de M puede darse
a priori, conocida la probabilidad de transición a tiempos cortos, fijando r de forma que
la probabilidad de paso desde la posición q’ a q se aproxime a la unidad tanto como se
desecínversamente, si se fija un valor máximo de la diferencia ¡q — q’j limitado por Máq, la
condición sobre la probabilidad da el valor máximo de y. Una vez fijada la constante M en
el primer paso temporal, o en cada iteración si fuera necesario, el esquema numérico global
resísíta totalmente explicito y, formalmente, equivale a un esquema en diferencias en eí que
las derivadas espaciales de aproximaran a 2M puntos de la red discreta.
En contraposición a estos últimos métodos, el planteamiento integral (2.35) se funda-
menta en la naturaleza probabilística del problema continuo que representa, le confiere una
clara interpretación física y le proporciona propiedades de estabilidad y convergencia que
suponen una notable optimización sobre cualquier esquema en diferencias. De hecho, en to-
dos los casos analizados el método integral numérico resulta tan eficiente como los esquemas
implícitos en diferencias más solventes.
El modelo de avance temporal a través de probabilidades de transición ha sido utilizado
por otros investigadores que obtienen el propagador simulando físicamente los procesos dis-
persivos descritos por la ecuación diferencial; pueden consultarse las referencias [10] y [11],
en las que se propone una solución integral para la ecuación de Boltzmann. En todos los
trabajos consultados los autores coinciden en destacar que el procedimiento numérico in-
tegral reduce el tiempo de computación, al poder tomar pasos temporales mayores que los
esquemas explícitos en diferencias finitas.
2.4 Tratamiento de cantidades conservadas.
La representación definitiva del esquema numérico integral se sintetiza en el conjunto de
relaciones (2.35). Sin embargo, las funciones Q~., procededentes de la integración sobre
en intervalo [qí — Aq/2, q¿ + Aq/2] de P,.(q¿, q’¡t), no obedecen unívocamente a la forma
atribuida por (2.34), ya que el efecto de tal integración sobre los coeficientes A(q’) y .12(q’)
se ha recogido reemplazando éstos por sus valores en q’ = q~ El modelo de integral analítica
que genera los elementos Qq no es único y por consiguiente, la definición de tal integral
ofrece cierta flexibilidad que puede limitarse atendiendo a las características del problema
físico general. En concreto, si el operador L~p conlíeva la existencia de ciertas magnitudes
conservadas (momento, energía ..), A5 y D5, que sintetizan el efecto de la integral anterior
sobre A y U, se deteminarán de tal forma que, en el problema discreto, estas magnitudes
se masítengan constantes en la evolución, Cabe esperar, por tanto, que de las propiedades
conservativas del operador Lp¡’ se desprendan los coeficientes Qq apropiados sobre los
que añadir, además de la condición de normalización, las nuevas condiciones para el man-
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tenimiento de las magnitudes conservadas. Esencialmente, las propiedades de conservación
atribuidas al operador de Fokker-Planck son consecuencia de la dependencia funcional en
la variable q de los coeficientes de difusión y deriva. Así pues, la elección de la matriz de
evolución apropiada para cada problema, se haila también condicionada por la forma del
propagador a tiempos cortos P,. que proviene, en gran medida de las funciones auxiliares
tomadas en la factorización (2.21). En definitiva, los grados de libertad implícitos en el
método integral numérico favorecen la correcta adaptación al problema continuo. Conse-
cuentemente, es posible derivar un modelo para implementar fi, mediante la corrección de
la matriz 2 por dos vías diferentes
2.4,1 la reforma de 14 , dado el carácter finito del incremento temporal r en el esquema
numérico y
2.4.2 la redefinición de la integral que genera los elementos Q~, contando con los efectos de
la discretización espacial.
2.4.1 Corrección sobre P,..
De formageneral, la conservación del momento y la energía de un sistema físico de naturaleza
estocástica se relacionan directamente con el mantenimiento de la media <q> y varíanza
((q—<q»2> de q, en concordancia con la orientación probabilística concedida en el tratamiento
generado a lo largo de la exposición. Así, si tanto fi como la corriente de probabilidad 1q =
Al— 8flfi/8q, se anulan sobre los extremos del intervalo (a, b), las variaciones temporales
de los momentos <q>(t) y (q2>(A) dadas por las relaciones
d r~ 8fi
—< q >(A) = q —dq = ..4(q, A) fi(q, A) dq
di J
0 81
(2.37)
d 2~fi 2[br
= q —dq= D(q, A) + qA(q, t)]fi(q, A)dq
di 81 Ja
han de anularse para todo 1. De igual forma, para los momentos 4(q’, A) y q
2(q’, A) de la
probabildad de transición, se verif can las elaciones (2.37) si fi es sustituida por 14. Así, a
primer orden en r, de acuerdo con la aproximación temporal de (2.24), las expresiones para
los momentos de fi se reescriben como
<q>(A+r) = <q>(A) + r<A>(i) + Oi(r2)
(q2>(i + r) = <q2)(i) + 2,- <U + qA>(I) + 02(r2), (2.38)
5para no sobrecargar la exposición se ha supuesto J(q. 1) = O en q = a y q = b; deforma más general
habría de contarse con la expresión
d ah Oh 82h r ah 1
—<h(q,l)>(¿) < ~ + .4— + D >— d ¡ —DJ¡di Bq q= a 6q J
si h(q, 1) es lina cantidad conservada del problema
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y sustituyendo fi(q, A + r) en <q>(I + y) por la ecuación integral de avance temporal, tras
intercambiar el orden de integración , se tiene
b
<q)(A+r)= f ~(q’,A+r)fi(q’,A) dq’
donde ?ftq’, A + i-) representa la media de q sobre la probabilidad de transición a tiempos
cortos, y cuyo valor es
«q’,A+-r) = rA(q’,~+q’+Rí(q’,r2),
en virtud de la propiedad (2.15) a primer orden en y. Procediendo de igual modo para
<q2>(A + r) en función de q2(q’,A + i-)
<q2>(I + i-) = q2(q’, A + r)fi(ci’ , A) dq’
donde, según (2.16), hasta segundo orden de potencias en r
q(q’,A + y) = 2r[D(q’,A) + q’A(q’,Ifl + q’2 + 11
2(q’,r
2).
Las expresiones de los restos R~ y 112 son conocidas una vez fijada la probabilidad de
transición. Así, para la distribución gaussiana (2.13) la media y la varianza son q’+r-A(q’,t)
y 4rD (q’, A) respectivamente por lo que 14 es idénticamente nulo, mientras que 112 es r2A.
Si el propagador E,. se elige de tal forma que las integrales de Rif (q’,A) y de 11ta fi(q’ ,I), esto
es <Ri> y <112>, se anulen, las igualdades (2.38) se verifican exactamente sin los restos O~ y
en orden ~.2, Cuando el problema continuo es tal que los dos primeros momentos de fi sc
mantienen constantes en el tiempo, <q >(A + r) y <q2>Q + r-) coinciden exactamente con SUS
valores en el instante A, con independencia del valor de y. Si esta elección no fuera posible,
como ocurre en el ejemplo mencionado al ser <.42> diferente de cero, puede procederse a
la redefinición de la probabilidad de transición de forma que 11í y 112 no aparezcan en los
momentos ?ftq’, A 1- y) y q2(q’, A + y) o, al menos, resulten proporcionales a las tasas de
variación temporal dadas en (2.37).
En la mayoría de los casos estudiados, la condición anterior sobre los momentos de E’,-
se consigue fácilmete mediante la introducción de un término corrector de orden r2 en la
desviación típica a2 de ésta. Para el caso particular que ilustra esta sección, es decir, si E,.
coincide con la gaussiana (2.13) unidimensional, 202 SC identifica con 4D(q’,I)r por lo que
Q¡ y O~ se anularán si 202 se cambia por 4Dr(1—r<A2>/2(D>), entre otras posibilidades. La
corrección introducida en E,. convierte así al operador integral U¿
4,.,¿ en un operador que
conserva la norma inicial de fi y los momentos de primer y segundo orden en cada iteración
temporal. Debe notarse que estos términos correctivos son a segundo orden en r y que su
inclusión en E,. efectuada a posteriori sobre el propagador original a tiempos cortos, no
incumple ninguna de las propiedades satisfechas por éste en el limite r —, 0, por lo que el
problema de la evolución temporal no queda desvirtuado. En consecuencia, se ha de tener
presente que tales correcciones no pueden involucrar términos de orden menor que r-2 la
inclusión de los mismos no conduciría a los momentos correctos A y U, lo que supondría
la alteración del problema original. Este rasgo viene a subrayar la importancia aludida en
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la sección anterior sobre la necesidad de que E,. reproduzca realmente los coeficientes del
desarrollo de Kramers-Moyal. Afortunadamente, si la EF? continua de (2.25) encierra en si
misma las propiedades conservativas referenciadas, los parámetros correctivos serán simpre
de orden y”’ con m> 2 mientras que E,. seguirá siendo válida hasta segundo orden en el
incremento temporal.
2.4.2 Corrección de Q2j. Función de Autocorrelación
Nu me rica.
El procedimiento descrito, orientado hacia el diseño de un esquema para implementar fi en el
tiempo, coherente con las propiedades conservativas del operador L~
9 , afecta únicamente
a la discretización de la variable A. Es probable, por tanto, que en la resolución numérica de la
integral espacial, nesesaria para la operatividad del método, las características del operador
sntegral se vean alteradas por efectos de discretización en la variable espacial. De forma
más general, resulta necesario recurrir directamente a la modificación de E,. , siempre a
segundo orden en y, una vez establecido el procedimiento generador de los elementos Q~ en
la matriz de evolución. Adoptando la representación de fi” (q) mediante una función con un
número finito de discontinuidades simples (2.31), el efecto de la integral (2.33) en 1,, = ny
sobre los coeficientes de difusión y convección, puede recogerse mediante la representación
formal de los mismos a través de las relaciones
A(q’,A) = Á(q5,A) + eí(t) A(q5,A) = (1 + e1) .4~
D(q’,A) = fl(q5,t) + 62(1) D(q5,t) = (1 + 62) D5 (2.41)
donde, 61 y 62 son independientes de q, y han de ser tales que
As~ < (1 + eí)A5 =A341 y Dpi =(1±e2)D5 =IIj+i.
El ajuste de las funciones e se hará de tal forma que las relaciones (2.39) y (2.40) generen
funciones Rí(q5, A,,) y R2(q5, A,,) nulas o proporcionales a (A> y/o <[13 + qA]>, que han
de anularse si se conservan los dos primeros momentos de la distribución fi. Dado que,
habitualmente q
2(q’,t) depende de A(q’,i) a través de ~(q’,A), el ajuste de las magnitudes
conservadas puede cargarse sólo sobre una de las funciones e, en particular sobre ~í (A) que
se notaráen lo sucesivo por ¿(A). Como para cualquier valor de e cabe esperar que la integral
en 4(q’, 1) — q’, y su correspondiente discretización
>3 q¿ Q~ —
sea proporcional a la función A(q
5, 4,), o más concretamente a ¿A3, el momento de primer
orden de fi”
4’ en (n + l)r <q>,,+í coincidirá con <q>,, ya que la suma 25 IfAs es nula, en
concordancia con la relación entre <q>(t + r) y (q>(A). Por lo tanto, la condición que ha de
satisfacer la función de ajuste e se desprenderá únicamente de
q2(q A) — >3 qí Q~ = qJ + 2r[D
5 + q5A5] + R(ejq5, A,,)
si 3R(eIqj,A,,)fi~7/=.q = a. M
5 (2.42)
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De este modo se consigue que (q2),,+í coincida con (q2>,~. Sin embargo eQ,.) no puede
explicitarse desde (2.42) para cualquier forma de los elementos de la matriz de transición Q,
aunque analíticamente sí sea posible, como se mostró en párrafos anteriores para (2.13). El
procedimiento a seguir para anular o minimizar la serie anterior ha de ser, por consiguiente,
de índole numérica, ya que las integrales para el cálculo de los momentos de fi y Pr
se han llevado a cabo numéricamente a partir de la definición de las tasas Q~. Por esta
razón se aconseja proceder a un ajuste iterativo de la función e a lo largo del proceso de
uriplementación de fi, equivalente a resolver la ecuación (2.42) por medio de aproximaciones
sucesivas que supongan la minimización del resto Rjfj’.
Una solución simple para la ecuación en ¿(t,,) = e,, se establece notando que, según la
propia definición de 11~, (2.42) puede reescribirse como
— <q2>,, = ~RsffLXq
y asumiendo que el resto Rj es proporcinal a e,,, esta suma dependerá en cada iteración de
la diferencia entre l’,,~i y 7’,,, si 2’ representa eí momento <q2>. En definitiva se tiene
= &J,, ( 2’,,~t — 2’» ),
donde cii,, es una constante de proporcionalidad distinta de cero, procedente de la suma
E R
5Ijj’. De forma equivalente, la relación ¿,,~i = e~ + C,,~ (2’,, — 7’,,~ ), fija la fórmula
recursiva que conduce, tras un cierto número de iteraciones, al valor definitiva de e. Si el
sistema en estudio es conservativo> la diferencia 7’~+í —7’,,, será de orden r
2, la correción
no supondrá una alteración de las característi as del sistema. En este caso, partiendo de la
condición inicial fo que define el momento 7’~, bastará fijar una constante C
0, para que la
relación recursiva
= en + C0 (21, —Te), <2.48)
establezca en cada iteración el valor de e que minimiza la posible diferencia entre 7’,, y
~ La constante
0o es un parámetro fijo durante todo el proceso iterativo, puede darse
arbitrariamente, si bien existe la posibilidad de dar una estimación de su valor analizando la
variación §Fí — 7’o en la primera iteración, lo que permitirá además, inferir el primer término
ei de la sucesión. Por lo general, es suficiente tomar ej = O y C
0 ~ O, y dejar evolucionar
(2.43) hasta que las características propias del sistema restablezcan el término constante e,
con absoluta independencia de la forma elegida para los elementos de Q~ de la matriz de
transícron.
El cambio de ..4~, por (1 + e,,)A5, o más generalmente, por (1 + ¿,,)a<q5,A), en a(q’,t>
definida por (2.21), ha de conducir a un esquema numérico en el que se mantengan constantes
la media y la varianza de la distribución, si el problema continuo presenta esta propiedad.
Es interesante destacar que, si se pretende aplicar el ajuste anterior a sistemas en los que
T(A) no permanece constante, el parámetro e,, diverge, ya que la diferencia entre 7’,, y 7’~,
no cambia de signo durante un elevado número de iteraciones. Así pues, si se pretende
forzar tales sistemas mediante la correción en ,4¡ la variación incontrolada de e,, conduce
inevitablemente a una solución numérica errónea fi,,. Este hecho genera confianza respecto
a la aplicabilidad general del modelo, como cabria esperar, ya que, según se afirmó, el
parámetro de autocorreción sólo puede introducir términos en r2; sino sucede así E’,. deja de
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ser válida para implementar fis, al no recrear los momentos A y 13 correctos para el problema
que representa. En problemas para los que (2.43) sea aplicable, la función ‘P,, = 1 + e,, oscila
en torno a = 1; la amplitud de la oscilación se amortigua durante el proceso de iterativo,
fijándose en un valor próximo a la unidad. Simultáneamente la razón T,,/2’o oscila también
respecto a unidad, identificándose con ésta cuando ‘1’ se estabiliza. Dado que ‘1’,,, en cierto
modo, correlaciona los términos 7’,, y T(t) = 7’~ con el fin de reconducir la evolución de
forma fisicamente coherente con solución continua fi(q, A), se la ha denominado función de
autocorrelación numérica para el método numérico integral. Interesa subrayar que W es la
solución de la ecuación (2.43), en la que se cuenta con el modelo de discretización espacial.
La función de autocorrelación es plenamente coherente con el esquema discreto, de modo
que en la corrección de 7’,. se integran los efectos de adecuación a las características de la red
espacial discreta. El ajuste recursivo de ‘J/,, no sólo implica la minimización de la diferencia
entre 7’,, y ~ también limita simultáneamente, la propagación de posibles errores de
redondeo implícitos en la naturaleza numérica de la solución en fi.
La operatividad de la función de autocorrelación ‘1’ puede extenderse sobre aqueflos
problemas en los que, a pesar de no mantenerse constante el momento T(i) ( y/o <q> ), es
posible conocer la ley de evolución de T(A) = <q2>(A) por integración directa de las ecuaciones
diferenciales de (2.37.) A la vista de (2.43) si 7’~ se identifica con T(A), la generalización de
la fórmula recursiva para ~I’es inmediata
1 esto es
= ‘J/,, + C0 ( 1,, — T(t) ~ (2.44)
donde 7’,, oscilará ahora en torno a la función 1(1) coincidiendo con ésta tras cierto número
de iteraciones.
No ha de pensarse que la aplicación de ‘P,, al modelo de integración numérica es una
condición necesaria para la estabilidad de la solución final, ya que, como se ha afirmado, el
método resulta habitualmente estable en sí mismo. El papel desempeñado por la función de
autocorrelación se limita simplemente a minimizar la diferencia entre los momentos reales de
las soluciones analítica y numérica, lo que en último extremo representa sólo la optimización
del modelo en vías de mejorar, posiblemente, la convergencia. Los resultados anteriores son
fácilmente extensibles al caso N — dimensional para la función de distribución fi(q, 1).
La combinación de los dos procedimientos de ajuste, esto es, la inclusión de términos
correctivos en la expresión analítica de P,. , y el concurso de la función de autocorrelación,
propicia la rápida convergencia de ‘Jf a su valor estacionario. Sin embargo basta aplicar el
último procedimiento, de carácter más general en el que se contabilizan todos los efectos de
las discretizaciones. En los problemas sin cantidades conservadas es suficiente, si se desea,
introducir la corrección a segundo orden en y sobre la desviación típica de la función E,.
elegida, si bien esta modificación no resulta necesaria ya que el incremento temporal se
supone lo suficientemente pequeño.
2.5 Consistencia y estabilidad.
En paralelismo con los esquemas en diferencias, se plantea en esta sección el estudio de
la consistencia del método numérico desarrollado en el presente capítulo. La propiedad
de la consistencia hace mención al hecho de que el esquema discreto en cuestión, en los
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límites r —> O y Aq —> 0, reproduce exactamente la ecuación de Fokker-Planck tratada y no
otra. Como el esquema de avance temporal es independiente del modelo de discretización en
las variables espaciales, se procederá primero a mostrar la consistencia del esquema (2.26).
En primer lugar conviene probar que la ecuación integral de evolución es equivalente a
la ecuación diferencial problema. Tomando como referencia el modelo de cálculo para la
probabilidad de transición a tiempos cortos de la sección 2.2,2, la ecuación
fi(q,A,, + r) = P,.(q,q’¡A,,)f(q’,A»)dq’,
debe conducir a la ecuación original (2.25). Basta considerar la ecuación diferencial de la
que se obtiene E’,. , dada por (2.24), reescrita a primer orden en r como
E,. = (1 -1- rL~~ -t OQr2))6(q — q’) = (1 + rLpp + 0i(r2))6(q — q’) (2.45)
que sustituida en (2.45) da
fi(q,t+r) = f(q,A)—
— q’)dq’ — ~—D(q,A)f”6(q — q’)dq’} + Q(,-2),
donde se ha recuperado la forma original de los coeficientes de difusión y deriva, partiendo
de las factorizaciones (2.21), tras proceder de forma inversa a la efectuada para definirlas.
Si se lleva a cabo la integración sobre la variable q’ y se procede al limite y —> O con nr = A
se tiene
hm fi(q, A + r) — fi(q, A) — Lpp(q, A)fi(q, A) + lim 0(r2)
7
cuyo primer miembro es precisamente la derivada temporal de fi(q, A). El resto 0(r2) se
anula en el limite anterior, ya que dicha función en proporcional a r como puede verificarse
atendiendo a la serie de Dyson, sección 2.1, para la solución formal de la ecuación de Fokker-
Planck en la probabilidad de transición. La derivación analítica anterior es independiente
de la dependencia temporal de las funciones A y D, aun cuando esta dependencia pueda
estar generada por la relación directa de ambas con la propia función de distribución f.
Comprobada la equivalencia entre las ecuaciones para el movimiento de fi en las formas
integral y diferencial, para verificar la consistencia del modelo numérico es necesario evaluar
el error global de truncamiento tras M iteraciones. En este caso, el error de truncamiento
depende de la relación entre la probabilidad de transición aproximada E,. y el propagador
verdadero U = P(q, A + y¡q’, A) válido para cualquier y y cuya forma se desconoce. La.
estimación del error global se hará tras la evaluación del error local de truncamiento cometido
en cada paso, esto es, si f”(q) indica la aproximación numérica de fi en la n-ésima iteración,
y fi,, (q) denota la función real fi evaluada en 1 = nr, tal error vendrá dado por
fi”(q) — fi,,(q) = J P,.(q, q’¡A)fi”’(q’)dq’ —
— ¡ P(q, A + ~k’,A)f,,.i(q’)dq’. (2.46>
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En general, la diferencia anterior origina una función 0(q¡r2), que representa un infinitésirno
a segundo orden en y. El análisis de la propagación de dicho error, dado el carácter finito del
paso temporal y, depende de la relación funcional de A y 13 con el tiempo 1,, = nr. Corno
A y 13 pueden depender de la función fi, el problema general relativo a la estimación del
error es difícil de solventar. En cambio, para una ecuación de Fokker-Planck en la que los
coeficientes de convección y difusión sean independientes de A, resulta sencillo determinar
el orden del error, ya que P,. y E dependen sólo de r, según (2.12) para los operadores
L~p(q,q’) y LFP(q). En la primera iteración (2.46) se traduce en
— = L~.p(q,q’) — e~ LFP(q) ]i5(q — q’)fio(q’)dq’
y dado que L.~6 = LppS,
—r frT*filf~ 12 ¡¡I~t’n — Lpp]LppS(q — q’)fio(q’)dq’ + 0(,-S) = Oi(q¡r2)
2
donde la función Oí(r2) representa una función de orden ,-2~ La aplicación de la ley recursiva
(2.46) permite estimar el error local de truncamiento en la n-ésima iteración, dependiente
del resto 0,,. ~(r2), esto es
f”4i — fi,,+í = 0,,
1(r
2) + o,,fr2).
Si el intervalo es estudio [0,A] se divide en M subintervalos de anchura r = A/M, suponiendo
acumulativo el error generado en cada paso, el error global de truncamiento será de orden
r, es decir
fi~41 — fin+í = fin+i — J Pfi(q’, nr)dq’ = 0(r). (2.47)
Cada integral de (2.9) es válida hasta orden 1/M2, siendo el proceso global válido hasta orden
1/M siempre en el caso más desfavorable. Sin embargo, como el error local depende de la
diferencia entre el operador auxiliar L>~ y el operador real Lpp, la adecuación del primero
a cada problema particular puede originar que la función 0,, (q¡r2) se reduzca notablemente,
al menos en un cierto subintervalo del recorrido de fi. A efectos prácticos, la optimización
del método es factible siempre que en el operador auxiliar, esto es, en la representación 6, se
recojan los comportamientos del operador original en puntos singulares. De hecho, en todos
los casos estudiados el error de truncamiento global resulta más próximo a un infinitésimo
de segundo orden en r que a 0(r). Procediendo al límite ,- .—> O en la expresión del error
de truncamiento (2.47) es obvio que el esquema discreto se reduce a la ecuación integral de
evolución (2.9), donde E,. se cambia por P(q, 1±y¡q~~ A), lo que prueba la consistencia del
modelo.
En el caso de A y 13 dependientes del tiempo, incluyendo la posibilidad de la dependencia
en f(q,t), el error global puede considerarse analíticamente también de orden r, si este
parámetro se considera infinitesimal. La propagación del error a lo largo del proceso iterativo
no puede estimarse para eí caso general debido a la incertidumbre generada por la posible
alinealidad. Sin embargo, los razonamientos anteriores se extienden fácilmente a estos casos
bajo ciertas condiciones. En concreto, si los coeficientes de difusión y deriva son tales
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que varían lentamente con el tiempo, éstos pueden suponerse constantes en el subintervalo
[A,A + y] para proceder de forma análoga a la presentada en eí párrafo anterior. En este
caso, cabe esperar que las conclusiones derivadas para .4 y 13 independientes de A sean
extensibles a estos problemas. La valoración de la evolución temporal para estos coeficientes
conducirá a la apropiada elección del paso finito r. Paraproblemas en los que existe solución
estacionaria puede estimarse el tiempo de relajación 7’ del sistema, esto es, la medida del
tiempo que tarda fi en aproxirnarse a la solución estacionaria, y proceder a dividir eí intervalo
[0,7’] en M subintervalos de longitud r, en el que los momentos A(q, A) y D(q, A) no varíen
sustancialmente. De esta forma, E’,. seguirá contando en sí misma con la representación
adecuada de A y 13 para y finito.
En definitiva, cualquiera que sea el modelo elegido para representar E,. en el límite
r —4 0 se reproduce la ecuación del problema continuo. Nuevamente, el requisito de que E,.
sea tal que de ella se desprendan exactamente los momentos A y 13 se hace necesario para
que el esquema numérico resulte consistente. El procedimiento seguido para el cálculo del
propagador a tiempos cortos en la sección 2.2.2 supone, pues, la consistencia del modelo.
Cuando se cuenta con la discretización espacial, el esquema de integración elegido ha de
conducir en eí límite Aq —. O a la ecuación integral de evolución (2.6), consistente con la
ecuación diferencial problema. En particular, si fi(q, A) se representa mediante la serie (2.31)
las identidades
lim ¿(qí — Aq/2, q’, q~ + Aq) = 6(q¿ — q’)
Aq—.O
y
¡34 P,.(q, q’¡A)Aq’ = P,.(q, q5¡A)Aq’ + 0(/=.q’3)
q~. ~
permiten evaluar el límite
N
L= hm >3Q~fi(q5,í,,).
Dado que las sustituciones q5 .—> q , q¿ — q y ZJ Aq —> f dq’ (Pl —* oc) reflejan el proceso
al límite del caso discreto al continuo, se tiene
L = fi(q’, i,,)P,.(q, q’IA,,)dq’
que es exactamente la ecuación integral de evolución (2.9), cuya consistencia con la EFP
se ha probado anteriormente. Realmente, la reducción de (2.33> a la ecuación integral de
avance temporal, depende únicamente de la forma de representar fi»(q~) mediante suma de
funciones con discontinuidades simples, en términos de funciones ¿(qí — Aq/2, q’, qi + Aq),
con la red auxiliar de contorno (2,32). Como esta representación es arbitraria -incluso puede
no ser necesaria si la integral (2.9) es resoluble analíticamente- la consistencia del esquema
numérico queda a expensas del procedimiento utilizado para construir, en cada iteración
temporal, la condición inicial n-ésima fi(q’, nr).
La función de autocorrelación numérica IP, en problemas con magnitudes conservadas, no
contribuye a alterar las propiedades de consistencia. Ya que ‘P,,41 = ‘P(A,, +y) y ‘1’,, = ‘P(A,,)
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se relacionan, en virtud de (2.44) por
________ (7’,, — T~—í
)
IP,, =
r y
si se procede al límite r —. 0, dado que dI(A)/dA = 0,
cl? dSP
~-~-= C04= 0.
Así pues, el valor inicial ~Po= 1 se mantendrá constante en toda la evolución, lo que implica
la independencia de en el parámetro de ajuste IP, cuando el incremento temporal tiende
a cero.
Otra propiedad importante para el estudio de las características generales del proced-
imiento integral es su estabilidad, La estabilidad de un método numérico consiste en probar
que existe un límite superior, a medida que el incremento temporal tiende a cero, que marca
la máxima amplificación posible de toda la información contenida en la condición inicial,
Como condición inicial en este caso, no ha de entenderse sólo fo(q), sino que es preciso contar
con toda la información dada en la formulación general del problema. Las condiciones de
contorno, el carácter positivo de la función de distribución y el mantenimiento de la norma,
entre otras propiedades, deben contarse como parte de la información inicial, cuyo rango de
variabilidad se intenta acotar. Para el esquema integral en el que se dispone únicamente
de la discretización temporal, es obvio que tal límite en la amplificación de la información
existe, ya que, en virtud de la propiedad
lim Pr(q¡q’,A) = t5(q —
a medida que r se apronma a cero, la función fi”+’ (q) — fi(q, A + r) tiende a f(q, A), donde
se sintetiza toda la información del problema. Así mismo, para eí esquema numérico global
(2.35), las funciones positivas Q~, que representan la matriz de transición en (2.36), se
encuentran acotadas superiormente por la unidad, con independencia de los valores de A5 y
Djj y de cualquier valor concedido a y y Aq. Esta propiedad está esencialmente implícita en
la definición de Q<5. En el caso particular en el que Q15 se define por (2.34) como diferencia
de funciones error, es sencillo mostrar las propiedades
tt = 1
ZjQ~ fil’ =25fi; y
lim,..o QIIí =
que pueden usarse para acotar la norma euclídea convencional I~ n+1¡¡ del vector £ en
la (n+1)-ésima iteración y limitar así la posible amplificación de la información inicial, una
vez fijado el esquema discreto espacial. De este modo
>3ff+ífir+í = >3fi;fi;
5
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es decir, ¡¡ f n4-.jj =¡¡1’ “¡¡que representa la condición svfi ciente para ¿ci estabilidad en
los esquemas numéricos en diferencias. La igualdad si cumple se r es idénticamente nulo.
Además, la desigualdad se verifica para cualquier valor de r, Aq, r/Aq2, A5 y D, lo que
confiere al esquema estabilidad incondicional. El mantenimiento de la norma inicial unidad
de fo a lo largo de la evolución, establecido por la propiedad de normalización para los
elementos de la matriz 2, conduce a pensar que la estabilidad del método es una propiedad
inherente al mismo. En cambio, para el caso general la forma de las funciones Q~s no se Ira
establecido de forma unívoca, por lo que sólo cabe esperar que las propiedades atribuidas a
las mismas contribuyan a la estabilidad del esquema global. Para un problema particular,
con A y 13 conocidos puede realizarse el estudio de la estabilidad siguiendo algunos de los
procedimientos habituales, desarrollados al efecto, para ecuaciones en diferencias.
En cualquier caso, siempre que la probabilidad de transición a tiempos cortos tenga las
propiedades de una función bien comportada, en el sentido de las funciones de distribución
en la teoría de probabilidades, la evolución de fi supone a lo largo del proceso evolutivo, la
generación de una sucesión {fi”} de funciones de distribución, normalizadas a la unidad y
acotadas superiormente. En otras palabras, el método resuelve esencialmente la ecuación
integral (2.6), que presenta infinitas soluciones cuando no se fijan límites en la definición y
características del propagador U; esta infinitud de soluciones se ha limitado por eí conjunto
de propiedades concedidas a E,. en la sección 2.2.1, si la ecuación diferencial problema se
toma como fuente de información a este fin y se procede según las pautas de cálculo dadas
en la sección 2.2.2. No se espera, a priori, la existencia de cansas de inestabilidad, siempre
que el modelo de discretisación espacial sea coherente con cada problema.
En todos los casos estudiados no se ha observado inestabilidad en la solución numérica
integral, aun para problemas de ecuaciones no lineales de Foklcer-Planck, en las que A y D
dependen de la propia función fi. En todos ellos las características de los términos de difusión
y deriva contribuyen a conducir la evolución hasta una solución fi” con las características
plenas de una función densidad de probabilidad y consistente con las propiedades físicas del
problema.
La condición de estabilidad, sin embargo, no supone la convergencia de la solución
numérica a la solución analítica evaluada en los puntos de la red discreta, si bien la consisten-
cia orienta en cuanto al acotamiento entre ambas soluciones. En todos los casos estudiados
la convergencia de la solución numérica hacia la solución estacionaria analítica, cuando ésta
existe, es absoluta. Incluso para problemas sin solución estacionaría definida se ha obser-
vado la adecuada convergencia hacia la solución verdadera fi(q,A = ny>, con n fijo, incluso
para valores de y mayores que los físicamente aceptables. En los problemas (2.25) para
los que puede determinarse a priori la solución estacionaria, la convergencia de la solución
numérica tras cierto número de iteraciones, asegura que el margen de proximidad entre la
función numérica y la analítica en cualquier iteración, se ve notablemente reducido. Pueden
consultarse los casos estudiados en el capítulo posterior, donde se ilustra la operatividad de
método, a la vez que se sientan los precedentes básicos para el tratamiento de problemas
físicos de mayor relevancia e interés. En particular, resulta interesente verificar la validez de
los procedimientos descritos a lo largo de esta exposición para ecuaciones tipo EEP con mar-
cado carácter no markoviano, en los que A y 13 dependen de la propia función de distribuciónfi.
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2.6 Conclusiones generales.
El método numérico desarrollado en este capítulo se fundamenta, esencialmente, en la natu-
raleza probabilistica del problema representado por una ecuación diferencial tipo Fokker-
PLanck, entendida como una ecuación en la función densidad de probabilidad fi(q, 1).
La solución integral en términos del propagador general II(q, A¡q’, 1’) de (2.2) inspira eí
tratamiento de la evolución temporal, en términos del propagador para valores pequeños de
la diferencia r = A — A’ que, debido a la Ecuación de Consistencia (2.6), puede interpretarse
como una probabilidad de transición a tiempos cortos E,.. La expresión de E,. se deriva
para cada problema concreto resolviendo la ecuación auxiliar (2.24) a primer orden en el
desarrollo de potencias en r, para la BPP satisfecha por II (q,A+ r Iq¼O.De este modo,
es posible encontrar un modelo de probabilidad de transición a tiempos cortos que en el
límite y —, 0 es consistente con el problema original, al cumplir las mismas propiedades de
la sección 2.2.1, satisfechas por el propagador verdadero para cualquier r, cuya expresión
se asume como desconocida. A lo largo de la exposición se ha generado el algoritmo que
ilustra la aplicabilidad del método. Así mismo se han ofrecido diversos modos de particu-
lanzar el procedimiento a cada problema en estudio, si bien las pautas esenciales a seguir
son las mismas para cualquier ecuación tipo Pokker-Planck, siempre que los coeficientes de
convección A1(q,t) y difusión Dj5(q,t) se supongan explicitados en A y q. Deforma qeneral
puede extraerse el siguiente conjunto de conclusiones:
1.- El método se inspira en la naturaleza estocástica de la Ecuación de Fokker-Planck, lo
que resuelve el problema de la evolución de la función de distribución, dando lugar a
un esquema de avance temporal con pleno significado físico.
2.- El procedimiento de cálculo para la probabilidad de transición a tiempos cortos, me-
diante la reducción a una EFP lineal ordinaria, genera la representación de la función
6 de Dirac ajustada a las características de cada problema.
3.- Del punto anterior se desprende que las condiciones de contorno quedan implícitas en
la expresión del propagador E,.
4,- El esquema de avance temporal (2.36) para fi(q, A + y) es totalmente explícito y no es
necesario, por tanto, recurrir a procedimientos de inversión en la matriz de evolución
Q. Este hecho favorece la operatividad del método en la resolución de problemas tipo
EFP donde los coeficientes de convección y difusión sean dependientes de fi, ya que en
E’,. sólo se involucra la presencia de éstas en la iteración anterior.
5.- La representación discreta de la n-ésima condición inicial fi” (q) para la ecuación in-
tegral de evolución define los elementos de la matriz Q. El carácter positivo de estos
elementos mantiene la positividad de la función de distribución en todas las iteraciones,
6.- La norma de fi se mantiene constante en cada iteración, ya que E’,. está normalizada.
Así mismo, la flexibilidad en eí diseño del modelo de discretización permite ajustar el
esquema general a las propiedades conservativas de cada problema. Con esta finalidad
se ha definido la función de autocorrelación numérica como correccion en orden y2que, en consecuencia, no desvirtúa las características propias de la evolución.
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7.- la solución numérica de la ecuación diferencial (2.25) se obtiene mediante la resolución
de la ecuación integral de evolución (2.6), con una probabilidad de transición E’,. en
la que se cuenta con los coeficientes de difusión y deriva del problema original. La
evolución se halla dirigida por las características de estos coeficientes por lo cual, cada
elemento de la sucesión de funciones { £ “ } tiene las características de una función de
distribución coherente con la ecuación diferencial en estudio. Este hecho optimiza la
convergencia hacia la solución verdadera.
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Capítulo 3
Aplicaciones del Método
Integral.
Una vez fijado el procedimiento general para la aplicación del método numérico integral, se
abordan en este capitulo algunos de los problemas simples más conocidos en la literatura
sobre ecuaciones de Fokker-Planck, Se pretende así mostrar las pautas a seguir para la
resolución numérica de la ecuación diferencial , centrando el algoritmo general a las car-
acterísticas propias de cada problema. Mediante la adecuada definición de los términos
de difusión y deriva es factible construir un problema en el que la media y la desviación
típica de la distribución permanecen constantes en el tiempo. En claro paralelismo de esta
propiedad con los problemas de las magnitudes conservadas en ciertos sistemas la ilsicos,
el tratamiento de este proceso simple sentará las bases para la aplicabilidad del método en
casos similares de mayor relevancia, La comparación de la solución analítica en cada etapa
de la evolución con la solución numérica, dará idea del nivel de aproximación entre ambas
y orientará sobre la convergencia del nueva método.
Por otra parte, como aplicación del procedimiento trazado en el capítulo anterior para
el cálculo de la probabilidad de transición a tiempos cortos, se han abordado problemas en
los que la variable se halla restringida a un intervalo finito de la recta real, La adecuación
de E,. a estos casos integra en ésta la existencia de las condiciones de contorno satisfechas
por la función de distribución. El problema del tratamiento de las fronteras, resuelto en la
sección 2.2,2 de forma general, se ilustra y justifica a través de los procesos abordados,
Por su importancia en los problemas de la Física Estadística se aplica el Método Integral
a la resolución de ecuaciones no lineales de Fokker-Planck, esto es, ecuaciones formalmente
análogas a las mismas para procesos estocásticos de Markov en las que los coeficientes de
difusivos dependen de la propia función fi, De forma general, este tipo de problemas se
corresponde directamente con procesos estocásticos en los que persisten ciertos efectos de
memoria. En particular, se han seleccionado casos de índole no lineal para los que es posible
derivar la solución analítica, con el fin de establecer la aplicabilidad del algoritmo numérico
a problemas afines. En este sentido se estudia el caso de una ecuación no lineal de Fokker-
Planck unidimensional, formalmente equivalente a lo Ecuación Cinética en la Física del
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Plasma, para la que existe solución estacionaria, a la vez que permanecen constantes en la
evolución los dos primeros momentos de la función de distribución. En todos los casos se ha
procedido a la comparación de soluciones analíticas con las soluciones numéricas integrales
y las obtenidas por métodos numéricos para esquemas en diferencias finitas. Los ejemplos
resueltos en esta sección permiten derivar conclusiones de carácter general inherentes al
nuevo método.
3.1 Proceso de Wiener.
El caso más simple de ecuación diferencial de Fokker-PLanck lo constituye el proceso pura-
mente difusivo ‘ de Wiener unidimensional [1], [2], [3]en el que el coeficiente de difusión 13
es constante. La ecuación diferencial para la función de distribución es, en este caso
Bf(q, A) — ~ 82fi(q, A
)
8 A 8 q2 a=q<b (3.1)
con la condición inicial
f(q,t = 0) = fio(q)
La justificación para eí análisis de un proceso de Wiener unidirnensional, se inspira en la
posibilidad de generar un conjunto de probabilidades de transición adecuadas a las condi-
dones de contorno, y que servirán como base para la representación de la función fi de Dirac
en problemas difusivos con 13 variable. Por otra parte, la importancia de este proceso desde
el punto de vista analítico, estriba en el hecho de que cualquier problema de naturaleza es-
tocástica puede descomponerse en sucesivos procesos de Wiener [4]. La aplicación de estos
procedimientos de cálculo pueden extenderse al cálculo de la probabilidad de transición a
tiempos cortos para al desarrollo del método en problemas menos simples.
Las condiciones de frontera se especifican en cada problema, no obstante, con objeto
de preservar la norma unidad de la densidad fi, en todos los procesos estudiados se trata
con las denominadas condiciones de reflejo, que suponen la anulación de la corriente de
probabilidad en los extremos del intervalo de definición de la variable. En este caso, tal
condición impone
O en q=a y q=b.
Dado que la probabilidad de transición P(q, A¡q’, A’) es solución de la ecuación (3.1) con la
condición inicial especial r = A — A’ = 0, se satisfará
a2r21 = 13—~ P(q,A;q’,t) = &(q— q’),
OA aq
cuya formaes, para —oc < q < oc, la solución principal para la ecuación del calor, coincidente
con (2.13) para el caso unidimensional
‘También resulta habitual en la literatura denominar proceso de Wiener al mismo problema con deriva
constante diferente de cero.
3.1. Proceso Wiener. 55
que permitirá avanzar en el tiempo la función de distribución. En este caso la solución
analítica para f(q, A) queda establecida por aplicación directa de la ecuación de evolución
(2.6) partiendo de A’ = O y de fo(q). Al ser 13 constante (3.2) representa la probabilidad
de transición válida para cualquier valor del paso temporal y. La resolución numérica del
problema puede parecer trivial a la vista de los resultados. Sin embargo, la utilidad práctica
cte la aplicación del método numérico radica en el hecho de poder establecer las características
generales aplicables a procesos más complejos, en los que A y 13 pueden no ser constantes.
El proceso de Wiener ha servido así como base para fijar pautas generales a seguir para la
operatividad del método integral. Algunas de estas propiedades se han presentado ya en
trabajos previos por parte de algunos componentes de nuestro grupo ([5]).
En primer lugar se ha considerado el problema relativo al intervalo real ] — oc , oc[, sobre
el que se define la función fi, con el fin de calibrar los efectos procedentes de la definición de
una red discreta necesariamente finita. Así mismo es posible abordar de forma tangible el
procedimiento generador de los elementos Qq para la matriz de evolución Q, comprobando
hasta qué punto la integración implicada en la ecuación integral de evolución puede efectuarse
mediante los modelos habituales en la resolución numérica de integrales. El planteamiento
de los esquemas numéricos establecidos seguidamente para el proceso Wiener, se aplicarán en
la. sección siguiente al caso de Ornstein-Uhlenbeck unidimensional y a problemas no lineales
posteriormente.
Dado que la variable se extiende a lo largo de toda la recta real en eí caso continuo
es conveniente elegir como valor máximo de la variable la cantidad q,,~ que permita anular
numéricamente eí valor de la función fi en los extremos de la red discreta. La variable q se
extiende sobre el intervalo [—q,,,,qn,], sobre él se diseñará la discretización apropiada para la
resolución numérica de las integrales. En particular se propone una red intermedia que no
contenga a los puntos frontera según (2.27). La justificación que conduce al establecimiento
de esta red se encuentra en dos razones fundamentales. En primer lugar, el número de
intervalos se hace así coincidir exactamente con el número de puntos en la red. En segundo
ingar, esta discretización permite efectuar las integraciones numéricas mediante la sencilla
aproximación de la Regla Extendida del Punto Medio, en la que los pesos correspondientes
a cada coeficiente en la fórmula de cuadratura coinciden con la unidad. Este segundo
argumento alude a la posibilidad de representar los coeficientes Qq mediante la relación
simple P,.(q¿, q5¡i~)Aq, cuando la n-ésima condición inicial fi” se genera a través de la suma
de funciones 6(q — qí) dada en la sección 2.3.2 por (2.28). De este modo puede contemplarse
de forma más clara la conexión entre las integraciones numéricas y las integrales analíticas
relativas a magnitudes conservadas en el problema físico. Por otra parte, la aplicación
de la Regla Extendida del Punto Medio en las integrales de avance temporal ilustra con
mayor claridad el sentido físico de los elementos de la matriz de evolución utilizada en el
esquema numérico. No obstante ha de matizarse de nuevo, que la integración por rectángulos
propuesta no es la única posible.
Si fif representa el valor de la función fi(v, 1) en el punto v¡ y en el instante A~ = riAl = nr
la ecuación de evolución se reescribe según
N
fifl+l = >3 Pu fil’ Aq
5=1
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donde los términos P¡5Aq son los coeficientes Qq de la matriz de evolución temporal Q, en el
esquema general (2.35). El término fi5Aq, si q representa la velocidad, se interpreta como eí
número de partículas con velocidades contenidas en eí intervalo numérico donde se evalúa f~.
En particular, si la función de distribución física se renormaliza para que la integral anterior
sobre toda la red se haga coincidir con la unidad, el área fi4Aq representará la fracción de
partículas del sistema cuya cuyo valor de la velocidad se encuentra entre q¡ — Aq y qi + Aq.
Para el caso abordado en esta sección, los coeficientes Pq se obtendrán a partir de
P,.(q, q’ ¡y) en (3.2), siguiendo el mismo criterio de discretización aplicado sobre fi(q, A), con
q = qí y q’ = q5. La condición inicial del problema para la función fi(q, O) = fio(q) permite
avanzar temporalmente la función de distribución. El esquema resulta así especialmente
simple en su aplicación al proceso de Wiener. Dado que E’,. está normalizada a la unidad
analíticamente, cabe esperar que la suma
N
= >3 Qq
‘=1
sea también la unidad. Con excelente aproximación la normalización numérica para los Qq
coincide con la unidad para valores del índice j no muy cercanos a los extremos j = 1 y
= N para una retícula suficientemente amplia y ancho Aq razonable. Es obvio que el error
en el cálculo de la integral de normalización N5 se debe a la limitación de la red sobre el
intervalo [—qn,,q,4, siendo este error de valor 1 en los extremos de dicho intervalo. Conviene2
renormalizar los coeficientes Qq redistribuyendo, para 5 fijo, el área residual 1— 1V5 de modo
proporcional entre ellos, Este procedimiento equivale a redefinir las tasas Qq de la forma
= Qq/Nj. Sólo los términos próximos a 5 = 1 o 5 = 1V se verán significativamente
afectados por la renormalización, pero su influencia en la función fi” será despreciable si
ésta es prácticamente nula para dichos valores de 5.
La argumentación precedente es válida siempre que realmente las normas 1V, se hallen
próximas a la unidad también en los puntos frontera de la red discreta. Sin embargo esto
no ocurre para cualquier valor de los parámetros y y Aq. Como ya se apuntó en el capítulo
anterior, si el incremento temporal es pequeño comparado con el incremento espacial - o más
concretamente con (Aq)
2- los error numéricos cometi s e la estimación de N~ para Qq
— PqLXq son significativos, y la norma numérica difiere de la unidad no sólo en los extremos
de la red. En este caso ha de procederse a la sustitución de los términos Qq anteriores por
los correspondientes (2.34)
q
5 + Aq/2) — fer(~ —qy—Aq/2
]
Qq = ~ ¡fer& «,~ (3.3)
cuando fi” se representa por la suma de pulsos o histogramas rectangulares (2.31). Con
parámetros q,~, y, IV’, y Aq razonables las sumas 2~ ~ coinciden prácticamente N~ = l,por
lo qt:e no es necesario renormalizar las funciones de (3.3). El inconvenien~e de los nuevos
coeficientes de Q estriba en el hecho de tener que evaluar 2 N x IV funciones error, que en
el caso de coeficientes de difusión y deriva dependientes de A habrá de efectuarse en cada
paso temporal. En este sentido, por la simplicidad de P15 Aq, cabe interrogarse sobre el
margen de aplicabilidad de la integración original por rectángulos para implementar fi”.
Para esta finalidad basta desarrollar las INficiones fer de (3.3) en series de potencias en
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o concretamente, en serie de potencias en la razón A = Aq/«?. De la propia definición de
los coeficientes Qq se desprende que esta serie incluye sólo potencias impares de Aq para eí
caso general en que la probabilidad de transición coincida con (2.13). En particular, aquí se
tiene
Qq = Aq P15 +
que se reduce a la expresión original de los Qq = .PjjAq cuando el término es (Aq)
3 es
pequeño. Por tanto, la aplicación de la integración por rectángulos usual será válida siempre
que el resto de la relación anterior sea despreciable, Como P,. depende de í/V~7 el resto
O((Aq)3/r2)Pq es proporcional a A3, la aproximación de Qq por el primer término de la
serie está pues en función de A. Por otra parte, si se pretende que se satisfagan las relaciones
O=Qj
3=l y limQq 615
r—40
es necesario que se verifique A =i,/
4, lo que requiere tomar el paso temporal de tal forma
que
y> á2/(4rD), A~ Aq, (3.4)
o bajo la condición más estricta y ~ Aq2/213, de este modo el resto del desarrollo anterior
será despreciable para cualquier valor de la diferencia qj — q
5 ya que éste decae exponencial-
mente según exp[—(qi — q5)
2/(413y)]. En consecuencia, es preferible que el paso temporal
sea r lativamente grande comparado con (Aq)2. Si se refina la red suficientemente, el valor
mínimo del incremento temporal aconsejable se reducirá. En la práctica se observa que, sí
13 = 1, basta tomar y 0.2A2 para que O(A3/r2)Pq resulte despreciable, lo que permite
elegir valores de y pequeños incluso para redes no muy finas.
La aplicabilidad de la integración simple por rectángulos, que conduce a los coeficientes
Qq = PqAq requiere el ajuste de la relación y/~q2 que, en general, dependerá del rango
de variación del término difusivo 13, si éste es función de q. Es interesante destacar que la
condición restrictiva y ~ ~2/213, si se invierte el sentido de la desigualdad coincide con la
condición suficiente para la estabilidad de un esquema explícito en diferencias finitas. En
oposición a este último esquema, el modelo numérico integral requiere habitualmente, no
sólo para el proceso de Wiener, el concurso de un paso temporal relativamente grande. En
este caso la matriz de evolución contará con mayor número de elementos no nulos adyacentes
a la diagonal principal, En otras palabras, los elementos Qq serán nulos para índices 5 taes
que ¡i — J¡ > K donde K representa cierto número entero; este hecho perfila una matriz de
evolución Q (2K + 1)-diagonal, por lo que el esquema de avance temporal queda lijado en
la forma
¡+1<
ffl+l = >3 Q!’. fi7 (3.5)
donde K, para Ay 13 dependientes de tserá función de ir.
Los resultados anteriores son extensibles a todos los problemas sobre los que el método
integral resulta aplicable. En general, si se pretende desarrollar un esquema que permita
una simple integración por rectángulos, sobre la condición (3.4) la constante D en el proceso
• ~i~~jhhrúw.sustiWirU nn.’c0rtW rí~.9tññvn.q~eftzepresewta el. mínimo de<la t~p.oi4p
rP(qjJS1doIotneflcieitnf&(ditMSi4fl~$ dezívrM*Iw ~Étuneate s~u ‘e~ítie¡nj» ~4~4~p
58 Capítulo 3. Aplicaciones.
constante 13mín se podrá proceder de forma análoga a la aplicada para el caso tratado en
esta sección. Por el contrario, si la estimación de y no resulta posible, será necesario recurrir
al procedimiento general para la definición de los Qq, en términos de la integral de P,. en
el subintervalo [q
5— Aq/2, q5 + Aq/2j.
Para el caso particular (31) sobre ] — oc, oc[, cada fi’ se ajusta exactamente a los valores
obtenidos al discretizar sobre la red central, la función analítica fi(q, A) cuya expresión se
conoce de modo exacto, ya que (3.2) es la función de Oreen para la ecuación de Wiener.
Corno condición inicial se ha elegido para fio(q) el histograma centrado en el origen, de
anchura E, y normalizado a la unidad, En la sección siguiente se trata la ecuación diferen-
cml correspondiente al proceso de Ornstein-Uhlenbeck, que supone una generalización de la
ecuación de Wiener. Por esta razón no se consignan las figuras que ilustrarían la evolución
de ¡(y, A) que, además, no presenta solución estacionaria. El motivo de incluir aquí el caso de
Wiener se justifica por la posibilidad de extraer conclusiones de carácter general, extensibles
a la aplicación del método sobre otras ecuaciones de Fokker-Planck. Entre otras consid-
eraciones, para el caso tratado pueden realizarse con facilidad estudios sobre convergencia,
estabilidad y errores de truncamiento, llevados a cabo en algunos trabajos anteriores [6], [7],
[8].
3.1.1 Proceso Wiener sobre un intervalo finito.
La resolución numérica del proceso de Wiener sobre el intervalo real ] — oc, oc[ resulta en
cierto modo trivial, y su utilidad radica en el establecimiento de las pautas de cálculo a seguir
para otros problemas. Sin embargo, resulta interesante resolver numéricamente el problema
original (3.1) sobre el intervalo finito [a,b), con el fin de ilustrar el procedimiento dado en la
sección 2.2.2 para evaluar la adecuada función P,. ajustada a las condiciones de contorno del
problema. En este caso, la probabilidad de transición (3.2) no será válida; la norma de ésta
sobre el intervalo considerado no coincide con la unidad, de lo que se desprende que tampoco
en esta expresión se recoge la adecuada representación del momento 13. Mediante un cambio
de escala y una traslación en la variable espacial, puede estudiarse el problema, sin pérdida
de generalidad, sobre el intervalo [—1,11.En este caso, bajo las condiciones de reflejo en los
extremos del intervalo, la solución fundamental para la probabilidad de transición con 13
constante es la conocida expresión
- + e1 ~ 5—n’r’D,. cos(nrq) cos(nirq’)2
válida para cualquier valor de y si la condición inicial fo es una función par. La solución
general, para cualquier fo, es
P = ~ + Z~oí en
2r’Dr cos (nvrq) cos (nrq’)
(3.6)
+ ~ sen ((u — ~)irq) sen ((u — ~)rq’) e4” ~)2r’Dr
En este caso existe solución estacionaria, ya que si y -. oc el propagador P tiende a la función
constante I’,(q) = 1/2; en consecuencia, cualquiera que sea la condición inicial sobre fi, ésta
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evoluciona hasta la distribución uniforme fi8(q) = 1/2. A la vista de (3.6) los elementos Qq
para la solución numérica integral, en virtud de (2.33) vienen dados por
S1+
Qq = j P(q¡, A + y¡qt, A) dV (3.7)
con = q
5 + Aq/2. La suma en it se evalúa tras cortar la serie en un cierto valor L
del índice it. En función del paso temporal, L debe elegirse de forma que la exponencial
exp[—L
2r2Dr] resulte numéricamente nula. Si se elige y = 0,001 basta tomar L r- 15
y evaluar cada Qq una sola vez, ya que 13 no depende de A. De nuevo, los elementos de
la matriz de evolución satisfacen las propiedades prescritas para los mismos en el capítulo
anterior: son estrictamente positivos, acotados superiormente por la unidad y satisfacen la
condición de normalización ~ Qq = 1. Respecto a las condiciones para la aplicabilidad de
la integración por rectángulos, utilizando Qq = PqAq, se ha observado que siguen siendo
válidos los criterios fundamentados en los párrafos precedentes para el problema extendido
sobre toda la recta real.
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FIgura 3.1: Proceso de Wiener en [—1,1].
Figura superior, evolución dei hístograma inicial lo durante el tiempo 1 = 0, 1 en cuatro etapas
equlospaciadas en 1, con y = 0,005 y áq = 2/201. La figura Inferior muestra la evolución hasta un
tiempo total de una unidad. El trazo punteado os la solución tras 2000 iteracIones.
La comparación entre la función analítica f(q,t), particularizada en q = q¿ y A = nr, y
la solución numérica justifica la aplicación del esquema numérico, ya que ambas soluciones
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resultan practicamente idénticas, incluso para valores de Aq y r mayores que los fisicaTnente
aceptables. La solución numérica evoluciona hasta la distribución uniforme fi, = 1/2 estabi-
lizándose en este valor para cualquier número de iteraciones. El problema de las condiciones
de frontera queda resuelto de forma favorable mediante la elección de la probabilidad de
transición adecuada para el problema continuo. De nuevo, la elección del propagador y
la evaluación de las tasas de difusión Qq con el mismo, da lugar a un esquema numérico
de avance temporal plenamente coherente con las características del problema — véase la
figura 3.1 —. Se ha comprobado en el caso específico del proceso Wiener en [—1,1] que
la probabilidad de transición (3.2) resulta inadecuada para la resolución numérica del pro-
blema ( figura 3.2). En principio, podría pensarse que el uso de E’,. en términos de la
distribución gaussiana sería válida para generar los elementos de Q si r es suficientemente
pequeño, sin embargo, a pesar de que esta función representa en el límite y —, 0 a la función
6 esta representación no contiene en sí misma las características del problema particular. A
menudo 6(q) suele representarse como el límite de una sucesión de funciones {gn(q)} cuando
u tiende a infinito. Pero esta sucesión no es única y son, realmente, infinitas la sucesiones
que generan la función 6 de Dirac. También fi puede generarse a través de un conjunto de
funciones ortonormales {p(A, q)} procedentes de un problema de autovalores tipo Sturm-
Liouville; en definitiva, la representación de la función 6 es arbitraria. Esta arbitrariedad se
recorta notablemente al especificar el campo de definición y ciertas condiciones de frontera.
Ello justifica la validez de la probabilidad (3.6) y la no utilización de (3.2) en la solución
numérica (y analítica ) del problema. Sin embargo, cabe esperar que tanto (3.2) como (36)
resulten equivalentes sobre cierta región 1? interior del intervalo [—1,1], aun para y finito.
En función del incremento temporal, la expresión gaussiana resulta válida si se evalúa sobre
valores q5 suficientemente alejados de los extremos q1 y q~. Es suficiente, en consecuencia,
contar con la expresión (3.6) para ciertos q5, si se desea reducir eí tiempo de computación.
El procedimiento a seguir es simple: se evalúan las normas lV5 = 2~ Pq txq utilizando la
probabilidad de transición (2.13); para los valores de j en los que N~ difiere de la unidad
en más de una cierta constante e, que marca el orden de aproximación deseado, cada P15 se
reemplaza por (3.6). La norma se convierte así en un índice que marca la aplicabilidad
de una u otra probabilidad de transición. Para una red de 50 puntos, por ejemplo, con
= 0,001(3.6) resulta indispensable sólo para índices j = 1,2,3 y j — N 1V — 1, IV — 2.
En la región interior ¡q5 — l¡ < 4Aq las dos expresiones propuestas para el propagador P
difieren en menos de una millonésima, para cualesquiera i y j.
Del mismo modo, para problemas puramente difusivos, en los que 13 es una función
de q, y bajo las mismas condiciones de contorno impuestas a la ecuación de Wiener, la
función 6 puede representarse por eí conjunto de funciones ortonormales relativas a ésta.
Ello se traduce, según la sección 2.2.2 , en el cambio de 13 por 13(q’) si no se procede a
la factorización de 13. De esta forma se asegura que las características del nuevo problema
quedan recogidas en la representación 6 y, consecuentemente, en el propagador 9,- para
el paso temporal finito r. Así mismo, se limita aún más la arbitrariedad de 6(q — q’), al
introducir rasgos propios del problema a través de la función 13(q’).
Resulta esencial pues, definir correctamente la probabilidad de transición a tiempos cor-
tos, mediante la resolución del problema auxiliar (2.24) en términos del nuevo operador
L ~p,dado en el capítulo anterior. En particular, la resolución del problema de Wiener so-
bre un intervalo finito, genera un conjunto de representaciones para 9,- que pueden aplicarse
0.05
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Figura 3.2: Solución integral divergente en Proceso Wiener.
Comportamiento de la solución numérica J(q, ¿). El trazo continuo muestra le evolución cuando se
utiliza la probabilidad 1’. sujeta a las condiciones de reflejo en q = ±1.La Unen punteada da le
solución cuando se usa como propagador (3.2) renormalisado en (—1,11, es obvio que el comportamiento
erróneo da J en las fronteras deriva en una solución que difiere notablemente de la real en todos les
puntes de la red. También se desvien los valores de los momentos P(L) = <q) y 1(t) — <q2> respecto alos reales - línea continua
a problemas difusivos con 13 variable. Si se incluye un término convectivo .4(q) el problema
auxiliar se resuelve del mismo modo, esto es, aplicando el procedimiento simple habitual
basado en eí desarrollo en series de Fourier. La probabilidad de transición a tiempos cortos
puramente gaussiana sigue siendo aplicable sobre puntos de la red suficientemente alejados
de los extremos del intervalo, siempre que su norma coincida numéricamente con la unidad,
En particular, se ha elegido para ilustrar esta sección el problema
82
= —13(q)f(q, A)
8t 8q2
sobre el intervalo [—1,1], con 13(q) = 1/ 1 — q2. El coeficiente de difusión es singular en
q = ±1por lo que el problema ha de resolverse bajo las condiciones de frontera
~—13(q)f(q,A) = O en q = h1.
En este caso también existe solución estacionaria fi,(q) = 4/r 1 — q2 como se desprende al
resolver la ecuación homogénea. La existencia de fi, favorecerá el análisis de la convergencia
para el esquema numérico. Aplicando 13(q) 6(q — q’) = 13(q’) &(q — q’), el operador auxiliar
L ~ coincide con el operador de Fokker-Planck para el proceso de Wiener unidimensonal.
Así pues, los coeficientes de la matriz de evolución Qq vendrán dados por (3.7) cambiando
13 por 13~ = 13(qj), con la red discreta habitual (2.27) y la retícula auxiliar (2.32). En
T(t)
Pi’>
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cuanto a la evaluación de los Qq cabe destacar que el índice L que marca la limitación de
la serie depende ahora de cada 135, que crece a medida que q1 tiende hacia los extremos de
la red. Para r 0,001 el índice máximo A aconsejable se mantiene menor que A = 20 para
Lodo valor de 5. La evaluación de las normas numéricas ~ Pqlxq con la probabilidad de
transición usual (2.13), impone que (3.7) es sólo necesaria para valores de q5 cercanos a los
extremos del intervalo [—1,1],lo que reduce considerablemente el tiempo de computación.
Cada serie se calcula sólo en la primera iteración y es válida para todo el proceso iterativo.
Tampoco es necesario mantener en memoria los Y x IV elementos Qq, ya que gran parte de
ellos son nulos. La simetría de 9,. también contribuye a reducir el número de operaciones.
Como la red discreta es central, no contiene a los puntos q = +1, lo que no crea problemas
para el cómputo de cada Qq, aun cuando se refine excesivamente la red. El refinamiento de
la red da lugar a valores de 13(q¡) excesivamente grandes sobre los extremos del intervalo
f-.-l, 1], si bien esto representa una ventaja para determinar los Qq al reducir en valor
de A, es un problema para la resolución numérica paralela con un esquema implícito en
diferencias finitas, al que se recurre para comparar con la evolución integral. En este último,
las condiciones de contorno se simulan anulando las derivadas laterales de 813 fi/8q en qi y
qN.
Si el problema se resuelve con (3.2) renormalizada en [—1,1], la deficiente evolución defi en ¡os extremos de la red deriva en una solución errónea y en un cálculo deficiente de
los momentos. La figura siguiente muestra este comportamiento en trazo discontinuo.
El trazo continuo corresponde a los valores, prácticamente idénticos, obtenidos mediante el
propagador apropiado y por eí esquema implícito en diferencias finitas.
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Se ha optado por resolver el problema mediante un esquema numérico en diferencias
tipo Crank-Nichoíson, válido hasta orden y
2 en el paso temporal. Las derivadas se aprox-
unan a segundo orden de Aq en difer cias centrales. Se observa que ambas soluciones
numéricas prácticamente coinciden tras un reducido número de iteraciones, estabilizándose
y convergiendo a la soJución estacionaria analítica fi4q
5). Para el proceso de Wiener con
D = 1, cada ~ obtenida por el procedimiento integral se ajusta más estrechamente a la
e --a-
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función verdadera fi(q¡, ni-), quela correspondiente solución numérica en diferencias, si bien,
a medida que aumenta el número de iteraciones, las tres soluciones coinciden prácticamente.
De nuevo, el método numérico integral resulta estable para cualquier valor de T y Aq. Con-
viene estimar el tiempo de relajación T del sistema en un primer ejercicio de aproximación,
con el fin de ajustar el paso temporal a un valor fisicamente razonable. En general, basta ele-
gir para y la cantidad T/100. De este modo la evolución numérica se contempla ampliamente
satisfactoria y tanto el régimen transitorio como el estacionario quedan óptimamente repre-
sentados por el esquema integral. En particular, la solución numérica estacionaria tiende afi8 a medida que aumenta en número de iteraciones. La figura 3.3 apoya los comentarios
expuestos.
Esencialmente, los resultados obtenidos en esta sección son extensibles a problemas en
los que se cuenta con efectos convectivos. Las condiciones de contorno se introducen en la
correcta definición de la probabilidad de transición a tiempos cortos mediante la general-
ización del procedimiento anterior, si bien el propagador habitual (2.13) sigue siendo válido
para aquellos valores qJ suficientemente alejados de los extremos del intervalo (a, b), sobre
el que se define la distribución fi. Sobre estos puntos interiores (2.13) es aplicable siempre
que se halle normalizada a la unidad. Este hecho contribuye a reducir el cálculo de las
sumas implícitas en las correspondientes series, que conducen en el limite r —> O a la función
6(q — q’) del caso continuo. La probabilidad de transición en términos de series de Fourier
resulta esencial para evaluar los coeficientes Qq sobre los q¡ en un entorno de los extremos
q~ y q~, cuyo radio disminuye a medida que se reduce y.
3.2 Proceso de Ornstein-Uhlenbeck.
Uno de los procesos estocásticos markovianos más estudiados en la literatura es el problema
de Ornstein-Uhlenbeck, también denominado de ¿a parUoi¿la de 1?ayleigh, que surgió en los
primeros momentos sobre el estudio del movimiento browniano [9], [3], [1]. Este problema
recoge el efecto de la interacción de una partícula con un medio de partfculas que suponen un
fondo fijo. La descripción estocástica del movimiento, contenida en la ecuación de Langevin
(1.1), involucra el concurso de un término fluctuante representado por un ruido blanco gaus-
siano, añadido a la contribución determinista representada por una fuerza de rozamiento
viscoso proporcional a la velocidad y = q, De laecuación diferencial en la variable estocástica
¿(1) = y, se pasa a la descripción correspondiente para las variables macroscópicas, repre-
sentada por la ecuación diferencial de Fokker-Planck adecuada. En este caso tal ecuación se
expresa, en una dimensión, como
8 8 813—.] f(v t) a=vCb (3.8)
~-~fi(i,t) = —~—[—yv — 8v _
donde -y y 13 son constantes, El coeficiente de difusión 13 es positivo, mientras que y puede
tomar cualquier valor. La deriva —‘yv recoge el efecto de la interaccion de cada partícula
de la colectividad con un fondo fijo, mediante el concurso de una fuerza de fricción de
carácter disipativo, proporcional a la velocidad. De aquf se desprende que, fisicamente, el
problema abordado no supondrá la conservación de la energía cinética del sistema, cuandofi es interpretada como la función de distribución de un sistema de partículas idénticas
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Figura 3.3: Proceso difusivo con 13 variable.
Evolución difusiva de ¡ en las mismas etapas a iguales parómetros que los descritos para la figura del
proceso de Wiener, La solución numérica en diferencias resulta prdctican,ente indistinguible de la
solución integral.
sujetas a la descripción microscópica implícita en la ecuación de Langevin. De nuevo, el
esquema numérico habrá de ser sólo consistente con eí mantenimiento constante del número
de partículas a lo largo de la evolución de fi(v,I) en lo que a magnitudes conservadas se
refiere, Sin embargo, una formulación más general del problema permite redefinir eí término
de convección en la forma .4(v) = —7(13 — yo), donde F0 = —y1>o representa una fuerza
constante por unidad de masa. La ecuación de Langevin correpondiente a la reformulación
del problema muestra el fenómeno de difusión en un campo de fuerzas constante cuando la
partícula interactúa a su vez con un fondo fijo de partículas y dicha interacción se evalúa
a través del término —-yis. Si y puede tomar cualquier valor real, anulando la corriente de
probabilidad y fi en los limites y —, ±~, la variación temporal del momento p = <y>, dada
por
8<13
>
8A = ~‘~<~> — ~o]
dicta la constancia de <u> en el tiempo, siempre que se elija como valor inicial Po =
Análogamente, la ley de evolución para el segundo momento de la distribución 2’ — <132>
8<1>2> = 2<13 — u y( y — PO)>,
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establece que T(i) será constante en el tiempo siempre que se tome para 13 el valor D =
y(T0—pg) >0, donde
To = T(0). El término To—pg representa la desviación cuadrática media
a2 = (1>2> — <n>2 de la distribución inicial fo. Dado que tanto p(A) como T(A) permanecen
constantes en el tiempo, la desviación a(A) será también constante a lo largo de la evolución
temporal.
Con la finalidad de aplicar el método numérico integral a problemas fisicos de mayor
relevancia en los que ~ representa un operador colisional que preserva la energía y eí
momento, se ha decidido resolver (3.8) para el caso en eí que los dos primeros momentos de
fi permanecen constantes en el tiempo, en claro paralelismo con las leyes conservativas de
la Física relativas al momento lineal y la energía. El objeto de tal elección es el de refrendar
mediante un ejemplo simple la utilidad del método numérico integral para la resolución de
problemas con magnitudes conservadas y a su vez, fundamentar mediante la experiencia el
uso de la función de aniocorrelación numérica, definida en el segundo capítulo.
La ecuación diferencial correspondiente al proceso de Ornstein-Uhlenbeck, para la proba-
bilidad de transición P(v, t~v’, A’), viene dada por
8P _ 8 8
8A ,,b<t> —vo)+ ~—13]P ; P(v,A¡v,1) = 6(~ —ti)
cuya solución, cuando ti puede tomar cualquier valor real, es una gaussiana de media ~ y
desviación a2
1 (ti — ti)2
P(ti,t¡v’,1’) — <.exP[ 2a2 con
ti(v’, A — 1’) = tio + (ti’ — yo) &7C’-¿’> y (3,9)
«2(v8 1—1’) = (To — v~) [1—
que depende sólo de la diferencia 1 — 1’. Cuando 1 — 1’ tiende a infinito, la probabilidad de
transición tiende a la solución estacionaria que coincide con la distribución normal en la
variable ti, de media Po y desviación típica To — p~ iguales a la media y desviación iniciales,
siendo constantes durante toda la evolución. La solución analítica para la función de Oreen
(3.10) permite derivar exactamente la expresión de f(v,1). La evolución numérica de la
función de distribución puede compararse en cada paso temporal con la función analítica
f<v, 1) evaluada en los puntos de la red discreta habitual (2.27). Por otra parte la existencia
de solución estacionaria favorece, en este caso, el análisis de la convergencia y estabilidad
del método numérico,
La probabilidad de transición a tiempos cortos (2.13) adquiere para este caso, la forma
Pr = P(v,v’¡i-)= 0rñ exp[.. —vi)2] (3.10)
donde m = y’ — je(ti’ — tio)r y o~ = 213r = 2(To —. vg)’r. Si el tiempo total de evolución 1 se
subdivide en M intervalos de anchura r = 11k, es posible determinar la ley de evolución
de los momentos p,, y 2’,, en el n-ésimo paso temporal de forma analítica, sin proceder a
la integración numérica sobre la red espacial. Teniendo en cuenta la ecuación integral de
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evolución para f’+(q), resulta sencillo obtener las relaciones de recurrencia
z’n+i p,,(1—yr) + rypo
~ T,,(1—yr)2 + 2,43+ 2’yrpop»+i — (yrpo)2
ya que la integral sobre ti’ en (3.10) es resoluble analíticamente, Con las condiciones iniciales
Po y To, si se elige y « 1/y, las relaciones recursivas anteriores presentan las soluciones
Pa+1 = Po
1n~ 1o r2’ + 21o — yrp~ —
2 —
con r = (1— yr) cl
que muestran la constancia del momento p,, para cualquier iteración, siendo 2’,, variable. Si
el número de iteraciones a aumenta indefinidamente para un valor de r lijo, se observa que
2’,, tiende a (lo — yrpg)/(i — yy/2), que difiere de To en orden r. Este hecho corrobora la
afirmación dictada en el capítulo anterior sobre el error de truncamiento global para fi”. Por
e’ contrario, si se procede al limite r —. O manteniendo nr = A constante, se recuperan los
momentos verdaderos 1(1) = To y p(A) = Po Con el fin de reducir los errores cometidos en
la evaluación de los momentos en cada paso temporal es posible recurrir a una corrección a
segundo orden de potencias en y sobre la desviación a,. del propagador a tiempos cortos. Si
se toma a,. = 2Dr(1 — ry/2), los momentos a,,, y 2’,, son tales que
Pnl-1 = p,,(l — ry) + ryv
0 = Po
T,,,~= T»(l —2yy)+2ry2’o= lo
eí operador integral de evolución conservará tanto p como 2’ en cada iteración, al igual que el
operador verdadero en términos de (3.10). De forma general, si (2.13) se elige como proba-
bilidad de transición a tiempos cortos con desviación u,. = 213(q’, t)r puede aiiadirse a ésta
el término corrector —r
2<A(q,i,,)2>,,, que asegura, al menos analíticamente, la conservación
de ji,, y 2’,,. Es fácil verificar que la modificación de a,. no altera la norma de 14. ni las
propiedades establecidas en la sección 2.2.1, al representar una corrección de segundo orden
en r. No debe extrañar la presencia en o,. de un término aditivo proporcional a i-2, ya que
(q — q’ — rA)2 cuenta ya con un sumando en la forma r2.42.
Para la solución numérica integral del problema de Ornstein-Uhlenbeck con momentos ji
y 2’ constantes se ha procedido de formaanáloga al procedimiento presentado para eí proceso
de Wiener sobre [—~, ~], con la probabilidad de transición (3.10) con (y sin) corrección en
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De nuevo la evolución temporal de la función de distribución arranca de la condición inicial
tipo pulso de anchura E — A para fi(v, O). La constante y se absorbe en el tiempo A, de tal
forma que yA es una variable adimensional. Dado que y orienta sobre el tiempo de relajación
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tr para el proceso de Ornstein-Uhlenbeck, estimado del orden Ar = 1/y, el problema ha de
resolverse con un paso r tal que r « 1. Con la finalidad de estudiar los tiempos relajación
para la solución numérica, y la convergencia de la misma hacia la solución verdadera en
cualquier instante fijo A = n~ tras u iteraciones, se procede a obtener la forma analítica de
fi(q,1) con
si y <A
fi(ti,O) = _ (3.12){ 1/(B—A) si
si ti> E.
Los parámetros A y E se han elegido de forma que de fi(ti, O) se obtengan los momentos
iniciales <ti>(O) = PO y <~~2>(O) — T~, Esencialmente, la razón para selecionar esta condición
ínicial se encuentra en el hecho de que cualquier otra función fio(v) puede representarse
como suma de funciones en la forma (3.12). La función f(ti,A) puede obtenerse al aplicar la
ecuación integral de evolución sobre la condición inicial, con la probabilidad de transición
(3.10) válida para cualquier valor de 1— 1’. De este modo se tiene la distribución analítica
para todo A> O, según
fi(ti, A) = J ¿‘(ti, A¡v’, O) f(v’, O) dv’ =
Az—v B2—v .1’~{fer[ — ] — fer[ — ]}; z = e (3.13)
donde fer[.] representa la función error. La forma estacionaria para fi(v, A —~ es la
distribución normal gaussiana, de media Po = 1)0 y desviación típica To — it
La comparación entre la función fi(ti, A) exacta, y la correspondiente solución numérica ff
permite evaluar la eficiencia del método integral, así como inferir algunas de las propiedades
generales del esquema de avance temporal, que pueden generalizarse para la resolución de
otras ecuaciones tipo Fokker-Planck. El problema de Ornstein-Uhlenbeck, resuelto medi-
ante el procedimiento numérico propuesto, resulta especialmente interesante por presentar
un término convectivo variable independiente del tiempo. La probabilidad de transición
a tiempos cortos (3.10) es coherente con el problema tratado en esta sección, ya que se
satisfacen para el caso continuo las condiciones impuestas a 1’,. en la sección 2.2,1.
Al igual que en el problema de Wiener, la variable ti se extiende sobre toda la recta
real, por lo que, en el caso discreto será necesario difinir la red unidimensional, de extremos
suficientemente grandes para que puedan despreciarse los valores de la propia función fi
sobre ellos. Sobre el intervalo (—ti»., ti».) se ha propuesto la discretización utilizada para eí
problema de anterior, sobre una red intermedia que no contine a los puntos fronteras según
(2.27). La resolución numérica de las integrales surgidas en el esquema de avance se llevan a
cabo mediante la aplicación directa del esquema numérico con los elementos Qq dados por
(2.34). A pesar de que la integral que define los términos de la matriz de evolución puede
resolverse exactamente, ya que A(ti’) es proporcional a la variable de integración u’, se ha
optado por mantener A en la formaA¡ = A(u
5), como sise tratara de un caso general en el
que A y 13 son funciones cualesquiera.
Nuevamente se plantea la cuestión sobre la aplicabilidad de la integración simple por
rectángulos, sustituyendo cada Qq por P<¡Au. En este caso, la presencia de la convección
A propicia el desplazamiento del máximo de la distribución P,. desde u = 1>~ hasta ti =
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v,j+rA5, lo que puede contribuir a que la norma Z¡ Qq difiera de la unidad aun para puntos
alejados de los extremos
1>N y tij. Sin embargo, si el paso temporal es s ficientemente red cido
este desplazamiento resulta prácticamente inapreciable, a pesar de que A
1 es proporcional
a y1, cuyo valor máximo es del orden de cinco unidades, si
To es la unidad; fi~ resulta
prácticamente nula en ti
1 y
tiN~ Así pues, las condiciones establecidas para el caso sencillo
de un proceso puramente difusivo del proceso de Wiener son válidas para el problema con
deriva abordado aquí. Debe tenerse en cuenta que si se procede a la integración por la
Regla Extendida de Punto Medio, el parámetro r ha de satisfacer de nuevo la condición
prescrita para la ecuación de Wiener, esto es, debe cuidarse ,- sea mayor que Av2/vSW
como establece la condición (3.4). Si eí incremento temporal elegido no satisface la condición
anterior, se procede a sustituir PqAv por Qq según (2.33).
La regla simple de integración por rectángulos permite contemplar con mayor claridad
el significado fisico del método numérico. La función fi(v, A) en el caso discreto tomará el
valor constante fip sobre el intervalo espacial (ti
1 — Av/2, v¡ + Av/2) entre los instantes A y
A + y. La función de distribución es entendida, de este modo, como una sucesión de pulsos de
anchura Av y altura .1? centrada en cada ti1 de la red discreta. El área de cada pulso, fi¡’Av,
se interpreta como la fracción de partículas del sistema con velocidades comprendidas entre
ti1 — Ati/2 y ti¡ + áv/2, cuando la constante de normalización para fi sobre toda la red se
ha tomado como la unidad. Cada elemento Qq representa, en consecuencia, la proporción
de la cantidad de partículas fJ’ Av que pasa de tener velocidad v~ en el instante nr a tener
velodidad ti1 en el instante (u + l)y. La normalización 2~ Qq = 1 asegura la constancia de
la cantidad de partículas del sistema,
Los elementos Qq de la matriz de evolución Q se calculan a partir de la correspondiente
expresión para la probabilidad de transición a tiempos cortos (3.10), para u = ti1 y ti’ = ti1,
siendo A(v’,i) = —(~~1 — ti0) y D(v’,A) = 13. Los coeficientes de difusión y deriva son inde-
pendientes del tiempo, ello requiere evaluar los Qq antes de comenzar el proceso de avance,
y utilizarlos en cada paso temporal posteriormente. Los términos Qq han de satisfacer la
condición de normalización inherentes a las propiedades de la probabilidad de transición en
el caso continuo. Esta condición supone, para el caso discreto, que habría de veriflcarse la
relación
N
c(j) = ZPii Av = 1.
1=1
La suma c(j) anterior se aproxima notablemente a la unidad para valores del índice j no muy
próximos a los extremos - j = 1 y j = Y - de la red. La diferencia de c(j) con respecto a la
unidad esinapraciable parala red elegida, con Au O.
02yi- ‘-‘~O.01,parajzz 3,4,...,N—2.
Esta iferencia provi ne, esencialm nte, de restrigir los limites de integración al intervalo
(—y,,,, u,,,) en la integral convergente extendida sobre toda la recta real. La diferencia entre eí
valor correcto de la integral de normalización y la integral numérica disminuye notablemente
para los puntos interiores de la red, ya que el término exponencial decae rápidamente a cero
cuando la diferencia (i — J) aumenta. Una primera estimación del error E
1 cometido en el
cálculo de la integral, al restringir el intervalo de integración a [—ti»., 14,,] viene dada por
El =1— .
3~erfi( tul) (si jlyjN,)
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que decrece cuanto mayor sea el valor del extremo de la red tim, o cuanto más reducido
sea el paso temporal r. Para los restantes puntos de la red E1 se mantiene menor que la
cota de error correspondiente a j = 1 y j = N. No obstante, dado el carácter finito de r
el valor de la función error en la expresión anterior puede ser apreciablemente menor que
la unidad, La propagación del error cometido puede ser significativa para gran número de
iteraciones, lo que afectaría al valor de las cantidades conservadas del problema. Al igual
que para el proceso de Wiener extendido a toda la recta real, conviene renormalizar las
tasas convectivo-difusivas Qq redefiniéndolas en la forma Qq/c(i). Sólo los extremos de la
distribución se verán afectadospor la corrección introducida, mas si fiy resulta prácticamente
nula en las cercanías de +ti,,,, el efecto sobre el resto de la distribución es inapreciable, tos
nuevos Qq siguen siendo estrictamente positivos, pues c(j) también lo es, al ser suma de
términos positivos definidos por la exponencial implícita en la probabilidad de transición a
tiempos cortos. Así mismo, se satisface la relación Qq ~ 1 y, exactamente, >~ Qq = 1.
Análogamente, es fácil verificar que lim,..,..,o Qq = ¾~equivalente a la condición inicial
P(v,AIV’,A) = ¿(ti — ti’) para el caso continuo.
El número de elementos no nulos de la matriz de transición Q queda determinado por
el valor del paso temporal r. Conviene elegir i- de tal modo que los Pq sean apreciblemente
mayores que cero, para cada índice i, en un entorno de v~ limitado a 1k intervalos a izquierda
y derecha de v¿. De este modo las integraciones numéricas que conducen a la evolución de fi,
se reducen a sumas sobre el índice j extendidas entre 5 = 1—As y j = 1-1-As. Una vez estimado
el valor de As, sólo es necesario contar con la participación de (2k + 1)N elementos de la
matriz Q, que presenta la forma de una matriz k-diagonal. Si eí paso temporal aumenta el
índice As será mayor, lo que supone un incremento en el tiempo de computación al resolver las
integrales numéricas, Sin embargo, la evolución hacia la situación estacionaria de equilibrio
se traduce en un menor número de iteraciones, La compensación entre ambos efectos, para
problemas de coeficientes de difusión y deriva independientes del tiempo, torna irrelevante
la elección de un valor particular de y. Sólo razones de precisión numérica en los programas,
requieren la modificación del paso temporal, Un análisis estimativo sobre los efectos de
aumentar el paso temporal para cada problema, ayudará a la elección apropiada de los
parámetros i- y As, en función de Ati.
Si fifl denota el valor de la función de distribución en el punto tu, en eí instante A = ny,
el esquema numérico viene dado por la relación
IIfin = >3 Qq fis’ (3.14)
5=1
donde la suma en 5 se ha extendido, en principio, sobre toda la red. Para eí sencillo problema
que ocupa esta sección, la extensión de las sumas a toda la red no aumenta esencialmente el
tiempo de computación, aun para una red muy fina de 200 puntos sobre un intervalo (—5,5),
De forma general, cada sumatoria contará sólo con 2k + 1 sumandos distintos de cero, una
ves fijado el valor de As tal que para Ii — J¡ > As se tenga Qq = O.
Debe notarse que en el esquema numérico presentado en el párrafo anterior, en Qq se
representan simultáneamente los efectos convectivo y difusivo. La convección, .4 = —y(v —
1>0), tiende a desplazar hacia 1> = 1>0 a las partículas que ocupanuna determinada posición en
la red. Este efecto de deriva es tanto más significativo cuanto mayor es la diferencia v~ — yo.
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Sin embargo, el término convectivo aparece afectado por eí factor y dentro del argumento
de la exponencial en el cálculo de las probabilidades de transícion. En función del valor
concedido al paso temporal, el efecto de la deriva se hará notar sobre intervalos más o menos
alejados de la j-ésima celda, cuyo contenido se distribuye a celdas adyacentes, por efectos
simultáneos de difusión y deriva. En eí tratamiento de este problema no se ha recurrido
a la factorización del avance temporal, mediante el recurso de computar la convección y la
difusión a través dedos matrices diferentes. Este proceso de factorización inspiró los primeros
trabajos sobre eí método numérico integral y originó las primeras investigaciones sobre eí
tema. El procedimiento de factorización mencionado responde a una elección diferente para
la probabilidad de transición a tiempos cortos. Así, si la solución formal de la ecuación de
Pokker-Planck dada por (2.12) se expresa como
82¿‘(u, 1 + r¡ti’, A) = [1 + i-—D(v’, Aflb(v — u’:>] + [1— 8 — ti’) — ¿(u — ti’)
que en el limite r —, O, se reescribe como
.P(ti,A+ r;v’,t) = O — ~V~¿(exp[ry-~-D]5(u — ti’) — exp[y~—A]b(v ti, ~ti — u,,.
El primer sumando de esta expresión conduce a la probabilidad de transición (2.13) pu-
ramente difusiva, mientras que el factor exp[—i-8/Dv Á(v’, A)], al actuar sobre la función
fi(v,t), produce en ésta una traslación de valor —Ar en la variable ti, lo que en el esquema
de avance equivale a someter a traslación el contenido de laj-ésima celda: parte del mismo se
distribuirá sobre las celdas adyacentes. A la vista de esta nueva probabilidad de transición,
el proceso de avance temporal se contempla descompuesto aditivamente en dos subprocesos,
difusivo y convectivo. No obstante, en el límite cuando eí paso temporal y tiende a cero,
todas la probabilidades de transición utilizadas convergen al problema continuo. La inter-
pretación anterior presenta el inconveniente de que, si rA(v’,A) es relativamente grande, la
matriz convectiva ha de contar con mayor número de elementos, a fin de contabilizar el
trasvase del contenido de un intervalo dado a tres, o más, celdas adyacentes, Por esta razón
se ha procedido a la elección de la probabilidad (2.13) que permite evaluar simultánemente
las tasas de convección y difusión sin recurrir, a priori, a esquemas de avance a As puntos
dados prefijado ,- en función del valor máximo de la convección A’.
Para todos los casos computados se ha efectuado la comparación entre la solución
numérica fip y el valor de la solución exacta (3.13), calculando ésta sobre el punto medio de
cada intervalo (ti~ — Av/2, tq + Av/2) en A = ~ycada cierto número de iteraciones. Antes
de proceder a la obtención de la solución numérica estacionaria, se ha dejado evolucionar el
sistema hasta completar un tiempo global del orden de 1/y = 1, para el cual la media de
la probabilidad condicional analítica (8.10) decae en un factor e1. Tomado y = 1/it para
u iteraciones, la diferencia entre la solución numérica y la solución verdadera disminuye a
medida que aumenta u, si bien la diferencia entre ambas es ya inapreciable para u = 10. La
corrección a segundo orden en y, establecida sobre la desviación a,. de la probabilidad de
transición a tiempos cortos mantiene prácticamente constantes los momentos de primer y
segundo orden de la distribución fin. Este hecho contribuye a optimizar la convergencia de
la solución numérica en un número relativamente reducido de iteraciones. Obviamente, el
ajuste con la solución analítica se mejora al aumentar el número de pasos para un tiempo
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fijo de evolución. En todos los casos se procede simultáneamente a resolver el problema
mediante un esquema implícito en diferencias finitas tipo Crack-Nicolson, que representa
una aproximación a segundo orden de potencias en los incrementos y y Av. La evolución
de ambas soluciones numéricas es paralela, siendo prácticamente idénticas aun para pasos
temporales del orden de una décima parte del tiempo de relajación 1/y. Resulta interesante
notar que la velocidad de evolución de la solución numérica es la misma que la observada para
la función exacta (3.13), tan sólo se aprecia un ligero adelanto de aquélla sobre los extremos
de la red, como consecuencia de la imprecisión introducida en las tasas convectivo-difusivas
Qq. Es posible concluir, a la vista de estos resultados, que para valores de r fisicamente
razonables, la solución numérica integral para el proceso de Ornstein-TJhlenbeck converge a
la solución verdadera para cualquier instante A de la evolución. Si la probabilidad de tran-
sición a tiempos cortos no se encuentra corregida sobre 0r, el paso temporal hade reducirse
para mejorar la convergencia. En este caso, eí momento 2’,, de la distribución numérica
difiere significativamente del momento exacto T(A) = To para r -- O, 1/y. En cualquier caso,
la solución numérica integral siempre representa un proceso difusivo, manteniendo la posi-
tividad de fi. En cambio, la solución dada por el esquema en diferencias puede dar lugar a
comportamientos no difusivos de la distribución, incluso a valores negativos de fi para algún
qj corno muestra la figitra 3.4.
En cuanto al análisis de la convergencia hacia la solución estacionaria, se procede a fijar
y y dejar evolucionar eí sistema aumentando el número de iteraciones. Se pretende ahora
verificar la eficiencia del modelo integral para la descripción del estado estacionario, bajo
la perspectiva de generalizar su aplicabilidad a problemas fisicos de mayor relevancia, en
los que interesa representar coherentemente el estado de equilibrio. Interesa en este caso
verificar la estabilidad de la solución numérica estacionaria, así como analizar eí valor de las
magnitudes conservadas por el sistema.
liado que la probabilidad de transición a tiempos cortos no es única, es posible, como se
afirmó en eí segundo capítulo, adecuar la expresión de la misma a las características propias
del sistema en estudio. Un primer paso para la optindzación de P,. se fijó mediante la
modificación de la desviación «,.. A pesar de que esta modificación genera un operador que
preserva los valores iniciales de las tres cantidades constantes en la evolución, el efecto de
la discretixzación en la variable espacial desvirtúa ligeramente esta propiedad. Conviene en
este caso recurrir a la función de autocorrelación numérica ~P,,en la que se depositará la
responsabilidad del ajuste de las tasas Qq a las propiedades del sistema. Q,, recoge en si
misma el efecto de la integración sobre las variables u’ en la definición de los elementos de
la matriz de evolución, mediante la sustitución de ..4~ por ‘1i~A
1. Según (2.44), el parámetro
de ajuste ‘1’ vendrá dado por la relación recursíva
t+i= ti + Co(sP~ — 2’o) , ‘P1 1
donde C0 es una constante positiva cualquiera que reproduce eí orden de la desviación
relativa (Ti — To)/2’o en la primera iteración. En general puede elegirse cualquier
0o, ya que
las car cterísticas mismas del sistema conducen a un valor fijo de ‘1’,. tras un reducido número
de iteraciones. El valor de ‘1’,, oscila en torno a la unidad, fijándose en una cierta cantidad
próxima a = 1 cuando 2’,, y tPo coinciden. La función de autocorrelación representa una
corrección de orden r2 para E’,. . En el caso más desfavorable, dicha corrección aparece
en el argumento de la exponencial de (3.10) por lo que no modifica sustancialmente las
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Figura 3.4: Proceso Ornatein- Uhlenbeck (.t).
(a) Comportamiento difusivo de la solución integral Ji para Aq 10/201 en 100 y 200 iternciones.
(b> Solución por Crank-Nicholson Jd; pare el valor de r Indicado la solución no difusiva se mantiene
durante más de 100 IteracIones, La situación se corrige tras 200 pasos. II y /4 coinciden prácticamente
para nr> 1.
propiedades del operador. De hecho, cada Qq con el término ‘1’~ coincide prácticamente
con el mismo valor sin la corrección en .45. Sólo a lo largo de la evolución el efecto corrector
de 31’ resulta apreciable.
En último extremo, la presencia de ‘1’ debe inducir a pensar que se ha optado por repre-
sentar el propagador a tiempos cortos por una expresión diferente a la habitual (3.10), en la
que la media ti’ -l-rA(t,’) se ha corregido mediante el concurso de una función dependiente del
tiempo A, cuya forma explícita en principio se desconoce, lo que justifica el ajuste recursívo
anterior. Ya se ha mencionado que la representación de 14. no es única y que el operador de
Fokker-Planck genera toda una clase de probabilides de transición equivalentes en el limite
y —. J.
En el problema que acupa esta sección la amplitud de máxima oscilación para 11’,, es
del orden de ±0,01. Es interesante señalar que si se procede a corregir de forma idéntica el
termino convectivo ~1 sobre un esquema en diferencias finitas, la evolución de la solución
numérica se desvía notablemente de la solución verdadera, generando incluso valores nega-
tivos de fi” y alterando hasta el valor constante de la norma inicial de la distribución, lo que
se traduce en la variación inevitable de los momentos ji,, y 2’,, a pesar de que éstos evolu-
cionen sin la correccion de forma aceptable, dentro de las posibilidades que ofrecen dichos
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Figura 3.5: Proceso O-U (II). Solución numérica fi y ancsUticaf.
modelos para la aproximación de la solución verdadera. Este hecho se debe esencialmente
a que ‘~V introduce una corrección que puede representar otra ecuación diferencial diferente
a la del problema original, lo que incurre en la no consistencia con el caso continuo. Sin
embargo, para eí modelo numérico integral la consistencia con el problema continuo, repre-
sentado por la ecuación integral de evolución, no se afecta al modificar la probabilidad de
transición a tiempos cortos mediante el ejercicio de la corrección impuesta, ya que ésta no
modifica ninguna de las propiedades dadas en la sección 2.2.1
La figura 3.5 muestra la evolución del pulso inicial (3.12) hasta la solución estacionaria
numérica -flg.(d)-. En el efecto corrector de la función de autocorrelación se integran también
los posibles errores de redondeo cometidos en la computación, disminuyendo la diferencia
entre la solución integral fi y la verdadera fi -fig.(e)-. El valor de SP~ -flg.(c)- permanece
estacionario con independencia absoluta del número de iteraciones. El excelente compor-
tamiento de la función numérica f( contemplado en la evolución de un pulso cuadrado
inicial, se hace extensible a cualquier condición ¡(ti, O) elegida para la distribución inicial,
dada la posibilidad práctica de tratar ésta como una sucesión de ‘ ondas cuadradas’ con
normas individuales 1?txti. La superposición de las soluciones numéricas para cada pulso
dará la evolución de fin.
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3.2.2 Proceso Ornstein-Uhlenbeck con O <y < ~.
Para ci tratamiento de ecuaciones cinéticas en función de la componente radial ti de la veloci-
dad, la probabilidad de transición a tiempos cortos ha de estar definida sobre la semirecta
real positiva. Esta condición impone recurrir a una representación de la función 6 en la que
se contengan las condiciones de contorno óptimas en la nueva variable del problema. En
esta sección se investiga sobre las propiedades que han de ser satisfechas por E,. cuando no
se trata con las condiciones de contorno naturales definidas en la sección anterior. Se ofrece
un modelo de probabilidad de transición a tiempos cortos aplicable a casos más generales,
cuya efectividad resulta equiparable a la expresión habitual de E’,. dada por (2.13). En
definitiva, el estudio numérico del proceso de Ornstein-Uhlenbeck con u > 0, al igual que el
problema de Wiener sobre (—1,1) ilustra el procedimiento a seguir para el tratamiento de
las condiciones de frontera.
La formulación del problema implica añadir a la ecuación diferencial para la probabilidad
de transición P(u, 11v’, 1’)
8P 8 8
~ y[—yv + ~-D]P P(v,tjv’,A) = ¿(u — ti’),
la condición u ~ 0, lo que equivale a afirmar que la corriente de probabilidad .1 ha de anularse
no sólo en el infinito, sino también en el origen, esto es
Jo = AP —
—DP=0; u—.0, y v—.~. (3.15)
8v
Por esta razón la probabilidad de transición a tiempos cortos E,. debe satisfacer (3.15)
cualquiera que sea la representación elegida, lo que fijará en este caso el intervalo [0, oo[
como su campo de definición. El problema auxiliar (2.24) de la sección 2.2.2 debe resolverse
con la misma condición que habría de imponerse al propagador original P.
De nuevo, con el fin de comparar la solución numérica con la correspondiente solución
analítica, se Ira investigado la ecuación diferencial para la probabilidad, con la condición
de reflejo en el origen. Mediante la reducción a un problema de autovalores, se tiene (para
y = 1, D = 1)
P(v, Alt/A’) = 1 {e <U~»3 + ~ Ct+;t>i }~ z = e«1t» y — 1 — ~2• (3.16)
Como condición inicial para la función de distribución, por las mismas razones aducidas en
la sección anterior respecto a este punto, se ha considerado una función (3.12) tipo pulso
cuadrado de extremos a > O y b > a normalizada a la unidad. Con (3.16) y (3.12) la
expresión para la función fi en todo instante A de la evolución es
1 u+zb v—zb u—za ti+zafi(v,t)... fer[—J — fer[—] + fer[—.--—--—] — fer[
2z(b — a) < 1/ y
cuya solución estacionaria es la gaussiana ~ñYexp(~v2/2) definida para u > 0.
La discretización sobre el intervalo finito [0,um], de acuerdo con lo establecido en sec-
ciones precedentes, responde a la red de N puntos
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que no contiene a los puntos frontera. Sobre esta retícula se definen, como es habitual,
los valores de la función de distribución en el instante A = nr notados por ff. La función
analítica se evalúa sobre la misma red, con el fin de comparar la evolución del problema
discreto con el continuo. El esquema numérico de avance es el mismo que el propuesto para
el proceso de Ornstein-Uhlenbeclc tratado en la sección anterior.
Como se ha indicado, en primer lugar será necesario recurrir a un modelo de probabilidad
de transición a tiempos cortos E’,. coherente con las condiciones del problema, que en este
caso se sintetizan sobre la imposición ti > O. Es fácil verificar que (213) no satisface las
propiedades requeridas para E,. al no encontrarse normalizada a. la unidad en el intervalo
[O,oo]. La representación de función ¿ de Dirac en términos de la integral de Fourier no es
coherente con el problema que ahora se trata, máxime si ha de tenerse en cuenta que de ella
se desprenderá el operador integral U ~+,.,¿ para y finito. Obviamente, la representación
¿ más apropiada para el problema habría de ser el limite da la probabilidad de transición
exacta cuando A —o pero ello supondría conocer a priori la función de Oreen para la
ecuación de Fokker-Planck, lo que equivale a tener resuelto el problema. Para las ecuaciones
objeto de este estudio no es posible conocer de forma exacta la probabilidad de transición,
por ello ha de recurrirse al procedimiento generado en el segundo capítulo para el cálculo de
Pr.
Conviene recalcar de nuevo que si E,. se representa por (2.13) renormalizada, el com-
portamiento de la solución numérica no es el esparado en las proximidades del origen ti = O,
si bien, a medida que ti se aleja del origen, fi~ se aproxima a la solución verdadera aun para
y relativamente grande. Este resultado es obvio, ya que la probabilidad de transición pura-
mente gaussiana está, a efectos prácticos, normalizada a la unidad en los puntos interiores
de la red cuando y es reducido.
En lugar de tomar la representación de Foruier para ¿(ti — ti’), se elige la correspondiente
a otro problema más simple que el tratado, y que satisfaga las mismas propiedades que éste.
Para aproximación de P,. a primer orden de potencias en y
P(ti,i+r¡ti’,A) = [1 +rA(v’)~- + rD~’ ]6(v — ti’)
exp{r[ A(v’)& + rD~, ] ¿<ti — it)
el segundo miembro puede interpretarse como la solución formal de la ecuación diferencial
lineal de Fokker-Planck auxiliar ( con A y D constantes
8p 8 8
— [A+D—fr~ ;-A>O,D>O,
8r Br, ¿ti
que puede resolverse por el procedimento habitual de reducción a un problema de autovalores
= e~p(—Ar)w(A,v) [2], [10],[11].Las autofunciones {tp(A,v)} correspondientes a p* son
conocidas (véase [12])y presentan un espectro continuo en A que conceden la representación
buscada de la función 6. Substituida ésta en (3.18), se ganen la probabilidad de transición
a tiempos cortos aplicable al problema tratado:
e —A (o—o’—Ar/2)/2 L~h1{e 4r 4ru’¡A) =
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jA¡ v+v’+Ar
Av [1 — fer( )]; A = —ti’. (3.18)2 2vi
La forma funcional de la probabilidad P(r) es más compleja que la expresión exacta (3.16),
Sin embargo, la misma función podría utilizarse para el esquema de avance temporal corres-
pondiente a una ecuación de Folcker-Planck, definida sobre ti > O con A(ti, A) =O. En las
proximidades del origen, la función (3.18) resulta apreciablemente diferente a la probabilidad
usual (2.13). Al igual que en el problema de Wiener sobre un intervalo finito, se ha elegido
la representación de E’,. anterior para aquellos puntos ti~ y ti
1 en los que la suma >2< .P¿5Av
difiere notablemente de la unidad cuando E’<5 se evalúa con (2.13). Para valores del paso
temporal razonables (y « 1/-y) es suficiente tomar la representación (3.18) para índices
j en los que ti5 es próxima al origen El problema se resuelve bajo las mismas condiciones
para la aplicabilidad de la integración simple por rectángulos impuestas en el proceso de
Ornstein-Ulilenbeck general.
La matriz de evolución Q tiene Nx, IV elementos de los cuales sólo es necesario calcular
(2M + 1) x Y elementos, ya que Q es una matriz (2M+1)-diagonal. Los únicos términos Qq
diferentes de cero son aquéllos para los que — u =M, donde M dependerá del ancho del
paso temporal y. Se ha observado que para valores de y razonables, M se reduce a M = 3
ó M = 4, es decir, la integración numérica para cada ti< se reduce a unos cuatro puntos
adyacentes al i-ésimo intervalo ~ví— Av/2, ti< + Ati/2]. Para la computación basta guardar
en memoria los términos Qj,j..¡, Q<,<.~ ... Qtí+4•
El esquema de avance numérico con (3.18) presenta resultados tan satisfactorios como los
encontrados en la resolución del problema precedente. Las gráficas adjuntas muestran cómo
la solución numérica fi<’ se aproxima a la solución gaussiana estacionaria Cexp(—v2/2) conla misma velocidad de evolución que la obedecida por la función exacta ¡(ti, A). Los tiempos
de relajación en el esquema numérico son los mismos que los observados para el problema
resuelto analíticamente.
Puede concluirse que la resolución numérica del problema, mediante el algoritmo integral,
se corresponde plenamente con la solución analítica (figura 3.6).
Se han ensayado otras condiciones iniciales ¡(ti, O) para arrancar el esquema de evolución:
para todas ellas, los tiempos de relajación obtenidos mediante el procedimiento numérico
coinciden con los esperados analíticamente. La solución estacionaria es siempre la gaussiana
predicha por la correspondiente ecuación de Folcker-Planck; no se presenta inestabilidad en
la solución numérica, con independencia del número de pasos temporales y de los parámetros
AA = r y Av involucrados en la discretización del problema,
La solución numérica paralela mediante un esquema en diferencias finitas progresa ade-
cuadamente excepto en las inmediaciones del borde de la red durante las primeras iteraciones.
Aunque la solución numérica estacionaria coincide a efectos prácticos con fi,(ti¡) y con la
solución integral, la velocidad de evolución en el esquema en diferencias se altera respecto
a la misma para la función analítica ¡(ti, A) en los extremos. la información contenida en
el paquete inicial fo(v3Ati se propaga más lentamente en el esquema en diferencias que
en el integral sobre tales extremos. Sin embargo, el efecto de la condición de reflejo en el
origen queda perfectamente reproducido por el modelo numérico integral con un tiempo de
evolución idéntico al mostrado por la solución analítica.
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Figura 3.6: Proceso O-U en [0, o4.
(a) Evolución detallada en cinco etapas de 20 iteraciones con r = 0,05 y Aq 1/201. La ltnea p,inteada
muestra la solución estacionaria real. (1,) Evolución de J< en 100, 400, 800 y 1000 iteracIones. (c)
y (d> Momentos T(t) y p(t) ajustados a los parámetros PI, P2 y PS de la expresión mostrada en el
gráfico. El tiempo de relajación estimado del sistema 1/PS = 1/2. 004 coincide prácticamente con el
teórico tr = 1/2 aun sin el uso do la autocorreiaoión numérica.
3.3 Proceso de Ornstein-Uhlenbeck variable.
Hasta aquí todas la ecuaciones de Fokker-Planck unidimensionales resueltas presentan coefi-
cientes de difusión y deriva independients del tiempo. Conviene ahora cuestionar la validez
del método integral para problemas en los que A y Ji pueden ser funciones de la variable
1. Con esta finalidad se han estudiado varios problemas simples con solución analítica cono-
cida, para el análisis comparativo de ésta con la solución numérica. Se pretende así extender
las conclusiones anteriores a problemas con coeficientes variables. A la vista de la ecuación
integral para eí movimiento de ¡(ti, A) (2.9) el esquema numérico sólo requiere el concurso de
los coeficientes A y D en el instante A~ = ~y para la obtención de fn+í. Si bien es posible
recurrir a métodos tipo prediclor-correcior al igual que en los esquemas en diferencias, se ha
optado por resolver las ecuaciones que siguen sin ningún tipo de corrección que supongan una
complejidad añadida a la sencillez característica del modelo. Se espera que el propagador a
tiempos cortos recoja convenientemente los efectos inducidos por la variación temporal de
los coeficientes difusivos. Bajo la perspectiva de que ~r representa una aproximación a
primer orden en y del propagador verdadero, P(v,A + r¡v’,i’), cabe esperar que el modelo
de integración numérica siga siendo, para estos casos, una poderosa herramienta de cálculo.
La extensión del modelo a ecuaciones de Fokker-Planck no lineales se verá así justificada.
Entre los problemas con A y D variables tomados de la literatura se ha elegido el proceso
de Ornatein- Uhlenbeck tiariable representado por la ecuación diferencial lineal de Fokker-
Planck
8 . 8.. con a < ti <b ó ve]— ~, oo[
= ~w.[~7(A)(ti — g(t)) — D(t)~Jf _
donde y y ti
0 de (3.8) se han sustituido por funciones del tiempo -y(A) ~ O y g<A).
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El coeficiente de difusión D(i) > O se supone una función de A. La ecuación satisfecha por
la probabilidad de transición P(v, <u’, O) es la misma que (3.19), cuando ¡se sustituye por 1’,
ya que P(ti,i¡v’ , O) es la solución a esta ecuación bajo la condición inicial ¡(u, O) = 6(ti—u’).
Es fácil probar, para —a <ti .< oc, aplicando eí operador de la transformada de Fourier,
que la solución de (3.19) para la probalidad de transición es la gaussiana
P(v, 11v’, 0) = ~ [(vii)21 (3.20)
de media ii(v’, A) y desviación «í(v¡, 1) = u2 (ii)2 soluciones de las ecuaciones diferencialesordinarias
dii ¡
dA —y(A) ( ii—g(i) ) con ii(ti’,O) =v
(3.21)
dv2 ‘2
= 2 {D(i) — y(A)~’+ y(flg(A)iY} con v2(ti’, 0) = ti
En este caso, el propagador P(v, tjv’, A’) no depende, en general, de la diferencia A — A’,por
ello no puede hablarse de la existencia de solución estacionaria P,, en el sentido de la teoría
de procesos markovianos, 2 si E’, representa el limite deP cuando (A—A’) — 00. No obstante
puede darse el caso de que las funciones y(A), y(A) y DQ) tiendan hacia sendas constantes
a medida que aumenta A. En este sentido puede hablarse de solución estacionaria cuando
A tiende a infinito. El motivo de trabajar con tales sistemas se inspira en el hecho de que
en numerosos problemas de la Física, relativos a ecuaciones cinéticas integro-diferenciales
de Folcker-Planck, la deriva y la difusión son funciones suficientemente regulares en A, que
varían lentamente a lo largo de la evolución, alcanzando valores prácticamente estacionarios,
Según 3.22 es evidente que se puede determinar a priori la ley de evolución temporal
de los momentos de la distribuci’on f, lo que favorece la comparación con los momentos
obtenidos numéricamente
Á(v,t) = —a(v — ~o) , D(t) = (2’o — tig)(i +C20¿) a> 0 (3.22)
y
Á(v,i) = —yQ)(v — yo), Ji(A) = (2’o — ti~).yQ) y(A) > O ‘stA. (3.23)
En ambos procesos, tio y To representan los momentos de primer y segundo orden de de
fo, siendo p(t) = <v>(i) constante en eí tiempo para el primer caso ( figura 3.7), en el que
T(t) — <u2 >(A) tiende al valor inicial To a medida que aumenta el tiempo. Sólo en (3.23)
se conserva para cualquier función y(A) ya que Ji es proporcional a a
0 = — ti~.
Es obvio que este problema puede resolverse definiendo una nueva variable temporal i~ =
fty(t) di’, sometiendo a traslación la variable espacial según z = ti — ti0, lo que reduce
la ecuación de Fokker-Planck a la del proceso de Ornstein-Uhlenbeck ordinario (3.8). No
obstante, se ha mantenido la forma original con la finalidad de observar el comportamiento
2ya que, en general, no se satisface la relación P(v, 1 + T¡u’, 1’ + 1) — P(v 11v’ 1’) para 1> 0, por lo que
el proceso se dice no csiacionario
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Figura 3.7: Proceso con .4 yD r,ar(ablea cnt (1).
Figura superior: solución Integral en un tiempo total de 5 unidades con r = 0,1 en el caso con ID =
— v~) (1 + e’~>. ji no avoluciona a partir de > 5 coIncidiendo con la gaussiana estacionaria
Cifaca contiana). Las grdflcas Inferiores representan las diferencias entre la solución exacta fe y las
numéricas integral y en diferencias fi y Jd. A medida que aumenta 1 la difereacia fe —fi disminuye.
de la solución numérica para coeficientes de difusión y deriva variables con el tiempo, e
inferir así propiedades generales extrapolables a problemas menos simples.
El interés de esta elección es puramente académico, ya que se desea investigar la validez
del método integral en la descripción de problemas con más de una cantidad conservada, si
bien, en sentido fisico, el operador LFP no es conservativo. La proporcionalidad de Ji con
«0es meramente fortuita, del mismo modo que lo es la fuerza determinista dependiente de
ti yo. En cierto sentido, existe algún paralelismo con las ecuaciones cinéticas de la Física,
en cuanto que A y Ji dependen de los momentos de la distribución. En concreto, ambos
coeficientes pueden contemplarse como
.4= —.~Q)J (y — v’)f(v’,A)dv’ y Ji = ‘y(A) ¡(u — (ti> (A))f(v’
En último extremo, puede pensarse que la ecuación (3.19) representa el comportamiento
de un conjunto de partículas cuya difusión es controlada por un potencial dependiente del
tiempo que genera un campo variable encargado de preservar la energía y el momento de la
distribución. La obtención de la probabilidad condicional P<v,A 1v’, 1’) de f(v,A), conocida
fo, es trivial en función del sistema de ecuaciones diferenciales lineales ordinarias (3.22).
Para los dos ejemplos tratados es sencillo verificar la condición de Lindeberg ([4]) satisfecha
por un proceso markoviano continuo, así como la ecuación de Ohapman-Kolmogorov (2.7):
5’>
— 0,4
— 602
-, 2.5 6) 24
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los dos procesos analizados siguen siendo markovianos.
La solución numérica integral de (3.23) se da en la figura 3.9. 72(A) permanece constante
a efectos prácticos, al igual que PQ), cuya fluctuación en torno a Fo = O entra dentro del
orden de la aproximacion numérica, sin una propagación efectiva de errores de redondeo.
A(A) y Ji(A) (figura 3.10) aumentan con A sin afectar a la expresión del propagador E’,-
En los dos problemas, la probabilidad de transición a tiempos cortos se ha elegido coin-
cidente con (2.13) cuando la desviación u,. se representa por 2Ji(A) y (1— y <A2> /2Ji), si eí
término corrector (1 — r<A2>/2D) se mantiene positivo para cualquier valor de A. Una vez
estimado el orden del tiempo de relajación i~ del sistema, se elige el paso temporal r << Ar.
El espaciado Av de la red discreta se supone independiente de A, con ello el esquema utilizado
en los procesos anteriores es aplicable al proceso variable. La solución numérica integral se
compara con la solución verdadera y la solución numérica dada por un esquema en diferencias
finitas tipo Crank-Nicholson, con un predictor mediante un avance en diferencias explícito
para estimar los valores de los A5+’ y D7’1. En el primer ejemplo, es fácil determinar la ley
de evolución analítica para el segundo momento de la distribución 72(1), ello permite aplicar
la relación recurrente (2.44) para el uso de la función de autocorrelación numérica 4’ que
contribuye a redirigir la evolución del sistema en el sentido que se minimiza la diferencia
entre el momento numérico 7’» y eí momento real T(t~). Como Ji(A) está acotada entre su
valor inicial D
0 y 2D0 en toda la evolución, la variación de ‘It es prácticamente inapreciable
sí la desviación típica del propagador a tiempos cortos se halla corregida con el término
r<A
2>.
El comportamiento de la solución fi’ es similar a los observados para aquellos problemas
en los que A y Ji son independientes del tiempo. Por otra parte, Ji(A) varía lentemente
con eí tiempo; si se elige un paso temporal razonable r « 4 la solución numérica integral
coincide prácticamente con la solución verdadera en cada etapa de la evolución, ajustándose
exactamente los valores de ~ y 7’,, a los momentos verdaderos casi desde la primera iteración.
en cada ti< y A» = ivr. Los resultados se presentan en las figuras 3.7 y 3.8.
Se han tratado numerosos problemas en los que tanto A como Ji varían lentamente con
el tiempo, cuando éstos alcanzan valores estacionarios, A> y Ji>, y carecen de singularidades
en la variable espacial. De forma general, bajo estas condiciones (no muy restrictivas, si se
contempla que las características prescritas para .4 y Ji son las satisfechas por gran número
de problemas fisicos) el método integral resulta aplicable en los términos que han venido
presentándose a lo largo de toda la exposición para coeficientes independientes del tiempo.
Una vez más se aprecia que la inclusión de A(ti, A) y D(v, A) en la probabilidad de transición
a tiempos cortos dirige la evohíción de f en el sentido que lo haría con la expresión verdadera
del propagador.
En las aplicaciones tratadas P,. es muy próxima la ¡‘(ti, A + ny’, A), ello prodría inducir
a pensar que la forma de P,. dirige la evolución hacia la solución estacionaria gaussíana.
Sin embargo se ha abordado el estudio de numerosos procesos en los que existe solución
estacionaria diferente, tipo Pearson [121, obteniéndose resultados igualmente satisfactorios.
Puede verse, en particular, el análisis de los procesos no markovianos que ilustran la última
sección del capitulo, como ejemplos de interés puramente académico.
Especialmente interesente resulta el estudio del caso (3.23) para distintas funciones ‘y(A)
continuas en A y posiblemente no acotadas superiormente. Puede entenderse que el problema
representado por la EFP correspondiente es comparable a un proceso tlsico que se comporta
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Figura 3.8: Momentos de f en proceso variable (1).
Evolución de T(É,I) y diferencia entre el momento exacto tPo y el calculado con la solución integral
‘JI. Ln oscilación en torno a Te — ‘PI = O se debo nl ajuste iterativo de ‘P», La diferencia Te — Td con id
calculado con la solución en diferencias fe! es mayor que Te — Ti en cualquier etapa de la evolucldo,
asintóticamente como el propuesto cuando A aumenta. Por esta razón se ha conservado
explícitamente la dependencia en A de A y Ji a través de y(A). En particular, se han analizado
procesos en los que y no evoluciona lentamente en el tiempo, pudiendo tender a infinito a
medida que aumenta A. Analíticamente eí problema presenta de nuevo tres magnitudes
conservadas. Si la función ‘y(A) se halla acotada inferior y superiormente por constantes
estrictamente mayores que cero, el cómputo de los elementos Q~ en la n-ésima iteración no
genera problemas, al no existir singularidad para ningún 4. en el argumento de la exponencial
de (2.13); por ello serían válidas la conculsiones extraídas para el caso (3.22) análogas a los
procesos de coeficientes independientes del tiempo. Sin embargo, si ‘y(A) es una función
estrictamente positiva y creciente en ]0, oo[, la situación cambia drásticamente, En primer
lugar, la corrección en la desviación típica de la probabilidad de transición a tiempos cortos
resulta inviable, ya que el término <A2> puede aumentar indefinidamente. Por otra parte, el
de la exponencial en E’,. es creciente en A, por lo que los términos Qt’. tiendenargumento
a cero a medida que aumenta u; la solución estacionaria del problema numérico es el vector
nulo {f} = [O,O, ,.., O~ lo que muestra claramente que el procedimiento numérico integral
no es válido, en tanto que no representa fisicamente la situación esperada. Sólo para valores
de A,, tales que ‘¡‘(A,, )r =1 E’,- resulta apropiada para la descripción del estado transitorio.
Esencialmente este resultado se debe a que los errores cometidos al limitar la integración a
un intervalo finito aumentan al crecer en el tiempo el valor medio 13 = ti> — -y(A4r(ti’ — tio)
de la probabilidad de transicíon.
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Figura 3.9: Proceso con A yD dependientes de ap(A) (II).
(a) Solución integral para ci caso (3.25) en 200 Iteraciones. (b> Diferencias entre la solución exacta
¡r. y la. ,olnciones nuniéricas a,, diferencIes ¡d e integral Ji.
Es claro que esta misma situación puede aparecer en problemas flsicos en los que A(q, A)
y/o O ) varíe con el tiempo de forma que tienda asintóticamente a una función ‘y(A, q)
estrictamente creciente en A para cada valor fijo de q. En tal caso, la resolución del problema
simple (3.23) dispensará el tratamiento a seguir para procesos similares relativos a ecuaciones
de Folcker-Planck de coeficientes dependientes del tiempo.
Puede demostrarse de forma sencilla que la utilización de 1’,- conduce analíticamente
a la solución del problema analizando la evolución de la condición inicial ¿fo = 5(u — yo)
obteniendo axiahticamente f(u,nT). Sise procede al cé.lculo de los limites y —o O y u —. oc
con nr = A para f(ti, ni-) se obtiene f(ti,t(vo) coincidente con P(ti,tItio,O) dada por (3.22).
En definitiva, la probabilidad de transición a tiempos cortos utilizada anteriormente es
válida para la resolución analítica del problema. En cambio, como se ha mostrado, E’,
no resulta apropida para la aplicación del método numérico integral. Esto no significa que
el procedimiento numérico estudiado en este trabajo no resulte aplicable a problemas con
coeficientes de difusión y deriva variables en el tiempo. Sencillamente basta considerar que
la probabilidad de transición a tiempos cortos no es efectiva pata problemas análogos a
(3.23) para cualquier valor finito de i-. En ese caso es necesrio definir un propagador 1’,. que
se adapte a las características del nuevo problema. En particular, la nueva probabilidad de
transición puede obtenerse siguiendo eí método expuesto en la sección 2.2.2 con el operador
auxiliar L ;.~ correspondiente al proceso de Ornstein-Uhlenbeck con ‘y constante, esto es,
sí y(t)(v’ — vo)6(ti — ti’) se sustituye por ‘y(t)(v — vo)6(v — ti’). La probabilidad de transición
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efectiva será ahora (3.10) que sólo involucra términos en exp(—rj’(An)) siendo apta para la
descripción del problema pues 1’,. no decae a cero a medida que aumenta el número de
iteraciones. Es obvio que la nueva probabilidad de transición coincide con el propagador
habitual (2.13) a primer orden en r. Así mismo, analíticamente puede obtenerse ¡(u, A) con
fo = 6(ti — tio) como se indicó anteriormente, mediante el estudio de la. convergencia uniforme
en (y, 11v.) —¡ (0,0) de ¡(ti, nr) manteniendo nr = A.
El algoritmo seguido para el avance temporal es análogo al descrito en casos anteriores.
La integración simple por rectángulos se lleva a cabo ahora para aquellas iteraciones en las
que r = ‘¡‘,>r satisface la relación (3.4) cambiando » por (tPo —tig)/’y,., ya que siguen siendo
válidos los argumentos aducidos para el problema de Wiener para la validez de la aplicación
de la Regla Extendida del Punto Medio. En caso contrario los coeficientes se determi-
narán integrando 1%. sobre ti’ en el intervalo [ti
5 — Ati/2, y1 + Ati/2] si la n-ésizna condición
inicial fi> se construye según (2.31). La nueva probabilidad de transición conduce a la cor-
recta descripción no sólo del régimen transitorio, sino de la situación estacionaria esperada
para el problema continuo. En cambio, el esquema en diferencias finitas, al no depender
la red espacial discreta del tiempo, resulta inapropiado para valores de r’y,, excesivamente
grandes, pues la matriz de evolución tiene todos sus elementos negativos a partir de ciento
valor de u; Esta situación genera valores negativos de 1>’, para algunos f~, dando lugar a
una evolución no física.
En la figura 3.9 se muestra la evolución de la condición inicial (3.12) para y(A) =
aexp(aA), a > O. El comportamiento para otras funciones crecientes (incluso decrecientes)
1>0
— 1 .~-a¡03
“-60?
¡¡u >í>013
-60.2
0.96
0>94 _________________ -60.3
->153
¡¡.92 -.0.4
->143
605 t >5 2
1 t
a o qo
a’ F—1 a 5>
‘rl4 .
3 .2>
2 ~
.5 -2.5 2.5
60
Figura 3.10: Momentos de 1 en proceao variable (II).
de A es análogo. La diferencia entre la solución verdadera fe y la solución numérica intregral
fien menor la fe—fd en cada etapa de la evolución y en cada punto de la red. fd representa
la solución dada por el esquema en diferencias.
Las conclízsiones extraídas en la resolución del caso simple (3,23) son extensibles a otros
problemas de coeficientes variables en los que existe una solución estacionaria f>(q) para f
—en el sentido f, = lim¿.~ f(q, A) — . Para este tipo de problemas es suficiente recurrir a
>0
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la factorización de A en la forma A(q,A) = —Ji(q,A) [q — go(q,A)], por lo que AS(q — q’) se
puede expresar como
A(q, t)&(q — q’) = q Ji(q’, A)5(q — q’) + Ji(q’, A)go(q’, A)6(q — q’)
que reduce el operador auxiliar L .p a un operador del problema de Ornstein-Uhlenbeck
en i-, de coeficientes constantes (ya que A se considera un parámetro fijo ). Con cílo, la
expresión de 1’,- será la correspondiente a la probabilidad de transición para este proceso
con las sustituciones ‘y —. D(q’, A)//, ‘y. (A — A’) —, yJi(q’, A)//, ti
0 —. go(q’, A) y Ji —o 1.
En general, el problema de Ornstein-Uhlenbeck variable da lugar a toda un clase de
propagadores P,- equivalentes en el limite y —. O, si el operador L rp es identificable con
eí operador LFP de dicho proceso. En términos de la relación asintótica A(q, t)/Ji(q, A)
para q fijo y A —~ pueden elegirse convenientemente las factorizaciones (2.21) que derivan
en una EFP auxiliar de un proceso con P(q,A~~~¡q>,A) conocida que, para y finito, se adapte
al problema tratado como propagador a tiempos cortos,
F
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3.4 Ecuaciones de Fokker-Planck no lineales.
Se ha estudiado la forma de abordar mediante el método integral numérico ecuaciones de
lYokker-Planck ordinarias que rigen la evolución de la distribución de probabilidad en proce-
sos markovianos. Se han sentado las bases para optimizar el modelo en aquellas ecuaciones
de coeficientes A y Ji dependientes tanto de la variable espacial como del tiempo. Interesa
ahora mostrar la efectividad del modelo numérico para las ecuaciones de Fokker-Planck que
se han denominado no lineales. Estas ecuaciones presentan la forma de las ecuaciones or-
dinarias que han venido tratándose a lo largo de la exposición, con la salvedad de que A
y Ji pueden depender de la propia función de distribución ¿f mediante cualquier relación
funcional. Desde el punto de vista de la teoría de los procesos estocásticos, tal dependen-
cia puede ser entendida en virtud de ciertas propiedades de presencia de memoria en los
procesos que definen las llamadas Ecuaciones Generalizadas de Langevin, para las variables
microscópicas. En estos problemas, la relación de Chapman-Kolmogorov no tiene porqué
ser satisfecha por la probabilidad de transición o probabilidad condicional p(q, A¡q’, A’) si bien
existe una relación equivalente para la expresión del propagador H(q, i¡q’, A’) que, en gen-
eral, no se entiende como probabilidad de transición, según (2.4). En cambio, la relación de
consistencia (2.6) se verifica para cualquier proceso que se interprete como surgido de una
interpretación probabilística En este sentido, se propone ahora aplicar los mismos argumen-
tos sentados para ectíaciones lineales de Fokker-Planck sobre ecuaciones para f formalmente
equivalentes a las primeras, en las que A y Ji son funciones de ~l’.
La no linealidad se traduce en el hecho de que la evolución de la distribución puede
depender de la condición inicial /o en todo instante A, Son numerosos los problemas de esta
índole para los que existe solución estacionaria f> (q) obtenida al hacer tender a infinito
el tiempo A, que puede incluso llegar a ser independiente de fo. Cabe ahora interrogarse
sobre la posibilidad de que tales procesos puedan describirse numéricamente mediante el
procedimiento integral que ha venido presentándose a lo largo de la exposición. En principio,
como se ha contemplado a través del estudio de procesos variables (A y Ji dependientes de
1) el comportamiento de la solución numérica para la descripción del régimen transitorio
y del estado estacionario, si éste existe, es satisfactorio siempre que Pi- se adecue al
problema particular. Ello sugiere la posibilidad de que en procesos no lineales gobernados
por una ecuación de la forma EF?, la evolución numérica de la distribución se comporte
de forma análoga que la experimentada por f en procesos lineales variables. En verdad, el
método es totalmente explícito, lo que implica el conocimiento de los coeficientes difusivos
en el instante A,, para la (n-1)-ési¡na iteración, de esta forma, el proceso no lineal equivale
a tín problema en el que A y Ji se conocen como funciones explicitas del tiempo. Sólo
cabe esperar que la no linealidad no produzca una excesiva propagación de los errores de
truncamiento. Como se ha estudiado, la función de autocorrelación numérica redirige el
sistema hacia el comportamiento físico esperado, siempre que el problema original verifique
ciertas propiedades relativas a la conservación de, al menos, el segundo momento de la
distribucion.
Se plantean a continuación dos problemas representativos de ecuaciones no lineales de
Fokker-Planck. Para el primero existe solución estacionaria y además es posible conocer
la función analítica f(q,A), que se comparará con la solución numérica en cada etapa de
la evolución, sin recurrir a ningún tipo de ajuste. El segundo ejemplo es formalmente
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equivalente a una ecuación cinética de un ‘plasma unidimensional’: es una ecuación inte-
gro-diferencial definida sobre un operador que conserva el momento lineal (media de 1) y la
energía (segundo momento de la distribución.)
3.4.1 Proceso no markoviano con A dependiente de f.
En ciertos problemas físicos, tales como los fenómenos de transición de fases surgen ecua-
clones claramente interpretables bajo la perspectiva de los procesos estocásticos no marko-
víanos, que dan lugar a una ecuación para la evolución temporal de la función distribución
de probabilidad f de marcado carácter no lineal en la forma
Of ~ r 8jjq h(q,q”-.”’ A’d’ ¡ A A 1
Vaq ~ 1q q, o
Resulta sencillo construir un simple modelo de caminata al azar ( random-walk ) con
ciertos efectos de memoria o correlación temporal en el muestreo de las variables aleatorias
([13)). La dependencia en cada instante de la historia anterior experimentada por el pro-
ceso da lugar a las denominadas Ecuaciones de Langetiin Generalizadas de las que pueden
inferirse las ecuaciones integro-diferenciales que gobiernan la evolución de 1 en las variables
macroscópicas. Existen algunos procesos de este tipo para los que es factible eliminar los
efectos inducidos por la memoria, y consecuentemente, convertir el problema en otro equiv-
alente puramente rnarkoviano. En particular, se ha estudiado uno de estos procesos para el
que la ecuación que gobierna la evolución temporal presenta la forma de una ecuación de
Fokker-Panclc de coeficientes dependientes de 1. En particular, siguiendo la referencia ([13])
se ha optado por construir y resolver el problema
Of _ a a
— —y{—i’>z —Af— ff-DoJf(q,A) (3.24)
que exhibe claramente la forma de (2.25) con A = —( ‘yq +4) y Ji = Do constante. La
presencia de f en el coeficiente de convección muestra la persistencia de ciertos efectos de
correlación, o memoria, añadidos a la descripción microscópica de cierto proceso estocástico
similar al proceso de Ornstein-Uhlenbeck, al que se reduce (3.24) si A = 0. Sin pérdida de
generalidad, se ha tratado el problema anterior con Ji0 = 1 y A = 1, para -y > 0. Mediante
una transformación integral similar a la transformada de Hopf-Cole, según
Q(q, A) = exp{ 1q2 + jq f(u, t)du }
f(q,A) =
—{ ln{Q(q,t) lq’ y
aq
es posible determinar la forma analítica de f si q se define sobre toda la recta real, cuando
tanto la corriente de probabilidad .1 como f se anulan en los limites q —o ±~. Bajo estas
condiciones, la ecuación satisfecha por la nueva función Q(q, A) es
8Q _
•0
(3.25)
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independiente de f, lo que significa la eliminación de los efectos de memoria inducidos por
la interpretación estocástica. Es evidente que la ecuación anterior representa un proceso
de Ornstein-Uhlenbeclc unidimensional de coeficiente inverso —‘y constante. Risken ([2])
muestra que la probabilidad de transición correspondiente a la ecuación anterior coincide
con la probabilidad de transición P2~U(q,i¡q?,O) para un proceso de Ornstein-Uhlenbeck
con la sustitución ~¡—, —y que, a pesar de no presentar solución estacionaria, es útil para
avanzar en el tiempo la condición inicial Q(q, O), esto es,
Q(q, A) = pO—U(q t¡q’, 0) Q(q’, O) dqt
donde Q(q, 0) = exp{ ‘yq2/2 + f¶,, f(u, 0)du }. En definitiva, notando por z el factor &‘
la solución a (3.24) es
‘y z ________________f(q, 1) = z2 —1 — zq) e G(q,q) dq’ (8.26)
~ a(~,q’) 4’
donde el núcleo integral G(q, qQ viene dado por
G(q,q’) = f(u,0) du — ‘y q’ — zq
•‘I~~ 1 —
Asímismo, es posible derivar la expresión de propagador fl(q,A¡q’, A’) que, al igual que f(q,A),
depende de toda la historia de la evolución. La ecuación integro-diferencial verificada por II
presenta la forma de una EF? en la que la deriva A depende f f(q’,A’)fldq’. En particular,
la dependencia en f(q, A = 0) para la probabilidad de transición analítica P = fl(q, AJq’, 0)
_ _ ________ —1fl(q, A¡q’, 0) _ (zq 1KW G(q,q’) [~,~f G(q, u)cka 1
es evidente.
Si el coeficiente ‘y es positivo, cuando se procede al limite A —+ oo, se obtiene la solución
estacionaria f~ dada por
fs(q) 2’¡’ e~ q2/ 2 <3.27)
ir (e+l)/(e—1)+fer(g\/3)
que se torna independiente de la condición inicial f(q, 0). Es sencillo verificar que (3.27) se
deriva al resolver la ecuación homogénea para (3.24) asumiendo que existe f. independiente
de A.
El operador Lrp de la ecuación (3.24) sólo preserva la norma inicial de f a lo largo de
toda la evolución. No es posible asegurar que, si la condición inicial f(q, 0) = fo tiene como
momentos de primer y segundo orden Po y To coincidentes con los de 1~, éstos se mantengan
constantes para A > 0. En cambio, si la descripción numérica del estado estacionario es
apropiada, los momentos 1,, y p~ deben coincidir hasta cierto orden de aproximación con Pa y
2’, atribuidos abs de la solución f~. Por otra parte, al existir la distribución analítica f(q,A),
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Figura 3.11: Solución integral u exacta en proceso no markoviano con y = O.
Evolución de la solución Integral ji hasta completar un tiempo de una unidad con r = 0,1 y y = 0. (b)
Solución exacta fe en las mismas etapas del gráfico anterior.
la comparación de los momentos de la solución numérica con los verdaderos es inmediata.
Esta comparación permitirá estimar así mismo el orden de aproximación del método integral
para problemas no lineales.
La solución numérica se obtiene siguiendo el procedimiento presentado para la resolución
del problema de Ornstein-Uhlenbeck. La probabilidad de transición a tiempos cortos uti-
lizada ha sido la distribución gaussiana habitual (2.13) sin ningún tipo de corrección. Podría
usarse para 14. la probabilidad 1’ correpondiente al proceso de Ornstein-Uhlenbeclc (3.10),
cuando el valor de la media u0 se sustituye por f(q’, A). De esta forma se mejoraría notable-
mente el resultado para cada iteración pues al ser 1 una función acotada, ~r se adaptaría
casi exactamente al problema particular.
Se ha investigado la evolución de una condición inicial tipo (3.12) en los mismos términos
que los establecidos para el estudio de ecuaciones lineales. El caso ‘y = o (figura 3.11) no
origina solución estacionaria, por elio se fija un valor máximo de A = nr para contemplar la
apronmaclon entre la solución numérica y la analítica en función del número de iteraciones
u. Basta elegir el paso temporal del orden de A/lo para que la evolución de f’> resulte
paralela a la de la solución analítica. La diferencia entre ambas soluciones disminuye, como
es obvio, al aumentar el número máximo de iteraciones tendentes a alcanzar el valor final
de 1, siempre que esto no reduzca excesivamente el valor de y, lo que obligaría a refinar la
red si se desea aplicar una integración simple por rectángulos con = P<~Aq. Véase la
figura 3,11. Al igual que en los problemas simples anteriores, la estimación de las normas
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P~- Aq marca eí índice de aplicabilidad para tal integración, si cada norma se aproxima
a la unidad hasta un cierto orden. En caso contrario, a pesar de renormalizar cada elemento
de Q, la evolución física se desvirtúa, no convergiendo la solución numérica a la verdadera;
es necesario entonces recurrir a la representación de con funciones error según (2.34) o
bien, refinar la retícula espacial como sugiere la relación (3.4). La matriz de evolución Q es
(2M+1)-diagonal, donde M denota el número de subintervalos de la red discreta adyacentes
a uno dado, hacia los cuales la difusión resulta efectiva. El valor de M está en función del
ancho en eí incremento temporal, habitualmente basta tomar M = 3 ó M = 4 para un
valor de r físicamente razonable, que se ajustará en el ejercicio de la computación numérica.
Sin embargo, para este problema y casi de modo general, puede darse cualquier valor de
y menor que el tiempo de relajación estimado a priori y dejar que M se ajuste en cada
programa. El efecto de esta situación es similar al observado para esquemas en diferencias
finitas implícitos que resultan estables de forma incondicional. En este sentido, es preciso
señalar que con estos últimos esquemas pueden generarse valores espúreos (negativos o no
coherentes con la difusión) para f» en alguna etapa de la evolución, al igual que ocurre con
el proceso puramente difusivo. Este problema, en cambio, no aparece nunca en la solución
numérica integral, que preserva la positividad y la norma de fo.
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Figura 3.12: Comportamiento de las colas def en proceso con y = 0.
Con el propagador Pi- el comportamiento de las colas de la distribución es semejante al
presentado por la solución verdadera, figura 3,12, mientras en el esquema en diferencias las
colas se adelantan en las primeras iteraciones, lo que afecta a la estiemación del tiempo de
relajación. Esta situación se ha apreciado también en los problemas tratados anteriormente.
Es evidente que la aproximación de Pi- a la función de Greca real P(q, A + r~q, A) puede
resultar más eficiente que la aproximación de orden r2 dada por el esquema en diferencias.En la figura 3.12 los símbolos * se refieren a la solución integral. Los círculos dan los valores
de f¡ aportados por el esquema en diferencias, mientras que la línea continua representa la
función verdadera fe, El desfase se corrige al aumentar el número de iteraciones. Los
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momentos P(A0) y T(A60) — en círculos — coinciden prácticamente con los reales (línea
continua sobrepuesta).
Si el coeficiente y es distinto de cero, el problema continuo presenta la solución esta-
cionaria (3.27), en el sentido de que existe eí limite llmg.~ f(q, A) = f8 (q). En este caso, el
sistema se deja evolucionar manteniendo y constante y aumentando eí número it de itera-
ciones. El régimen transitorio se describe de forma apropiada para cada A60 = nr siempre
que r sea como máximo del orden de un décimo del tiempo de ralajación A,. 1/y. Al no
presentarse ninguna singularidad en A ni en Ji y por estar acotados en (—Vm, Vm) x (0,nr),
los elementos se mantienen diferentes de cero para al menos un índice j, con i, fijo en
cada iteración; en consecuencia, la solución numérica estacionaria será diferente del vector
nulo {f} = [0, 0, . . . , 0]. Si se eleva el número de iteraciones, Pi- propende a ser con-
stante en n, ello indica que f” tiende hacia una solución numérica estacionaria f2. En estos
términos, el comportamiento del sistema se aproxima al observado en problemas con A y
Ji independientes del tiempo, para los que existía solución numérica integral estacionaria sí
esta se daba para el problema continuo. La diferencia entre f> y f, se reduce a medida que
se disminuye y, como es evidente; no obstante se aprecia una excelente convergencia incluso
para r del orden de 1/2’y que se reduce según se aumenta el número de pasos temporales. La
convergencia hacia la solución estacionaria verdadera se mejora de forma notable si a partir
de cierta iteración para la cual nr ‘.-‘ 1/’y, se procede al ajuste iterativo de f’> a través de
la función de autocorrelación numérica ¶1,, haciendo coincidir con
To el valor esperado del
segu do moment 2’, para la solución nalític estacionaria conti ua, que puede derivarse a
partir de la ecuación homogénea del problema continuo (figura 3.13).
Siguiendo el procedimiento presentado para el estudio de (3.24) se han investigado otros
casos de procesos no markovianos en los cuales Ji también depende de f(q, A). Para todos
ellos eí comportamiento de la solución numérica integral es semejante al observado para
problemas en los que los coeficientes difusivos son dependientes de A y q como funciones
explícitas de estas variables.
En general, ante la elección de un propagador adecuado, los procesos no lineales formal-
mente identificables con ecuaciones diferenciales de Fokker-Planck ordinarias, son abordables
mediante el procedimiento numérico integral bajo las mismas condiciones que estas últimas.
El propagador Pi- óptimo contribuye a mejorar la convergencia hacia la solución verdadera.
Tal elección queda condicionada a un estudio previo estimativo del comportamiento de A y
Ji a medida que aumenta 1.
3.4.2 Ecuación integro-diferencial con <~> y <q2> constantes.
El interés en el estudio del problema anterior subyace en la posibilidad que presta la ex-
istencia de solución analítica para refrendar la aplicabilidad del modelo numérico integral,
estimando el orden de aproximación y la posible convergencia de la solución numérica. En
cambio, en este proceso el operador LFP no preserva los valores iniciales de los dos primeros
momentos de la distribución, en los que se concentra, esencialmente, la información sobre el
sistema en problemas con mayor significado físico. A este efecto, se han estudiado algunos
procesos en los que tal operador presenta las mismas características que los operadores col-
isionales surgidos en en estudio cinético de sistemas en Física Estadística. El carácter no
lineal de las ecuaciones cinéticas asemeja el tratamiento de dichos problemas al dispensado a
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(3.24) de la seccción anterior. Bajo las condiciones no excesivamente restrictivas impuestas
para el estudio de procesos variables, la aplicabilidad del método resulta evidente, como
se ha venido mostrando en los casos precedentes. No obstante, interesa evaluar ahora la
evolución de cantidades conservadas en problemas no lineales para los cuales sea posible
derivar, al menos analíticamente, la solución estacionaria a fin de comparar con la obtenida
solución numérica. Se ha pretendido así mismo, generar un conjunto de problemas formal-
mente equivalentes a los problemas físicos hacia los que se encamina este estudio y que no
presenten como solución de equilibrio una maxwelliana. Este objetivo se fundamenta en
el hecho de que todos los proceso abordados hasta aquí presentan soluciones estacionarias
tipo distribución de Gauss o distribución uniforme — (3.1), (3.8), (3.16) . . — lo que puede
inducir a pensar, en virtud de la expresión de Pi- utilizada en cada caso, que eí propagador
numérico condiciona la evolución hacia tal tipo de solución.
En general, siguiendo con el análisis unidimensional, se han investigado ecuaciones no
lineales de Fokker-Planck, en las que tanto >4 como Ji dependen de forma integral de f(q,t)
en la forma
..4(q,A) = a(q) * f(q,t) y D(q,t) = d(q) *f(q,A), (q,t) E 8~ x
donde * denota la integral de convolución
g(q) * h(q) = g(q — q’) h(q’) dq’.
Si tanto f como la corriente de probabilidad 1 se anulan en los extremos q —o +~, las
ecuaciones para el movimiento de los momentos p(A) = <q>(A) y TQ) — <q2>(t) vienen dadas
por
§1— J2[ ¿1(q) * f(q, A) + qa(q) * f(q, A) ] f(q, A) dq
de lo que se desprende que si se eligen convenientemente las funciones a y d los segundos
miembros de las relaciones anteriores pueden ser idénticamente nulos, lo que conileva la
constancia de p y 2’ a lo largo de todo el proceso evolutivo. En este caso, si es ortodoxo
afirmar que el operador
L ~ = —~—{a(q) * f(q,A) — ~—d(q> * f(q,i>}
es un operador conservativo, en tanto que preserva los valores iniciales de los dos primeros
momentos de la distribución fo(q), identificables, salvo constantes, con el momento lineal y
la energía de un sistema físico. En particular, basta tomar
a(q) = —A q h(q)
¿1(q) = —.A--~-- q2 h(q)
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— con h(q) cualquier función par en q— para que se verifiquen las propiedades de conservación
aludidas.
En particular se han elegido para esta sección dos problemas representativos de ciertas
situaciones de interés y que se exponen a continuacion.
A.- Si h(q) se identifica con la unidad los coeficientes de difusión y deriva vienen represen-
tados por
o>4(q,t) = —2J(q-- q’)f(q’,t)dq’ y D(q,A) = J(q — q’)2f(q’,A)dq’.
Como p(A) y T(A) permanecen constantes las integrales anteriores equivalen a las expre-
siones A —2 (‘¡—po) y Ji = (q—po)2 +21 —ps, que eliminan el carácter no lineal del
problema. Sin embargo, se ha resuelto la correspondiente Ecuación de Folcker-Planck
entendiendo el caso como no markoviano, es decir, recalculando en cada iteración
las funciones A y Ji. Con la finalidad de comparar las soluciones numéricas con las
obtenidas tratando el problema como lineal también se ha resuelto el problema a partir
de las expresiones analíticas (figura 3.14) para los coeficientes difusivos. Se intenta así
contemplar el efecto de la progación de errores en el cálculo alineal para las soluciones
numéricas integral y en diferencias finitas. El problema presenta solución analítica ya
que, mediante una transformación lineal de la variable q, puede reducirse a uno de los
procesos estacionarios de Markov expuestos por E. Wong en la referencia ([14]). No
obstante, interesa en esta sección dilucidar si la descripción numérica del régimen es-
tacionario es adecuada para el problema no lineal continuo, analizando tanto la forma
funcional de la solución estacionaria f>, como la evolución de los momentos p,, y fIL
en los que se concentra la información de cierto sistema físico.
Tomando Po = 0, sin que ello suponga pérdida de generalidad, la solución analítica
estacionaria presenta la forma de una distribución tipo Pearson [12] según
2 a~ 2
~ [q2+afl~ a =To
donde To es el valor del momento de segundo orden en la distribución inicial f(q, 0). Es
sencillo probar que, además de la solución estacionaria anterior y de la solución trivial
J(q,A) = O, la funciónf = 6(q) — o 6(q—po) cuando Po !=0—esolución del problema
no lineal. Este hecho resulta interesante para interpretar los resultados obtenidos en
la resolución numérica del problema.
Si la ecuación de Fokker-Planck se aborda en su versión lineal, la solución numérica
integral confluye a la solución estacionaria ¿1. evaluada sobre los puntos de la retícula
espacial, tras ajustarse en pocas iteraciones el valor de la autocorrelación 4’,,. En cam-
bio, el esquema en diferencias habitualmente utilizado en problemas anteriores, deriva
en una solución estacionaria que difiere ligeramente de la analítica, como consecuencia
de la inevitable variación del momento T,~ a lo largo de la evolución. La diferencia
resulta tanto más apreciable cuanto mayor es el paso temporal r y el ancho espacial
Aq pues la suma ~ q~f~Aq para el cálculo de 2’,> difiere de T,>...~ en un resto del
orden de i-Aq (q
1Ji1f1 — qNDNfN) que es significativo, al ser qJi proporcional a q
3 y
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a 1/4. Por el comportamiento de ¡A¡ y Ji como funciones crecientes en q, el efecto
de variación contemplado para 2’,, es más acentuado que en los problemas lineales
tratados en páginas anteriores. La solución numérica para el esquema en diferencias
finitas se estabiliza dando lugar a una solución estacionaria en la que el momento 2’
difiere del calculado con fo> sobre la red discreta (figura 3.14)
Cuando el problema se resuelve en su versión no lineal, computando en cada iteración
las integrales que definen los coeficientes .4 y Ji, la evolución de la solución numérica
integral es pareja a la contemplada en el cálculo precedente. El concurso de la auto-
correlación redirige el proceso evolutivo hacia la confluencia a la solución estacionaria
analítica fo> sobre eí intervalo ] — q,,,, qm[, que representa la recta real en el caso dis-
creto. La repercusión del carácter no lineal es, a efectos prácticos, inapreciable. A
pesar de que la variación de A y Ji sea significativa en toda la evolución, los efectos
originados por la no linealidad resultan irrelevantes para el cálculo de las exponenciales
involucradas en la determinación de las tasas en cada paso temporal. Por otra
parte el procedimiento integral es totalmente explícito, lo que conileva incluir una sola
vez por iteración los posibles errores generados por la alinealidad. En cambio, en el
esquema en diferencias estos errores pueden ser acumulativos durante un sólo paso al
contabiizarse de forma lineal en las aproximaciones de las derivadas, en el predictor
y el proceso de inversión matricial. De hecho, se aprecia que la pérdida de la ‘energía’
inicial 2’~ aumenta de forma lineal con it, tendiendo al valor 2’,> = O, sin estabilizarse
como sucede con la solución homóloga en el problema lineal, véase la figura 3.15.
La información relativa a los momentos iniciales se desvirtúa notablemente. Es in-
teresante notar que la solución numérica para el esquema en diferencias tiende ahora
hacia
fp
(donde i0 marca el índice para el cual q~ toma el valor q< = O,) que representa la
forma discreta de la función 6 de Dirac, solución estacionaria matemática del problema
continuo que carece de significado físico.
B.- Como segunda aplicación al estudio de procesos no lineales equiparables a ecuaciones
cinéticas en la Física Estadística, se ha optado por elegir para h(q) en (3.30) la función
h = ( 2¡q¡ )1, con lo que A y Ji (figura contigua) vienen dados por las relaciones
A(q,t) = —Jsig(~ — q’) f(q’,t) dq’ y D(q,A) = ~ ¡ [q —q’¡ f(q’,t) dq’
donde sig(z) representa la fución signo de z con sig(0) = 0.
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Este problema unidimensional es formalmente equivalente a la ecuación de Foklcer-
Planck en la Física del Plasma, de hecho A, Ji y la distribución J se relacionan en
términos de las expresiones
OA 8Ji 1 82Ji
corno puede sentarse fácilmente sin más que notar que 8 sig(q—q’) /8q = 26(q—q’). De
nuevo se procede a determinar la solución estacionaria analítica que habrá de incluir
en sí misma los momentos po> y 7’, coincidentes con los iniciales, Si se admite que 1
tiende a una función f,(q) a medida que A tiende a infinito, la ecuación de Fokker-
Planck homogénea para las funciones estacionarias A, y Ji,, con la anulación de la
corriente de probabilidad en q —. ±00 y las propiedades (3.30), sugieren que f, ha de
tener la forma f, = Cí/Uq — po)2 +C
2]~ donde los coeficientes
0m son constantes.
Si fo> admite la expresión anterior, una constante e d termina por la condición de
normalización, mientras que la otra (C
2) debería ser tal que el momento de segundo
orden 7’, coincidiera con
To, pero ello no es posible, ya que la integral de q2f, diverge.
En conse ue ia, l s lución estacionaria debe presentarse como un proceso al limite
de cierto parámetro positivo e tal que (con po = 0)
v7r(l + E) [2eTo + q2 ~
preserva el valor de 1, =
En verdad, la distribución estacionaria fo> dada por la expresión anterior es coincide
con la fgnción 6(q) de Dirac en una representación tal qite el morneato 2’ no es nulo,
En eí problema discreto esto se traduce en una evolución ha de alcanzarse una solución
estacionaria ajustable a (3.31) para algún valor finito de e, debido principalmente a la
limitación de la red. De hecho, se observa que la función numérica integral f~ tiende
a una función J’ del tipo mencionado, conservando el valor inicial de To mediante el
concurso de la autocorrelación ti/,,, que se estabiliza en un valor cercano a la unidad; 1
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es una función piqueada de media nula y desviación ~ El comportamiento de esta
solución es semejante a la observada en problemas para ecuaciones de Folcker-Planck
lineales relativas a los procesos de Markov.
La solución numérica obtenida por el esquema en diferencias habitual se comporta
de modo análogo a la presentada para el caso anterior. El vector {f~’} tiende de
nuevo a f~ = ój0,~/ Aq que equivale ea el problema discreto a la función 6(q — O),
solución particular para el caso continuo. En cambio, esta solución deriva en un valor
prácticamente nulo para el momento 2’~ al decrecer 2’,, de forma casi lineal, A pesar
de que f~ se presta a cierta interpretación coherente con la naturaleza del problema
verdadero que representa, la evolución de la solución numérica en diferencias tiene
sentido físico, en tanto que ésta no degenera en la función 6 en la forma esperada, al
no mantener constante el valor de Ib.
Como resumen de lo expuesto pueden observarse los gráficos de 3.16, en los que se exhibe la
evolución ambas soluciones numéricas y de 2’,>. Es obvio que el propagador e. tiempos cortos
-Pi- de (2.13) no conduce a una distribución gaussiana si las características del problema así
lo imponen. La presencia de A y Ji en 14. contribuye a que ésta se adapte a las condiciones
de cada caso.
Un comportamiento similar se conterupla para las soluciones numéricas dadas por es-
quemas en diferencias sobre problemas físicos reales en los que el estado estacionario viene
representado por una función que fluctúa en torno ala distribución maxwelliana de equilibrio.
En estos problemas ¡decae a cero exponencialmente en por lo que el efecto disipativo’
del esquema numérico es menos patente que en los problemas A y B. Sin embargo, tras un
gran número de iteraciones la influencia de la incorrecta evaluación en los momentos p y 2’
puede inducir a comportamientos no físicos del sistema. La solución numérica integral, por
su parte, se comporta de modo similar al contemplado en los problemas lineales ordinar-
ios, siendo aplicable de igual modo la función de autocorrelación numérica 4’,, si ésta fuera
necesaria.
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Figura 3.13: Solución integral en proceso no mas-koviano con ‘y = 1.
(a) solución numérica Integral con 1 = 2 y 200 iteraciones para y = 1. (1,) soluci6n analítica en las
mismas etapas que (a>. (c) y (d> evolución de los mon-~entos T(í~) y P(t,.) en 1000 iteraciones. La
diferencia con los momentos verdaderos en menor de 10~ unidadas en cada etapa.
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Figura 3.14: Ecuación ¿ntegro.dijerencial (1) sin recalctdar .4 y D.
soluciones numéricas según los esquemas integral -subíndice i - y en diferencias -rl- para A = —2q
y Ji — 9 + T0 con SP0 = 1, El paso temporal es r = 0,05 y Aq = 2 x 101401. sobro (—10,10]. Ji y fil
se muestran sólo sobre [—5,5]. T<L) permanece prácticamente constante para la solución Integral <TI)
mientras que SEd disminuye hasta estabilizarse en un valor menor que la unidad. Las variaciones do
F son análogas en ambos esquemas y entran dentro del margen de error numérico.
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Figura 3.15: Ecuación integro.diferencid (1) con efectos no lineales.
Los mismos parámetros del gráfico anterior para el problema en que A y Ji se recalculan en cada paso
temporal. jd se haca más piqueada en torno al origen a medida que SEd disminuye. El comportamiento
da la solución numérica Integral Ji es Idéntico al mostrado en sí cago anterior.
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Figura 3.16: Ecuación integro-diferencial (II).
comportamientos de Ji y Id con los mismos parámetros que los usados en el caso A. Nuevamente, el
carácter no lineal de A y Ji hace que ‘fil disminuya a medida que aumenta el número de iteraciones.
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3.5 Operatividad del Método.Conclusiones.
En este capítulo se han establecido las tases para la operatividad del Método Numérico In-
tegral para ecuaciones de Folcker-Planck, mediante la resolución de problemas particulares
representativos de una amplia extensión de posibles procesos fisicos de interés. La com-
paración entre las soluciones numérica y analítica ha permitido la deducción de propiedades
esenciales, con carácter general, que apoyan la validez del procedimiento propuesto por nue-
stro grupo. Como conclusión y resumen se presenta seguidamente una lista de pautas de
actuación encauzadas hacia la mejora de la operatividad del método integral.
1.- El esquema numérico de avance temporal se fundamenta en la ecuación de evolución
para la función de distribución (2.6), lo que concede al planteamiento computacional
pleno significado físico. La expresión del propagador 1’,- no es única, puede constru-
irse toda una familia de probabilidades de transición equivalentes que conducen a la
solución analítica para eí paso temporal r tendiendo a cero. Por el carácter finito de r
conviene elegir un propagador que se adapte a las características del problema partic-
ular en estudio y que puede tomarse de entre aquéllos correspondientes a ecuaciones
de Fokker-Planck lineales suficientemente estudiadas en la literatura, siempre que sea
posible identificar los parámetros propios del problema con los del problema auxiliar,
según e’ procedimiento descrito en la sección 2.2.2 . No obstante, la probabilidad de
transición habitual para el operados de Fokker-Planck (2.13) es aplicable a la inmensa
mayoría de procesos fisicos, especialmente si A y 12 son independientes del tiempo.
2.- El procedimiento numérico de integración, mediante la Regla Extendida del Punto
Medio, permite una interpretación física clara sobre los términos Qq y fj’ del es-
quema discreto. Esta interpretación enriquece el significado físico del procedimiento,
ya que los elementos de la matriz Q se interpretan como la proporción de partículas
que experimentan la transición del punto qj a qj en espacio de fases. La conservación
del número de partículas es claro si se tiene encuenta que Pr representa una dis-
tribución de probabilidad condicional normalizada a la unidad en el dominio de sus
variables. Esta propiedad se traduce en el requisita C~ = 2~ = 1. Conviene en
cada problema evaluar la norma C~ para cada índice j. Si ésta primera norma coincide
con la unidad, o se aproxima a. ésta hasta cierto orden, la integración por rectángulos
resulta aplicable, siempre que r no sea excesivamente reducido, en cuyo caso conviene
dar otra expresión para Q~, derivada a priori analíticamente según (2.34). En todo
caso, conviene renormalizar cada Qq divididiendo por Cj para problemas en los que se
simula la extensión a toda la recta real en q, así se atenuarán los efectos de limitación
de la red a un intervalo finito.
3.- La preservación de la norma unidad del vector f” y el requisito de que cada
matriz de evolución se mantenga menor o igual que la unidad, contribuyen
decisiva a la estabilidad del método, incluso para problemas con coeficientes
en el tiempo o problemas no lineales.
4.- Las condiciones de frontera quedan incluidas en la probabilidad de transición a tiem-
pos cortos, cuando la representación de la función 6 de Dirac es coherente con las
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condiciones de cada problema. En particular, puede elegirse para 6(q — q~) la rep-
resentación habitual en series de Fourier que recojan las condiciones de frontera del
caso estudiado. En función de r estas series serán válidas en las cercanías de las fron-
teras, si bien, puede recurrirse a la probabilidad de transición ordinaria para puntos
interiores, De nuevo, la tasación de las normas C~¡ se utiliza como índice de medida
para la aplicabilidad de uno u otro propagador. De esta forma se reduce el tiempo de
computación, si ci número de sumandos en cada serie es elevado. El análisis estimativo
de la probabilidad de transición permite inferir el número de términos Qq necesarios
para definir la matriz de evolución. Basta tomar 2M + 1 elementos (M “-‘ 3, 4) en la
forma Q~,~xí .. Qtí±K’para que qí esté en un entorno q¡ de radio y v«MDjr)
con probabilidad próxima a la unidad.
5.- Se han presentado problemas con A y D dependientes del tiempo, para los que existe
la distribución f(q, t —, oo) en los que el propagador a tiempos cortos (213) no resulta
efectivo al ser los coeficientes difusivos proporcionales a funciones monótonas crecientes
en t. En estos casos, la probabilidad de transición a tiempos cortos ha de adaptarse al
problema particular. Con este fin se ha mostrado la posibilidad de reducir el operador
auxiliar t~ p que define ~r a un operador identificable con el corespondiente al de
un proceso de Ornstein-Uhlenbeck variable (3.19), cuando se elige convenientemente
el conjunto de factorizaciones (2.21) Este procedimiento es aplicable a numerosos
problemas fisicos en los que la razón A/D tiende asintóticamente a q a medida que
la variable espacial crece. En cualquier caso, es esencial que Pr sea consistente con
la ecuación diferencial del caos continuo, lo que se asegura siempre que se satisfagan
las propiedades de la sección (2.2.1). Hay que señalar que el método utilizado para la
integración espacial ha de ser consistente con la ecuación integral de evolución (2.9),
no ya con la ecuación diferencial problema, como ocurre con esquemas en diferencias.
6.- El concurso de la función de autocorrelación numérica ‘1’,, propicia la adecuación de
la probabilidad de transición a cada problema cuando se conoce a priori la ley del
movimiento de, al menos, uno de los momentos de la distribución. De este modo,
el propagador utilizado se interpreta como variable en el tiempo y ajustable no sólo
a las características de la ecuación de Fokker-Planck en estudio, sino también como
coherente con la discretización espacial. La función 4’ no degenera las propiedades
del sistema, al representar una corrección de segundo orden en r sobre ~r (no sobre
La oscilación de 4’ es menor si ~r aproxima de forma óptima al propagador ver-
dadero. Cabe señalar que la inclusión de 4’ no afecta a la positividad de los Qq ni,
en consecuencia al carácter positivo de la distribución inicial f(q, O). Nótese que una
corrección de este tipo para un esquema numérico en diferencias puede originar una
evolución no fisica, ya que ?~ es sustractiva respecto de A en algunas etapas de la
evolución, Es preciso subrayar que P~ es siempre positiva para cualesquiera funciones
A y D por lo que Q es una matriz de elementos positivos. Este rasgo, en cambio, no
se asegura para esquemas en diferencias finitas.
7.- El método integral es esencialmente explicito, el comportamiento de la solución numérica
es equiparable al observado en los esquemas en diferencias implícitos más solventes y
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conocidos en la literatura. La utilidad del mismo es patente en problemas no lineales,
especialmente para casos con más de una dimensión en q, al no ser necesario recurrir
a la inversión de matrices de evolución, procesos que hacen dificil o imposible la esti-
mación de la propagación de errores. Por otra parte, la convergencia hacia la solución
verdadera es óptima a medida que se aumenta el número de iteraciones, si bien esta
propiedad es función de la expresión tomada para ~r
La flexibilidad en la elección del propagador posibilita la mejora en la descripción de
los estados transitorio y estacionario. La experiencia adquirida por nuestro grupo en la
investigación del método, corrobora que el mismo es aconsejable para la resolución de
ecuaciones no lineales de Fokker-Planck, en los que existan magnitudes conservadas.
El heho de preservar constante el segundo momento de la distribución propicia la
evolución física aceptable del problema continuo que intenta representar.
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Capítulo 4
Aplicación al Plasma
Isotrópico.
Fijadas las bases que propician la operatividad del método integral, se procede en este
capítulo a la aplicación del mismo para el estudio de sistemas físicos de interés, representa-
dos por ecuaciones tipo Fokker-Planck, En particular, nuestro grupo está interesado en la
resolución de las ecuaciones cinéticas que describen los plasmas totalmente ionizados. Las
soluciones semianaliticas o numéricas reducen la ecuación no lineal original a un problema
linealizado en el que la distribución fluctúa en torno a la solución maxwelliana de equilibrio.
Toda esta gama de linealizaciones impone una serie de limitaciones en cuanto a la correcta
evolución física alineal del problema. El recurso ineludible de la computación para cualquier
tipo de solución, siempre aproximada, motiva la búsqueda de esquemas numéricos para los
que sea posible abordar el problema no lineal directamente, contabilizando de forma íntegra
toda la física implicada en cada proceso.
En todo esquema discreto lineal [1, 2] la existencia de más de una cantidad conservada
puede conducir a la obtención de más de una solución numérica de equilibrio, como se
muestra de forma clara en el estudio realizado por un componente de nuestro grupo [3].
Los problemas cinéticos para la Física del Plasma suponen la conservación no sólo de la
densidad de partículas, sino también de la energía y el momento del sistema en ausencia
de fuerzas exteriores, En estas condiciones, la solución estacionaria ha de coincidir con la
correspondiente a la del equilibrio maxwelliano y ésta es única, ya que dichas ecuaciones
satisfacen las condiciones del Teorema-H de Boltzmann [41.Se pretende ahora extender el
procedimiento numérico integral, fundamentado en capítulos anteriores, para la resolución
de la ecuación cinética de Fokker-Planck en la Física del Plasma en condiciones de homo-
geneidad espacial para un distribución f isotrópica en el espacio de velocidades [5], [6],
[8], [4]. El método numérico no sólo ha de dar respuesta al problema de las magnitudes
conservadas; es necesario, además, constatar que el proceso de evolución temporal resulte
satisfactorio, así como establecer una única solución de equilibrio, y que ésta sea la apropiada
para el problema continuo que representa~ Es conocido el hecho de que los procedimientos
numéricos basados en incrementos finitos resultan eficientes para la descripción de estados
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estacionarios en geometrías complejas y que su eficiencia se ve notablemente mermada en
la representación del régimen transitorio, no mejorando los resultados obtenidos para tal fin
por los esquemas en diferencias habituales. Son numerosos los estudios realizados para la
optimización de esquemas numéricos en diferencias que sean coherentes con toda la física
involucrada en las ecuaciones cinéticas, en particular la referencia [1] dispensa un interesante
tratamiento del problema que a continuación se resuelve. Los óptimos resultados obtenidos
en la resolución numérica de los procesos simples no lineales y conservativos, descritos en
el capítulo precedente, han propiciado un clima de confianza en cuanto a la operatividad
y eficiencia del modelo numérico que se presenta en este trabajo. Los resultados obtenidos
en investigaciones previos se hallan aquí ostensiblemente mejorados gracias al concurso de
una probabilidad de transición a tiempos cortos, más apropiada para el esquema de avance
integral relativo al problema cinético.
Una vez más, eí procedimiento de cálculo para P,- sugerido en 2.2.2 permite adecuar
el propagador a la naturaleza del proceso abordado. Por otra parte, el ejercicio del ajuste
iterativo para P,. mediante la función de autocorrelación numérica, confecciona un operador
matricial netamente conservativo, en clara correspondencia con el operador colisional del
caso continuo. El hecho de preservar como constantes las magnitudes conservadas y de
obtener la distribución f, apta para la representación de los estados transitorio y estacionario,
sin el recurso de linelizaciones, ofrece la posibilidad de aplicar el proceso a la construccion
de una nueva teoría de transporte estrictamente no lineal en la que actualmente trabaja
nuestro grupo.
4.1 La Ecuación Cinética en La Física del Plasma.
Ya se ha notado en el primer capítulo que para partículas sometidas a débil interacción
como en eí caso del plasma totalmente ionizado, la ecuación cinética más apropiada en la
descripción del sistema, es la Ecuación integro-diferencial de Fokker-Planck dada por (1.7).
El término de campo medio es responsable de la decripción de fenómenos colectivos que
contabilizan la presencia de muchas partículas. La parte colisional responde, por su parte,
al efecto sobre el sistema de las colisiones binarias y puede cxpresarse como la divergencia
de una corriente .1 en eí espacio de velocidades, que coincide con eí término Colisional de
Landau. Los coeficientes de difusión y deriva dependen de la propia función de distribución
de forma integral, representando los primeros momentos por unidad de tiempo en los incre-
mentos colisionales de la velocidad, Dq = <ái¡Av~/2> y D< = <Ay
1> respectivamente. Una
expresión compacta para los mismos se obtiene a partir de los potenciales de Rosenbluth
utilizados en las referencias [51,[6],[~1y [8]. En este capítulo se estudia la ecuación cinética
de Fokker-Planck en ausencia de campo medio y con la posible presencia de una fuerza
exterior E, Particularizando la ecuación (1.7) de la Introducción, la ecuación problema se
reescribe en la forma
Of Of _ FO ff~ 8 1
~j +Vi8~, — [—(D<+—!- — ~Dqj f(r,v;t) (4.1)
donde se ha supuesto que E es independiente de la velocidad. Esta simplificación resulta
físicamente aceptable para los casos en los que la escala temporal de los procesos colectivos
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es significativamente grande comparada con los tiempos en los que predominan los efectos
colisionales, responsables de las fluctuaciones en el sistema. El estudio local en un punto o
región del espacio físico permite representar la función de distribución f(r, y; t) en el espacio
de velocidades a través de la distribución f(v, t; r) normalizada a la densidad p(r, t).
La dependencia espacial puede introducirse mediante un sencillo esquema en diferencias
de forma aditiva al operador colisional. Debe notarse que la ecuación (4.1) el tensor de
difusión consta sólo de una caja 3 x 3 de elementos Dq diferentes de cero correspodientes a
los momentos Av¿Av5/2, siendo nulos los términos Dj~ y Drkr,fl,lO que implica quela proba-
bilidad de transición a tiempos cortos ( 2.13 ) no es aplicable al no existir la matriz inversa
para el tensor 6 x 6. Sin embargo, como se muestra en el Apéndice A, cabe interpretar
la probabilidad condicional 1’,. representada por (2.13) como una distribución normal
degenerada según
= ¿5(r—r’--rv’)Pv(v,t+rjv’,t)
donde P~ (y, t+rlv’, 1) es el propagador a tiempos cortos obtenido sin la presencia del término
v1Of/ Ov~. Esta expresión muestra la diferencia entre las escalas temporales para la evolución
de f, con relación a las variables {r~} y {v1}. Es obvio que en una descripción estocástica de
los procesos implícitos en (4.1), mediante un conjunto de ecuaciones de Langevin general-
izadas en las variables rt(t) y vy(t), éstas se relacionan en la forma Ñ = dr1/dt = vj(t) lo que
da lugar a la densidad de probabilidad f(r, v~ 1) representativa de un proceso estocástico
de segundo orden ([7]) f1 = Y (ir, y; t), si Y representa una fuerza aleatoria por unidad de
masa, en general no uniforme. El concurso de la probabilidad de transición degenerada,
para el esquema de avance plenamente integral, supone únicamente la sustitución de ir’ por
~ tanto en f(r~, y’; 1) como en .2% sien ésta se cuenta con la fuerza exterior dependiente
de r. Elio se traduce en un mero desplazamiento de los indices relativos a las variables del
espacio físico en cada iteracion.
Una tercera posibilidad para eí tratamiento de la dependencia espacial, consiste en la
derivación de un nuevo propagador .2’,. , distinto al habitual, mediante el procedimiento
basado en la construcción de un operador auxiliar Lj.p que conlleve a una ecuación tipo
Fokker-Planck resoluble, La operatividad de esta alternativa se muestra en el Apéndice para
un caso simple en las variables {r, 4; es claro que los elementos de la matriz de covaríanza
para la distribución global cuenta ahora con términos proporcionales a r
3, lo que muestra
una vez más la diferencia de escalas temporales para la evolución en cada variable, En
concreto, Lkp puede hacerse coincidir con el operador correspondiente a la descripción del
movimiento Srowniano para la partícula libre, eligiendo convenientemente el conjunto de
las factorizaciones (2.21) relativas a la actuación de LFP sobre la función fi de Dirac. Es
evidente que este proceder resultaría inviable cuando se trate el problema sin recurrir a
simplificaciones geométricas.
En realidad, los procesos físicos en los que se implican las colisiones y las fuerzas ex-
teriores, quedan descritos por el término colisional independiente de las posiciones {n}, y
son estos fenómenos los responsables de las propiedades físicas macroscopicas del sistema.
Como interesa fundamentalmente resolver el problema colisional, se supondrá en lo sucesivo
que se producen las condiciones tales en las que las que la distribución puede suponerse
espacialmete homogénea.
‘en general, este término incluye la posible existencia de la fuerza determinista F
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En lo sucesivo se trata el caso del plasma de un sólo componente en condiciones de homo-
geneidad espacial. La ecuación integral de Fokker-Planck se escribe, bajo las simplificaciones
aludidas, como
Of O O
— ff—{DI(v,t) — ~—Díj(v>t)}f(v1I) ; i,j = x,~¡, z (4.2)
donde los elementos vk representan las componentes del vector velocidad y. Los coeficientes
de deriva D1 son las componentes de un vector, que se extraen del gradiente del potencial de
Rosenbluth <p(v,t). Los coeficientes de difusión son los elementos de un tensor de segundo
rango obtenido del potencial de Rosenbluth «y, t). En concreto, con
9’(v, 1) = Jf(V~I)d~ ‘P(v~O=—~
4—J¡~(~’>¡dv’ (4.3)
las componentes del vector 13 y los elementos del tensor 29 vienen dados por las relaciones
O 32D
1(v,t) = ~ y Dq(v,t) = ~La/a ~b(v,t) (4.4)
avi aviavj
según las relaciones (1.9) y (1.10), La constante La/a depende del Logaritmo de Coulomb
para la interación de una partícula testigo del tipo a, con un medio de partículas fi,
en particular: L — La/a = (4rq~,/m~j2A. En lo sucesivo, se eliminarán los superíndicesgriegos, sob eentendiendo que los parámetros alusivos al tipo de partículas interactuantes,
se refieren a las colisiones binarias entre electrones.
La dependencia en la propia función de distribución para los coeficientes de convección y
difusión de la ecuación cinética, confiere a ésta un carácter alineal, Se desea, no obstante, re-
solver (4.2) sin recurrir a ningún tipo de linealización, siguiendo el procedimiento propuesto
en eí capítulo anterior para procesos no markovianos.
Con el fin de simplificar el problema se ha considerado en este capitulo un plasma con
distribución isotrópica en el espacio de velocidades. La simplificación introducida responde
a la no existencia de direcciones privilegiadas para las partículas componentes del gas total-
mente ionizado. La simetría esférica del problema permite transformar mediante un cambio
de variables (1.18) la ecuación integral (4.2), en otra ecuación tipo Fokker-Planck sobre la
que se aplicará el método numérico integral. Tomando en cuenta las expresiones para la di-
vergencia de un vector y de un tensor en coordenadas esféricas y asumiendo la independencia
angular de la función de distribución f(v, 1) = f(v, t) (4.2) se transforma en
8F8[~( t) — .Dn
5(v, 1) ]F(v, 1), (4.5)
donde se ha definido la nueva función F(v, 1) = 4rv2 f(v, 1) cuya constante de normalizaciónen y coincide con la norma atribuida a f(v, 1) sobre todo el espacio de velocidades, La pro-
babilidad de transición asociada a la nueva función E ha de satisfacer también la condición
inicial tipo 6 en la componente radial de la velocidad ya que , en las condiciones de simetría
aceptadas, 6(v — y’) = 6 (y— u’) /(4rv2).
1•—..,—
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El nuevo coeficiente de convección para la ecuación de Fokker-Planck en F(v, 1) responde
a la relación:
D~(v,t) = D~(v,í) + 2 Deo(v,t
)
donde y
D~(v,t) = 84Q 82# LO#D~(v,i) = — L— y .Doo(v,t) = y
8v2’ (4.6)El tensor D~<,,
5 , de acuerdo con el cambio de variables a coordenadas esféricas (vs, tiy
v~) —. (ti, 8, ~), sufre una transformación ortogonal, dando lugar a las componentes D~0
y D88 = D~ distintas de cero. El nuevo tensor de difusión para E es diagonal como
consecuencia de la simetría esférica. Tal transformación mantiene constante la traza y el
determinante del tensor original en coordenadas cartesianas, como cabría esperar. La traza
3
~ D11 = Dv,, +2Do8 coincide con el laplaciano del potencial —«u, t), manteniéndose,
obviamente, las relaciones entre los potenciales (4.3) al igual que en cartesianas. La nueva
deriva D~ consta de la componente D~, del vector de convección E de (4.2), en la dirección
radial de la velocidad y, más un término espúreo “ 2D88/v, procedente de la simetría
esférica del problema. El elemento D68 del tensor de difusión pasa a formar parte de la
convección, introduciendo la dependencia funcional en 2/ti, que será significativa en las
proximidades del origen ti = O.
La ecuación diferencial original se reduce a un problema unidimensional tipo Fokker-
Planck en el que se avanzará la nueva función E(v,t), haciendo uso del método integral
directo. Los términos D~, y D08 son positivos en todo el rango de variación de la componente
radial ti, mientras que eí nuevo factor de convección D~ es positivo hasta cierto valor ve(t),
a apartir del cual se mantiene menor que cero, tendiendo a cero en el límite ti -.-. ~, al
igual que ~ Este cambio de signo en la convección, así como la dependencia en 2/u en
las cercanías del origen hace que la probabilidad de transición a tiempos cortos utilizada en
los primeros estudios sobre este problema, resulte inadecuada para la descripción correcta
del proceso cinético, cuando la velocidad de las partículas es cercana a cero. Para partículas
rápidas, la probabilidad de transición (2.13) reproduce la evolución satisfactoria de P(v, 6)
que, sin embargo, da lugar a un deficiente comportamiento de la distribución en torno a
ti = 0.
Es evidente que (2.13) no es útil para el esquema de avance integral, al no hallarse
normalizada a la unidad para ningún valor finito de r sobre el intervalo [O,oo] en la variable
ti. De hecho, puede comprobarse que, a pesar de renormalizar la expresión habitual de la
probabilidad de transición a tiempos cortos ( 213) la solución numérica encontrada para
f difiere notablemente de la distribución de equilibrio maxwelliana en las proximidades del
origen En consecuencia, será necesario derivar una nueva expresión para ~r en la que se
íncluya la correcta dependencia en la variable radial ti con el objeto de mejorar los resultados
anteriores.
4.2 Probabilidad de transición para F(v,t).
La ecuación cinética (4.2) puede ser interpretada localmente, en sentido temporal, como una
ecuación que describe un proceso estocástico difusivo de Markov. Dado que la probabili-
dad de transición para cortos intervalos de evolución depende sólo del valor de D1 y D15
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en eí instante 1 = 4,, el procedimiento de avance en el tiempo desarrollado en eí capítulo
anterior, puede extenderse a la resolución de este problema, sin más que calcular los coe-
ficientes difusivos antes de implementar la función para obtener su valor en t + r =
Por tanto, bastará con evaluar las tasas de convección-difusión Pq a partir de la función de
Oreen P(v,t+ r;v’,t) apropiada a las condiciones de frontera del problema, y suponer que,
durante eí corto intervalo temporal [1,1+ y] los coeficientes de difusión y deriva permanecen
constantes. Obviamente esta última suposición se halla de forma explícita en cualquier
esquema numérico de avance temporal, ya que la propia función de distribución aparece dis-
cretizada en el tiempo. No obstante, para la ecuación Cinética que ocupa esta sección, tanto
el vector U como el tensor 29 evolucionan lentamente en el tiempo, debido al débil potencial
de interacción (de largo alcance y apantanado) que gobierna los procesos de colisiones bi-
narias, límite que valida la descripción del sistema mediante la ecuación de Fokker-Planck.
Este hecho contribuye a fundamentar la aplicación del método integral.
Ya que para ( 4.2) se satisfacen las condiciones del Teorema-II de Boltzmann [4], cabe
esperar que los coeficientes responsables de los procesos difusivos y convectivos no se dis-
tancien drásticamente de su valores en las proximidades del equilibrio maxwelliano: pueden
considerdarse aproximadamente invariables en el tiempo durante toda la evolución, como
se verá en secciones posteriores. La ecuación en E es similar a la estudiada en el capítulo
anterior para procesos no markovianos con media y varianza constantes, para los cuales la
descripción numérica integral de los estados transitorio y estacionario resulta satisfactoria.
A pesar de que D y D~. dependen del tiempo a través de la propia distribución E, se ha
mostrado que el método resulta eficaz siempre que se opte por representar el propagador a
tiempos cortos de forma coherente con el problema original. El hecho de que los coeficientes
difusivos varíen lentamente con el tiempo contribuye a simplificar el procedimiento de cálculo
para P,. establecido en la sección 2.2.2. Así pues, son varias las razones argumentadas que
contribuyen a dirigir eí tratamiento numérico del problema, según los cauces prescritos en
capítulos anteriores. En último extremo, cabe señalar que cualquier proceso descrito por
una acuación diferencial interpretable como relativa a la descripción de un problema de nat-
uraleza estocástica, es soluble a través de un propagador II para la evolución de la condición
inicial fo. La forma de (4.2), ajustable a una ecuación de Fokker-Planck, contribuye a facili-
tar el cálculo para el propagador a tiempos cortos 2’r válido para implementar la densidad
de probabilidad f.
La primera dificultad técnica estriba en determinar un modelo para la probabilidad de
transición a tiempos cortos P(v, v’¡r) apropiada para el problema. De nuevo se plantea la
cuestión de encontrar una representación 6 acorde con la condición ti > O. Para el caso de
la ecuación (4.5) se establece de modo sencillo que la probabilidad de transición a tiempos
cortos correspondiente a F(v, 1) ha de responder a la presencia necesaria de una pared
rellejante en el origen. Para ello basta notar que si E se torna independiente de 1 en el
limite 1 —, oo, eí potencial «u) en (1.13) de la ecuación de Fokker-Planck, presenta una
singularidad en ti = O. Esta condición es válida para cualquier función E que represente una
distribución de probabilidad. En concreto, los coeficientes de convección y difusión pueden
aproximarse por los obtenidos para la solución de equilibrio E = — Cv2 expQ—v2/2a2)
donde C es la constante de normalización y a representa la velocidad térmica de la partícula.
La expresión para P,. hade ser consecuente con la condición de reflejo en u = O. La corriente
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de probabilidad .1
a
J = D~Pr — vDuv~’r (4.7)
debe anularse en los límites ti —> O y ti —. oo. De este modo la función .2’ verifica las
condiciones de corriente nula en el origen, lo que asegura la constancia de la norma inicial,
Dado que, en virtud de las relaciones entre los potenciales de Roseubiuth [5],se satisface en
todo instante
D80 D, D,~ OD»~
= D, + 2— = — + 2— +
ti 2 ti 0v’ (4.8)
para la situación de equilibrio maxwelliano, si se reescribe E. en la forma E, =
se tiene:
«v)=lnD,, [A, dv=
2— fZ2Ldv
J ti 2Db,
Dado que en el equilibrio D,/2D,, = —ti/a2, «ti) presenta una singularidad en el origen,
tendiendo a —oo cuando ti tiende a O, como se afirmó. La dependencia en 2/ti persiste durante
toda la evolución al ser consecuencia de la simetría esférica. Por tanto, en todo instante
t la probabilidad de transición a tiempos cortos 14 debe conducir a las condiciones de
corriente nula en los extremos de la red, mientras que la solución de equilibrio en E. anula
dicha corriente para todo valor de ti. Esta última característica contribuye decisivamente al
establecimiento del propagador ajustado al problema.
Conviene mantener el término 2/ti en la forma del operador auxiliar Lj~p, ya que el
cociente D~/DVV tiende a 2/ti a medida que ti se acerca a ti = O. De esta formala dependencia
funcional en 2/ti quedará recogida en el propagador a tiempos cortos. Una primera expresión
para el operador Lj~p podría ser
8 2D
00(v’,t) OLj~p= —#—~ +D,(ti’,t) —
que conduciría a una probabilidad de transición a tiempos cortos dada en términos de
funciones de Bessel de segunda clase .T~ de orden u, en las que u depende del cociente
Doo/D,, (véase el capítulo siguiente). Esta propiedad incurre en la inoperatividad del
procedimiento numérico integral debido al problema que suscita el cálculo de las funciones
2,. para cada v~. Resulta sencillo mostrar, por otra parte, que la existencia de las funciones
de Bessel 7,. surge de igual modo si la probabilidad de transición maxwelliana habitual
(2.13) para P(v,I+r ¡v’,I) se integra sobre todas las variables angulares {8,~} y {~‘,«} al
efectuar el cambio a coordenadas esféricas. Esta integral puede expresarse en términos de
funciones error cuyos argumentos dependen de 1/ D~0 — Df~ que muestra una singularidad
en ti’ = O. La resolución numérica de estas integrales aumentarla de modo excesivo el cálculo
para la tasación de los elementos de la matriz de evolución,
El operador Lj~p anterior conlíeva, en cualquier caso, la derivación de un propagador
~r inoperante si se pretende simplificar los cálculos y reducir el tiempo de computación.
Es necesario recurrir a un nuevo modelo que conceda la existencia de una probabilidad de
transición sencilla y apta para el problema. Con esta pretensión se ha procedido al análisis
detallado de los coeficientes difusivos para reescribir el nuevo operador de forma que haga
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posible eliminar la dependencia en ti’ sobre el parámetro u. A la vista de (4.8) la deriva D
puede expresarse como
(4.9)
ti
donde
A,— D~ 8 D8o—D,~ + n,
2 +~D,,2 ~
es una función estrictamente negativa y acotada entre A.., = a y cierto valor mínimo Amin <
—oo para cualquier valor de ti y cuyo comportamiento es similar al de D~, (véase la sección
siguiente). De hecho, la razón A,/D, representa una función prácticamente constante en
ti. De esta forma, Lpp se interpreta como el operador procedente de una ecuación que
en coordenadas cartesianas presenta un tensor de difusión diagonal con = D,., =
D08. La integración sobre las variables angulares en la expresión de la distribución normal
tridimensional 2% es inmediata e implica sólo funciones
tx que se reducen a exponenciales.
2
No obstante, esta probabilidad de transición es proporcional al cociente ti [v~~A,(v~,j)r~i
cuyo denominador puede anularse para algún valor de u’ al ser r finito. Para eliminar esta
posible singularidad se ha optado por reescribir A.., en la forma
A,}v,t) = — u a(ti,t) D,..,(v,I) (4.10)
donde a(ti,t) es también una función acotada y estrictamente positiva para todo ti, (figura
4.5) siempre que existan al menos los dos primeros momentos 2 de la distribución f(ti, t), lo
que se garantiza si tales momentos existen para la condición inicial fo pues L¡;’p preserva
constantes dichos valores en toda la evolución. En definitiva, el término convectivo
2D~(ti,t) = [ — — cv(v,i) ti ]D,,jti,t) (4.11)
ti
permite definir el operador auxiliar L~p en la forma
Ljjtp 6(v — u’) = + D,,(v’,t) U — va(ti’,t) — ~ 6(v — ti’).
La representación 6 apropiada será la correspondiente al problema unidimensional de la
ecuación diferencial auxiliar de Fokker-Planck para una probabilidad de transición P(v, v’¡r)
con deriva A = (2/ti — ati)D y difusión constante D, tratando a y U como parámetros
positivos independientes de r y de la variable ti’, según eí procedimiento presentado en la
sección 2.2.2.
La ecuación diferencial auxiliar en ~r obtenida equivale a la ecuación para de pro-
babilidad de transición para el proceso de Rayleigh, resoluble por el método habitual que
reduce la ecuación a un problema de autovalores (1.14) tipo Sturm-Liouville ( [10], [11] ).
La función 6(v — u’) queda representada por las autofunciones {¿»(ti)} ,ti > O, del problema
en Pr en lugar de utilizar su representación de Fourier. En términos de los Polinomios
2se exceptúa cl momento de orden cero, coincidente con la norma de f.
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generalizados de Laguerre L~ con fi = 1/2, la función 6(v — ti) se expresa mediante la serie
infinita
00 00
__________ — >1 ¿n— ti’) = 2x26X > F(3/;+ n n=O ~ti ¿su (ti’)
donde x = ti a/2. La solución particular de la ecuación auxiliar con las condición de reflejo
en ti = O se expresa como
00
= >3 ~ —4n vfl a ¿~(ti) ¿~(ti’)
n0
que puede sumarse haciendo uso de la Fórmula de Adición de los Polinomios de Laguerre
[10] para dar, finalmente, la expresión de la probabilidad de transición a tiempos cortos:
Pr = P(v,ti’¡r) = 1
2 ti’
2 ~r(1—z
2)
{eXP [Áv(v~z:~)2] exp [ a(v-- pj92 fi (4.12)
donde
z = exp(—aDr) 1 —aDr , a = a(v’,O, 19 = D~~(ti’,t).
Puede verificarse que ~r se halla normalizada a la unidad sobre el intervalo [O,oo[ y satisface
las condiciones de frontera que suponen la anulación de la corriente de probabilidad 3’ de (4.7
en los extremos de dicho intervalo. Así mismo, de la probabilidad de transición a tiempos
cortos en (4.12) se derivan los momentos correctos relativos a la ecuación diferencial de
Fokker-Planck original. En particular, es sencillo comprobar las relaciones
hm ¡ ~ ~ Prdtirz D(4—ati’)= D*(tiI,t) y
r—.O Jo r ti
J
0 2r dv= D05(v’,t)=D
así como el resto de las propiedades señaladas en la sección 2.2.1.
El propagador obtenido en esta sección muestra también la dependencia en r según 1/fr
e~p[~K
2(v,u~;t)/ rl referenciada en la página 31, que tiende acero más rápid mente que cualquier
potencia en r para r < 1. Al presentar ci operador de (4.5) la forma de un operador de F’okkcr-
Planck, el término ,t Lpp que dispensa la expresión de Pr, concedeuna excelente aproximacióndel
propagador verdadero fl(v, 1 + r ¡ v, 1), mucho más precisa q,,c la utilizada en cualquier esq,,ema en
diferencias, cuyo error de truncamiento st depende realmente de una potenciado r.
Como se indicó anteriormente, los parámetros a(v, 1) y D~ (ti, 1) que concurren en ~r son
funciones acotadas y suficientemente regulares para todo valor de ti, siendo prácticamente
invariantes en t. Este hecho condiciona la adaptabilidad de .2’,. a las características de
problema para eí avance temporal de la nueva función E(ti,t). La función de distribución
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f(v, 1), en la componente radial de la velocidad, se deduce de F/(4rtii, sin que la división
por u2 presente problemas numéricos en las proximidades del origen ya que, como se ha
notado, la probabilidad de transición utilizada en el esquema numérico cuenta ya con el
efecto de la dependencia en 1/u en torno a ti = O. El parámetro a, en funcion del momento
de segundo orden en E, a2/3 — (u2) oscila entre 8/(5a2) y 1/a2 para cualquier E(v,t) en los
limites u —. o y u —, oc, lo que contribuye a que E,. aproxime notablemente la dependencia
funcional que presentaría el propagador verdadero II si éste se conociera.
En lo que resta de exposición, se ha optado por representar el problema mediante un
conjunto de magnitudes adimensionales {gfl. originado al definir la variable ti en función de
la velocidad térmica a = XT/m (1< es la constante de Boltzmann y 1 la temperatura) y
absorber en eí tiempo 1 el resto de las constantes. De esta forma, se tiene
u
ti
a3 a
i41) = anÍ=Á~ (4.13)
no no
2
— a 19< ~ aD¡
1
— Lele no = Lele fo
Para no sobrecargar la notación se prescindirá en lo sucesivo del indicador o. En este sistema
de unidades, las integrales para la densidad u = 1 y la energía 2’ = 1 son, respectivamente
n(t) = ¡ 4~rf(v,t)v
2du y 1(1) ¡ trfQu,t)v~dv (4.14)
que representan las magnitudes conservadas pata el problema~
4.3 Cálculo de D
0 y D1.
La dependencia en 1 de los coeficientes difusivos obliga a evaluar en cada paso temporal
los potenciales de Rosenbluth dados por (4.3), de los que se desprenden las expresiones
para D,,, D88 y D,,,,. Sin embargo, se ha optado por calcular explícitamente los términos
A,, y D,,,, mediante integración directa de las expresiones analíticas obtenidas tras eliminar
la dependencia angula! en las integrales de (423). Asumiendo las condiciones de isotropía
en el espacio de velocidades para la distribución f(v,t), los dos únicos parámetros implica-
dos en la tasación del propagador a tiempos cortos P,. vienen dados por las magnitudes
adimensionales
D,,~(ti,t) = D = h J iAf(u, t)du + { j uf(u, t)du,
(4.15)
A4~,t)= A= ~-~jn2f(n,t)dn — ájnuf(v.uodv.
donde se ha hecho uso de las relaciones obvias Qe = O, D~ = D,,~ = o, 194, = D~ = O y
= »eo # O, para las componentes del vector de convección y el tensor de difusión. Las
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integrales anteriores se resuelven en el desarrollo del cálculo numérico mediante la aplicación
de la Regla Extendida del Punto Medio> esto es, se recurre al mismo procedimiento de inte-
gración numérica implicado en el proceso de implementación para E. La variación temporal
del momento de segundo orden <ti2>, proporcional a la energía cinética medial’ del sistema,
se expresa según (1.12) en la forma
d 2> = 1’ = 1
~<ti 2j(319+vA)Edti 2j~ (19,,,, +219
99+tiD,,)Edv (4.16)
que es idénticamente nula para cualquier .F(v,t). El núcleo integral 319 + tiA coincide con
la expresión >3~ D« + ti¡Dj que representa la tasa de variación de energía para cada
partícula testigo del sistema inmersa en un medio de partículas idénticas, como se muestra
en la relación (6.11) de la referencia [5]. La elección del nuevo parámetro convectivo A
no distorsiona el significado físico atribuido a la deriva inicial 19. De hecho, A, al igual
que 19,,, puede interpretarse como la componente radial de la fuerza media de fricción que
actúa sobre cada partícula, debida a la interacción conlombiana de corto alcance con el resto
de las partículas del sistema. Mediante desarrollos en serie de Taylor es sencillo verificar
cualitativamente que A y
=
muestran un comportamiento similar en todo el rango de variación de u y 1. Para ello basta
notar que la razón A/19,, representa una función acotada entre los limites
A 4 A 1hm = y lirn~— =
siempre que f sea una función bien comportada en el sentido de la teoría de funciones
de distribución. De igual forma, el parámetro auxiliar a(ti,t) = —A/(vD) representa una
función suficientemente regular en ti, cuyo comportamiento en los extremos del intervalo de
definición de la variable se recoge en los límites
—A
a(O, t) = Hm Á 8 f(O, O y a(oc,O= Hm — = 1,
= S f0
00ufdit v-.m tiD
siendo a(O, t -.- oc) = 8/5 cuando f se aproxima a la solución de equilibrio N exp(—ti2/2).
La simple integración por rectángulos ilustra claramente las propiedades conservativas
del operador Lpp discretizado, ya que todos los coeficientes en la fórmula de cuadratura
coinciden con la unidad, Para la resolución numérica de las expresiones (4.15) se ha hecho
uso de las funciones auxiliares anQ,j) y CÁ(i,j) definidas en la forma
_ ti~/3v? ~ < f —1/4 — tij/tij si ~
í/siq sij=i y 0A= —1/ti sij=i (4.17)
lo sij>i
de tal modo que en la n-ésima iteración se obtiene sencillamente
4 = >3c4.~i(i,j) ~?PAv y 19~’ = >ZCne,j) EJ” Ati. (4.18)
y y
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integrales anteriores se resuelven en el desarrollo del cálculo numérico mediante la aplicación
de la Regla Extendida del Punto Medio, esto es, se recurre al mismo procedimiento de inte-
gración numérica implicado en el proceso de implementación para Y. La variación temporal
del momento de segundo orden <ti2>, proporcional a la energía cinética media 2’ deI sistema,
se expresa según (1.12) en la forma
= 2¡ (3D+tiA)Fdv = 2j (D,,.., +2Doo +ti19~)Edv (4.16)
que es idénticamente nula para cualquier F(v,i). El núcleo integral 319 + vA coincide con
la expresión z?.-~ 19u + v<19< que representa la tasa de variación de energía para cada
partícula testigo del sistema inmersa en un medio de partículas idénticas, corno se muestra
en la relación (6.11) de la referencia [5]. La elección del nuevo parámetro convectivo A
no distorsiona el significado físico atribuido a la deriva inicial .13. De hecho, A, al igual
que 19,,, puede interpretarse como la componente radial de la fuerza media de fricción que
actúa sobre cada partícula, debida a la interacción coulombiana de corto alcance con el resto
de las partículas del sistema. Mediante desarrollos en serie de Taylor es sencillo verificar
cualitativamente que A y
DU =
muestran un comportamiento similar en todo el rango de variación de ti y t. Para ello basta
notar que la razón A/DV representa una función acotada entre los limites
A 4
lirnñ~~~ ~ y Hm A 1
siempre que f sea una función bien comportada en el sentido de la teoría de funciones
de distribución. De igual forma, el parámetro auxiliar cx(v, 1) = —A/(vD) representa una
función suficientemente regular en ti, cuyo comportamiento en los extremos del intervalo de
definición de la variable se recoge en los limites
a(O,t) = llm 7-~- = 8 f(Oj) = —A = 1,
ti» ~ f¿’~ ufdu u.-.oo ti»
siendo a(O,t —~ oc) = 8/5 cuando ¡se aproxima a la solución de equilibrio Nexp(—ti2/2).
La simple integración por rectángulos ilustra claramente las propiedades conservativas
del operador Lpp discretizado, ya que todos los coeficientes en la fórmula de cuadratura
coinciden con la unidad. Para la resolución numérica de las expresiones (4.15> se ha hecho
uso de las funciones auxiliares GD(i,i) y aÁ(t,J) definidas en la forma
.1
v?/3ti~ sil < CA={ —1/vl—v]/v¿ maC:
O si ji:’ i
de tal modo que en la n-ésima iteración se obtiene sencillamente
A? = 3CA(i,i) t” Av y 19? = >1? GD(i, j) FJ~ Ati. (4.18)
1 1
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Numéricamente, sobre la red discreta intermedia habitual, la relación (4.16) se traduce en
la doble suma
>3 0(i,j) .17 tPArs2ji
que es idénticamente nula, pues O = SGp + tiICA se reduce a la función C(i,j) = —1/v¿ si
j < y C(í,j) = 1/y, si j > 1 con 0(1,1) = 0. Evidentemente este modelo de integración
no es único. En cualquier caso ha de tenerse presente que en el procedimiento de cálculo
para Las integrales involucradas en A y 19 es esencial que (4.16) se traduzca en una doble
suma que corifluya a cero, con la finalidad de no afectar mediante el esquema discreto a las
propiedades conservativas del operador implicado en el problema continuo.
Debe notarse que para ciertas funciones fo(v), que representen la distribución inicial
de partículas en ci sistema, A puede ser nulo en las proximidades del origen ti = O sí fo
representa un haz de partículas con velocidades comprendidas entre cierto valor ti
0 y vo+Sti.
En este caso, la probabilidad de transición ~r debe sustituirse por la obtenida cuando en
(412) se procede al limite a —. O, esto es
ti 1 r 1 f (ti + ti’)
2 (4.19)
—, u’./4zrD’ {exP (ti—u’)2 —exp 419½1
dependiente sólo de D’ = D(ti’,t). Tanto en (4.12) como en (4.19) la componente D del
tensor de difusión se supone distinta de cero. Es obvio que si 19 tiende a cero, E,. se
aproxima por la función 6(v .— ti’) lo que debe traducirse en el problema discreto en la
función 6¡,/t~ti.
4.4 Esquema numérico.
llásicarnente el esquema de integración numérica utilizado ha sido ya expuesto en los capítulos
precedentes, en los que se han estudiado problemas simples para ecuaciones diferenciales de
Pokker-Pjanck con coeficientes dependientes del tiempo. Los óptimos resultados obtenidos
para procesos de marcado carácter no markoviano en los que la difusión y la deriva de-
penden de la propia distribución (persistencia de efectos de memoria en la representación
estocútice4 sustentan la tesis de la aplicabilidad del método al problema que se trata en
esta sección. Las mismas razones aducidas en el segundo capítulo para justificar la exis-
tencia de una probabilidad de transición Pr en este tipo de problemas, pueden esgrimirse
ahora con el fin de sancionar la aplicación de un esquema de avance temporal, apoyado
en los argumentos teóricos que lo justifican para procesos estocásticos de Markov. Resulta
evidente que la ecuación integral de evolución (2.9) no sólo es válida para ecuaciones Un-
cales de Fokker-Planck. El conocimiento de un propagador adecuado para tiempos cortos de
evolución da lugar a la determinación de la densidad de probabilidad en un instante t + y si
se conoce ésta en 1. El proceder mediante este esquema de avance se basa en la posibilidad
de evaluar en cada paso temporal los términos convectivo A y difusivo 19 con cada valor de
la función de distribución ocurrido en el paso anterior. La eficiencia del esquema explicito
integral es comparable a la de los esquemas implícitos en diferencias en los que se concursan
procedimientos de predicción-corrección. Dado que .2% cuenta sólo implícitamente con los
nur 1.mus1.JJu.u¡1>¡¡m.
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valores de .4 y 19 en eí instante t y éstos pueden ser evaluados correctamentes antes de
obtener E(t + r), resulta en cierto modo irrelevante el que no se contemple una expresion
analítica que explicite la correcta dependencia en el tiempo de estos coeficientes.
Numéricamente puede afirmarse que A y 19 son funciones “conocidas” del tiempo, con
independencia de que su variación sea consecuencia de la evolución sufrida por la propia
función f. En cierto modo, el procedimiento integral supone la aproximación maricoviana
en sentido localmente temporal, es decir, los coeficientes difusivos se asumen constantes en
el tiempo durante el intervalo [1,1+ r]. Globalmente, la evolución de E está gobernada por
la dependencia funcional de A y 19 en el tiempo total de evolución 1. Siempre que estos
coeficientes no varíen drásticamente con el tiempo la superposición integral de las sucesivas
funciones E<v, 1 + r) confluye a la solución verdadera con un error de orden 1/.N, si ./V
representa el número de iteraciones.
Por otra parte, la flexibilidad en la elección del propagador 2’r concede al esquema
numérico integral la posibilidad de optimizar la convergencia hacia la solución analitica
estacionaria mediante la modificación iterativa del operador de evolución, bien de forma
analítica a priori, o bien mediante el concurso de la función de autocorrelación numérica.
Ambos procedimientos ensalzan el criterio de no unicidad para ~r que puede adaptarse a
las condiciones particulares del problema en estudio. En particular, la existencia de al menos
dos cantidades conservadas — norma unidad y segundo momento de E— impone la adición
de nuevas condiciones satisfechas por E,- que, cumpliendo las propiedades de 2.2.2, dirija la
evolución de E en sentido físicamente coherente, Con esta finalidad se han presentado varias
opciones en el capitulo anterior para adaptar la probabilidad de transición a tiempos cortos
a cada problema particular, sin que ello suponga desvirtuar el sentido físico del propagador
original. Realmente estos procedimientos derivan en una expresión de 2’r variable en el
tiempo, lieclio que ya se contabiliza en la dependencia temporal de .4 y 19.
La red discreta elegida para la resolución de los problemas previos es válida también para
la ecuación cinética del plasma que aquí se trata. Las razones para tal elección fueron ya
referidas en el capitulo anterior y refrendadas en la sección precedente, en la que se propone
un método de cálculo para los coeficientes difusivos que conlíeva la anulación de (4.16),
expresión que sintetiza las propiedades conservativas del operador Lpp . A pesar de que
aquí se trata de implementar la función E(v, 1), que no es una función de distribución para el
sistema físico real, la interpretación física del esquema de evolución es la misma que pudiera
conferirse al avance de 1, Si el argumento de la integral para la densidad de partículas
en (4.14) se expresa como E(ti,i)dv se comprende fácilmente que en el caso discreto E
1Av
puede entenderse de nuevo como la cantidad (o proporción) de partículas del sistema cuyas
velocidades tienen un módulo ti comprendido entre v¿ — Av/2 y u1 + Av/2. De otra forma,f se interpreta como la función de distribución representativa de una sucesión de haces
monocromáticos de partículas con velocidades ti¡. Análogamente E1 ti? Av ofrece el número
de partículas de la colectividad con energía comprendida entre 2’< — Al’ y l’< + Al’ con
= v~, proporcional a la energía por unidad de masa.
El esquema numérico habitual requiere evaluar en cada iteración la suma
= >3 Av = (420)
y .3
extendida, en principio, sobre los Y puntos de la red. A diferencia de los esquemas con
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difusión y deriva independientes del tiempo los elementos de la matriz de avance temporal
varían en cada iteración, por lo que han de contabilizarse todos los elementos Q~. cori
los coeficientes A(tiy,t) y D(vy,I) de (4.15) y (4.12) o (4.19). La expresión dada para la
probabilidad de transición a tiempos cortos, incluye en sí misma, a través de la representacion
fi utilizada, la condición de frontera apropiada para eí origen. El efecto de la dispersión se
contabiliza simultáneamente en las funciones 19 y a(ti, t). El parámetro a no representa en
sí mismo la convección, ya que ésta está dirigida por 19,,. El efecto de deriva -al igual que
el difusivo- ha de enterderse contabilizado por la expresión completa de la función 2’,.
máxime cuando la integración (4.20) se extiende sobre todos los intervalos. Tras cada paso
temporal u se recalculan los valores de A y 19, que llevados a (4.12), permiten determinar
las tasas de convección y difusión simultáneas Q?y’ con ti = ti<, ti’ = tiy y 1 = nr. La matriz
de evolución 2 permite implementar la función E. Conviene, como se expuso en aplicaciones
anteriores, renormalizar los elementos de la matriz de avance temporal en cada paso. La
norma 0(j) de la probabilidad E,. en la n-esima iteración temporal
N
0(5) = >3 Q~
¡=1
difiere ligeramente de la unidad para aquélios intervalos próximos al extremo superior de la
red (5 = N —2, N — 1, N ) ya que el error cometido al limitar la semirecta real infinita del
problema continuo, al valor ~maz = VN es tanto mayor cuanto más se aproxime 5 al indice
máximo N.
El error de truncamiento e(j) cometido en la evaluación de los 0(j) puede acotarse
atendiendo a la expresión ( 4,12 ). Para cada intervalo 5, como primera aproximación, el
error estimado es
E(j) [eÁ~r~Ñ>’— e(Ui+VN)2] —
1 __________________
— — [fer(2(tiy + VN) ) — fer( 2(tiy — VN
)
2
donde ‘y = D(tiy,nr)ctQvy, nr>r = D’3a’?AI.
En particular, para el primer punto de la red, despreciando el valor de Av/2, se tiene
Av
«‘) =1 — fer(2N
que decae a cero rápidamente, a medida que se aumenta el número N de puntos, o se
disminuye el paso temporal. Para cualquier red habitual en este tipo de problemas E(1) es
numéricamente nulo. Para el último intervalo de la retícula, el error estimado es
1 Av
E(N) < .x—(1 — e’4”N) — —fer(N--—--—) + 1
2 v’~K
cuyo límite superior es : el error cometido en la tasación de las normas 0(5) aumenta
a medida que se aumenta el índice 3. El error máximo cometido padrá ser de hasta el 50
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pr ciento, para el último de los intervalos. La errónea normalización de la función Pr
f1ú$bre los extremos de la red, supone la deficiente medida de las tasas convectivo-difusivas,
9 4te computan la cantidad de partículas con velocidades altas que pasan a tener velocidad
tenor un tiempo r posterior. Este hecho puede suponer, para gran numero de iteraciones, la< pagación inevitable de errores que destruyan las propied des conservativas del sistema.
~knf¿~Irticular~ para un paso temporal del orden de itr
2 0(N) es del orden del 80 porde la unidad. Esta desviación decrece notablemente para 5 = N — 1 y j = N — 2,
C~ parti , par éste último 0(N — 2) es ya 0.998 , si Av r. Conviene, como se
~~~~untóen aplicaciones previas, renormalizar las tasas antes de proceder la (n+1)-ésima
eración. Los nuevos elementos Q?y/C(j) de la matriz de avance temporal asegurarán
f la conservación de la norma unidad para la función de distribución del problema. Sin
~%ibargo>D(vy, ni-),- es próximo a cero en las cercanías de tiN, lo que origina que E,. pueda
%lroximarse analíticamente por la función fiQv — y’) y por ello se interpreta como la
<
0nción
6íy de Kronecker a partir de cierto valor del indice 5, a partir del cual y es menor
411e Au
2/(4rDy), cantidad que marca el límite de la aplicabilidad de la integración por
~ctángulos. Los efectos de dispersión y deriva quedan así eliminados aun cuando A y D
sean nulos. Por el reducido número de partículas cori velocidades altas esta alteración
<eoulta prácticamente inapreciable siempre que 0(5) coincida con la unidad en los puntos
interiores. La renormnalización de las tasas Q~ supone pues recurrir a la sustitución de
mismas por 6¡y, en cierto entorno a la izquierda de tiN = vm<~x, Es interesante notar que
valores r excesivamente pequeños los errores numéricos producidos en la evaluación de
100 exponenciales de (4.12) resultan significativos; en estos casos, a pesar de conservarse la
norma de E, las tasas convectivo-difusivas de la matriz de avance se desvían de las ‘<reales”.
9jsicamente estaus tasas pueden no ser correctas y conducir al sistema a una evolución no
satisfactoria, como muestra el contraejemplo dado en el capitulo segundo para un proceso
ae Wiener en [—1,1).
Operar en doble precisión resultará conveniente en aquéllos problemas en los que se desee
0bservar la evolución durante un intervalo temporal reducido. También se puede recurrir
a un modelo de integración en el que cada se exprese en términos de funciones error
a modo de (2.34) calculando analíticamente la integral de P,- sobre ti’ entre uy — Av/2
y vy + Av/2 con A y D constantes. En cualquier caso, la norma inicial de E no varía
en cada iteración, mientras que la norma cuclídea convencional del vector {E~} definida
como ZdFP)2 decrece hasta estabilizarse a medida que E tiende a la solución de equilibrio,ya que cada elemento se conserva siempre menor o igual que la unidad. La correcta
normalización de las tasas convectivo-difusivas de la matriz 2 favorece no sólo el que se
Preserve la norma unidad de la distribución sino que conduce a la estabilidad del esquema
flijmérico integral para cualesquiera Av y r.
Con relación a lo expuesto en el párrafo anterior, conviene de nuevo subrayar que los
Coeficientes que definen los procesos difusivos en la ecuación Cinética de Polcker-Planck,
Varian lentamente con el tiempo. Para la condición inicial (3.12) tipo hístograrna elegida
»&tra F, puede apreciarse cómo la variación de A y D es sólo significativa en las primeras
lttraciones. Esta característica permite reducir el tiempo de computación requerido al no ser
~8trictamente necesario recalcular los coeficientes difusivos en cada paso temporal una vez
~lt~e éstos se aproximan, hasta cierto orden, a sus correspondientes expresiones en el estado
ch equilibrio.
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Por otra parte, eí tiempo de cálculo puede reducirse aún más si se tiene en cuenta que gran
parte de los elementos de la matriz de evolución son nulos. En concreto, es suficiente evaluar
los términos Q~ para los cuales la diferencia ¡v~ — tiy ¡ sea del orden de TAv ó 9Av, fijando
el valor del paso temporal en el desarrollo del programa de forma que la razón r = ¡ti1 — vy¡
¡
4DyT sea del orden de 5 unidades para cualquier par (i,j). De este modo, se asegura
que la probabilidad de que ti
1 caiga en un entorno de ti5 —de radio 4 Ati— sea próxima
a la unidad. También puede optarse por fijar el valor de ,- y calibrar, mediante un sencillo
algoritmo numérico, eí radio del intervalo máximo con centro en ti5 sobre eí cual cada es
diferente de cero. Se observa que tomando r del orden de un décimo del tiempo de relajación
estimado, es suficiente evaluar en cada iteración los términos {Q¿,w’i, Qi,i—3... Q¿,¿+i} para
cada índice i. Este cálculo en cada paso temporal puede eiminarse construyendo una tabla
de los valores de P,-(ti1, iq) con -i4 = vy+Ayr paraD = 1, usando una sencifla transformación
de escala en la variable ti, de tal forma que los P1y puedan calcularse a través de una simple
interpolación lineal sobre los valores reales de la variable trasformada ti.
La probabilidad de transición (4.12) se adapta de forma óptima al problema, ya que
esta expresión se ha deducido de la representación 6 de Dirac que recoge en sí misma la
dependencia funcional en 2/ti propia de la simetría esférica. El decaimiento de la función 19
a cero, a medida que aumenta el valor de ti, hace que 1’,. se asemeje a la función 6(v — ti’)
para altos valores de ti’ generando una lenta evolución de las colas de la distribución f,
véanse las figuras 4.6 y 4.5. Aun para un valor del paso temporal relativamente grande
comparado con el tiempo de relajación, la evolución de E es ampliamente satisfactoria, lo
que prueba que eí modelo de Pr aproxima al propagador verdadero con presición aparente-
mente mayor que eí orden 0(r
2) establecido en el cálculo. Este comportamiento se debe a
las características de los coeficientes difusivos A y 19, que físicamente reproducen la situación
de la débil interacción entre las partículas del sistema. Esta característica de la interacción
coulombiana para colisiones binarias dirige la evolución del sistema de forma que la trans-
ferencia de momento lineal es siempre reducida, lo que matemáticamente se traduce en un
comportamiento suficientemente regular de las funciones A y 19. Según la sección (2.2.2),
cuando E,. incluyen los coeficientes de difusión y deriva tasados sobre las variables {v’}, se
está asumiendo implícitamente que para r reducido las derivadas de éstos son irrelevantes -al
ser P,. próxima a 6(v—v’)— y la probabilidad de transición se aproxima por la distribución
Caussiana, En el problema de la ecuación integral de Fokker-Planck el comportamiento su-
ficientemente regular de a(v, t) y D(v, 1) en todo el rango de variación de ti, contribuye a
que esta característica se mantenga incluso para valores del tiempo de evolución r mayores
que los aceptables para otros procedimientos de integración numérica. Esta variación sólo
resulta significativa en el limite ti —‘ 0, debido a la presencia del término 2/v sobre la con-
vección efectiva 219oo ¡ti + D~ para E, pero esta dependencia se encuentra recogida ya en la
representación 6. En consecuencia, a pesar de que E,. es válida hasta orden 0(r2) la aprox-
¡mación funcional introducida al sustituir el propagador verdadero por la probabilidad de
transición (4.12) resulta excelente sobre el intervalo [O,Vm] en el que se aborda el problema y
sobre el cual resultan significativas las transferencias de momento, siempre que y no exceda
el tiempo de evolución estimado hasta la solución de equilibrio.
Las figuras 4.1 y 4.2 muestran la evolución de los coeficientes de difusión y deriva,
cuando se recalculan los mismos en cada paso temporal. En consonancia con las afirma-
ciones anteriores, puede apreciarse que tal evolución resulta más significativa en los primeras
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iteraciones temporales ( figura 4.1). El cambio experimentado por el parámetro auxiliar
cv(v, 1) durante el avance es también mínimo.
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Figura 4.1: Evolución de f, A yD en las primeras iterocionca,
evolución de f y de los coeficientes difusivos en 50 iteraciones con = 2 x 6/151 y r indicado en (a).
/o e, la condición inicial tipo histogroma, da energía igual a la gaussiana estacionaria teórica (línea
punteada). En (h) y (c) puede apreciarse como los coeficientes A y D exhiben una lentn evolución en
el tiempo, aun para las primeras iteraciones.
4.4.1 Tratamiento de las magnitudes conservadas.
La ecuación de Fokker-Planck en la Teoría Cinética del Plasma se describe en función del
término colisional de Landau, que permite conservar la energía cinética y el momento lineal
del sistema así como la positividad y la norma de la función de distribución. Para completar
el tratamiento numérico integral del problema se pretende ahora mostrar la efectividad del
modelo para abordar no sólo el estudio del problema de evolución, sino también para dar
respuesta a la correcta descripción del estado de equilibrio maxwefliano y a las propiedades
conservativas del sistema físico, IDI mantenimiento de la norma para cualquier condición
inicial fo es trivial, a la vista de (4.20), ya que ~%Q~ = 1 en toda iteración. El carácter
positivo de todos y cada uno de los elementos del vector {ffl se mantiene a lo largo del
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Figura 4.2: Evolución de f, .4 yD (continuación).
GrÁficas complementarias a la Ji9Vra anterior para 1000 iteraciones. Se representan 5 etapas equies-
paciadas en el tiempo. A partir de 1 = 200 r tanto A como D pueden suponerse constantes. Sin
embargo, el problema se ha resuelto recalculando los coeficientes en cada paso temporal.
proceso evolutivo completo, ya Q~ =O al tener P,. sentido de una probabilidad condicional
y representar una función de distribución en su sentido más amplio. El momento lineal to-
tal del sistema también permanece constante en el tiempo pues, al ser nula la corriente de
probabilidad, o flujo de partículas, .1 = {DJ— 8/&v5 19<~ f} en los límites de la superfi-
cie infinita que limita el espacio de velocidades, la derivada temporal del momento medio
adimensional del sistema
d<v> 1—itt y—y’
‘¡3 f(v,t)f(v’,t)dvdv’
es idénticamente nula. Sin embargo, la componente radial media del momento <ti> = f vEdv
variará con el tiempo hasta alcanzar el valor estacionario (y> = fNv3 ezp(—v2/2)dv cuando1 tiende a la solución de equilibrio .Wezp(—v2/2).
La única magnitud adicional que ha de mantenerse constante durante la evolución es la
energía cinética media del sistema, proporcional a la temperatura adimensional 2’. Dado que
los términos de difusión y convección para la ecuación cinética representan las variaciones
4.4.1. Magnitudes conservadas. 123
temporales de los incrementos colisionales en la velocidad <Ati~ Ati5> y <Am> respectiva-
mente, es fácil derivar en función de ellos la tasa de energía perdida por cada partícula y por
unidad de tiempo, así como la misma para todo el sistema, de forma análoga a la expresión
anterior para d<v>/dt. En este sentido Trubnikov obtiene [5]—suma sobre índices repetidos—
d
—tutu =
dt = 2 ( Du(v,t) + vkDk(v,t) )
para el intercambio de energía de cada partícual por unidad de tiempo. Multiplicando ambos
miembros por f(v, t)dv e integrando sobre todo el espacio de velocidades
1 itt ti —
——T(t) = ——]]~ ~3f(v,t)f(v’,i)dvdv’
3 di 4x y — —0 (4.21)
expresión equivalente a (4.16) y a (1.12). La dependencia funcional especial de los elementos
del tensor de difusión y de las componentes del vector de deriva en la propia distribución
f(v, 1) origina la conservación del momento y la energía totales,
Como primer acercamiento al problema de las magnitudes conservadas en eí esquema
numérico integral, conviene evaluar analíticamente el orden de desviación introducido, al
tratar la evolución de la función de distribución, mediante argumentos probabilísticos. Si
TQ + r) representa la energía total del sistema en el instante t+ y, contando con la ecuación
de evolución (2.9) se tiene
T(t + r) = Jti2F(ti,t+r)dti = JJP(v,i+ r¡v’,i)v
2E(ti’,t)dvdu’ , (4.22)
Intcrcambiando el orden de integración, la integral de ti2 E,. puede resolverse directamente
para cada modelo de probabilidad de transición elegido. No obstante el procedimiento más
general, a la vista de las propiedades exigidas a E,. recogidas en la sección 2.2.1 , consiste
en expresar >v2< como función de los momentos de dicha probabilidad. En definitiva, y hasta
orden 0(r2) se tiene
J ti2Prdí, = 2r{1900(v’,t)21900(ti’,t) +v’19y,(ti’,t) } +u’~ + 0v(r2) (4.23)
lo que da finalmente
T(t + r) — TQ) = 2r ¡ ti2E(v, i){3D + tiA} dti -4- Q(~2). (4.24)
Si se procede al límite y —* o de (TQ + r) — T(I)/r) se comprueba que (4.24) coincide con
la integral de (4.21). Por esta razón es esencial que la probabilidad de transición a tiempos
cortos esté perfectamente definida y satisfaga las mismas propiedades que el propagador II
verdadero en r O. Resulta evidente que T(i + r) coincidirá con T(t) en el caso trivial de
r = O, sin embargo la integral sobre ti de (4.24) ha de ser numéricamente próxima a cero.
Este hecho, unido al pequeño valor de r hará que la energía total prácticamente no varíe,
Los errores introducidos por la discretización del problema conducen a la posible pérdida
síístancial de energía a lo largo de todo el proceso evolutivo. Con el fin de subsanar estas
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alteraciones puede recurrirse a cualquiera de las correcciones estableciadas en el capítulo
segundo para esquemas numéricos en los que se conoce la ley de evolución para alguno de los
momentos de la distribución. La primera de las alternativas reseñadas sugiere la posibilidad
de establecer una corrección de orden ~2 en la desviación típica de P,. . Esta alternativa
se traduce en la sustracción del término 0(r2) en (4.24) a la cantidad 319, por lo que 19
ha de ser sustituido por 19 — 0(r2)/(Sr) donde 0(r2) puede evaluarse numéricamente. Sin
embargo, esta opción ocasiona problemas cuando el factor correctivo 0(r2) -independiente
de u— se sustrae a 19 sobre puntos ti
1 en los que Di tiende a cero, dando lugar a desviaciones
medias negativas para .14 , En este caso, conviene efectuar la sustitución de D(ti, 1) por
= D(ti, 1)— rA(ti, 1)2/6 siempre que 19’4 se mantenga positivo para calesquiera ti y
en cada iteración. Esta última corrección conduce numéricamente a una variación de 2’
inapreciable ( figura 4.3 ) para un elevado número de iteraciones. En particular, para
r — 0 1 Ati = 0.05 y N = 100 la desviación de 2’ respecto del valor inicial T~ = 1 es del
orden del 1% al cabo de i0
5 iteraciones.
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Figura 4,3: Energía 1(1). Momento E, =
Evolución de los momentos T0
0) y P(LS) en 4000 iteraciones. P se ha representado reducido en su
valor F. = fu F,dv para la solución estacionaria de equilibrio, la grÁfica se refiere pues a Pn — P,; el
decaimiento casi exponencial de esta diferencia permite estimar un tiempo de relajación del sistema
del orden de 1/0,38 unidades.
La segunda de las alternativas ofrecidas en el segundo capítulo para adecuar E,. a
las características del problema, en cuanto a la conservación de magnitudes conservadas,
plantea la posibilidad de recurrir al ajuste iterativo dispensado por la función de Autocor-
relación Numérica ‘i~• Esta opción se presenta más aconsejable que la corrección analítica
del propagador a tiempos cortos, en tanto que ‘1’ favorece la adaptación de la matriz de
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evolución Q, a las propiedades de conservación del problema contabilizando ya los efectos
de las discretizaciones,
Se ha mostrado en el capítulo anterior que el concurso de ‘1’ supone, en último extremo
la generación de un propagador .2’,. variable en el tiempo t,., mediante una corrección de
segundo orden en r que no desvirtúa el sentido físico de la probabilidad de transición ni
las propiedades esenciales de la misma, relacionadas con el problema real que aproxima.
La presencia de un término de orden r2 aparece ya en la expresión habitual (2.13) por lo
que la participación de ‘1’ en 1’,. se halla, en cierto modo, legitimada (ver capítulo 3).
La no unicidad de la función .2’,. para cada problema, corrobora eí intento de adecuación
del propagador a la ecuación integral de Fokker-Planck a través de W. En particular, la
función de autocorrelación es suficiente que actúe, como se mostró, sobre el coeficiente A
responsable de los efectos de deriva en la ecuación original. Ello supone que la función
auxiliar a(ti’, 1), responsable de los efectos de dispersión de cada haz monocromático de
partículas con velocidades ti’ a lo largo de toda la red, debe reemplazarse por ‘Pa en cada
iteración, siendo
9~n= ~ + (2’,, — To)Co
con ‘PO = 1 y Co constante. De este modo, ‘P oscila en torno a la unidad, estabilizándose en
un valor próximo a ‘PO mientras que 2’,, tiende al valor constante To.
La aplicación simultánea de las dos correcciones anteriores concede un tratamiento del
problema en el que 2’» permanece prácticamente constante para cualquier número de itera-
ciones, siendo al oscilación de ‘P inapreciable. Realmente, los errores introducidos por la
discretización ocasionan siempre pérdidas en la energía del sistema si se recurre sólo a la
primera de las correcciones. Es esencial, por tanto, utilizar la función ‘1’ que resulta siem-
pre convergente cuando A y 19 se calculan correctamente, es decir, si el problema discreto
conduce a (4.16) expresada en función de G(i,j) dada en la sección precedente.
Según algunos de los trabajos citados — [14]y [13] — en este capítulo, la conservación de
la energía parece conducir a la evolución correcta de la entropía 8(1) del sistema, que crece
hasta el máximo alcanzado en el estado de equilibrio maxwelliano. La figura 4.4 muestra
como 8(1) = — f f In f ctS, aumenta en cada iteración saturándose cuando se alcanza el
valor estacionario de la entropía máxima. En el caso mostrado, r es relativamente grande,
lo que no afecta a la creación de entropía del sistema. Prácticamente no existe limitación
para el valor del paso temporal r para que 3 varíe de forma físicamente aceptable en cada
iteración. En cambio, los esquemas en diferencias exigen un paso temporal excesivamente
reducido si pretenden lograr que 3 aumente den cada etapa hasta su valor máximo en el
equilibrio [13]
Con la forma definitiva de 2’,. cualquier condición inicial de fo físicamente aceptable, el
esquema evoluciona inequívocamente hasta la solución de equilibrio esperada Nexp(v2/2)
(figuras 4.1 y 4.2) no presentando problemas de inestabilidad ni de existencia de más de
tína solución estacionaria. Es interesante notar que si A y 19 se calculan sólo durante un
número limitado de iteraciones, hasta que ambas se aproximan a las observadadas en las
proximidades del equilibrio, la solución numérica integral se estabiliza aun sin el concurso
de ajustes. La situación es similar a la exhibida para el comportamiento oscilante de ‘P» en
la figura 3.8.
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4.5 Comparación con la solución en diferencias.
En los esquemas en diferencias a tres puntos resulta imposible mantener constante más de
una cantidad a lo largo de toda la evolución. Por otra parte, se ha mostrado en trabajos
previos que la presencia de más de una cantidad conservada en deriva a hacia la existencia
de varias soluciones de equilibrio para el tratamiento de problemas lineales en diferencias.
Este inconveniente, en cambio> no se presenta en los esquemas integrales que se han venido
proponiendo a lo largo de la exposición. Este tipo de esquemas resulta especialmente in-
dicado para abordar problemas físicos con magnitudes constantes en el tiempo, ya que la
optimización de la probabilidad de transición a tiempos cortos puede ejercitarse mediante eí
concurso de la función de autocorrelación numérica de forma iterativa. Resulta fundamental
que la solución numérica de la ecuación cinética, presentada en términos del operador coil-
síonal de Landau, preserve la norma unidad de la distribución y el segundo momento de ésta.
El significado fisico de la función f en el régimen transitorio no queda así desvirtuado por
los efectos de la discretización. Así mismo, la descripción del régimen estacionario resulta
apropiada si tales cantidades se mantienen constantes para cualquier número de iteraciones.
Se ha contemplado en la sección anterior y en numerosos ejemplos sobre problemas más
sencillos, cómo la solución numérica estacionaria coincide con la solución de equilibrio, y
que esta es única. En contraposición con los esquemas en diferencias, el modelo numérico
integral se comporta en el problema no lineal del mismo modo que el observado en la res-
olución análoga de ecuaciones de Folcker-Planck lineales que describen procesos de Markov
ordinarios. A pesar de que estas ecuaciones lineales se tratan de modo satisfactorio por
los esquemas en diferencias habituales, incluso para coeficientes dependientes del tiempo, la
presencia de efectos no lineales en los que los coeficientes difusivos dependen de la propia
distribución, desvían la solución numérica en diferencias de la solución verdadera, siendo de
difícil tasación el error de acotamiento y la propagacion del mismo.
La resolución numérica de (4.1) mediante un esquema en diferencias con el que se ha
venido operado en todos los problemas tratados (método implícito tipo Crank-Nicholson
con el uso de un algoritmo predictor-corrector) no presta la posibilidad de establecer cor-
recciones sobre los elementos de la matriz de evolución para el vector que representa a ,f.
Tales correcciones derivarían posiblemente en una ecuación en diferencias inconsistente con
la ecuación original. En cambio, la modificación efectuada sobre la probabilidad de tran-
sIción a tiempos cortos origina una nueva 1’,. interpretable como una función apta en el
sentido de distribuciones y que es válida para avanzar en el tiempo la distribución f, en
tanto que la nueva 1’,. conduce en límite y -~ O a los momentos correctos para la ecuación
diferencial de la que, esencialmente, se extrae la información para construir la expresión
aproximada del propagador. Mediante el uso de estas correcciones ha sido posible preservar
en toda la evolucron integral el valor de las magnitudes conservadas del problema continuo,
obteniéndose un solución estacionaria .1, de igual energía 2’o que la concedida en t = O al
sistema. La evolución numérica dada por el esquema en diferencias resulta apropiada para
la descripción del estado transitorio, ya que los rasgos propios del problema derivan en una
pérdida inapreciable de la energía del sistema, siempre que no se aumente el número de itera-
ciones. Sin embargo, la descripción del estado de equilibrio es inadecuada en tanto que la no
conservación de la energía desvía la solución numérica de una solución físicamente aceptable.
Es esencial para el estudio sobre los coeficientes de transporte, lo que fundamenta la inves-
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tigación de nuevos métodos numéricos, obtener una representación adecuada de cualquier
estado de equilibrio (no necesariamente maxwelliano) sobre el que presentará una nueva
perspectiva de cálculo, al contar íntegramente con los efectos no lineales. Por esta razón, el
esquema en diferencias no ofrece eí rigor requerido para una justa interpretación física de los
procesos descritos por el término colisional. La pérdida casi lineal de la energía del sistema
deriva hacia una solución de equilibrio a la que sólo es posible conferir cierto significado
matemático. Ciertamente, al igual que sucede con el problema de la sección 3.4.2(A,B). es
sencillo probar que g = 6(v) es también una solución estacionaria del problema (4.1) sin
significado físico posible que, por tanto, no puede ser solución del problema. Numéricamente
g se interpreta como el vector {1/Atióí,¿} que es la solución numérica estacionaria hacia la
que sc aproxima f en el esquema en diferencias, en coherencia con la pérdida sustancial de
energía que se profesa a medida que crece el número de iteraciones. Es claro que y representa
una solución particular con significado únicamente matemático y en cuyos términos se puede
interpretar la solución numérica en diferencias.
La pérdida de energía en cualquier esquema numérico origina inevitablemente, como
muestran los trabajos de [12],la incorrecta evolución de las colas de la distribución. En
este caso, f(v, 1) parece evolucionar, para velocidades altas, más rápidamente que en un
esquema conservativo, lo que origina un tiempo de relajación menor que eí dado por las
primeras investigaciones de W. M. MacDonald y M. N. Rosenbluth [9]. A pesar de que se
lían presentado en la literatura algunos métodos numéricos en diferencias que mantienen
constantes la norma y la energía [13],estos esquemas requieren de un paso temporal muy
reducido, lo que alarga en exceso el tiempo de computación. Respecto a los esquemas
implícitos en diferencias, recientemente se ha publicado el trabajo [14]en el que se recurre
a la linealización del operador colisional.
Al inconveniente dc una solución numérica de equilibrio no física, el esquema en dife-
rencias presenta además comportamientos no difusivos para ciertas condiciones iniciales fo
que se atenúan a medida que avanza el proceso iterativo. Es fácil verificar que tal compor-
tamiento se encíícntra para una condición inicial lo tipo (3.12), en los limites que marcan la
delimitación de la onda cuadrada original, del mismo modo que sucede en un proceso simple
tipo Wiener analizado en capítulo 2, Este comportamiento no difusivo persiste durante gran
número de iteraciones para valores de r relativamente grandes, acentuándose si r aumenta
y permaneciendo hasta la solución estacionaria de problemas lineales.
Ninguno de los comportamientos anómalos anteriores se han notado para la solución
numérica integral, para cualquier condición inicial lo, aun sin el concurso de la autocor-
relación ‘P, si analíticamente se ajusta P,. , en el sentido de redefinir la desviación cuadrática
como se propuso en el segundo capítulo. Se ha observado que para r = 0,1 y Av = 0, 05
con vm<¡x = 6, la pérdida de energía 2’o = 1 es menor del 5 por ciento tras medio millón de
iteraciones, desviación justificada por los errores de redondeo, y cuyo control es inmediato
si ‘P concursa en el proceso de ajuste para P,.
He de subrayar de nuevo que la probabilidad de transición a tiempos cortos, (4.12) repre-
senta una aproximación funcional al propagador real II. Esta aproximación se ve notablemete
optimizada por el hecho de que la suposición establecida en el caculo de Pr sobre pequeñas
variaciones de Iv — v’¡ en la escala temporal r, está reforzada por las características físicas del
operador de Fokker-Planck en la ecuación cinética: el potencial de interacción coulornbiano
que dirige las colisiones binarias entre las partículas del sistema favorece el débil intercambio
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de momento lineal. El decaimiento exponencial de la distribución E,. en y2 hace que sólo
sean significativos numéricamente los intercambios de momento entre partículas rápidas, lo
que confiere al esquema numérico integral una evolución más lenta de las colas de la función
f(u, 1) que la concedida por la solución numérica del esquema en diferencias.
En la figura 4.3 se presentan los resultados obtenidos para la evolución de una onda
cuadrada inicial para f(v, 0). El paso temporal r = 0, 01 tras 1000 iteraciones conduce
a la misma solución que r = 0,1 en 100 iteraciones. El caso representado corresponde a
los parámetros r — 0 1 y Av = 0,03. También se ha representado la función a(v, 1) en la
que se recoge la variación de los coeficientes de convección y difusión, como se afirma en
eí texto, pudiendo observarse que éstos permanecen prácticamente inalterados al cabo de
pocas iteraciones (véanse las figuras 4.1 y 4.2).
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Figura 4.4: Aumento de la entrop<a S(i,,).
Crecimiento de la entropía SIL) = — fi In(j) d1v con ,. = O, i en 200 iteraciones. La gráfica inferior
muestra la diferencia 63 = S(t + r) — SQ) frente al tiempo O = t0~ Puede apreciarse como 63 es siempre
positiva, a pesar del elevado valor del peso temporal.
4.6 Conclusiones.
La aplicación del método integral numérico al problema de la ecuación Cinética en la
Física del Plasma ha permitido derivar la correcta evolución de la función f(ti, t), así como
describir el estado de equilibrio maxwelliano, predicho por el Teorema-E de Boltzmann,
que puede mantenerse durante un número indefinido de iteraciones. Las condiciones de
frontera específicas de la simetría esférica se han introducido directamente en la probabilidad
de transición a tiempos cortos. Las propiedades establecidas en los capítulos previos se
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La gráfica sUperior muestra el comportamiento de log[J(n, ~)lfrente a v~. Se aprecia claramente que
la evolucIón de las colas de la distribución es mucho más lenta que la observada en las proximidades
de u = O. La curva inferior es el parámetro —a(u, O), casi estacionario a partir de 200 iteraciones.
mantienen para el problema del plasma, como si se tratara de una ecuación diferencial
lineal de Fokker-Planck. De forma general quedan establecidas las siguientes conclusiones,
extensibles a la resolución de problemas en condiciones de simetría menos restrictivas.
1.- La probabilidad de transición a tiempos cortos, adaptada a las condiciones de contorno
del problema, conduce a la evolución correcta de la función de distribución.
2.- Las condiciones de contorno quedan automáticamente implícitas en la función P,. no
siendo, por tanto, necesario recurrir a artificios numéricos, para reproducir el compor-
tamiento de la función f(v, t) en las fronteras.
3.- Se mantiene constante la positividad de la función de distribución, como consecuencia
del propio carácter positivo de los elementos de la matriz de evolución {Q~}.
4.- La condición de normalización para la probabilidad de transición se traduce en el
mantenimiento constante de la norma elegida para la función de distribución.
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Figura 4.6: Energía en los esquemas integral y en diferencias.
comportamiento de la energfa 1 en los esquemas numéricos integral y en diferencies para un tiempo
total de 900 unidades, lo que supone iSOOOO iteraciones (aquf r = 0,005).
5.- El problema se resuelve sin recurrir a ningún tipo de linealización en f(u, fl.
6.- El procedimiento de ajuste en el parámetro convectivo a sirve para reconducir al sis-
tema de tal modo que permanezca constante la energía cinética total, sin que ello afecte
a las tasas convectivo-difusivas, lo que supone no distorsionar la correcta evolución
tisica del problema.
7.- La evolución de ¡(nt) es fisicamente coherente, por lo que no sólo queda resuelto el
problema de transición hacia el estado de equilibrio termodinámico, sino que también
se ha conseguido la descripción correcta de este último.
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Capítulo 5
Ecuación Cinética en Simetría
Cilíndrica.
Este capítulo centra la atención en la ecuación cinética de Fokker-Planck en la Física del
Plasma, estudida bajo una perspectiva más realista que la adoptada en el capítulo anterior.
Las condiciones de simetría esférica en el espacio de velocidades representan una imposición
poco útil para el tratamiento de la función de distribución del plasma totalmente ionizado,
Sólo en las proximidades del equilibrio maxwelliano eí tensor de difusión V para la ecuación
cinética (4.1) puede considerarse diagonal en el sistema de coordenadas mencionado, siendo
válida la solución obtenida para el régimen transitorio en estas condiciones. Obviamente,
para el tratamiento de problemas en los que se requiere el conocimiento de la función f cerca
del estado de equilibrio maxwelliano, los requisitos satisfechos por distribución, en cuanto
a isotropía en el espacio de velocidades, pueden considerarse válidos. No obstante, para
la representación de estados de equilibrio no maxwellianos, f no ofrece la independencia
angular total en una geometría esférica. La presencia del campo magnético E en eí plasina
induce a la elección de un sistema de coordenadas en el que las dos direcciones características
de la velocidad se elijan de forma perpendicular y paralela a la dirección del campo.
Las condiciones de simetría cilíndrica se erigen como la forma natural de la ecuación
de Fokker-Planck para aplicaciones prácticas con verdadero significado físico. Por ejemplo,
el estudio del transporte en la simetría esférica constituye un mero ejercicio académico,
cuya resolución sirve como banco de pruebas para el estudio de nuevos métodos de inte-
gración. Asumiendo que f presenta independencia azimutal en torno a la dirección del campo
magnético, la elección de la geometría cilíndrica origina un modelo de ecuación cinética más
útil, sobre el que pueden estudiarse los efectos de fuerzas exteriores y el calentamiento
por radiofrecuencias del plasma. La adición de estos nuevos componentes a la ecuación
de Fokker-Planck en condiciones de homogeneidad espacial, es particularmente simple y
puede ser estudida bajo la óptica de un esquema numérico integral cuya robustez para la
especificación del estado estacionario se ha venido confirmando a lo largo de la exposición.
La ecuación de li’okker~Planck en simetría cilíndrica da cuenta con suficiente generali-
dad de los procesos físicos implicados en el tratamiento cinético en un plasma totalmente
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ionizado, en eí rango de aproximación de las colisiones binarias entre partículas. Con la final-
idad de aplicar eí modelo de integración numérica presentado en este trabajo a tal ecuación,
se ha estudiado ci caso del plasma de un solo componente en condiciones de homogeneidad
espacial. La extensión de este problema a plasmas de dos o más componentes es inmediata,
siempre que la expresión del propagador a tiempos cortos bidimensional .1’,. quede perfec-
tamente definida. El tratamiento de este problema cierra definitivamente eí modo de operar
para la implementación numérica integral de la función de distribución. Los preliminares
que inducen a la confianza del método para este tipo de problemas se han apuntado ya en
los capítulos previos sobre problemas unidimensionales. La generalización a ecuaciones de
Fokkeer-Planck con más de una variable es trivial. De hecho, se han tratado por el mismo
procedimiento problemas no lineales con más de una cantidad conservada en el caso bidimen-
sional. Las mismas propiedades inferidas en las ecuaciones unidimensionales siguen siendo
válidas para problemas con más de una dimensión. Es evidente que el carácter explicito del
método numérico integral resulta ahora más relevante que en los casos anteriores, ya que
el esquema numérico no requiere el concurso de procedimientos de inversión matricial. El
inconveniente esencial de los esquemas en diferencias implícitos radica precisamente en el
cálculo de matriz de evolución inversa, cuando existen derivadas cruzadas para la función 1
En estos esquemas se ha de recurrir a representar las derivadas de f en direcciones alternadas
para simplificar la inversión de la matriz de evolución, tratando los términos en derivadas
cruzadas como explícitos, lo que genera inestabilidades para ciertos valores del paso tem-
poral por encima del mínimo requerido. En cambio, eí esquema integral se comporta de
un modo similar a los esquemas en diferencias totalmente implícitos, con la ventaja de que
las derivadas de f -incluso su comportamiento funcional en las fronteras- se recogen direc-
tamente en la representación de la función 6 de Dirac de una ecuación de Foklcer-Planck
auxiliar que da lugar al propagador aproximado P,. , para avanzar la condición inicial
fo. Son varias las propiedades de relevante interés que justifican el uso del procedimiento
numérico integral para la resolución de la ecuación tratada de este capítulo.
El cambio de variables (1.18) y las propiedades de los coeficientes difusivos característicos
de la ecuación problema, introducen la determinación del propagador a tiempos cortos. La
correccion medíante la función de autocorrelación numérica fija definitivamente la expresión
de P,. y contribuye a la mejora del tratamiento de las magnitudes conservadas.
5.1 Cambio de variables.
Al igual que en el capítulo anterior, eí estudio que a continuación se presenta está referido a
la ecuación cinética de Fokker-Planclc para la Física del Plasma en ausencia del término de
campo medio, responsable de la interacción con gran número de partículas en una escala tem-
poral relativamente grande comparada con la escala que rige la efectividad de las colisiones
binarias. Nuevamente, la ecuación problema se refiere a las condiciones de homogeneidad
espacial características de la región central del plasma de un solo componente (electrones).
Por otra parte, desde un punto de vista macroscópico el cambio de las coordenadas espaciales
de cada partícula del sistema durante el proceso colisional puede considerarse despreciable
en la mayoría de los casos. Se estudiará en lo sucesivo la ecuación cinética (1.7) asumiendo
que el término Vr vf, que describe la evolución de f en el espacio físico real, permanece
1
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inalterado, en coincidencia con la argumentación presentada por Trubnikov en la referencia
(1]. El movimiento de la distribución de partículas en el espacio de velocidades puede con-
siderarse continuo. Desde el punto de vista matemático esta condición es obvia, ya que f se
interpreta como una función densidad de probabilidad para un proceso estocástico descrito
por una ecuación tipo Fokker-Planck, expresada en términos de la divergencia de una cor-
riente de probabilidad, en cuyo caso el muestreo de la variable aleatoria v}i) produce una
trayectoria continua en el tiempo. Matemáticamente la ecuación de Fokker-Plank concede
al proceso la imposibilidad de que la partícula de coordenadas y pase a ocupar la posición
ir’ alejada de ir de forma prácticamente instantánea. Desde eí punto de vista de la Física
implicada en el proceso, la interpretación anterior es plenamente coherente con la asunción
de procesos colisionales gobernados por interacciones coulombianas. La corriente de proba-
bilidad se interpreta como el flujo de partículas del sistema a través de cierta superficie 3
del espacio de velocidades, en claro paralelismo con una ecuación de continuidad.
Si bien, en cualquier proceso físico la velocidad de un partícula puede cambiar aprecia-
blemente durante una escala de tiempo reducida en una sola colisión, la ecuación problema
lleva implícita la característica de que, para partículas coulornbianas, un cambio significativo
de la velocidad en sólo debido a interacciones en una escala temporal elevada. Los cambios
bruscos de velocidad de cada partícula de la colectividad pueden considerarse inexistentes.
Este hecho, a su vez, fundamenta la aplicación de la interpretación difusiva asociada a la
ecuación de Fokker-Planck, qiíe dista notablemente de los procesos descritos por la ecuación
de Boltzmann, en la que ir puede cambiar abruptamente.
Bajo las condiciones prescritas en los párrafos anteriores, la ecuación de Fokker-Planck
se escribe como
ai ‘Bti¿
donde F representa una fuerza exterior por unidad de masa, .1,, es el flujo inducido por
la onda de radiofrecuencias, [2],y O (f, f) es el término colisional de Landau expresable
también como la divergencia de una corriente ~ como se indica en (1.7). La presencia
de fuerzas exteriores, habitualmente debidas a un campo eléctrico uniforme E paralelo al
campo magnético, inducen a la adición de un término convectivo al vector de deriva D
implícito en el término colisional. Por otra parte, la contribución del flujo t es siempre
difusiva. En definitiva, 8f/ 8t se expresa como la divergencia de una corriente total 3 según
donde J 3~+30+F
en la que se contabilizan todos los efectos anteriores. El operador ‘7 = ‘7,, actúa en el
espacio de velocidades.
Como consecuencia de la simetría azimutal en torno al campo magnético, ¡ se supone
dependiente sólo de las componentes y1 y v~ de la velocidad, perpendicular y paralela
respectivamente, a dicho campo. El sistema de coordenadas apropiado para la descripción de
f se refiere pues a las variables {v.~, ~‘ ~}originadas por un cambio de variables cartesianas
a cilíndricas. La conexión con el sistema de coordenadas esféricas {ti, 6, ~} y cartesianas
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{VX, VII, vj>
= y1 cos~ = y senO cos4~
= 13~ sen~ = y sen
6 sen
v~= = vcosB
dan las relaciones entre los elementos del tensor de difusión en coordenadas cilíndricas y
esféricas, según
= v/v2D
6~ + 2v11v1/v
2Dg~ + v~/v2D
00
D1~ v1v~/v
2D~ — (y2 — v2)/v2De~ — v
1v11/v
2 D»
6 (5.2)
liii — v~/v
2D,,. — 2v
11v±/v
2Do~+ v~/v2Do
8
permaneciendo D~ inalterado, Análogamente, la transformación de las componentes del
vector D para ambos sistemas coordenados es
JJ±= v1/v D» + v0/vDo
D11= v~/v 1k — v1/v D0. (5.3)
Utilizando la expresión para la divergencia de un tensor en coordenadas cilíndricas o, alter-
nativamente las ecuaciones del cambio de variables (1.18), la ecuación cinética se reescribe
como
8ff 8 8 8
~v{ ~ — — 8v1 D,~ } F(v~,vi;t)
8 8 8
— —D ~ } ff(v1, y11; 1) (5.4)8v1 — 8v
donde se ha definido la nueva función .9 = 2irv1 ¡(y1 ,v11; t) que genera una ecuación tipo
Fokker-Planck en las variables y1 y v1~. La nueva convección formal asociada a la variable
u1, notada por D, presenta la forma
D
= +1)1114,
en claro paralelismo con la definición de D en el caso con simetría esférica en el espacio de
velocidades.
En ausencia de fuerzas exteriores, suponiendo 3~ = O, el flujo J cuenta sólo con la con-
tribución del término colisional 3 ~,.Los elementos del tensor 23 y del vector de convección
U se obtienen a partir de los potenciales de Rosenbluth (1.8) ~(v1 , t) y ~&(v1,v1~; 1).
Si se adopta de nuevo el sistema de unidades (4.13) del capitulo anterior, tales coeficientes
adimensionales se determinan mediante las relaciones
8 831
’
D0=2 __
1 831’
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En dicho sistema de unidades, los potenciales de Rosenbluth se redefinen de modo que ambos
mantienen formalmente las expresiones asociadas a los mismos con las unidades físicas reales,
esto es:
= —tf ¡ f ir— v’¡ <f(y§»i4;t) dv’ dy’ dq5’ (5.6)
= ~tJ~ooJoJo ¡ir’ < vf,f(vft»v~;t) ~ (5.7)
= — 2v±i4cos(~—t’) + v2 + (y—y’ )2
Si 3 cuenta únicamente con la contribución debida a las colisiones binarias entre las partículas
del sistema, la ecuación (5.1) adopta la forma alternativa
81? _ oF D
11 D1 a al
—— ¡ —+———D ——D —I F(v1,vi;t)8~~L y
1 2
1II8v~ 118v
4,]
(5.8)
o F w~ D0 8 8 1
8v ¡ y +——D ——D— ff(v1,v;t)
II L 2 ‘~ Vi’,, liii 8v~
donde se ha hecho uso de la relación entre la divergencia del tensor de difusión 23 y el vector
de deriva U, que se traduce para cada componente D,, en
D0<= 2 [‘723 la: (59)
satisfecha en virtud de la propiedad V
2~ — s~ para los potenciales de Rosenbluth. No
obstante, con la finalidad de aplicar el método de cálculo propuesto en el segundo capitulo
para determinar la expresión aproximada del propagador a tiempos cortos 1?,- , se ha optado
por preservar la forma dada en (5.4). Como ha venido siendo habitual a lo largo de toda
la exposición; la representación de la función 6(v — ir’) ha de incluir en sí misma todas la
derivadas que afecten a los coeficientes de difusión en la ecuación de Fokker-Planck y por elio
es conveniente que todos los coeficientes D
0<>, f se hallen a la derecha del operador 82/ 8v.,
Bvg. La interconversión de ambas expresiones para t ~ O, posiblemente con la presencia
de fuerzas exteriores, ha de hacerse a través de la redefinición de las convecciones formales
D7 y D11 asociadas a la ecuación (5.8) en E (v1,v5;I). Si el flujo 3,., seda como
3~= —1% VI
[2], éste se modificará de tal forma que, suponiendo los elementos del tensor D ,~, dependi-
entes de ir, se reescriba según
que presenta un término convectivo formal o espúreo D .~,, inducido por las condiciones de
geometría. De este modo, la corriente total 3 es formalmente análoga a la misma para el
término colisional sin calentamiento adicional y sin fuerzas exteriores
3= D*f~V.D*f
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con D*= D + ]3~.,+ F y D*= D +D~
En lo sucesivo, la ecuación problema se reducirá a aquélla en la que sólo se cuenta con
el término colisional. La aplicación de la matriz de evolución para eí método numérico
integral puede extenderse fácilmente al problema general sin más que proceder en la forma
indicada en ci párrafo anterior. El objeto esencial de este trabajo es fundamentar e ilustrar la
aplicabilidad del método numérico integral. No se pretende, por tanto, variar los parámetros
característicos del sistema con el fin de estudiar un comportamiento físico determinado. 5edesea establecer la eficiencia del nuevo modelo para la descripción de los regímenes transitorio
y estacionario sobre un sistema con magnitudes conservadas. Por ello, abordar la ecuación
cinética con la presencia única del término colisional de Landau presta sencillez al desarrollo
en la resolución de un problema en la distribución ¡, que confluye a una única solución de
equilibrio. La simplificación de la física contenida en la ecuación original (5.1) no colleva en
modo alguno la limitación del conjunto de problemas en el que el método resulta eficiente,
pero sí contribuye a la claridad y transparencia en la observación de las pautas a seguir
cuando se desee profundizar en la física no lineal implícita en la ecuación Cinética, lo que
constituye el objetivo inmediato de nuestro grupo.
Las condiciones dadas en eí párrafo anterior, en virtud del Teorema-II de Boltzmann [3),
dirigen la evolución de f hasta la solución de equilibrio maxwelliano
1121 exp{—[-—-’-- + ~ (5.10)
= u 27’~ 27~
con T~= 2’~ = T. La constante 2’ se refiere a la temperatura isótropa o energía media de la
distribución, que coincidirá con la unidad en el sistema de unidades establecido por (4.13).
Las temperaturas anisótropas transversal y longitudianal T~ y 2~, así como la temperatura
2’ se han definido, en la forma habitual
— E dv
1dv11 = + v~>
= ffy~ E dv1dy» = < v~ > (5.11)
T=flfv
2Fdv±dvi= 2 1
La energía media del sistema ha de mantenerse constante en toda la evolución. Dado que
D
1 y Dq representan los incrementos colisionales de la velocidad <Av¡> y <Av1 Ay5> /2
de una partícula testigo del sistema por unidad de tiempo, las tasas de variación temporal
para las transferencias de momento y energía para una sola partícula son proporcionales
respectivamente a las cantidades
dv¡ —
dt
y
dv
2
= 2 (D
11 + viD1), (suma en i = a, u, z)
lo que conduce, para el sistema global —si f’ denota la función ¡(ir’, 1)— a
IJJ VV¡rddí
¡y —
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= 2<Dií+v¿Di> = ~Jf V-
unidad de f, serán y = 31. =En eí sistema coordenado {v.,, y11, ~}las únicas contidades conservadas del sistema, excep-tuando la norma <~11> <~2> Los momentos <v~> y (u2> han deevolucionar en el tiempo según la ley
d
2 d d
= = —~,~i’i> = —~j
2]¡ (5.12)
en concreto, las variaciones temporales independientes de dichos momentos están regidas
por las ecuaciones
= 2<D
11 + D~ + v1D±>, ~—<~~> = 2<D111~ + y11D11>. (5.13)
Cualquiera que sea la condición inicial fo, la función de distribución evoluciona en el sentido
que marque la transformación gradual de f en la distribución maxwelliana (5.10) con =
= 2’, en concordancia con el requisito del aumento en la entropía del sistema. En
este sentido puede hablarse de un tiempo básico global de relajación rr como distintivo
del tiempo que tarda fo en aproximarse a la solución de equilibrio. En las magnitudes
adimensionales del problema, rr es del orden de
7r 16r/v¶ 35, 5 que en unidades reales
es i-~a3/ (nLO/0) donde a es la velocidad térmica KT/m y it la densidad de partículas.
En general, fo define una distribución inicial para la cual la diferencia Al
0 = lo — es
1 ¡¡
distinta de cero. Es común tratar con un tiempo de termalización re que orienta sobre
el tiempo de isopropización del sistema. Para pequeños valores de la diferencia Al, si se
opta por representar fo en la forma (5.10), la referencia [1] muestra que 2’~ — 2~ decae
exponencialmente de acuerdo con la ley
T4,—7~¡ Al0 exp(—t/ro)
donde r1 es una medida del tiempo que tarda la diferencia entre las temperaturas transver-
sales en reducirse en un factor e, cuyo valor resulta ser del orden de
5
¼rrSd 1,566rr.8
Si bien estas estimaciones son sólo orientativas —ya que no se conoce solución analítica para
f— pueden ser empleadas para el ajuste del paso temporal r del esquema numérico. El
valor relativamente grande del tiempo de relajación adimensional y las características del
sistema relativas a la débil variación de los coeficientes difusivos en el tiempo, así como
las características alusivas a la estabilidad del método integral, permitirán tomar valores
de r mayores que los utilizados habitualmente en esquemas en diferencias. Por otra parte,
las leyes de evolución para las temperaturas transversales y la energía media del sistema,
serán útiles para calibrar la velocidad de evolución de la solución numérica hacia la solución
de equilibrio, con el fin de comparar con la evolución real de f esperada en el problema
continuo.
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5.2 Cálculo de los coeficientes de difusión y deriva.
Los métodos semianaliticos básicos para la resolución de la Ecuación Integral de Fokker—
Planck en la Física del Piasma están regidos por la opción de representar el término colisionad
de Landa,> bajo Ja perspectiva de linelizaciones que merman el contenido físico real 4e los
procesos implícitos en el problema. Es habitual recurrir a desarrollos multipolares de la
función de distribución truncados hasta cierto orden, lo que obliga a correcciones en ¡ para
mantener las propiedades conservativas del operador colisiortal. Los desarrollos perturbativos
de la función f en torno a la distribución maxwelliana de equilibrio se caracterizan también
por aprovirnaciones que fuerzan la conservación de la norma y la energía. Estos últimos
procedimientos son esencialmente aplicados para la determinación de los coeficientes de
transporte que caracterizan al plasma. En condiciones de equilibrio no maxwelliano el
problema llega a ser irresoluble de forma analítica. En este sentido se han desarrollado
numerosos procedimientos de integración numérica que intentan ser consistentes con toda la
fisica involucrada en la ecuación alineal. Los métodos en diferencias se ven obstaculizados
esencialmente por la imposibilidad práctica de recurrir a esquemas implícitos que deriven en
una matriz de evolución fácilmente invertible. La presencia del coeficiente difusivo D
4,~~ en
(5.1) origina un término con derivada cruzada en las variables v~ y 114, que hace improcedente
cualquier método implícito en diferencias, pues eí procedimiento de eliminación de Gauss
para la matriz de evolución resulta inoperante. En este caso se recurre a modelos en los
que este término se trata de forma explícita, imponiendo una limitación ohvia sobre el
valor del paso temporal, como muestra la referencia [21 . Un acercamiento al problema lo
concede ci método de integración basado en elementos finitos que en el caso del plasma da
lugar a resultados similares a los encontrados por los métodos en diferencias finitas (véase
la discusión de Karney en [2].)A la vista de tales dificultades el objetivo primordial del
método integral ha de ser, al menos, solventar los problemas de inestabilidad acaecidos en
los esquemas en diferencias y derivar un algoritmo que genere una solución numérica acorde
con las características conservativas del operador para eí caso continuo.
El primer obstáculo en la consecución de estos fines se halla en la aproximación numérica
con la que ha de representarse el término colisional de Landan, lo que equivale a diseñar
un proceso de cálculo físicamente aceptable para los coeficientes de difusión y convección
Q~a y U> —los subíndices griegos se refieren a las coordenadas cilíndricas,— La primera
alternativa ofrecida en la literatura sobre el tema presta la posibilidad de recurrir a la
descomposición de .F(vsenft, y cosO t) en series de arménicos esféricos, representados por
Polinomios de Legendre y calcular así los potenciales de Rosenbiuth. Este cálculo impone
truncar cada serie hasta cierto orden 1< de potencias en y. Rarney ofrece la posibilidad
de cortar la serie en .1< = 10 y aplicar las relaciones (6.2) y (5.3) para determinar los
coeficientes difusivos en coordenadas cilíndricas. Dado que el truncamiento de la serie puede
suponer una propagación de errores que afecte a las leyes de conservación para la energía y
la norma, se ha optado por calcular numéricamente las integrales presentes en el operador
colisional contabilizando a priori, esto es, antes del proceso de implimentación temporal,
cada integral angular en ~‘, dada la independencia azimutal de E. Un inconveniente adicional
se presenta en el cálculo numérico de las derivadas de los potenciales ~oy ~ que suponen
la aproximación en diferencias de las derivadas en (5.5). Por esta razón es conveniente
presentar todas las operaciones de forma integral, al igual que el esquema de avance temporal
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para E, e integrar directamente las expresiones analíticas originadas por (5.5). A pesar
de que el número de integraciones numéricas aumenta considerablemente, esta pauta de
operación es más consistente con los rasgos del esquema integral que el cálculo por derivadas
numéricas de los potenciales de Rosenbluth. En definitiva, se ha actuado de igual modo que
el propuesto en el capítulo anterior en la sección donde se calculan los coeficientes ~ y A,,
para una distribución isótropa f(IvI,t). Por otra parte, como se mostró en aquella sección,
las propiedades conservativas del operador colisional se exhiben claramente sin el recurso de
redefinir los coeficientes difusivos, o la propia función f, en las fronteras de la retícula.
En las relaciones (5.5) se contemplan implícitamente las expresiones de las que se infieren
por integración directa cada uno de los coeficientes D., y D.,g. Por aplicación de estas
relaciones sobre (5.8) se tiene
= —~ J 2!~if(vf,,, u~; i)clv’ (5.14)
= f u26.,~~— f(vI,i=;t)dv’ (5.15)
donde u representa la módulo del vector ir — ir’ y dv’ el elemento de volumen vQdv~ d~’
dv’. Si se opta por tomar las componentes y
1 y y11 del vector y sobre las ejes y y .z de un
sistema coordenado arbitrario, la integración a todo el espacio de velocidades en ir’ ha de
contar con las relaciones
u = ¡‘,r—v’¡
2=v~ —2v±v~,,cos~’+v12+( y
11— y~ )~
uj. = u . ej = y1 — v¶~ cos~’
114 = U = lJ~ ‘-Va
u . e~ = ~visen~’
en las que se ha implicado la representación en coordenadas cilíndricas del vector ir’ y se ha
hecho 4t = O, ya que la presencia del ángulo azimutal (O =t =2w) no afecta a las integrales
anteriores. La proporcionalidad en sen#’ de u~ hace que los coeficientes D~, D±,,y D11~~.
sean idénticamente nulos. De esta forma sólo se requiere eí cómputo de seis coeficientes en
lugar de los nueve que aparecerían sin la simplificación de la simetría cilíndrica. Se advierte
fácilmente que la integración sobre ~‘ puede llevarse a cabo de forma directa y reducir cada
integral tridimensional a una integral en dos dimensiones sobre las variables <,, y v~. Si se
define el parámetro funcional m(v1 , y11 ¡y’.,,, 4) en la forma
= 2v,~v1.,~ +rú
2+(v
5 ~v92 O<m< 1
todas la integrales se expresan en términos de la función
E(njrn) = 1— mcos4Y )3/2
~ cas» ~
>
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ron a 0, 1, 2~- resoluble en términos de integrales eh’pticas. Realmente, el conocimiento
de l~s tres integrales E(O}m), E(llm), y E(2¡rn) resuelve eJ problema de la eliminación de
las variables angulares. Como cada integral de tipo elíptico es independiente de E, conviene
proceder a resolver numerlcamente E(njm) para M valores del parámetro ni comprendidos
rntrr II y 1 e interpolar linealinente para cualquier valor real de ni, obtenido al evaluar este
paráfliftró dependiente de y.,, 14 y de jis> — v~¡. Definitivamente, los coeficientes difusivos
pueden evaisrarse en cada paso temporal en la forma
ff d«,?j( u,,, 14, u> — <1) ~ t)v1di4dV~
(5.16)
O,, ff 4< ~ — i”j ) f(y4,,v1>;t)v~dV’.,,d14
dr~nde las seis funciones { d 1 son independientes del tiempo, por lo que pueden ser
archivadas en memoria como vectores de tres indices, o recalculadas en cada iteración si
se opta por dimensionar tinicarneate las tres integrales de tipo elíptico (it = 0,1,2)
1 f m 13/2 f~ cos» ~ (5.17)
4v t2v,,>,’] Jo(1 — ni cos
dr las que se desprenden las definiciones de las funciones auxiliares
d14,= (u~ + vflI(O) — 1421(2) 1
dtiz.v —ui(v.,I(O) — vlI(1))
d~tz (v~j + u~ )I(O) — 2v’y,,1(1> + <~.21(2){ d }vr 1= <u2 -t v’2)1(O> — 2v’v1l ) ~, .J (5.18)
- = —4v~ «0) + 414 .1(1) y d11 — —4
fas integrales de (5.16) se resuelven mediante la aplicación de la Regla Extendida del Punto
Medio, dr este modo la integral que define el valor medio de D0~ +v0fl4 proporcional a
dT/dt según (5.13) es idénticamente nula, ya que
daa+vada = .2( >,2 — y’ 2)1(0);
CDXI 1>.,, y ti con ir> se tienedado que 1(01 no cambia si sc mutan entre si las variables u’
y dv.,dn1)
+ t’rxDa)Fd
2V = ~2JJ(v2 ~v’ ~)1(0) FF’d2vd2 ir’ = o
como se afismó. El resultado se mantiene para el esquema de integración por rectángulos:
la suma sobre cuatro índices que define la fórmula de cuadratura para la expresión anterior
es nula, independientemente del número de puntos M que se utilicen en la interpolación de
Ia.s integrales de tipo elíptico. Basta tomar M 100 para qne la interpolación lineal en
el argumento ni de las tres funciones elípticas numéricas se aproximen notablemente a sus
valores reales.
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La integración sobre 4” en E(n¡m) puede hacerse también analíticamente, expresando
estas funciones en términos de las integrales elípticas analíticas, que se tasarían mediante
las aproximaciones que al efecto se han desarrollado en la literatura para computación de
funciones especiales. La complejidad de esta alternativa redunda en un cálculo tedioso e
innecesario, pues el orden de aproximación de la integración numérica en 4’ puede superar
al dispensado por estas expresiones semianalíticas, siendo menor el tiempo de computación
aun para una red muy fina (á4’
El conjunto de funciones { d ]. equivale alas funciones aA y 0D definidas en el capítulo
anterior para eí cálculo de los coeficiente ~ y A en la ecuación integral de Eokker-Planck
sobre la distribución isótropa f(ti,t). En las figuras 5.1 y 5.2 se han representado los
coeficientes difusivos antes de alcanzar el estado estacionario para el caso que se ilustra en
las gráficas siguientes.
0.’¶ alo
‘41 014
‘(u 01~
((02 8)2
a, e,
‘AAt 000
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(0>1 ea,(102 Ini
-2 (2
0484
0.(>2
0.02
001
0
-00)
.002
.082
.0.84
•0
.20 .20
Figura 5.1: Coeficientes de dibsión D
0p en simeArfa cíl<ndrica.
fletalle en (0.3) x (—2,2) de los coeficientes de difusi6n D0s y del determinante »Ir tras 20 Iteraciones.
Al igual que en el problema con simetría esférica, la discretización de las variables no
distorsiona la naturaleza conservativa del operador colisional. Este hecho es esencial para el
ajuste iterativo de la función de autocorrelación numérica que optimiza recursivamente la
expresión del propagador a tiempos cortos en el transcurso de la iniplementación de f. La
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Figura 5.2: Coeficientes de derivo.
Componentes radial y axial del vector de convección real fi y del vector efectivo de deriva Á utilizado
en el propagador 1’.
complejidad añadida por el uso de la geometría cilíndrica eleva notablemente el tiempo de
computación, ya que el número de integraciones para el cálculo de los coeficientes difusivos
aumenta en un factor SN2 —supuesta la retícula uniforme con v¿ = IV Av — . De hecho el
cálculo de estos coeficientes consume el mayor tiempo de computación del programa. Estric-
tainente, es necesario evaluar en cada paso temporal los seis coeficientes característicos de la
ecuación problema, sin embargo, como se anotó en los preliminares del capitulo, estos coefi-
cientes varían lentamente con el tiempo, característica que se aprecia ostensiblemente en el
caso esférico, por lo que realmente sólo será necesario evaluarlos durante las primeras itera-
ciones en cada paso y calcularlos cada cierto número de pasos cuando la solución numérica
se aproxime al equilibrio. En el equilibrio es posible conocer las expresiones analíticas de
los elementos del tensor de difusión y del vector de deriva, ya que f representa una función
¡sotrópica dependiente sólo de ti. Mediante las relaciones (4.15) y las ecuaciones de trans-
formación (5.2) y (5.3) en las proximidades del equilibrio maxwelliano se tiene (D
00 = O,
= O)
= + c
2D
9, D4,11 = sc(D0,, — y86) V1111 = c
2D
01 + s
2fl
80
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= —2v4,D0~ D11 =
—2vD ~ =D8,
donde s = sen O = v1/v y c = cos fi = ti ¡y En el sistema normalizado de unidades
los coeficientes difusivos no nulos en el equilirio (en coordenadas esféricas) adquieren las
expresiones
= yi’—ifer($=) — ______
4,,’ ->/Wv
2
D —.A.~.fer(2~.).Pfl, D
0=—2vD~5
~ ~ 2
En sencillo probar que las componentes del vector de convección para la solución de equilibrio
satisfacen, alternativamente, las identidades
D4,=—2 [~.D.LJ. + #LD±II] y D11 = —2 [~.~±11 + ~tDíi5] (5.19)
junto con = D86, sustituidas en (5.4) o en (5.8) con 27,, = = 1 anulan el flujo .1
en cualquier punto ir, como cabria esperar. Opcionalmente, (5.19) proporciona una relación
que puede aplicarse para evaluar los coeficientes de deriva en todo instante t sustituyendo
T~ y 2~ por T1(t) y 2]~ (t). Esta opción reduce el tiempo de cálculo de los coeficientes
difusivos, contabilizando los efectos de la no linealidad en la ecuación problema de forma
más aproximada que la ejercida por el uso de un operador colisional quasi-lineal en torno a
la situación de equilibrio, C¡j» (f~¡a~, f), tan habitual en la literatura (véase, por ejemplo,
[2]).
Las identidades anteriores orientan sobre la dependencia funcional en las variables y4,
y ti11 de los coeficientes de difusión y convección relativos a la ecuación integro-diferencial
de Fokker-Planck. Los comportamientos asintóticos de estos coeficientes difusivos, en las
fronteras del espacio de velocidades, se mantienen para cualquier instante t de la evolución,
siempre que f(v, 1) sea una función bien definida en el sentido de distribuciones. Este
rasgo, apreciado ya en el capitulo anterior, es fundamental para definir una probabilidad de
transición a tiempos cortos ~r óptima para el avance de la distribución inicial fo.
5.3 IEl propagador P7 en simetría cilíndrica.
Una vez obtenida la ecuación de evolución en diferencias progresivas para la nueva dis-
tribución E, en las variables (y,,, 1>11), se requiere determinar la expresión del propagador
E,. adecuado para eí avance temporal de la condición inicial Fo. Al igual que en el pro-
blema equivalente en simetría esférica, la probabilidad de transición ha de contener en sí
misma las condiciones de contorno que permitan mantener constante la norma inicial de la
distribución. En este caso, la corriente de probabilidad 3, en sentido matemático, o eí flujo
de partículas en sentido físico, ha de anularse en las fronteras de la superficie 3 que limita
el espacio de velocidades, esto es
n . 3 (S) = O
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donde n representa el vector unitario normal a la superficie S. En particular, se tendrá
Hm j.t(v15v11;t) = O
VI—>
Hm ji(v4,o~1;’) O
ce
lirnii(v±,v5;t) = O
donde jx y j1¡ representan las componentes del vector ,j, que da lugar a la expresión alter-
nativa para la ecuación (5.4) en eí propagador II = P(ir,1¡ ir’,i’) en la forma
= —~ — =i. _ _ V_ j, (5.20)
8v1 6v~~
7c11 es el aperador (8 /8v
4,, 8 /8v11), análogo formal al aperador V en coordenadas
cartesianasDe (5.4) se desprenden las relaciones
D a a
.L 8v 4,> 8v
3- II 4-
ii1= » a a p8yDj~¡j — s~Dí1íí
donde los términos D0 y D~p dependen de a través de la propia distribución E.
La forma del propagador II para pequeños valores en la diferencia i —1’ podría obtenerse
integrando sobre las variables angulares la expresión de la probabilidad de transición habitual
a tiempos cortos (2.13), cuando dicha expresión se reescribe en términos de las coordenadas
cilíndricas características del problema. Este procedimiento tropieza con inconvenientes
equivalentes a los surgidos para consumar este propósito en el problema con simetría esférica.
En este caso, el argumento de la exponencial para dicha probabilidad
1
con U = v—v’—Dr
da lugar a integrales angulares del tipo
2,r
l(a, b) = e a ces(O) + sen ‘(o) dO
donde a y b dependen de D11, D4,11, D~ y D1 evaluados en las variables primadas. La
integral ¡‘(a, 6) se traduce analíticamente en una serie de funciones de Bessel 1,, (z) de segunda
clase y de orden u en la forma
I(a,b) = 2 v’~É r~i” t’(n+ ) (5.21)
fn(a)
que se reduce a un único sumando en lo(a) si 6 = 0. La expresión anterior resulta a todas
luces inoperante para evaluar en cada paso temporal el operador integral de evolución que
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permite avanzar en el tiempo la distribución. Sólo si el tensor V~ es diagonal, con D’ —
eí parámetro b se anula, por lo que E,. se expresa en términos de la función ¡‘o,
fácilmente evaluable mediante fórmulas aproximadas desarrolladas para la computación. De
forma general, la serie de (5.21) no se resume en un único sumando, no siendo posible,
además, establecer un criterio práctico que propicie el truncamiento de esta serie tras cierto
número de términos.
Es obvio que la expresión de E,. debe obtenerse directamente de la ecuación (5.20)
mediante la generación de un operador auxiliar L ~p aplicando el procedimiento establecido
en la sección 2.2.2. Con este propósito conviene mantener explícita la dependencia en 1/u4-
sobre la expresión del operador auxiliar, con el fin de no absorber en la representación fi
= 6(y,,, —14) 6(y11 — %) el comportamiento del propagador en el límite y4- —o O. Esta opción
derivará en una expresión de E,. que se halle normalizada sobre la región en la que se
define E en las variables decampo {v4-, ~í} no primadas, independientemente de les valores
que tomen Da y D~g tasados en las variables 14 y y~, La conveniencia de esta opción fue
ya discutida en el capitulo anterior. Así mismo, todas las derivadas sobre los coeficientes
difusivos se supondrán contenidas en la propia expresión de la función 6 de Dirac. En este
sentido, un primer acercamiento al problema concede al operador auxiliar L >p = L ~p
la expresión
[1 + r Lpp] 6= 6 + rL~~16 = 6—
8 D’ a
~- ‘-II 8v11 4k—r 8v ~4+D’ —D’ ——D
Tb[DHD~íí~D~íít 16
donde el indicador ‘ denota los coeficientes evaluados sobre las coordenadas fuente {v§,y’ }
Ya que se ha decidido no incluir el factor 1/y,, dentro de la representación 6 interesa ahora
analizar el comportamiento de ~r en el límite de y
4- —~ O. Dado que E,- ha de de ser la
solución formal de la ecuación
8.Pr _ L~~1 E,-
tratando todas las magnitudes primadas como parámetros constantes, el comportamiento
asintótico de E,- en eí límite anterior se recoge en la ecuación
8P(v4-) _ 8 D’ 8 ]P(y )
— ——r ~Dr 8v4- y4- Dv4- 4-4- 1 (5.22)
donde se ha supuesto fijo el valor de v~. Así pues, como orientación sobre la dependencia
funcional en y4- de la probabilidad de transición a tiempos cortos, basta resolver la ecuación
anterior con las condiciones de corriente nula en y4-= O. En este caso, la solución a (5.22) se
obtiene deforma inmediata mediante el recurso de la reducción a un problema de autovalores.
El problema de Sturm-Liouville asociado presenta un espectro continuo de autovalores con
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autofunciones dadas en términos de funciones de Bessel de primera especie y de orden u, de
forma análoga a la Ecuación del Calor en simetría cilíndrica, pero con u ~ O~ en concreto
donde el orden u de la fución de Bessel de segunda especie es
u= ~1D$DI±— 1)
dependiente de la relación entre ~Z y ~1±~Es evidente que la situación mejora respecto a
la obtenida por la serie infinita de (5.21) pero la dependencia en v~ del índice u incurre de
nuevo en la imposibilidad práctica de evaluar en cada iteración las funciones 1>,, sin que ello
suponga una dilación excesiva en el tiempo de computación. Sólo si D4-4- = D~, el índice u
es independiente de todas las variables del problema ya que, en este caso u = O.
El término convectivo espúreo D~/v4- introducido por las condiciones de geometría, de-
riva en una expresión prácticamente intratable para la probabilidad de transición a tiempos
cortos. Sin embargo, este inconveniente presenta su análogo formal en el problema estudiado
anteriormente para condiciones de simetría esférica, En dicha simetría, el comportamiento
de 1-’,- para u —, O se recoge en (5.22) si ~ se cambia por 2D60, pero la redefinición del
término convectivo 2D,8/v±D0 para v
2f en la forma 2D
00/v+ A0 generó una dependencia
en Jj. reducible a exponenciales simples. La situación para el problema en simetría cilíndrica
es similar, siempre que puedan redefinirse las convecciones formales para la ecuación en E de
tal forma que, en la ecuación asintótica (5.22) el coeficiente en 1/y4- coincida con D4-4-. Esta
opción es realmente factible, para ello basta recurrir al análisis cualitativo de los coeficientes
D4- y D11 cuando estos se expresan en función de la divergencia del tensor de difusión según
(5.9 ) para dar
___ — D4-4,—D~, + 8( fl4-4- + D1111 )
2 y Dv4-
4,
a
2 y,, + —(D4-4- + D1111)
lo que sugiere la redefinición de D~/v4, +D4- y D11 según
D D D
~±D3-= —~
4-+A., y ~~11= —~+A , (5.23)
4- y II
ti,,
del mismo modo que en el problema con simetría esférica se definió 2D
40/v+D,, =
A0, en función de un nuevo término de deriva A, cuyo comportamiento en y era similar al
mostrado por la componente radial D, del vector de convección D.
Los nuevos coeficientes convectivos formales A4, y A11 exhiben un comportamiento fun-
cional similar al presentado por D4- y D11 en la región (O, co [x ] — co, oo[ asociada
a las variables (v4-,v11); de hecho, las relaciones A1/D4- y Á11/D11 representan funciones
prácticamente constantes. Esta propiedad puede verificarse sencillamente cuando cada uno
de estos términos se reemplazan por los correspondientes para la solución maxweliliana de
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equilibrio, dados en la sección precedente. Es evidente que la situación es ahora similar a la
encontrada para la relación A0/D0 en el problema totalmente isótropo. Dado que D4-11 /i~
se mantiene finito cuando y~ tiende a cero, la contribución a E,. del término 1/y4- queda
implícita únicamente en D4-4-/v4-, por lo que (5.22) recoge un comportamiento asíntotico
para este limite en función sólo de
1o, fácilmente evaluable mediante fórmulas de cuadratura
con funciones polinómicas y exponenciales, desarrollas para la computación y sobradamente
conocidas en la literatura [4]
Los argumentos anteriores conducen a la definición de un nuevo operador auxiliar la
similar a la con las sustituciones indicadas en la relación
la = la h í(D~~~ Df,
4,~D~~A~¡ D~ .~=J~L+A9. (5.24)
1
Este oerador origina una nueva ecuación diferencial para E,. , cuya solución es la expresión
de la probabilidad de transición cuando las funciones primadas se tratan como parámetros
y i- se identifica con eí tiempo de evolución para la ecuación de Fokker-Planck auxiliar. Con
el fin de eliminar los términos en derivadas cruzadas se ha procedido a un cambio lineal de
variables en la forma
Dl
4-II
r=y4- y z=v~ —
4-4-
para el cual, el jacobiano ¡¡Jj¡ de la transformación coincide con la unidad. La ecuación
diferencial que ha de resolverse presenta ahora la forma
DF _ 8 FDrr ai ar
— —— I+ArDrr~IP~ iA2—D~— iPDr 8rL y 8rJ 8z1 DzJ
SL Di
DL’ ,.=A& yA2=A’——~-~’-A’con D,.,. = Df,,3-, D~ = A II Df,,4-
donde D representa el determinante D~ = D’ D’ — D’ 2 Es obvio que la nueva ecuación
-‘-4- DII 4-II
en {r, 4 sin términos en derivadas mixtas es fácilmente identificable con una ecuación de
Fokker-Planck caracterizada por un tensor de difusión diagonal, que en coordenadas carte-
sianas presenta las propiedades ~ = ~ = Dr,. ~ O y ~ ~ 0, lo que sugiere la posi-
biidad de atribuir como solución a la ecuación anterior la función resultante de integrar en
las variables angulares la expresión de la distribución gaussiana (2.13) cuando se procede
a un cambio de variables a coordenadas cilíndricas en r y r’. La forma diagonal del tensor
Drr simplifica las operaciones contenidas en dicha integral y reduce la función f(a, 6) dada
por (5.21) a un único sumando que cuenta sólo con
1o, Esta argumentación dispensa una
expresión apropiada de E,. , sin recurrir a la integración directa de la ecuación diferencial
auxiliar, cuya resolución es tediosa.
Alternativamente, puede optarse por factorizar los nuevos coeficientes convectivos intro-
duciendo dos nuevas fuciones a(ir, t) y ¿«ir, 1) si se continúa la comparación paralela con el
problema esférico. Así, a y 6 serían funciones equiparables a a(v,t) = —A
0 [uD0,2en (4.10),
cuyas definiciones se hallan perfectamente justificadas sin más que observar la relación entre
las componentes del vector de deriva y el tensor de difusión, una vez alcanzado el equilibrio
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(5.19). Eligiendo convenientemente los parámetros a y 5, que se evaluarán sobre (14, y), es
posible reducir la ecuación diferencial auxiliar a
Dl 8 8 8
P DrrjL~ar’ w1~ —D~~~—I —¡32 Y’ (5.25)
fálcilmente resoluble mediante separación de variables y la subsecuente reducción a un pro-
blema de autovalores. Es sencillo verificar que (5.25) representa la ecuación de evolución
para la probabilidad de transición P de un proceso de Ornstein-Uhlenbeck tridimensional con
tensor de difusión diagonal (D~
1 = Dm,) en coordenadas cilíndricas y solución estacionaria
N exp(—a(x
2-4- y2)/2— flz2/2). Nuevamente, la analogía con el problema en simetría esférica
es claro. Las funciones ci y ¡3 se evalúan en ir’, determirtándose a partir de{ a(v
4,,v>) = —A~Ó1,,,v11) 1” Drr(v4-,ti1~) ]~
¡3(y4-,v11) = —A2Qu4,,v~) 1 z D~2(v±,’ii11)1—1.
Cuando P(r,zir) en (5.25) se factoriza en la forma P y,,,,,, exp(—t,mr) wnfr) ~bm(z)
las autofunciones sc~ y ~“. se dan en función de los Polinomios Generalizados de Laguerre
de orden O L¶,~ y de los polinomios de llerruite Hm respectivamente. Las expresiones para
este conjunto de funciones ortogonales son suficientemente conocidas (véase, por ejemplo,
[5]y [6] ) por lo que no se reescriben aquí. Sólo se consigna a continuación la expresión de E
identificable con Y’,. y adecuada para el avance temporal de la ecuación integro-diferencial
de Fokker-Planck
a—1’,. (v4,,y~;v4-,v11It)= ar ~&2 ~~‘
2~2]-¡‘a E rr’1—u2 (1—u2) 1—u2]
(5.26)
>6 1 (z—z’v)21 —a
2r(l — ti2) L 2(1— >,2
La probabilidad anterior es válida para avanzar en el tiempo la distribución E, con indepen-
dencia del signo de las funciones a y ¡3, ya que tanto D,.,. = D
4-3- como D,.~ = D,/ D1111 son
positivos para cualesquiera valores de ti4- y ti11. Sin embargo, a se conserva siempre mayor
que cero, al igual que /3 y ello favorece la elección de un paso temporal y relativamente
grande comparado con ci tiempo de relajación estimado del sistema. Puede verificarse que
so se procede al límite r .-.-> oc y todos los coeficientes difusivos se sustituyen por sus valores
en el estado de equilibrio, la integración sobre las variables primadas con cualquier condición
,n¡cial Fo(v%, u) conduce a la solución estacionaria del problema (5.10) pues los parámetros
a y ¡3 son prácticamente constantes. Así pues, en esta probabilidad de transición puede
recogerse una amplia gama de valores en r que incurrirán en una descripción aceptable, al
menos, para ei estado de equilibrio.
La descripción del régimen transitorio precisa de un valor del paso temporal reducido
si se compara con eí tiempo de relajación o termalización del sistema. En las unidades
normalizadas los coeficientes convectivos vienen representados por funciones que se hallan,
en valor absoluto, acotadas superior e inferiormente. En consecuencia, los argumentos de
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las exponenciales en u y ti de (5.28) pueden tratarse como infinitésimos de orden r, lo que
justifica las sustituciones
9 exp( cxD,.,. r) y’ + r Ar,
9 exp( —PD~2 r) 2~ + r
aconsejables para la evaluación numérica de la matriz de evolución del esquema integral.
La aproximación de las exponenciales anteriores y la devolución de todos los cambios de
variables, prestan a P,- la expresión definitiva
E,. (v,v’¡i) = P,-(v4-,y11;y~,v~¡t) =
í r ~~11u2 — 2D111 LIV + D,,3- y2
]
4rrD exp y 4 r D~ (5,27)
y I’2y1’v’
X 4- + A~,,r)2r Df,,
4- ‘o D’r4-4,
donde U = ti4- —vf, —A~,,ryV=v5 —v~—Akr, que coincide con la obtenida por integración
sobre las variables angulares de la distribución gaussiana tridimensional asociada al operador
L
7’p. Ambos procedimientos (integración sobre la distribución gaussiana y reducción a
un problema intermedio tipo Ornstein-Uhlenbeck) derivan en la misma expresión para la
probabilidad de transición a tiempos cortos. Es evidente que P,> es válida si realmente
representa una probabilidad condicional normalizada a la unidad en (O, oc ) x (—oc, oc), para
elio es imprescindible que la forma cuadrática contenida en el argumento de la exponencial
sea definida positiva. Este hecho se da siempre, ya que el tensor V representa una matriz
definida con determinante D~D±positivo y distinto de cero para cualquier distribución Y’.
La función i o se ha definido en la forma
1 o( q) = .Yo( q) exp( — q )
para que el primer factor de (5.27) sea sencillamente identificable con una distribución
gaussiana, a la que se reduce Y’,. si el argumento de ¡‘o es suficientemente grande.
Al igual que en los problemas simples unidimensionales analizados en el segundo capítulo,
la expresión general para la probabilidad de transición a tiempos cortos de la ecuación de
Fokker-Planck (2.13) sigue siendo válida para valores de la variable radial alejados del origen.
A. pesar de que el cálculo de la función de Bessel 1o no supone una demora sustancial en
el tiempo de computación, la función P,. anterior puede sustituirse por la distribución
gaussiana usual si y,, » O, puesto que esta última no se halla normalizada a la unidad si y
4-
es cercana a cero, para ningún valor finito de r.
Es sencillo verificar que Y’,- en cualquiera de las formas anteriores se halla normalizada
a la unidad y que, en el límite r --o O, reproduce correctamente los momentos A,, y D0p.
La adecuación última a las condiciones del problema en el avance de Y’ se lievará a cabo
en secciones posteriores mediante el concurso de la función de autocorrelación ‘1’ apropiada
para el mantenimiento de la energía del sistema físico.
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En ocasiones, interesa únicamente la descripción del estado de equilibrio, que puede no
ser maxweUiano o representar una perturbación del mismo. Con este propósito los esquemas
numéricos en diferencias proponen modelos implícitos tipo Crank-Nicholson para los cuales
el equilibrio puede alcanzarse en pocos pasos temporales, dada la estabilidad del modelo.
El inconveniente de las derivadas mixtas para la inversión matricial hace que tengan que
suponerse condiciones de isotropía total para avanzar la ecuación en simetría esférica, distor-
sionando la realidad fisica del problema ( véase [2]por ejemplo). En cambio, el procedimiento
integral presta una excelente aproximación para este objetivo, cuando se usa como propa-
gador la expresión (5.26) utilizando para los coeficientes difusivos los correspondientes a los
del estado de equilibrio maxwelliano. En este caso, sin la presencia de calentamientos ni de
fuerzas exteriores la solución estacionaria de equilibrio coincide siempre con la maxwelliana
(5.10).
Así pues, según sean las necesidades del problema en estudio se utilizará una u otra
expresión para la probabilidad de transición. En el análisis del régimen transitorio, con r
suficientemente pequeño, todas las opciones son equivalentes, siendo preferible (5.27) para
reducir eí tiempo de computación. En cualquier caso, la solución numérica de equilibrio es
siempre la misma, con independencia de la condición inicial Y’0. Estos y otros resultados
se presentan en secciones posteriores, una vez establecida la discretización apropiada en las
variables.
5.4 Esquema numérico.
La ecuación integro-diferencial satisfecha por la función F(v4- , ti11; t) presenta la apariencia
formal de una ecuación de naturaleza estocástica del tipo Fokker-Planck. Los argumentos
esgrimidos a lo largo de la exposición apoyan la tesis de que la distribución f puede ser
implementada en el tiempo según eí procedimiento numérico integral, a través de la ecuación
integral de evolución para la nueva función E. El propagador a tiempos cortos E,. obtenido
en la sección anterior se presta de forma eficiente para el avance de cualquier condición inicial
E0 = 2w y4, fo mediante la resolución numérica de las integrales involucradas en el proceso.
Es interesante señalar que E,. es independiente de las variables angulares {4’, 4”} por lo
que la integración sobre las variables primadas pueden llevarse a cabo de forma equivalente
al procedimiento de integración sobre variables cartesianas ordinarias. Este hecho simplifica
notablemente los cálculos, pues la ausencia en eí propagador a tiempos cortos de coordenadas
angulares favorece el diseño de una retícula espacial uniforme sobre la que se llevan a cabo
las integrales numéricas.
El problema de la definición del propagador E,. en coordenadas curvilíneas así como la
integración sobre las mismas ha suscitado en la literatura sobre el tema una gran controver-
sia, en particular en lo relativo a la obtención de la probabilidad condicional P(q, t¡q’, O) por
e’ procedimiento del ‘recorrido integral’ ( PaIh-fntegral ) con variables no cartesianas [7].
Algunos autores defienden la tesis de la integrabilidad sobre cualquier tipo de coordenadas
siguiendo los mismos procedimientos establecidos para coordenadas cartesianas, renormal-
izando la expresión del propagador (2.13), pues en el límite de r —, O éste representa la
condición inicial 6(q—. q’). Numéricamente se ha verificado la inoperatividad de este proced-
imiento de renormalización mediante los ejemplos simples estudiados en el segundo capítulo
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(véase la figura 3.2). Tal modo de operación sería aplicable, en último extremo, si pudieran
evaluarse de forma analítica las IV integrales recurrentes de (1.17) para proceder al límite
r —, O con Nr = t.
La confianza en el método de obtención de Y’,. dado en la sección 2.2.2, se ha visto
notablemente apoyada por la experiencia en todos los procesos estudiados —lineales o no—
descritos por ecuaciones del tipo Fokker-Planck. Para algunos de estos problemas, en con-
creto, los procesos de Ornstein-Uhlenbeck dependientes del tiempo, la integración sobre la
expresión de un propagador alternativo distinto del habitual (2.13) se ha realizado de forma
analítica, conduciendo a la expresión correcta del propagador cuando r tiende a cero y el
número ti de integraciones tiende a infinito, manteniendo nr = t constante. En este sen-
tido se ha procedido a la resolución de un problema de Ornstein-Uhlenbeck tridimensional
con solución estacionaria gaussiana y tensor de difusión diagonal con elementos iguales. La
aplicación de la probabilidad de transición del tipo (5.27) con independencia en la variable
axial z = y11 y en la que 1~ se sustituye por 11/2, permite calcular de forma analítica las
integrales para la implementación de la condición inicial 6(r — yo) en la variable radial. El
problema es equivalente al abordado en la sección 3.2.2, por eíío no se consignan aquí las
expresiones matemáticas correspondientes. El resultado, para la convergencia uniforme en r
y IV reseñada anteriormente, es la solución analítica para la distribución obtenida por la res-
olución directa de la ecuación diferencial original. Es plausible, por tanto, que la expresión
del propagador inferida en la sección anterior resulte eficiente para el avance temporal de
fo mediante la resolución numérica de las integrales implicadas en la ecuación integral de
evolución (2.9).
No obstante, con el fin de calibrar la efectividad del propagador (5.27), se ha resuelto
de forma paralela un problema similar al abordado en este capitulo, con igual solución
estacionaria, de carácter no lineal y con las mismas cantidades conservadas, para el que
se conoce analíticamente la evolución en el tiempo de la diferencia T1 — 2~. Este análisis
simultáneo permitirá establecer la operatividad del propagador en cuanto a la evolución de
los momentos de la distribución y motivar la confianza en la convergencia hacia la solución
de equilibrio.
Siguiendo las pautas de operación fundamentadas en los capítulos precedentes, en vir-
tud de lo expuesto en los párrafos anteriores sobre las condiciones de integrabilidad en las
coordenadas cilíndricas, se ha decidido utilizar una red discreta uniforme caracterizada por
una celda unidad de base Ay3- x Av11. La distribución E se considera evaluada sobre el
punto central de cada celdilla, lo que equivale a la elección de IV x M puntos del plano de
coordenadas (v4-~ , vg) según{ :; (i — 1/2)Ay,,, , Av4-= v¶OX/N (5.28)+ ( j — 1/2) Av11 , v11 (ylilGX —
donde y””’
2’ y ymin representan los limites máximo y mínimo de cada eje coordenado. Los
indices i y j toman los valores i = 1, 2 >N y j = 1,2, M respectivamente. Por lo general,
considerando las condiciones de simetría del problema, conviene operar con una red discreta
en la que y”’” — —y»102’ ~yTflOX y M = 2N, con lo que Ay
3- = Av11. La elección de unaII II 4-
retícula formada por celdas de base cuadrada no es estrictamente necesaria, la uniformidad
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de la red aludida anteriormente se refiere sólo a la elección de celdas de igual superficie
sobre el plano finito en el que se resuelve el problema. Dado que E se considera evaluada
sobre el punto central de cada celda, la malla anterior no contiene a las rectas frontera del
espacio bidimensional real (0, oc) >< (—oc, oc) simbolizado por la región finita (Ay4- /2, v¶
02’
—Av
4-/2) x (y~1~» + Av11/2, v~”’
2’ — Av
11/2). Las condiciones de corriente de probabilidad
nula acogidas en la representación del propagador a tiempos cortos para la función E, sobre
los límites del plano real, se traducen en la anulación de la corriente de probabilidad para el
propagador real de f en las superficies frotera del espacio de velocidades. Físicamente estas
condiciones reproducen la anulación del flujo de partículas a través de dichas superficies,
requisito esencial para la conservación de la densidad n(r, 1) en el tiempo. Dado que E,- es
proporcional a ti4- y éste decae exponencialmente con el cuadrado del módulo de la velocidad,
los valores titm
1~ y ti””’2’ se eligirán de tal odo que, tanto E como E,- puedan suponerse
numéricamente nulos sobre las rectas del plano que limitan la retícula finita. Por lo general
basta tomar ~m”x 5 y v¶t” = O para que estas condiciones sean satisfechas.
La función E se representa así, en términos de la función ¿(a,x, b) definida en (2.30),
como
Ay
4- Av Av
Y’ = >3¿(v4-í — — —,y4-,y4-1 + t?t) «y~ — ~ v1,-+—--ll-)F¡JAv4-Av11
ji
donde EIJ denota, como es habitual, el valor de la función sobre el punto central de cada
celda en el instante 1 = nr de la evolución. Siguiendo la evolución de cada EI a lo largo
del tiempo, la solución numérica E” presenta en cada iteración la forma anterior. Si a la
distribución real f se le atribuye norma unidad sobre el espacio tridimensional de velocidades,
E se encontrará también normalizada a la unidad en el espacio geométrico bidimensional
auxiliar en el que se halla definida, lo que equivale a afirmar que
(N.A-!)
>3 Ej¶. Av1 Av11 = 1
(í,j)=( i, 1)
o, de forma equivalente,
(N.A!)
>3 2irf~v4,j Av1 Av11 = 1
=2w flAv
así, E~Av Ay 4-Av11 representa la fracción de partículas de sistema cuya com-
ponente radial -en la dirección perpendicular al vector campo - de la velocidad se encuentra
entre v4-¿—Av4-/2 y v4,~+Av3-/2, estando la componente axial simultáneamente comprendida
entre ti115 — Av11 /2 y u115 + Av11 /2. De igual modo se definen las temperaturas transversales
T4, y 2~ en la n-ésima iteración como
= ~ >3 v~ fl Av±AvD
ji
T~’= >3v~JEIJAVLAV~
ji
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siendo la energía cinética media E del sistema E~ =~2’~ donde 1” = ~T2 + ~ define la
temperatura con relación al momento inicial <iro>, supuesto nulo, asociado a la distribución
de partículas fo en t = O. Las características del operador colisional de Bandan prestan a la
representación del sistema las características conservativas aludidas en la primera sección. La
magnitud E~ o su equivalente 2”’ representa una segunda cantidad conservada del problema
(la primera cantidad conservada se refiere a la norma unidad de E) a la que hay que añadir la
conservación de la componente paralela <y11> del momento medio del sistema, cuya constancia
resulta obviamente satisfecha,í tanto en el caso discreto como en el continuo, dadas las
condiciones de simetría axial implícitas en la formulación del problema. En definitiva, el
esquema numérico ha de ser consecuente con la preservación del valor inicial de la energía
cinética media del sistema, ya que la conservación de la norma de E resulta trivial si los
elementos de la matriz de evolución Q se definen correctamente.
Con relación al cálculo de las integrales angulares 1(n) como funciones del parámetro iii
cabe destacar que para ni = 1 las tres integrales del tipo elíptico que motivan la definición
de las funciones auxiliares { d } independientes del tiempo son singularet El parámetro
ir. coincide con la unidad si ir = ir’ lo que equivale a las identidades a ti43 = vp, y y115
= v11p, sin embargo, la integral sobre las variables primadas de los ndcleos { d } para cada
coeficiente difusivo es siempre convergente. Por esta razón conviene evaluar las integrales
elípticas para K valores de m con m(1) = O y nt(K) = 1— E siendo e un parámetro positivo
tan próximo a cero como se desee, siempre que m(K) no dé lugar a infinitos de carácter
numérico. Por lo general, es suficiente elegir .1< = 150 para cualesquiera valores razonables
de los parámetros de red. Las integrales angulares dan lugar así a funciones auxiliares
independientes del tiempo obtenidas por simple interpolación lineal para los valores de ir.,
generados por la tríada de indices i, i’ y 1 = j —fi. La resolución numérica de las integrales en
4/ para cada uno de los 1< valores de m se ha realizado sobre una red discreta uniforme en la
variable angular que contiene a los puntos frontera 4, = O y 4> = ir, por lo que es conveniente
recurrir a fórmulas de cuadratura en la que estos puntos se incluyan. En particular se
ha utilizado el algoritmo de Simpson, eligiendo el número de puntos de la red en 4’ que
permitan aproximar la integral hasta cierto orden para vn = O, comparado, como valoración
oríentativa, con su valor exacto ir. Se han ensayado otros procedimientos para la tasación de
las integrales angulares, tales como la reducción a integrales elípticas completas de primera
y segunda especie, para utilizar así el recurso del cálculo mediante fórmulas de cuadratura
presentadas en los manuales para la computación, o el desarrollo en series de potencias de m.
Estos procesos alternativos consumen más tiempo de computación y complican el problema
en exceso, La resolución numérica de las integrales angulares se ha presentado como la
alternativa más eficiente al efecto, ya que puede refinarse tanto como se desee la red en 4> pues
su cómputo sólo es necesario antes de la implementación de E. Por otra parte, el desarrollo
en series de armónicos esféricos de Legendre se ha contemplado inoperante, por la necesidad
de truncar la serie en cierto orden, introduciendo así errores cuya propagación afectaría de
forma considerable al mantenimiento de las cantidades conservadas del problema.
Obtenido el conjunto de funciones { d } antes de comenzar el proceso iterativo, la im-
plementación de E a partir de F” se lleva a cabo tras el cálculo de los coeficientes D~ y
con E” y d~ d01, mediante integración simple por rectángulos sobre cada eje coorde-
ten ausencia de fuerzas exteriores
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nado. Los coeficientes difusivos permiten la tasación de los elementos Q7
1, de la matriz de
evolución Q, donde los pares (1, j) e (jt, fi) se han notado simbólicamente por los índiceslatinos 1 e 1’ respectivamente. Con eí fin de preservar exactamente la norma unidad de Fo
ha cíe procederse a la renormalización numérica de la probabilidad de transición a tiempos
cortos. Para ello, antes de aplicar la ecuación integral de evolución (2.9) conviene evaluar
las cantidades
Nr(i’,j’) = Nr(I’) = >3 Pr(v, ir’It,.) Av
1 Av11 (5.29)
ji
que difieren de la unidad en las proximidades de ti1 = v¶”
2’ y ti
11 = ±~¡“‘
2’como consecuencia
de limitar la red a una región finita del plano. Así mismo, el conocimiento de IV,. (.f’) orienta
sobre la fidelidad de la aproximación introducida por la discretización espacial. Cada norma
Nr se aproxirria notablemente a la unidad para puntos interiores de la retícula, incluso con
valores de los pasos Av
1 y Av11 relativamente grandes —del orden de Av 0, 2— excepto en
las fronteras de la mafia. No obstante, el valor de Q(I, 1’)” y de E»(1) sobre las fronteras
se considera suficientemente reducido como para anular numéricamente la contribución de
maz
los puntos exteriores, siempre que vTOr y y11 se elijan apropiadamente.
Los valores de las normas N41’) pueden guardarse en memoria al ser funciones sólo de
dos indices. Sin embargo, Q’,¡~ depende de cuatro índices, su archivo en memoria puede
resultar improcedente según el computador utilizado. Es aconsejable recalcular antes de
implementar E” los elementos Q71> = E,. (1,1’ ji0) Av1 Av11 que pasarán a ser
para aplicar definitivamente
(N,M)
pn-l = >3 E qy1, (5.30)
I½(1,it)
que proporciona los valores del vector {E”J de dimensión IV x M.
0e la relación anterior se
desprende de forma inmediata que ~%E+I = >%, E~ que asegura el mantenimiento de
la norma unidad de f = .9/ (2rrv
4-). La división de E» por y4, no da lugar a singularidades
por muy refinada que sea la red, pues ~r es proporcional a u4-, por lo que (5.30) es válida
tambíen para la relacion entre f»-1-1 y f” si cada Q~1, se redefine como Q”/v4,.
Debe notarse que en (5.30) se ha procedido a la simple integración por rectángulos
mediante la generalización bidimensional de la Regla Extendida del Punto Medio. Ello
supone la asunción de la condición impuesta sobre el paso temporal r en (3.4) particularizada
al problema hidimensional según
2
¡Av4-Av
~= [2Drnín 4,rD
m’
»
1 ¡
que orienta sobre el valor de r aconsejable. Sin embargo, la mayoración no es estricta porque
el factor u
1 i o de 1’,. es reducido en las proximidades de y — 0, lo que realmente permite
elegir r menores que los caracterizados por la desigualdad anterior.
La doble computación de los elementos de la matriz de evolución —para calcular las
normas ¡‘4(1’) y para la redefinición de Q7,~— consume menos tiempo que la evaluación de
los coeficientes difusivos asociados a E” en cada iteración. No obstante, con el fin de reducir
el tiempo de computación, puede procederse a la estimación de los valores de QI!I, que
5.4. Esquema numérico.
realmente son diferentes de cero, opción que incluye la posibilidad de poder dimensionar
los componentes de la matriz de evolución. Para ello basta analizar la expresión de la
probabilidad de transición y considerar las elipses se equiprobabilidad, o valores de (v4-,v11)
para los cuales la probabilidad de que este vector caiga en un determinado entorno del vector
(i¿— A& r, v~ — A~ r) que define la media de la distribución, se halle tan próximo a la unidad
cómo se desee. Dado que la función u4- i o se encuentra acotada superiormente por la unidad,
el estudio puede consumarse atendiendo al factor de E,- identificable con la distribución
gaussiana habitual. La distribución normal no degenerada 1/( 2w det(C) ) exp[—1/2ck¡
— mk) (xi — ~n¡)]mantiene constante su valor en las elipses de igual probabilidad
1 2
c~,¡ (xk — mk) (zj — m¡) = u
siendo P = 1 — exp(—g
2) la probabidad de que el vector r caiga en el interior de tal
elipse. La trasposición de este problema elemental para el cálculo de probabilidades a la
distribución representada por el propagador a tiempos cortos, respecto al factor que en el
mismo se identifica como una distribución normal, conduce a la estimación de los valores
máximos (iAl, iii) de los índices (i’, fi)~ con cada par (ii) fijo, para los cuales E,. resulta
realmente efectiva. Con la simplificación añadida D’ = O y la extensión de la elipse deIII
equiprobabilidad a una circunferencia de radio igual al eje mayor de aquélla, se tiene
iME [ rD72’p. Amaxr
]
Ay + ¡Av
4-j
3M E ¡P .42’r
]
F Av ±AV ¡
[ II II j
donde E [z] denota la función parte entera de z. Los únicos elementos de la matriz de
evolución necesarios para (5.30) son aquellos para los cuales se satisfacen las relaciones
ji — i’¡ =max{tA.!, .lrn} y ji — fi =max{iM, J,n} =
En particular, para Av1 = Av1 = 0,1, r = 0,5 y = 16 sobre una red 50 x 100 i,n y
son del orden de 4 unidades, lo que equivale a calcular para cada par (45) fijo sólo 81
elementos como máximo — para puntos alejados de las rectas frontera- en lugar de los 500
elementos necesarios si el cálculo se extendiera a toda la red. En resumen, para cada eje
coordenado eí proceso difusivo-convectivo se extiende unicamente a 2KM + 1 puntos (entre
5 y 9, de forma general), resultando efectivo dicho proceso sobre en eí plano sobre un círculo
de radio (2KA.Í + 1) Ay4- Av11 en torno a cada punto (v,,,.j,v115). Los (N x M)
2 elementos
de Q quedan reducidos a (2JAví + 1)2(N x
Por otra parte, dada la mayoración establecida para la determinación de los indices KM,
la integración por rectángulos del esquema de avance (5.30) reduce de forma ostensible el
número de sumas sobre los Indices primados, hecho que contribuye a limitar el tiempo de
computación en varios órdenes de magnitud respecto a la situación primitiva. El tiempo
invertido en cada iteración se aproxima al requerido para el avance de E mediante un
esquema explícito en diferencias.
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Una segunda simplificación del problema puede efectuarse eliminando el número de
cálculos introducidos por la tasación del propagador a tiempos cortos, que supone el cómputo
de exponenciales y ~<M funciones de Bessel .To~ Con este fin, puede calcularse P1,- en
unidades normalizadas al inicio del programa, para proceder posteriormente en cada paso
temporal a la interpolación numérica de valores archivados en memoria, a partir de los cuales
se obtendrá cada valor de Y’,- . En concreto, las definiciones
1 1
1’ 4-~ ¡2 4fl
1 (vl+rA&)
4DS.i.r
(5.3 1)
____ 4-” (y —2=
4$1.[víí — v~ — r,4~ — D’ 4- vI—rA?))
4-4-
expresan E,- en la forma
Pr(viv’Ii) = 1
P(r,p, z)
donde P(r, p, 2) es una función que puede dimensionarse en términos de tres indices antes
del proceso iterativo, si en las variables (r, p, z) se recoge el espectro barrido por las mismas
para todos los parámetros del problema. La función P(r,p, z) se ha definido como
P(r,p, z) = ~l ~‘~t”~’ Io(2rp) = e~ (~—p)’+z’ 1 ~ o(2rp)
que se halla normalizada a la unidad sobre la región (O, oc) x (—oc, oc) si O ~ y < oc
y —oc < z < oc para cualquier valor real de 1o. La tabulación de P(r, ¡a, z) favorece la
identificación de las nuevas variables en cada paso para la interpolación lineal, o identificación
con los índices establecidos para obtener E,. sin recalcular las funciones involucradas en
su expresión general. Este procedimiento es aconsejable si se refina en exceso la red y se
aumenta el número ir de iteraciones. Por lo general, la simplificación introducida en el
párrafo anterior para limitar el número de sumas en las integrales numéricas es suficiente
para reducir cálculos, siendo (5.31) útil si se desea no recalcular en cada paso los coeficientes
difusivos, ya que la expresión alternativa cedida por P(r, p1 z) para evaluar Y’,. puede
archivarse en memoria como función única de tres índices, en lugar de los cuatro índices
{i, i, j’ fi}. Este modo de actuación resulta útil si todos los D0 y Daíj se sustituyen por
los correspondientes a la situación de equilibrio maxwelliano según las relaciones (5.19) y
anteriores, caso en que Pr no tiene que evaluarse en cada iteración,
5.4.1 Cantidades conservadas. Autocorrelación numerica.
Se han descrito de forma exhaustiva los procedimientos para optimizar la operatividad del
esquema numérico, reduciendo la cantidad de integraciones y simplificando el cálculo de los
elementos Q,1. Hasta aquí, sólo se ha preservado la norma unidad de fo como única cantidad
conservada del problema. No obstante, la ecuación cinética (5.1) supone la constancia de la
5.4.1. Magnitudes conservadas. 1159
energía cinética media del sistema para un plasma de un solo componente. De la definición
del operador auxiliar L ~p,en (5.24), se desprende que los momentos y~ y f32 asociados a
probabilidad E,- (definidos como fE,- v~ dv4- dv11) verifican las relaciones
v
2(t+r) — v~j — 2[DI
4- +¶¿ (S.t+A’) ]+O±(r¡v’)
r
4-
i(t±r)—v~ ‘ = + D~Líí + A~) ] + 0h (nr’)
4-
en consecuencia, multiplicando ambos miembros de las identidades anteriores por ~
II
e integrando sobre las variables primadas, los momentos <v~, > (t + r) = 2T~ (t + r) y
+ r) = 7~ (1 + r) se relacionan con sus valores en 1 según
T
4,(I+r) —T~(í) — <2D4-4- +v4,A4-> +O.t(r)
r
~ (1 + r) — ~ = 2<D1111 + D4-11 + v,1A11> + 011(r).
1~
Si se hace r tender a cero, las relaciones anteriores coinciden con (5.13) cuando A~ y A11 se
sustituyen por sus correspondientes expresiones (5.23).
La expresión del propagador a tiempos cortos E,. conduce pues a la correcta evaluación
de los momentos asociados a la función E en el límite r .—> 0, lo que justifica de nuevo
el procedimiento de la sección 2.2.2 para la obtención del propagador a tiempos cortos
recurriendo a una ecuación auxiliar del tipo Fokker-Planck. Para minimizar los restos Oj (r)
y O¡¡(r), con cualquier valor finito del paso temporal, es necesario recurrir a la redefinición
de E,- mediante correcciones de segundo orden en i- de forma iterativa durante eí proceso
iterativo, El procedimiento de actuación para este fin se ha presentado ya en los problemas
unidimensionales abordados en capítulos anteriores. En este caso, el carácter hidimensional
del problema sugeriría en principio el concurso de dos funciones de autocorrelación ‘P~ y
~j que contribuyan a la evolución correcta de T y Y~f. Al no conocerse las expresiones
analíticas de T~ (1) y ~í (1) ha de recurrirse a la ley analítica 3T(t) = 2T~ (1) + ~1 (fl =
que liga de forma unívoca las variaciones temporales de 2’~ ~‘ ~í según ~ =
Realmente sólo es necesaria una función de autocorrelación numérica ‘Pa. Siguiendo el
procedimiento habitual que redefine el coeficiente asociado a la convección en la expresión
de Y’7 los coeficientes A4- y A11 ( o bien D4- o D11 ) pasan a sustituirse repectivamente por
IP~A4- y ‘I’~...411 en los argumentos de (5.27) cuando ‘iTt, se define como
= q~» + C~ ( 2”’ —
donde C0 es una constante y ‘~o = 1. La diferencia 2”’ —
To representa un infinitésimo
de segundo orden en 1” si los coeficientes difusivos se hallan correctamente definidos. La
oscilación de ‘11’,, en torno a la unidad se estabiliza tras cierto número de iteraciones, preser-
vando el valor de la energía cinética media inicial del sistema. La corrección es menor
cuanto más se refine la red y menor sea el paso temporal. Aun para Ay
4- y Av11 mayores
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que los físicamente aceptables 9 se estabiliza en un valor próximo a la unidad. El ajuste
iterativo de la probabilidad de transición a tiempos cortos no merma las propiedades del
operador integral de evolución, en tanto que no afecta a la conservación de la norma unidad
de fo ni al carácter intrínsecamemte positivo de la distribución. La estabilidad del esquema
numérico tampoco se ve afectada por la corrección ya que 9,, muestra un comportamiento
oscilatorio en cierto en torno de la unidad. Un cálculo incorrecto de los coeficientes difusivos
incurre en un crecimiento incontrolado de la función de autocorrelación, lo que conlieva la
anulación de las exponenciales implícitas en E,. y la evolución de E” hacia la solución
trivial representada por eí vector nulo, Así mismo, ‘4~ recoge los efectos de la discretización
del problema, ajustándose a las características de la misma y redirigiendo la evolución en
sentido físicamente aceptable. Es preciso señalar nuevamente que 9 representa en último
extremo la optimización de E,. mediante una función dependiente del tiempo, dependencia
anadida a la presencia implícita de t en los coeficientes Aa y ~ El sentido físico de E,. no
queda en modo alguno encubierto por el concurso de ‘1’, ya que la expresión del propagador
a tiempos cortos no es única y la corrección establecida no altera la correcta definición de
los momentos de dicho propagador. La no unicidad de E,. licencia el procedimiento de
ajuste establecido a posteriori sobre (5.27).
En los problemas simples unidimensionales tratados en capítulos previos se ha verificado
la correcta evolución temporal de los momentos de primer y segundo orden de la distribución,
en los que se concentra esencialmente la informaciónfísica del sistema. La función ‘1’ propicia
la conservación de la energía media del sistema, sin embargo cabe plantearse ahora si T~ (t)
y Ti, (1) muestran también una evolución satisfactoria. Según las estimaciones de Kogan, [1,
pág. 200], si la diferencia A = T~ — es reducida, A decae a cero de forma exponencial.
Cabría pensar que ‘1? habría de ser sustituida por dos funciones ~± y %~ definidas como ‘iT’,,
cuando (2”‘ —To) se mutan por T —7b y ~?—To para dirigir la evolución de cada temperatura
transversal hacia To. Sin embargo, las diferencias entre las temperaturas anisótropas y T
0
no representan infinitésimos de orden ,~2 ya que éstas pueden diferir de fi’0 en cualquier
cantidad, de hecho, esta posibilidad destruye la correcta evolución de 2”‘. Por esta razón,
se ha depositado en ‘4’,, la responsabilidad de dirigir aceptablemente la evolución temporal
del sistema. Se espera así que los rasgos inherentes al operador colisional, en cuanto a las
magnitudes conservadas se refiere, contribuyan a este fin de forma satisfactoria, Al menos,
la relación T~ = —2T~ predice el uso de una sola función de autocorrelación, como se apuntó
en el párrafo anterior. La evolución de A marca la existencia de un tiempo de termalización
asociado al tiempo de relajación del sistema, cuyo significado físico es interesante para
estimar eí tiempo de evolución hacia la solución de equilibrio, que en problemas de carácter
general no ha de coincidir con el equilibrio maxwelliano. Se ha verificado que si la diferencia
A0 = 21 o — Tu o es pequeña, A realmente decae de forma exponencial como preciden
las estimaciones de Kogan, lo que inspira confianza en el ejercicio de la autocorrelación y
motiva la suposición de que, para cualesquiera valores de Ls0, la evolución de A resulta
fiable, contabilizando los efectos de la no linealidad
Con el fin de comprobar la eficiencia del operador integral de avance temporal en términos
de la matriz Q y verificar si la evolución de las temperaturas transversales es satisfactoria, se
ha resuelto un problema previo no lineal de características semejantes a la ecuación cinética
de la Física del Plasma, cuyo desarrollo se muestra en la sección siguiente.
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Como se ha indicado, el concurso de la probabilidad de transición a tiempos cortos (5.27)
para el esquema de avance integral (2.9) y la corrección inducida por 9, quedan plena-
mente justificadas para la resolución del problema. No obstante, son varias las cuestiones
planteadas a lo largo de la exposición para la completa fiabilidad del operador integral.
En primer lugar se apuntó la posible improcedencia de la integración sobre coordenadas
cilíndricas del mismo modo que se procede en cartesianas. Este punto se ha solventado al
contar con la derivación del propagador E,- incluyendo la presencia de las variables y4, y u11
y sus correspondientes rangos de variación sobre la recta real. Así mismo, la anulación de
la corriente de probabilidad en las fronteras del espacio geométrico bidimensional conilevan
la edecuada inclusión de tales condiciones de contorno para la implementación de E. La
motivación para el uso de E,. se ve refrendada por la integración analítica iterativa según
(2.9) para un problema tipo Ornstein-Uhlenbeck
81’ _ 8 1 8,
aí —~-[-- — 2r — ~—]P(r,t¡r,O)
dependiente, sólo de la variable radial (r * y4-) en coordenadas cilíndricas. El uso del
propagador (5.27) integrado sobre la variable axial —distribución marginal de E,.— se ha
utilizado como probabilidad de transición a tiempos cortos para obtener 1”’, cuya expresión
para ir .—~ oc y nr —.1 coincide con el propagador verdadero E. El uso de E,. para eí avance
de p
0 queda así plenamente justificado. La segunda de las cuestiones planteadas se refiere
a la correcta evolución del proceso de isotropización de las temperaturas transversales y la
constancia de la energía del sistema. Para corrobarar de un modo práctico las aserciones
previas sobre la utilización de ~lr,se ha procedido al diseño de una ecuación de Fokker-Planck
no lineal cuyo operador preserva como constantes las mismas cantidades que el operador col-
isional de Landau y para el cual T
4- — evoluciona en el tiempo según una ley conocida,
a priori, de forma analítica. La resolución de este problema auxiliar permite fijar defini-
tivamente el conjunto de parámetros implicados en la resolución numérica de la ecuación
problema, sentando definitivamente los criterios prácticos de operación y justificando el uso
del operador integral de evolución.
Si para la ecuación de Fokker-Planck (5.1), con la presencia única del término colisional,
se definen los coeficientes D1 y D1~ como
= —4 fin f(v,t) dv y DQ = J(bip¿2 —-u¿uy) f(v,t) dv
donde u = y — y’. El cambio a coordenadas cilíndricas, suponiendo f independiente de 4>,
deriva en la ecuación (5.4) o su equivalente (5.8) para un problemaanálogo al tratado en este
capítulo en el que se preserva en el tiempo el valor de la energía cinética media. La ventaja
de este problema estriba en el hecho de que las integrales sobre las variables angulares son
inmediatas, lo que da de forma explícita eí conjunto de coeficientes
= 2’~(O+7í(O+ v~ D4, = —y4- y1 D1111 2T~ (1) +
v + y4-4- D4- = —4v1 D11 = —4v11
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donde T~ (1) y 2]í (t) coinciden con las definiciones (5.12). En este caso, las componentes del
vector de convección formal .4. vienen dadas por
D
A4-— D~~—D4-i. ±D4,= —3v4- y .4 ~...lluiFD_ —
~1~ ‘>4-
A la vista de los coeficientes anteriores, es fácil verificar que la variación temporal de 7’, (fI’)
es idénticamente nula en cualquier instante de la evolución, por lo que TQ) = fI’0 será una
magnitud conservada del problema. Así mismo, la diferencia A = 2’,. (t) —2] (t) evoluciona
según la ley
dA
—12 A(t) A(t) = A0 e
12
donde A
0 es A(I = 0). El decaimiento exponencial de A muestra que el tiempo de termal-
nación del sistema es rt = 1/12. El carácter no lineal del problema se manifiesta claramente
en la dependencia en 1 de los coeficientes del tensor de difusión a través de T4-Q) y 2], (t),
lo que obliga a recalcular en cada iteración todos los D0p con .9fl para el cálculo de 1’n+í,
al igual que en la ecuación cinética del plasma. La solución estacionaria E, coincide con
la solución de equilibrio maxwelliano (5.10), con T~ = 2~ = T~. La figura 5.3 muestra la
evolución numérica de T4, y ~i así como de A(t).
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Figura 5.3:
Tempera¿uras transveraales T4- u 2] Cfl ¿a aplicación previa.
Evolución de Tj1~) y T
11(a.,) en 50 iteraciones, A pesar del elevado valor del peso temporal (1/8
del tiempo de relajacIón teórico 1/12) el tiempo de termalización para la solución num&ica integral
coincide con el estimado enal¡tican,onte, como se aprecie en la representación de Iog(A) frente al
tiempo.
La resolución numérica de la ecuación no lineal en E para el nuevo problema se consuma
procediendo del modo expuesto en la sección previa. El conocimiento de la ley analítica
>1
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para la evolución de las temperaturas transversales, así como la existencia de una solución
única de equilibrio E,, favorecen el estudio de la eficiencia del modelo numérico, mostrando
as: mismo la efectividad del operador integral en cuanto a las propiedades de convergencia
y el estudio de los tiempos de evolución.
Los valores v7”~ y ymax se han elegido de forma que tanto E como 1’,. se anulen
numéricamente sobre las rectas frontera, de tal modo que la contribución de E sobre tales
puntos al valor de 2”‘ resulte despreciable. Para ello basta tomar ygY~ del orden de 5
unidades, con una red 40 x 80. La tasación de las normas 74(I¡) de (5.29) ofrece un índice
orientativo sobre la precisión introducida por los parámetros de la discretización. Si estas
normas difieren de la unidad sólo sobre aquellos pares (j¡, j¡) suficientemente cercanos a los
bordes de la retícula espacial, la evolución del vector E” y el ajuste iterativo de ‘4’,, resultan
ampliamente satisfactorios. Incluso para valores de A’>4- y Av~ del orden de 0,2 ( red 25x 50)
la función de autocorrelación no excede en más de un 10 por ciento de su valor inicial ‘Po = 1.
La representación de A en escala logarítmica frente a t,, = nr reproduce una recta perfecta
cuya pendiente se aproxima notablemente a 1/r¿ = 12. El valor de la pendiente se desvía
de la esperada si los parámetros de red A’>4- y Av11 aumentan, en cuyo caso también los
valores de las normas numéricas Nr se desvían de la unidad para puntos interiores de la
retícula, desvirtuando así la evolución física de E”. La gráfica adjunta ilustra este resultado
para A’>4- = Av11 = 0,1 en una red 50 x 100, con
2’o = 0,5. Por otra parte, la convergencia
hacia la distribución gaussiana de f a medida que se aumenta el número de iteraciones es
inequívoca, siempre que el paso temporal r se cija de forma adecuada. Al igual que en
los problemas lineales unidimensionales se ha verificado que es suficiente tomar para y el
valor de un décimo del tiempo de termalización estimado previamente con valores reducidos
de i-, si éste es entendido ahora como tiempo de ralajación; en el caso representado se ha
tomado r = 0, 005. La elección de un paso temporal más pequeño ha de ir acompañada
inevitablemente por un refinamiento de la red. No obstante, el algoritmo de reducción
del número de integraciones, mediante el procedimiento de las elipses de equiprobabilidad,
disminuye drásticamente el tiempo de computación. La condición inicial fo se ha elegido
figura 5.4), como en los casos anteriores, representada por un producto de funciones ventana
¿(a,’>, b) sobre cada eje coordenado, centrada en un punto (v~, i4) con <V~ >0 = O. La solución
numérica estacionaria es independiente de la condición inicial fo, como cabria esperar. Los
resultados se muestran en la figura 5.4
En cierto modo, el problema simple resuelto aquí muestra un comportamiento similar al
esperado para la distribución f de las partículas del plasma, pues los coeficientes difusivos
de la ecuación cinética muestran comportamientos análogos a los presentados por los coefi-
cientes de aquél. La correcta evolución de f apoya nuevamente la confianza en el método
integral para problemas de más de una dimensión y confirma la validez del parámetro 9,,
para el ajuste de las cantidades conservadas. La solución numérica se comporta como la
obtenida por métodos implícitos en diferencias sobre problemas lineales, con la ventaja de
que todas las derivadas de Da, D
0>3 y de la propia función l~, se incluyen en la representación
de E,. , eliminándose el problema de las derivadas cruzadas que en los esquemas en dife-
rencias suelen tratarse de formaexplícita reduciendo el valor r, por la dificultad introducida
para la inversión matricial sobre las matrices de evolución, cuando estos términos se tratan
de forma implícita.
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Figura 5.4: Evolución de f(v
4-,v11;t). (Ejemplo preliminar).
Evolución de i(u~, v11~É). La condición inicial es un histograma de enorgta ~‘oiguní a la estacionaria.
Las gráficas superiores representan les curvas de nIvel de cada superficie en la situación inicial, nl
cabo de 5 iteraciones y en 100 iteraciones con r = 0,005. 1 permanece prActicamente estacionaria a
partir de 40 iteraciones.
5.5 Resultados.
La elección de la probabilidad de transición a tiempos cortos dada por (5.27) responde a
una distribución normalizada a la unidad para cualesquiera valores de r y de los coeficientes
difusivos evaluados en las variables primadas. El cálculo numérico de la norma de E,.(v, v’jt)
se ha erigido como un indice óptimo para la eficiencia del método integral de avance tamporal.
Si las normas Nr(.t’) del propagador coinciden a efectos prácticos con la unidad para puntos
(v~v,vííí) sobre los que E7 es significativamente mayor que cero, la evolución de En ~
satisfactoria. El procedimiento utilizado en todos los problemas para el cálculo de E,. genera
una expresión para este propagador del que se desprenden los momentos correctos, Da y
~ de la ecuación de Fokker-Planck original, en el sentido indicado por las definiciones de
los mismos según el desarrollo de Kramers-Moyal.
Existen en la literatura numerosas expresiones para el propagador a tiempos cortos,
cuya norma coincide con la unidad sólo en el limite r —. O, por lo que resultan inoperantes
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Figura 5.5: Distribuciones marginales.
Distribuciones marginales iíí ~ t) £ u4-Jdu4, y Ji. (t44-,i) = f1du11 en linee continua. Las marce,’
cian el valor numérico de cada distribución enclítica en el equilibrio sobre el punto medio de la celda.
para un esquema numérico de integral (véanse las secciones 2.2.1 y 2.2.2 ) en el que r
es finito en todo el proceso. Por otra parte, la pretensión del esquema integral es evaluar
directamente la propia función de distribución sin derivar una expresión analítica previa
del propagador para cualquier valor de 1 pues, entre otras razones, el estudio del proceso
integral se ha encaminado hacia problemas en los que los coeficientes difusivos de la ecuación
de Fokker-Planck dependen de la propia distribución,
Con el problema preliminar tratado anteriormente se ha verificado que todas las carac-
terísticas atribuidas al método numérico integral para problemas unidimensionales, siguen
vigentes para ecuaciones de Fokker-Planck en más de una dimensión. La expresión del
propagador a tiempos cortos 1’,. se ha mostrado eficiente para el avance de la distribución
en coordenadadas cilíndricas. En la obtención de 1’,. se ha contado con la aproximación
de que, para pequeños valores de r, todos los coeficientes de convección y difusión pueden
considerarse evaluados sobre y’ en el instante 1,,. Esta característica supone físicamente que
el alcance de los fenómenos convectivos y difusivos no afecta a partículas con velocidades
alejadas de y’ en la escala temporal establecida por r. La presencia implícita en y inducida
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por las condiciones de goemetría, representada en el término l/v,,, se ha tratado como tal,
sin mu Lar este término por 1/<. Así, la presencia en 9,. de los coeficientes tasados en las
variables primadas no incluye la presencia de factores geométricos que den lugar a términos
espúreos sobre las componentes reales de los coeficientes convectivos. En este sentído, debe
notarse que la ecuación de Fokkcr-Planck asociada a E presenta un término convectivo for-
mal D,, /v~ + D~ en eí que ~ ¡u4- proviene de la simetría esférica, representando una
convección espúrea. Por consiguiente, en 1’, se incluyen sólo coeficientes difusivos dotados
de pleno significado físico, responsables de la evolución de E hacia la solución de equilibrio.
Las características físicas de estos coeficientes, representativos de los procesos de colisiones
binarias bajo interacción columbiana, contribuyen al hecho de que la velocidad de cada
partícula del sistema no varíe drásticamente en una escala temporal reducida, lo que refuta
la tesis que inspira el tratamiento de los coeficeintes característicos evaluados sobre las vari-
ables primadas. En definitiva, la aproximación del propagador verdadero I’I(v, t+rlv’, t) por1’r resulta apropiada aun para valores de r mayores que los utilizados desde un punto de
vista estrictamente numérico motivado por la aproximación en diferencias de las derivadas
temporales.
Sobre una red 40 x 80 con yfliúZ = .thInaX — 5 y para valores del paso temporal incluso
cercanos a la unidad, cualquier condición inicial 1’o deriva inequívocamente en la solución
numenca equivalente a (5.10) que representa el equilibrio maxwelliano. Es obvio que el
refinamiento de la red mejora el tratamiento numérico del problema, como se aprecia fun-
darweutabnente en una oscilación reducida de la autocorrelación 9 que se estabiliza en un
valor muy próximo a la unidad. Los coeficentes de difusión y convección se recalculan en
cada iteración si el paso temporal se elige relativamente grande. Para un paso temporal re-
ducido, ei cálculo de estos coeficientes es necesario en cada iteración sólo cuando se ha optado
por representar la condición inicial fo como una distribución que presente discontinuidades
(tipo onda cuadrada). Si fo es una función continua de comportamiento suficientemente
regular, los coeficientes difusivos se aproximan a los obtenidos para la distribución nor-
mal de equilibrio, por ello sólo es necesario recalcularlos cada cierto número de iteraciones
o reemplazarlos, a partir de cierta iteración, por los correspondientes a los del equilibrio
maxwelliano. El mayor tiempo de computación lo consume el cálculo de todos los D~, y
D,.,j debido a la doble suma sobre las funciones auxiliares (5.16). La integración sobre los
índices primados en el esquema de avance (5.30) queda reducida a un entorno del punto
(y
16, v~j) que no excede de cinco celdas para cualquier valor fisicamenta aceptable de r. El
tiempo de computación sobre la red indicada es del orden de 10 segundos por iteración en un
VAX-9000 si se recalculan en cada paso los coeficientes de convección y difusión, y del orden
de 3 segundos si éstos se consideran fijos. La estabilidad del esquema numérico es absoluta,
con independencia de los parámetros de red, al igual que sucede en esquemas equivalentes
para problemas unidimensionales.
Dado que los coeficientes de difusión decaen a cero cómo 1/y (si y —, oc) los valores
de r aconsejables han de ser relativamente mayores que los permitidos para un esquema en
diferencias, pero esta limitación no supone en modo alguno la alteración de las propiedades
del propagador utilizado para el cálculo de los elementos de la matriz de evolución. Ya que
el máximo del determinante D~ se halla en las cercanías de origen, el comportamiento de
Pr en estos puntos no presenta problemas. La norma de 1’,. sólo difiere de la unidad
en las proximidades de las fronteras, donde D~ disminuye. Sobre estos puntos E~ puede
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considerarse nula, por lo que la contribución a En+í es depreciable. Por otra parte, eí
determinante fl tiende a cero en los extremos de la red, por lo que Q5%, se aproxima a la
función &ííS~,j, lo que hace que las colas de la distribución evolucionen más lentamente que
la zona central de E~.
Partiendo de una condición inicial t de la que se desprendan temperaturas transver-
sales I4-y 2]~ distintas,es posible contemplar la evolución numérica de la diferencia A =
T~ (t) —21(t), observándose un decaimiento prácticamente exponencial, especialmente para
pequeños valores de A, como predicen las estimaciones de Kogan. El tiempo de termalización
puede calcularse de forma sencilla por parametrización de la curva obtenida al representar
¿og(A) frente al tiempo, como se muestra en la figura 5,6. El logaritmo de esta curva es
casi una línea recta, figura 5.6, cuya pendiente proporciona eí tiempo de termalización.
La variación de las temperaturas anisótropas provoca la confluencia de las mismas hacia
en un sentido con pleno significado físico. La presencia de la autocorrelación ‘1’,, sólo
acomoda de forma iterativa la expresión de P,. a las características conservativas del op-
erador colisional. La dependencia en el tiempo de la probabilidad de transición no sólo
queda así recogida en los coeficientes difusivos ( figuras 5.1 y 5.2 ), sino que se amplia
mediante el concurso de la función de autocorrelación. El comportamiento oscilante de ‘1’
puede contemplarse en la figura 5.6.
Las figuras de 5.7 muestran la evolución de fo hasta la solución maxwelliana de equilil-
brio. Puede apreciarse en las curvas de nivel la isotropización progresiva de la distribución.
No obstante, en la figura 5.5 se han representado las distribuciones marginales
= Jf(v~’>i;i) d’>i y fii(’>5~’) = Jv±f(’>±,’>1;t)d’>5
a través de las cuales se contempla más claramente la evolución hacia el equilibrio maxwell-
liano.
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Figura 5.6: Temperaturas tronsuerso¿es T,,(t) ~ 2] (0 en plasmo. Termaflzaci¿n.
Comportamiento de las temperaturas transversales y de la diferencie t = 7~ — SP
11 en el tiempo. El
decaimiento de t es casi exponencial, como se contemple en la representación de ley(A). La oscilación
de ST, línea continua, se etenua a medida que 1 aumenta, establlizándose en su valor Inicial, ya que la
autocorrelación ~ muestra oscilaciones amortiguadas.
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Figura 5.7: Distribución f(v,,.,
Curvas de nIvel y superficies representativas de la distrIbución 1 en tres momentos de le evolución. A
partir de 100 iteraciones J permanece prdcticamente estacionaria en el intervalo representado. Sólo
las coles de la distribucloq requieren mdi tiempo de evolución para ajustarse a la maxwelliana de
equilibrio.
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Conclusiones
1.- Se ha configurado un método numérico pata ecuaciones de Fokker-Planck
basado en la ecuación integral de evolución (2.9) para la distribución f.
El método resulta aplicable a ecuaciones con coeficientes difusivos de-
pendientes del tiempo, ya sea explícitamente o a través de una relación
funcional con f.
2.- El método propuesto en la sección 2.2.2 para determinar la expresión de
un propagador a tiempos cortos, apto para cada problema, se ha mostrado
altamente eficiente. Las condiciones de frontera quedan contabilizadas en
la probabilidad de transición, por lo que no es imprescindible recurrir a la
simulación numérica de las mismas mediante esquemas que distorsionen
el significado físico del problema.
3.- La ductibilidad en la elección del propagador P,. favorece el ajuste del
mismo con el fin de mantener constantes más de una cantidad conservada,
si esta existe en el problema continuo. El método basado en el ajuste
iterativo durante el ejercicio de la computación se ha revelado como el
mas indicado, en tanto que el procedimiento adapta Pr contabilizando
simultáneamente los efectos de la discretización en el tiempo y en las
variables espaciales.
4.- Dado que Pr es solución de una ecuación de Fokker-Planck auxiliar, se
preservan todas las propiedades satisfechas por el propagador verdadero
II para r pequeño. El decaimiento exponencial de P,. y el carácter
positivo de éste favorece la no existencia de inestabilidades en eí esquema
numérico. La función ¡ preserva la norma unidad y la positividad, siendo
en cada etapa de la evolución una función bien comportada en sentido de
la teoría de distribuciones.
5.- Se han dado las expresiones de Pr para las ecuaciones integro-diferenciales
de Fokker-Planck en simetrías esférica y cilíndrica. Ambos casos se ha
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resuelto de forma satisfactoria, dotando al esquema numérico de pleno
significado físico, con tiempos de evolución coincidentes con estimaciones
teóricas, sin recurrir a linealizaciones. La descripción del régimen transi-
torio es satisfactoria, en tanto que f preserva las cantidades conservadas
del sistema, evolucionando de acuerdo con las características físicas del
problema continuo.
6.- El esquema numérico integral preserva la densidad de partículas y la
energía del sistema, con independencia del número de iteraciones. La per-
fecta descripción del estado estacionario condiciona futuras aplicaciones
del método para la resolución de problemas con mayor significado físico.
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Apéndice A
Tratamiento del Término
y \7rf(V,r;t).
La tendencia mas comunmente adoptada para la resolución de la ecuación integral de Fokker-Planck
(1.7) es la de no abordar situaciones con variación espacial, con lo que eí problema se reduce al
tratamiento del plasma en el espacio de velocidades. Sin embargo, hay situaciones en las que los
procesos convectivos en el espacio real pueden ser significativos y eí problema ha de abordarse en
eí espacio de fases completo.
El procedimiento numérico para la resolución de la ecuación de Fokker-Planck se inspira en
la posibilidad de avanzar temporalmente cualquier condición inicial, mediante la expresión de un
propagador o probabilidad de transición, válida para cortos intervalos de evolución. La expresión
habitual para este propagador es la distribución gaussiana (2.13), cuya existencia se asegura siempre
que la matriz que representa el tensor de difusión 22 sea invertible, lo que supone la condición
= ¡1~¡¡ # O para el determinante de 22. La expresión completa de la ecuación de Foklcer-
Planck para la Física del Plasma, incluye la dependencia de las variables espaciales .(r} a través
del término —u;ft/ 8z~. Es obvio que los elementos D1~ ~.j y D~¡ ~sdel tensor de difusión son
nulos, lo que impide la aplicación de (2.13) para eí esquema de avance (2.9). En principio, esta
situación puede solventarse concediendo al término espacial un tratamiento en diferencias finitas,
para cada variable {v} fija, y avanzarposteriormente para {r} fija la distribución f(v, r; t) mediante
eí operador colisional integral en eí espacio de velocidades dado en los capítulos anteriores. Este
procedirrijento, sin embargo, puede conducir a tiempos de evolución en los espacios de posiciones
y momentos inapropiadamente correlacionados para ciertos valores del paso temporal r, de ahí el
intento de configurar un operador numérico plenamente integral, que dé respuesta a la evolución de
f en el espacio de configuración {q = (v,r)} deforma satisfactoria,
A.1 Propagador para EFP con tensor 23 singular.
Continuando con el carácter paradigmático desarrollado a lo largo de la exposición, la cuestión que
acupa este apéndice se resuelve por extensión de soluciones propuestas al efecto para problemas
lineales simples. Como punto de partida se ha estudiado la ecuación de Klein-Kramers (referencia
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[11, pág. 9] eneí Capítulo 4)
~ ox F,1-, E(za! W’ — ~[ — 2—DOV] f(u,x;t) (Al)
para la evolución de la distribución f en eí espacio de velocidad y posición de partículas en
movimiento Browniano, en la que D., = —yv y DUL = D = ‘yKT/m siendo m la masa de la
partícula, Kl la temperatura en unidades de energía, Y(s) una fuerza exterior y y eí coeficiente
de fricción. La ecuación diferencial estocástica del proceso
=2¡{ ~ —‘yv + E(x)/m + 1’(t) = a(’v, x) + P(t) (A.2)
se smtetiza en la relación mi + my~ = F(z) + mr(t), representando un proceso markoviano de
segundo orden en la variable temporal t. Se observa que, para pequeños valores del tiempo de
evolución y = 1 — 1’ > O, los momentos ~ y II, con respecto a la probabilidad de transición P, se
expresan como
+ r) = u’ + a(v’, x’)r y 5(1’ + r) = x’ + v’r + ~-a(v’, ~‘),~2 (A.3)
si q~(í = 1’) = q~. Las identidades anteriores son válidas para cualquier expresión de la fuerza
determinista total F(v, z) = nr a(v, x), que aquí coincide con F(x)—-yu, responsable de los fenómenos
convectivos observables a través del comportamiento de 1. Así mismo, la tasación de los momentos
2¿2, ¡1v y y
2 lleva a los valores de las desviaciones O¡3
2 2 2 (A.4)
= 2Dr , = Dr2 y a~±=
1Dr
1
para r —. O, lo que muestra que la difusión en el espacio de posiciones está dominada por un
coeficiente difusivo formal del orden de y2. Sic1 término a(v, z) se trata como constante, es sencillo
verificar que la solución a la ecuación (A.]) conserva la forma habitual de una distribución normal
sinillar a (213), en la que la ausencia de los coeficientes D,,, y D~ se halla suplida por sendos
coeficientes difusivos formales proporcionales a ya a~. Para ello basta resolver la ecuación en
con E(s) constante y 7 = O mediante el procedimientohabilitado por la aplicación de transformadas
de Fourier sobre las variables u y x, como se muestra en los párrafos siguientes. Si (AA) admite
solución analítica exacta en el caso simple de ¡«u, z) = ma(v, x) constante, el procedimiento para
calcular la probabilidad de transición a tiempos cortos correspondiente a la ecuación general
or — o K. ~F<z:t~ O ~ lvz.t’i] P(v,z;tIv’,x’¡t’), (A.5)y— — 1 J.Ju(v,x;1>+’’
Dx Dv
1 nr Dv]
mediante el método de la sección (2.2.2), consistirá esencialmente en determinar la expresión apropi-
ada del operador auxiliar de Foklcer-Planck ~ en eí que la convección A = D, + F/m y la difusión
D se supongan evaluadas sobre las variables (v’,z’). Si 6(q — q’) se representa en la forma 6 =
6<v—v’) 6(z—z’), el término LppS de la expresión .P(t+r) = []+rLFP] 6+0(r
2) puede reescribirse
como
LppS = —v1--6 — ~ ¼‘ 8 D’] 6—
Dx ¿9v L Dv
‘No este el único caso en el que la ecuaciónde Klein-Kramers presenta solución analítica. Es bien sabido
que el problema del movimiento browniano se halla resuelto para diferentes expresiones de E(s) con D
constante, véase por ejemplo (11, pág. 87] y las referencias aquí contenidas.
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que define el operador auxiliar apropiado para determinar una expresión de Pr . La representación
de la función 6 de Dirac en el cálculo del propagador a tiempos cortos responde simplemente a la
solución formal de la nueva ecuación de Fokker-Planck para Pr(v, z¡v’, 54; y)
DP~
Pr y— Lrpl’r, (A.6)
en la que las magnitudes A’ = fl~(v’,x’¡t) + E(v’, a,’; 1)/nr y .12, = D~~(v’,x’;t) se tratan como
parámetros constantes.
Siguiendo el procedimiento de cálculo mostrado en la reciente referencia [7] citada en eí Capítulo
4, en la que el autor aborda la resolución de la ecuación para la densidad de probabilidad de un
proceso estocástico no markoviano de segundo orden (en el sentido de (A.2)), sobre la ecuación
auxiliar en Pr se ha tomado la transformada de Fourier
$(Pr) = É(w, k;r) = JJ e”’< uy — i k Pr dv dx,
con lo que (A.6) se reduce a
Í’= — iwA’ — w’D’] É P(r=O)= e~”~’ —i Mx’ (A.7)
Esta ecuación diferencial puede resolverse por eí conocido método de las caraclerísticas, con la
condición inicial P(~, k; O) anterior, para dar
P = exp [~+(k2r3 + Swkr2 + Sw2r) — iw(v’ + Lv) — ik(x’ + v’r + 4A¡r2)1
Recurriendo a la fórmula de inversión para transformadas de Fourier, se obtiene la expresión defini-
tiva para la probabilidad de transición
Pr = 1/ ¿V + IP)] (As)
exp r.
2,rr2D’ {fl’r’~ ~2 — ___
donde se han definido las variables X y y como
y X=x—z’
2
que se corresponden con las expresiones u — fI y z — 5 en coherencia con (A.3). Es evidente que
la conveccion sufrida por la distribución en el espacio de posiciones, está regida por un coeficiente
efectivo de valor u’ + A’r para cortos intervalos y de evolución, mientras que en eí espacio de
velocidades eí término convectivo sigue representado por A’ = It/nr. Este resultado se exhibe de
forma mas clara si se analiza la distribución marginal Pr(z, ~4) obtenida al integrar (AS) sobre la
variable u
3 3 , , 1
4 exp[— —z A’r2]4fltya (Z 2
en la que se aprecia la presencia de dispersión gobernada por un coeficiente de difusión efectivo
proporcional a y2. La difusión en eí espacio de posiciones es pues un factor y2 más lenta que en el
espacio de velocidades (Dr,, = D’).
Como se ha venido mostrando a lo largo de este trabajo, la expresión del propagador no es
única y pueden derivarse diferentes operadores intergrales equivalentes que representan el mismo
problema en eí límite y —> O. En particular, si el término yO/Ox . 6(v — u’) de L~pó se interpreta
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como y’ O/Dz ¿(y — y’), la expresión alternativa del propagador originada por el nuevo operador
auxiliar es la distribución normal degenerada o impropia
y2pC”) — exp[———--—.]5(x — x> — v’r) = Pr(v,v’Iz’)&(x — a,’ — v’r)
14,rD’r 4D’r
que proporciona la ecuación de evolución para f
f(v,x;1+y) = JPr(vv’Ix’ = x —v’r) f(a,’ = x —v’r,v’;t) dv’. (A.9)
Un resultado análogo se obtiene al proceder en (AS) al límite y3 —. O manteniendo y fijo (ya que,
si r < 1 se tendrá que y3 « y). En este caso a,’ + y’y ha de cambiarse por x’+ (u + y¡) r/2,
lo que equivale a reemplazar el desplazamiento y’y, correspondiente a un movimiento determinista
uniforme, por e’ desplazamiento medio (y + v’)r/2 de un movirrxiento con aceleración A’ constante.
En ambos casos se aprecia claramente que en la ecuación de evolución A.9 sólo se contienen los
efectos convectivos en el espacio de las posiciones. Tal esquema integral de evolución es válido si
predominan los efectos de deriva en el espacio real sobre los dispersivos. Hitchon en [15, del cap.
1] ofrece un propagador análogo que, por tanto, atiende únicamente a procesos convectivos en eí
espacio físico. Sin embargo, este propagador es equivalente al obtenido al interpretar un esquema en
diferencias explicito como la integral sobre una probabilidad de transición compuesta por funciones
6(z¿ — x¡±i).El alcance de la deriva desde a, a x’ + rv’ puede ser mayor que el de un espaciado
de red Az si la velocidad es grande. La transmisión de toda la información en eí instante 1 puede
llrnitarse notablemente hasta el instante 1 + y, razón que fuerza a tomar valores del paso temporal
excesivamente pequeños, como en los esquemas explícitos en diferencias. La ventaja del método
integral estriba esencialmente en la posibilidad práctica de elegir pasos y relativamente grandes y
acortar así el tiempo de computación, a pesar de que crezca el número de elementos no nulos de la
matriz de evolución. Dado que la resolución del problema ha de ejecutarse de modo numérico para
y finito, los dos operadores anteriores pueden ocasionar un retardo en los tiempos de evolución para
2 2
1 en eí espacio de posiciones, al no contabilizarse en eííos los coeficientes de correlación a,~ y a~,.
responsables físicamente de la difusión efectiva en dicho espacio. Este inconveniente es de nuevo
similar al argumentado en contra del uso de un esquema simple en diferencias, combinado con el
integral en u, para eí tratamiento del término irO ¡Dv en la ecuación diferencial. Así pues, para
cualquier valor finito dey y de y3, resulta conveniente la aplicación del operador integral derivado
de (AS).
£2 Caso (2N)-dimensional. Generalización.
En la mayoría de los problemas físicos de interés, en los que se ha aplicado el método numérico inte-
gral, se opera simultáneamente en eí espacio deposiciones y momentos en más de una dimensión. Es
conveniente, por tanto, ofrecer una generalización del problema anterior a fin de inferir la expresión
del propagador Y,. cuando en la ecuación de Fokker-Planck en las componentes de y se cuenta
con eí término y . Vf. A pesar de que este método puede resultar inoperante, como consecuencia
del elevado número de integraciones arealizar si se eleva el número de variables, la forma analítica
de Pr puede simplificarse a priori para geometrías simples como las tratadas en los capítulos 4 y
5. El objetivo de esta sección es, por consiguiente, extender las conclusiones anteriores al problema
(2N)-dimensional
——vi——— O ¡‘~PDf Of ~ — —.t.¡í,j, f(v,r;t) (Alo)Di Dz~ Oví[m Bv¿J
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que corresponde a una ecuación de Fokker-Planck calas variables {qi .. .q~} = {ví VN Z
1
XN}, en la que se ha supuesto la fuerza exterior F independiente de y, Las componentes del vector
de deriva y del tensor de difusión son respectivamente: Da,< = vi, 1% = D~~+E~/m, D1~ ~ = D13 y
13 = Dxi rj = O. Siguiendo eí método presentado en la sección anterior, el operador auxiliar
~ para la resolución de (AS) es ahora (en notación vectorial)
L~~= —vV — V~fÁ’ —
El operador V. se refiere al operador gradiente en el espacio de velocidades, el vector A’ coincide
con D,, + F/m evaluado sobre las variables primadas; 22’ es el tensor IV x IV de elementos Dví vi,
también particularizado en las variables fuente {q’}, Al igual que en (AS) Pr se expresa como
una distribución normal (2N) -dimensional no degenerada en la forma
Pr( y, r; y’, r’¡t) = (27r)N 1 exp [ .(a2)7 (q~ — q~)(q3 — 4ñ] (Ah)
donde 4k = fq~P~d
2Nq y 0km = (qk — qk)(qm — 4m). Tras integrar por partes en la ecuaclon
ifer ncial auxiliar 2 (AS), las variaciones de 4k y 0rnk respecto de la nueva variable temporal y
vienen dadas por
rL ¡9/ 2 2ff
¡ —t [~ u3 ao.vivisi= <3 2
qt(r=O)= q~; cr2(r=O)= O, ~ ~ +¿y vi
que, una vez integradas, conducen a
r ~ f 0~¿ ~ DU r<3, v¿t ,~,jy ¡ 2g~= x$+vfr+~D~r2 a~j~~=o~j ~; = ~D$Jy3
Las conclusiones extraídas en la sección anterior, en lo referente a la difusión efectiva en el espacio
de posiciones, siguen siendo aplicables al problema general tratado aquí. El tensor 22 ‘ dirige los
procesos difusivos en todo eí espacio de fases ya que la dispersión efectiva sobre las variables {x
3}
es proporcional a D~y y
2. De forma simbólica, la matriz de covarianza (o2) y su inversa (a2f1 se
pueden expresar como
(o2) = 2y22’ y222’ a = —3C222 ;t )
PV’ , ) \, —3r22 6r322
Las relaciones anteriores, junto con la expresión del determinante de (o2)
11(02)11 = II(a2)~~lIl =
configuran la forma definitiva de Pr que, a su vez, puede contemplarse como producto de dos
distribuciones N-dimensionales Pv y Pr según
Pr = Pv(V, v~¡r’) Pr(r, r’ ¡VM = 1
+ y’) (A.12)
2en general, ci valor medio dc cualquier función /¡(q,t), se obtendrá como
¡í)= £+Dqi± + ~ =1.
‘Dq<Oq;
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donde
Pv exp[—— ~y
(4rr)ND, 1 D’-’VtVj] ¡ Vk vk—vk—Dkr,
~= (
3)NI exp[—
2jD[’Z~Z
3J; ZM=
zk—x~—vMky.
Debe notarse que Pv depende de a,’ a través de F’ y que ésta a su vez puede incluso depender de la
velocidad. La factorización de Pr como producto de probabilidades de transición en los subespacios
de posiciones y momentos, ofrece la opción de atacar primeramente eí problema en el espacio de
velocidades en situaciones de geometría prefijadas, cambiando Pv por los propagadores dados en los
capítulos anteriores. Las variables {r} del espacio real pueden referirse alas componentes del vector
de posición r sobre las direcciones ortogonales del vector velocidad en coordenadas curvilíneas.
A.3 Aplicación al movimiento browniano.
Como aplicación de la probabilidad de transición (A.12), más concretamente de (A.8), a la solución
numérica integral de la ecuación de Fokker-Planck en la forma (Alo) se ha estudiado la evolución
de la distribución f(v, a,; i) de una población de partículas en movimiento browniano unidimensional
sujeta a la fuerza exterior F(x) = —mw
2z.
En este caso, la solución estacionaria es la distribución de Boltzmann
f,(v,x)=J’¡ exp[~±(v2 + 2V(x))] , (v,x)cR2,
dondeg es el factor de normalización y y(s) — o? a,~/2 es el potencial del que se deriva E(x). El
procedimiento de integración es similar al presentado en el quinto capítulo para la ecuación integral
de Fokker-Planck en la Física del Plasma. Los elementos Qjj p,j = Qu~ de la matriz de evolución
Q se determinan a partir de la expresión (A.5) particularizada en los puntos (z~,v;) y (5
1í,v3’) de
la red espacial homogénea que se ha utilizado a lo largo de la exposiclon. Si Pr se factoriza
en la forma (A.12) cada una de las distribuciones formales .1’, y P~ pueden archivarse en memoria
como funciones de tres índices en la primera iteración. El número de sumas en cada paso temporal
se reduce notablemente si se recurre a un cálculo estimativo del alcance sobre sobre la red de los
procesos convectivo-difusivos, mediante el algoritmo habitual inspirado en el análisis de las elipses
de equiprobabilidad, como se mostró en el capitulo final. Es interesante señalar que la preferencia de
usar un paso temporal y relativamente grande es ahora más patente, ya que Pa, depende de A’y =
y
3 reempl zando a y en la probabilidad de transición habitual (2.13) del espacio de v locidades. Los
criterios para la aplicación de la integración numérica simple por rectángulos, dados en el capítulo
segundo, se aplican igualmente sobre el espacio de posiciones para AS- y As. Si AS- es del orden
de (Az)2 la ecuación de evolución para f¿}f’ en términos de Qn, puede sustituirse por la expresión
más simple (A9) como buena aproximación.
Las figuras de A.] siguientes muestran la evolución de la condición inicial fo tipo histograma
hasta la distribución numérica gaussiana f, esperada para y = 12 = ca = 1, con los parámetros
característicos de red anotados en los comentarios.
3Sc trata pues dc una retícula en el plano XV con celdilla unidad Aa, x Av similar a la i,tilizada en el
último capitulo.
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Figura A.]: Movimiento browniano.
Movimiento browniano en el espacio X-V. Superficies de nivel y superficies de la dlstribucl¿n. La
soluci6n estacionaria es una maxwalliana. Los parámetros de la discstizacldn son: r = 0,1, Am = Av =
0, 125 sobre una red unIforme 40 x SO.
