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1. Introdution.
Let Õ be a set with Borel sigmaalgebra of measurable sets B. Let T be
a transformation of X into itself, preserving a measure µ and let us assume
that measure of X is equal to 1. (X,B, µ, T ) is alled a measurepreserving
dynamial system. The wellknownH. Poinare's Reurrene Theorem
[10℄ asserts that for any measurable set E ⊆ X , µE > 0 there exists a natural
number n suh that µ(E ∩ T−nE) > 0.
Suppose, in addition, X is a metri spae with metri d(·, ·). In the ase
Poinare's Theorem an be reformulate as
Theorem 1.1 (H. Poinare) Let X be a metri spae with metri d(·, ·)
and Borel sigmaalgebra of measurable sets B. Suppose T is a measure
preserving transformation of X into itself. Then for almost every point x ∈
X the following inequality holds
lim inf
n→∞
d(T nx, x) = 0 .
Poinare's Theorem was generalized by H. Furstenberg, Y. Katznelson
and D. Ornstein in [11, 12℄.
Theorem 1.2 (H. Furstenberg, Y. Katznelson, D. Ornstein) Let
X be a set with Borel sigmaalgebra of measurable sets B. Let T be a
measurepreserving transformation of X into itself and k ≥ 3. Then for any
measurable set E, µE > 0 there exists a natural number n suh that
µ(E ∩ T−nE ∩ T−2nE ∩ . . . ∩ T−(k−1)nE) > 0 .
∗
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If X is a metri spae then Theorem 1.2 an be rewrite as
Theorem 1.2
′
(H. Furstenberg, Y. Katznelson, D. Ornstein) Let
X be a metri spae with metri d(·, ·) and Borel sigmaalgebra of measurable
sets B. Suppose T is a measurepreserving transformation of X into itself
and k ≥ 3. Then for almost every point x ∈ X
lim inf
n→∞
max{d(T nx, x), d(T 2nx, x), . . . , d(T (k−1)nx, x)} = 0 .
In fat, Furstenberg proved a more general result. He proved that powers
of transformation T in Theorem 1.2 an be replaed by any finite number of
ommutative transformations.
Theorem 1.3 (H. Furstenberg) Let X be a metri spae with metri
d(·, ·) and Borel sigmaalgebra of measurable sets B. Suppose k ≥ 2 and
T1, T2, . . . Tk are ommutative measurepreserving transformations. Then
for almost every point x ∈ X
lim inf
n→∞
max{d(T n1 x, x), d(T n2 x, x), . . . , d(T nk x, x)} = 0 .
Let A be a subset of positive integers. By [N ] denote the segment
{1, 2, . . . , N}. The upper density of a set A is defined to be
D∗(A) = lim sup
N→∞
|A ∩ [N ]|
N
,
where |A ∩ [N ]| is the ardinality of A ∩ [N ].
As was showed in [11℄ Theorem 1.2 is equivalent of the famous E. Sze-
meredi's Theorem on arithmeti progressions.
Theorem 1.4 (E. Szemeredi) Let A be a subset of positive integers
and D∗(A) > 0. Then for any natural number k ≥ 3 the set A ontains an
arithmeti progression of the length k.
It is easy to see that Theorem 1.4 implies Theorems 1.2 and 1.2
′
(see [11℄).
In fat, Theorem 1.2 (1.2
′
) and Theorem 1.4 are equivalent statements. To
prove this Furstenberg obtained the following beautiful result whih is alled
Furstenberg's Correspondene Priniple.
Theorem 1.5 (H. Furstenberg) Let A be a subset of positive integers
with D∗(A) > 0. Then there exists a dynamial system (X,B, µ, T ) and a
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measurable set E, µE = D∗(A) suh that for all integers k ≥ 3 and all
integers m1, m2, . . . , mk−1 ≥ 1,
D∗(A∩ (A+m1)∩ . . .∩ (A+mk−1)) ≥ µ(E ∩T−m1E ∩ . . .∩T−mk−1E) . (1)
Theorem 1.5 shows that there is a lose onnetion between Ergodi Theory
and some ombinatorial problems onerning arithmeti progressions.
Statement 1.6 (H. Furstenberg) Theorems 1.2 and 1.5 imply Theo-
rem 1.4.
Proof. Let k be a natural number, k ≥ 3. Suppose that a set A ⊆
N does not ontain arithmeti progressions of the length k and has pos-
itive upper density. Using Theorem 1.5, we obtain a dynamial system
(X,B, µ, T ) and a measurable set E of positive measure suh that for all
integers m1, m2, . . . , mk−1 ≥ 1 the inequality (1) holds. On the other hand,
using Theorem 1.2, we get a natural n suh that
µ(E ∩ T−nE ∩ T−2nE ∩ . . . ∩ T−(k−1)nE) > 0 . (2)
Put m1 = n,m2 = 2n, . . . , mk−1 = (k − 1)n. Then (1) and (2) imply
D∗(A ∩ (A + n) ∩ . . . ∩ (A + (k − 1)n)) > 0. By assumption A does not
ontain arithmeti progressions of the length k. This ompletes the proof.
The main goal of this artile is to obtain quantitative analog of Theorem
1.5. To formulate our result we need in some definitions.
Let us onsider a measure Hh(·) on X , defined as
Hh(E) = lim
δ→0
Hδh(E) , (3)
where h(t) is a positive (h(0) = 0) ontinuous inreasing funtion andHδh(E) =
infτ{∑h(δj)}, when τ runs through all ountable overings E by open sets
{Bj} , diam(Bj) = δj < δ.
If h(t) = tα, then we get the ordinary Hausdorff measure Hα(·).
Generally speaking, Hh(·) is an outer measure but it is sigmaadditive
measure on Caratheodory's sigmaalgebra of measurable sets (see [13℄ for
details). It is wellknown that this sigmaalgebra ontains all Borel sets.
We shall say that a measure µ is ongruent to a measure Hh, if any
µmeasurable set is Hhmeasurable (in the sense of Caratheodory)
Definition 1.7 Let
C(x) = lim inf
n→∞
{n · h(d(T nx, x))} .
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The funtion C(x) is alled onstant of reurrene for point x.
The first quantitative version of Theorem 1.1 was proved by M. Bosher-
nitzan in [13℄. (A similar result was obtained independently by N.G. Moshhevitin
in [14℄).
Theorem 1.8 (M. Boshernitzan) Let X be a metri spae with Hh(X) <
∞ and T be a measurepreserving transformation of X into itself. Assume
that µ is ongruent to Hh. Then for almost every point x ∈ X we have
C(x) <∞.
The following result (see [15℄) improves Theorem 1.8.
Theorem 1.9 Let X be a metri spae with Hh(X) < ∞ and T be
a measurepreserving transformation of X into itself. Assume that µ is
ongruent to Hh. Then the funtion C(x) is µintegrable and for any µ
measurable set A, we have ∫
A
C(x)dµ ≤ Hh(A). (4)
If Hh(A) = 0, then
∫
A C(x)dµ = 0 with no demand on measures µ and Hh
to be ongruent.
Note 1.10 Aording to an example from 7 of paper [13℄ the inequality
(4) is best possible.
Let us return to Theorems 1.2 and 1.4.
Suppose N and k are natural numbers, k ≥ 3. We set
ak(N) =
1
N
max{|A| : A ⊆ [1, N ],
A ontains no arithmeti progressions of length k},
Clearly, Theorem 1.4 an be reformulate as limN→∞ ak(N) = 0 for all k ≥ 3.
The first result onerning the rate at whih ak(N) approahes zero in
the ase of k = 3 was obtained by K.F. Roth (see [3℄). In his paper Roth
used the Hardy  Littlewood method to prove the inequality
a3(N)≪ 1
log logN
.
In other words Roth obtained a quantitative version of Theorem 1.4 and
therefore Theorem 1.2 in the ase of k equals three.
At present, the best upper bound for a3(N) is due to J. Bourgain. He
proved that
a3(N)≪
√
log logN
logN
. (5)
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In [6℄ W.T. Gowers obtained a quantitative result onerning the rate at
whih ak(N) approahes zero for all k ≥ 4.
Theorem 1.11 (W.T. Gowers) For all k ≥ 4 the following inequality
holds ak(N) ≪ 1/(log logN)ck , where ck is an absolute onstant depends on
k only.
A. Behrend [7℄ obtained a lower bound for a3(N). His result was gener-
alized by R. Rankin in [8℄ in the ase of all k ≥ 3 (see also [9℄).
Theorem 1.12 (A. Behrend, R. Rankin) Let ε > 0 be an arbitrary
real number and k ≥ 3 be a natural. Then for all suffiiently large N the
following inequality holds
ak(N) ≥ exp(−(1 + ε)Ck(logN)1/(k+1)) ,
where Ck is an absolute positive onstant depends on k only.
In the ase of k = 2 quantitative version of Theorem 1.3 was obtained in
[16, 17℄ and improved in [19℄. Consider the twodimensional lattie [1, N ]2
with basis {(1, 0), (0, 1)}. Let
L(N) =
1
N2
max{ |A| : A ⊆ [1, N ]2 and
A ontains no triples of the form (k,m), (k+d,m), (k,m+d), d > 0}. (6)
Theorem 1.13 We have L(N) ≪ 1/(log logN)C′, where C ′ is an abso-
lute onstant.
This inequality implies a result onerning reurrene time in Theorem
1.3 in the ase of k = 3 (see [18℄). Suppose S and R are two ommutative
measurepreserving transformations of X .
Definition 1.14 By CS,R(x) denote the funtion
CS,R(x) = lim inf
n→∞
{L−1(n) ·max{h(d(Snx, x)), h(d(Rnx, x))}} ,
where L−1(n) = 1/L(n). CS,R(x) is alled onstant of multiple reurrene
for point x.
Theorem 1.15 Let X be a metri spae with Hh(X) = C <∞ and let
S,R be two ommutative measurepreserving transformation of X. Assume
that µ is ongruent to Hh. Then the funtion CS,R(x) is µintegrable and for
any µmeasurable set A ∫
A
CS,R(x)dµ ≤ Hh(A).
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If Hh(A) = 0 then
∫
A CS,R(x)dµ = 0 with no demand on measures µ and Hh
to be ongruent.
Let us formulate our main result.
Let k be a natural number, k ≥ 3. Suppose that for any natural N
there exists a nonempty set A(N) ⊆ ZN without arithmeti progressions of
the length k. By ρ(N) denote the density of A(N) in ZN , ρ(N) = |A(N)|/N .
We have ρ(1) = 1. Sine A(N) ontains no arithmeti progressions in ZN it
follows that A(N) has no arithmeti progressions in Z. By Theorem 1.4 we
have ρ(N)→ 0 as N →∞. Assume that ρ(N) is a noninreasing funtion.
Theorem 1.16 Let ψ : N→ R+ be a monotonially inreasing funtion,
X = [0, 1] and µ is Lebesgue measure on X. Then there exists a dynamial
system (X,B, µ, T, d) suh that µ is ongruent to Hausdorff measure H1,
H1(X) = 0 and for almost every point x ∈ X
lim inf
n→∞
{ρ−1(n)ψ(n)max{d(T nx, x), d(T 2nx, x), . . . , d(T (k−1)nx, x)}} ≥ 1 ,
(7)
where ρ−1(n) = 1/ρ(n).
Note 1.17 The identity H1(X) = 0 in Theorem 1.16 is very important.
If this equality is not true then our Theorem is trivial, beause one an find
a metri d suh that X has infinite Hausdorff measure H1(X) and lower
limit in (7) is equal to +∞. In addition, it is easy to see that the identity
H1(X) = 0 an be replaed by stronger equality Htg(t) = 0, where g(t) is
some monotonially noninreasing funtion, g(t)→ +∞ as t→ 0+.
In Theorem 1.16 we use dense sets without arithmeti progression to on-
strut a dynamial system with slow time of multiple reurrene. But the
main idea of Theorem 1.5 is the same. Indeed, let A ⊆ N be a set without
arithmeti progressions and D∗(A) > 0. By Furstenberg's Correspondene
Priniple there exists a dynamial system and a measurable set E, µE > 0
suh that for all natural numbers n we have µ(E∩T−nE∩ . . .∩T−(k−1)nE) =
0. In other words, we obtain the dynamial system without multiple re-
urrene. (Certainly, this ontradits Theorem 1.2 and we an derive Sze-
meredi's Theorem from the Theorem on multiple reurrene, see Statement
1.6). Thus Theorem 1.16 is a quantitative analog of Theorem 1.5.
In setion 3 we shall onsider a question onerning possible values of
onedimensional reurrene onstant C(x).
The onstrutions whih we use develop the approah of paper [13℄ and
book [11℄.
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2. Proof of Theorem 1.16.
We need in the following simple Lemma. In fat, this Lemma was proved
in [20℄. Another proof an be found in [21℄.
Lemma 2.1 Suppose N is a natural number, A is a nonempty subset of
ZN and ϕ ≥ 1 is a real number. Then there exist residues a1, . . . , al ∈ ZN
and a partition of ZN into sets A1, A2, . . . , Al and B suh that
1) Ai ⊆ A + ai for all i = 1, . . . , l.
2) |Ai| ≥ |A|/ϕ for all i = 1, . . . , l.
3) |B| ≤ N/ϕ.
Proof. The proof of the Lemma is a sort of an indutive proess. At the
nth step of our proess sets A1, . . . , An, residues a1, . . . , an and auxiliary sets
B1, . . . , Bn will be onstruted. Besides that we will have B1 ⊇ B2 ⊇ . . . ⊇
Bn.
Let n = 1. We set a1 = 0, A1 = A and B1 = ZN \ A1. If
|B1| ≤ N/ϕ then Lemma 2.1 is proved. Indeed, let B = B1. Clearly, the
sets A1, B and the residues a1 satisfy 1)3).
Suppose at the nth step of our proedure the sets A1, . . . , An and residues
a1, . . . , an are onstruted. Let Bn = ZN \ (⊔ni=1Ai). If |Bn| ≤ N/ϕ then
Lemma 2.1 is proved. Indeed, put B = Bn. Clearly, the sets A1, . . . , An, B
and residues a1, . . . , an satisfy 1)3).
Let |Bn| > N/ϕ. We have
∑
t∈ZN
|Bn ∩ (A+ t)| = |A||Bn| ≥ N |A|
ϕ
. (8)
Hene there exists t ∈ ZN suh that |Bn ∩ (A + t)| ≥ |A|/ϕ. Put an+1 = t
and An+1 = Bn ∩ (A+ an+1). Then for all i = 1, . . . , n we get An+1 ∩Ai = ∅.
Besides that An+1 ⊆ A+ an+1.
For any i we have |Ai| ≥ |A|/ϕ > 0. This implies that our proess stops
at step K, K ≤ [Nϕ/|A|] + 1. This ompletes the proof.
Proof of Theorem 1.16. Let αm be an arbitrary noninreasing se-
quene of real numbers αm ∈ (0, 1), αm tends to zero as m tends to infinity.
The funtion ψ(n) is defined on positive integers. Denote by the same let-
ter ψ(t) the result of linear extension of ψ(n) to the entire R. We obtain
the ontinuous monotonially inreasing funtion. Let ϕ(t) =
√
ψ(t) and
ϕ∗(t) = max{1, ϕ(t)}. Let also N0 ≤ N1 ≤ . . . ≤ Nm ≤ . . . be a non
inreasing sequene of integer numbers, where N0 = 1 and for all m ≥ 1 we
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have Nm = ⌈ϕ−1(2α−1m ϕ∗(2)N0N1 . . . Nm−1)⌉. Here ϕ−1 is the inverse fun-
tion. We have Nm ≥ 2, m ≥ 1.
LetX be a spae of sequenes (x1, x2, . . .), 0 ≤ xi < Ni, i ≥ 1. C(a1, . . . , al) =
{x = (x1, x2, . . .) ∈ X : x1 = a1, . . . , xl = al} is alled elementary ylinder
of rank l. We an assoiate with the sequene x = (x1, x2, . . .) ∈ X the
real number x → ∑∞i=1 xiN0N1...Ni ∈ [0, 1]. Thus, X an be onsidered as the
segment [0, 1].
Let a be a positive integer, N ∈ N. By a+(N) define the number a + 1
(mod N). Let T be a transformation of the spae X into itself suh that
Tx = y, x = (x1, x2, . . .), y = (y1, y2, . . .), where
y1 = x
+
1 (N1) ,
y2 =
{
x+2 (N1), if x1 + 1 = N1
y2, otherwise.
. . .
ym =
{
x+m(N1), if x1 + 1 = N1, x2 + 1 = N2, . . . , xm−1 + 1 = Nm−1
ym, otherwise.
. . .
The spae X has a natural group operation +. We have Tx = x+ 1, where
1 = (1, 0, 0, . . .). Clearly, T preserves Haar measure µ and this Haar measure
oinides with Lebesgue measure. Elementary ylinder of rank l has measure
1/(N0N1 . . . Nl).
Consider an arbitrary Ns. By assumption there exists a nonempty set
A(Ns) = A(s) ⊆ ZNs without arithmeti progressions of the length k. Using
Lemma 2.1 for A(s) and ϕ = ϕ(Ns), we obtain the sets A
(s)
1 , . . . , A
(s)
l , l = l(s)
and B(s) satisfy 1)3).
Let x, y ∈ X , x = (x1, x2, . . .), y = (y1, y2, . . .). Consider the funtion
d(x, y) = {ψ−1(N0 . . . Nm)ρ(N0 . . . Nm) , where m is the maximal integer s.t.
x1 = y1, . . . , xm−1 = ym−1 and either there exists i ∈ 1, 2, . . . , l(m) s.t.
xm, ym ∈ A(m)i or xm, ym ∈ B(m)} ,
where ψ−1 = 1/ψ. It is easy to see that d(x, y) is a nonarhimedean metri
onX . Let us onsider Hausdorff measureH1 on the spaeX . Any elementary
ylinder is a losed set therefore it is a Borel set in the metri spae (X, d).
It follows that the measure µ is ongruent to H1.
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Let us prove that H1(X) = 0. Let δ be an arbitrary positive number.
Sine ρ(N) → 0 as N →∞ it follows that there exists a natural m suh that
ρ(N0 . . . Nm)/ψ(N0 . . . Nm) < δ. Let us onsider the following partition of X
into
Ui(~a) = {x = (x1, x2, . . .) ∈ X : x1 = a1, . . . , xm−1 = am−1, xm ∈ A(m)i } , i = 1, . . . , l(m)
and
B(~a) = {x = (x1, x2, . . .) ∈ X : x1 = a1, . . . , xm−1 = am−1, xm ∈ B(m)} ,
where ~a ∈ [N1]× . . .× [Nm−1] := Fm−1. We obtain
X =
⊔
~a∈Fm−1

B(~a)⊔

l(m)⊔
i=1
Ui(~a)



 .
For any ~a ∈ Fm−1 and any i ∈ 1, 2, . . . , l(m) we have
diamUi(~a) ≤ ρ(N0 . . . Nm)/ψ(N0 . . . Nm) < δ. Similarly, for any ~a ∈ Fm−1
we get diamB(~a) ≤ ρ(N0 . . . Nm)/ψ(N0 . . . Nm) < δ. Using 2) of Lemma 2.1,
we obtain l(m) ≤ Nmϕ(Nm)/|A(m)| = ϕ(Nm)/ρ(Nm). Hene
Hδ1(X) ≤ |Fm−1|
(
ϕ(Nm)
ρ(Nm)
+ 1
)
ρ(N0 . . . Nm)
ψ(N0 . . . Nm)
≤
≤ 2N0 . . . Nm−1ϕ(Nm)ρ(N0 . . . Nm)
ρ(Nm)ψ(N0 . . . Nm)
≤ 2N0 . . . Nm−1ϕ(Nm)
ψ(Nm)
.
We have Nm ≥ ϕ−1(2α−1m N0 . . . Nm−1). This implies that 2N0 . . . Nm−1 ≤
αmϕ(Nm). Using this inequality, we get
Hδ1(X) ≤ αm
ϕ2(Nm)
ψ(Nm)
≤ αm .
Sine αm → 0 as m→∞ it follows that H1(X) = 0.
Let us prove (7).
Let
B˜(s) = {x ∈ X : xs ∈ B(s)} ⊆ X and B =
+∞⋂
n=1
+∞⋃
s≥n
B˜(s) .
9
We have µ(B˜(s)) = |B(s)|/Ns ≤ 1/ϕ(Ns). Sine ϕ(Ns) ≥ N0 . . . Ns−1, s ≥ 1
and Ns ≥ 2, s ≥ 1 it follows that
∞∑
s=1
µ(B˜(s)) ≤
∞∑
s=1
1
ϕ(Ns)
≤
∞∑
s=1
1
N0 . . . Ns−1
<∞ . (9)
Using BorelCantelli Lemma, we get µB = 0.
Let us prove that (7) holds for any x /∈ B.
Let x = (x1, x2, . . .) ∈ X \ B. Sine x /∈ B it follows that there exists a
number M = M(x) ∈ N suh that for all n ≥M we have xn /∈ B(n). Let m0
be a natural suh that N0 . . . Nm0−1 < M ≤ N0 . . . Nm0 .
Prove that for any n ≥ N0 . . . Nm0 the following inequality holds
ρ−1(n)ψ(n) ·max{d(T nx, x), d(T 2nx, x), . . . , d(T (k−1)nx, x)} ≥ 1 . (10)
Let m1 ≥ m0 be a natural number. Suppose that for some n > 0 suh that
N0 . . . Nm1 ≤ n < N0 . . . Nm1+1 (11)
(10) does not hold. Then
d(T nx, x), d(T 2nx, x), . . . , d(T (k−1)nx, x) < ρ(N0 . . . Nm1)ψ
−1(N0 . . . Nm1) .
Let y(1) = T nx, y(2) = T 2nx, . . . , y(k−1) = T (k−1)nx. Using properties of metri
d(x, y), we obtain
d(y(1), x), . . . , d(y(k−1), x) ≤ ρ(N0 . . . Nm1+1)ψ−1(N0 . . . Nm1+1) .
It follows that
x1 = y
(1)
1 = . . . = y
(k−1)
1 , . . . , xm1 = y
(1)
m1
= . . . = y(k−1)m1
and there exists i suh that xm1+1, y
(1)
m1+1, . . . , y
(k−1)
m1+1 ∈ A(m1+1)i . (12)
We have n = y(1)−x = y(2)− y(1) = . . . = y(k−1)− y(k−2). Using (12), we get
y(1) − x = (0, . . . , 0︸ ︷︷ ︸
m1
, (y
(1)
m1+1 − xm1+1) (mod Nm1+1), w1, w2, . . .) ,
y(2) − y(1) = (0, . . . , 0︸ ︷︷ ︸
m1
, (y
(2)
m1+1 − y(1)m1+1) (mod Nm1+1), w′1, w′2, . . .) , . . . ,
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y(k−1) − y(k−2) = (0, . . . , 0︸ ︷︷ ︸
m1
, (y
(k−1)
m1+1 − y(k−2)m1+1) (mod Nm1+1), w′′1 , w′′2 , . . .) ,
where w1, w2, . . ., w
′
1, w
′
2, . . . and w
′′
1 , w
′′
2 , . . . are some numbers. It follows
that
xm1+1, y
(1)
m1+1, . . . , y
(k−1)
m1+1 is an arithmeti progression of length k in ZNm1+1 .
We have xm1+1, y
(1)
m1+1, . . . , y
(k−1)
m1+1 ∈ A(m1+1)i . Sine A(m1+1)i ⊆ A(m1+1) + p for
some p ∈ ZNm1+1 it follows that A
(m1+1)
i ontains no arithmeti progressions
of the length k in ZNm1+1. Hene for any l = 1, 2, . . . , k− 1 we have xm1+1 ≡
y
(l)
m1+1 (mod Nm1+1). Sine 0 ≤ xm1+1, y(1)m1+1, . . . , y(k−1)m1+1 < Nm1+1 it yields
that xm1+1 = y
(1)
m1+1 = . . . = y
(k−1)
m1+1. Hene
n = y(1) − x = (0, . . . , 0︸ ︷︷ ︸
m1+1
, nm1+2, nm1+3, . . .) . (13)
Using (13), we get n ≥ N0 . . . Nm1+1. This ontradits (11). Theorem 1.16
is proved.
Corollary 2.2 Let k be an integer, k ≥ 3. For any ε > 0 there exists
an absolute positive onstant Ck depends on k only and a dynamial system
(X,B, µ, T, d), X = [0, 1], µ is Lebesgue measure suh that µ is ongruent to
Hausdorff measure H1, H1(X) = 0 and for almost every point x ∈ X
lim inf
n→∞
{ρ−1(n)max{d(T nx, x), d(T 2nx, x), . . . , d(T (k−1)nx, x)}} ≥ 1 , (14)
where ρ−1(n) = 1/ρ(n) and ρ(n) = exp(−(1 + ε)Ck(logn)1/(k+1)).
Proof. By Theorem 1.12 for any integer k ≥ 3 and for all suffiiently large
N there exists a set A
(N)
0 ⊆ [1, 2, . . . , N) ontains no arithmetial progres-
sions of the length k suh that |A(N)0 | ≥ N exp(−(1 + ε)Ck(logN)1/(k+1)),
where Ck is an absolute positive onstant depends on k only. Let A
(N)
1 =
A
(N)
0 ∩ [1, N/k), A(N)2 = A(N)0 ∩ [N/k, 2N/k), . . . , A(N)k = A(N)0 ∩ [N(k −
1)/k,N). Any set A
(N)
j , j ∈ [1, 2, . . . , k] has no arithmeti progressions
of the length k in ZN . Clearly, there exists j ∈ [1, 2, . . . , k] suh that
|A(N)j | ≥ N2k exp(−(1 + ε)Ck(logN)1/(k+1)). Put A(N) = A(N)j . Using The-
orem 1.16, we obtain the dynamial system suh that (7) holds for ρ(n) =
exp(−Ck(1 + ε′)(log n)1/(k+1)), where ε′ an be taken, for example, as 2ε.
This ompletes the proof.
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3. On onedimensional reurrene.
Theorem 3.1 Let f be a real number, f ≥ 1, X = [0, 1] and µ be
Lebesgue measure on X. Then there exists a dynamial system (X,B, µ, T, d)
suh that µ is ongruent to Hausdorff measure H1, H1(X) = 1 and for almost
any point x ∈ X
Cf(x) := lim inf
n→∞
{n · f · d(T nx, x)} = 1 . (15)
Note 3.2 Theorem 3.1 was proved in [13℄ in the ase of f = 1.
Note 3.3 Let X = [0, 1], B be Borel σalgebra, µ be Lebesgue measure,
Tα be a transformation of X into itself, Tαx = (x + α) (mod 1). Let also
d(x, y) = ‖x− y‖, where ‖ · ‖ is the integral distane. There exists a number
λ∗, (λ∗ = 5, 68195..) suh that for all f ≥ λ∗ there is Tα, α = α(f) suh that
Cf(x) = 1 for all x ∈ [0, 1]. The ray [λ∗,+∞) is alled Hall ray (see [22℄).
The expliit value of λ∗ was found by G.R. Freiman in [23℄. By theorem 3.1
for all f ≥ 1 (not only for f ≥ λ∗) there exists a dynamial system with
Cf(x) = 1 for almost all x ∈ [0, 1].
Note 3.4 The inequality H1(X) ≤ 1 in Theorem 3.1 is important (see
Note 1.17). Besides that the inequality H1(X) ≥ 1 is very important too. If
this inequality does not hold then Theorem 3.1 is trivial. Indeed, let f > 1
and (X,B, µ, T, d) be the dynamial system suh that C1(x) = 1 for all x
(see Note 3.2). Put d˜(x, y) = d(x, y)/f and onsider the new dynamial
system (X,B, µ, T, d˜). Then for any x ∈ X we have Cf (x) = 1. Note that
H1(X) = 1/f < 1 in this dynamial system.
Proof. Let N0 = 1, Nm = ⌈f2m⌉2, m = 1, 2, . . . and let X be a spae of
sequenes (x1, x2, . . .), 0 ≤ xi < Ni, i ≥ 1. There is a orrespondene between
X and [0, 1] is given by x → ∑∞i=1 xiN0N1...Ni . Therefore we an onsider the
spae X to be the segment [0, 1]. Let also the transformation T : X → X is
given by Tx = x+1, where the addition was defined in the proof of Theorem
1.16 and 1 = (1, 0, 0, . . .). It was noted that T preserves Lebesgue measure
µ.
Let pm =
√
Nm = ⌈f2m⌉, m ≥ 1 and let
A(j)m = {x ∈ [0, 1, . . . , Nm − 1] : x ≡ j (mod pm)} .
Clearly, [0, 1, . . . , Nm−1] is partitioned into the sets A(j)m , j = 0, 1, . . . , pm−1.
Let the mapping ϕj : A
(j)
m → N0 = N∪{0} are given by ϕj(x) = (x− j)/pm.
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If x ∈ A(j)m then we put ϕ(x) := ϕj(x). It follows that the funtion ϕ(x) is
welldefined on [0, 1, . . . , Nm − 1].
Consider the funtion
d(x, y) =
{ rm(xm, ym)
N0 . . . Nm−1
, where m is the maximal integer suh that
x1 = y1, . . . , xm−1 = ym−1 and there exists i ∈ 1, 2, . . . , l(m) suh that
xm, ym ∈ A(i)m
}
,
where
rm(xm, ym) =
{ 1
Nm
, if xm = ym
|ϕ(xm)−ϕ(ym)|
fpm
, otherwise.
Note that 1/Nm ≤ rm(xm, ym) ≤ 1.
Statement. d(x, y) is a metri on X .
Proof of the Statement. Clearly, d(x, y) is a symmetri funtion and d(x, y) =
0 if and only if x = y. Let us prove that for any x, y, z ∈ X , x = (x1, x2, . . .),
y = (y1, y2, . . .), z = (z1, z2, . . .) we have
d(x, y) ≤ d(x, z) + d(z, y) . (16)
If d(x, y) = 0 then (16) is trivial. Suppose d(x, y) > 0. Then there exists
m ∈ N suh that d(x, y) = rm(xm, ym)/(N0 . . . Nm−1). If there exists i ∈
1, 2, . . . , m− 1 suh that either zi 6= xi or zi 6= yi then (16) holds. Therefore
we an assume that for all i = 1, 2, . . . , m− 1 we have zi = xi = yi.
Suppose that for any j the elements xm, ym do not belong to A
(j)
m . It
follows that d(x, y) = 1/(N0 . . . Nm−1). On the other hand, either xm, zm or
ym, zm do not belong to the same set A
(j)
m . Hene (16) holds again.
Suppose xm and ym belong to the same set A
(j)
m . If zm /∈ A(j)m then (16)
holds. If zm ∈ A(j)m then
d(x, y) =
|ϕ(xm)− ϕ(ym)|
N0 . . . Nm−1fpm
≤ |ϕ(xm)− ϕ(zm)|
N0 . . . Nm−1fpm
+
|ϕ(zm)− ϕ(ym)|
N0 . . . Nm−1fpm
=
= d(x, z) + d(z, y) .
This ompletes the proof of the Statement.
Let us return to the proof of Theorem 3.1. Consider Hausdorff measure
H1 on X . Any elementary ylinder is a losed set therefore it is a Borel set
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in the metri spae (X, d). Hene the measure µ is ongruent to H1. We
laim that H1(X) = 1.
Consider the sets
C(a1, . . . , am) = {x = (x1, x2, . . .) ∈ X : x1 = a1, . . . , xm = am} .
Obviously, the spae X is partitioned into these sets. Hene H1(X) ≤ 1.
Let us prove that H1(X) ≥ 1. Suppose H1(X) = a < 1. Sine H1(X) =
limδ→0H
δ
1(X) = supδ>0H
δ
1(X) (see [24℄ for example) it follows that for any
ε > 0 there exists δ > 0 suh that
a− ε < Hδ1(X) ≤ a = H1(X) . (17)
Let ε0 = (1− a)/2 > 0. Using (17) and the definition of Hausdorff measure,
we obtain a overing of X by sets {Ui}, ri = diamUi, ri < δ = δ(ε0) suh
that
a− ε <∑
i
diamUi =
∑
i
ri < a+ ε . (18)
If a = 0 then the lefthand side of (18) is not really need.
If ri = 0 then the set Ui is a onepoint set, Ui = {pi}. Denote by P the
union of all onepoint sets Ui. In other words, P = ∪{i:ri=0}Ui = ∪i{pi}.
Clearly, there exists Ui does not belong to P . We shall onsider only these
sets Ui. Sine zero is a unique limit point of the set of distanes ofX it follows
that for any Ui there exist two points x, y ∈ Ui suh that ri = diamUi =
d(x, y). Let d(x, y) = rm(xm, ym)/(N0 . . . Nm−1). If there exists a number j,
j = j(i) suh that xm, ym ∈ A(j)m then put
Ci = {z = (z1, z2, . . .) ∈ X : z1 = x1, . . . , zm−1 = xm−1, zm ∈ A(j)m ∩[xm, ym]} .
(19)
If there is not suh A(j)m then we set
Ci = {z = (z1, z2, . . .) ∈ X : z1 = x1, . . . , zm−1 = xm−1} , (20)
Clearly, in both ases we have Ui ⊆ Ci and diamCi = diamUi. It follows
that Ci satisfy (18) and {{Ci}, P} is a partition of X .
Note that if Ci is given by (20) then Ci is an elementary ylinder. Let
Ci(a) = {z = (z1, z2, . . .) ∈ X : z1 = x1, . . . , zm−1 = xm−1, zm = a} .
Then Ci(a) is an elementary ylinder for all a, 0 ≤ a < Nm. If Ci is given by
(20) then Ci =
⊔
a∈A
(j)
m ∩[xm,ym]
Ci(a). Clearly, diamCi ≥ ∑a∈A(j)m ∩[xm,ym] diamCi(a).
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It follows that there exists a ountable overing of X by P and elementary
ylinders C ′i, r
′
i = diamC
′
i suh that∑
i
r′i ≤
∑
i
ri < a+ ε < 1 . (21)
Suppose C1 and C2 are two elementary ylinders. Then either C1, C2 are
disjoint or one of them ontains another. Therefore there exists a sub
overing C ′′i , r
′′
i = diamC
′′
i of the overing C
′
i suh that C
′′
i and P is a
partition of X by elementary ylinders and∑
i
r′′i ≤
∑
i
r′i < 1 . (22)
We have r′′i = µC
′′
i and
∑
i r
′′
i =
∑
i µC
′′
i = µ(X) = 1. This ontradits (22).
Hene H1(X) = 1.
Finally, we need to prove for almost all x ∈ X the following inequality
lim inf
n→∞
{n · f · d(T nx, x)} = 1 . (23)
By am(j) denote the maximal element of A
(j)
m . Let Bm =
⊔pm
j=1 am(j). We
have |Bm| = pm =
√
Nm. Let
B˜m = {x ∈ X : xm ∈ Bm} ⊆ X and B =
+∞⋂
n=1
+∞⋃
m≥n
B˜m .
Then µ(B˜m) = |Bm|/Nm = 1/pm. We have
∞∑
m=1
µ(B˜m) =
∞∑
m=1
1√
Nm
≤
∞∑
m=1
1
2m
<∞ , (24)
Using BorelCantelli Lemma, we get µB = 0.
Let us prove (23) for all x = (x1, x2, . . .), x /∈ B. If x /∈ B then there
exists M = M(x) suh that for all n ≥M we have xn /∈ Bn. We an assume
that M is a suffiiently large number. There exists a natural m0 suh that
N0 . . . Nm0 ≥M . Consider the inreasing sequene of natural numbers
S = {pm+1N0 . . . Nm}+∞m=m0 = {nm}+∞m=m0 .
Let x = (x1, x2, . . . , xm, xm+1, xm+2, . . .), where xm+1 belongs to some A
(j)
m+1.
Let also nm ∈ S. Then T nmx = (x1, . . . , xm, x˜m+1, x˜m+2, . . .), where x˜m+1, x˜m+2, . . .
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are numbers suh that xm+1, x˜m+1 belong to A
(j)
m+1 and |ϕ(xm+1)−ϕ(x˜m+1)| =
1. It follows that d(T nmx, x) = 1/(N0 . . . Nmfpm+1). Further,
nmf · d(T nmx, x) = pm+1N0 . . . Nmf 1
N0 . . . Nmfpm+1
= 1 . (25)
Hene for all x /∈ B we have Cf(x) ≤ 1.
Prove that for all x /∈ B the inverse inequality holds : Cf (x) ≥ 1. Let n be
a natural number suh that n ∈ [N0 . . . Nm, N0 . . . Nm+1) := Jm and m ≥ m0.
Note that nm belongs to Jm. If n = tN0 . . . Nm, 1 ≤ t < Nm+1 then T nx =
(x1, . . . , xm, x˜m+1, x˜m+2, . . .), where x˜m+1, x˜m+2, . . . are numbers. Suppose
x˜m+1 /∈ A(j)m+1 it follows that d(T nx, x) = 1/(N0 . . . Nm) and onsequently,
nfd(T nx, x) ≥ 1. If x˜m+1 ∈ A(j)m+1 then 1 = nmfd(T nmx, x) ≤ nfd(T nx, x).
Finally, suppose that n 6= tN0 . . . Nm, 1 ≤ t < Nm+1. In the ase T nx =
(x′1, . . . , x
′
m, x
′
m+1, x
′
m+2, . . .) and there exists i ∈ 1, 2, . . . , m suh that xi 6=
x′i. It follows that d(T
nx, x) ≥ 1/(N0 . . . Nm) and again nfd(T nx, x) ≥ 1.
Thus for any m ≥ m0 and an arbitrary n ∈ [N0 . . . Nm, N0 . . . Nm+1) we
have 1 ≤ nfd(T nx, x). Whene for any x /∈ B we obtain Cf(x) ≥ 1. This
ompletes the proof.
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