This report describes a study undertaken to compare quantitative gammaray spectral analyses of naturally occurring radioisotopes from borehole logs and from cores in the laboratory. Continuous logging was accomplished by centering selected energy windows on the 1.46 megaelectronvolts peak for potassium-40, 1.76-megaelectronvolt peak for uranium-238, and the 2.62 megaelectronvolt peak for thorium-232. In addition, a number of stationary spectra were obtained at depths corresponding to preselected core locations.
INTRODUCTION
Several authors (Conaway et al., 1980 and L^vborg et al., 1980) have published papers concerning the quantitative interpretation of gamma-ray spectral logging data. In this paper, the interpretation is based on the calculated effect of a single given horizontal layer containing homogeneously distributed radioisotopes on a cylindrical probe centered in a drill hole.
The purpose of this paper is to compare borehole radioisotope concentrations derived by this method to those determined in the laboratory from cores.
Continuous logs were run in addition to the stationary logs to help define layer thicknesses. This paper also illustrates that reasonable accuracy may be achieved by simple calibration procedures in combination with theoretically derived environmental corrections.
Field conditions, equipment, and procedures Granite Mountain No. 2 test borehole ( fig. 1 ) was drilled to a depth of 463 m (meters) with a diameter of 7.62 cm (centimeters). The borehole probe used to log the test hole was 48 mm (millimeters) in diameter, housing a 32 x 100-mm sodium-iodide crystal. To aid in energy calibration, a barium-133 test source was placed below the crystal. Field data were acquired with a 1,024 channel pulse-height spectral analyser and recorded on 7-tract digital magnetic tape. The probe was centered in the borehole. Stationary spectra were obtained for 500 seconds.
For the continuous log, probe speed was set at 3 meters per minute. Due to the equipment used, three separate logging runs had to be made, each with a different window. The windows were centered on the 1.46-MeV (megaelect ronvolt) peak for potassium-40, the 1.76-MeV peak for uranium-238, Stuckless et al., 1977) .
bismuth-214 daughter, and the 2.62-MeV peak for thorium-232, thallium-208 daughter. The probe was stopped periodically in the hole, and the equipment was manually recalibrated for drift, using the barium-133 peak obtained from the enclosed calibration source.
Calibration procedures
Calibration of the probe was accomplished by matching experimental data obtained from a point source placed at various distances from the probe to a theoretical curve calculated for geometric effects (Schimschal, 1980s) . In this calibration procedure, the point source is positioned at various distances from the crystal axis, and a number of measurements are made.
Theoretical values are then calculated for this experimental configuration.
The theoretical curve is multiplied by an instrument coefficient to obtain a best fit between the experimental and theoretical curves. This instrumentation coefficient corrects for the efficiency of conversion of incident gamma rays to the final electrical pulses. The instrumentation coefficient turns out to be a function of frequency (Schimschal, 1980b were performed to duplicate spectral envelopes obtained in the Grand Junction test pits with bucket models.
The probe was put into a plastic pipe, which was centrally located in a 20-liter plastic bucket. The bucket was filled with clean quartz sand. After placing a test source on the outside of the bucket, the shape of recorded spectrum resembled that obtained in the Grand Junction test pits. Energy calibration and spectral stripping or separation of signal from background of the field data were accomplished using a computer program. Part of this analysis for stationary spectra involves the matching of type spectra with field spectra. A detailed discussion of stripping ratio calculation is found in L^vborg et al. (1980) . Stripping ratios were obtained from bucket type spectra. Counts under the peak areas were fitted by a Gaussian distribution, summed, and converted to intensity, in picocuries (0.037 counts per second s 1 picocurie). Equation (1) An additional simplification to streamline data analysis was the assumption that for all stationary data plotted, the layer thickness was 90 cm. If the layer is actually thinner, an error will result.
The results of the data analysis were shown in The uranium plot (fig* 7) shows more scatter. This is interpreted as largely being due to disequilibrium and to a chemical redistribution of the easily soluble and transported uranium compounds (Stuckless et al., 1977) . In addition, there is a possibility that the distribution of uranium represented by core is not the same throughout a larger volume, is nonhomogeneous, or perhaps disseminated in small fractures.
The continuous logs were stripped using a computer program and the stripping ratios developed for the stationary spectra. The computer program first strips (or subtracts) from the field data the contribution from the thorium. The resulting log represents the contribution from the uranium and potassium. The potassium log is obtained by stripping the contributions of both thorium and uranium from the field data.
A section of a continuous log is displayed in figure 9 . A 7-point or 90-cm smoothing was applied to the original digitized data. The stationary spectra, the continuous log, and core data are plotted for comparison. Coincident points on this log applies to points where laboratory core data and stationary spectra coincide.
CONCLUSIONS
The results of this study indicate that, for improved accuracy in and subsequently improved layer definition, a calculation for each individual layer adequately represented on the continuous log could be Justified. Even with the simplifying assumptions used in this study, reasonably accurate estimates of radioisotope concentrations can be obtained.
