Paraphrasing Gunnar Carlsson [3] : for obtaining qualitative information and reducing dependance on measures and distances, "we are forced to make functorial geometric constructions and analyze their behaviour on maps even to obtain information about single point clouds". We share this view that functorial properties of persistent homology is fundamental in topological data analysis.
Abstract. Paraphrasing Gunnar Carlsson [3] : for obtaining qualitative information and reducing dependance on measures and distances, "we are forced to make functorial geometric constructions and analyze their behaviour on maps even to obtain information about single point clouds". We share this view that functorial properties of persistent homology is fundamental in topological data analysis.
The aim of this article is to describe a new perspective on functoriality of persistent homology and explain its intrinsic symmetry that is often overlooked. To describe and encode this symmetry, we study various category structures on data sets. A data set for us is a finite collection of functions, called measurements, with a finite domain. Such a data set has a lot of internal symmetries which are effectively captured by the action of a set of the domain endomorphisms. Different choices of the set of endomorphisms encode different symmetries of the data set. This flexibility is important in applications. For example in data sets that represent images, we might need to focus on rotational symmetries and ignore translational symmetries. In this article we describe various category structures on such enriched data sets and prove some of their properties such as decompositions and morphism formations. We also describe a data structure, based on coloured directed graphs, which is convenient to encode the mentioned enrichment.
Our fundamental discovery presented in this paper is that persistent homology preserves only some aspects of these landscapes of enriched data sets however not all. In other words persistent homology is not a functor on the entire category of enriched data sets. Nevertheless we show that persistent homology is functorial locally. We use the concept of equivariant operators, recently introduced by Frosini et al. [1, 2] , to capture some of the information missed by persistent homology.
Introduction
In this article we give an answer to the question: what is persistent homology a functor of? Data sets considered in this article are given by finite sets of functions on a finite set X with real values. There are several important consequences of data sets having this form. For example, it endows X with a pseudometric, enabling us to extract non-trivial homological information in form of persistent homology, the key invariant studied in this article. A single measurement does not contain any higher non-trivial homological information. Sets of measurements however do. Thus it is essential that measurements, on a given set X, are grouped together to form various data sets. In this case persistent homology becomes a non-expansive (1-Lipschitz) function P H Φ d : Φ → Tame([0, ∞) × R, Vect), assigning to each measurement in the data set Φ a tame vector spaces parametrized by [0, ∞) × R.
The persistent homology is not simply a function. A data set Φ is equipped with an action of the monoid of its operations End Φ (X). This action gives the set Φ a structure of Grothendieck graph. Persistent homology turns out to be a functor indexed by this graph. Thus not only persistent homology can be assigned to individual measurements in a data, but operations can be used to compare persistent homologies of different measurements. That is what we call local functorial properties of persistent homology.
Persistent homology has also certain global functorial properties. There are various ways of representing data in form of sets of measurements, we might choose different units or different parametrizations of a domain of measurements, or we might need to focus only on certain operations such as rotations. Furthermore, same measurements might be part of different data sets. These are some of the reasons why it is essential to be able to compare data sets equipped with different structures. For that purpose we introduce the notion of incarnations of data sets to encode different actions, and SEOs to compare incarnations. If a SEO is geometric, then there is a comparison map between persistent homologies of the incarnations connected by the SEO. However if a SEO is not geometric, such as the change of units SEO, there is no direct comparison of persistent homologies of the involved incarnations. Such SEOs therefore exhibit diverse homological features of data sets.
Data sets
For us a data set, which we regard as a point in the data landscape, is given by a finite set of real valued measurements on some finite set X:
The most fundamental aspect of a data set Φ is that it is a set. All such data sets, for all different sets X, form a category with functions as morphisms. This is the most primitive landscape of data sets. The nature of our data sets however can be used to impose more intricate structures and more meaningful landscapes. This is reminiscent of the case of groups. The most fundamental aspect of a group is that it is a set. However the category whose morphisms are group homomorphism is a much more meaningful landscape in which to study relations between groups. To understand relations between topological groups, the category with continuous group homomorphisms provides an even more meaningful landscape.
In this most primitive landscape however we can already perform products and coproducts. Let φ : X → R and ψ : Y → R be functions. Define φ+ψ : X Y → R to be the function that maps x in X to φ(x) and y in Y to ψ(y). The coproduct of two data sets Φ and Ψ, denoted by Φ Ψ, is defined to be the data set given by the measurements {φ + 0 | φ ∈ Φ} ∪ {0 + ψ | ψ ∈ Ψ} on X Y . Their product, denoted by Φ×Ψ, is defined to be the data set given by the measurements
satisfy the following universal properties, which justify the names coproduct and product:
• for any data set Π, and any two functions α : Φ → Π and β : Ψ → Π, there is a unique function µ : Φ Ψ → Π for which µ in Φ = α and µ in Ψ = β; • for any data set Π, and any two functions α : Π → Φ and β : Π → Ψ, there is a unique function µ :
two data sets {1, 2} and {−1, 1} given by the constant functions −1, 1, 2 : X → R, and a function α : {1, 2} → {−1, 1} mapping 1 to −1 and 2 to 1.
Consequently, for that f there is no functor assigning to a data set Φ its change
Changing the units along any function preserves products and coproducts i.e.,
Let f : Y → X be a function. By composing f with measurments in a data set Φ, we obtain a new data set Φf := {φf | φ ∈ Φ} called domain change along f . The symbol −f : Φ → Φf denotes the function that maps φ to φf . It preserves products and coproducts.
Metrics and persistent homology
We can think about a data set Φ as a subset Φ ⊂ R |X| . Via this inclusion Φ inherits a metric induced by the infinity norm v ∞ = max{|v i |} on R |X| . We use the symbol φ − ψ ∞ to denote the distance between φ and ψ in Φ. The considered data sets are not just sets anymore but metric spaces. Therefore non-expansive (1-Lipschitz) functions between data sets play a special role. For example, let f : R → R be a function. If f is non-expansive, then so is the change of units along f , f − : Φ → f Φ, that maps φ to f φ. The domain change −h : Φ → Φh is non-expansive along any h.
By taking all the measurements of Φ together, we get a function [φ 1 · · · φ m ] : X → R m . Via this function X inherits a pseudometric d Φ induced by the infinity norm on R m . Explicitly d Φ (x, y) := max 1≤i≤m |φ i (x) − φ i (y)|. This metric plays a fundamental role as it permits us to extract persistent homologies (see [4, 7] ). In this article, persistent homology of a data set Φ with coefficients in a field and in a given degree d assigns a vector space P H Φ d (φ) r,s to each measurment φ in Φ, for every (r, s) in [0, ∞) × R, and it is defined as:
is the Vietoris-Rips complex whose simplices are given by the subsets σ ⊂ (φ ≤ s) of diameter not exceeding r with respect to d Φ ; • H d is the homology in degree d with coefficients in a given field. If s ≤ s and r ≤ r , then (φ ≤ s) ⊂ (φ ≤ s ), and hence VR r (φ ≤ s) ⊂ VR r (φ ≤ s ). The linear function induced on homology by this inclusion is denoted by:
is tame (see [10] ). This means that values of P H Φ d (φ) are finite dimensional, and there are two finite sequences 0 = r 0 < r 1 < · · · < r m in [0, ∞) and
The category of such functors is denoted by Tame([0, ∞) × R, Vect). Thus a data set Φ leads to a function assigning to each measurement φ its persistent homology in a given degree:
. Next, recall a definition of a so called interleaving metric in the direction of the vector (0, 1) on Tame([0, ∞) × R, Vect) (see [8] ). Let P and Q be in Tame([0, ∞) × R, Vect).
• P and Q are -interleaved if, for all (r, s) in [0, ∞) × R, there are linear functions f s,r : P r,s → Q r,s+ and g s,r : Q r,s → P r,s+ making the following diagram commutative:
Vect) called interleaving metric in the direction of the vector (0, 1).
Proposition. The persistent homology function P H
is equipped with the interleaving metric in the direction of the vector (0, 1).
Proof. Let φ, ψ : X → R be measurements in Φ and = φ − ψ ∞ . For every s in R, the sublevel set φ ≤ s is a subset of ψ ≤ s + , and ψ ≤ s is a subset of
. We can then consider the functions f s,r :
A measurment φ : X → R can be part of many data sets and its persistent homology depends on what data set this function is part of. For example, let X = {x 1 , x 2 , x 3 , x 4 } and φ, ψ : X → R be measurements defined as follows:
The measurement φ is part of two data sets Φ = {φ} and Ψ = {φ, ψ}. The induced pseudometrics d Φ and d Ψ on X can be depicted by the following diagrams where the continuous, dashed, and dotted lines indicate distance 0, 1 and 2 respectively:
In this case P H Φ 1 (φ) r,s = 0 for all r and s, however:
To understand persistent homology, it is therefore paramount to understand how it changes when data sets change and here functoriality plays an essential role.
Let Φ and Ψ be data sets consisting of measurements on X and Y respectively. A function α : Φ → Ψ is called geometric if there is a function f : Y → X, called a realization of α, making the following diagram commutative for every φ in Φ:
For example −f : Φ → Φf is geometric, as it is realized by f .
The commutativity of the triangle above has two consequences: f is non-expansive with respect to the pseudometrics d Φ on X and d Ψ on Y , and for s in
i.e., the following diagram commutes:
The realization f induces therefore a map of Vietoris-Rips complexes and their homologies:
If f, f : Y → X are two realizations of α, then for y in Y , d Φ (f (y), f (y)) = 0, implying f r,s and f r,s are homotopic for all r and s. Consequently, H d (f r,s ) = H d (f r,s ). The linear function H d (f r,s ) depends therefore on α and not on the choice of its realization f . We denote this function by:
These functions are natural in r and s and induce a morphism in Tame([0, ∞) × R, Vect) between persistent homologies:
. If α : Φ → Ψ and β : Ψ → Ξ are geometric functions realized by f : Y → X and g : Z → Y , then the composition βα : Φ → Ξ is also geometric, and realized by
, that assures the commutativity of:
For any α : Φ → Ψ, taking persistent homology leads to two functions on Φ:
These functions rarely coincide. However, when α is geometric, we can use the
to compare the values of these two functions on Φ. For non-geometric α, we are not equipped with such comparison morphisms and there is no reason for such a comparison to even exist. For example, consider the unit change along the function f :
d encodes information about super-level sets of the measurements. These persistent homologies encode therefore the same information as a so called extended persistence (see [5, 9] ).
Actions
To describe symmetries of a data set Φ, we consider operations on X that converts measurements into measurements. By definition a Φ-operation is a function g : X → X such that, for every measurement φ in Φ, the composition φg also belongs to Φ. If g : X → X is such an operation, then, for all φ and ψ in Φ:
Thus the function −g : Φ → Φ that maps φ to φg is non-expansive.
The composition of Φ-operations is again a Φ-operation, and the identity function id X is also a Φ-operation. In this way the set of Φ-operations with the composition becomes a unitary monoid, called the structure monoid of Φ, and denoted by:
With the composition operation, Aut Φ (X) becomes a group for which the inclusion
A data set Φ is equipped with an associative right action:
Thus Φ is not just a set, but a set with an action of the monoid End Φ (X). To encode the symmetries of Φ induced by this action, we consider its incarnations. A monoid incarnation (Φ, M, I) is called a group incarnation if M is a group. The incarnation (Φ, id AutΦ(X) ) is an example of a group incarnation called universal. Let (Φ, M, I) be an incarnation for which I(g) is a bijection for all g in M . Such incarnations are called group-like. In this case the finiteness implies that the monoid I is in fact a subgroup of Aut Φ (X). Thus any group-like incarnation (Φ, M, I) leads to a group incarnation (Φ, I ).
Let (Φ, M, I) be an incarnation. For a subset Ω ⊂ Φ, the symbol ΩM denotes the set of all the measurements in Φ which either belong to Ω or are of the form ωI(g 1 ) · · · I(g k ), for some ω in Ω and some sequence of elements g 1 , . . . g k in M . If M is a monoid, then any element in ΩM is of the form ωI(g) for some ω in Ω and g in M . Note that ΩM = Ω M . If ΩM = Φ, then Ω is said to generate the incarnation (Φ, M, I).
If ψ belongs to {φ}M , then ψ is said to be a deformation of φ. 
Proposition.
(1) Every incarnation has a basis. Since Ω is independent, we would obtain a contradiction to the maximality assumption about ΩM , and thus the claim holds.
(2): Let ω be in Ω. Since ΩM = Φ = Ω M , there is ω in Ω such that ω ∈ {ω }M .
Let ω 1 in Ω be such that ω ∈ {ω 1 }M . Then ω ∈ {ω }M ⊂ {ω 1 }M , and hence ω = ω 1 by the independence of Ω. The desired bijection is then given by ω → ω .
According to Proposition 4.1, any two bases of an incarnation have the same number of elements. We define the dimension of an incarnation to be the cardinality of its bases. For example a transitive group incarnation is of dimension 1. In fact for a transitive group incarnation any single measurement forms a basis. More generally, the dimension of a group incarnation (Φ, M, I) equals the cardinality of Φ/M . In this case Ω ⊂ Φ is a basis if and only if, for every block Ψ in Φ/M , the intersection Ω ∩ Ψ has only one element. Since being a basis depends only on the monoid M , the dimension of a group-like incarnation (Φ, M, I) equals also the cardinality of Φ/M , and similarly a subset Ω ⊂ Φ is a basis if and only if, for every block Ψ in the partition Φ/M , the intersection Ω ∩ Ψ has only one element.
The dimension of a transitive monoid incarnation which is not group-like can be bigger than 1. For example, consider a set X = {x 1 , x 2 , x 3 } and functions φ 1 , φ 2 , φ 3 : X → R and g 1 , g 2 , g 3 : X → X defined as follows:
The compositions g i g j and φ i g j are described by the following tables:
Thus the functions g 1 , g 2 , and g 3 are Φ := {φ 1 , φ 2 , φ 3 }-operations. Furthermore the subset M := {id, g 1 , g 2 , g 3 } ⊂ End Φ (X) is a submonoid. The incarnation (Φ, M ) is a transitive monoid incarnation. Since the set {φ 1 , φ 3 } is independent and generates (Φ, M ), it is a basis. Thus (Φ, M ) is an example of a transitive monoid incarnation of dimension 2. 
Nirvana
are SEOs, then (α 1 α 0 , T 1 T 0 ) is a SEO. Furthermore (id, id) is also a SEO. The composition of SEOs is an associative operation and defines a category structure on the collection of data set incarnations with SEOs as morphisms. This category is called Nirvana. Proof. Assume T = T and α(ω) = α (ω) for any ω in Ω. Since Ω generates (Φ, M, I), any element in Φ is of the form φ = ωI(g 1 ) · · · I(g k ) for some ω in Ω and a sequence g 1 , . . . , g k of elements in M . The assumption and the fact that (α, T ) and (α , T ) are SEOs, imply: α(φ) = α(ωI(g 1 ) · · · I(g k )) = α(ω)J(T (g 1 )) · · · J(T (g k )) = = α (ω)J(T (g 1 )) · · · J(T (g k )) = α (ωI(g 1 ) · · · I(g k )) = α (φ).
Consequently α = α .
According to Proposition 5.1, a SEO is determined by what it does on a basis of the domain. This is analogous to a linear map between vector spaces being determined by its values on a basis. However unlike for linear maps, we can not map freely elements of a basis of an incarnation to obtain a SEO. To get a SEO certain relations have to be preserved. Let (Φ, M, I) be an incarnation. A relation between measurements φ and ψ in Φ is by definition a pair of sequences ((g 1 , . . . , g k ), (h 1 , . . . , h l )) of elements in M for which the following equality holds: φI(g 1 ) · · · I(g k ) = ψI(h 1 ) · · · I(h l ). (1) Assume that for every relation ((g 1 , . . . , g k ), (h 1 , . . . , h l )) between any two elements ω, ω in Ω, the pair ((T (g 1 ), . . . , T (g k )), (T (h 1 ), . . . , T (h l ))) is a relation between α(ω) and α(ω ) in Ψ. Under this assumption, there is a unique SEO (α, T ) : (Φ, M ) → (Ψ, N ) for which the restriction of α : Φ → Ψ to Ω is α. Proof. Since the proofs are analogous, we illustrate only how to show statement (2) . For every φ ∈ Φ, there exist (not necessarily unique) ω in Ω and g in M such that φ = ωI(g). The assumption implies that the expression α(ω)J(T (g)) depends on φ and not on the choices of ω and I(g) for which φ = ωI(g). Thus by mapping φ in Φ to α(ω)J(T (g)) in Ψ, we obtain a well defined function also denoted by can be identified with the subset of all the elements in Ψ whose isotropy group contains T (M ω ).
Burnside-Nirvana
Throughout this section we are going to fix a set M . Let M -Nirvana denote the subcategory of Nirvana whose objects are M -incarnations of data sets and whose morphisms are SEOs of the form (α, id M ). An object in this category, given by an incarnation (Φ, M, I), is simply denoted as Φ, and a morphim, given by a SEO (α, id M ), as α.
Let Φ and Ψ be data sets. Consider their coproduct Φ Ψ and their product Φ × Ψ (see Section 2). If g : X → X is a Φ-operation and h : Y → Y is a Ψoperation, then the function g h : X Y → X Y is both Φ Ψ-operation and Φ × Ψ-operation. Thus by mapping (g, h) to g h, we obtain two monoid homomorphisms called standard inclusions:
Let Φ and Ψ be M -incarnations given by I : M → End Φ (X) and J : M → End Ψ (Y ). By composing (I, J) : M → End Φ (X) × End Ψ (Y ) with the standard inclusions above we obtain two M -incarnations Φ Ψ and Φ×Ψ called respectively the coproduct and the product of Φ and Ψ. Functions in the following diagram (see Section 2) are morphisms in M -Nirvana:
These SEOs satisfy the following universal properties:
• for any two morphisms α : Φ → Π and β : Ψ → Π in M -Nirvana, there is a unique morphism µ : Φ Ψ → Π for which µ in Φ = α and µ in Ψ = β; • for any two morphisms α : Π → Φ and β : Π → Ψ in M -Nirvana, there is a unique morphism µ : Π → Φ × Ψ for which pr Φ µ = α and pr Ψ µ = β. This means that the forgetful functor, disregarding the action of M and assigning to an object Φ in M -Nirvana the data set Φ, commutes with coproducts and products.
Let Φ be an object in M -Nirvana. Consider its partition Φ/M and the objects in M -Nirvana represented by the transitive M -incarnations of the blocks of the partition Φ/M . For every block Ψ in Φ/M , the inclusion Ψ ⊂ Φ is a morphism in M -Nirvana. By the universal property of the coproduct, there is a unique morphism Ψ∈Φ/M Ψ → Φ whose composition with in Ψ : Ψ → Ψ∈Φ/M Ψ is the inclusion Ψ ⊂ Φ for every Ψ in Φ/M . Since this function is a bijection, we obtain:
Grothendieck graphs
In this section we explain a convenient data structure to encode incarnations of data sets.
A Grothendieck graph is a triple (V, M, E) consisting of a finite set V whose elements are called vertices, a finite set M whose elements are called colors or operations, and a subset E ⊂ V × M × V whose elements are called edges, such that, for every vertex v in V , the following composition is a bijection:
pr M This condition assures that, for every v in V and g in M , there is a unique element in V , denoted by vg, such that (v, g, vg) is an edge in E. For example let (Φ, M, I) be an incarnation of a data set Φ. Define:
Then the triple (Φ, M, E Φ,M,I ) is a Grothendieck graph. We think about this graph as a convenient data structure representing the incarnation (Φ, M, I). is a morphism between the associated Grothendieck graphs. By assigning to a SEO (α, T ) the graph morphism given by the same pair (α, T ), we obtain a fully faithful functor from Nirvana to GGraph.
Grothendieck graphs can also be used to encode pseudometric information on incarnations. A pseudmetric on a Grothendieck graph (V, M, E) is a pseudometric d on V such that d(v, w) ≥ d(vg, wg) for all v and w in V , and g in M . For example, the pseudometric φ − ψ ∞ on Φ is a pseudometric on the graph (Φ, M, E Φ,M,I ).
A Grothendieck graph (V, M, E) is said to be compatible with a monoid structure on M if (v, 1, v) is in E, and whenever (v 0 , g 0 , v 1 ) and (v 1 , g 1 , v 2 ) belong to E, then so does (v 0 , g 1 g 0 , v 2 ). In this case the composition operation given by the association (v 0 , g 0 , v 1 )(v 1 , g 1 , v 2 ) → (v 0 , g 1 g 0 , v 2 ) defines a category structure, denoted by Gr M V , with V as the set of objects and E as the set of morphisms. This category is a familiar Grothendieck construction [6, 11] . For example, the Grothendieck graph associated with a monoid incarnation (Φ, M, I) is compatible with the monoid structure on M . We think about Gr M Φ as an additional structure on the data set Φ: objects are the measurements in Φ, morphisms are triples (φ, g, φI(g)), where φ is in Φ, g is in M , and the composition of (φ, g, φI(g)) and (φI(g), h, φI(g)I(h)) is given by (φ, gh, φI(gh)).
A contravariant functor indexed by a Grothendieck graph (V, M, E) with values in a category C, denoted as P : (V, M, E) → C, is by definition a sequence of objects {P (v) | v ∈ V } and morphisms {P (v 0 , g, v 1 ) : P (v 1 ) → P (v 0 ) | (v 0 , g, v 1 ) ∈ E} in C subject to: if (v 0 , g 0 , v 1 ), (v 1 , g 1 , v 2 ), and (v 0 , h, v 2 ) are edges in E, then P (v 2 , h, v 0 ) = P (v 2 , g 1 , v 1 )P (v 1 , g 0 , v 0 ). If (V, M, E) is compatible with a monoid structure on M , then a contravariant functor indexed by (V, M, E) is simply a contravariant functor indexed by the category Gr M V .
Let (Φ, M, I) be an incarnation of a data set Φ consisting of measurements on X, and (Φ, M, E Φ,M,I ) be the associated Grothendieck graph. For every g in M , the function −I(g) : Φ → Φ, mapping φ to φI(g), is geometric and realized by I(g) : X → X (see Section 3). Persistent homology leads therefore to the following collections of objects and morphisms in Tame([0, ∞) × R, Vect) as explained in Section 3: {P (α(v)) | v ∈ V } and {P (w 0 , g, w 1 ) : P (α(w 1 )) → P (α(w 0 )) | (w 0 , g, w 1 ) ∈ F } . 
Conclusions
In the following figure we give a graphical representation of some of the concepts introduced in this article. Data sets can be equipped with three structures: a pseudometric, an incarnation describing an action, and a Grothendieck graph.
