Abstract -Variational approach to statistical evaluation of a maximum likelihood state in a nonlinear dynamic system is proposed. Mathematical justification of the approach and comparison with the direct methods showed its advantages concerning the obtained estimates, accuracy, and computational efficiency. Numerical examples of autonomous orbit determination according to navigational data are considered.
I. INTRODUCTION
Routine methods of orbit determination use the direct conditions of the maximum likelihood method (MLM) and implicate the joint processing of measuring data for a complete sample via the computation of first-order ballistic derivatives [1] - [5] , [10] - [12] . Appropriate improvements are investigated thoroughly enough. The use of second-order derivatives improves the convergence and conditionality, though this essentially increases intensity of computations [13] , [14] . Variatonal approach to statistical estimation is an effective alternative [6] - [9] . The main point of the investigation is the substantiation and use of variational necessary conditions of optimality. The development of variational technology will allow considering the multi-point problems of optimal control and the navigational estimation problems within the common context and use similar methods.
The aim of the current research is the justification of a variational variant of MLM. New mathematical basics of navigational algorithms are also considered in the paper.
II. PROBLEM DEFINITION Task 1. Let object dynamics be described via the following vectorial differential equation: t . Then we get the following measuring model: Our aim is to determine estimates of the vectors 0
x and c providing minimum for the functional:
where We see that functional (3) is nothing else than a logarithmic likelihood function.
We assume that the observability conditions [3] hold.
III. VARIATIONAL CONDITIONS OF OPTIMALITY
To define functional (3) in an integral form we introduce the function 
is an impulse -function.
The additional vector
allow defining the state space. Moreover, task 2 for the
substitutes for task 1. Task 2. Under the conditions of:
an optimal estimate 0 z is to be evaluated. The following necessary conditions of optimality for the estimate 0 z were obtained via the well-known procedures of variational calculus.
Theorem. Optimal estimate 0 z for task 2 and the corresponding optimal trajectory ) , ( 0 t z z establish a solution for a two-point boundary problem defined via the following canonical system doi: 10.2478/itms-2013-0003
under boundary conditions 0
Hence, the task can be regarded as a two-point boundary problem with an additional condition for the conjugate vector ) (t  .
Recall that similar conditions hold for the optimal control problems with constrained state variables.
The obtained necessary conditions of optimality can be easily adjusted for a concrete variant of an estimation problem and for a given probability distribution of errors.
For the most common case of normal distribution ) , 0 ( x of the initial state
Using the conditions of the theorem for estimates 0 x and c we get the following boundary problem:
Assuming correlation matrices in (10) and (11) to be a unit we obtain conditions for the varianional least squares methods.
IV. COMPARISON OF DIRECT AND VARIATIONAL
APPROACHES TO ESTIMATION 1. Let us consider a task of initial state estimation for 0 x q  and the normal distribution of errors. In this case, the direct conditions of MLM are described via the system of normal equations
is a normalized fundamental matrix of the equation
obtained via the linearization of system (1). Using linearity of the conjugate system we get variational optimality conditions for estimates (10)
is a normalized fundamental matrix of the homogeneous conjugate system
Using the well-known properties of fundamental matrices of linear conjugate systems we can state (see [8] ) the following equality:
. Taking into account (12) and (13) 
Now we see that variational conditions (13) hold only if the direct conditions (12) also hold. Hence, the estimates received for the both forms of optimality conditions will be equal.
2. Now let us compare calculation processes under the assumption that the Newton's method is used in both cases.
For the direct approach to a solution of equation (12) we have
Calculation of the matrix q f   in (15) can be carried out in two ways. The first one gives an approximate solution [1] - [4] , [11] , [12] . It ignores dependencies of q x i   and (12); thus, only the dependencies on i  and q are taken into account. In this case
The second way provides strict values of q f   according to j t [13] , [14] 
The elements of the n n  matrix ] [ are elements of the inverse correlation matrix
It is obvious that a more strict evaluation of the matrix q f   results in extension of a convergence area and raises the rate of convergence. Furthermore, if the matrix R is illconditioned then the use of (17) allows improving the conditionality (see [13] ). However, the calculation of secondorder derivatives implies computational complexity of greater order.
Variational approach to estimation comes to search of roots of equation (13) . Thus, the computational scheme of the Newton's method is
However, the vectorial functions ) , ( T q  and ) , ( T q f should meet the constraint (14) .
The vector ) , ( 0 T q f is small for a good initial approximation 0 q . Hence, the following approximate equality follows from (14)
Combining (14), (19), and (18), we approximately come to a computational scheme (15), where it is possible to obtain q f   taking into account second-order derivatives of measuring values with respect to estimated parameters. Therefore, in terms of conditionality, convergence rate and area, the variational algorithms are not worse than direct ones using both the first-order and the second-order derivatives. Since the variational schemes do not need the computation of derivatives, an evident computational effect is granted. The fulfilled analysis and experiments confirmed that the computation speed of these algorithms was comparable with (and in many cases exceeded) the speed of the routine direct algorithms using only the first-order derivatives (16). Another advantage of variational estimation algorithms relates to simplicity of software.
V. ACCURACY OF OPTIMAL ESTIMATES The accuracy of optimal estimates can be expressed via the correlation matrix q K . It is desirable to evaluate q K through numerical computation of optimal estimations of the vector q without difficult additional calculations. Rao-Cramer's inequality provides the following approximation ) / (
where
W is a likelihood function;
q is an estimation obtained via MLM. Equality (19) is faithfully exact for the optimal estimations. Thus, using (20) and taking into account (19) we get the following formula for the calculation of q K ) , ( ) , (
The last formula is convenient for practical computing. The 
VI. ORBIT DETERMINATION BY MEASURING RESULTS
Let us consider the application of MLM to statistical orbit determination by measuring current navigational parameters of motion of an artificial satellite. The measurements can be made at ground-based stations or on board.
Let us consider the equations of motion. We assume that the flight takes place in the normal gravitational field of the Earth (its oblateness is taken into account) at the enough altitude to make the influence of the atmosphere negligibly small. Here we use the absolute geocentric equatorial coordinate system providing equations convenient for programming [4] . ; ; ; 
where S is the ballistic coefficient of a satellite depending on its mass, geometric and aerodynamic characteristics;
 is an atmosphere density depending on the altitude (standard models can be used); отн V is a velocity vector with respect to an approach flow (it is assumed that the atmosphere rotates with an angular
Here we get the conjugate system ; ) ( 
The function ) , ( t x  depends on the compound of measurements.
One more differential equation and boundary conditions should be added to (23) and (24) for obtaining the object initial state vector and the ballistic coefficient according to (11) :
The analysis proved that an account of the air drag and the oblateness of the Earth in (24) did not result in an essential change in a problem solution. Hence, in many cases the following system can substitute for (24) 
VII. OUTCOMES OF EXPERIMENTS
The numerical results given below illustrate the use of the variational approach to orbit determination.
Computations were performed for a satellite in orbit of the altitude h=1000 km and the eccentricity e=0.003. The measurements of a current position were simulated at a given time interval with the fixed step of
. A random number generator was used for the calculation of errors fitting the normal distribution.
The received sample was regarded as a result of direct measurements through ground-based navigational facilities. The variational MLM method was used for data processing. The strict Newton's method and its simplified modification were applied to a boundary problem (23)-(25).
The considered variants of maximal measurement errors are enumerated in Table I .
The main goal of the numerical experiments was to investigate the convergence of the proposed estimating algorithms and the influence of errors upon the accuracy of estimates as compared with the "strict" values. The initial approximations 0 0
x were chosen rather rough for examination of a convergence area. They differed from 0 x by 500 km in coordinates and by 0.5 km/s in velocity projections. The iterations ended at r  <1 m and V  <1 cm/s. The experiments under these conditions showed that the strict Newton's method converged in 2 iterations on average. The speed of calculation rose up to 15% in comparison with the traditional direct MLM of first-order derivatives as the number of measurements increased. For the modified Newton's method the calculation time was half as large.
Typical stick-slip behaviour of conjugate variables corresponding to position and velocity vectors at integration of (24) is shown in Fig. 1 and Fig. 2 . We can see that the functions definitely meet zero boundary conditions.
The dependencies of the results upon the sample size are shown in Fig. 3-6 .
Mean square deviations of estimates are presented in Fig. 3 and Fig. 4 , respectively.
Absolute errors (absolute differences from the "right" values) of position and velocity coordinates are presented in Fig. 5 and Fig. 6 .
VIII. CONCLUSION
The variational MLM is an efficient addition to routine estimation methods to be applied to state determination in nonlinear dynamic systems and to navigational determination of motion parameters for spacecraft, in particular. Computational benefits of the proposed algorithms become apparent when the dimension of parameters and the number of observations grow, initial approximations become rough, etc. These algorithms can be applied independently or with direct (traditional) MLM to computation check, especially to reliable mass on-line estimations. They can be also used for the synthesis of measurement programs and for testing approximate algorithms.
Nowadays, variational MLM is developed rather intensively. New results were obtained in complex and additive estimation, in nonlinear dynamic filtration, sensitivity, measurement planning, etc. The details were omitted because of space limitation. 
