Abstract In this paper, we consider the existence of nodal solutions with two bubbles to the slightly subcritical problem with the fractional Laplacian
Introduction
This paper is devoted to the problem involving Fractional Laplacian where Ω is a smooth bounded domain in R N , N > 2s, 0 < s < 1, p = N +2s N −2s and ε > 0 is a small parameter, (−∆) s stands for the fractional Laplacian operator.
The fractional Laplacian appears in physics, biological modeling, probability and mathematical finance, which is a nonlocal operator. Therefore it is difficult to handle and has attracted much attention in recent years. Importantly, Caffarelli, Silvestre [2] developed an extension method to transform the nonlocal problem into a local one, which helps to study the fractional Laplacian by purely local arguments.
By using their extension, many authors studied the existence of solutions to problem (−∆) s u = f (u) with f : R N → R. For example, when s = the existence of nodal solutions with four bubbles in a smooth bounded domain Ω. When Ω is a ball, they also proved the nodal with three bubbles in [15] .
In this paper, we are interested in the existence of nodal solutions which blow-up and concentrate at two different points of the domain Ω.
In order to state our result, we introduce some well known notations. Let G be the Green's function of (−∆) s in Ω with Dirichlet boundary conditions, that is, G satisfies which will play a crucial role in our analysis.
Theorem 1.1. Suppose that 0 < s < 1 and N > 2s, then there exists a small number ε 0 > 0 such that for 0 < ε < ε 0 , problem (1.1) has a pair of solutions u ε and −u ε . As ε goes to zero, u ε blows up positively at a point σ finite dimensional reduced functional corresponding to critical points of the energy function of problem (1.1). The reduced functional is given in terms of the Green's and Robin's functions. In subcritical case, the role of Green's and Robin's functions in the concentration phenomena associated to the critical exponent has already been considered in several works, see [7, 8, 9, 5] and [10, 11] . The proofs here borrow ideas of the above mentioned works.
This paper is organized as follows. In section 2, we present some definitions and the basic properties of the fractional Laplacian in bounded domains and in the whole R N . Section 3 is devoted to developing the analytical tools toward the main results. Moreover, nodal solutions are constructed by the LyapunovSchmidt reduction method. Finally, in the Appendix, some necessary estimates for the construction of the nodal solutions are exhibited.
Preliminary
In this section we review some basic definitions and properties of the fractional Laplacian. We refer to [16, 3, 17, 18, 19, 20, 21] for the details.
Let Ω be a smooth bounded domain in R N . We define (−∆) s through the spectral decomposition using the powers of the eigenvalues of the Laplacian operator −∆ in Ω.
denote the eigenvalues and eigenfunctions of −∆ in Ω with zero Dirichlet boundary condition,
The fractional Laplacian is well defined in the fractional Sobolev space H s 0 (Ω),
which is a Hilbert space whose inner product is defined by
Moreover, we define fractional Laplacian (−∆)
Note that by the above definitions, we have the following expression for the inner product:
We will recall an equivalent definition based on an extension problem introduced by Caffarelli and
Silvestre [2] . For the sake of simplicity, we denote Ω × (0, ∞) by C and its lateral boundary ∂Ω × (0, ∞) by
where Ω is either a smooth bounded domain or R N . If Ω is a smooth bounded domain, the function
with respect to the norm
where t > 0 represents the last variable in R N +1 and k s is a normalization constant (see [21, 5] ). This is a Hilbert space endowed with the following inner product
Moreover, in the entire space, we define D
) with respect to the
). We know that if Ω is a smooth bounded domain, then
It also holds that
).
Now we consider the harmonic extension problem. For some given functions
as a unique solution. The relevance of the extension function U is that it is related to the fractional Laplacian of the original function u through the formula
where k s > 0 depends on N and s (see [2] and [17] for the entire and bounded domain case, respectively).
By the above extension, the problem (1.1) is transformed into its equivalence problem
In a completely analogous extension procedure, the Green's function G of the fractional Laplacian (−∆) s defined in (1.3) can be regarded as the trace of the solution G C (z, y) (z = (x, t) ∈ C, y ∈ Ω) for the following extended Dirichlet-Neumann problem
then we have the following expression
where u = tr| Ω×{0} U .
Green's function G C can be partitioned to the singular part and the regular part on C. For the singular part of the Green's function G C , it can be given by 10) where c N,s is defined in (1.4), and G R N +1 + solves the problem
for y ∈ R N . The regular part can be seen as the unique solution to
Then we have
Next we present the Sharp Sobolev and trace inequalities (see [5, 22] ). Given any λ > 0 and ξ ∈ R N , here
is an explicit family of solutions to 13) where a N,s > 0 (see [23, 24, 25] for details). Then the sharp Sobolev inequality from [22] is the following:
The equality is attained if and only if u(x) = cw λ,ξ (x) for any c > 0, λ > 0 and ξ ∈ R N , where [26, 27, 28] 
It implies that the Sobolev trace inequality
gets the equality if and only if U (x, t) = cW λ,ξ (x, t) for any c > 0, λ > 0 and ξ ∈ R N , where k s > 0 is given in (2.6) (see [29] ).
The finite dimensional reduction
In this section we are devoted to proving Theorem 1.1 by applying the Lyapunov-Schmidt reduction method. Similar methods are used in [1, 10, 11, 30] .
Let Ω be a smooth bounded domain in R N . Set
then the changing variables 
It is easy to know that if V is the solution of (3.4), then U (x) = ε
N −2s x) solve the problem (2.7). To look for the solutions that satisfy the equation (2.7), it suffices to apply the LyapunovSchmidt reduction method to the extended problem (3.4). Moreover, it is easy to know that the harmonic extension V of function v satisfies the problem
where
Let us recall the the functions w λ,ξ and W λ,ξ defined in (2.12) and (2.15) . By the result of [31] , it is known that the kernel of the operator (−∆) s − pw p−1 λ,ξ is spanned by the functions
namely they satisfy the equation
We also have that all bounded solutions of the extended problem of (3.7)
consist of the linear combinations of the functions
In order to construct the multi-bubble nodal solutions of (2.7), for η ∈ (0, 1), we define the admissible set
It is useful to rewrite problem (1.1) in a different setting. To this end, let us introduce the following operator.
be the adjoint operator of the Sobolev trace embedding
defined by the
which comes from the inequality (
By the definition of the operator i * ε , solving problem (3.4) is equivalent to find a solution of the fixed point problem
s (i ε (U )) makes sense.
We look for solutions of (3.3) of the form
for k ≥ 1 a fixed integer and a 1 , ..., a k ∈ {±1} fixed, where φ ε is a lower order term and P ε :
is the projection defined by the equation
.., N , we define the functions
and
Moreover, we let the functions P ε w λ,ξ and P ε ψ j λ,ξ be
which satisfy the equations (−∆)
in Ω ε , respectively. For the sake of simplicity, we denote
Set the space
where ε > 0 and (λ, σ) ∈ O η . We also need the following orthogonal projections
then we can give an a-prior estimate for Φ ∈ K ε λ,σ .
Lemma 3.2. For any η > 0 there exists sufficiently small ε > 0 and a constant C = C(N, η) such that,
Proof. We omit it since it is similarly to Lemma 5.1 in [5] .
λ,σ exists for any ε > 0 small and (λ, σ) ∈ O η . Besides, if ε is small enough, its operator norm is uniformly bounded in ε and (λ, σ) ∈ O η .
Proof. The proof is similarly to Proposition 5.2 in [5] and thus is omitted here. 
if N > 6s,
)
Proof. First of all we point out that Φ 
where 
It is easy to see that
and by (A.16) of Lemma A.7 that
By using Lemma A.5, (3.24), (3.25) and (3.26), we deduce that if Φ
Arguing as in the previous step, we can prove that if Φ 1 and Φ 2 satisfy (3.23) then
for some L ∈ (0, 1). The remaining parts are obtained by standard arguments, see [30] .
It is easy to know that for any fixed ε > 0, V ∈ H s 0,L (Ω ε ) is a weak solution to (3.4) if and only if it is a critical point of the energy functional 27) where
Now we introduce the function 
σ is a solution to (3.4). Hence the changing variables
is the solution of (2.7) for z ∈ C. (2) For ε → 0, there holds
in C 1 -uniformly with respect to (λ, σ) ∈ O η . Here
33)
where w := w 1,0 .
Proof. We first prove (1). Setting V = k i=1 a i P ε W i for the sake of simplicity. Applying I ′ ε (λ, σ) = 0, (3.22) and (3.23), we get
where ̺ is one of λ i and σ j i with i = 1, 2, ..., k and j = 1, ..., N , c hl ∈ R. We also can conclude that c hl = 0 for all h and l, which implies that the function V is a solution of the equation (3.4), and hence U (x) is a solution to (2.7) for ε > 0 sufficiently small. Now we give the proof of (2). Using (3.23), we can obtain that
We decompose
so it suffice to estimate the above two terms. It is easy to see that 
for i, h = 1, 2, ..., k and i = h, where G and H are the functions defined in (1.3) and (1.4), c 0 and c 1 are defined in (3.32) and (3.33), respectively. Integrating by parts and then the estimates obtained above yield that
On the other hand, we see that
From the estimates obtained in the previous paragraph, we can conclude that
As we have seen, it has
The second equality (3.41) can be computed as Lemma 2.6 in [6] , Lemma 6.2 [32] and [33] . Moreover, by using Taylor's expansion, (3.40) and (3.41), we can conclude that
Then by (3.35) and (3.42), the proof is complete.
Now we consider the case k = 2 and suppose a 1 = 1 and a 2 = −1. We introduce the set
and the function Υ 2 : Λ → R defined by
Proof. The proof is similarly to Lemma 3.2 in [1] and thus is omitted here.
Proof of Theorem 1.1. Similarly as Theorem 1.1 of [1] , the above lemmas and propositions give the result.
A Appendix
In this section, we collect some technical lemmas from [5] and give some basic estimations needed.
By using the definition of w λ,ξ , ψ j λ,ξ , P ε w λ,ξ and P ε ψ j λ,δ (for i = 1, ..., k and j = 1, ..., N ), we get
In particular it holds
The first four lemmas are from Lemma C.1-C.4 in [5] .
Lemma A.1. Let λ > 0 and σ = (σ 1 , ..., σ N ) ∈ Ω. For any x ∈ Ω ε , there hold
where c 1 is defined in (3.33). As ε → 0, o → 0 uniformly in x ∈ Ω ε and σ ∈ Ω provided dist(σ, ∂Ω) >C for some constantC > 0.
where c 1 > 0 is the constant defined in (3.33). As ε → 0, o → 0 uniformly in x ∈ Ω ε and σ ∈ Ω provided |σ − ε α0 x| > C and dist(∂Ω, ε α0 x) > C for fixed C > 0.
Lemma A.3. For any ε > 0, i = 1, ..., k and j = 1, ..., N , there exists C > 0 such that
Moreover, we have
(A.9)
Lemma A.4. For i = 1, ..., k and j = 1, ..., N , we have
Similarly to Lemma A.2 in [1] , Lemma A.3 in [30] and Lemma C.5 in [5] , we obtain the following Lemma.
Lemma A.5. For any η > 0 and for any ε 0 > 0 there exists C > 0 such that for any (λ, σ) ∈ O η and ε ∈ (0, ε 0 ) we have
Proof. We just prove the first inequality by using Lemma A.1 in [32] . The proof of (A.13) is similar.
Firstly,
Secondly,
For N > 6s, by using Lemma A.1 and the mean value theorem, we get that
Therefore if N > 6s, we have
Moreover, if N = 6s, we have
On the other hand, if 2s < N < 6s, using the substitution x − σ j = λ j ε α0 z, we get
Lemma A.6. For any η > 0 and ε 0 > 0, there exists C > 0 such that for any (λ, σ) ∈ O η and for any ε ∈ (0, ε 0 ) we have for h = 1, ..., k and j = 0, 1, ..., N
Proof. Since (λ, σ) ∈ O η it holds |σ i − σ j | > η for any i = j(i, j = 1, ..., k), by using Lemma A.4 and Lemma A.5, we have
dx.
Now by using (A.3) and (A.4) we have
Firstly, by Lemma A.1, we get
|P ε w λ h ε α 0 ,σ h − w λ h ε α 0 ,σ h | By the above estimations the proof is complete.
Lemma A.7. For any η > 0 and ε 0 > 0 there exists C > 0 such that for any (λ, σ) ∈ O η and for any ε ∈ (0, ε 0 ) we have
≤ Cε| ln ε|, (A.16)
Proof. Let us prove (A.15). The proof of (A.16) is similar. Since (λ, σ) ∈ O η it holds |σ i − σ j | > η for any i = j(i, j = 1, ..., k). We have dy .
Firstly, we have 
