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Zusammenfassung
Die vorliegende Dissertation setzt sich aus zwei verschiedenen Teilen zusammen. Der erste Teil
der Arbeit befasst sich mit der Untersuchung von chiraler Ordnung und ihrem Ursprung in
frustrierten Wechselwirkungen. Zunächst wird das Konzept von Phasenübergängen und deren
Relation zu der dem System zugrunde liegenden Symmetrie beschrieben. Hier wird diskutiert
wie die diskrete Z2-Symmetrie der Ising-Spins und die kontinuierliche SO(2)-Symmetrie der XY-
Spins in zwei Dimensionen zu fundamental verschiedenen Phasenübergängen führen. Als nächstes
werden verschiedene Formen von chiraler Ordnung diskutiert, sowie deren experimentelle Rea-
lisierung. Chirale Ordnung bricht die diskrete Inversions-Symmetrie (Z2), die simultan mit der
SO(2)-Symmetrie der XY-Spins auftreten kann. Eine zentrale Fragestellung der Arbeit ist, zu
klären, wie die Phasenübergänge sich durch das Auftreten der zusätzlichen Symmetrien verän-
dern. Als archetypisches Modell für das gleichzeitige Auftreten von diskreter und kontinuierlicher
Symmetrie wird das sogenannte helikale XY-Modell untersucht. Das Modell selbst wird als Er-
weiterung des klassischen XY-Modells eingeführt und ausführlich diskutiert. Es wird beschrieben,
wie durch die Einführung einer frustrierten Wechselwirkung das System einen chiralen Grund-
zustand ausbilden kann und welche verschiedenen Ansätze es gibt, die simultanen Symmetrien
zu untersuchen. Zusätzlich wird eine mesoskopische Version des Modells abgeleitet.
Zunächst wird der Phasenübergang der chiralen Ordnung diskutiert. Hier wird mittels des Va-
riationsprinzips die kritische Temperatur für den Übergang gefunden sowie die Abhängigkeit der
Temperatur vom Spiral-Winkel θ der Grundzustandsspirale. Anschließend wird der Effekt von
chiraler Ordnung auf den Berezinskii-Kosterlitz-Thouless (BKT) Übergang der SO(2)-Symmetrie
in dem Modell untersucht. Die für den BKT-Übergang verantwortlichen Vortizes werden auf klei-
nen und großen Skalen diskutiert und die Energiekosten des Vortex-Kerns abgeschätzt. Mittels
Renormierungsgruppen-Rechnung werden die Effekte der Vortizes auf den Phasenübergang un-
tersucht und deren kritische Exponenten bestimmt. Anschließend wird die anomale Skalierungs-
dimension des chiralen Übergangs bestimmt. Die Daten der numerischen Simulationen von Soro-
kin et al. werden verwendet, um die kritischen Exponenten zu bestimmen und mit den errechne-
ten Werten zu vergleichen. Das entstehende Phasendiagramm wird beschrieben sowie mögliche
experimentelle Systeme und die Relation zu anderen theoretischen Arbeiten werden diskutiert.
Weiterführend wird näher auf den Zusammenhang zwischen chiraler Ordnung und Polari-
sation in multiferroischen Systemen eingegangen. Verschiedene Mechanismen für die Kopplung
von magnetischer und elektrischer Ordnung werden diskutiert und ausgehend von Symmetrie-
Überlegungen wird das HXY-Modell um eine Wechselwirkung mit einem elektrischen Feld er-
weitert. Diskutiert werden die Effekte der Polarisation auf die Domänenwände im System. Die
resultierenden Sattelpunktsgleichungen werden näherungsweise gelöst und mit numerischen Re-
sultaten verglichen. Des Weiteren wird die effektive Wechselwirkung zwischen den chiralen Domä-
nenwände und den Domänenwänden in der Polarisation ermittelt und als gegenseitige Anziehung
identifiziert.
Als konkretes Beispiel eines multiferroischen Materials wird das Material MnWO4 näher dis-
kutiert. Hier koppelt chirale Ordnung an Polarisation gekennzeichnet durch einen magnetischen
Phasenübergang, der mit dem Auftreten einer messbaren Polarisation einhergeht. Hier wurde in
Zusammenarbeit mit der Arbeitsgruppe von Prof. J. Hemberger das kritische Verhalten an dem
Phasenübergang untersucht. Zunächst werden die beobachteten Phasenübergänge in MnWO4
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beschrieben und näher auf die Kristallsymmetrie eingegangen. Ausgehend von der von Tolédano
bestimmten Ginzburg-Landau Freien Energie des Systems wird der Phasenübergang klassifiziert
und das kritische dynamische Verhalten bestimmt. Die resultierenden Exponenten werden mit
der experimentellen Arbeit der Arbeitsgruppe von Prof. J. Hemberger verglichen.
Im zweiten Teil der Arbeit wird das dynamische Verhalten von Vortizes in dünnen supra-
leitenden Filmen untersucht. Zunächst wird ein historischer Überblick über die Entdeckung der
Supraleitung gegeben und anschließend auf deren phänomenologische Beschreibung eingegangen.
Danach wird das Phänomen von supraleitenden Vortizes diskutiert und auf die Besonderheiten
von Vortizes in dünnen Filmen eingegangen sowie deren Wechselwirkung mit einem extern an-
gelegten Strom.
Zu Beginn wird der experimentelle Aufbau, der von der Arbeitsgruppe um Prof. E. Zeldov
verwendet wird, beschrieben. Studiert werden hier Vortizes in dünnen supraleitenden Blei Filmen
mittels SQUID-on-tip Raster-Mikroskopie. Bei angelegtem Strom können Vortizes in den Film
eintreten indem sie eine Eintrittsbarriere überwinden. Diese Barrieren werden diskutiert und der
Effekt auf die messbaren Strom-Spannungskurven wird bestimmt. Die Resultate werden mit den
zur Verfügung stehenden experimentellen Werten verglichen.
Abschließend wird die Dynamik der Vortizes in den Filmen untersucht. Hier liegt das Augen-
merk vor allem auf dem Effekt einer inhomogenen Stromdichte resultierend aus der experimentell
angebrachten Verengung der dünnen Bleistreifen. Erklärt werden soll die Linienbildung der sich
bewegenden Vortices, sowie das Entstehen von Verzweigungspunkten in diesen Linien. Es wer-




The present dissertation consists of two parts. The first part of this work deals with the study of
chiral order that has its origin in frustrated interactions. First of all, the basic concept of phase
transitions and their relation to the underlying symmetry will be described. Here we will discuss
how the discrete Z2 symmetry of the Ising spins and the continuous SO(2) symmetry of the XY
spins leads to fundamentally different phase transitions. Next, different forms of chiral order
will be discussed, as well as their experimental realizations. Chiral order breaks the discrete
inversion symmetry (Z2), which can appear simultaneously with the SO(2) symmetry of the XY
spins. One of the central questions of this work is how the phase transitions are influenced by
the additional symmetries. As an archetypical model for the simultaneous existence of both a
discrete and continuous symmetry, the so-called helical XY model will be studied. The model
itself will be introduced as an extension to the classical XY model and will be discussed in detail.
It will be described how the addition of a frustrated interaction leads to a chiral ground state and
different approaches to dealing with these simultaneous symmetries are mentioned. Additionally,
the mesoscopic version of the model will be derived.
We will start with the discussion of the chiral order phase transition. Using a variational
method, the critical temperature of the transition and its dependance on the chiral pitch angle
θ will be found. Afterwards, the effect of the chiral order on the Berezinskii–Kosterlitz–Thouless
(BKT) transition of the SO(2) symmetry will be studied. The vortices responsible for the BKT
transition will be discussed on short and large length scales and the energy cost of the vortex
cores is estimated. Using the renormalization group technique, the effects of the vortices on the
phase transition is studied and their critical exponents are estimated. Afterwards, the anomalous
scaling dimension of the chiral transition is calculated. The data of the numerical simulations
done by Sorokin et al. are used to determine the critical exponents and compare them to the
analytic calculations. The resulting phase diagram for the HXY model is calculated and its
relation to possible experimental systems and other theoretical works is discussed.
We will continue with a closer look at the relation between chiral order and polarization
in multiferroic systems. Different mechanisms for the coupling of magnetic and electric order
are discussed and, starting from a symmetry argument, the HXY model will extended by an
interaction with the electric field. The effect of the polarization on the domain walls of the
system will be studied. The resulting saddle-point equations will be solved perturbatively and are
compared to numerical results. Additionally, an effective interaction between the chiral domain
walls and the polarization walls will be derived and identified as an attractive interaction.
As a concrete example of a multiferroic material, the material MnWO4 will be studied. Here
the chiral order couples to the polarization, as indicated by a magnetic phase transition with
an accompanied onset of polarization. In collaboration with D. Niermann and the group of
Prof. J. Hemberger, the critical behavior of the phase transition was studied. First the different
phase transitions in MnWO4 will be described and the crystal symmetry will be discussed. Start-
ing from the Ginzburg–Landau free energy expansion done by Tolédano, the phase transitions
will be classified and the critical dynamical behavior described. The resulting critical exponents
are compared to the experimental work of the group of Prof. J. Hemberger.
In the second part of this work, the dynamical behavior of vortices in thin superconducting
films is studied. First, a historical overview of the discovery of superconductivity is given,
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followed by a discussion of it phenomenological description. Afterwards, the phenomenon of
superconducting vortices is discussed and the special features of vortices in thin films and their
interaction with an applied current are presented.
We start with a description of the experimental setup used in the group of Prof. E. Zeldov.
They study vortices in thin superconducting lead films with the SQUID-on-tip raster microscopy.
In the presence of an applied current, vortices can enter the thin strips by overcoming an entry
barrier. These barriers are discussed and their effect on the measurable current–voltage curves
is calculated. The results are compared to the available numerical data.
Finally, we study the dynamics of the vortices in thin films. The focus is on the effect of
inhomogeneous current densities, a result from experimentally imposed constrictions in the thin
films themselves. The task is to explain the formation of lines in the moving vortices and the
existence of bifurcation points in said lines. Several approaches and effective models are used to
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A material can be classified by its macroscopic properties such as density, volume, magnetization,
resistivity and many more. In some cases, the macroscopic state can be changed by continuously
varying an external parameter, such as the temperature, the applied magnetic field or the pres-
sure. The system will undergo an abrupt change in one or more of its physical properties at a
certain point in the parameter space of the external fields.
There are many examples of phase transitions in nature. To give a little idea of their diversity,
we want to name just a few. The most commonly known example is the melting of a solid, as can
be seen in water when melting an ice cube. Here the system changes from a ridged solid to a fluid.
Another example is the ferromagnet to paramagnet transition in magnetic materials such as iron
(Fe). Here, the magnetization vanishes at the Curie temperature when heating up the material.
There are also structural phase transitions. In the material bariumtitanat (BaTiO3), varying the
temperature results in a change of the crystal structure, [1]. This is is accompanied by a resulting
electric dipole moment in each crystal cell and a global electric polarization. Another famous
example are superconductors like lead (Pb). Here, the system switches from a finite resistance
to superconductivity after the system is cooled below a critical temperature. A more detailed
list and other examples can be found in standard literature such as [1, 2].
Essentially there are two ways in which a system can change from one phase to another. In the
first case, the phases on either side of the transition line also coexist exactly at the transition,
[3]. The phases still carry their distinct microscopical properties and are still distinguishable
from each other despite the system being at phase transition. Away from the transition, the
system will be in a unique phase that is continuously connected to the coexistence phase at the
transition. One example for this type of transition is the melting of a solid in three dimensions,
e.g. ice. In this case both the solid and liquid phase of water coexist. Additional heat is needed
to drive the transition while there is no increase in the observed temperature of the mixture.
In a situation like this, we expect a discontinuity in one or more thermodynamic quantities, [3].
In the case of melting, this is reflected by a discontinuous change in entropy (first derivative
of the free energy with respect to the temperature) of the system and the accompanied latent
heat. Systems like this, where the phases coexist and the first derivative of the thermodynamic
potential is discontinuous, are classified as first order or discontinuous transitions, [3]. In general
they display a finite correlation length.
In the case of continuous phase transitions, the correlation length diverges at the critical
point. Fluctuations are then correlated on all length scales throughout the whole system, forcing
it into a unique state at the phase transition, [3]. In the case of a ferromagnet approaching the
Curie temperature, the magnetization (first derivative of the free energy in respect to the applied
field) continuously varies to zero. At the critical point the system is in a unique state without
magnetization. As opposed to the first order transition, in this case we cannot identify coexisting
regions with and without magnetization. However the susceptibility (second derivative of the
free energy with respect to the applied field) diverges at the transition. This is an example
of a second order or continuous phase transition. In general a phase transition in a system is
connected to a singularity in the appropriate thermodynamic potential or its derivatives, [2].
In a lot of cases it is possible to identify a phase by its symmetry properties. A crystal for
example, depending on its crystal structure, is invariant under certain discrete translations, dis-
crete rotations around selected axis and points and other operations, all systematically classified
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in the so called space groups, [1]. After melting, the system turns into a liquid that now exhibits
continuous translation and rotation symmetry.
1.1 Magnetic systems
The microscopic origin of the magnetization is due to the spin of electrons in incomplete atomic
shells, such as the f and d shell of transition metal atoms in iron, nickel, and cobalt, [4]. Each
electron carries one Bohr magneton µB of magnetic moment, [4]. In the ferromagnetic phase all
these moments are aligned, resulting in a global magnetization of the material. This is due to an
interaction between the magnetic moments that favors alignment in the ferromagnetic case and
anti-alignment in the antiferromagnetic case.
Naively one might expect that the magnetic moments mainly interact via their magnetic
dipoles. This is not the case. The magnetic interaction strength of two magnetic moments is of
the order of µ2B/d
3 ∼ 1K, where we estimate the average distance d between the atoms with 1Å,
[5]. Comparing this to the observed Curie temperature in e.g. Fe with TC ∼ 1043K, we see that
the interaction energy is lower by several orders of magnitudes. The dipole–dipole interaction is
not strong enough to explain the high transition temperature.
Even without a direct force interaction between the spins, the quantum-mechanical symmetry
constrain placed on the wave function will lead to an effective spin–spin interaction. To simplify
the discussion, we will consider the case of two atoms with one free electron each. The complete
wave function of the system is antisymmetric when switching the two electrons, due to their
fermionic nature. Ignoring relativistic effects, the Schrödinger equation does not take the spin of
the particles into account. The spin wave function and the orbital or position wave function are
then independent of each other and the full wave function can be represented as the product of
both, [6]. A symmetric orbital wave function then implies an anti-symmetric spin wave function
and vice versa, in order to satisfy the anti-symmetry constraint of the full wave function. The
system can now reduce the Coulomb repulsion between the two electrons by forming a symmetric
spin state. In this case, the state of the two electrons is antisymmetric with a nodal point in
between the two atoms. The probability of the electrons is now lowered in the exact region
where their coulomb repulsion would be the strongest. On the other hand, the kinetic energy,
i.e. gradient terms, associated with the anti-symmetric wave function is higher then for the
symmetric one. Now depending on the ratio of repulsion energy versus kinetic energy, the system
will favor the alignment or anti-alignment of the spins. In the case of iron the Coulomb repulsion
term dominates, leading to the system favoring the alignment of the spins, i.e. ferromagnetic
interaction. In the H2 molecule, the actual overlap of the orbitals is small and the kinetic energy
is the more important term, favoring anti-alignment of the spins. This is an easy example of
anti-ferromagnetic interaction, [7, 8]. The interaction between the neighboring spins Sˆ1 and Sˆ2
can be simplified as J Sˆ1Sˆ2, where all the microscopic details are absorbed in the constant J . The
sign of J determines the type of interaction and is ferromagnetic for J < 0 and anti-ferromagnetic
for J > 0 .
In materials like iron, the melting temperature TM is significantly higher than the Curie
temperature TC . In the case of iron we have TM − TC ∼ 800K. When focusing on the magnetic
transitions around TC , we are far away from the melting transition and can ignore structural
changes in the lattice configuration. The system can then be treated as a collection of interacting





where the lattice information is contained in the coefficients Jij . Depending on the lattice
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anisotropies or crystal fields from neighboring atoms, the spins Sˆi can be restricted to a plane
(XY spins) or even to just one axis (Ising spins). The complete structure of the phases and the
physics of the phase transition is encoded in the configuration of the spins {Sˆi} on the sites i.
Let us look at the example of a simple uniaxial ferromagnet, where crystal field anisotropies
restrict the spin on each site to one axis, allowing only the alignment or anti-alignment with said
axis, [3]. Ignoring quantum effects, we can replace the spin at each site by a classical variable si
that can take on the values ±1. In general, the phases can be classified by the n-point correlation
function
Gn = 〈sisj . . . sk︸ ︷︷ ︸
n
〉. (1.2)
Here, the different phases can be classified by the one-point correlation function G1, i.e. the
average magnetization m = G1 = 〈si〉. In the ground state of the system all spins will be aligned
and form the ferromagnetic phase m = ±1. In the paramagnetic phase at high temperatures, the
spins will fluctuate and, on average, not take on a specific value. In this case the magnetization
vanishes and we have m = 0. The change of magnetization as a function of temperature m(T )
without an applied field is shown in figure 1.1. We see that the magnetization continuously






Figure 1.1: Zero-field magnetization of a classical ferromagnet without an applied field H = 0.
We see a spontaneous magnetization ±m(T ) below the critical temperature. The graphic is
similar to the one used in [2].
On can also look at this phase transition in terms of a change in symmetry. Imagine the
magnetic moment being caused by a circular current. Reversing time will now reverse the
direction of the current and consequently flip the sign of the resulting magnetic moment. In
mathematical language this means that the time reversal operator Tˆ : t 7→ −t will flip the spin
Sˆi as Tˆ SˆiTˆ−1 = −Sˆi. We can see that the simple magnetic Hamiltonian (1.1) is invariant under
time reversal. The magnetization 〈Sˆi〉, however, is not. In the present case of classical discrete
spins si this means that m(T ) 7→ −m(T ) under time reversal, making the ground state m(T ) 6= 0
doubly degenerate. The paramagnetic case m(T ) = 0, the state of the system is invariant under
time reversal. Once we cool the system below the critical temperature, the magnetization takes
on either a positive or negative magnetization. The state m(T ) 6= 0 is not invariant under time
reversal and the transition has broken said symmetry. Which sign it chooses is determined by
chance and the whole process is referred to as spontaneous symmetry breaking. This discrete
symmetry, where the ground state with m and −m is doubly degenerate, is mathematically
described by its associated symmetry group Z2, containing the symmetry operations leaving
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the system invariant. Here it consists just of the identity and time reversal operation Tˆ . The
breaking of the symmetry is shown in figure 1.1.
In addition to the temperature T , we can also vary the applied field H. The phase diagram
of this general ferromagnet to paramagnet transition is shown in figure 1.2. Here a line of first




Figure 1.2: General phase diagram of a ferromagnet and the zero field magnetization, similar to
the one shown in, [2]. The phase diagram shows a line of first order transition for H = 0 that
ends in the critical point at TC .
the case of an applied field H 6= 0, the spins try to align with it. For T < TC , approaching the
H = 0 line will now depend on the history of H, since the limits H → 0+ and H → 0− give
different values ±m(T ), [3]. Going from H > 0 to H < 0 we will now encounter a sudden jump
in the magnetization when crossing H = 0. As discussed earlier, this discontinuity marks a first
order transition. For T > TC the system moves continuously from one state to the other and
since the correlation length stays finite, no phase transition occurs. Only when moving through
the critical point at (T = TC , H = 0) will we encounter a diverging correlation length and second
order phase transition. We see that the simple uniaxial ferromagnet is a good example for both
first and second order phase transitions. Additionally this shows how phases can be classified
by their n-point correlation function and their symmetry. There are different types of symmetry
besides the simple time reversal symmetry and as we will see now, they determine the types
of possible phase transition. We will now take a closer look at the difference between discrete
symmetries, e.g. time reversal, and continuous symmetries, e.g. rotations, by looking at different
example systems.
1.2 Discrete and continuous symmetry in ferromagnets
In statistical physics one of the most studied systems is the classical Ising model for ferromag-
netism. Like in the case of the uniaxial ferromagnet, the spins si = ±1 are taken to be discrete.
They are placed on a lattice, with the sites labeled by the index i, and interact only with their
nearest neighbors. The ground state of the system is doubly degenerate with all spins being up
si = +1 or all spins being down si = −1, which classifies as the discrete Z2 symmetry. The case
of the one-dimensional Ising chain was solved by Ising himself in 1924 during his dissertation
done under Lenz, [9], and does not show a phase transition for a finite temperature T 6= 0.
This can be understood when looking at the energy cost of a simple domain wall. In discrete
systems, such as the classical Ising model, the domain wall energy scales as L(d−1), [10]. For a
one-dimensional chain, the domain wall (DW) energy is constant and does not scale with the
6
1.2. Discrete and continuous symmetry in ferromagnets Chapter 1. Introduction
system size. The Ising model without on-site disorder is invariant under translations by multiples
of the lattice constant. The energy of the domain wall is therefore not dependent on its absolute
position in the chain and once it is created, moving the domain wall does not cost additional
energy. This freedom in placement of the DW means that the system can increase its entropy
and therefore lower its free energy by creating such a wall. The entropy gain is dependent on
the possible positions of the DW and therefor on the system size. In the thermodynamic limit
of the one-dimensional system, meaning an infinite chain, the entropy gain S diverges, while the
DW energy E is a finite quantity. We can easily see that the free energy
F = E − TS (1.3)
will favor the creation of DW for any temperature T 6= 0. The system stays in the paramagnetic
phase for all finite temperatures and no phase transition occurs. The situation is different in two
dimensions, where the DW energy scales with the system size. Now one has to look exactly at
their scaling to see whether or not there is a finite temperature after which the system will favor
DW and destroy any magnetization. Here the system does exhibit ferromagnetic order. This
was first proven in 1936 by Peierls, [11]. Taking a fixed array of spins, he introduced boundaries
passing between spins with opposite sign, separating the system in open and closed boundaries.
Open boundaries start and end on the edges of the arrays, while closed ones encircle a finite area
inside the array. He could show that for sufficiently low but finite temperature, the area covered
by these open and closed boundaries is small compared to the system size. The majority of spins
is therefore aligned and the system shows ferromagnetic order, [11]. Later the model was solved
analytically by Onsager in 1944, [12], showing the existence of a phase transition.
The situation is different for two–dimensional magnetic systems with a continuous symmetry
SO(2), such as the classical XY model. They are known to exhibit no true long-range order
for any finite temperature T > 0, i.e. ferro- or anti- ferromagnetism vanishes in the onset of
thermal fluctuations. In other words, the continuous symmetry of the system cannot be broken
spontaneously in two dimensions. A simple physical explanation for this can be given by energy
considerations of the domain wall separating different regions of magnetic order. Considering the
continuously varying magnetization m(x), the energy of the domain wall of a region of size L is
given by the following term in the Ginzburg–Landau expansion
∫
ddx(∇m)2 ∝ Ld−2 scaling, as
shown, as Ld−2 with the general dimension d of the system, [10]. For d = 2 one can see that the
surface energy of the magnetic domain does not increase when expanding the size of the domain
itself. The finite domain wall cost is then outweighed by the entropic gain to the system, leading
to the destruction of long-range order. A rigorous proof of this statement has been done by
Mermin and Wagner in 1966, [10, 13]. On a first glance, one would think that there are no phase
transitions in the simple XY model, with a vanishing magnetization or one-point correlation for
any temperature.
However the 2D system with SO(2) symmetry still exhibits a phase transition where quasi–
long–range order (QLRO) is established, famously discussed by Berezinskii in 1971, [14], and
Kosterlitz and Thouless in 1973, [15] now known as the Berezinskii–Kosterlitz–Thouless transition
(BKT). The transition is well-understood as the dissociation of topological defects in the spin
configuration known as vortices, [10]. In this case, the different phases are classified by the two-
point correlation function G2 = 〈SˆiSˆj〉. Since the BKT mechanism is important later on, we will
go into a little more detail concerning the XY model.
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The XY model
The XYmodel consists of planar Heisenberg spins Si = (cos(φi), sin(φi), 0) each living on a square







cos(φi − φj), (1.4)
where the sum runs over the next-neighbor pairs 〈i, j〉. As discussed in the introduction and
known from the Mermin–Wagner theorem, a 2D system with the presented local interaction and
SO(2) symmetry does not exhibit a long range ordered state for a finite temperature T = β−1 > 0.
With the average magnetization G1 = 〈Si〉 = 0 for all T 6= 0, it is not suited to classify the
different phases. Instead we will use the correlator G2 = 〈S0Sr〉. The position vector r has
been used instead of the simple index i for the corresponding lattice site, to illustrate the spatial
dependance in the correlator better. A good discussion of the different ordered states in the
XY model and the phase transition is discussed in standard textbooks, such as [10]. The short
summary here will follow [10] closely.
In the low-temperature phase when K  1, fluctuations in the phase difference φi − φj are
strongly suppressed due to their high energy cost. The phases φi will only vary slowly over
distances r  a greater than the lattice constant a. In this case, the model can be treated by






d2r (∇φ)2 . (1.5)
The fluctuations in the phase are Gaussian. Using Wick’s theorem, [10], the correlator can be
written as




2 〈(φ(0)−φ(r))2〉 . (1.6)
The fluctuations in 2D are known to be logarithmic with















This describes the so-called quasi-long-range ordered (QLRO) phase of the system, [10].
In the high-temperature case, K → 0, the situation is different. Since K is a small parameter


















1 +K cos(φi − φj) +O(K2)
]
(1.9)
To lowest order in K, each term in the product is either one or K cos(φi−φj) and can be viewed
as a “bond“ connecting neighboring sites i and j, [10]. A single connection or open bond in a
configuration will vanish since
∫ 2pi
0




cos(φ1 − φ2) cos(φ2 − φ3) = 1
2
cos(φ1 − φ3) (1.10)
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for two bonds meeting. Only closed loops survive, [10]. Computing the correlation function of
the system in leading order of K, only closed loops connecting the sites 0 and r will contribute,












with the correlation length ξ−1 = ln(2/K). Two different phases are present in the XY model
that can be identified by algebraic and exponential decay of its two-point correlation function.
The transition can be understood by the condensation of vortices in the spin configuration.
The low-temperature expansion we used to calculate the algebraic decay in the correlation func-
tion deals with continuous deformations in the spin configurations. As we can see in the definition
of HXY the angle is fixed up to an additional constant of 2pin with n being an integer. One can
now construct a configuration where the angle changes by 2pin when choosing a closed path along
a certain point. This configuration cannot be destroyed by continuous deformation and the state
is known to be topologically protected. This defect is known as a vortex and the winding number
n associated with it is referred to as its topological charge, [10]. The energy of the vortex Ev
consists of a contribution from the core, which length scale is of the order of the lattice constant
a, and the “outside” of the core, resulting in











where the low temperature expansion of the Hamiltonian was used and the definition of a vortex
as
∮
dl (∇φ) = 2pin was used, [10]. Now with a core size of a2 and a system size of L2, there
are L2/a2 possible positions to place the vortex, giving a considerable entropic gain to the free
energy of the system. Looking at the free energy, kB = 1,






we see that for T < piJ/2 or K > 2/pi, the generation of vortices is penalized by the logarith-
mically divergent energy cost to the system. In this case the algebraic decay of the spin–spin
correlator is protected. However, for T > piJ/2 the entropic gain outweighs the energy cost of
the vortex and the spontaneous formation of vortices is favored, destroying the QLRO, [10].
1.3 Vector and scalar chiral order parameters
We have seen that the type of symmetry that is broken strongly influences the type of phase
transition that it exhibits. Which begs the question what will happen to the phase transitions in
a system where both discrete and continuous symmetries occur simultaneously. In 1959, Villain
and Yoshimori simultaneously discussed helimagnets. Here, additionally to the continuous SO(2)
symmetry, a discrete Z2 symmetry in form of chiral order is present, [16, 17]. A structure is called
chiral if one cannot map it to its mirror image via simple rotation and translation. For example,
your hands are mirror images of each other, that cannot be superposed. As a result of this,
we can assign each a “handedness” or chirality by calling them left and right. In the case of
helimagnets we are dealing with spins in a spiral configuration that can either turn left or right,
see figure 1.3.
One generally distinguishes between vector chirality and scalar chirality. The general defini-
tion of the vector chiral order parameter as a measure of the canting between two spins Si and
9
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Figure 1.3: Chiral configurations on a one–dimensional chain. The graphic is similar to the one
seen in [18]. In the case of q being perpendicular to the rotation plane, the structure is referred
to as a screw spiral.
Figure 1.4: Chiral configurations on a one–dimensional chain. In this case, the propagation
vector q lies in the rotation plane and the structure is called cycloid.
Sj on the lattice. In case of a one-dimensional chain, illustrated in figure 1.3, one focuses on the
neighboring spins, choosing the chiral order parameter as
κ = 〈Si × Si+1〉 . (1.14)
In a situation where the spins are constricted to rotate in a plane, e.g. due to anisotropies, the
vector chirality κ is perpendicular to that rotation plane. The example in figure 1.3 illustrates
this state with κ ‖ xˆ and the sign indicating left or right handedness. In the presence of e.g. a
magnetic field, the rotation plane can change causing the spins to rotate around cones as shown
in figure 1.5 and 1.6. This will cause the vector chirality to rotate around a cone as well.
Magnetic order of a chain is associated with breaking time reversal symmetry, where t 7→ −t
and m 7→ −m, [19]. Since an even number of spins appears in the chiral order parameter κ, we
see that the vector chiral order does not break time reversal symmetry and κ 7→ κ. This can be
seen in the spiral configuration from figure 1.3, where inverting the spins does not change the
chirality. Averaging the magnetic moments of the spins over the simple spiral, we see that there
is no net magnetic moment associated with the spiral.
Figure 1.5: Chiral configurations on a 1D chain. The figure is similar to the one seen in [18].
The examples in figure 1.5 and 1.6 show spirals where e.g. an applied magnetic field causes the
spirals to form a cone and break time reversal additional to the chiral symmetry. However, vector
chiral order breaks spatial inversion symmetry x 7→ −x. In the case of the one–dimensional chain,
this means the sites i and i + 1 are switched. In that case, we have κ 7→ −κ, while magnetic
order is not influenced with m 7→m, [19].
The scalar chirality was first discussed in 1989 by Wen et al., [20], involves three spins. It is
usually applied to assign chirality to a plaquette in a lattice, e.g. on a triangular cell as shown
in figure 1.7. In the case of a one-dimensional chain, we can choose the three spins to be next
10
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Figure 1.6: Chiral configurations on a 1D chain. The figure is similar to the one seen in [18].
1 2
3
Figure 1.7: Example of a scalar chiral configuration on a triangle. The figure is similar to the
one discussed in [21].
neighbors and focus on the scalar chirality as
χ = 〈Si−1(Si × Si+1)〉, (1.15)
which is used in the context of isotropic spin chains, [22]. In spin chains with anisotropies that
force the spins to rotate in a certain plane, e.g. spiral from figure 1.3, the scalar chirality is χ = 0
for all configurations. For the canted spins shown in figure 1.5 and 1.6 we get a non-zero χ. Scalar
chirality, as the vector chirality, breaks the inversion symmetry of the system with χ 7→ −χ. In
contrast to the vector chirality, it also breaks time inversion symmetry where m 7→ −m causes
χ 7→ −χ, due to the dependence on an odd number of spins. A scalar chiral state is therefore a
magnetic state.
Symmetry κ χ
Time reversal even odd
Spatial inversion odd odd
Table 1.1: Transformation properties of the vector chirality κ and the scalar chirality χ.
Interestingly, there are cases where 〈S〉 = 0 and χ 6= 0, as reported for certain parameter
configurations in the kagome lattice with nearest– and next–nearest–neighbor interaction, [21,
23]. To study chiral order independent of magnetic ordering we will focus on systems where there
is no scalar chiral order by restricting the spins to a fixed plane. The symmetry properties of
the vector and scalar chiral order parameters are listed in table 1.1.
1.4 Physical realizations and experimental systems
Magnetic systems exhibiting this vector chiral order or helical structure are referred to as he-
limagnets. One of the first materials exhibiting helimagnetical order are the rare earth metals
(REM). These elements exhibit a variety of oscillating magnetic structures, that were studied by
11
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neutron diffraction methods. The REM forming screw or helical order at the Néel temperature
are Tb, Dy and Ho, [24]. These three metals crystallize in the hexagonal closely-packed structure.
In each hexagonal layer the magnetic moments are aligned. Each of these monoatomic layers
has an in-plane magnetic moment perpendicular to the c-axis of the crystal. The magnetic mo-
ment of two succeeding layers along the c-axis differs by a constant angle ϕ0. Moving along the
c-axis, the magnetic moments are now forming a helix as shown in 1.3, [24]. With an additional
magnetic moment along the c-axis, the spins move around a cone as shown in 1.5. These cone
structures are stable in holmium (Ho) and erbium (Er) at low temperatures of T ∼ 4K, [25]. The
origin of the spiral structures stems from an indirect ion–ion interaction. The total spin of the
incomplete 4f -shells of the REMs interact with the spins of the free moving electrons, [24, 26].
Villain and Yoshimori both considered MnO2, [16, 17]. They explained the vector chirality
as a result of frustrated interaction between the spins along their heilical axis.
Other examples are the transitional metal silicates like MnSi, [27], and Fe1−xCoxSi, [28]. The
later case was studied by Uchida et al. and marks the first time the helical structures have been
resolved in real space, where classical neutron-diffraction studies work in Fourier space. This
makes the study of domain walls in helical systems possible, showing their spatial distribution
and arrangement. The study of domain walls and their control in helical magnets is i.a. important
for new high performing computer memory systems, [29].
Multiferroica
Multiferroics are materials that exhibit both electric and magnetic order at the same time. They
are of special interest since they allow for electric manipulation of magnetic domains and, vice
versa, the control of polarization via magnetic fields. Generally, one can distinguish between two
classes of multiferroics, referred to as Type I and Type II, [30]. Type I multiferroics are materials
where the coupling between ferroelectricity and magnetism are rather weak and both phenomena
occur largely independent. BiFeO3 and YMnO3 are examples of this category, [30]. For us, Type
II multiferroica are of interest. Here magnetic order causes ferroelectricty. Compared to Type I
multiferroics, the strength of the resulting polarization is however weaker, [30–32].
The cycloidal spin structure, shown in figure 1.4, with q lying in the rotation plane of the spin,
has been examined microscopically by Katsura, Nagaosa and Balatsky, [33], and phenomenolog-
ically by Mostovoy, [19]. Both show that this spin structure results in an electric dipole moment.
The alloys and compounds RMnO3, R ∈ {Y,Tb,Dy}, [34], and R2Mn2O5, R ∈ {Tb, Bi} of
the rare earth metals belong to this class. Other examples are Tb2Mn2O5, [35], Ni3V2O8 (NVO),
[34], LiCu2O2, [36] and MnWO4, [37].
These multiferroica make the electric control of magnetic structures possible. Their under-
standing is crucial for enhancing the coupling and resulting polarization in order to produce more
effective materials.
Quantum chains
Next to the “classical” systems, such as REMs or multiferroica, vector chirality or chiral order
can be found in frustrated quantum chains. These systems are complex compounds. Some exam-
ples are LiCuVO4, Rb2Cu2Mo3O12, [38], Li2ZrCuO4, Cs2CuCl4, or the more recently discovered
Gd(hfac)3NITiPr, [39]. All these chains are embedded in 3D crystals where the intrachain inter-
actions are several orders of magnitude larger then the interactions between chains. Nevertheless,
3D fluctuations persist. Most helical structures exist at low temperatures, where there are only
small thermal fluctuations. However, the interchain coupling is not entirely neglectable. As we
12
1.5. Outline Chapter 1. Introduction
will see, this can influence the observed behavior. Instead of seeing the true phase transition,
one observes a washed out QPT of coupled systems.
In this work, we want to focus on the competition of discrete and continuous symmetries in
2D systems. The helical XY model that will be introduced later on will be the simplest model
exhibiting discrete and continuous symmetries simultaneously. For experimental validation, the
helical magnets listed above are not suitable, since 3D bulk effects cannot be neglected here. To
the author’s knowledge, no helimagnetical thin films where the propagation vector of the chiral
order lies in the plane itself has been observed. A 1D quantum chain maps to a 1+1D classical
system and allows, once a suitable system is found, the experimental observation of a 2D classical
system. One can either focus on a classical 2D system or a 1D quantum chain.
1.5 Outline
The presented work is outlined as follows.
Chapter 2 deals with the detailed discussion of the HXY model, its ground state diagram
and its continuous approximation. It will be discussed how the frustrated interaction leads to
a chiral ground state and said ground state phase diagram is presented. Several approaches to
the discussion of the discrete and continuous symmetry are presented, before settling on the
mesoscopic description.
Chapter 3 will present the discussion of the chiral transition. We will use a variational
approach to determine the transition temperature and its dependency on the chiral pitch angle.
Chapter 4 will focus on the RG treatment of the system and its critical exponents. It will
be shown that rewriting the system in terms of the chiral-order parameter will produce an
Ising model with non-local interaction. This indicates that the chiral transition will not be in
the Ising universality class. Calculating the exponents using  expansion around dc = 5/2 up to
order O(2), we will see that they are anisotropic and not in the Ising–Onsager class, as expected.
Afterwards, we will discuss the phase diagram of the HXY model as published in [40], combining
the results from the previous chapters. Here we see that the BKT transition is triggered by the
fluctuations approaching the chiral transition. For small pitch angles θ of the spirals, i.e. close
to the Lifshitz point, we also find a re-entrance phase to QLRO without chiral order.
Chapter 5 deals with the connection of the chiral order to the polarization in multiferroics.
The formation of polarization domain walls due to chiral domain walls is explored and possible
ways of detecting such DW are briefly discussed.
Chapter 6 follows the idea of multiferroics and their connection to chiral order in the system of
MnWO4. Here the magnetic transitions observed are related to chiral order and are accompanied
by a measurable polarization. However, we will see that the dynamics of the chiral transition are
driven by 3D fluctuations and therefore differs from our system. The work here is included since
the work on the dynamical exponents helped to identify the critical slowing down of electro–




The easiest model containing both the Z2 and SO(2) symmetry is the classical helical XY model
(HXY). The system is archetypical for frustrated systems with these two types of symmetries.
Compared to more complicated models, it has the advantage of being accessible by an analytical
approach. It is essentially the XY model with an additional frustration introduced in the xˆ
direction that produces a helical ground state along that direction. The XY model itself has a
prominent place in physics for exhibiting a phase transition driven by topological excitations,
i.e. vortices, named after their discoverers as Berezinskii–Kosterlitz–Thouless (BKT) transition,
[14, 15]. After the model and its frustrated interaction have been introduced, we will focus on
its ground state properties and the symmetries of the phase diagram. Moving to scales larger
than the microscopic lattice spacing a but still smaller than the pitch angle of the helical screws
θ (a  x  θ−1) we can describe the angles φi of the spins as continuous functions φ(x). This
mesoscopic model will be quite useful later on.
A different microscopic approach starts with a one–dimensional frustrated quantum chains.
Quantum-mechanical systems in d dimensions are connected to (d + 1)-dimensional classical
systems via the path-integral formalism, [42]. The mapping to a quantum system is useful when
trying to find experimental realizations of our model to test the theoretical predictions. A direct
mapping of a frustrated quantum chain to the mesoscopic version of the HXY model has been
worked out by Kolezhuk, [43], and will be discussed later in this chapter. In the case of large
spins, quantum fluctuations can be ignored, [10], and the discussion of the one–dimensional
quantum chain and the classical two–dimensional HXY model are identical for small pitch angles
θ of the helix.
The study of the competing symmetries Z2 and SO(2) can also be approached from a macro-
scopic point of view, using the Ginzburg–Landau theory of phase transitions. The GL-free energy
for these types of systems can be derived by symmetry considerations using group theory, as done
by Bak and Mukamel for several different crystal symmetry groups, [44], or by starting from the
microscopic model doing an expansion around the critical modes, as done by Kawamura, [45].
We will discuss the GL–theory at the end of this chapter.
2.1 The classical model
In this section, we will expand the XY model by introducing an additional discrete symme-
try through frustration, which leads to the helical XY model. We start from the discrete 2D
XY model with planar Heisenberg spins Si = (cos(φi), sin(φi), 0). The ferromagnetic nearest–
neighbor (NN) interaction is different in the x-direction (K0) from the one in the y-direction (K1).
Then we introduce the frustration via an anti–ferromagnetic next–nearest–neighbor (NNN) in-








(K0 cos(φi − φi+xˆ) +K1 cos(φi − φi+yˆ) +K2 cos(φi − φi+2xˆ)) (2.1)
with the inverse temperature β = 1/kBT and the interaction parameters Kn = βJn. The index
i running over all sites of a 2D square lattice. The system in y direction is a simple NN spin
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chain with a ferromagnetic (K1 > 0) or anti-ferromagnetic (K1 < 0) ground state.
Ground state
Let us take a closer look at the ground state properties of the system. The interaction in
y-direction forces the spins to be either aligned (K1 > 0) or anti-aligned (K1 < 0) in that
direction. The situation is not that simple in the x-direction. For the classical ground state, we




(J0 cos(φi − φi+1) + J2 cos(φi − φi+2)) . (2.2)
In the case for J0 > 0 and J2 > 0, both interactions are ferromagnetic and force all the spins to
be aligned in the ground state. The first quadrant of the ground state phase diagram in J2−J1 is
therefor in the ferromagnetic phase (FM). Changing the NN interaction to be anti–ferromagnetic,
J0 < 0, while keeping the NNN interaction ferromagnetic, J2 > 0, the system favors anti–
alignment in the ground state. The 4th quadrant of the ground state phase diagram is therefore
completely located in the anti-ferromagnetic phase (AFM). The interesting effects are caused
by the frustrated interaction in the x-direction, when NN is ferromagnetic J0 > 0 and NNN
anti–ferromagnetic J2 < 0, or both are anti–ferromagnetic. In these cases the system can exhibit
an additional chiral ground state depending on the parameter ratio k = −J0/4J2 = −K0/4K2,
which was shown by Villain and Yoshimori, [16, 17].
Let us introduce the chiral angle θ = φi − φi+1 as the difference between neighboring spin-
angles. In the spiral case, θ is independent of the lattice site and θ = const. Now, we can write
the energy per site EN = H/N of the one–dimensional chain from equation 2.2 as
EN = −J0 cos(θ)− J2 cos(2θ). (2.3)
Computing the derivative, we obtain the following condition for the minimum
∂θEN = sin(θ) (J0 + 4J2 cos(θ))
!
= 0, (2.4)
which has three different solution. We have the ferromagnetic (FM) ground state with θ = 0 and
the anti–ferromagnetic (AFM) ground state with θ = pi both follow from sin(θ) = 0. By setting
the second factor to zero we get the chiral (Ch) ground state with









as e.g. shown in [46]. Parameter configurations for J0 and J2 with |k| > 1 have no chiral
structure. The ferromagnetic phase will therefore extend up to the critical line J0 = −4J2. The
anti–ferromagnetic phase will be limited by J0 = 4J2. In the parameter regime of −1 ≤ k ≤ 1,
we have to compare the energies of the different phases in order to decide which one is chosen
by the system. At the line J0 = −4J2, where k = 1 and θ = 0 the energies for both phases are
identical to the FM phase with
EN (θ = 0) = −|J0|+ |J2|. (2.7)
Now decreasing J2 or increasing |J2| leads to k < 1 and θ > 0. Comparing the energy for a small
θ to its FM alternative we have
EN (θ) = −|J0| cos(θ) + |J2| cos(2θ) ≈ EN (θ = 0) + 2θ2(|J0| − 4|J2|) +O(θ4). (2.8)
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The last term can be written in terms of the parameter k. The difference in energy then is





For |k| < 1 the difference is always negative and the chiral state is chosen. The argument for the
AFM phase, where one expands around θ = pi leads to the same expression.
We see that the chiral ground state is the lowest energy configuration for the parameter range


















(a) phase diagram (b) chiral angle θ
Figure 2.1: Ground state phase diagram of the classical frustrated XY chain with NN interaction
K0 and NNN interaction K2 exhibiting ferromagnetic (FM), anti–ferromagnetic (AFM) and
chiral (Ch) ordering.
shown in figure 2.1.
Symmetries and decoupling
Let us now take a closer look at some symmetries of the phase diagram. A change in the sign
of the nearest–neighbor interaction J0 can be absorbed by flipping every second spin in the
x-direction as
Si 7→ (−1)iSi. (2.10)
This mapping changes SiSi+1 7→ −SiSi+1, while leaving SiSi+2 unchanged. All these transfor-
mations do not change the physics of the system. This means that the critical properties of the
phase diagram are symmetric around the J0 axis, making the expansions around θ = 0 and θ = pi
equivalent.
There is no such symmetry for the next nearest–neighbor interaction J2. It needs to be anti–
ferromagnetic, otherwise no frustration is present. For J2 = 0 the system simply reduces to a
ferromagnetic chain J0 > 0 or an anti–ferromagnetic chain J0 < 0. In the case of J0 = 0, we see
that the system decouples into two different chains. Looking at the one–dimensional chain in xˆ
direction first, we can map the NN and NNN interaction to a zig-zag chain. This is illustrated
in figure 2.2, similar to e.g. Nersesyan et al. [47]. We see that the frustrated chain can be viewed
as two coupled chains. For J0 = 0 we either get two ferromagnetic chains for J2 > 0 or two
anti–ferromagnetic chains for J2 < 0.
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J2 J2
J2 J2
J0 J0 J0 J0 J0
⇓
J2 J2 J2 J2 J2
J2 J2 J2 J2
J0
Figure 2.2: Zig-zag chain mapping of the frustrated 1D system with nearest–neighbor interaction
J0 and next–nearest–neighbor interaction J2.
The mesoscopic model
For low temperatures and a parameter configuration around the onset of chiral ordering (0 <
θ  1), the variations in φi are small and take place on length scales l  a much grater then
the lattice spacing a. We will therefore switch to a continuum theory with φi → φ(x). We will
do this for isotropic nearest neighbor interaction, meaning K0 = K1 and around the onset of





(K0 cos(φi − φi+xˆ) + cos(φi − φi+yˆ)− |K2| cos(φi − φi+2xˆ)) . (2.11)
Now we can expand the cos(. . . ) terms around the small deviations, since φi − φi+x is of the
order of θ  1. The expansion has been used by Hubert to study chiral domain walls in the
one–dimensional chain, [46]. Here this expansion will be done for the HXY model, as defined
above in equation 2.11. Let us start with just the term for the nearest–neighbor interaction in
x-direction, to demonstrate the continuum expansion in full. To not confuse the simpler version
with the earlier ones, we will label the angle at each site by ϑn. The next site along the x-
direction is labeled ϑn+1 and the interaction is simply J > 0. Additionally, we will shift the
ground state energy of the interaction −J cos(ϑn − ϑn+1) by NJ to be 0 for θ = 0. The simple
one–dimensional chain model with just nearest–neighbor interaction is given by
H ′ = J
∑
n
(1− cos(ϑn+1 − ϑn)), (2.12)
which is identical to the model used in [46]. Following Hubert, we can substitute ϑn with a
continuous function ϑ(x) and expanding ϑn+1(x) = ϑn(x + a) ≈ ϑn(x) + aϑ′n(x) + . . . up to
fourth order



























Two of the terms in the expansion can be transformed using partial integration. First we note









n = 0 (2.14)
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Since we will consider a two–dimensional system in the end, let us assume a second index j
running in the y-direction, that can be transformed into a continuous variable y. Instead of ϑn
we now have ϑn,j , with the sum running over both indices
∑
n,j . The additional constant a in


















with ϑ ≡ ϑ(x) and the prime denoting the derivative in x, analog to [46]. This is without any
interaction in the y-direction. There is only a nearest–neighbor interaction in the y-direction,
resulting in a simple coupling without the emergence of chiral order. It is not necessary to expand
the cos(. . . ) term beyond the quadratic terms. An isotropic NN interaction (K0 = K1 = J)
then just adds a (∂yϑ(x))2 term to the expansion. Writing the derivatives as subindices, i.e.


















In order to obtain the continuum expansion for the NNN contribution K2, we have to expand
cos(ϑn+2 − ϑn) as










Using partial integration we can simplify these terms again. The continuum version of just the
NNN part of the expansion yields















Now we can combine all the calculations and switch back to the notation using φ(x) for the
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where we set a = 1 to simplify the notation. This continuous version of the model will be used























dxdy. In this version the double minimum
∂xφ = ±θ of the Hamiltonian is clearly visible. This model will mainly be used throughout the
work.
2.2 Quantum chain
Now we have seen how chiral order can originate from frustrated interaction. For a fixed pa-
rameter configuration we have two different chiral ground states with ±θ. This vector chirality
is another example of the Z2 symmetry. Now let us look at one–dimensional quantum chains.
We already mentioned the general connection of d–dimensional quantum systems to (d + 1)–
dimensional classical systems and here we want the discuss the corresponding quantum model to
the previously discussed classical one. The quantum version is the frustrated one–dimensional





Here we used the inverse temperature β and the interaction parameters Ki = βJi, identical to
the previous discussions. A good introduction into quantum spin chains can be found in [42].
Symmetries
Let us begin with simple symmetry considerations. Since we are dealing with operators instead
of classical spins, we have to check if the classical transformations used are still applicable. The
spin operators Sˆi = (Sˆxi , Sˆ
y
i , 0) obey the commutator relations
[Sˆαi , Sˆ
β
j ] = ıδijεαβγ Sˆ
γ
i . (2.22)
For K2 = 0 we are dealing purely with the nearest–neighbor interaction K0 leading to a ferro-
magnetic chain in the case of K0 > 0 and an anti–ferromagnetic chain for K0 < 0. For classical
spins Si we already discussed that one can map the ferromagnetic K0 to the anti–ferromagnetic
case −K0 by flipping every second spin, i.e.
Si 7→ (−1)iSi (2.23)
leading to the term SiSi+1 7→ −SiSi+1 to pick up a minus sign, while next–nearest–neighbor in-
teractions are unchanged with SiSi+2 7→ SiSi+2. The situation is more complicated for quantum
chains. Inverting all spin components Sˆx, Sˆy and Sˆz on a sub–lattice violates the commutator re-
lations. However it is possible to flip only two components of the spin, equivalent to a 180◦-degree
rotation around the axis of the third component, being
Sˆxi 7→ S˜xi = (−1)iSˆxi ,
Sˆyi 7→ S˜yi = (−1)iSˆyi ,
Sˆzi 7→ S˜zi = Sˆzi .
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with Sˆ±i = Sˆ
x
i ± ıSˆyi , we see that our transformation will flip the sign in front of the Sˆx/yi Sˆx/yi+1
terms but leave the Sˆzi Sˆzi+1 part unchanged. In the case of Heisenberg spins there is a difference
for ferromagnetic and anti–ferromagnetic interactions, resulting in different dispersion relations
for their spin wave excitations. The excitations in the FM Heisenberg chain behave like free
particles with ω ∼ k2 while the excitations in the AFM Heisenberg chain behave like phonons
with ω ∼ k, [10, 42, 48]. In the special case of XY spins, the Sˆz component does not appear in
the Hamiltonian. Here the 180◦ rotation can absorb the changed sign in K0 and the quantum
system has the same symmetry aroundK0 as the classical version discussed earlier. The quantum
XY chain with only NN interaction produces a linear dispersion relation ω ∼ k in both the
ferromagnetic and anti–ferromagnetic case. A detailed discussion and calculation including the
exactly solvable S = 1/2 case and the S  1 limit can be found in appendix A.1.
Kolezhuk mapping
For low temperatures, the 1D quantum system can be mapped to a 1+1D classical system where





[42]. For zero temperature the system maps then to a fully 2D classical theory when Lτ → ∞.
The HXY is essentially the XY model with an additional frustration in the xˆ direction analog
to Villain’s model. For small pitch angles θ of the chiral states, a full winding takes place over a
distance l a much larger than the lattice constant. In that case we can move to a continuous
φi 7→ φ(x, y) theory of the spin angles. In the case of isotropic NN interaction, i.e. K0 = K1,















The derivation was done earlier by substituting φi 7→ φ(x, y) and φi+xˆ 7→ φ(x + a, y) and
expanding the difference φi − φi+xˆ in the cos(. . . ) terms, similar to the expansion proposed by
Hubert [46].
In the case of the frustrated XY chain for large spin, Kolezhuk [43] was able to map the






















S , relating to the value






Even though we will be dealing with a purely classical system, this relation can be used to connect
it to the large spin case of frustrated 1D quantum chains, [43]. The procedure is sketched out in
more detail in the appendix A.2.
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2.3 Landau–Ginzburg–Wilson Hamiltonian
A different approach to the chiral systems has been done by Bak and Mukamel, [44], using
symmetry considerations to construct the Landau–Ginzburg–Wilson (LGW) Hamiltonian. For
a system with a chiral wave vector q in one direction, they constructed a 4-component order-
parameter expansion. This model connects to the models we have discussed so far. A derivation
starting from a microscopic model, followed by an expansion around its critical modes, was
done by Kawamura, [49, 50], and leads to the same Hamiltonian. Both, the work done by Bak
and Mukamel and the work done by Kawamura consider 3D systems. The derivation can be
easily modified to suit the 2D case, but there are several disadvantages that make further study
impractical. The critical dimension for the LGW system is dc = 4, making a renormalization-
group approach for d = 2 impossible. Also, we will see that splitting the order parameters into
a right and left spiral state will be helpful. The coupling of these two different states will turn
out to not be small in the chiral regime that we want to study. Both points render this line of
attack on the problem unfruitful. The works are discussed here nevertheless, to give a sense of
these approaches.
Bak and Mukamel approach
Let us start with the purely macroscopic approach used by Bak and Mukamel, [44]. They
consider the spiral structures that emerge in the rare earth metals Ho, Tb and Dy, by looking
at their underlying crystal symmetry. As mentioned in the introduction, they crystallize in the
hexagonal closely-packed structure and in each hexagonal layer, their magnetic moments are
aligned. Moving along the z-axis, perpendicular to the different layers, the magnetic moments
form a helix, described by the wave vector q = (0, 0, θ/a). As order parameter, they choose the
Fourier coefficients of the magnetic moments around the wave vector q of the chiral configuration,
given as




±ıqr, P = x, y. (2.29)
In the case of a chiral structure around the zˆ-axis, the wave vector is given by q = (0, 0, q) =
(0, 0, θ/a), with XY spins S = (Sx, Sy, 0) in the plane perpendicular to q. Writing down the

















2 + u2(φxφ¯y − φyφ¯x)2 (2.30)
The gradient terms favor a homogeneous order parameter. The parameters r, u1 and u2 now
determine the minimum configuration of the system. In the simple case when all of them are
positive, the minimum is reached when all four order parameters vanish. For different parameter
configurations, the order parameter can take on finite values, marking ferromagnetic or chiral
structures. In the present notation, the system is not very transparent. A better understanding




(φx + φ¯y), η2 =
1√
2




(φ¯x − φy), η¯2 = 1√
2
(φ¯x + φy). (2.32)
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in order to identify the left and right twisting spiral configurations. The describe the spiral parts








±Sx(r) cos(kr) + Sy(r) sin(kr), (2.34)







now makes the discussion clearer. Here η1 corresponding to the right-handed spiral and η2




































The coefficients u and v are related to the previous coefficients u1 and u2 via







In its form given in equation (2.36), the structure becomes clear. For r < 0 and u > 0, the system
will favor non vanishing amplitudes |ηi| for the left- and right-handed chiral structures. Now
the coupling parameter v determines if they both exist simultaneously and form a ferromagnetic
(FM) structure or if only one is favored, describing a chiral state (Ch). For r > 0 and u > 0
both amplitudes vanish and the system is paramagnetic (P). These configurations are listed in
table 2.1. Some special cases can be discussed before doing a direct minimization of the energy.
P Ch+ Ch- FM
|η1| 0 const 0 const
|η2| 0 0 const const
Table 2.1: Overview of the possible ground states. P being the paramagnetic state, Ch+ and Ch-
corresponding to the right or left chiral structure and FM being the ferromagnetic configuration
Without a coupling between the two amplitudes, v = 0, we are dealing with two independent two-
component systems. Both having the exact same structure and are determined by the parameters
r and u, meaning that they will simultaneously be either 0 or non-vanishing. In the case of r < 0
and u > 0, the system will be in the FM state, since both amplitudes will not vanish. In the
special case of v = u, the whole system can be written in terms of the 4-component vector
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The system only fixes the amplitude of g and is invariant under rotation. For a fixed amplitude
the direction (1, 0, 0, 0), referring to |η1| 6= 0 and |η2| = 0, has the same energy as the direction
1√
2
(1, 0, 1, 0), referring to both amplitudes being non-vanishing. The line u = v therefore marks
the transition from a ferromagnetic to a chiral state, because both will have the same energy for
this parameter configuration.
Let us now exactly calculate the minimum of the energy. Minimizing the gradient terms is










































2) = 0. (2.39)
The different possible solutions and their respective energies for r < 0 can now be calculated.










u > 0 (2.41)







u+ v > 0 (2.42)
We see that the energy is not bounded from below for u < 0 and v < −u, and the system is
unstable for those parameter configurations. The full mean-field phase diagram of the system
is shown in figure 2.3. One can see that around v ≈ 0, where the two chiralities η1/2 decouple,
v
u







Figure 2.3: Mean-field solutions for the free energy expansion of the system.
the system is in the ferromagnetic state. In the chiral case that we are interested in, none of the
parameters can be treated as a perturbation.
Kawamura expansion
The Landau–Ginzburg–Wilson (LGW) expansion of the microscopic HXY model has been stud-
ied by Kawamura in 1988, [49, 50], to calculate the critical behavior in 3D using the renormalization-
group. Starting from the microscopic hard-spin model, using the Fourier transform and keeping
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(∇a)2 + (∇b)2 + r¯(a2 + b2) + u¯(a2 + b2)2 + v¯{(ab)2 − a2b2}] , (2.43)
where a and b are the 2-component vector fields corresponding to the sine and cosine components
of the non-collinear spin structure with the wave vector q, [49, 50].
〈S(r)〉 = a(r) cos(qr) + b(r) sin(qr). (2.44)
We see that the system favors a ⊥ b for v¯ > 0, corresponding to the spiral structure. In the
case of v < 0 the vectors a and b tend to align and form linear polarized spin structure, [49].
The expansion derived from the microscopic model by Kawamura is actually identical to the one
derived simply by symmetry considerations done by Bak and Mukamel. Looking at the near
critical modes around q we see the immediate connection between the order parameters used by
Bak and Mukamel and the order parameter used by Kawamura, being
φx/y ∼ ax/y, φ¯x/y ∼ bx/y. (2.45)
The first three terms in the expansion by Bak and Mukamel, equation 2.30, can be easily rec-
ognized as being equal to the first three of the Kawamura expansion in equation 2.43 using the
identified connection of the order parameters from equation 2.45. The last term can be checked
by computing
(ab)2 − a2b2 = a2xb2x + 2axbxayby + a2yb2y − a2xb2x − a2xb2y − a2yb2x − a2yb2y = −(axby − aybx)2 (2.46)
and again using the identification ax/y ↔ φx/y and bx/y ↔ φ¯x/y from equation 2.45. The
parameters are connected via
r = r¯, u1 =
1
2
u¯, u2 = −1
2
v¯, (2.47)






v¯, v = −1
4
v¯. (2.48)
The connection to the microscopic parameters {J0, J1, J2} has been formally calculated by Kawa-
























Kij = J0δi,i+xˆ + J1δi,i+yˆ + J2δi,i+2xˆ. (2.50)
The matrix P is now the inverse defined as
Pij = [P0δij +Kij ]
−1
, (2.51)
where the constant P0 is chosen to make P positive definite. The constants c0 and c1 are the
coefficients of the expansion of the Fourier transform P (q) of P
P (q) ≈ c0 + c1q2 +O(q4), (2.52)
[45, 49]. However, the elements Pii and the coefficients c0 and c1 are never explicitly calculated.
The calculation does not give explicit values for the microscopically determined coefficients r, u
and v, but still connects the symmetry considerations to a microscopic model where the chirality




In this chapter we will focus on the chiral transition of the HXY model. The starting point is

















which we discussed in chapter 2. The potential for the ∂xφ terms has the form of a double well
with the two minima at ∂xφ = ±θ. The term (∂xφ)4 complicates the system, a straight for-
ward computation of the partition function and the thermodynamical properties is not possible.













with the parameters r and Q. The quadratic nature of HT will make analytic computations
possible. Now we have to find the optimal values for r and Q for a given K0, such that the
approximation is closest to the original. So what is meant by “closest” approximation and how
can the quality of the approximation be measured? This is done by constructing a functional with
certain properties, whose minimum is determined by the original Hamiltonian. This so called
variational approach is used in order to determine the best possible parameters approximating
the original system, [51].
3.1 The variational approach
We will start by constructing the above mentioned functional V[HT ]. All thermodynamic prop-
erties of the system are encoded in its thermodynamical potential, the free energy
F = −T ln(Z) (3.3)







∫ D[φ] is over all field configurations. Starting from the partition function






By multiplying the expression with 1 = ZT /ZT , we can define the average 〈. . . 〉T
〈. . . 〉T = 1
ZT
∫
D[φ]e−βHT (. . . ) (3.5)
in the expression. The partition function Z can now be written as the averaged function of the
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In order to compute the average of a function exp(. . . ), we would need to compute the average
of all powers of the argument. This is not feasible. But it is possible put a lower limit on the
partition function using Jensens inequality 〈e−A〉 ≥ e−〈A〉, [51].
Z ≥ ZT e〈−β(H−HT )〉T (3.7)
Taking the logarithm on both sides we get
− ln(Z) ≤ − ln(ZT ) + 〈βH − βHT 〉T
So the minimum of the functional
V[HT ] = − ln(ZT ) + 〈βH − βHT 〉T != min (3.8)
now determines the best or “closest” approximation of the system.
Computing the derivatives
The minimum condition ∂αV != 0 now determines the optimal parameters α = {r,Q}. The
calculation is done in two parts. First the equation is reduced to simple averages which will be
evaluated in the second part.
Reducing the minimum condition to simple averages
Starting with the first term lnZT from equation (3.8) we immediately get
−∂α ln(ZT ) = − 1
ZT
∫
D[φ]e−βHT (∂α(−βHT )) = 〈(∂αβHT )〉T (3.9)
This reduces the problem to the simple average of the derivatives of the trial Hamiltonain. When
dealing with the second part, it is convenient to introduce ∆ = βH − βHT and 〈. . . 〉 ≡ 〈. . . 〉T





















= 〈(∂αβHT )〉〈∆〉 − 〈(∂αβHT )∆〉+ 〈∂α∆〉 (3.10)
Note that ∂α∆ = −∂αβHT , since H is independent of r and Q. The derivative ∂αV can now be
computed by combining the two previous results
∂αV[HT ] = ∂α [− lnZT + 〈∆〉]
=
XXXX〈∂αβHT 〉+ 〈∂αβHT 〉〈∆〉 − 〈(∂αβHT )∆〉+XXX〈∂α∆〉
= [〈∂αβHT 〉〈∆〉 − 〈(∂αβHT )∆〉] (3.11)
This leaves us with the equation for the minimum of the functional as
〈∂αβHT 〉〈∆〉 − 〈(∂αβHT )∆〉 = 0 (3.12)
28
3.1. The variational approach Chapter 3. Chiral Transition
Computing the averages
Now when computing the averages in equation (3.12), it is useful to introduce the new fields
∂xϕ = ∂xφ−Q. The approximate Hamiltonian HT is quadratic in ∂xϕ with mean 0, turning the
average 〈. . . 〉T into a Gaussian average with zero mean. This makes the application of Wick’s
theorem for the ∂xϕ possible. Now we will compute the derivatives ∂rHT and ∂QHT and then






































The coefficients hQn of the power series are zero except for h
Q












The coefficients can be summarized as
hrn = δn,2 h
Q
n = −2Qr δn,1 (3.17)














































+ (Q3 − θ2Q)(∂xϕ) + 1
4
(Q4 − 2θ2Q2 + θ4)
we can now identify the non-vanishing coefficients fn as listed in table 3.1. The minimum
equation (3.12) for the functional ∂αV[HT ] = 0 then takes on the general form∑
n,m
hαnfm [〈(∂xϕ˜)n〉〈(∂xϕ˜)m〉 − 〈(∂xϕ˜)n(∂x′ ϕ˜)m〉] = 0 (3.19)
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Table 3.1: The coefficients for the expansion of ∆ in powers of (∂xϕ)n.
Applying Wick’s theorem
Now the task is to simplify and finally solve the equation (3.19). So far we have reduced it to
averages over finite powers of the fields ∂xϕ. As we discussed earlier, the average is Gaussian
and we can use Wick’s theorem, as e.g. derived in [52], to reduce the average of higher powers to
functions of the variance. First we will write equation (3.19) in a compact form by introducing
A = ∂xϕ and B = ∂x′ϕ. We can also see that all the terms with either n = 0 or m = 0
cancel. In the first term, only even n or m survive because odd powers of ∂ϕ average to zero,
i.e. 〈A2k+1〉 = 0. In the second term only m + n = even terms survive due to Wick’s theorem,
resulting in
hα2 f2(〈A2〉〈B2〉 − 〈A2B2〉) + hα2 f4(〈A2〉〈B4〉 − 〈A2B4〉)− hα1 f3〈AB3〉 − hα1 f1〈AB〉 = 0
Applying Wick’s theorem again, we see that only connected parts survive. For each term hαnfn
the results of applying the Wick theorem are listed in table 3.1. The minimum condition for the
hαnfn 〈. . . 〉 〈. . . 〉 〈. . . 〉
hα2 f2 〈A2〉〈B2〉 = 〈A2〉2 〈A2B2〉 = 〈A2〉2 + 2〈AB〉2
hα2 f4 〈A2〉〈B4〉 = 3〈A2〉3 〈A2B4〉 = 3〈A2〉3 + 12〈A2〉〈AB〉2
hα1 f1 〈A〉〈B〉 = 0 〈AB〉 = 〈AB〉
hα1 f3 〈A〉〈B3〉 = 0 〈AB3〉 = 3〈A2〉〈AB〉
Table 3.2: Wick’s theorem applied to the averages, with A ≡ ∂xϕ and B ≡ ∂x′ϕ




)− hα1 〈AB〉 (f1 + 3f3〈A2〉) = 0 (3.20)
Plugging in the concrete values for hαn and fn from equation (3.17) and table 3.1, minimization
in respect to r and Q results in the two following equations
∂QV != 0 ⇒ Q
{
Q2 − θ2 + 3〈(∂xϕ)2〉
}
= 0 (3.21)
∂rV != 0 ⇒ 3Q2 − θ2 − 2r + 3〈(∂xϕ)2〉 = 0 (3.22)
with the two solutions
¬ r = θ2 − 3〈(∂xϕ)2〉 Q2 = r (3.23)
­ 2r = −θ2 + 3〈(∂xϕ)2〉 Q = 0 (3.24)
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3.2 The solutions
The solution ¬ from equation (3.23), has a finiteQ 6= 0 and represents the chiral case. The second
solution ­ with Q = 0 is the non-chiral case. When the system switches from one solution to the
other, we will have pin-pointed the chiral transition. For T → 0 the fluctuation term 〈(∂xϕ)2〉
vanishes and the system goes to r = θ2 and Q = ±θ. This is the chiral ground state, as expected.
For high temperatures the fluctuations increase to a point where 3〈(∂xϕ)2〉 > θ2. A negative r in
solution ¬ corresponds to an imaginary Q and is non-physical. The selected solution is ­ with
Q = 0, where the chiral order is lost.



















Here we introduced the a cutoff Λ = pi, restricting the momentum-space integrals to the first
Brillouin zone of the system. The function σ2(r) can be calculated analytically, for example with



































The function σ2(r) cannot be inverted. Self-consistent solutions to the two equations 3.23 and
3.24 will have to be found numerically.
Low temperatures
Let us start with the low temperature solution ¬. The equation (3.23) describing the solution
can be written as
K0(r − θ2) = −3σ2(r) (3.27)
The left hand side of the equation is a line going through r = θ2 with a slope K0. The function

















Since the second derivative of σ2(r) in respect to r is always positive, σ2(r) is convex. The
right hand side of equation (3.27), −3σ2(r), is therefore a concave function with the lowest value
−3σ2(0) ≈ −3.5794. We can now plot −3σ2(r) and the line K0(r− θ2) and look for intersecting
points in order to solve the equation (3.27). For small θ the features in the plots are hard to make
out, so we use a schematic plot with θ2 = 1 in figure 3.1 to illustrate the discussion. Shown is
the concave function −3σ2(r) and the line for three different temperatures. For low temperature
T the parameter K0 = βJ0 becomes large. In this region we find one solution to r. then for a
certain temperature range there will be two different solutions for r that will meet for a finite rc
at Tc and than the equation will produce no solution for r for higher T > Tc.
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Figure 3.1: Illustration of the low-T equations for r. Drawn is the concave function −3σ2(r)
(right hand side of equation (3.27)) and the left hand side of the same equation for different
temperatures T. One can easily see how the equation goes from one solution (small T, large
slope) over to produce two solutions and finally no solution at all for r
The second solution to the equation (3.23) emerges once the lineK0(r−θ2) allows the solution
r = 0 by passing through the point −3σ2(0). The temperature Kc, that marks this emergence





with σ2(0) ≈ 0.732805. The other special point rd is reached, when both solutions merge. The
critical temperature K−1d is reached once the line Kd(rd − θ2) with the slope Kd is a tangent to





The prime denotes the derivative in respect to r. The value rd, where the two solutions merge
is determined by the equation




Since σ2(r) and σ2′(r) are known, the equation can be solved numerically. Once the value rd is






Both critical temperatures K−1c (θ) and K
−1
d (θ) are shown in figure 3.2. As one can see, the
difference between the two solutions starts to vanish for small θ. In the regime of small θ  1
for which our model was expanded, there is only one solution for a given θ.
High temperatures
The case for high temperatures is less complicated. The equation we have to solve can be written
as
K0(2r + θ
2) = 3σ2(r) (3.33)
Here we have a straight line going through − 12θ2 with the slope 2K0. As we discussed earlier,
the function on the right hand side 3σ2(r) is convex. For all slopes 2K0 there is only one point
of intersection.
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Figure 3.2: The critical temperatures K−1c (θ) and K
−1





The region between the two temperatures marks the temperature window where two solutions
to the equation (3.27) for r exist. As we see this window vanishes for small θ.








Figure 3.3: Illustration of the high-T equations for r. Drawn is the convex function 3σ2(r)
(right hand side of equation (3.33)) and the left hand side of the same equation for different
temperatures T. One can easily see how there is only one solution for r for a given temperature.
3.3 Discussion
Now, using a computer algebra system like Mathematica, the equations (3.23) and (3.24) can be
solved numerically. All solutions for r/θ2 for θ = 1 are shown in figure 3.4 For θ = 1 the region









Figure 3.4: The found solutions for θ = 1. The dashed lines mark K−1d and K
−1
c with K−1c <
K−1d .
between K−1c and K
−1
d is pretty pronounced and would indicate a first order transition due to
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the jump in order parameter. As we discussed earlier, this window decreases rapidly for small θ,
approaching a continuous change in the order parameter. The variational approach is known to
wrongly capture a second order transition as a first order one.
A prominent example is the variational study of the XY model discussed by Patashinskii and
Pokrovskii in [53]. Here the continuous phase transition, will lead to a jump in the fitted order
parameter. Without further knowledge this would cause one to believe the transition to be first
order, which is clearly wrong. In a similar model, the same effect has been discussed by Pytte,
[54]. The transition is believed to be continuous and the jump in order parameter is an artifact
of the variational method.
The chiral transition is indicated by a vanishing r = 0. For the critical temperature K−1c of







In the previous chapter we focused on the chiral transition using a variational approach. Here
the compact nature of the angles φ(x) was ignored and in extension vortices. Now we will focus
on the vortices in the system and their influence on the magnetic phase transition in order to
















To shorten the equations, we have introduced the short hand notation for the derivatives as
φx ≡ ∂xφ. Each subscript marks one derivative, so φxx is the second derivative of φ in respect
to x. Without the constant energy offset 12θ





































with the parameters r and u. Here N [φ4x] = φ4x−6σ2φ2x+σ4 is the normal ordering and σ2 = 〈φ2x〉








can be directly identified as playing the role of the correlation length in x- and y-direction.
4.1 Vortices
Now, in order to focus on vortices, let us consider a region of the dimensions Lx and Ly. We can
rescale the system with x/Lx 7→ x and y/Ly 7→ y and introduce the parameters λα = ξα/Lα.






yφyy = 0 (4.5)
[40]. Analogous to the classical XY model, the angle φ can be split into a spin-wave part φs and
vortex part φv. Both do not interact. The spin wave part φs, which carries the chiral order, will
be treated using the RG method later in this chapter.
The saddle-point equation (4.5) with an additional inhomogeneous part δ(x) on the right-
hand side describes a vortex. This equation cannot be solved analytically. On small scales, large
momenta, the φxx can be ignored compared to the φxxxx term. This is equivalent to setting
r = 0. In this case the scaling between length in y-direction and x-direction is easily identified
35
Chapter 4. Renormalization Group 4.2. Long–range interaction in Ising order parameter model
as Ly ∼ L2x. One way of estimating the core energy of the vortex is by choosing an appropriate
anisotropic ansatz for the vortex
φv(x, y) = arcsin(ζ)θ(x) + [pi − arcsin(ζ)]θ(−x) (4.6)
where ζ = y/
√
κ2x4 + y2 and θ(x) is the Heaviside step function. κ is a numerical parameter
that we can now vary to minimize the energy. The powers x4 and y2 in the denominator reflect
the scaling law for small scales. The Ansatz is plotted in figure 4.1. Now we can minimize the















with respect to κ. When introducing a cutoff on the scales of the lattice constant a = 1, these
integrals can be solved analytically. This is summarized in the appendix B.1. The function
Figure 4.1: Anisotropic Vortex Ansatz plotted for κ = 0.42.
Ecore(κ) can now be minimized using standard numerical methods and we obtain the results
E¯core = 2.38K0 κ = 0.42 (4.8)
The vortices are dominated by short length scales as is their interaction. In the regular BKT
scenario the long range interactions are screened by the appearance of vortex–antivortex pairs
on shorter scales. In the case of an already small scale of the interaction length, this screening
mechanism will not take place. There is simply no space for additional vortex–antivortex pairs to
form and screen the interaction. On large scales the φxxxx term in the saddle point equation can
be ignored and we obtain the standard Berezinskii–Kosterlitz–Thouless vortices for λx = λy = 1.
4.2 Long–range interaction in Ising order parameter model
On small scales, when the correlation length exceed the vortex size, ξα  Lα, φx acts as the
order parameter of the system. As we will see now, introducing this Ising like order parameter
ψ = φx in our system will lead to a long range interaction. This is profoundly different from the
classical soft spin λψ4 theory for the Ising model. The transition should therefor not lie in the
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Onsager universality class. Later, after doing more rigorous calculations, we will indeed see that
the critical exponents are different from the Onsager ones.
Starting with the effective Hamiltonian H, equation (4.3), we switch to the order parameter



























In the last step we already switched to our new order parameter ψ by using ψk ≡ ıkxφk. Now
we want to transform this expression back into position space. The back transformation of the
k2y part is simple and returns the partial derivatives ∂y in y. The complicated and therefor










The Fourier transform can be solve by a computer algebra system, e.g. Mathematica. Another
approach is to realize that the second derivative of this function is ∂2xA = −δ(x). In this case





(θ(x)− θ(−x) + 2xδ(x))
]
= −δ(x) (4.13)







dx′ψy(x, y)|x− x′|ψy(x′, y) (4.14)
4.3 RG - small scales
The consideration of different length scales that we did for the vortices, is also important when
doing the renormalization group approach. We will be starting with small scales, where the
correlation length ξ exceeds the system size in each direction. Following the standard approach
from [5], we can write down the RG flow equations for the parameters r, K, u and the vortex
fugacity y. The initial values for these parameters are given by r0  1, u0 = 1, K0 and
y0 = exp(−Ecore), with the vortex core energy as we have estimated earlier. As will discussed in
more detail later, when focusing on the anomalous scaling dimension of the system, the u term
is not marginal in d = 2. The critical dimension of the system is dc = 5/2. We will extend the
y-dimension into a (d−1)-dimensional vector and perform the flow calculations as perturbations
in the small parameter  = 5/2− d. The RG procedure starts by integrating out the fluctuation
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with the small scale parameter l, and finally rescaling the parameters according to
x = x′el/2 y = y′el r′ = rel (4.16)
We do not rescale φ as it is a compact variable and we want to treat it as such. u is not rescaled














We discussed earlier, that on the small scales there is no screening due to vortices. Consequently
the vortex fugacity y = exp(−K) and K only change via rescaling, meaning
dK
dl






The rescaling of the vortex fugacity y = exp(−Ecore +S) is due to the entropy S, corresponding
























(ξy − 1) (4.22)





ξy  1 (4.23)
we find for the correlation length ξy and the correlation length exponent νy
ξy ∼ 1
θ2




From the general scaling for the correlation lengths we see ν−1y = (2νx)−1. Systems with an
anistoropic Lifshitz point, such as the one discussed here, were also studied by Hornreich et
al. using a Ginzburg–Landau expansion, [55]. They found the anisotropic scaling law
νx(d− 1)νy = 2− α (4.25)
which is satisfied for α = νy/3.
4.4 RG - large scales
On large scales l > lc the non-linear terms of our system can be ignored. In this case, the vortices







= (2− piK˜)y (4.26)
as can be found in [5]. Unlike the flow equations for the small scales, these equations cannot be
easily integrated.
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Numerical solution
There is no known solution to these coupled differential equations for K(l) and y(l). We have
to resort to other means in order to obtain something feasible. Taking the second derivative of






= 8pi3y2(2− piK˜) = 2(2− piK˜) d
dl
K˜−1 (4.27)
which is now just a differential equation for K˜−1(l), independent of y(l). This can be now be
solved numerically. Taking l to be a large value, we can even hope to approximate the critical
value K˜−1∞ = K˜−1(l → ∞). A fairly good approximation is l = 100 in the numerics. Given the
starting values K˜−1(l = 0) = K−10 and
d
dlK˜
1(l = 0) = 4pi3y20 , the simple Mathematica code form
listing 4.1
1 KInf [ k0_ , g0_ ] := Module [ { numerik , f , x } ,
2 numerik [x_] =
3 f [ x ] / . NDSolve [ { f ’ ’ [ x ] == 2 f ’ [ x ] (2 − \ [ Pi ] / f [ x ] ) , f [ 0 ] == 1/k0 ,
4 f ’ [ 0 ] == g0 } , f [ x ] , {x , 0 , 1 0 0 } ] [ [ 1 ] ] ;
5 1/numerik [ 1 0 0 ]
6 ]
Listing 4.1: Mathematica Code used to numerically solve for K˜∞(K˜0, y0)
produces the numeric solution K˜∞(K0, y0). The results of the Mathematica code using the
starting value y0 = exp(−K0) and the length cutoff l = 100 are shown in figure 4.2.









Figure 4.2: Shown is the function K˜∞(K0, y0) with y0 = exp(−K0). For reference the value
K˜∞ = 2/pi and the line K˜∞ = K0 have been drawn (dashed lines).
Analytical solution
It turns out that the function K˜∞(K0) can be obtained analytically. For this we divide the







Chapter 4. Renormalization Group 4.4. RG - large scales




















= 2pi3(y2 − y20) (4.30)






(K˜−1 −K−10 )) = exp(2pi2(y2 − y20)) (4.31)
This equation can be solved for K˜, where the solution is related to the Lambert W function. To
make this connection more clear, we will introduce the constants c1 and c2 to contain everything







c1 = 2/pi (4.33)
c2 = K0 exp
(







The Lambert W function is defined as the inverse to xex = y, so the function W (y) satisfies the
identity
W (y) exp(W (y)) = y (4.35)
The defining equation for W (y) looks very similar to our equation (4.32). Indeed we can use the
knowledge of W (y) 1 to solve for K˜(y) as
K˜(y) = − c1
W (−c1/c2) (4.36)
K˜−1(y) = − 1
c1
W (−c1/c2) (4.37)
Combined with y0 = exp(−K0) this leads to the expressions




















We can now compare this analytic solution to the one obtained earlier by numerically integrating
the equations for K˜. The results are pictured in figure 4.3 and show excellent agreement. The
equation for K˜(y) can also be inverted to













1The Lambert W function is referred to as ProductLog in Mathematica
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(a) K˜numerics and K˜analytic






(b) ∆K˜ = K˜numerics − K˜analytic
Figure 4.3: The plots show the difference between the numerically obtained result for K˜∞(K0)
with the analytic solution. We see that the difference is of the order of ∼ 10−9. Both results are
in excellent agreement.
The figure 4.4 shows y(K−1) for different starting values K0 and y0 = exp(−K0), similar to
e.g. the one depicted in [10]. We can also see that the critical value K˜∞ = 2/pi is reached for










Figure 4.4: Flow diagram for Kosterlitz recursion relations as derived from the known set of
differential equations.
W (x) = −1. With W (−1/e) = −1 this gives the condition c1/c2 = 1/e. The critical equation













We arrive at the same condition by looking at the values that produce y = 0 in equation (4.40).
Taking the ln(. . . ) on both sides of the critical equation (4.42) we get
2
piK
= 1 + ln(2) + 2pi2y2 − ln (piK) (4.43)
describing the values belonging to the BKT transition.
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4.5 Anomalous dimension of chiral transition




















where we extended d → 5/2 to make the interaction term uφ4x marginal and enable a RG
calculation. Using the following rescaling
x 7→ x′ = x/b r 7→ r′ = b∆rr φ 7→ φ′ = b∆φφ
y 7→ y′ = y/bz u 7→ u′ = b∆uu
Fixing the scaling of the two gradient terms φ2y and φ2xx fixes the dynamical exponent z = 2,




With the condition that the gradients should not scale with b, we get ∆φ = d− 5/2. The other
scaling exponents follow leaving us with
∆r = 2 ∆φ = d− 5
2
= − ∆u = 5− 2d = 2 z = 2
Now we will consider the perturbation around the dimension dc = 5/2 in the small parameter
 = 5/2− d.
Fix point u∗ to first order in 
In order to compute the first order correction to the scaling in u we have to write down the first























) ∗ 2 ∗ (42) = 36 and the vertices giv-
ing a (−1)(−u)2 contribution. We used the general change to spherical coordinates ∫ ddx =
Kd
∫
















with the non-trivial fix point u∗.
2-loop correction to the self energy
Looking at the scaling relations, the full propagator G = 〈∂xφ∂xφ〉 ∝ x−2−2∆˜φ ∝ k2−2∆˜φx with
∆˜φ = ∆φ + ∆
()
φ . With d = 5/2 as we saw before, ∆φ = 0 and the full propagator scaling can be
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1− 2∆()φ ln(kx) + . . .
]
(4.48)







k2x − Σ(0)− (Σ(k)− Σ(0)) (4.49)
So the change in k2x due to the self energy correction ∆Σ = Σ(k)−Σ(0) determines the anomalous









The first rescaling of the k dependency of the self energy Σ is given by the two loop diagram






d3/2y G3(x,y) (eıkxx+ık⊥y − 1) (4.51)




) ∗ 3! ∗ (41) = 48 and the vertices
give an additional (−1)(−u)2. Here we work with the propagator in position space, removing
the hassle of having to integrate over all internal momenta of the diagram. This technique is
discussed in detail by Patashinskii and Pokrovskii in [53]. With k⊥ = 0 the first correction to k2x


































Amazingly, this Fourier transform can be done exactly. A detailed calculation is done in the
appendix B.5. It also includes a second approach where the problem is reduced to a differential















where Iν is the modified Bessel function of the first kind and Lν the modified Struve function.
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where the constant cx can be numerically evaluated to be cx = −0.000281769. The calculation
is done in appendix B.7. The anomalous dimension then works out to be
∆
()













≈ −0.10614 2 (4.54)













































There is no logarithmic divergence present, so no rescaling in the y direction takes place. The
critical exponent in y direction therefor does not have any two-loop corrections. With η = 2∆φ
we get for the critical exponents
ηx = −0.2122 +O(3) ηy = 0 +O(3) (4.55)
in two loop correction. Indeed, they are different from the Onsager exponents η = 14 , [40].
4.6 Comparison to numerics
The HXY model has been investigated numerically by Sorokin et al. [56]. They find different
critical exponents then the ones discussed here. However, in their study they failed to properly
account for the anisotropy of the system, [57]. We can read out the data from the plots and find
the exponents ourselves, by fitting the obtained data. The data for the heat capacity C from
figure 7 from [56] as it was read out graphically is listed in table B.1 in appendix B.8. Data was
read out from the paper and can be found in table B.1 in appendix B.8.
The critical exponent α can now be obtained by fitting the power-law behavior close to the
critical transition. The fit is shown in 4.5 and produces α ≈ 0.32. The chiral order parameter κ
can be read out from figure 19 from [56]. Here, only a few data point are available. They are
listed in table B.2. Determining the critical exponent β is done by manually fitting a line to the
data in a double logarithmic plot, as shown in figure 4.6. This results in β ≈ 0.30. The chiral
susceptibility χk data is taken from figure 17 form [56] and is listed in table B.3. The fit is again
done in the double logarithmic plot and is shown in figure 4.7. The result is γ ≈ 1.08.
α ≈ 0.32 β ≈ 0.30 γ ≈ 1.08 (4.56)











for the first order in  = 1/2.
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Tc= 0.42 (Div. von χk)β = 0.300368
Figure 4.6: β exponent fit from simulated chiral order parameter data in Sorokin et al. [56],
listed in table B.2.
4.7 Phase diagram
Now we have to solve the equation (4.43). We started from small scales up to the length scale lc
in section 4.3. Leading to the values
Klc = K exp(−lc) yc ≈ exp(3lc/2− E¯core) (4.58)
where the core energy was estimated earlier as E¯core = 2.38K. Once the length scale lc is reached,
such that
elc ≈ ξy (4.59)
the system is essentially governed by the KT flow equations.
2
piKlc
= 1 + ln(2) + 2pi2y2lc − ln (piKlc) (4.60)
For the correlation length we identified ξy = 1r when looking at the effective Hamiltonian. This
r(K) dependent effective constant can be approximated with the variational method used for
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T > Tc: |T-Tc|^(-1.09)
T < Tc: |T-Tc|^(-1.07)
Tc = 0.4228
Figure 4.7: γ exponent fit from simulated chiral susceptibility χk data in Sorokin et al. [56],
listed in table B.3.
the chiral transition, done in chapter 3. As discussed earlier, for temperatures above the chiral























which could be solved analytically. The solution is given in equation (3.26). Given the form of
σ2(r), we can numerically solve equation (4.61) to find r(K), using the simple Mathematica code
from listing 4.2.
1 s2 [m_] :=
2 1/\ [ Pi ]^2 2 (−Sqrt [m] \ [ Pi ] +
3 Sqrt [ 4 m + \ [ Pi ] ^2 ] ArcTan [2/ Sqrt [ 4 m + \ [ Pi ] ^ 2 ] ] +
4 Sqrt [ 2 ] Sqrt [m + Sqrt [m^2 − \ [ Pi ] ^ 2 ] ]
5 ArcTan [ \ [ Pi ] / ( Sqrt [ 2 ] Sqrt [m − Sqrt [m^2 − \ [ Pi ] ^ 2 ] ] ) ] +
6 Sqrt [ 2 ] Sqrt [m − Sqrt [m^2 − \ [ Pi ] ^ 2 ] ]
7 ArcTan [ \ [ Pi ] / ( Sqrt [ 2 ] Sqrt [m + Sqrt [m^2 − \ [ Pi ] ^ 2 ] ] ) ] )
8 rk [ \ [ Theta ]_, kinv_ ] := Module [ { x} ,
9 x / . FindRoot [ x + (1/2) \ [ Theta ]^2 − 3 kinv /2 s2 [ x ] , {x , 1} ] // Chop
10 ]
Listing 4.2: Mathematica Code used to numerically solve for r(K−1)















for the critical temperature KBKT of the BKT transition. This equation can be solved nu-
merically with Mathematica using the FindRoot-Method similar to listing 4.2 and produces the
re-entrance part of the phase diagram, figure 4.9, above the chiral transition line. The flow
equations work under the assumption of small fugacity y for the vortices. Once the numerical
solution is found, one can compute the fugacity for these lines to see if they are small compared
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Figure 4.8: Fugacity y
to one. The results are shown in figure 4.8 As one can see, the condition y < 1 is satisfied for
all the solutions and our method is self consistent. Below the chiral transition we saw that the
variational approach produced a non-physical artifact, which leads to the appearance of a jump
in order parameter and the accompanied parameter r. This effect vanishes for small θ but is
pronounced once we approach θ ∼ 1. To avoid non-physical artifacts in the phase diagram, we
have to approximate the correlation length without using the self-consistent equation for r for










with ν−1y = 1− /3 which for  = 1/2 is νy = 6/5, as we discussed in section 4.3. The numerical
solution of the equation for KBKT below the chiral transition produces just one simple transition
line close, but not identical, to the chiral transition. The resulting full phase diagram is shown
in figure 4.9. For low temperatures the system exhibits chiral order and magnetic quasi-long
range order (QLRO), indicated by an algebraic decay in spin–spin correlations. Increasing the
effective temperature K−10 for a fixed θ leads to a BKT transition. As our numerical solution
has shown, the BKT transition occurs before the chiral transition, leading to an exponential
decay in spin–spin correlations while still exhibiting chiral order. This is the helical spin liquid
phase. For large θ > θc ≈ 0.66, an increase in K−10 leads to the loss of chiral order at the
chiral transition and the system enters the paramagnetic phase. In the case of small θ < θc a
re-entrance in the magnetic phase was found, after the chirality was lost. Now the system only
exhibits QLRO in the absence of chirality in the quasi ferromagnetic phase (quasi FM). As we
will discuss in the next section, experimental systems are usually classified by the ratio α of the
NN and NNN interaction, instead of the pitch angle θ. To be able to better compare our results
to those systems, figure 4.10 shows the phase diagram with K2/K0 as the x-axis instead of the
angle θ. The results for the phase diagram have been published in Physical Review Letters, [40].
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Figure 4.9: Phase Diagram of the helical XY model as a function of the chiral pitch angle
θ = arccos(− K04K2 ). The diagram was calculated by numerically solving equation (4.60). The
BKT transition (K−1BKT ) is marked by the solid lines, the chiral transition K
−1
c by the dashed
ones.



















Figure 4.10: Phase diagram of the helical XY model as a function of the parameter ratio K2/K0.
The diagram was calculated by numerically solving equation (4.60). The BKT transition (K−1BKT )
is marked by the solid lines, the chiral transition K−1c by the dashed ones. This figure is depicted
in [40] with slightly different labels, fitting the notation of the publication.
4.8 Discussion
Experiments
We already discussed several possible materials offering experimental realizations of chiral order
in the introduction. Finding materials to experimentally check the phase diagram 4.10 however
is difficult. There is a whole class of rare earth metals exhibiting helical magnetic phases like
Tb, Dy and Ho,[24]. Experiments on thin films have only been done on films perpendicular to
the vector chirality, [58].
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One–dimensional frustrated quantum chains
The best chance of finding an experimental system that would fit our model is the class of





The experimental convention has Jn > 0 as antiferromagnetic interaction. Instead of using the
pitch angle θ to classify the chiral order, the parameter α = J2/J1 is used in experimental
classification. As we discussed when introducing the model, the phase diagram is symmetric
under the change in sign of J1, see chapter 2. To find suitable parameters only the absolute





There are several challenges in finding suitable systems. First one needs to identify compounds
that contain special chains where the intra-chain interactions are frustrated and are by several
orders of magnitude larger then the inter-chain interactions. Once the ratio between inter- and
intra-chain interaction strength is sufficiently small, the system can be treated as a collection
of one–dimensional chains. Since we are dealing with low temperature systems, one still has to
make sure that there are no inter-chain effects that would change the system to behave like a 3D
one close to the phase transition.
Finding these systems that satisfies just these criteria is already difficult. A good overview
was assembled by Hase et al. in [59]. The table presented by them is shown here as table 4.1.
What we need is a ratio α in the parameter window of 0.25 < |α| < 0.361 to study the re-entrance
Material J1 [K] J2 [K] α Source
CuGeO3 150-160 36-57.6 0.24-0.36 [60, 61]
Cu(ampy)Br2 17 3.4 0.2 [62]
(N2H5)CuCl3 4.1 16.3 4 [63]
Cu6Ge6O18-6H2O 222 60 0.27 [64, 65]
Cu6Ge6O18-0H2O 451 131 0.29 [64, 65]
Li1.16Cu1.84O2.01 67 19 0.29 [66]
Pb[Cu(SO4)(OH2)] -30 15 -0.5 [67]
La6Ca8Cu24O41 -215 78 -0.36 [68]
Li2CuO2 -100 62 -0.62 [68]
Ca2Y2Cu5O10 -25 55 -2.2 [68]
Rb2Cu2Mo3O12 -138 51 -0.37 [59]
SrCuO2 1-100 1800 18-1800 [69, 70]
Table 4.1: Several different compounds being frustrated quantum spin chains. This table is taken
from Hase et al. [59], where an overview of these systems was given.
part of the phase diagram and values |α| < 0.46 for the small θ approximation to hold. One
material in which two nearby transitions have been found is LiCu2O2, that has been thoroughly
studied by Masuda et al., [66, 68, 71, 72], with a value α = −0.62. The study of these materials
is new, so conclusive phase diagrams and extensive measurements are rare. Additionally the
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above mentioned systems are all S = 1/2 Heisenberg chains. Finding systems with larger spin
that justify the large spin approximation when doing the mapping to a classical system is rare.
One compound containing 1D quantum spin chains with higher spins is the spin S = 1 chain
in CaV2O4, studied by Kikuchi et al. It is suspected of exhibiting a spin gap [73], but it has
not been conclusively shown yet. But still S = 1 is still too small to justify the large spin limit
approximation discussed by Kolezhuk [43], needed to map the quantum model to our classical
one.
The best candidate found so far is the material Gd(hfac)3NITiPr, [39, 74]. In this molecular-
based system, isoPropyl organic radicals iPr with spin s = 1/2 are alternated with the rare-earth
Gd3+ magnetic ions with spin S = 7/2 along the quasi one–dimensional chain, [74]. Along the
chain, the spins interact ferromagnetically with their nearest neighbor and antiferromagnetically
with their next nearest ones, causing a frustrated interaction similar to the basis of our model.
Additionally, anisotropy of the system causes the spins to favor the restriction to the plane





7/2 > 1 and the frustrated interaction results in a pitch angle θ ≈ 0.358pi, [75].
Even though the spin is not quite large enough and the pitch angle not small enough to completely
justify our approximations, given the circumstances, this is a very good experimental candidate.
Heat capacity measurements of this system revealed two peaks at Tc ≈ 2.19K and TN ≈ 1.88K,
identified as chiral and magnetic phase transitions respectively, [39]. The mapping discussed in
the chapter 2 identified the parameter K0 =
√
2/3S. As discussed earlier, the mapping from the





related to the temperature, [42]. In our case the system is truly 2D in the case of T = 0. One
idea put forward by Nattermann, [40, 76] was to relate the found phase transition in our model
via finite size scaling in the temperature. The model presented here would explain these peaks
as the result of a quantum phase transition.
Josephson–Junction arrays
Theoretically, there is also a way of directly fabricating an experimental realization of our system
as a Josephson-Junction (JJ) array, based on the idea of [77, 78]. The local phases of the com-
plex order parameter can be mapped to classical XY spins as used in our model. Engineering so
called 0- and pi- couplings in the array will model ferromagnetic- and antiferromagnetic interac-
tion. The ferro- and antiferromagnetic couplings can be achieved with Superconductor-Insulator-
Superconductor (SIS) junctions and superconductor-ferromagnet-superconductor (SFS) junc-
tions respectively, [79, 80]. As an insulator, Al2O3 is often used, while Gd (Gadolinium) can be
used as a ferromagnet [81].
Producing a zig-zag chain would be a simple way of producing a classical one–dimensional
chain with frustration. In this case one could try to make the interactions tunable using an
applied magnetic field, as theorized in [82]. Deciding beforehand on the coupling-strength, one
could stack these Josephson chains to introduce couplings in the y-direction. One can also start
from a 2D array with ferromagnetic coupling in y-direction and an antiferromagnetic on in x-
direction. Stacking a second, identical layer on top, shifted by have a lattice spacing in the
x-direction and coupling it ferromagnetic to the lower half, one can produce the same zig-zag
layer. Two–dimensional JJ arrays have already been build, [83], and even 3D JJ structures have
been realized, as shown in [84].
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Other theoretical work
Starting in 1978 with Villain, [85], there have been several analytical studies of the same or
similar models with vastly different predictions for the phase diagram. Villain used a mean field
study to first predict the existence of an intermediate phase, where QLRO order was broken, but
the system was still exhibiting chiral order. Similar to what will be discussed here, the transitions
take place at two distinct temperatures, with the magnetic one TBKT laying below the chiral
Tc. In 1980 the model as used here has been analytically studied by Garel and Doniach, [86].
Introducing two component order parameters for each chirality, they propose a simple coupling
between them, to study the system. What they find is an inverse sequence of the transitions
where first the chiral order breaks down, lying in the Onsager universality class, followed by the
loss of QLRO in form of a classical BKT transition. We saw that the system can be written in
terms of the chiral Ising order parameter that will produce a non-local interaction, indicating that
the transition is not in the Onsager universality class. Additionally, the simple coupling proposed
in [86] does not appear as part of the Ginzburg–Landau expansion. A later study by Okwamoto
in 1984, [87], uses a self-consistent harmonic approximation (SCHA), that, similar to the phase
diagram here, produces a re-entrance phase, but differs in the sequence of transitions. The BKT
transition destroying QLRO happens before the chiral order is destroyed, similar to the picture
by Garel and Doniach. In 1998 Kawamura showed that the system in three dimension exhibits
both transitions simultaneously, [50]. This was done using the Ginzburg–Landau expansion of
the system and the renormalization group.
It is easy to see that this topic has been very controversial with vastly different results where
no consensus has been reached even concerning just the sequence of transitions. Most recent
analytic work focuses on one–dimensional quantum chains and in that context mainly on low
spin systems such as S = 1/2,[47, 88], where the mapping to the classical system with XY
spins becomes a stretch. Recently, numerical work by Sorokin et al. dealing with our model has
been published, [56]. They also find a different universality class. However, they neglected the
anisotropic nature of the system when performing their finite size scaling analysis, [57]. As we
saw, a direct analysis of their published data, leads to reasonable agreement with the critical
exponents as discussed here. The region where we expect the re-entrance phase to appear is
small and falls in between data points of the numerics. The fact that it does not appear in the
phase diagram discussed in [56] is due to its coarse grained resolution. Parts of this work are
Author(s) System Parameter Regime Source
Okwamoto classical HXY model θ ≈ 0 [87]
Kawamura 3D-RG of classical HXY model θ ≈ 0 [50]
Nersesyan et al. zig-zag Heisenberg spin ladder S = 12 θ ≈ pi2 [47]
Lecheminant et al. frustrated XY quantum chain S = 12 θ ≈ pi2 and θ ≈ pi [88]
Hikihara et al. frustrated XY quantum chain S = 12 ,
3
2 , 1, 2 θ ≈ pi [89]
Kolezhuk frustrated XXZ quantum chain θ ≈ pi [43]
Sorokin et al. classical HXY model (numerics) θ ≈ pi [56]
Table 4.2: Parameter regime of different analytical and numerical works on frustrated spin chains.
published in Physical Review Letters (PRL), [40]. In between the publication of the letter and
this dissertation, the work by Dimitrova, [90], on the same system was published. The presented
phase diagram agrees qualitatively with our, i.e. it exhibits the same the sequence of transitions
and a re-entrance to a QLRO phase without chiral order is present, [40, 90]. The main differences
are a more pronounced re-entrance phase in the work of Dimitrova and different universality class
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for the chiral transition. As we discussed, we expect that the strong anisotropy of the system
is reflected in the critical exponents, leading to νx 6= νy and ηx 6= ηy in our case. The necessity
of replacing each of the simple exponents η and ν by a respective pair in an anisotropic system
with chiral ground state is also discussed by Hornreich et al., [55]. However the exponents found
by Dimitrova are isotropic, [90]. The procedure used in [90] is based on rewriting the system
as a φ4 theory non-trivially coupled to a free auxiliary field followed by the RG-procedure. For
reasons not quite clear, this is done for dydx2− around d = 3 −  as apposed to an expansion
around the upper critical dimension dc = 4 of the φ4 theory, [90, 91].
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In this chapter we will take a closer look at the relation between chiral order and polarization
in multiferroic systems. Different mechanisms for the coupling of magnetic and electric order
are discussed and, starting from a symmetry argument, the HXY model will extended by an
interaction with the electric field. The effect of the polarization on the domain walls of the
system will be studied. The resulting saddle-point equations will be solved perturbatively and
are compared to numerical results.
In the previous chapters we discussed the HXY model where a frustrated interaction of the
XY spins in x-direction leads to chiral ground state with wave vector ±q = ±(θ/a, 0, 0). The






































the same model as derived in chapter 2 equation (2.19) from a microscopic system where ferro-
magnetic nearest neighbor interaction competes with an antiferromagnetic next–nearest neighbor
interaction, [40]. From this on out we will set the lattice constant a = 1 for convenience. By
shifting the ground state energy by 14θ
4, we can give the system a form that makes the double















As discussed in the previous chapters and partially published in [40], this model exhibits sequen-
tial phases transitions by increasing βJ where first the magnetic order is lost by a BKT transition
followed by the loss of chiral order. Additionally a re-entrance to a quasi ferromagnetic state
was found for small angles θ. The phase of interest in the small region of no magnetic order
while still exhibiting chiral order is referred to as the helical spin liquid, [40]. The experimen-
tal measurement of this phase is complicated when only looking at the magnetic orientation as
pointed out by Villain [85], because a 4-point correlator is needed to identify the chiral correla-
tions in two different chains in the absence of magnetic ordering. One possible idea to circumvent
this complicated measurement is to look at multiferroic materials where the vector chiral order
parameter
κ = 〈Si × Si+1〉 = 〈sin(∂xφ)〉 κˆ ≈ 〈∂xφ〉 κˆ (5.4)
can couple to the polarization P of the system. Here the unit vector κˆ points in the direction
perpendicular to the rotation plane of the XY spins Si. In the following sections we will discuss
multiferroic materials and the connection of the chiral order and the polarization. With the
proper coupling identified we can examine the effect of the polarization on chiral domain walls.
We will see that polarization and chiral domains are in one-to-one correspondence.
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5.1 Connection between chiral order and polarization
Multiferroics are materials that exhibit both electric and magnetic order at the same time. They
are of special interest since they allow for electric manipulation of magnetic domains and vice
versa the control of polarization via magnetic fields. Generally one can distinguish between two
classes of multiferroics, referred to as Type I and Type II, [30]. Type I multiferroics are materials
where the coupling between ferroelectricity and magnetism are rather weak and both phenomena
occur largely independent. BiFeO3 and YMnO3 are examples of this category, [30]. For us Type
II multiferroica are of interest. Here magnetic order causes ferroelectricty. Compared to Type I
multiferroics, the strength of the resulting polarization is however weaker. [30–32]
So far we have not explicitly chosen the rotation plane of our XY spins, since for any plane
we arrive at the Hamiltonian of equation (5.3). For the coupling to the polarization the rotation
plane of the spins in respect to the propagation vector q ‖ xˆ is important. We have to distinguish
the cases of q lying in or being perpendicular to the rotation plane, as shown in figure 5.1.
(a) cycloidal (b) proper screw
Figure 5.1: Pictured are the a) cycloidal spiral structure and b) the proper screw structure.
Illustrations taken from [30].
First we will consider the cycloidal chiral structure, where q lies in the rotation plane of the
spins, e.g. the XY plane, figure 5.1(a). We will see that in this case the chiral order is directly
connected to the polarization. Afterward we will discuss the case of the proper screw structure,
where q is perpendicular to the rotation plane, figure 5.1(b). Here, no polarization is induced
except for some special cases as discussed by Arima, [92].
Cycloidal spin structures
The cycloidal spin structure, with q lying in the rotation plane of the spin, has been examined
microscopically by Katsura, Nagaosa and Balatsky, [33] and phenomenologically by Mostovoy,
[19]. Both show that this spin structure results in an electric dipole moment
p ∝ eˆij × (Si × Sj) ∝ q× (Si × Sj) (5.5)
Here i and j mark neighboring sites and the vector eˆij points in the direction connecting those
sites. The expression is closely related to the spin-current, [19, 30, 33]. For the cycloidal case let
us assume the rotation plane of the spins to be the XY plane. The cross product Si × Sj will
then be parallel to the z-axis and the resulting dipole moment parallel to the y-axis. We can
also see that for proper screws Si × Sj ‖ xˆ, therefore no dipole moment is generated for q = qxˆ.
Equation (5.5) also shows the direct connection to the vector chiral order parameter
κ = 〈Si × Si+1〉 (5.6)
making the link between the chiral order to the polarization in the cycloidal system rather
obvious. The microscopic origin is due to spin-orbit coupling of the canted spins, referred to as
inverse Dzyaloshinskii–Moriya (DM) term, [32, 93, 94].
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In order to extend the phenomenological theory from Hamiltonian (5.3) to include this cou-
pling, let us follow the phenomenological arguments by Mosotvoy, [19]. Discussing the coupling
between magnetization m and polarization P purely via symmetry considerations.
Symmetry m P
Time Reversal odd even
Spatial Inversion even odd
Table 5.1: Transformation of magnetic order m and polarization P under time reversal and
spatial inversion, [19].
Considered are the transformation properties of m and P under time reversal and spatial
inversion symmetry as listed in table 5.1. Only allowing couplings that are invariant under both
transformations, the following invariant to lowest order in m and P is found
HP = γP [(m∇)m−m(∇m)] (5.7)
For the parametrization of the cycloidal configuration as pictured in figure 5.1(a), we choose the
spins lying in the XY plane with the wave vector q ‖ eˆx. Ignoring amplitude fluctuations we can
write for the magnetization
m = cos(φ(x, y)) xˆ+ sin(φ(x, y))) yˆ (5.8)
The coupling term from equation (5.7) then computes to
(m∇)m−m(∇m) = −∂yφ xˆ+ ∂xφ yˆ (5.9)
leading to a coupling of the x-component of the polarization to ∂yφ and the y-component coupling
to ∂yφ via
HP = −γPx(∂yφ) + γPy(∂xφ) (5.10)
Proper screw structure
In the case of the proper screw structure the spins rotate in a plane perpendicular to the prop-
agation vector q. As already discussed, the inverse DM type interaction cannot produce a
polarization, since eˆij is parallel to Si × Si+1. With
m = cos(φ(x, y)) yˆ + sin(φ(x, y)) zˆ (5.11)
we can also see that the phenomenological term derived by Mostovoy
(m∇)m−m(∇m) = ∂yφ zˆ (5.12)
vanishes for q ‖ xˆ where ∂yφ = 0. The system does not feature any polarization.
This is certainly true for simple geometries such as cubic or tetragonal crystals, [30]. In-
terestingly, Arima showed that for certain symmetries a proper screw structure can produce a
non-vanishing polarization, [92].
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Effective theory
Assuming a cycloidal chiral ground state, we already derived the coupling to the polarization as
HP = γPy(∂xφ)− γPx(∂yφ) (5.13)





























where χ is the dielectric susceptibility. Included is also a gradient term in (∇P)2 ≡∑i(∇Pi)2,
allowed by the symmetry considerations.
Simple variation of the energy in respect to the polarization leads to
Py = χEy − χγ(∂xφ) + g∇2Py Px = χEx + χγ(∂yφ) + g∇2Px (5.15)
Connecting this to the vector order parameter
κ = 〈Si × Si+1〉 = 〈sin(∂xφ)〉κˆ (5.16)
where κˆ is perpendicular to the plane of rotation of the spins. For small q, i.e. small gradients,
we can expand the sin(∂xφ) ≈ ∂xφ to see the direct connection to the polarization. Since 〈∂yφ〉
vanishes as can be easily seen from the Hamiltonian, 〈P〉 and κ only differ in their orientation.
The polarization in the absence of an external electric field is therefor directly related to the
order parameter of the chiral order. The helical spin liquid can therefor be identified via the
absence of magnetic order with a non vanishing polarization.
Measurement of polarization
Let us give some small notes on experimental methods to measure polarization. The measurement
of a polarization perpendicular to the surface can be done by means of dielectric spectroscopy.
This is achieved by placing the sample between two conducting layers forming a capacitor and
applying an alternating voltage, generating an electric field parallel to the polarization. The
polarization of the sample changes its dielectric properties which changes the impedance of the
capacitor, leaving a measurable signature. A more elaborate technique even able to give spatial
resolution of the domain walls in the system is the method of piezoresponse force microscopy
(PFM), similar to atomic force microscopy with a electrically charged tip, described in detail
in [95]. Using vertical or lateral movement of the tip allows the measurement of a polarization
perpendicular or parallel to the surface.
5.2 One–dimensional domain wall
Let us study the effect of the polarization and the coupling to the electric field on the ground
state and domain walls of the system in the x-direction. The effective one dimensional model of




























where we are only interested in electric fields that couple to the gradient in x-direction.
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Ground state
The two functions of interest in the one–dimensional model are the pitch angle φ(x) of the spins
and the polarization profile Py(x) that minimize the energy Hx. Variation in respect to φ and


















Py − Ey + γ∂xφ− g∂2xPy = 0 (5.19)













= 0 Py = χEy − χγ∂xφ+ gχ∂2xPy (5.20)
Noting that these equations only depend on the gradients ∂xφ, we can use the substitution
Ψ = ∂xφ and drop the index in Py for convenience,
2Ψ3 − 2θ2Ψ− ∂2xΨ +
4γ
J
P = C P = χEy − χγΨ + gχ∂2xP (5.21)
The integration constant C from the saddle point equations has the meaning of an applied electric
field. It can be absorbed by rescaling P → P + JC/(4γ) and Ey → Ey + JC/(4γχ). After
absorbing the integration constant we can look at minimum configuration of Ψ = Ψ0 = const
and P = P0 = const with
2Ψ30 − 2θ2Ψ0 +
4γ
J











Ey = 0 (5.23)
For Ey = 0, this equation has two minima given by






The ground state solution Ψ0 = ∂xφ = const corresponds to a spiral with a fixed pitch angle θ˜.
Here we can already see some effects of the coupling to the polarization via the constant γ. One
is the new pitch angle θ˜ > θ for γ 6= 0. The ground state value θ˜ can be used to simplify the
equations by rescaling θ˜Ψ˜0 = Ψ0 for Ey 6= 0. This leads to
Ψ˜30 − Ψ˜0 =
c
2
c = − 4χγEy
J(θ2 + 2χγ2/J)3/2
(5.25)
This cubic equation can be solved. We see (figure 5.2) that for |c| < cmax = 43√3 we have two
different minima, while for |c| > cmax only one minimum is selected due to the electric field. The
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81c2 − 48− 9c
(5.28)






Figure 5.2: Different solutions for the ground state. The dashed lines mark |c| = cmax = 4/(3
√
3)
and the green curve marks the maximum. The yellow curve plot Ψ˜+(c) and blue marks Ψ˜−(c).
As a test, one can compute the case for c = 0 to verify that the solutions are indeed Ψ˜± = ±1.
We can see that the effect of the coupling to the polarization is the change in the pitch angle θ
of the ground state to θ˜ effectively increasing its value. As expected the ground state Ψ = θ is
obtained for γ = 0.
The effect of the electric field now changes the minima so that |Ψ˜+| 6= |Ψ˜−|. The energy E±




(Ψ2± − θ2)2 −
1
2
χ(Ey − γΨ±)2 (5.29)
For the case of Ey = 0 we see that the minimum is given with






which vanishes for γ = 0. For Ey 6= 0 the situation is different, here E+ 6= E− and the two
minima have different energies.
Domain wall equations
The domain wall separating the region of solution Ψ− from a region Ψ+ is a solution to the
differential equation with the boundary conditions
lim
x→∞ΨDW (x) = Ψ+ limx→−∞ΨDW (x) = Ψ− (5.31)
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In the absence of an electric field, we know Ψ+ = −Ψ− = θ˜ and P± = −γχΨ±. The typical
length scale in this problem is given by the pitch angle θ˜. Using this information we can make
the saddle point equations
2Ψ3 − 2θ2Ψ− ∂2xΨ +
4γ
J
P = 0 P = −χγΨ + gχ∂2xP (5.32)
dimensionless, by introducing the rescaled functions ψ(x) and p(x) via
Ψ(x) = θ˜ψ(θ˜x) P (x) = −γχθ˜p(θ˜x) (5.33)













(ψ(θ˜x)− p(θ˜x) = 0
2ψ3(θ˜x)− 2ψ(θ˜x)− ∂2xψ(θ˜x) +
4γ2χ
J˜θ
2 (ψ(θ˜x)− p(θ˜x) = 0
The second equation can be written as
−γχθ˜p(θ˜x) = −χγθ˜ψ(θ˜x)− gχ2γθ˜3∂2xp(x)
4γ2χ
Jθ˜2




After rescaling θ˜x→ x we obtain the new saddle point equations
2ψ(x)3 − 2ψ(x)− ψ′′(x) + k(ψ(x)− p(x)) = 0 (5.34)
lp′′(x) + k(ψ(x)− p(x)) = 0 (5.35)





l = 4gγ2χ2/J. (5.37)
























(ψ(x)2 − 1)2 + (∂xψ(x))2 + 4γ
2χ
Jθ˜2







Dropping the constant by shifting the ground state energy to zero and measuring the energy in
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Domain wall solutions
Now that we rescaled the saddle point equations and the Hamiltonian, we can look at the
solutions. Without coupling the solution for the polarization is simply p(x) = 0 while the
solution for the domain wall is already known as ψ(x) = tanh(x), [18].
ψ(x) = tanh(x) p(x) = 0 for γ = 0 (5.39)
The simplest case is g = l = 0 when the gradient term in the polarization vanishes. In this
case the solution is given by
ψ(x) = p(x) = tanh(x) for g = 0 (5.40)
However for a non vanishing gradient g 6= 0 we will find that ψ(x) 6= p(x) since p′′(x) 6= 0 in
this case. For g  k, when the effect of the gradient in the polarization is small the two profiles
should be well approximated by tanh(x) profile. The ansatz
ψ(x) = tanh(cψx) p(x) = tanh(cpx) (5.41)
with cψ and cp being constants of order one, should be a good approximation. One can plug











dx (tanh(cψx)− tanh(cpx))2 (5.42)
where the last integral could not be solved analytically, but a good approximation for cp ≈ 1 and
































with a0 = 2 ln(2) and a1 = 4− 4 ln(2). We can now determine the minimum of H˜ in respect to
cp and cψ.
Numerics
In this subsection we want to find the exact solution of the domain wall profile by numerically
minimizing the dimensionless Hamiltonian from equation (5.38). Numerically solving the sad-
dle point equations is problematic, because we would need some information about the initial
conditions. For these two second order differential equations one would need to know the value
and the first derivative at one point for both functions. However only the boundary conditions
ψ(x→ ±∞) = ±1 and p(x→ ±∞) = ±1 are known.
In order to calculate the profile without the knowledge of any initial conditions, we minimize
the functional H directly, using Chernous’ko’s algorithm, [96]. On a finite interval [−a, a] we
describe the functions ψ(x) and p(x) by two sets {ψi} and {pi} of equidistant points with spacing




Φ(ψi, ψi+1, pi, pi+1) (5.44)
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with
Φ(ψi, ψi+1, pi, pi+1) =
1
2
(ψ2i − 1)2 +
1
2


















The solution is obtained by performing successive approximations. Going from the n-th approx-
imation {ψ(n)i , p(n)i } to the next is done by computing the 5 energies






























i ± h) + Φ(ψ(n)i , ψ(n)i+1, p(n)i ± h, p(n)i+1) (5.48)
assuming the first i − 1 points of the n + 1 approximation have already been found. The new






















i ± h) F±p = Fmin
(5.49)
For the starting point i = 0 we do the same by comparing the energies


















0 ± h, p(n)1 ) (5.52)
The boundary conditions are enforced by only allowing negative values in the first half of the
interval and positive values in the second half. To keep the center of the domain from moving,
the value of ψ is fixed as zero at that particular point. The value h is chosen to be of the order
∆x. The process is iterated until no more improvements to the previous approximation occur.
In that case h is cut in half and the process is repeated. If there is still no improvement the
number of points for the approximation is doubled, i.e. ∆x is cut in half. The process ends once
∆x reaches a pre-determined threshold. The algorithm is implemented in python and the code
is listen in listing C.1 in the appendix. For a more detailed description of the algorithm see the
original publication of Chernous’ko, [96].
As we can see in figure 5.3 and table 5.2, the test profiles used reveal a very good agreement
with the numerics for k < 1 and l < 1. We see the main effect of the gradient term, i.e. parameter
l, is the widening of the polarization profile compared to the chiral domain wall. For l ∼ 1 and
greater even the shape becomes modified enough so that the simple tanh(x) profile is not adequate
enough.
Improvements
As we could see from the numerics, in the case of weak coupling k < 1 but strong gradients in
the polarization l > 1 the tanh(x) profile is still a very good approximation for ψ(x) but the
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ψ ( x ) [ p ( x ) ]
(a) k = 0.1,l = 0.1





ψ ( x ) [ p ( x ) ]
(b) k = 0.1,l = 1.0





ψ ( x ) [ p ( x ) ]
(c) k = 0.5,l = 0.1





ψ ( x ) [ p ( x ) ]
(d) k = 1.0,l = 1.0
Figure 5.3: Comparison of the numerical solutions to the variational ansatz. The blue dots mark
the numerical data for the gradient profile ψ(x) and the yellow dots represent the polarization
p(x). The red lines correspond to the tanh(cψ/px) profiles where the coefficients cψ and cp are
determined via a variational ansatz. A list of determined coefficients is given in table 5.2.
polarization becomes more spread out and changes shape. One can refine the approximations by
taking ψ(x) = tanh(cψx) and solve the saddle point equation for p(x) treating ψ(x) as a fixed
inhomogeneous part. The equation to solve becomes then
lp′′(x) + k(ψ(x)− p(x)) = 0 (5.53)
After rescaling and introducing a2 = lk c
2
ψ we get
a2p′′(x)− p(x) = − tanh(x) (5.54)













where 2F1(a, b; c;x) is the hypergeometric function. This can be checked by using the following
relation for the hypergeometric function and its derivative
∂z 2F1(a, b; c; z) =
ab
c
2F1(a+ 1, b+ 1; c+ 1; z) (5.56)
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cψ cp
k l fit var. fit var.
0.1 0.1 0.979559 0.980431 0.546640 0.537453
0.1 0.2 0.970731 0.972602 0.428703 0.426606
0.1 0.3 0.965441 0.967535 0.365188 0.367031
0.1 0.5 0.958978 0.960853 0.293586 0.299516
0.1 1.0 0.950317 0.951705 0.211803 0.222729
0.2 0.1 0.972431 0.973995 0.660808 0.647669
0.3 0.1 0.968537 0.970254 0.721541 0.707875
0.5 0.1 0.964362 0.965904 0.787305 0.774988
0.2 0.2 0.958425 0.961309 0.541039 0.533266
0.3 0.3 0.938395 0.942641 0.535595 0.529064
0.5 0.5 0.901068 0.906687 0.525113 0.520633
1.0 1.0 0.816935 0.824908 0.500415 0.499642
Table 5.2: Effective parameters cψ and cp for the phase profile and polarization respectively.
Compared are the results from fitting the tanh(cψ/px) profiles to the numerical solutions to
the parameters determined via the variational ansatz for different parameters l and k. k is the
rescaled coupling parameter and l the rescaled gradient coefficient of the polarization profile p(x).
found in [97] to compute















where we introduced z± = − exp[±2x] with ∂xz± = 2±z±. Now we can use the relations between
contiguous hypergeometric seires to simplify the result. We know from [97] that the following
general relations holds
(a− b)z 2F1(a, b; c+ 1; z) = c 2F1(a− 1, b; c; z)− c 2F1(a, b− 1; c; z) (5.58)
This transforms our result to



















Now we can already simplify the result by using the special function
2F1(1, a; a; z) =
1
1− z (5.60)
Transforming our function to















For the second term in the derivative we can use the relation
(b− a)2F1(a, b; c; z) + a 2F1(a+ 1, b; c; z)− b 2F1(a, b+ 1; c; z) = 0 (5.62)
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The derivative can then be written simply as


























Plugging this into the differential equation we get






















= − tanh(x) (5.66)
So we have shown that the hypergeometric function is the solution to the inhomogeneous differ-
ential equation.

























Interaction potential of chiral domain wall and polarization domain wall
So far in the numerics we saw that ψ(x) and p(x) share the same center and thus are physically
located on top of each other. We now want to investigate this apparent one-to-one correspondence
a bit further. As discussed above, the domain wall configuration is only stable in the absence of
an applied electric field. In the case of Ey = c = 0 and small parameters k and l the solution is
given by
ψ(x) = tanh(cψx) p(x) = tanh(cpx) (5.68)
Now we look at the case where the profile of the phase gradient and the polarization are not at
the same position but separated by the distance ∆x by introducing
p(x−∆x) = tanh(cp(x−∆x)) (5.69)
Now we can compute an effective interaction potential V (∆x) for the two profiles as
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For the simple case of l = 0 we know the exact result as cp = cψ = 1. In this case the interaction
potential is of the form
V (∆x) = 2k
∫
dx tanh(x)(tanh(x)− tanh(x−∆x)) = 4k(∆x coth(∆x)−1) (cψ = cp = 1)
(5.71)
which is illustrated in figure 5.4. The interaction potential favors ∆x = 0 so that the polarization






Figure 5.4: Interaction potential of gradient profile and polarization with |x| − 1 as comparison.
is identical to the gradient profile. For separations greater than the size of the domain walls,
∆x 1, the potential is linear. Both profiles have reached their respective ground state value of
±1 and the profiles can be replaced by step functions. The integral then simplifies to 4k ∫∆x
0
dx =
4k∆x for ∆x > 0.
5.3 Two–dimensional domain wall
Focusing now on the two–dimensional model where the ground state is described by the wave
























where we dropped the gradient terms in the polarization. We have seen that its main effect is
a widening in the polarization profile, but no strong change for the domain wall profile for the
assumed small coupling. The term is dropped to make calculations easier, since we can now use
the known exact solutions to study the effect of small rotations of the domain wall. The resulting










∂yPx = 0 (5.73)
Py = −γχ∂xφ (5.74)
Px = γχ∂xφ (5.75)
Leading to the combined saddle point equation for φ









)∂2yφ = 0 (5.76)
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where J > γ22χ otherwise the gradient in ∂yφ contribution will diverge in the energy as we will
also see later when comparing the energies of different DW configurations. We can try to find















∂4zf = 0 (5.77)
Finally, we apply the rescaling
















where the inequality between the coefficients a and b ensures that we are still dealing with a
chiral minimum. A violation of that inequality removes the double minimum structure and we
end up with the trivial φ = const ground state. After the rescaling we find
∂z
[





which we already encountered and is solved by f(z) = ln(cosh(z)) + const leading to



































where the last term shifts the ground state energy to zero. Plugging the profile φ(a, b) in the
equation we get an integral of the form∫
dx
∫
dy f(ax+ by) (5.84)









a2 + b2x˜) (5.85)
The domain wall energy is therefor proportional to its length. Doing the transformation after
plugging in φ(a, b) yields
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where on can easily see that any tilt in the domain wall, i.e. b 6= 0, is punished by an energy
term proportional to the area. The minimum solution is therefor b = 0 with




5.4 Domain wall in “four-state” model
Let us now consider a system where chiral order can also appear in the y-direction, leading to 4
possible ground states of the form ±(q, q, 0) and ±(q,−q, 0). An easy way of constructing such
a model is by introducing a frustrated interaction in the y-direction, which leads to a simple







2 − θ2)2 + (∂2xφ)2 + ((∂yφ)2 − θ2)2 + (∂2yφ)2
]
(5.88)




∂4xφ− ∂y(∂yφ)3 + θ2∂2yφ+
1
2
∂4yφ = 0 (5.89)
Simple domain walls
To find solutions of single domain walls, i.e. walls separating two different domains, we use the
ansatz φ = f(z) with z = ax+by again, transforming the partial differential saddle point equation
to an ordinary differential equation in z as













where the the energy is given by






















Showing an area dependent part scaling with (a2 − b2) vanishing for a = ±b, minimizing the
energy with E = 13Jθ
3 L with L being the length of the domain wall. So the minimal energy
solution for the domain wall configurations separating two different domains is
φxy = ± ln(cosh(θ(x± y)) (5.93)
Domain walls separating 4 states
A simple extension to domain walls separating 4 domains can be found as
φV = ln(cosh(θx)) + ln(cosh(θy)) (5.94)
φA = ln(cosh(θx))− ln(cosh(θy)) (5.95)
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(a) φV



























Figure 5.5: Polarization vortex and anti-vortex configuration
with an energy of E = 13Jθ
3(Lx + Ly) illustrated in figure 5.5.






As can be seen the domain wall forms a vortex in the polarization. Interestingly when rotating
the vortex structure, only the anti-vortex rotated by pi/4 is a solution to the saddle point equation

































again with a part proportional to the area and therefor more expensive energy-wise compared to
φV or φA.
Stretched vortices
Taking e.g. the vortex configuration φV and stitching it to a domain wall along the diagonal φxy
one can create a “stretched” vortex of the form
φV s = θ(x+ y − 2d)(ln(cosh(θ(x− d)) + ln(cosh(θ(y − d)))
+ (1− θ(x+ y − 2d))θ(x+ y + 2d)(2 ln(cosh(θ
2
(x− y))))
+ (1− θ(x+ y + 2d))(ln(cosh(θ(x+ d)) + ln(cosh(θ(y + d))) (5.99)
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shown in figure 5.6. In order to match the phase on the boundaries of the different profiles one
has to adjust the “stretch” part form ln(cosh(θ(x−y)))→ 2 ln(cosh((1/2)θ(x−y))) which is then
no longer a solution to the saddle-point equations and is therefor punished by higher energy cost
compared to the normal profile. The energy cost of the fitted single domain wall that has been
(a) φV s































Now, if we compare the energy cost in a square of area L2 where the vortex itself has the
energy cost 2LEv = L 23Jθ




3. Measuring both in units of Jθ3 we see that the vortex with 23 cost less energy





In this chapter we will focus on the multiferroic material MnWO4. Here the chiral order couples
to the polarization, as indicated by a magnetic phase transition with an accompanied onset of
polarization. In collaboration with D. Niermann and the group of Prof. J. Hemberger, the critical
behavior of the phase transition was studied. First the different phase transitions in MnWO4 are
described and the crystal symmetry is discussed. Starting from the Ginzburg–Landau free energy
expansion done by Tolédano, the phase transitions will be classified and the critical dynamical
behavior described. The resulting critical exponents are then compared to the experimental work
of the group of Prof. J. Hemberger.
6.1 Material properties and observed phase transitions
MnWO4 crystallizes in the P2/c space group and shows three consecutive phase transitions.
Starting from a paramagnetic phase P the system undergoes its first transition to an incommen-
surate magnetic phase AF3 at TN = 13.4K over to an incommensurate elliptical spiral phase
AF2 at T2 = 12.6K featuring an electric polarization.
P TN−−→ AF3 T2−→ AF2 T1−→ COM
In the last transition the system goes over to a commensurate magnetic phase COM without
electric polarization AF1 at T1 = 6.8K,[37, 98, 99].
6.2 Group theory construction of Ginzburg–Landau free energy
The description of the phase transitions via the Ginzburg–Landau free energy has been done
in [100]. Here we like to sketch the group theoretical method used to construct the free energy
before moving on to the classifications of the different phase transitions.
Group theory and symmetries
Concerned with the symmetry analysis of MnWO4, we start with the point group symmetry of
the underlying Bravais lattice and will move on to the space group describing the crystal structure
afterward. The Bravais lattice of MnWO4 is monoclinic, [98], with the lattice constants a 6= b 6= c
and an easy axis b (β = 91.075◦)
a = 4.8226(3)Å b = 5.7533(6)Å c = 4.9923(5)Å
according to [98].
The point group P for the monoclinic lattice of MnWO4 is P = C2h = 2/m and contains
all lattice symmetries leaving at least one point invariant. It consist of the identity 1, the 180◦
degree rotation C2 around the easy-axis b (index n = 2 for 2pi/n rotation), the mirror symmetry
σ perpendicular to the rotation axis and the Inversion symmetry I.
P = {1, C2, σ, I} (6.1)
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creating the 4 equivalent points
(x, y, z) (x¯, y, z¯) (x, y¯, z) (x¯, y¯, z¯)
Moving to the space group S of the actual crystal structure we add the translation operators
Ta, Tb and Tc allowing for glide reflections (reflections followed by a translation) and screw axis
(rotations followed by a translation along the rotation axis) in the crystal. As reported e.g. in
[98] the space group of MnWO4 is P2/c which means that the mirror operation σ from the
point group is followed by a displacement of half a lattice constant in c (T c
2
) while the rotation
symmetry is left unchanged [101], leaving
S = {1, C2, T c2σ,C2T c2σ} (6.2)
with the 4 equivalent points
(x, y, z) (x¯, y, z¯) (x, y¯, z + 1/2) (x¯, y¯, z¯ − 1/2)
We see that the operator C2T c2 (x, y, z) = (x¯, y¯, z¯)− (0, 0, 1/2) is actually an inversion symmetry
with its center half way between the two points at −(0, 0, 1/4). The lattice is centrosymmetric
(i.e. I ∈ P) and if we want to write the crystal structure as centrosymmetric it is convenient
to shift the system by (0, 0, 1/4) to make the new inversion center (0, 0, 0). The glide reflection
σc = T c2σ is not affected by this, but the rotation axis of C2 moves now through (0, 0, 1/4)
denoted by C˜2. The P2/c space group consists of
P2/c = {1, C˜2, σc, I} (6.3)
producing the 4 equivalent points
(x, y, z) (x¯, y, z¯ + 1/2) (x, y¯, z + 1/2) (x¯, y¯, z¯) (6.4)
which is the standard form of P2/c, [98].
Now we have classified the crystal symmetry of MnWO4. For the study of the magnetic
phase transitions however, we are interested in all magnetic symmetries, classified by the so called
magnetic group. The magnetic group or Shubnikov group describes all the symmetries that leave
magnetic structures invariant. Magnetic moments are inverted under time reversal symmetry R.
When classifying magnetic symmetries one has to include the time reversal operator. Obviously
the magnetic group cannot contain R itself. A magnetic structure that is symmetric in R would
require that for each magnetic moment mi
mi = Rmi = −mi
holds. This is only satisfied vanishing magnetic moments mi = 0 in the system, describing a
non-magnetic state. Group theoretically speaking we cannot just take the direct product of the
space group with the time reversal group {1, R}. It is constructed as the direct product of the
space group P2/c with the time reversal symmetry R. There are 3 possible magnetic groups
based on the point group P2/c, [101]. The magnetic group realized in MnWO4 is P2/c1’, [100].
The prime indicates that the inversion symmetry is multiplied with the time reversal, while the
2-rotation is not, meaning that
P2/c1’ = {1, C˜2, Rσc, RI} (6.5)
A formal construction is done via the subgroup H = {1, C˜2} of index 2 = |P2/c|/|H|. It is known
from group theory that the construction
P2/c1’ = H+R(P2/c−H) (6.6)
forms a group, [101].
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Construction of free energy
In order to construct the free energy of the system, we have to identify the order parameters
associated with the group and then construct the invariants of the group. To do so we first
determine the irreducible representation of the magnetic space group P2/c1’. They can be found
in [102] or we can use Olbrychski’s method, [103], to determine the representation. For this we
identify the generators G of the space group, i.e. set of elements that form all elements in the
group through multiplication.
G = {σc, I, R, Ta, Tb, Tc} (6.7)
where R is time reversal symmetry and Ti is the translation in i-direction according to the
incommensurable wave-vector kinc = (kx, 1/2, kz) of the AF2 phase. Now we write down the
abstract definition of the generators by writing down the relations between the generators. The
sequence of lattice translation is not important, so the operators Ti all commute with each other.
Also it is not important if we first perform the translation to a certain lattice vector and then
apply time reversal or reverse time before doing the translation. Therefor we have
[Ti, Tj ] = 0 [R, Ti] = 0 i, j ∈ {a, b, c}. (6.8)
Additionally space inversion I and time reversal are their own inverse, leading to the two relations
I2 = 1 R2 = 1 (6.9)
Now we consider the relations between inversion I and translation Ti. Moving in one basis
direction Ti, inverting the crystal around its inversion center (000) is equivalent to moving in the
opposite direction T−1i after inversion, i.e.
ITi = T
−1
i I ⇒ TiITi = I. (6.10)
For the glide reflection σc only the translation in b-direction is effected, leading to
σcTa/c = Ta/cσc σcTb = T
−1
b σc (6.11)
Taking the combination of Iσc leading to the point (x¯, y, z¯−1/2) and σcI leading to (x¯, y, y¯+1/2)
shows that they differ by a translation Tc leading to their defining relation
σcI = TcIσc (6.12)
Now that the equations (6.8)-(6.12) define the generators, we can solve these equation and find
the two irreducible representations as listed in table 6.1, where we also used the knowledge about
the translation subgroup discussed e.g. in [103–105].
The irreducible representation Γk1 and Γk2 have the two complex order parameters S˜1 =
S1e
ıθ1 and S˜2 = S2eıθ2 associated with them. The transformations lead to the invariants I1 = S21 ,
I2 = S
2
2 and I3 = S˜1S˜1S˜∗2 S˜∗2 + S˜∗1 S˜∗1 S˜2S˜2 ∝ S21S22 cos(2ϕ) with ϕ = θ1 − θ2, [100]. See appendix
D.1 for more details.
The construction of the free energy from the invariants is straight forward

























Now we have to consider the coupling to the polarization Py, following the notation of Tolédano,
[100]. As discussed in [19] time inversion leaves the polarization invariant RP = P while space
inversion changes its sign, IP = −P . With this it is easy to see that Py(S˜1S˜∗2 − S˜∗1 S˜2) ∝
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Table 6.1: The representation of the generators for the magnetic space group P2/c1’. Here we
used the notation α = 2pikx and γ2 = 2γ = 2pikz to shorten the notation. This list can be found
in [100].
PyS1S2 sin(ϕ) is then invariant under both R and I. The coupling to the polarization is then
described by




[100]. The same structural form of the free energy has been derived starting from a microscopic
description by [106].
6.3 Classification of phase transitions and critical dynamics
Now that the free energy for the system is obtained we can review the occurring phase transitions.
Staying within the notation of Tolédano et al., the paramagnetic P phase corresponds to α1 > 0
and α2 > 0, where the minimum of Φ is realized by S1 = S2 = 0. At the P→ AF3 transition at
TN , S˜2 will become critical which will be frozen out once the AF3 → AF2 transition is reached
at T2, giving us the sequence
P
S˜1 = 0, S˜2 = 0
TN−−→ AF3
S˜1 = 0, S˜2 6= 0
T2−→ AF2
S˜1 6= 0, S˜2 6= 0
T1−→ COM
S˜1 6= 0, S˜2 6= 0
The mean field result for the equilibrium polarization P ey (T ) ∝
√
T2 − T found by Tolédano et
al. is in excellent agreement with polarization measurements done by Taniguchi et al. [99, 100].
In order to classify the types of transitions for P→ AF3 and AF3→ AF1 it is more convenient
to introduce the real and imaginary parts of the order parameters via
S˜1 = s1 + ıs¯1 S˜2 = s2 + ıs¯2 (6.15)
with s1, s¯1, s2, s¯2 being real, leading to

































(s21 − s¯21)(s22 − s¯22) + 4s1s¯1s2s¯2
)2




The details for these calculations can be found in the appendix D.1.
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Transition from paramagnetic to commensurate phase (P → AF3)
At the transition P → AF3 at TN , the order parameter S˜2 is critical, i.e. α2 → 0 while α1 > 0.
In this case the free energy in S˜1 is dominated by the quadratic part. Denoting the thermal
average as 〈. . . 〉 we substitute the terms in s1 and s¯1 with their thermal averages. Assuming
that the components are not correlated and fluctuating according to the same distribution, after
integrating out the polarization we get the resulting effective free energy




















where we see the correction to the transition temperature TN in α2 = a2(T − TN ) is of order
O(δ2) which is neglect able for small couplings δ as assumed by Tolédano et al., [100], and later
estimated by Matityahu et al. [106].
The model can be written as an O(N) model with cubic anisotropy with φ1 = s2 and φ2 = s¯2
and N = 2.






























v0 = −3ζγ′2 γ′2 = 2γ2(〈s41〉 − 〈s21〉2)
(6.20)
An extended version of the calculation is done in section D.2. Assuming Gaussian fluctuations
we can use Wick’s theorem
〈s41〉 = 3〈s21〉2 (6.21)
which leads to
ζ = 0 ⇒ v0 = 0 (6.22)
a vanishing anisotropy term. The model is then identical to the O(2) model and the transition
lies in the 3D-XY universality class with the symmetric fixpoint being the stable one.
In the case of non-Gaussian fluctuations, we get a ζ 6= 0 and therefor an anisotropic term in
the O(2) model. This model has been studied for a sub critical N < Nc, where it has been found
that the symmetric Heisenberg fixpoint is still the stable fixpoint for the system. There is still
some debate on the exact value of Nc for d = 3, [107], which is in the order of Nc ∼ 3, however
calculations by Aharony, [108, 109] and Brézin et.al [110] show that for N = 2 in d = 3 the
symmetric fix point is the stable one. The transition is then in the O(2)-symmetric universality
class. The exponents up to O(5) and a discussion on the stability of the Heisenberg fix point in
the presents of cubic anisotropy is given in [91]. The same type of universality class for the P →
AF3 transition has been discussed by Matityahu et al., [106] and the reference therein, Harris
et al. [111].
Transition to the elliptical phase (AF3 → AF2)
For T < TN the order parameter S˜2 is frozen out, [100], and can be considered constant when
approaching the second transition with α1 = a1(T − T2). The equilibrium value in S˜2 is given
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by S2 = s =
√−α′2/β′2 with an arbitrary phase θ2 so that
s2 = s cos(θ2) s¯2 = s sin(θ2) (6.23)
Introducing the vector p = (s1, s¯1, Py) the quadratic part ΦM of the free energy with constant









2 sin(2θ2) −δs sin(θ2)
γ1s
2 sin(2θ2) α1 − γ1s2 cos(2θ2) δs cos(θ2)
−δs sin(θ2) δs cos(θ2) 10yy
 (6.25)
using cos2(θ2) − sin2(θ2) = cos(2θ2) and cos(θ2) sin(θ2) = 12 sin(2θ2). Even in the case of no
coupling to the polarization, i.e. δ = 0 we will see that only one component is becoming critical
at this transition, making it a member of the 3D-Ising universality class. For δ = 0 the eigenvalues
{λi} and eigenvectors {vi} of M can be obtained as














As discussed in [100] the physical realized transition takes place for γ1 > 0. In that case λ1 is
the first eigenvalue to vanish, while the other two are still positive, so that only one component
becomes critical. The phase transition is therefor in the O(1) 3D-Ising universality class, agreeing
with [106, 111]. A more detailed discussion is done in section D.3.
6.4 Dynamical exponent at AF3 → AF2
As seen in the previous section the transition at T2 lies in the 3D-Ising O(1) universality class.
Using the vectors p = (s1, s¯1, Py) and the matrix M form equation (6.25) we could write the
quadratic part of the free energy as pTMp. Now we want to rotate the system in its diagonal
form with the new vector u = (u1, u2, u3) where only u1 becomes critical at T2. We determine
the eigenvalues and the corresponding eigenvectors leading to the construction of the rotation
matrix R that gives us the correspondence u ↔ p. We will order the eigenvalues in a way so


















)− α1)+ (α10yy − γ1s20yy + 1)2
λ3 = α1 + γ1s
2




2 + δ20yy ⇒ λ1 = 0 (6.28)
α
(2)
1 = −γ1s2 ⇒ λ3 = 0 (6.29)
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and λ2 never goes to zero. Expanding the eigenvalues around α
(1)
1 via α1 = α
(1)
1 + x for small


















2 + δ20yy + x+O(x2) ≈ 2γ1s2 + δ20yy (6.32)














Neither the rotated free energy nor the mapping Py(u) depends on the angle θ1 (as can be seen
either by doing the full calculations or by noting that the free energy is only dependent on the













































where we expanded around α1 = α
(1)
1 + x and assumed small δ and temperatures close to the




 0 B 10 −1 B√
1 +B2 0 0
 (6.36)

















For a spatial and time dependent polarization the fluctuations are
〈Py(x, t)Py(0)〉 = 1
1 +B2
(〈u1(x, t)u1(0)〉+ 2〈u1(x, t)u2(0)〉+ 〈u2(x, t)u2(0)〉) (6.39)
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At the transition point the fluctuations in u2 are still finite, so that the divergence in the po-
larization is determined by the divergence in 〈u1(x, t)u1(0)〉, making their dynamical exponents
identical. It is therefor sufficient to calculate the exponents for u1 in order to predict the expo-





































with β±2 = β2 ± γ2s4 and {A2,0, A1,1, A3,1, A0,2, A2,2, A1,3} being non-zero and the sum over



















0 − Bβ+21+B2 0 0
 (6.41)
Close to λ1 = 0 the eigenvalues λ2 > 0 and λ3 > 0 with the quadratic terms in u2 and u3
dominate the behavior in these components. Substituting the values of u2 and u3 with their
thermal averages, one obtains a simple one-loop correction to the eigenvalue λ1 in an otherwise
simple φ4-theory model, Φu.












1 = λ1 +A2,0〈u23〉+A2,2〈u22〉 (6.42)
Leaving us with a simple φ4 theory at the transition T2. So now we want to consider the dynamical
scaling of an Ising order parameter. Assuming an overdamped dynamics with a dampening
coefficient Γ0 our model is identical to the Model A discussed in [112]. The dynamical exponent
z for the inverse relaxation time ω = τ−1 is






where νz is the experimentally measured exponent, at the reduced temperature t = (T −T2)/T2.
Here ν is the critical exponent of the correlation length ξ of the 3D-Ising universality class.
A good overview of the calculated exponents z for the 3D-Ising model is contained in Folk et
al. [113], where the highest expansion is done by Prudnikov et al. [114] in terms of a 4-loop 
expansion with Padé-Borel summation leading to
z = 2.017 (6.44)
which is very good agreement with the numerically found values around z ≈ 2.02 found by [115–
117]. With the value of ν found using resummation techniques (for d = 3) done by Guida and
Zinn–Justin [118]
ν = 0.6304± 0.0013 (6.45)
we get for the dynamical exponent of the relaxation time
νz ≈ 1.272 (6.46)
which is in agreement with the measured value νz ≈ 1.3, [41]. In accordance with the exper-
imental observations this paints the picture that the critical dynamics of the polarization are
determined by an overdamped magnetic 3D-Ising order parameter.
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6.5 Discussion
Using Bertraut’s group theoretical consideration, [104, 105] the Landau expansion of the free
energy of MnWO4 was calculated. This was done following Tolédano et al., [100] for the incom-
mensurable phase kinc = (−0.214, 1/2, 0.457), [98, 100]. This theory could be used to classify
the universality classes of the occurring transitions. The first transition form the paramagnetic
P phase to the incommensurable phase AF3 at TN was found to be in the 3D-XY universality
class, in agreement with [106, 111]. The main interest however lies on the second transition at
T2, where the incommensurable phase switches to the spiral phase AF2 with a non-vanishing
polarization Py 6= 0. The transition was found to be in the 3D-Ising universality class, agreeing
with [106, 111]. Describing the dynamics of the order parameter at the transition as overdamped
leads to the so called Model A description, [112] and to a dynamical exponent νz ≈ 1.272 for
MnWO4, agreeing with the measurements done by Niermann et al., [41]. The results of this




Vortices in Supraconducting Thin Films

7. Introduction
Helium was first liquified by H. K. Onnes in 1908. For the first time temperatures as low as a few
degrees of Kelvin could be reached. Only 3 years later he was able to discover superconductivity
in mercury in 1911, [119–121]. Two distinct features characterize the superconducting state.
The onset of perfect conductivity below a critical temperature Tc was what Onnes discovered
in 1911. The next distinct feature is perfect diamagnetism, discovered in 1933 by Meissner and
Ochsenfeld, [122]. An applied magnetic field is prevented from entering the superconductor and
actively expelled while cooling a superconductor through Tc in an external field, [123]. It can only
penetrate a small surface layer and is exponentially suppressed, characterized by the penetration
length λ. While the first effect can be explained by perfect conductance alone via an induced
shielding current, the latter effect is unique to superconductors. A perfect conductor would trap
a flux when being cooled in an external field.
In general, superconductors fall into two groups. Type I superconductors, e.g. lead (Pb), are
characterized by their critical field Hc, next to the critical temperature Tc. Once the applied
field reaches Hc, the energy needed to expel it is greater than the energy gained by entering the
superconducting state and the superconductivity breaks down, [123]. In type II superconductors,
the breakdown of superconductivity due to an applied field is not discontinuous like it is for
type I superconductors, but continuous. After reaching the first critical field Hc1 , the surface
energy of magnetic domains becomes negative. The resulting division of domains proceeds to the
microscopic length scale marked by the correlation length ξ of the system. This behavior was first
discussed in 1957 by Abrikosov, [124], who also discovered that these microscopic subdomains,
or vortices, repel each other and form regular lattices. This mixed state of superconductivity
and vortices with normal conducting cores is referred to as the Shubnikov phase, [123]. These
vortices move due to an applied current and their normal conducting core dissipates energy,
leading to a small resistance. This can be stopped by e.g. pinning these vortices. The study of
these vortices and their dynamics is important in order to produce superconducting materials
that can withstand high magnetic fields.
In thin films with a thickness d of the order of the penetration length λ, vortices also appear in
type I superconductors, [123]. The analytic solution for these type of vortices was found by Pearl
in 1964, [125, 126], and are consequently named after him. Vortices in thin films are interesting
for several reasons. The magnetic structure on the surface can be revealed by sprinkling it with a
finely powdered ferromagnet that will settle at points with magnetic flux, i.e. vortices, [127]. This
techniques called Bitter decoration is used to visualize the vortices on the surface and to study
the lattice structures and the effect of impurities. Newer approaches using a nano-SQUID on the
tip of a scanning microscope, [128], are able to produce images with high spatial resolutions. On
top of that they are able to produce multiple scans of the same area, allowing the study of the
dynamics of the vortices as well. The thin films offer experimental setups to study the melting
of a 2D lattice, lattice deformation due to impurities and, since the vortices can be moved by a
current, vortex and lattice dynamics.
This second part summarizes the work done on superconducting thin films. The experimen-
tal data used here was provided by the group of Prof. E. Zeldov. The group is known for its
high resolution measurements of the surface magnetic field on superconducting thin films. Their
technique using a SQUID placed on a small tip of a scanning microscope allows them to study
magnetic vortices and their dynamics with spatial resolutions of ∼ 100nm. Their aim is to study
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the movement of vortex lattices in order to study the moving Bragg–glass phase experimen-
tally, [129–131]. The Bragg-glass phase is characterized by a power–law decay in the density
correlations.
At the beginning of the collaboration, the experiments were in their early stages. The main
idea was to focus on thin strips with differently sized constrictions. These constrictions introduce
some inhomogeneities in the current profile and consequently cause inhomogeneous deformations
of the lattice. The deformed lattices with destroyed long-range correlation (no fixed lattice
structure), are then moved by applying a direct current to the sample. When moving vortices
through the setup, several effects have to be taken into account. Vortices can enter the sample
from the boarders of the strip and impurities can pin them.
We tried to contribute to the explanation of two different observed effects in their setups.
Once a certain critical current Ic was surpassed, the vortices were observed to be moving, causing
a measurable resistance. The measured V (I) curve on these strip setups was characterized by a
power law behavior
V (I) ∼ Iα, α ∼ 10. (7.1)
We tried to understand the origin of the exponent α as an effect of vortices trying to overcome a
surface barrier. The results and details are discussed in chapter 10. The second effect the group
observed concerned the dynamics of the vortices. They noticed that the moving vortices formed
lines, effectively following each other. Additionally, around the inhomogeneities caused by the
constrictions in the superconducting strip, these flow lines bifurcated. Both, the line formation
and the origin of the bifurcation points are discussed in chapter 11.
Outline
We start by presenting the experimental setup and measurements that are the basis for the
analytic work in chapter 8. Here, the two different observed effects are described in detail. After
an introduction to superconductivity, thin films and vortices in chapter 9, the work done on the
observed V (I) curves is discussed in chapter 10. This is followed by the presentation of the work
done on the vortex dynamics in chapter 11. The two projects are fairly separate, so an individual
discussion is done at the end of each chapter.
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8. Experimental Data
In this chapter we will focus on the experimental setup used by our collaborators L. Embon and
E. Zeldov and the data they provided. There are two distinct features that we try to explain in
the following chapters and we want to set the stage for them here. The first section will cover
the setup and measurement techniques to give a general overview of the setup we are dealing
with. They use a technique called nanoSQUID microscopy to track superconducting vortices in
thin films exposed to an applied current and measure the resulting voltage drop along the strips.
First, we will present the current–voltage curves and their power–law behavior. Later, in chapter
10, we will try and give an analytic explanation for this behavior. The moving vortices are also
observed to move in lines. This second feature will be presented here discussed in detail later in
chapter 11.
8.1 Experimental setup
The dynamic properties of superconducting vortices in a thin type I superconductor are studied
experimentally by our collaborators. The material used is a thin lead (Pb) film of thickness
d = 50nm that is capped by a thin ∼ 10nm Germanium (Ge) layer, to prevent oxidation. A list
of material properties of lead assembled from literature is found in table E.1 in appendix E.1. The
mask used in shown in figure 8.1, where the light gray areas resemble the lead film. It contains
6 different strip setups, each with a different width for the hour-glass shaped constriction, [132].
The strip width is w = 10µm for all setups, while the hourglass constriction can be as narrow
as 5− 6µm. All measurements are done at T = 4.2K in a liquid Helium cryostat. The magnetic
field H is applied perpendicular to the film. Gold contacts on the film are used to connect the
wiring, schematically shown in figure 8.2. There are two contributions to the current that is fed
into the strip. The DC current is generated by applying a voltage UDC over an RDC = 566Ω
resistor in series with the strip. Additionally a fixed AC contribution is added via a square wave
UAC applied over a RAC = 10kΩ. The AC voltage signal is a square wave at 1.137kHz with
a constant 1.2V amplitude. DC and AC part of the resulting voltage drop are measured by a
simple voltmeter and a lock–in amplifier respectively, [132]. The small structures one can see
in figure 8.1 and even better in figure 8.2 (circular pattern), are present for engineering reasons
only. They do not influence the measurements done on the thin strips.
The measurements of the magnetic fields are done with a technique referred to as scanning
SQUID microscopy. A small hollow quartz tube with an opening diameter of ∼ 200nm is used
and aluminum is evaporated on two opposing sides and on the circular opening, as illustrated in
8.3. The aluminum on the two sides form superconducting leads connected to the nanoSQUID
ring formed on the opening of the quartz tube. This structure is referred to as a SQUID on top
(SOT), [128]. The SOT is used as the tip on a scanning microscope. This setup allows for a high
spatial resolution when imaging the magnetic field on the surface of the superconducting thin
films. With this it is possible to see the vortex distribution and even dynamics in the thin films.
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Figure 8.1: Top view of the constricted bridge setup. Light gray areas mark the lead film. The
6 different hour–glass shaped constrictions are easily visible. The graphics were kindly provided
by L. Embon and E. Zeldov, private communication [132]. A wider view of the mask is shown
in figure 8.2 including the gold contacts and schematic wiring for the voltage measurements and
the application of currents to the system.
Experimental parameters
The parameters at T = 4.2K for the correlation length ξ and penetration length λ for the
discussed setup as reported by L. Embon and E. Zeldov, [132], are
ξ = 40− 50nm (8.1)
λ = 80− 100nm (8.2)




= 170− 330nm (8.3)
The measurements were taken using the 3 strip in the constricted bridge setup shown in figure
8.1, where the bridge is wmax = 10µm at its widest and wmin = 5− 6µm at its closest point. An
example measurement done with an applied field of H = 54G is shown in figure 8.4(a). One can
see the constricted hour–glass bridge and the penetrating vortices quite clearly.
Magnetization First, let us get an idea of the resulting penetrating field due to the applied
field, i.e. the flux trapped in the vortices. Starting point for this analysis is the measurement
taken at H = 54G with a direct current of I = 12.2mA shown in figure 8.4(a). The vortices
are not moving and the vortex structure is fixed. Taking the gray scale image of the vortices
as a height profile, vortices can be easily detected by a simple hill-climber algorithm or, given
the manageable number, even by hand. The results before and after detection are shown figure
8.4. The scale of the images is known to be 40nm per pixel. On can therefor mark an area
and count the contained vortices to calculate the trapped flux and resulting trapped field B. In
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Figure 8.2: Top view of the masked used for the thin film setup. This is a wider view of the
structure shown in figure 8.1. Note that in this schematic, the dark gray areas represent the lead
film. Additionally the gold contacts and schematic wiring for the setup is shown (exemplified on
strip no 3). A current is fed into the system so that it flows from bottom to top through the
strip. The figure was kindly provided by L. Embon and E. Zeldov, private communication [132].
Figure 8.3: Figure taken from [128] illustrating the process of fabricating a SQUID on top (SOT)
on a small hollow quartz tube.
figure 8.4(b) the detected vortices are shown. Red marks the vortices inside the selected area
used to calculate the magnetization, blue marks the remaining vortices. The 80 vortices in an
3.6µm× 10.6µm correspond to
B =
80 ∗ φ0
3.6µm× 10.6µm ≈ 43G (8.4)
at an applied field of H = 54G.
A second approach can be used after the vortices have been detected. Once their coordinates
are extracted, one employ the Delauny triangulation algorithm to find the next-neighbors. The
algorithm first computes the Voronoi diagram, analog to constructing the Wigner–Seitz cell
around each point. Its dual graph is the desired information, similar to connecting neighboring
cells. The algorithm is not perfect and to prevent it from connecting vortices too far apart,
which happens at the boundaries, a cutoff of lcutoff = 1.4µm (35pixel) was introduced. In figure
8.4(c) the result is shown, vortices with exactly 6 next-neighbors are colored red, while the once
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(a) original (b) detected (c) extracted
Figure 8.4: Measurements taken for I = 12.2mA at T = 4.2K in a magnetic field of H =
54G. Next to it are the images run through a vortex detection script. Plot 8.4(b) a square of
3.6µm × 10.6µm was selected (being as big as possible while at the same time not including
boundary effects) which contains 80 vortices. Summing up the magnetic flux of the vortices in
that area results in a magnetic field B ≈ 43G at an applied field H = 54G. Plot 8.4(c) connects
every vortex to its nearest neighbor (determined via Delauny triangulation). The number of next
neighbors #NN determines their color as to highlight dislocations. This extracted map can be
used to determine the average vortex distance. Shown is the non-moving vortex lattice, the case
of moving vortices at higher current is shown in figure 8.6(b).
with less are blue and the once with more colored green. Notice the amount of dislocations
(ignoring the boundaries). This gives a first impression of how far away the structure is from
a normal hexagonal lattices that one would expect in a thin film sample without constrictions.
The statistics give an average vortex–vortex distance (core to core) of
av = (0.76± 0.16)µm > ΛP > λ > ξ . (8.5)











= (41± 17)G (8.6)
with an error bar that makes this value agree with previously determined value using the vortex
density. The error bar is so high, since the lattice quite strongly deviates from the triangular
lattice assumed by Abrikosov.
Pearl Vortices The rough size of a vortex as marked by circles in figure 8.4(b) (radius of 5
pixel, with 40nm/pixel) can be read out as
rv ≈ 0.2µm ≈ ΛP (8.7)
which is consistent with the expected value for the Pearl length. Indeed we are dealing with
Pearl vortices in the Type I superconducting thin film.
8.2 Current–Voltage curves
The measured voltage as a function of the applied direct current for different magnetic fields is
shown in figure 8.5. There are several features I want to point out. First, for currents below
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a critical value Ic(H) the measured voltage is of the order of the detection limit of the voltage
measurements. The samples in this case are still in the superconducting phase. The vortices
that entered the strips are still pinned, as can be seen by comparing the microscopic scan of the
sample at I = 12.2mA and H = 54G from figure 8.4(a) to the measurement at a similar field
10.1. The current is well below the critical current, indicating no resistivity of the probe.
For currents above the critical current Ic we observe a non-vanishing voltage. The strip
exhibits some measurable resistivity. As a reference, power–laws are plotted for the different
data curves. One can see that the measurement for H = 42G, figure 8.5(a), exhibits a different
power–law behavior than the rest. The curve for H = 120G has a small “dip” and seems to follow
a I5 law right after the jump and then moves up to an I10 behavior. In general the behavior for
I > Ic is characterized by a power–law with an exponent α 1. We will try do give a plausible




















Figure 8.5: Measurements for the I–V curve for different magnetic fields. The red lines show a
power–law with exponent 10, the green line a power–law with exponent 5.
model for such a power–law behavior in chapter 10.
8.3 Vortex dynamics
In chapter 11 we analytically discuss the problem of vortex line flow. Applying a current to the
strip (running from bottom to top in the figure 8.6) applies a Lorentz force fl (per unit length)





with the flux of the vortex φˆ = φ0zˆ and the flux quantum φ0 = hc2e in cgs units as discussed in, e.g.
[123]. In the experiment shown in figure 8.6 this causes a force pushing the vortices from left to
right, [132]. In the experiments several things can be observed. Below a certain critical current Ic
the vortices form a fixed, non-moving state as can be seen in figure 8.6(a). If not explicitly stated
otherwise we will use cgs units throughout this chapter. In a clean, disorder–free system, they
form a triangular lattice, as first discussed by Abrikosov [124]. Deformations of the lattice can
be due to the presence of disorder in form of impurities and an inhomogeneous force due to the
current flowing through the constriction. The inhomogeneous current would cause a non-uniform
compressing force on the lattice, which would in response reorganize in a non-trivial way, leading
to the deformations. Taking the gray-scale image of the vortices as a height profile, a hill-climber
algorithm can easily detect the vortices. Using Delauny triangulation we can identify the next–
neighbors of the vortices, illustrated in 8.6(a). Vortices with 6 next–neighbors, as expected in
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(a) non moving at I = 12.2mA (b) moving at I = 16.0mA
Figure 8.6: Experimental measurements of vortices, in a non moving 8.6(a) and moving 8.6(b)
state. The applied current flows from bottom to top and the magnetic field is applied perpen-
dicular to the image plane causing the vortices to experience a force from left to right [132]. In
figure 8.6(a), vortices with 6 next-neighbors are colored in red. Blue marks vortices with less NN
and green indicates vortices with more NN. Identification of the NN was done using the Delauny
triangulation algorithm. Figure 8.6(a) is identical to figure 8.4(c) and is shown here for a better
comparison to the moving case.
the triangular Abrikosov lattice, are colored in red. Blue indicated vortices with less and green
marks vortices with more next–neighbors. With this coloring scheme it is easy to see that the
observed static vortex configuration is strongly deformed compared to a plain triangular lattice.
Once the critical current Ic is exceeded, the vortices start to move from left to right as seen in
figure 8.6(b). Two distinct features stand out. The vortices start to move in lines and bifurcation
points such as the point labeled A in figure 8.6(b) appear. These are the two features we want
to focus on in chapter 11.
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9. Superconductivity
This chapter will give a brief introduction into the theoretical description of superconductivity
with the focus on superconducting vortices. A successful microscopic theory for superconductivity
was developed by Bardeen, Cooper and Schrieffer in 1957, [133] , commonly referred to as the
BCS theory of superconductivity. The basic idea behind the theory is that electrons form so
called Cooper-pairs due to an attractive interaction cause by lattice deformations (phonons).
These pairs of electrons are now of bosonic nature and can all occupy the same groundstate,
forming the quantum state that is superconductivity. Despite its importance, we will not focus
on the microscopic picture since the work done on superconductors in this part is based on the
earlier macroscopic and phenomenological description by the Ginzburg–Landau theory and the
London equations.
London–Equations
One of the first phenomenological descriptions of superconductivity was done by F. and H. Lon-





B = −cΛ˜∇× js (9.2)








was introduced as a phenomenological parameter, with λ being the penetration length, ns the
number density of superconducting electrons, the speed of light c and the electron mass m, [123].
In the discussion of superconductivity, we will use the cgs system. In combination with the




showing the exponential screening of the magnetic field inside the superconductor with the pen-
etration depth λ, describing the Meissner effect, [123]. A simple derivation of these equations
can be done based on the Drude model. This simple model explains resistance in a conductor
via scattering of electrons, characterized by the scattering time-scale τ . The equations of motion








For the number of superconducting electrons, density ns, the time between scattering events τ
will go to infinity, τ →∞. The superconducting current
js = nsev (9.6)
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as found in [123]. Another way to approach the derivation is by looking at the canonical momen-
tum p of the electrons in the presents of a magnetic field characterized by its vector potential A
via B = ∇×A given as




Without an electric field, the net momentum should be zero leading to
〈v〉 = − e
mc
A. (9.9)
The resulting relationship for the superconducting current density then becomes
js = − 1
Λc
A (9.10)
as, e.g. shown in [123]. Performing either the time derivative or the curl on equation (9.10), results
in the two London equations. This compact form of the equations will be used throughout this
work.
Ginzburg–Landau theory
Before the BCS–theory, in 1950 Ginzburg and Landau proposed a description of superconduc-
tivity based on the second order phase transition theory by Landau. For the order parameter of
the system, they introduced a complex pseudo–wave function ψ, [123, 135]. The order parameter
describes the density of the superconducting electrons ns via
ns = |ψ(x)|2. (9.11)
ns is identical to the notation used for the London equations, [123]. The free energy f expanded
in this order parameter in the framework of second order transitions








yields the so called Ginzburg–Landau (GL) free energy for superconductivity, [123]. For ψ = 0
the theory reduces to the free energy of the normal conducting state fn0 +B2/8pi. The gradient–
term stems from the analogy of the pseudo-wave function ψ to an electron of charge e∗ and
mass m∗ in a magnetic field. The GL–theory is a great success in describing the macroscopic
phenomenon of the superconductivity including non-linear effects in the presents of strong fields,
something the linear London–equations are not able to.
The connection to a microscopic picture came in 1959, when Gor’kov derived the phenomeno-
logical GL–free energy from the microscopic BCS–theory, [123, 136]. Initially it was expected
that the parameters e∗ and m∗ were identical to the charge and mass of a single electron. Exper-
imental data however suggested e∗ ≈ 2e. Once the microscopic connection to the BCS–theory
was established the ambiguity could be removed and the values were connected to the charge
and mass of the Cooper–pairs with e∗ = 2e.
92
9.1. Vortices Chapter 9. Superconductivity
Varying the free energy we obtain the Ginzburg–Landau differential equations as





















For a spatial constant order parameter ψ(x) = ψconst, we see that the equation for the current
density js reduces to the London–equation, [123]. We will take the minimum value ψ2const =
−α/β > 0 to rescale the first GL–differential equation (9.13) via g = ψ/ψconst. In the absence





+ g − g3 = 0. (9.15)
We can now define a natural length scale ξ for the problem, being
ξ2(T ) =
~2
2m∗|α(T )| . (9.16)
Generally ξ is refereed to as the GL coherence length, [123]. Combined with the penetration





known as the Ginzburg–Landau parameter, [123]. The GL parameter was used by Abrikosov to
classify superconductors in Type I and Type II separated by κ = 1/
√
2. The two different types
of superconductors are further explained in the context of vortices in the following section.
9.1 Vortices
At a certain critical field Hc the energy gain from being in the superconducting state is less than
the energy needed to exclude the field. Superconductivity breaks down and the sample becomes
normal conducting. One distinguishes between two different types of superconductors. Type I
superconductor are characterized by a simple critical field Hc, that marks the abrupt destruction
of the superconducting field. Superconductors of Type II exhibit an intermediate phase. For
κ > 1/
√
2 the surface energy of the domain walls separating normal and superconducting state is
negative leading to a subdivision of the domains until the microscopic length scale ξ is reached,
[123, 124]. Once a critical field Hc1 is surpassed making the formation of small domains feasible,
the magnetic field can partially enter the superconductor in form of vortices. With increasing
magnetic field, the vortices will move closer and closer together. Once full field penetration is
reached at Hc2 superconductivity breaks down completely.
These vortices can form a lattice and, as we will discuss below, can be manipulated by an
external current. In thin films they can be e.g. used to study melting and dynamical properties
of 2D lattices and the absence and presence of disorder.
Bulk - Abrikosov vortices
In a Type II bulk superconductor the magnetic profile of a single vortex has been calculated by
Abrikosov, [124]. For κ  1 the order parameter ψ approaches ψconst already at length scales
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ξ away from the vortex core, [123]. Outside the vortex the superconductor is described by the
London–equation, since ψ ≈ ψconst. They have to be modified in order to account for the normal
conducting core of the vortex, carrying the magnetic flux quantum φ0, [123]. This can be done




∇× js +B = zˆφ0δ2(r) (9.18)
where zˆ is a unit vector pointing in the z-direction. Combined with Maxwell’s equations ∇×B =















with K0 being the Hankel function of imaginary argument, [123, 124]. The function K0(r/λ)



















ξ  r  λ (9.22)
This makes the vortices and their current profile localized. When computing the vortex-vortex
interaction, we will see that this leads to short range interaction that can be well approximated
by just an interaction to the nearest vortex.
Thin film - Pearl vortices
In thin films of thickness d ∼ λ, even Type I superconductors develop an intermediate phase
with vortices. The magnetic profile of these vortices was calculated by Pearl in 1964, [125, 126].
This type of vortex is of main interest for us, the experiments by our collaborators where done on
thin lead (Pb) films, which is a Type I superconductor. There are no immediate simplifications















For an infinitely thin disk, the super current density is restricted to the z = 0 layer. This means
that the superconducting order parameter ψ(r) is zero outside the disk and can be written as
ψ(x) = dδ(z)ψ(r, θ) (9.24)
A variation with respect to A(r) leads to the differential equations
− 1
4pi
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where the left-hand side is connected to the current density j via the Maxwell equation
∇× (∇×A) =∇×B = 4pi
c
j (9.26)
Assuming a constant order parameter throughout the sample (analog to Pearl [125] or Fetter
and Hohenberg [137]) we write
ψ(r, θ) = ψ0e
ıθ (9.27)
with |ψ0|2 = ns where ns is the density of superconducting electrons. Now we can introduce the

























and the differential equation for the vector potential then reads as









The problem is rotational symmetric so the vector potential only has a θˆ component and can be
written as
A(r) = g(r, z)θˆ (9.31)





























































as done by Pearl, [125, 126], with the Struve function Hn and the modified Bessel function Yn.
9.2 Vortex interaction
Vortices are interacting with each other throughout the superconductor. Assuming that the
order parameter approaches ψconst fast outside the vortex-core, the governing equations can be
taken as linear. In this case the magnetic field due to two vortices B(r) at the positions r1 and
r2 is just the superposition of the simple vortex profile Bv(r). This can be written as
B(r) = Bv(|r− r1|) +Bv(|r− r2|). (9.35)
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B2 + λ2|∇ ×B|2) (9.36)
by integrating over the XY plane, [123]. Calculating the change in free energy ∆f compared to
just twice the field energy of a single vortex fs is
∆f = f − 2fs = φ0
4pi
B(|r1 − r2|) (9.37)
a calculation done in detail e.g. by Tinkham [123]. We see that the interaction is repulsive. In the
case of Abrikosov vortices, it is exponentially decaying like the magnetic profile of the vortices
themselves, leading to a short range interaction. In the case of Pearl vortices, we are dealing
with a long range interaction. Taking the vortices to be aligned on the x axis, we can compute










jy(|r1 − r2|) (9.38)
where the Maxwell equation ∇ × B = 4pi/cj was used in the last step. The current density of




j(|r1 − r2|)× (φ0zˆ) (9.39)
which can easily be extended to general current densities. The force per unit length on a vortex




js × φˆ0 (9.40)
with φˆ0 = φ0zˆ, [123].
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10. Current–Voltage Curves
In this chapter we will explain the power–law behavior in the I–V curves that we saw in chapter
8 when presenting the data we are working with. In that chapter we saw that
V (I) ∝ Iα, (10.1)
with α ∼ 10. We tried to understand the origin of the exponent α as an effect of vortices trying
to overcome a surface barrier.
Breakdown of superconductivity
Before tackling the problem of the observed power–law behavior, we want to focus on the jump
in voltage towards the end of the measurements. This can be seen in figure 10.1. The jump











Figure 10.1: I–V curve for H=57G on a constricted bridge shown in figure 8.1. Dashed lines
mark I1 = 9.8mA and I2 = 12.7mA
occurs over several orders of magnitude. As we will discuss in the next subsection, it is due to
the break down of superconductivity due to high current densities. The strip enters the normal
conducting state and heats up, changing its resistivity even more.
The critical temperature of lead (Pb) is Tc = 7.2K, [138]. Let us now calculate the resistance
of the little lead strip on the break-down of superconductivity so we get a sense for the order
of magnitude of the expected measured voltage. The resistivity for Pb at T = 7.2K is ρn(T =
7.2K) = 0.20nΩm, as given in Landolt–Börnstein [139]. A picture of the bridge is shown in
figure 8.1 with its measurements highlighted. The measured width is w = 8.89µm and its length
AB = 41.73µm, AC = 53.70µm and a thickness of d = 50nm.
The geometric measurements and the important voltages from figure 10.1 are listed in table
10.1. The current density on the upper end of the bridge (above line A) drops rapidly since the Pb
film widens immensely, so even if the critical current density is reached inside the bridge (causing
the system to be normal conducting) the Pb film above line A will still be superconducting,
therefor not contributing to the resistance.
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The lower end (below line B) opens up rather quick, so that the current density inside the
bridge drops to 8.98/15.59 ≈ 0.58 of its value. The I–V data with proper axis is shown in figure
10.1. Here, the current I1 = Ic = 9.8mA marks the first increase in voltage and I2 = 12.7mA
marks a big jump of 3 orders of magnitude in the voltage. These correspond to the current
densities j1 = 2.18∗1010Am−2 and j2 = 2.82∗1010Am−2 inside the bridge with the cross section
A = wd = 4.49 ∗ 10−13m2. A decrease by a factor of 0.58 puts the current-density j2 below j1,




w2 (line C) 15.59 µm
l = AB 41.73 µm
l2 = AC 53.70 µm
nv(H = 54G) 2.096 ∗ 1012 m−2
B(H = 54G) = nvφ0 43 G




Hmc2 (d = 90nm, T = 4.2K), [140] 539 G
Table 10.1: Measurements for the constricted bridge as shown in figure 8.1.
The upper critical field Hc2 has been measured for a 90nm thick lead film with T = 7.26K
and κ = 0.51 and a Hmc2 = 539G, [140]. As a first estimate, we ignore the hour-glass constriction.






8.98µm ∗ 50nm = 0.0186Ω (10.2)
At the current I2 this would cause a Voltage
Un = RnI2 = 0.236mV (10.3)
The observed voltages are Ul = 0.13mV for the lower end jumping to a value of Uu = 64.62mV
and we have
Ul < Un < Uu . (10.4)
This is consistent with the breakdown scenario. Once the superconductivity vanishes the strip
will heat up, causing the resistivity of lead to increase above its T = 7.2K value.
Simple scaling approach
In the previous subsections we have seen that the Voltage data for currents below the critical
value Ic can be understood as pinned vortices that do not affect the conductivity of the system.
There is a second critical current, where the voltage jumps up to an order of magnitude. We
gave plausible indication that this is due to a breakdown of the superconductive state, leading to
a normal resistance of the strip. The main focus of the following sections will be the power-law
behavior of the Voltage in between these two critical values for the current.
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The first approach is a simple dimensional analysis in order to make the experimental data
dimensionless. We start by using Buckingham’s theorem to deduce some scaling relations for the
experimental data. The simplest Ansatz is to assume that for fixed temperature, geometry and
material properties each curve is just determined by the parameters {H,φ0, c, I, Ic}. φ0 is the









with a dimensionless function f(x). The rescaled data is shown in figure 10.2(a). In figure
10.2(b) the curve for H = 42G is lowered by an extra-factor of 0.8, so all the zero lines are
aligned. In this case the curves for H = 42G and H = 120G align perfect in the region behind
the critical current. The curves are not identical, but close. Adding the vortex density nv as an



















(b) adjusted to baseline









(c) adjusted to crossing
Figure 10.2: I–V measurements for different magnetic fields. Blue shows H = 57G, violet
H = 42G and beige H = 120G.
additional parameter (or likewise the magnetic induction B) will introduce another dimensionless
quantity. The data should then be match on a dimensionless function f(x, y) dependent on two
dimensionless parameters. However there is not enough data available thoroughly follow up on
that advanced scaling approach. The simple scaling however is fairly good and shows that the









with an exponent α ∼ 10. Explaining the critical current is a difficult task, that we will not
attempt here. On can see that it is different for every curve. Since all other characteristic
parameters for the setup (length scales, possible impurity densities, temperature) are identical,
the critical current is dependent on the applied magnetic field H and the magnetic induction B.
The three data points cannot be connected by a simple power–law and a complex relation is to
be expected.
We will focus on explaining the α ∼ 10 exponent.
10.1 Bardeen–Stephen flow
A superconducting vortex exposed to an external current feels a Lorentz force perpendicular to
both the current and the applied field responsible for the vortices, [123]. The moving normal
conducting core of the vortex will lead to energy dissipation just as in a regular conductor. The
vortex itself will experience a resulting drag famously discussed by Bardeen and Stephen, [141].
The system can be described by three relations, describing the force FL acting on a single
vortex due to the external current density j, the relation of the vortex velocity v as a function of
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the force FL acting on it and the total electric field E due to the movement of all vortices. We
will chose the coordinate system such that the magnetic field B ‖ φˆ0 ‖ zˆ and the current j ‖ yˆ.
The resulting vortex-movement v ‖ xˆ assuming that v ‖ FL for all v(FL). Using the cgs system




j× zˆ, v = v(FL), E = 1
c
B× v. (10.7)
The relation between the electric field and the velocity of the vortices can be explained by the
Josephson relation U = (1/c)φ0/(2pi)φ˙ relating the change in phase difference φ˙ between two
points P1 and P2 to a voltage difference. A vortex passing between the points separated by a
distance l leads to an increase in the phase difference by 2pi. The situation is as illustrated in







Figure 10.3: Schematic drawing of a vortex passing through the line between the points P1 and
P2 causing a phase difference ∆φ = 2pi resulting in a voltage drop between P1 and P2 according
to the Josephson relation U = (1/c)φ0/(2pi)φ˙







The physics lays in the “reaction“ of the vortex velocity v to the applied force FL on the vortex.




η = µ0φ0Hc2(0)σn (SI) (10.10)
with the normal conductivity σn and the areal current density j = I/(dw) with the thickness d,















giving the V(I) curve for free moving vortices in a magnetic field. Here the vortex density
n = B/φ0 and the normal resistance of the strip Rn = (l/A)σ−1n . The simple free moving
vortices lead to a linear V–I relation, i.e. α = 1. In our case there obviously is a different
mechanism at work that leads to α ∼ 10.
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10.2 Surface barrier
We saw that simple free moving vortices lead to a linear relation between the measured voltage
and the applied current, i.e. α = 1. This theory however only looks at free moving vortices inside
the sample. In the present experimental setup we are dealing with a small strip that has an
hour–glass constriction. One effect that can produce the observed power–law behavior is due to
vortices interacting with the boundary of the strip.
This type of surface barrier is known in the literature as the Bean–Livingston barrier, [142,
143]. The simple picture is the following. Close to the boundary of the strip the vortex will feel
its mirror image or antivortex, similar to the mirror charges in electrostatic. There is no current
flowing through the boundary, meaning that the normal component of the current density on
the boundary vanishes. A condition that is satisfied by the vortex–antivortex pair construction.
The applied current will try to push the vortex away from the boundary inside the sample. The
antivortex counteracts and will push the vortex towards the boundary. The resulting potential
barrier or activation energy EA can be overcome by thermal fluctuations. Since the interaction
between the vortex and its mirror image is logarithmic on short scales and the activation rate R







this will produce a power–law behavior for the resulting voltage. In this section, we will examine
the resulting voltage response due to vortices entering the sample.














in SI units with the Struve function Hn and the modified Bessel function of the second kind Yn.
Λ = 2λ2/d is the effective penetration depth. The interaction force has the form
F12(r





























: rΛ  1
φ20
µ0pir
: rΛ  1
They can be combined into an interpolation formula














as shown by Brandt, [144]. Note that the equation used by Brandt use a definition of the
penetration length Λ without the factor of 2. The interpolation formula is very accurate and is
used since it is easier to handle than the Struve and Bessel function. For later convenience, we





As the coordinate system, we will choose the applied magnetic field perpendicular to the strip
in the z-direction and the current moving in the y-direction as shown in figure 10.4. The Lorentz
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Figure 10.4: Schematic of the superconducting strip. The current flows in the y-direction jb
pushing the vortices in the positive x-direction with the speed v. The system reacts to the
applied field H by creating the Meissner current (red) to expel the magnetic field from the inside
of the sample.
force FL(x) acting on a vortex caused by the current density j(x) in this case leads to
FL(x) = dj(x)× φˆ0 = dj(x)φ0 xˆ, (10.17)
as previously discussed or derived in [123]. We will denote the distance from the surface to the
vortex by r. The interaction with the antivortex is governed by the vortex–vortex interaction
where the distance between them in this notation is 2r. Additionally the current-distribution








The potential barrier for one vortex, dependent on the vortex position r is then given by




Note that the interaction potential for the vortex–antivortex has the negative sign of the vortex–
vortex interaction.
Simple current model
The current density j(r) consists of two contributions. First contribution is the applied current,
fed in through the experiment. Second contribution comes from the Meissner current. The
applied magnetic field induces a Meissner current oriented in a way to expel the applied field from
the superconductor. Both effects and their internal distribution are important in determining
the activation energy of the vortices. As we will later discuss in more detail, these profiles are
non trivial and can complicate the calculation. To get a first idea of the order of magnitude of
the resulting exponents let us start with a simple model for the current distribution. Neglecting
the Meissner current completely we will assume a constant j(r) = j0yˆ current density close to
the surface. The resulting energy model for the surface barrier is similar to the one studied by
Burlachkov et al. for pancake vortices in high Tc superconductors, [145], being
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The difference lies in the interaction strength of the logarithmic term, since we are dealing with
Pearl vortices in this scenario. The current density flowing through the sample is assumed to be
constant for the time being, identical to the profile used by Burlachkov et al. Later we will use
a more realistic current profile for the thin films.
Looking at the interaction profile, we see that the stronger the applied current, the smaller
the distance needed to achieve enough energy to separate the vortex from its mirror image.
The equilibrium distance r0 will therefore be smaller for higher applied current densities j0.
Assuming a strong enough current, so that the separation process will happen close to the
surface, i.e. r0 ∼ O(Λ) the surface barrier can be simplified to












leading to an activation energy





























2.4× 105K : Λ = 330nm
4.6× 105K : Λ = 170nm
The resulting exponent for the current dependency for temperatures around T = 4.2K is
α ∼ 105 (10.26)
several orders of magnitude larger than the observed α ≈ 10. To obtain an exponent of the
observed magnitude the temperature would have to exceed the bulk melting temperature T ≈
600K of Pb by orders of magnitude. For the material value see table E.1. The expected heating
effects close to the second jump in voltage, as seen in figure 10.1 and discussed in the previous
sections, will not change the discrepancy in the exponents. The large exponent is similar to the
one for the theory of thermal activated flux creep as discussed in literature, [143, 145–147].
Current distribution inside the strip
In the previous part, we used a constant current profile, mainly for its simplicity. Let us now
focus more on the actual current distribution inside the thin strip. In the absence of vortices and
an applied current, only the Meissner current is present. We consider the strip thickness d to
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be small enough so that the current distribution along the z-axis can be treated as homogenous.
For a strip of width 2w going from −w to w in the x-direction. The current profile is known to
be
jM (x) = − 2H x
d
√
w2 − x2 (10.27)
as can be found in e.g. [148–156]. The current profile exhibits a characteristic square-root di-
vergence towards the surface of the film, when x → ±w. In the presents of vortices, magnetic
flux was able to penetrate into the thin film. Averaged over scales larger than the vortex size,
this leads to the magnetic induction B inside the sample. The Meissner current now only has to
compensate the reduced field H ′ = H −B/µ0.





w2 − x2 (10.28)
also discussed in [148]. The work W done by the current moving the vortex by the distance r




dr′(jM (r′) + jT (r′)) (10.29)
As discussed earlier, the surface barrier is now written as
VBarrier(r) = −V (2r)−W (10.30)
In the case of strong enough currents, the equilibrium position r0 will be small, i.e. of the order














































The activation energy then works out to be





− φ0I − 2φ0H ′
√






The applied total currents are of the order of ∼ 10mA. The energy of the current is of the same
order as E0 with
φ0I ∼ 1.5 · 105K. (10.35)
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For small equilibrium positions r0, we can expand the expression for EA as














leading to the simple form of









































The geometry of the setup makes the system even more sensitive to the current, which leads to
a higher exponent α. A more accurate description of the current distribution actually increases
the exponent. Additionally including geometric effects from the hour–glass construction will not
reduce the exponent.
Possible screening of vortex–vortex interaction
The thermally activated entering of the vortices into the strip is able to produce a power–
law response of the voltage to the applied current. However the theory predicts an exponent
α = 2E0/kbT that is several orders of magnitude higher then the observed value of α ∼ 10. A
process that can reduce the interaction strength E0 would reduce the exponent. Screening effects
due to spontaneously created vortex–antivortex pairs could be one possible mechanism to reduce
E0. Thermally created pairs would screen the interaction, similar to the RG for the Coulomb–gas
picture of the XY model, [10]. However there are two problems with this approach. Screening
effects take place on large scales. On short distances r ∼ Λ the effects will be slim. Second, the
energy cost to create a pair compared to the thermal energy is too large to be possible.
















with E0 being the energy-scale of the interaction, the size of the vortex core rc and the correlation






2.4× 105K : Λ = 330nm
4.6× 105K : Λ = 170nm
Taking the vortex–size to be of the order of the correlation length ξ, we get a pre-factor
Ev = E0 ×
{
1.93 : Λ = 330nm
1.27 : Λ = 170nm
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Making the core energy several orders of magnitude larger than the thermal energy T = 4.2K.
Screening effects due to thermal activated vortex–antivortex pairs is therefor impossible.
10.3 Discussion
In this chapter we have looked into the conductivity measurements done on the constricted
bridge setup. The characteristic curve as shown in figure 10.1 features 3 distinct scenarios. For
low currents we have no measurable voltage. The strip is still in the superconducting phase at
T = 4.2K < Tc = 7.2K and vortices are pinned, as seen in figure 8.4(a). After the vortices are
depinned , a power–law behavior in the voltage of the form
U ∝ Iα (10.41)
was observed, with an exponent of α ∼ 10. This was followed by a jump in the voltage that
we could trace back to a thermal quench in the system, where the strip was becoming normal
conducting again.
The main focus lay in finding an explanation for the power-law behavior with the exponent
α ∼ 10. We saw that thermal activated vortices surmounting a surface barrier will lead to a
power–law behavior. However the predicted exponent α ∼ 105 for this theory was several orders
of magnitude larger than the observed one. Even including the internal distribution of the current
inside the thin strip did not change the discrepancy. Quite the opposite. The internal current
distribution makes the system more sensitive to the current then a simple constant distribution.
The resulting exponent is even larger by a factor of 2.
The energy scale of the current φ0I ∼ E0 is of the same order as the vortex interaction
strength and core energy of the vortices. The next step would have been to look more detailed
into the effect of possible pair creation inside the sample due to the current and its effect on
the V–I curves. The geometry and local impurities in the surface itself can also reduce the
surface barrier and change the power-law behavior compared to the simple model used so far.
At this point however, the collaboration was focusing mainly on the vortex dynamics and we
stopped exploring additional modifications to the surface barrier model. The data on the voltage
measurements were too thin to extract more qualitative features other than the relative large
exponent α ∼ 10. The experimental setup in general was geared towards the vortex dynamics.
Especially the hour–glass constriction in the strips complicates the voltage curve analysis. The
surface barrier model successfully explains the power–law, but due to time constraints we were




In this chapter we will discuss the case of the moving vortices. Once the vortices start moving,
they do so in lines, following each other. It is this line-formation that we want to focus on
further. We will start with general symmetry considerations of the experimental setup. This will
motivate the chosen Corbino disk setup introduced in the following section. The approach for
the next sections will be as follows. First we will simplify the geometry to make a theoretical
approach easier yet still contain the inhomogeneous current density we believe to play a crucial
role. We will then try and solve the distribution of an applied current and the response to the
setup to an external field. Once the current density profile is known we will try and combine
this knowledge with the vortices in the sample and their effect on the current. To do so, we tried
several different approaches, including the description as a non–local theory and a multitude of
simplified analytic models.
11.1 The Corbino disk setup
Looking more closely at the measurements, especially figure 8.6(b), we can make several obser-
vations. The flow–line pattern is almost mirror–symmetric along the line through the narrowest
parts of the constriction (dashed line in figure 8.6(b)), following the strip symmetry. To make
a discussion easier, let us introduce polar coordinates on the left border (L) of the constric-
tion with the radial vector rˆ and the tangential unit vector θˆ as illustrated in figure 8.6(b).
There is no current passing through the borders of the strip, meaning the current component
perpendicular to the border in r-direction vanishes and the current is flowing parallel to them
in the θ-direction. The vortices are pushed perpendicular to the current, equation (8.8), radi-
ally outwards in r-direction, with the separation between vortices in θ-direction growing. One
mechanism contributing to the flow line pattern and the formation of the bifurcation points is
obviously the inhomogeneous current density due to the sample geometry.
The constricted strip geometry used in the experiment (figure 8.6) is difficult to treat theoret-
ically. We consider the simpler Corbino disk geometry as shown in figure 11.1, which is identical
to the system considered by Ketchen et al. [158]. It consists of an annular superconducting ring
of thickness d with an inner radius R1 and an outer radius R2 in the XY plane at z = 0 and its
center at the origin. Its rotational symmetry simplifies the treatment and allows for a tangential
current that will apply a radially force to the vortices.
The additional modification suggested in [158], consists of a small (low inductance) slit con-
necting the inner hole with the outside. This makes it possible to feed a tangential current I into
the system and additionally allows the magnetic field to enter the inner ring. The current will
be applied to flow counter clockwise (mathematical positive direction). Beyond these effects, the
slit will not be considered, i.e. the system will be treated as rotationally symmetric.
The disk is placed in a homogenous magnetic field Ba = Bazˆ parallel to the zˆ direction, or
in cylinder coordinates (with the unit vectors rˆ, zˆ and θˆ)
Ba = Bazˆ =∇×Aa Aa(r) = 1
2
rBaθˆ (11.1)
In the Meissner state a shielding current is induced that flows counter clockwise around the
inner hole and clockwise along the outer border as sketched in figure 11.1. The whole system is
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Figure 11.1: Corbino disk configuration
as considered in our calculations. The fig-
ure is taken from [158]. In our notation
the inner radius is labeled with R1 while
the outer radius is R2. The disk lies in
the XY plane at z = 0 with an applied
magnetic field Ba = Bazˆ parallel to the zˆ
direction. The small slit allows the mag-
netic field to enter the hole and makes
it possible to feed in an external tangen-
tial current I into the system. The direc-
tion of the shielding current induced by
the magnetic field in the Meissner state
is sketched by the black arrows.
rotationally symmetric and the resultingB of the system has no θˆ component nor a θ-dependency.
This means we can write the magnetic field of the system B as
B(r) = Br(r, z)rˆ +Bz(r, z)zˆ (11.2)
which is satisfied by the following ansatz for the vector potential
A(r) = Aθ(r, z)θˆ. (11.3)
In the limits far away from the sample, the field is equal to the applied field, which makes it
convenient to introduce the reduced vector potential f(r, z) as




with the condition that f(r, z) vanishes far away from the sample, i.e.
lim
z→±∞ f(r, z) = 0, limr→∞ f(r, z) = 0. (11.5)
This reduces the whole discussion of the system to the determination of the vector potential




The current density j(r) of the system is made to flow counter clockwise and consists only of
a tangential component in θˆ-direction. Approximating the film by a δ(z)-thin sheet, it can be
written as
j(r, z) = j(r)δ(z)θˆ. (11.7)
The system itself is described by the Maxwell and London equations discussed in the previous



















f(r, z) + Bar2 − nφ02pir
]
, R1 ≤ r ≤ R2,
0 , elsewhere.
(11.8)
A detailed derivation of this equation is shown in appendix F.2.
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11.2 The current distribution in the Corbino disk
The current density j(r) is determined by the differential equation (11.8). Due to its linear
nature, we can treat the inhomogeneous terms separately. Imagine the scenario where there is
no applied field, Ba = 0, but a current I 6= 0 in the disk. The current circling the hole produces
a net magnetic field inside it, which is identical to a trapped flux. Vice versa, a trapped flux
inside the Corbino disk is accompanied with a current profile j(r) around it and therefor a finite
current I. We see that the two are equivalent and we can think of the current I fed into the
system as a trapped flux φf = nφ0 inside the ring. The other scenario we consider is an applied
field Ba 6= 0 without a current, I = 0. Here, the superconducting disk, in its Meissner phase,
tries to expel the magnetic field inducing a shielding current that flows around the outsides of the
disk as shown in figure 11.1. No net current is present and no flux is trapped in the inner ring.
The full current j(r) then splits into the two contribution jφ(r) and jB(r). The current jφ(r)
is due to the trapped flux φf in the hole of the disk and the current jB(r) due to the magnetic




dr j(r), j(r) = jφ(r) + jB(r). (11.9)
It is easier to discuss the effects separately.
There are several known analytic results. One is the the case of a superconducting sheet with










and as has been calculated by Ketchen et. al. [158] by mapping to an electrostatic problem. The





Θ(R2 − r). (11.11)
Lastly, we have the famous result by Pearl, which is equivalent to a trapped flux in a thin film





















which can be found in [137]. Here Hn(x) is the Struve function and Yn(x) the modified Bessel
function. In appendix F.3 we show that all these known limiting cases are indeed analytic
solutions to the differential equation (11.8). We do this by transforming the differential equation
to an integral equation which can then be solved in aforementioned limits, see appendix F.2.
On the basis of the integral equations and the known limiting cases, we can construct an
approximate profile of the current density. A more detailed discussion of the literature and the
known approximate profiles is done in appendix F.1. The first approximate profile is with a set












(r +R1 + Λ)(r −R1 + Λ)
√
(1− rR2 + ΛR2 )(1 + rR2 + ΛR2 )
Θ(r −R1) Θ(R2 − r).
(11.13)
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the solution becomes becomes exact for c0 = 1. The approximate current profile for the response
















(r +R1 + Λ)(r −R1 + Λ)
√
(1− rR2 + ΛR2 )(1 + rR2 + ΛR2 )
Θ(r −R1) Θ(R2 − r).
(11.16)
























This is the exact solution of the problem for d0 = d1 = d4 = 0 and d2 = 1. The numerical
procedure we use to determine the coefficients {c0, c1, c2} and {d0, d1, d2, d4} is discussed at
length in appendix F.4. Once the coefficients are determined, the condition for the total current
in the system from equation (11.9) will be used to fix φf .
11.3 Non–local theory
Now that we have a very accurate model of the current distribution inside the disk, the next
task is adding the superconducting vortices. On approach we followed is illustrated in this
section. Outside the disk we are only dealing with free fields. The idea here is to take the full
3D Maxwell equation for the magnetic field and integrate out the part outside the disk. This
will create a purely 2D theory with the trade off being non-local interactions in the fields. The
calculation follows the procedure in reducing the dimensionality of the Hamiltonian as outlined
by Radzihovsky, [159]. The hope is to use this 2D theory and use it as a more convenient jump
off point in connecting the current distribution to the penetrating vortices.
Starting from a free-field system, we want to integrate out all the bulk degrees of freedom to
obtain an effective system only with degrees of freedom in the z = 0 plane. Ignoring dynamical






in cgs units. Introducing the vector potential A as
B =∇×A (11.19)
in order to write the theory simpler terms. Starting with the case of no applied field Ba = 0, we





d3x (∇×A)2 . (11.20)
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In order to perform the partial integration we need the following two identities
(∇×A)2 = (ijk∂jAkeˆi)(lmn∂mAneˆl) = ijkimn(∂jAk)(∂mAn)
(∇×∇×A)A = (∇×∇×A)nAn = nmi∂m(∇×A)iAn = −ijkimn(∂m∂jAk)An
We can see that the two expressions can be made identical by partial integration. The theory





d3x (∇×A)2 = 1
8pi
∫




where we have used the Coulomb gauge ∇A = 0. Now we want to Fourier transform the system
and afterward integrate out all degrees of freedom outside the z = 0 plane, leaving an effective
2D system. For this we want to introduce the following notation
x = (r, z) q = (k, ω) Ap(r) = A(r, z = 0) (11.22)
where x and q are related via the Fourier transform. The final system should only be r dependent



























d3q has been used. We already included the factor β = 1/kbT ,














D[A]δ(A(r, z = 0)−Ap(r))e−βH (11.28)
we can obtain our boundary Hamiltonian Hp. It will be living only in the z = 0 plane, once the
integration over
∫ D[A] is performed . This can be evaluated by using the Fourier representation
of the δ-distribution for the Fourier components of the degrees of freedom.
Ap(r)→ Ap(k) (11.29)
A(x)→ Aq (11.30)
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The new fields and therefore λk are not dependent on z (and equivalently ω). We can perform
the integration over ω, effectively integrating out all degrees of freedom not in the z = 0 plane.








































Now all that is left is to perform the back transformation into position space. This results in a
non–local interaction with a |r|−3 dependency, similar to the dipole–dipole interaction energy of







Now we will connect the calculation done on the free field to the full Ginzburg–Landau theory
for the superconductor. With the order parameter living only in the z = 0 plane, meaning

















where C = − 18pi2 is a numerical constant coming from the Fourier back-transform of the interac-
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Thus the pre-factor C = − 18pi2 . A negative sign in front of the interaction energy seems strange
and is due to the regularization via the converging factor. Using the radial symmetry of our

















r2 + r′2 − 2rr′ cos(θ)
)3 (11.47)
Since K(ω, ω′) or K−1(r, r′) are not known, integrating out the parts of r < R1 and r > R2 to
obtain our Corbino disk geometry, will not be possible.
Variation of Hamiltonian Now let us see what the effect of the integration procedure has
on the saddle point equation of the Ginzburg–Landau theory. Taking the Hamiltonian from




































Following the standard assumptions, e.g. found in Tinkham, [123], we will assume a constant





, the effective penetration-depth Λ = 2λ
2
d and the flux quantum φ0 =
hc
e∗ , [123].
Here the effective charge of the Cooper-pair is labeled by e∗. The saddle point equation for the





















































The order parameter then takes on the form of
ψ(r) = ψ(0)eıθ (11.52)
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Note that the main result of the integration procedure is the non–local interaction. However
its dipole like nature with the ∼ 1r3 dependency, makes it rather complicated. Additionally the
divergence for r = r′ make a numerical treatment of this equation also very difficult to the point
that this approach unfortunately did not turn out to be as fruitful as hoped.
11.4 Simple model for current–vortex interaction
The structure of the differential equations show the difficulties and complexity of the problem.
In trying to get some insight into the problem of the moving vortices in a Corbino disk driven by
a current I, we will now try and approach it by building a simplified model. We will start with
a simple model trying to explore the competition between the current as a driving force and the
interaction between the vortices in the disk.
With an applied field H > Hc1 and in the absence of a current, the vortices form a triangular
lattice with the lattice spacing aB =
√
φ0
B , with the flux quantum φ0 =
hc
2e (in cgs units).
Averaging over distances larger than aB , the magnetic induction due to the vortices in the
the Corbino disk can be written as a smooth rotationally symmetric function B(r) = φ0n(r).
According to the theory of vortex motion by Bardeen and Stephen the energy dissipation of a









where ρn is the resistivity of the sample in the normal conducting state and Hc2 the upper critical
field when superconductivity breaks down. The idea now is to compute the resistivity of the full
disk as a function of the vortex density to quantify the energy dissipation due to the vortices.
To do so, we think of the Corbino disk as an assembly of small rings with width ∆r in a parallel










with σ−1n = ρn and d being the thickness of the disk. The total conductance Gtot in this case













The energy lost in the “circuit”, P , due to the applied current I is
P = UI = RtotI
2 = G−1totI
2 (11.57)
which is energy dissipation of the resistor per time. Using cgs units, the resistivity [ρn] = T is
the time scale related to the electron phonon scattering. For a quasi static picture let us compare
the energy lost in the resistor due to vortex motion to the overall energy in the lattice. We will
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Measuring the length and density in terms of aB we can introduce the dimensionless quantities


















with EI being the characteristic energy scale of the contribution.
Interaction energy Now we want to construct a simple model for the vortex–vortex interac-
tion in order to compare it to the energy loss model. The interaction energy of the vortices with





d2r′n(r)V (|r− r′|)n(r′) (11.61)
in the most general case. The interaction between the vortices is logarithmic on small scales
r ∼ Λ, with Λ being the effective penetration depth of the system, and falls of with ∼ 1r for
larger scales. The full repulsive interaction between two vortices and a good approximation are
given by equation (10.15). The full interaction was found by Pearl [125, 137] and the approximate
formula is due to Brandt [144]1. For a first simple picture, let us ignore the long range nature
of the interaction. The characteristic length scale for the interaction is then simply the vortex
distance aB . The vortex densities is assumed constant in the region of size pia2B around the
position r. Using the Heaviside theta function θ(x) we can approximate the interaction potential
with V (r) = V (aB)θ(aB − r). The most simple form of a short range interaction is therefore
given by
Hφ ≈ V (aB)pia2B
∫























aB  Λ (11.64)
Ignoring the long–range nature of the interaction is a rather crude approximation. For thick
disks or cylinders however, where we are dealing with Abrikosov vortices, the interaction is
exponentially screened. In this case the approximation is expected to be much more accurate. It
will however give us a first insight into the competition of interaction versus current contribution.
1Brandt [144] works with SI units and the definition Λ = λ
2
d
is missing a factor of 2 as opposed to our
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Interaction vs. Current Without entry or exit barriers in the system the total energy is














n(r) ≥ 0 ∀R1 ≤ r ≤ R2 (11.66)
N is the number of vortices in the sample. The first constraint can be added to the energy via







)2 1r˜n˜2(r˜) + 2Eφr˜n˜(r˜) + γr˜ = 0 (11.67)
However finding a solution to this is quite difficult, especially with the additional restriction of
n(r) ≥ 0. In the cases for EI = 0 or Eφ = 0 the solutions are n(r) ∝ 1r and n(r) = const




+ (1− α) N
2pi(R˜2 − R˜1)r˜
(11.68)
with the free parameter α. The condition n(r) ≥ 0 forces the monotonic profile to be greater or
equal to zero at R1 and R2 resulting to the constriction on α as
−R2 +R1
R2 −R1 ≤ α ≤
R2 +R1
R2 −R1 (11.69)
Plugging the test profile n˜α(r˜) into our energy functional results in


























4pi2(R˜1 − R˜2)2(R˜1 + R˜2)
(11.72)
To get an idea of the energy landscape and the minimum density configuration, different scenarios
for N = 200, R˜1 = 10, R˜2 = 1000 are shown in figure 11.2. As we can see, when the interaction
energy is bigger than the current energy Eφ > EI , figure 11.2(b), the minimum α is slightly above
one, referring to a vortex distribution that decreases towards the inner ring R1 and approaches
a constant profile near R2, figure 11.2(a). Increasing the current shows the emergence of a
second minimum, figure 11.2(c). If only the current is present, i.e. Eφ = 0, we get an even more
pronounced second minimum at negative α, figure 11.2(d). We can also see that α = 0, referring
to the n(r) ∼ 1/r case, is actually the maximum energy configuration of the system.
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(a) Eφ = 10EI








(b) Eφ = 10EI











(c) EI = 300Eφ








(d) EI = 1, Eφ = 0
Figure 11.2: Figure 11.2(a) shows the vortex density profile for the case of Eφ = 10EI , determined
by minimizing a test-function. The rest of the plots show the energy H(α) for different scenarios
of energy ratios between EI and Eφ for N = 200, R˜1 = 10, R˜2 = 1000. H(α) is a function of the
free parameter α that characterizes the test-functions from equation (11.68)
11.5 Vortex–Current interaction - thin strip
In this section we want to move a bit away from the resistor model approach that we applied
in the previous section. The applied current will move a vortex and apply work to the system.
This was already discussed in the previous chapter 10 when we focused on the surface barriers.
Additionally, the vortices all repel each other so each vortex configuration has an associated
energy cost. Now we will try to look into the competition of these two effects. In this section we
will ignore the geometric effects of the Corbino disk and revisit the strip setup.
The simplified geometry consist of a strip of width W in the x-direction and length L in
the y-direction and thickness d in z-direction, illustrated in figure 11.3. The current density is
applied so that j ‖ yˆ and the magnetic field H ‖ zˆ, causing the vortices to move in x-direction.
Taking the vortices to be straight line, i.e. no bending, and the current density averaged over the




j(x, y)× zˆ (11.73)





We will work in the effective 2D system where the physical quantities are averaged over the
z-direction. The notation we will be using for the coordinates are then two dimensional, given
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Figure 11.3: Illustration of the strip geometry used. The origin of the coordinate system is
located on the left border of the strip. The magnetic field is applied in the z-direction and the
current in the y-direction.
by r = (x, y). The work Ej(ri) done by moving one vortex to the position ri due to the transport










































Since the vortices move along the current, the system gains the energy Etj , meaning that −Etj
enters the total energy of the system. Each vortex in the sample cost a certain energy 1 and is
favored by the applied field H via −dH4pi
∫







d2r′ n(r′)Bv(r− r′) ≈ φ0n(r) (11.79)
where Bv(r) is the magnetic profile of a single vortex. Dealing with Pearl vortices and their
algebraic decay of the current profile is very tricky. To get a first idea we deal with the case
of exponentially decreasing currents, as they are the case for an Abrikosov vortex. Averaging
over large scales compared to the vortex separation, the profile can be approximated by φ0δ(r).
Taking the line energy 1 into account, including the interaction between vortices via V (r) and


















We will again assume short range interaction to simplify the calculations. The interaction energy





























dx′ j(x′) != 0 (11.82)


















The density is constant in the absence of a current and increases for I > 0. The current density




The current produced by an inhomogeneous vortex distribution can then be computes as
φ0∇× n(r)zˆ = −φ0∂xn(r)yˆ = 4pi
c d
jv(x)yˆ (11.85)
where we assumed no line deformation of the vortices, i.e. no x-component of the magnetic field.
In the static case the vortices do not move. This means the total current at the center of each
vortex, transport current j(x) and the current from vortices jv(x) satisfy
jv(x) + j(x) = 0 (11.86)














leading to a constant vortex density as the solution to equation (11.83). Even for an arbitrary
















where the right hand side is independent on the position, so the solution is just the constant












So the vortex density does not seem to change due to a transport current. The constant density
also means that there is no current jv = −∂xn(x) = 0 and in order for the configuration to be
static this means that also j(x) = 0 being in conflict with
∫W
0
dx j(x) = I > 0. The only place
left for the current would be the outer borders of the sample. In this very simplified picture
the vortex lattice would stay constant for a non–vanishing current. The current itself would
be pushed to the borders of the sample. Obviously this picture needs to be modified once the
current densities at the boarders reaches the critical density. The model itself has not included
the effect of vortices entering or leaving the sample explicitly.
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11.6 Vortex–Current interaction - Corbino disk
Now we are considering the case of vortices in a Corbino disk subject to a current, basically
reformulating the theory for the previous section in polar coordinates. Without an external
current present I = 0 the system is only subject to the vortex–vortex interaction V (r) and
produces (up to deformation effects close to the boundary) a constant distribution of vortices
inside the sample. In this section we will be using polar coordinates for the disk setup, as
illustrated in figure 11.4. Again we will calculate the force acting on a vortex due to the current
Figure 11.4: Polar coordinate system for the disk setup.












The vortex density n(r) is averaged over length scales larger then the vortex spacing aB =√

















Again we will consider the work done by the current and the general repulsion between the






d2r′n(r)V (|r− r′|)n(r′) (11.94)
As done in the previous section and in the case of the resistor model from section 11.4, we
simplify the interaction to be local. This is not the complete picture, but should give a first
insight into the nature of the configuration. The whole idea behind these approaches is finding
a simple analytical model that will shed light on the complex problem of vortices entering and
moving through the disk. We take V (r) = V (aB)θ(aB − r) leading to




Connection of n(r) to j(r): Now we have to connect the current density j(r) to the averaged
vortex density n(r), so we can write the energy of the system as a functional of n(r). We can do
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and assuming that the magnetic field in the zˆ direction inside the sample (z = 0) is only deter-
mined by the vortex properties, meaning
Bz(z = 0) ≈ φ0n(r) (11.97)
Using the rotational symmetry, we can introduce the vector potential B = ∇ × A with A =












f(r, z) = −4pi
c
δ(z)j(r) (11.98)
























rAφ ≈ φ0n(r) (11.102)










Again, using the properties of the Hankel transform of being its own inverse, we can now write






























k2(r2 − r′2 − z2)E(k) + 4rr′(1− k2)K(k)]
(11.106)





z2 + (r + r′)2
(11.108)
121
Chapter 11. Vortex Dynamics 11.6. Vortex–Current interaction - Corbino disk
(Prudnikov, Brychkov & Marichev Bd. II, p. 220, [160]), where the Elliptic integrals E(k) and






dr′ r′n(r′)bz(r′, r, 0) (11.109)
Now that we have derived a relation between the current density j(r) and the vortex density n(r)
we can now combine The energy functional for n(r) in the simplified form for the interaction
then reads
H[n(r)] = 2pi2V (aB)
∫ R2
R1









dr′′ r′′n(r′′)bz(r′′, r′, 0)
(11.110)







dr j(r) = I (11.111)
Even after these simplifications the resulting energy functional in equation (11.110) is quite
complicated due to the non–local nature of the current term. As we will see now, even a numerical
approach using a test function will not be feasible due to the divergent nature of the integral
kernel bz(r, r′, z = 0) for r = r′.
Test functions: Using test functions that fulfill the constraints, we can try and get an idea of
the shape of the vortex distribution. A simple distribution with only two parameters α and β
can be constructed as











consisting of a constant term, a 1/r decaying term and a linear increasing term. The expression
satisfies the constrain
∫










dr′ r′n(r′)bz(r′, r, 0) = I (11.113)
leads to the algebraic equation for the coefficients α and β as
(1− α− β)c1 + αc2 + βc3 = I (11.114)



























dr′ r′2bz(r′, r, 0) (11.117)
The equation (11.114) can now be solved for β with
β =
(1− α)c1 + αc2 − I
c1 − c3 (11.118)
122
11.7. Discussion Chapter 11. Vortex Dynamics
The test profile is now only dependent on the parameter α. In order to guarantee that nα(r) ≥ 0
for all R1 ≤ r ≤ R2 we can calculate the critical values αc1 and αc2 where the vortex density
actually vanishes










)− I(R1 −R2)(R1 + 2R2))




(−3c1R2(R1 +R2) + 2c3 (R21 +R1R2 +R22)+ I (−2R21 +R1R2 +R22))
c1(R1 −R2)(R1 +R2)(R1 + 2R2) + c2R2 (−2R21 +R1R2 +R22) + c3 (R32 −R31)
(11.121)
Now plugging the test profile back into the energy functional, we will obtain the energy H(α)
just as a function of the free parameter α. The first integral
∫
dr′r′n2(r′) can be performed
analytically for the test-profile. The current interaction part however has no known analytic
form. The minimization has to be performed numerically. As already hinted at above, the
function bz(r, r′, z) is numerically not easy to tackle. The divergence in the integral kernel needs
to be taken into account. Simple integration routines are not able to handle singularities in the
integrand. Usually, the function gets divided into intervals which become increasingly finer. The
sample points will get closer and closer to the singularity and will dominate the integral. One
algorithm that can handle singularities is Monte–Carlo integration. Here the sample points are
randomly chosen from the integration domain as apposed to being on a fixed or adapted grid.
The main disadvantage is the high run time compared to the low accuracy of the routine. The
run time for computing the energy for one fixed value α lies in the order of several hours. Several
parameters have to be examined, like the interaction energy versus the current strength, without
prior knowledge where interesting effects may lie. The high run time makes an exploratory
approach unfeasible.
11.7 Discussion
In this chapter the focus was on the dynamics of superconducting vortices in thin films. Mainly
the formation of flow lines and their bifurcation were of interest. In this chapter we exam-
ined a collection of attempts at a simple analytical picture for the problem, made during the
collaboration via the German Israeli Foundation (GIF).
The problem itself is very complex. To simplify the geometry we have worked on either a
simple strip configuration or with the Corbino disk setup. In the Meissner phase, i.e. in the
absence of vortices, we could calculate a very good approximation to the current distribution
in the disk. Both the contribution due to the Meissner effect and due to an external applied
current. Once one tries to include vortices in trying to construct a simple picture of the system,
things become complicated quick. We saw that integrating out the free magnetic fields outside
the disk, lead to a non–local interaction of the currents. Different parts of the disk, e.g. vortices
or more generally the current density, interact with each other via their generated and unshielded
magnetic fields in the vacuum. Just analyzing the effect on the vortex density distribution due to
the current in the disk turns out to be difficult in itself. Additionally one would have to account
for the exit and entry of vortices into the system, much like the surface barriers discussed in the
previous chapter 10.
Clean system In the clean system, i.e. ignoring disorder effects due to impurities in the system,
our starting point was the construction of a simple picture for the vortex density distribution
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and its interaction with the applied current density. In the Corbino disk setup the general flow of
the vortices is radially outwards. The current is located at the borders of the disk and decreases
towards the middle and with it the force acting on a vortex, as we calculated and illustrated in
equation (11.13) and (11.16). The vortices close to the border will move faster than the vortices
closer to the middle, effectively pushing them closer together in the r-direction. Starting with
a dominant driving force, the vortices will move closer to each other until the force pushing
them together is of the order of their respective repulsion. Now the system wants to maximize
the distance between the vortices. Combined with the fact that the radial force in r-direction
produces an increasing gap between vortices in the tangential direction θ between different lines.
This was the general narrative we tried to explore analytically. It is plausible to expect a point
where the creation of another flow line for the vortices will be favorable, being essentially a
bifurcation point. For the strip geometry and small currents we saw that the vortex lattice is
stable and the currents are pushed towards the boundary. Generally in order to minimize energy
loss due to vortex movement, the system will try to separate vortex and current density. In
the Corbino disk setup that means that the majority of the current is located towards the inner
ring, while the majority of the vortices is located towards the outer ring. This radial change in
vortex density, illustrated in figure 11.2(a), will lead to a reorganization of the lattice structure.
A rearranging in a dynamical picture can be the basis for bifurcation points. Approaching this
model analytically has proven to be very difficult. Even in a very simplified version, the resulting
functional turned out to neither be analytically nor numerically accessible, as we saw in section
11.6
Disorder Additionally to the force of the current density and the interaction with the other
vortices, a single vortex will also interact with a disorder background potential, e.g. due to
impurities. The clean system alone turned out to be not accessible, so disorder has been ignored.
The reason it is mentioned here is because it was one idea to explain the flow line formation of
the moving vortices. Much like a drop of water going down a rough tilted surface, as discussed
by Narayan and Fisher, [161], the vortex will see a disorder energy landscape. When moving
through the landscape the vortex will choose the path of least resistance. The flow line will
roughen. In the absence of interaction, a second vortex starting in the vicinity of the first will
find the same path of low resistance following the first vortex. In case the driving force is much
stronger than the repulsion from the nearest vortex, the vortices should start following the valleys
of the disordered landscape.
Time dependent Ginzburg–Landau theory Some numerical work has been done by Braun
et al., [162], solving the time dependent Ginzburg–Landau equations for small strips with an
applied current. They see a change in the lattice density due to the current and the emergence of
dislocations, predicting instabilities and “fault lines”. Abandoning the idea of a simple analytic
model, the direct simulation of the constriction using the time dependent GL theory seems to
be the most fruitful approach. However a simulation like this eludes the understanding of the






A.1 XY quantum chain
In the case of quantum XY spins without the z-component, the FM and AFM case can be
mapped onto each other and are therefore identical, [42]. The model of quantum XY spins on
















and has been solved analytically for S = 1/2 in 1961 by Lieb et al. [163]. Looking at the
commutator relations for Sˆ±i
[Sˆzi , Sˆ
±
j ] = ±δijSˆ± [Sˆ+i , Sˆ−i ] = 2δijSˆzi (A.2)
we see that they have the meaning of raising Sˆ+i and lowering operators Sˆ
−
i . In the case of





















i (setting ~ = 1 for convenience), we see that Sˆ
±
i behave both fermionic (on site)





and bosonic (different sites)
[Sˆ+i , Sˆ
−








j ] = 0 i 6= j (A.5)
















that behave fermionic on all sites, obeying the anti-commutator relations
{cˆ−i , cˆ+j } = δij {cˆ±i , cˆ±j } = 0 (A.7)















as shown in [163]. The Hamiltonian is now quadratic in completely fermionic operators and


















with (k) = −J cos(ka) and the lattice constant a, [42]. Inside the first Brillouin zone pi/a ≤
k ≤ pi/a the highest and lowest energies are ±J with the Fermi energy EF laying in between
at EF = 0 at the Fermi vector kF = ± pi2a . In the absence of a chemical potential (µ = 0) the
system is half filled and the fermions at the Fermi energy, determine the relevant dynamics of
the system at the momentum k = kF + q. The moving fermions have therefor a linear dispersion
relation with
(k) = (kF + q) = −J cos(±pi
2
+ qa) ≈ ±Jqa (A.11)
Another way of approaching the system of spinless free fermions was done by Haldane, [164],
by looking at the continuous version of the free fermions and mapping it to a Luttinger–Liquid.
This results in a linear dispersion relation as well.
The Jordan–Wigner transformation does not work for S 6= 1/2. For large spin S the XX chain
model has been studied, e.g. in [165], using the Holstein–Primakoff transformation, [10, 166–168].
Here the spin operators Sˆαi are represented via bosonic creation and annihilation operators aˆ†
and aˆ measuring the deviation from the groundstate. Introducing a small magnetic field h in the
x-direction to break the continuous symmetry, the groundstate lies in the x-direction. For spin
S the deviation from the groudstate is measured by
Sˆxi = S − aˆ†i aˆi (A.12)
−Sˆzi + Sˆyi = (2S − aˆ†i aˆi)1/2aˆi (A.13)
−Sˆzi − Sˆyi = aˆ†i (2S − aˆ†i aˆi)1/2 (A.14)
[165], which can be expanded in terms of 1/S for large spins resulting in the approximate ex-



































i+1 − aˆ†i aˆi+1 − aˆiaˆ†i+1
))
+O(S0) (A.17)
Resulting in a Hamiltonian that is quadratic in the bosonic operators aˆ, aˆ† and can be diagonal-














[165], again leading to a linear dispersion relation for the excitations.
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A.2 Kolezhuk mapping
In the case of the frustrated XY chain for large spin, Kolezhuk [43] was able to map the system






















S , relating to the value






Even though we will be dealing with a purely classical system, this relation can be used to
connect it to the large spin case of frustrated one–dimensional quantum chains, [43].
Here we will reproduce the mapping procedure done by Kolezhuk in [43], with only slight
deviations. In his case, the quantum chain has antiferromagnetic interaction for both nearest




(SˆnSˆn+1) + j(SˆnSˆn+2) (A.22)
with the parameter spin operators Sˆn = (Sˆxn, Sˆyn,
√
∆Sˆzn). In the case of XY spins (∆ = 0),
one can easily map the system to its ferromagnetic NN counterpart, by flipping every second
spin along the x-axis. The expansion around θ ≈ 0 and θ ≈ pi show therefor the same critical
behavior. We discussed this already in detail in chapter 2. Kolezhuk did the derivation for a
finite ∆, we will here just focus on the ∆ = 0 case as it is the important one for this work.
Nonlinear sigma model
The first step is moving to coherent states, as described e.g. in [169, 170]. The Berry phase Φi








Here e describes an arbitrary unit vector, [43]. Choosing e1 = −n2 and e2 = −n1, the sum of





1− n1 · n2 ∂t(n2 − n1) (A.24)
Additionally Kolezhuk split the vector ni in a uniform magnetization mi and a staggered one li
via
ni = mi + (−1)ili (A.25)
Bothmi and li vary slowly close to the Lifshitz point j = 14 , making a continuum approximation
possible. Resulting in the action A as presented in [43].
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dx l(∂xl× ∂tl). The notation used by Kolezhuk is
 = j − 1
4
fx,y = hx,y = 1 fz = 1 hz = 0 (A.26)
In the chiral regime with j > 1 and  > 0 the pre-factor of (∂xlα)2 is negative. When doing an
expansion in the fields we then have to go up to at least the 4th order in the derivative in l,
[43]. The m part can be integrated out and the imaginary time τ = 2ıSt can be introduced to






















as shown in [43], with the coupling constant g0 = 2/S.
Helimagnet
Equation (A.27) will now be mapped to a helimagnet following [43, 171]. Kolezhuk switches to
angular variables lx + ıly = sin θeıϕ and lz = cos(θ). The field θ is massive and with θ = pi2 + ϑ
we can expand the action in ϑ, [43].




































Dealing with the special case ∆ = 0 simplifies equation (A.29) compared to the ∆ 6= 0 case in
[43]. Here it is easy to see that ϑ is a massive field that will rescale the coupling parameters.
Kolezhuk applied Polyakov-type RG to the ∆ 6= 0 model resulting to the planar helimagnet,

















2 − 8]2 (A.31)
with the effective temperature Teff =
√
3/2 1S and the “spatial” dimension y =
√
3/2τ . The
topological charge Q is dropped when moving to the planar model.
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B.1 Vortex core energy integral
Here the analytic results for the core energy integrals are listed. The vortex profile ansatz
φv(x, y) = arcsin(ζ)θ(x) + [pi − arcsin(ζ)]θ(−x) (B.1)
where ζ = λy/
√
















































The integrals can be solved analytically. The results are given in the equations (B.4), (B.5) and
(B.6). They were obtained using Mathematica and checked by comparing the analytic expressions
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This notation was adopted to shorten the already very lengthy expression.
The minimum of the function Ecore(λ) in respect to λ can then be determined numerically
resulting in
Ecore = 2.38K0 λ = 2.38 (B.8)
The nicer notation of κ = 1/λ has been used in the main text and the publication [40].
B.2 Fourier transform in x-direction
















































B.3. Calculating the constant pre-factor f(0) Appendix B. Appendix: Renormalization Group
where we used the scaling k′x = kx/
√
2 and x′ =
√

























k⊥} we switch to a contour integral
for x > 0 by adding a circle path in the upper complex plane. The two roots in the upper plane










2(−1 + ı)√k⊥. Applying
Cauchy’s residual theorem, we can perform the contour integral
M˜(k⊥, x) = ı
[
k21∏
i 6=1(k1 − ki)
eık1x +
k22∏






















































After scaling the variables back to their original, by multiplying with
√
8 and scaling x → √2x















B.3 Calculating the constant pre-factor f(0)






















So with M(k⊥, 0) = 1/
√










looking at the 3D and 4D polar coordinates for the integration we can generalize a relation for
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We can even perform the integration over the angular part (in general d > 1), where we will




dφ sind−2(φ)eık⊥ cos(φ) =
∫ 1
−1

































dz zx−1(1− z)y−1 = Γ(x)Γ(y)
Γ(x+ y)


















































































giving us the general result∫ pi
0














































































































B.4. Calculating the f(z →∞) limit Appendix B. Appendix: Renormalization Group
B.4 Calculating the f(z →∞) limit



























Using the Fourier transformation in x-directionM(k⊥, x) = 1√k⊥ e
−√k⊥x [cos(√k⊥x)− sin(√k⊥x)]
























































where we introduced the variable transform z =
√












































B.5 Solving the full Fourier transform
Using the results for the Fourier transform M(k⊥, x) in x-direction from equation (B.11) and
the general result for the angular integration of the k⊥ integral from equation (B.15) the full
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with Iν(x) the modified Bessel function of the first kind and Lν(x) the modified Struve function.
B.6 Solving f(z) via ODE
We can write down the differential equation for the correlator being the saddle point equations
of the form
(∂4x −∆⊥)G(x, y⊥) = 0 (B.19)
The field correlator G = 〈φφ〉 and the correlator of the derivatives G = 〈∂xφ∂xφ〉 are related
via the second derivative in x. Since ∂x commutes with ∆⊥, both functions are solutions to
the differential equation above. So we can start looking for a function of the form f(x2/y)/y
satisfying the above differential equation.
First we have to find a general form for the Laplace operator ∆⊥ which works in d = 3/2. In
order to do so, we will look at the radial part of the Laplace operator in several known dimensions
and generalize it for d-dimensions
2D : ∆r =
1
r






























With the ansatz G(x, r) = 1rf(x
2
r ) found by looking at the scaling relations in the integral from














using z = x2/r to compactify the notation, we can write the different parts of the partial
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z2f ′′(z) + 3zf ′(z) + 2f(z)
]
Leading to the ordinary differential equation for f(z)




f(z) = 0 (B.20)






























































Using the obtained limiting cases f(0)−1 =
√
2pi1/4Γ(1/4) and f(z → ∞) = −B/x2 with B =
K3/2/(2pi)
3/2 we can actually determine the constants {ci}. Having f(0) = const leaves f(0) =
c1 = 1/(
√
2pi1/4Γ(1/4)). In order to prevent divergence for z →∞ and have an overall 1/z decay




2 c1Γ(− 54 )
4Γ( 34 )
















which agrees with the result obtained by the integration of the Fourier integral, with Iν(x) being
the modified Bessel function of the first kind and Lν(x) the modified Struve function.








using a similar truncation procedure















(− 14)3 = −0.0000275721
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leading to
ctx = −0.000281769 (B.23)
B.8 Numerical data from Sorokin et al.
Sorokin et al., [56, 57], simulated the helical XY model numerically. Listed here in the tables
B.1, B.2 and B.3 are the data points that were read out from their presented plots in [56]. This
was done in order to extract the critical exponents.
























Table B.1: Numerical Data for the heat capacity C read out from the plots presented by Sorokin
et al. in [56], obtained by numerical simulation of the HXY model




Table B.2: Numerical Data for the chiral order parameter κ read out from the plots presented
by Sorokin et al. in [56], obtained by numerical simulation of the HXY model
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Table B.3: Numerical Data for the chiral suszeptibility χk read out from the plots presented by





Approximation of the integral
I(a, b) =
∫
dx (tanh(ax)− tanh(bx))2 (C.1)
First of we can see the following symmetries and scaling relations










so if one introduces the function f(x) = I(1, x) it will have the property f(x) = 1/xf(1/x) with
f(x) =
∫









dy(1− tanh(y) tanh(xy)) (C.3)















It is easy to see that g(1) = 2. For x→∞ we can write

















= 2 ln(2) (C.5)
An ansatz for g(x) that obeys the scaling g(x) = 1/xg(1/x) and has the correct limits for
g(x→∞) and g(x→ 0) is given by
ga(x) =




with a0 = 2 ln(2) and the only free parameter a1. Fixing a1 via ga(1) = 2 we get
a1 = 4− 4 ln(2) (C.7)
The difference ∆g = g(x) − ga(x) is shown in figure C.1. The approximation around x = 1 is
































2 + y2) + a1xy
yx2 + xy2
(C.8)
Which is, as by construction, symmetric in x and y.
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Figure C.1: Difference ∆g = g(x) − ga(x) between the numerically evaluated integral g(x) and
the approximation ga(x). For small x the integration algorithm used by Mathematica starts to
becomes less accurate and efficient due to the divergent nature of the integrand.
C.2 Python code for numerics
Shown in listing C.1 is the program code written in Python that was used to numerically find
the minimum configuration of the variational given the boundary conditions of a domain wall.
1 #! / usr /bin /python
2
3 import numpy ;
4 import random ;
5
6
7 de f s imu la t i on ( coupl ingS , grad_coef fS ) :
8
9 max_x = 12 . 0 ;
10 po in t s = 201 ;
11 s p e c i a l = ( po in t s − 1) /2 ;
12
13 coup l ing = coupl ingS ;
14 grad_coef f = grad_coef fS ;
15
16 name_grad = "Grad_" + s t r ( coup l ing ) + "_" + s t r ( grad_coef f ) + " . dat" ;
17 name_pol = "Pol_" + s t r ( coup l ing ) + "_" + s t r ( grad_coef f ) + " . dat" ;
18
19 deltaX = 2.0∗max_x/( f l o a t ( po ints −1) ) ;
20
21 de f IK(xn , xnn , pn , pnn ) :
22 en = (0 . 5∗ ( xn∗xn − 1 . 0 ) ∗ ( xn∗xn − 1 . 0 ) + 0 . 5∗ ( xnn∗xnn − 1 .0 ) ∗ ( xnn∗xnn −
1 . 0 ) + ( ( xnn − xn ) ∗( xnn − xn ) ) /( deltaX∗deltaX ) ) ;
23 en += 0.5∗ coup l ing ∗( (xn−pn) ∗(xn−pn) + (xnn−pnn) ∗(xnn−pnn) )
24 en += grad_coef f ∗(pn − pnn) ∗(pn − pnn) /( deltaX∗deltaX ) ;
25 r e turn en ;
26
27 de f double_it ( l i s t e ) :
28 dummy = [ ] ;
29 pr in t " vorher : " , l en ( l i s t e ) ;
30 f o r i in range ( l en ( l i s t e )−1) :
31 dummy. append ( l i s t e [ i ] ) ;
32 dummy. append ( ( l i s t e [ i ]+ l i s t e [ i +1]) /2 . 0 ) ;
33 dummy. append ( l i s t e [−1]) ;
34 pr in t "nachher : " , l en (dummy) ;
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35 r e turn l i s t (dummy) ;
36
37 grad i en t = [ ] ;
38 po l a r i z a t i o n = [ ] ;
39
40 de f save (name_g , name_p) :
41 f g = open (name_g , "w" ) ;
42 fp = open (name_p , "w" ) ;
43 f o r i in range ( l en ( g rad i en t ) ) :
44 f g . wr i t e ( s t r (−max_x + f l o a t ( i ) ∗deltaX ) + "\ t " + s t r ( g rad i en t [ i ] ) + "\n" ) ;
45 fp . wr i t e ( s t r (−max_x + f l o a t ( i ) ∗deltaX ) + "\ t " + s t r ( p o l a r i z a t i o n [ i ] ) + "\n" )
;
46 f g . c l o s e ( ) ;
47 fp . c l o s e ( ) ;
48
49 f o r i in range ( po in t s ) :
50 i f ( i < s p e c i a l ) :
51 grad i en t . append ( 1 . 0 ) ;# + random . uniform ( −0 .01 ,0 .01) ) ;
52 po l a r i z a t i o n . append (−1.0) ;
53 e l s e :
54 grad i en t . append (−1.0) ;# + random . uniform ( −0 .01 ,0 .01) ) ;
55 po l a r i z a t i o n . append ( 1 . 0 ) ;
56
57 # Boundary cond i t i on s
58 grad i en t [ s p e c i a l ] = 0 . 0 ;
59 po l a r i z a t i o n [ s p e c i a l ] = 0 . 0 ;
60
61
62 h = 0 . 2 ;
63 changes = True ;
64 dx_stop = 0 . 0001 ;
65 HdDx_stop = 0 . 0001 ;
66
67
68 whi le True :
69 #break ;
70 pr in t "DX: " , deltaX ;
71 pr in t "h : " , h ;
72 pr in t "h/DX: " , h/deltaX ;
73 changes = True ;
74 whi le changes :
75 changes = False ;
76 grad_neu = l i s t ( g rad i en t ) ;
77 pol_neu = l i s t ( p o l a r i z a t i o n ) ;
78
79 # s t a r t and end po int
80 f 0 = IK( grad i en t [ 0 ] , g rad i en t [ 1 ] , p o l a r i z a t i o n [ 0 ] , p o l a r i z a t i o n [ 1 ] ) ;
81 fp = IK( grad i en t [0 ]+h , g rad i en t [ 1 ] , p o l a r i z a t i o n [ 0 ] , p o l a r i z a t i o n [ 1 ] ) ;
82 fn = IK( grad i en t [0]−h , g rad i en t [ 1 ] , p o l a r i z a t i o n [ 0 ] , p o l a r i z a t i o n [ 1 ] ) ;
83 pp = IK( grad i en t [ 0 ] , g rad i en t [ 1 ] , p o l a r i z a t i o n [0 ]+h , p o l a r i z a t i o n [ 1 ] ) ;
84 pn = IK( grad i en t [ 0 ] , g rad i en t [ 1 ] , p o l a r i z a t i o n [0]−h , p o l a r i z a t i o n [ 1 ] ) ;
85
86 i f fp <= fn and fp < f0 and fp <= pp and fp <= pn and ( g rad i en t [ 0 ] + h) >
0 . 0 :
87 grad_neu [ 0 ] = grad i en t [ 0 ] + h ;
88 changes = True ;
89 e l i f fn < fp and fn < f0 and fn <= pp and fn <= pn and ( g rad i en t [ 0 ] − h) >
0 . 0 :
90 grad_neu [ 0 ] = grad i en t [ 0 ] − h ;
91 changes = True ;
92 e l i f pp <= pn and pp < f0 and pp <= fp and pp <= fn :
93 pol_neu [ 0 ] = po l a r i z a t i o n [ 0 ] + h ;
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94 changes = True ;
95 e l i f pn < pp and pn < f0 and pn <= fp and pn <= fn :
96 pol_neu [ 0 ] = po l a r i z a t i o n [ 0 ] − h ;
97 changes = True ;
98 e l s e :
99 #grad_neu [ 0 ] = grad i en t [ 0 ] ;
100 pass ;
101
102 f o r i in range (1 , po ints −1) :
103
104 i f i == s p e c i a l :
105 grad_neu [ i ] = 0 . 0 ;
106 pol_neu [ i ] = 0 . 0 ;
107 cont inue ;
108
109 f 0 = IK( grad_neu [ i −1] , g rad i en t [ i ] , pol_neu [ i −1] , p o l a r i z a t i o n [ i ] ) + IK( grad i en t [ i
] , g rad i en t [ i +1] , p o l a r i z a t i o n [ i ] , p o l a r i z a t i o n [ i +1]) ;
110 fp = IK( grad_neu [ i −1] , g rad i en t [ i ]+h , pol_neu [ i −1] , p o l a r i z a t i o n [ i ] ) + IK( grad i en t [
i ]+h , g rad i en t [ i +1] , p o l a r i z a t i o n [ i ] , p o l a r i z a t i o n [ i +1]) ;
111 fn = IK( grad_neu [ i −1] , g rad i en t [ i ]−h , pol_neu [ i −1] , p o l a r i z a t i o n [ i ] ) + IK( grad i en t [
i ]−h , g rad i en t [ i +1] , p o l a r i z a t i o n [ i ] , p o l a r i z a t i o n [ i +1]) ;
112 pp = IK( grad_neu [ i −1] , g rad i en t [ i ] , pol_neu [ i −1] , p o l a r i z a t i o n [ i ] + h) + IK(
grad i en t [ i ] , g rad i en t [ i +1] , p o l a r i z a t i o n [ i ]+h , p o l a r i z a t i o n [ i +1]) ;
113 pn = IK( grad_neu [ i −1] , g rad i en t [ i ] , pol_neu [ i −1] , p o l a r i z a t i o n [ i ] − h) + IK(
grad i en t [ i ] , g rad i en t [ i +1] , p o l a r i z a t i o n [ i ]−h , p o l a r i z a t i o n [ i +1]) ;
114
115 #pr in t " f0 : " , f 0 , "\ t fp : " , fp , "\ t fn : " , fn ;
116
117 i f fp <= fn and fp < f0 and fp <= pp and fp <= pn :
118 grad_neu [ i ] = grad i en t [ i ] + h ;
119 changes = True ;
120 e l i f fn < fp and fn < f0 and fn <= pp and fn <= pn :
121 grad_neu [ i ] = grad i en t [ i ] − h ;
122 changes = True ;
123 e l i f pp <= pn and pp < f0 and pp <= fp and pp <= fn :
124 pol_neu [ i ] = po l a r i z a t i o n [ i ] + h ;
125 changes = True ;
126 e l i f pn < pp and pn < f0 and pn <= fp and pn <= fn :
127 pol_neu [ i ] = po l a r i z a t i o n [ i ] − h ;
128 changes = True ;
129 e l s e :
130 #grad_neu [ 0 ] = grad i en t [ 0 ] ;
131 pass ;
132
133 f 0 = IK( grad_neu [−2] , g rad i en t [−1] , pol_neu [−2] , p o l a r i z a t i o n [−1]) ;
134 fp = IK( grad_neu [−2] , g rad i en t [−1]+h , pol_neu [−2] , p o l a r i z a t i o n [−1]) ;
135 fn = IK( grad_neu [−2] , g rad i en t [−1]−h , pol_neu [−2] , p o l a r i z a t i o n [−1]) ;
136 pp = IK( grad_neu [−2] , g rad i en t [−1] , pol_neu [−2] , p o l a r i z a t i o n [−1] + h) ;
137 pn = IK( grad_neu [−2] , g rad i en t [−1] , pol_neu [−2] , p o l a r i z a t i o n [−1] − h) ;
138
139 i f fp <= fn and fp < f0 and fp <= pp and fp <= pn and ( g rad i en t [−1] + h) <
0 . 0 :
140 grad_neu [−1] = grad i en t [−1] + h ;
141 changes = True ;
142 e l i f fn < fp and fn < f0 and fn <= pp and fn <= pn and ( g rad i en t [−1] − h) <
0 . 0 :
143 grad_neu [−1] = grad i en t [−1] − h ;
144 changes = True ;
145 e l i f pp <= pn and pp < f0 and pp <= fp and pp <= fn :
146 pol_neu [−1] = po l a r i z a t i o n [−1] + h ;
147 changes = True ;
148 e l i f pn < pp and pn < f0 and pn <= fp and pn <= fn :
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149 pol_neu [−1] = po l a r i z a t i o n [−1] − h ;
150 changes = True ;
151 e l s e :




156 grad i en t = l i s t ( grad_neu ) ;
157 po l a r i z a t i o n = l i s t ( pol_neu ) ;
158
159 # save f i l e :
160 pr in t "Saved ! "
161 save (name_grad , name_pol ) ;
162
163 i f h/deltaX < HdDx_stop :
164 i f deltaX < dx_stop :
165 break ;
166 # double x
167 grad i en t = l i s t ( double_it ( g rad i en t ) ) ;
168 po l a r i z a t i o n = l i s t ( double_it ( p o l a r i z a t i o n ) ) ;
169 po in t s = len ( g rad i en t ) ;
170 pr in t "Points : " , po in t s ;
171 s p e c i a l = ( po in t s − 1) /2 ;
172 deltaX = 2.0∗max_x/( f l o a t ( po ints −1) ) ;
173 h = 2.0∗ deltaX ;
174 e l s e :
175 h = h /2 . 0 ;
176 #break ;
177
178 save (name_grad , name_pol ) ;
179
180 pr in t " Fin i shed " ;
181
182
183 pr in t "Numerics" ;
184 # theta , coupl ing , grad_coef f ;
185 # data = [ [ 1 . 0 , 0 . 0 , 1 . 0 ] , [ 1 . 0 , 1 . 0 , 1 . 0 ] , [ 0 . 3 , 0 . 1 , 1 . 0 ] , [ 0 . 3 , 0 . 1 , 0 . 1 ] ] ;
186 #data = [ [ 0 . 1 , 0 . 1 ] , [ 0 . 1 , 0 . 2 ] , [ 0 . 1 , 0 . 3 ] , [ 0 . 1 , 0 . 5 ] , [ 0 . 1 , 1 . 0 ] ,
[ 0 . 2 , 0 . 1 ] , [ 0 . 3 , 0 . 1 ] , [ 0 . 5 , 0 . 1 ] , [ 1 . 0 , 0 . 1 ] , [ 1 . 0 , 1 . 0 ] ] ;
187 data = [ [ 0 . 2 , 0 . 2 ] , [ 0 . 3 , 0 . 3 ] , [ 0 . 5 , 0 . 5 ] ] ;
188
189 l og = open ( " log_data . txt " , "w" ) ;
190
191 f o r c o e f in data :
192 l og . wr i t e ( " Star t : [ Coupling , " + s t r ( c o e f [ 0 ] ) + " ] , [ Grad_Coeff , " + s t r ( c o e f
[ 1 ] ) + " ] \ n" ) ;
193 s imu la t i on ( co e f [ 0 ] , c o e f [ 1 ] ) ;
194 l og . wr i t e ( " Fin i shed ! \ n" ) ;
195
196 l og . c l o s e ( ) ;
Listing C.1: Python code used for the numerical calculations to obtain the minimum of the
variational free energy given the boundary conditions for the domain walls. The program




D.1 Different forms of order parameters
Here we write the invariant I3 of the free energy φ in equation (6.13) in terms of the complex

























2 cos(2(θ1 − θ2)) = S21S22 cos(2ϕ) (D.1)















= S1S2 sin(θ1 − θ2) = S1S2 sin(ϕ)
(D.2)

































((A− ıB)(C + ıD) + (A+ ıB)(C − ıD)) = AC +BD
= (s21 − s¯21)(s22 − s¯22) + 4s1s¯1s2s¯2 (D.3)
using
A = (s21 − s¯21) B = 2s1s¯1 C = (s22 − s¯22) D = 2s2s¯2 (D.4)
and
(A− ıB)(C + ıD) + (A+ ıB)(C − ıD) = AC + ıAD − ıBC +BD +AC − ıAC + ıBC +BD
(D.5)
= 2(AC +BD) (D.6)















(s1s2 − ıs1s¯2 + ıs¯1s2 + s¯1s¯2 − s1s2 − ıs1s¯2 + ıs¯1s2 − s¯1s¯2)
= s¯1s2 − s1s¯2 (D.7)
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D.2 Transition at TN : temperature fluctuations in S˜1
Considering the phase transition at TN where α2 = a2(T − TN ) is 0. Below TN the order
parameter S˜2 is non-zero, and in the region T2 < T < TN : α1 > 0 and the order parameter S˜1 is
0. Let us consider the effect of thermal fluctuations of S˜1 around 0 (ignoring fluctuations in S˜2
around its equilibrium value). Denoting the thermal average with 〈. . . 〉 we make the following
assumptions concerning the fluctuations. The order parameter fluctuates around 0
〈S˜1〉 = 0 ⇒ 〈s1〉 = 〈s¯1〉 = 0 (D.8)
the fluctuations for the different components s1 and s¯1 are uncorrelated
〈f(s1)g(s¯1)〉 = 〈f(s1)〉〈g(s¯1)〉 (D.9)
and the two components fluctuate according to the same distribution, meaning their moments
are identical
〈sn1 〉 = 〈s¯1n〉 ∀n ∈ N (D.10)
Averaging over the free energy Φ we get






















































































The changes to the free energy due to the fluctuations in S˜2 are therefor
φ0(T )→ φ′0(T ) = φ0(T ) + g(T ) (D.19)
α2 → α′2 = α2 − δ20yy〈s21〉 (D.20)
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With the new free energy














The system can also be brought of the form of a N -component model with cubic anisotropy
(N = 2)





















with φ1 = s2, ϕ2 = s¯2 and
m20 = α
′
2 = α2 − δ20yy〈s21〉 u0 = 6β′2 + 6γ′2(1 +
ζ
2
) v0 = −3ζγ′2 (D.25)





























This model has been studied in  = 4 − d expansion and the stable fix point of the system
corresponds to the O(N) symmetrical Heisenberg fix point.
Gaussian fluctuations: In the special case of Gaussian fluctuations we can use Wicks theorem
〈s41〉 = 3〈s21〉2 (D.27)
which leads to
ζ = 0 ⇒ v0 = 0 (D.28)
a vanishing anisotropy term. The model is then identical to the O(2) model and the transition
obviously in the 3D-XY universality class with the symmetric fixpoint being the stable one.
Mean-Field In the framework of the mean field study, the invariant corresponding to γ2 is of
O(S8) and is not playing an important role stabilizing the phases. Since the anisotropy vanishes
for γ2 = 0 (ignoring said term in the Landau-expansion) it should not play an important role.
Non-Gaussian fluctuations In the case of non-Gaussian fluctuations and including the effect
of γ2, we get a ζ 6= 0 and therefor an anisotropic term in the O(2) model. This model has been
studied by and for a critical N < Nc it has been found that the symmetric Heisenberg-fixpoint
is still the stable fixpoint for the system. There is still some debate on the exact value of Nc for
d = 3, [107], which is in the order of Nc ∼ 3, however calculations by Aharony, [108, 109] and
Brézin et al. [110] show that for N = 2 in d = 3 the symmetric fix point is the stable one. The
transition is then in the O(2)-symmetric universality class. The exponents up to O(5) and a
discussion on the stability of the Heisenberg fix point in the presents of cubic anisotropy is given




2 ν−1 = 2− N + 2
N + 8
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where the numerical values are calculated for N = 2 and  = 1. Using the hyperscaling relations,
we can compute the missing exponents
α = 2− νd β = ν
2
(d− 2 + η) γ = ν(2− η) δ = d+ 2− η
d− 2 + η (D.31)
= − 4
73
≈ −0.055 = 51
146
≈ 0.349 = 99
73
≈ 1.356 = 83
17
≈ 4.882 (D.32)
Being the exponents of the 3D-XY (O(2)) universality class.
D.3 Transition at T2: Frozen S˜1 order parameter
For T < TN we have α2 < 0 and the field in S˜2 has reached a non-zero value. Approaching T2
where α1(T2) = 0, the field in S˜1 will be critical. Compared to the fluctuations in S˜1 the field in
S˜2 can be considered as frozen in first order. The values for s2 and s¯2 can therefor be replaced
by their equilibrium values se2 = 〈s2〉 and s¯e2 = 〈s¯2〉. The theory left is only dependent on s1, s¯1
and the polarization Py, which are coupled through bi-linear terms ∼ s1s¯1, ∼ Pys1 and ∼ Py s¯1.
For a cleaner notation in the following section we switch se2 → s2 and s¯e2 → s¯2. The free energy
around T0 under these considerations can be written as

























(s21 − s¯21)(s22 − s¯22) + 4s1s¯1s2s¯2
)2 (D.34)
+ δPy(s¯1s2 − s1s¯2) (D.35)




pT M p (D.36)
with the matrix M given in equation (6.25). We can know rotate the system in its diagonal form
in order to eliminate the bi-linear fields. The equilibrium case for the frozen out components s2
and s¯2 is symmetric in the phase θ2 and can be written as





where θ2 is arbitrary. With cos2(θ2) − sin2(θ2) = cos(2θ2) and cos(θ2) sin(θ2) = 12 sin(θ2) the
matrix M can be simlified.
No coupling to polarization (δ = 0): In the simple case of no coupling to the polarization
Py we have the following characteristic polynomial for the eigenvalues λ
(α1 + γ1s
2 cos(2θ2)− λ)(α1 − γ1s2 cos(2θ2)− λ)( 1
0yy
− λ)− γ21s4 sin2(2θ2)(
1
0yy
− λ) = 0 (D.38)
with λ3 = 10yy and
λ2 − 2α1λ+ α21 − γ21s4 = 0 (D.39)
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giving
λ1/2 = α1 ± γ1s2 (D.40)
So already in the absence of a coupling via the polarization the two components become critical









For λ1 we find from Mv1 = λ1v1 with v1 = (x, y, z) the following equations
cos(2θ2)x+ sin(2θ2)y = −x (D.42)
sin(2θ2)x− cos(2θ2)x = −y (D.43)
1
0yy
z = (α1 − γ1s2)z (D.44)
with this we find z = 0 and the first two equations are identical and result in
cos(θ2)x+ sin(θ2)y = 0 (D.45)
which leads to the solution




and orthogonal to this (or by directly solving for λ3) we find
λ2 = α1 + γ1s




From the eigenvectors we can construct the rotation matrix R
R =
− sin(θ2) cos(θ2) 0cos(θ2) sin(θ2) 0
0 0 1
 (D.48)




 = Rp =




(Rp)T (R ·M(δ = 0) ·RT )(Rp) ⇒ uT
λ1 0 00 λ2 0
0 0 λ2
u (D.50)
When u1 becomes critical the equilibrium-values are
u1 = c u2 = 0 u3 = 0 (D.51)
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with the constant c, leading to the equations for s1 and s¯1
−s1 sin(θ2) + s¯1 cos(θ2) = c (D.52)










which is perpendicular to the equilibrium vector (s2, s¯2) = s(cos(θ2), sin(θ2), in accordance with
the calculations by Tolédano [100], who finds θ1 − θ2 = (2n + 1)pi2 , corresponding to the chiral
phase of the system, [98].
With coupling (δ 6= 0): The condition that one of the eigenvalues vanishes (meaning that
one field becomes critical) translates to the equation
det(M) = 0. (D.55)
In the case of a finite coupling δ 6= 0, this leads to
det(M) = (α1 + γ1(s
2
2 − s¯22))(α1 − γ1(s22 − s¯22))
1
0yy
− (α1 + γ1(s22 − s¯22))δ2s22 (D.56)
− (2γ1s2s¯2)δ2s2s¯2 − (2γ1s2s¯2)2 1
0yy
(D.57)
















2))(α1 − (s22 + s¯22)(γ1 + 0yyδ2)
)
(D.60)
Giving the two conditions on α1
α1 = −γ1s2 α1 = γ1s2 + δ20yy (D.61)
yielding two fields becoming critical at different temperatures. For δ = 0 the conditions agree
with the obtained eigenvalues.
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E.1 Material properties of lead
Property Symbol Value Source
lattice structure fcc [138]
lattice constant a 4.95 Å [138]
density ρ 11.34 ∗ 103 kg m−3 [138]
mean atomic volume 30.3 Å3 [138]
mean atomic radius ra 1.93 Å [138]
ionic radius 0.84 Å (4+) [138]
energy gap 2∆(0) 2.73 meV [138]
critical temperature Tc 7.2 K [138]
Debye temperature TD ∼ 100 K [138]
melting temperature TM 600.7 K [172]
critical field (bulk) Hc0 803 G [138]
critical field (bulk) Hc(T ) Hc(T ) = Hc0(1− T 2/T 2c ) [138]
critical field (thin film) Hc2 = φ0/(2piξ2) 1300-2000 G [132]
resistivity ρn(T = 295K) 210 nΩm [172]
conductivity σn(T = 295K) 0.48 ∗ 105 (Ωcm)−1 [172]
resistivity of thin film ρn(T = 77K, d = 100nm) ∼ 1 nΩm [173]
resistivity (bulk) ρn(T = 50K) 28 nΩm [174]
resistivity (bulk) ρn(T = 25K) 6.5 nΩm [174]
resistivity (bulk) ρn(T = 7.2K) 0.20 nΩm [139]
Table E.1: Known properties of lead (Pb).
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F. Appendix: Vortex Dynamics
In this appendix the current profile in the Corbino disk setup is discussed. There are some
analytic results for the current distribution of the Corbino disk in different limits R1 → 0 or
R2 →∞, [158], in the case of Λ→ 0. A complete analytic picture for finite penetration length Λ
is still missing. We distinguish two cases, the current profile due to an applied current I and the
profile due to an applied field Ba. The applied current is equivalent to a trapped flux φf inside
the inner ring of the Corbino disk.
An overview of the literature and the known features of the current profile is given in section
F.1. Starting from the Ginzburg–Landau Hamiltonian describing superconductivity the differen-
tial equations describing the Corbino disk can be derived using the variational method in section
F.2. The derivation is similar to the one done by Pearl, [125], but instead of just a thin film
extended to infinity the derivation here is done for a finite Corbino disk with an inner and outer
radius. In contrast to the thin film, the inhomogeneous differential equation can now not be
solved by the Hankel transform that was employed by Pearl. However it can be used to trans-
form the equation into a type II inhomogeneous Fredholm Integral equation. The limiting cases
of the integral equation can be solved analytically and are shown in section F.3. Here the known
features and limiting cases are reproduced using the integral equation. Finally in section F.4 we
present a way to determine an approximate profile for the whole disk and finite Λ. Here, we want
to avoid the complications involved in either numerically integrating the differential equations or
numerically inverting the integration kernel in the integral equation. This can be done by finding
an approximate parametrization of the full current profile. The problem can then be reduced in
finding the optimal set of parameters describing the current profile as functions of the applied
parameter I and Ba. The results are presented in section F.4.
F.1 Detailed overview of current distribution
In order to summarize the already known results and to get a feeling for the current distribution,
it is sensible to split the ring into 5 regions according to their dominant length scales, as illustrated














Figure F.1: Cross section of the Corbino disk illustrating the regions 1 to 5 and their respective
dominant length scale.
Λ holds we have region 1, followed by region 2 which is close enough to the inner ring to make R1
the dominant length scale but far enough from the border so that Λ is not important anymore.
Region 3 is characterized by R1  r  R2 so that neither R1, R2 nor Λ are important. After
this we are in region 5 close enough to the outer border that R2 being the dominant length.
Region 5 is similar to region 1 with Λ being the important length scale.
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Response jφ(r) to a trapped flux φf (Ba = 0)
An overview of the solution for the different regimes (regions) is given in table F.1. The total
current I, that is fed into the system is described by an effective flux φf .
1 2 3 4 5
region (r − R1) ∼ Λ Λ < (r − R1) R1  r  R2 (R2 − r) > Λ (R2 − r) ∼ Λ
length
scale


































profile for r 














Table F.1: The current density due to a trapped flux φf inside the inner ring R1 approximated
in different regions of the sample
Region 1 & 5: |r − Ri| ∼ Λ Close to the edges, the most important length scale is Λ. An
approximate formula has been suggested by Bowers (unpublished) as quoted by Glover [175] as
part of the discussion of [176, 177], for thin film strips. For small angles an angular segment can
be approximated by a thin strip and close to the surface of length scale Λ, the inner radius R1
is large enough so that the local curvature of the edge is not important. Therefor the solution
given in the context of thin films also applies for the annular ring we are discussing. Close to
the edge (r−R1  Λ ∼ d) the magnetic field is exponentially screened leading to the suggested
current density profile by Bowers
jφ(r) = jφ(R1)e
−2 (r−R1)aΛ (F.1)
where a is a numerical constant of order unity. Rhoderick et al. [178] suggest to join the solution












Region 2: r −R1 > Λ Away from the edge but near the inner hole (r of the order of R1) the
main length scale is R1. This approximation is equivalent to the situation of Λ = 0 and R2 →∞










Which has to be matched to the solution for Region 1 at a distance of ∼ Λ, as done e.g. in
[178, 179]. As we will see later, the approximation for Region 3 (no apparent length scale) is
already included in this form.
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Region 3: Deep inside the ring, far away from the inner and the outer radius, there is no direct
external length scale and the problem is similar to an infinite film with a flux trapped at the






with a magnetic field decaying as 1r3 (see discussion Fetter and Hohenberg, [137]) which behaves





This limit is already contained in the expression for Region 2, which can be used for both domains.
Region 4: R2− r > Λ Close to the edge at R2 but still far enough so that Λ is not important,
the main length scale is R2. From the numerical work done by Brandt & Clem [180] we expect
a 1/√. . . type divergence getting closer to the edge. In its vicinity we will have the exponential
behavior as discussed earlier (Region 1) going back to Bowers, the divergence only appears in
the formal Λ→ 0 case. (agreeing with the numerics for finite Λ, [180])
Response jB(r) to an applied field Ba (in the absence of a flux, φf = 0)
This is a more artificial problem, since we force the flux inside the inner ring to be zero, in order
to focus on the mathematical effects of the applied magnetic field. The final ring will have a
small slit, that will make it easier to introduce an external current I. The slit will also lead to
flux entering the the inner ring in order to compensate the effect due to only the magnetic field.
The net current (without external current I) will then be zero.
1 2 3 4 5
region (r − R1) ∼ Λ Λ < (r − R1) R1  r  R2 (R2 − r) > Λ (R2 − r) ∼ Λ
length
scale








































Table F.2: The current-density due to an applied field Ba. The slit in our geometry causes a
flux φM to enter the inner ring R1 so that the total current of the system is 0, approximated in
different regions of the sample
Region 1 & 5: Close to the edges (dominant length scale Λ) the exponential screening sug-
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Following the suggested form of Bowers. Here b is a numerical constant of order unity. For the
width of the edge region bΛ4 was suggested by Rhoderick and Wilson, [178], and was used for the
trapped flux.
Region 2: For |r − R1| > Λ and r  R2 the dominant length scale should be R1. Numerical
work suggests a 1/√. . . divergence of the current density close to the edge for Λ = 0, which
vanishes for finite Λ, [180]. An analytic expression is not known so far. However, for R1 = 0
there is no current flowing in the center, so for vanishing R1 the current density close to the edge
needs to vanish as well. For small R1 it is therefore reasonable to assume that the total current
close to the edge is small, so it will not have a big effect on the total current Im induced by the
magnetic field.
Region 3: Deep inside the ring, when R1  r  R2 there should be no length scale and






which is vanishing for r  R2. In the presents of a trapped flux, or if the ring has a small slit
(washer with slit setup as discussed by Ketchen et al. [158]) where some flux φm can enter into













a linear form for f(x) ∼ x makes sense since it would produce a constant magnetic field analog
to the extrapolation from the outer radius R2 and since there is no other length scale in this
region to justify a spatial inhomogeneous magnetic field.
Region 4: Away enough from the edge that the length Λ is not important anymore and so
far away from the inner ring that R1 does not play a role, the situation is equivalent to the one






close to the edge one expects the exponential shielding analog to the trapped flux, removing the
singularity that would otherwise occur. The shielding current and the matching should be done









In the special case of a trapped flux in a planar sheet (i.e. R1 → 0 and R2 → ∞) the current
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The approximation is also discussed in [137]. For distances much larger than Λ, the profile






F.2 Derivation of main equations
In this section, the derivation of the differential and integral equation describing the Corbino
disk are presented in detail, starting from the Ginzburg–Landau Hamiltonian. The derivation of
the differential equation is almost identical to the one presented by Fetter and Hohenberg, [137].
The difference to this work is, that here we consider a finite ring with an inner radius R1 and
and outer radius R2 instead of just an infinite film. Once the differential equation is obtained, we
will see that it cannot be solved by the Hankel transform anymore. This is due to the considered
ring geometry. The Hankel transform can still be used to transform the differential equation into
an integral equation. The integral equation will be the basis for the numerical procedure later
on.
Derivation of differential equations
The basic equations describing the response of the superconducting disk in a magnetic field, are
the Maxwell and London equations, which are conveniently combined in the Ginzburg–Landau
















for a particle of mass m∗ and charge e∗ (for a Cooper-pair we have m∗ = 2me and e∗ = 2e).
c denotes the speed of light and Aa is the vector potential for the applied external field. For
an infinitely thin disk, the super current density is restricted to the z = 0 layer and the region
R1 ≤ r ≤ R2. This means that the superconducting order parameter ψ(r) is zero outside the
disk and can be written as
Ψ(x) = dδ(z)Θ(r −R1)Θ(R2 − r)ψ(r, θ). (F.16)
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Here we see the difference of the Corbino disk geometry compared to the thin film discussed
e.g. by Fetter and Hohenberg, where R1 = 0 and R2 = ∞. The left hand side is connected to
the current density j via the Maxwell equation
∇×∇×A =∇×B = 4pi
c
j. (F.18)
Assuming a constant order parameter throughout the sample (analog to Pearl, [125], or Fetter
and Hohenberg, [137]) of the form
ψ(r, θ) = ψ0e
ınθ (F.19)
with n being the winding number and |ψ0|2 = ns where ns is the density of superconducting
electrons. Now we can introduce the London penetration length λ and the flux quantum φ0
































R1 ≤ r ≤ R2
0 elsewhere
(F.22)





and due to the rotational symmetry, the vector potential only has a θˆ component and can be
written as
























f(r, z) + Bar2 − nφ02pir
]
, R1 ≤ r ≤ R2,
0 elsewhere.
(F.25)
For R1 → 0 and R2 → ∞ with Ba = 0 this differential equation is identical to the one used in
[137] to re-derive Pearl’s result.
Derivation of Integral equations
A general solution for the homogeneous part of the differential equation can be given by using
the eigenfunctions of the differential operators ∂z and ∂r 1r∂rr.
∂2
∂z2







rJ1(γr) = −γ2J1(γr) (F.27)
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From this it can be easily seen that for z > 0 the function J1(γr)e−γ|z| solves the homogeneous






which reduces the vector potential f(r, z) to the unknown function g(γ). After plugging the




















we can properly transform the equation into an integral equation for g(γ) by applying∫ ∞
0
dr rJ1(rη)(. . . ) (F.31)
to both sides. This transformation is also known as Hankel transform, with the interesting


















Unlike the case discussed by Fetter and Hohenberg where R1 = 0 and R2 = ∞, the integrals
with finite limits are not easy to handle. The kernel of the last integral can be brought into a









Now the integral equation in its full form can be written as
Λg(η) = hφ(η)− hB(η) +
∫ ∞
0


































which is a type II inhomogeneous Fredholm Integral equation. Since the equation is linear,
we can split the inhomogeneous part and treat the two functions hφ(η) and hB(η) separately,
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being equivalent to calculating the different contributions jφ(r) and jB(r). Using the Pearl ansatz








F.3 Limiting cases and solutions to integral equations
Using the derived integral equations for g(γ) we can look at different scenarios and solve different
limiting cases. We will split the discussion again into the response to the trapped flux φf and
the response to the magnetic field Ba.
Equation for the trapped flux φf
Limit R2 →∞ Let us start with the special case of R2 →∞, a thin sheet with a hole of radius


























dγ g(γ)K1(γ, η) (F.42)
for R1 → 0 we have K1(γ, η) → 0 and J0(0) = 1, leading to Pearl’s solution of g(γ) = φf2pi 11+Λγ .
To compute the Λ→ 0 limit to compare to already obtained analytic results, it turns out to be





















and using ∫ ∞
0











r r > x





(J0(xη)− J0(R1η)) Θ(a− x) (F.47)












dxh(x) {J0(xη)− J0(R1η)} (F.48)
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Now we will use the orthogonality of the Bessel functions. Applying
∫∞
0




















as a test, we can check the R1 → 0 limit again, in which this equation reduces to Pearls result





















Θ(R1 − x) (F.53)













where j0(x) is the spherical Bessel function. Using the relation between g(γ) and the current
















0 r < R1
(F.56)









which is identical to the analytically obtained result in [158], obtained by mapping to an elec-
trostatic problem. The derived integral equation contains the correct limiting cases for Λ → 0
and R2 →∞.
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Limit R1 → 0 In the case of R1 → 0 the system is reduced to a disk and the integration kernel
K1(γ, η) and the inhomogeneous part hφ(η) simplify to
lim
R1→0


















dγ g(γ)K2(γ, η) (F.60)
introducing (as in the previous section) g(η) =
∫∞
0














































piy x < y
(F.63)
yk(0, y) = 1 (F.64)
where K(x) is the elliptic integral defined according to Mathematica, equation (F.77). Limiting
cases like Λ→ 0 are not known nor can we calculate any analytic solutions at this point.
Equation for the applied field Ba
Setting the trapped flux φf = 0 we will focus solely on the effect of the magnetic field in this
section.
Limit R1 → 0 For the limit of vanishing inner radius R1 → 0 we find
lim
R1→0

















dγ g(γ)K2(γ, η) (F.67)








dγ g˜(γ)K2(γ, η) (F.68)
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This can be solved for the Λ = 0 by
g˜(η) = − 4
pi
j1(R2η) (F.69)










Θ(R2 − r) (F.70)
we get the known analytic result as found in [158] and discussed earlier.
Limit R2 →∞ In the case of the applied field Ba the limit R2 →∞ is problematic since the





We are able to reproduce the known limiting cases for the current density profile, but still have not
solved the equations completely. The main goal in of this section is to construct an approximate
expression for the full current distribution. To do so, we will first rewrite the integral equations
to be dependent of j(r) instead of g(γ). Then we will construct the j(r) profile based on the
known limiting cases. Using the integral equations for j(r) we will construct a fitting mechanism
to determine any free parameter in the constructed profile.
Integral equations for the current density
The integral equation for g(γ) can be solved in different limiting cases and once g(γ) is known
the vector potential f(r, z) and the current density j(r) can be calculated. Interpolating between
known analytic results in the framework of g(γ) however is tedious and considering the knowledge
we have of j(r) in different limits (see discussion in section 11.2) it would be convenient to work
with an integral equation directly for j(r). We will derive said equation in this section.
Using the Pearl ansatz on the left hand side of equation (11.8), we can relate the current
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(Prudnikov, Brychkov & Marichev Bd. II, p. 218), [160], and Qν(x) the Legendre function of




















using the hypergeometric function 2F1(a, b; c;x). For arguments z > 1 the Legendre function
Qν(z) has an imaginary part, while the integral (left hand side) is always real. Taking the real










































































This is the integral equation for j(r) we were looking for. Due to the nature of the kernel, an
analytic solution is not known.
Integral equations for f(r, z) dependent on j(r) and B(r, z) dependent on j(r)
With the relation between g(γ) and j(r) from equation (F.73) we can also calculate the magnetic
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with the equation for the magnetic field








rf(r, z) +Ba (F.85)







(2− k2)E(k2)− 2(1− k2)K(k2)]





z2 + (r + r′)2
(F.87)











k2(r′2 − r2 − z2)E(k2) + 4rr′(1− k2)K(k2)]
≡ bz(r, r′, z) (F.88)













dr′ r′j(r′)bz(r, r′, z) +Ba (F.90)
The integral equation for j(r) can be used to find an approximate solution to the current
profile by using the known cases and limits to construct an approximation whose parameters
are fitted to produce the best solution to equation (F.81). Since we are dealing with a linear
equation, we can split the current density into two parts, one due to the trapped flux jφ(r) and
one due to the applied field jB(r).
Trapped flux (φf 6= 0, Ba = 0)

















1Note that [160] uses the Elliptic integrals as defined by Gradshteyn–Ryzhik which relates to the definition
used here via EGR(x) = E(x2) and KGR(x) = K(x2).
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(r +R1 + Λ)(r −R1 + Λ)
√
(1− rR2 + ΛR2 )(1 + rR2 + ΛR2 )
(F.93)



















with c0 = 1 this becomes the exact solution
(F.95)
and for Λ = 0 we have a square-root divergence at both the inner and outer radius, as seen in
thin strips and numerics e.g. (Brandt and Clem [180]), making this a reasonable approximation.
The coefficients {c0, c1, c2} are determined by minimizing the quadratic deviation of Λj˜φ(r) +∫ R2
R1
















In figure F.2 an example for the current density profile is shown. The fitted coefficients {c0, c1, c2}






















dr′j(r′)k(r/r′) (blue curve) is shown. The exact solution would lead to an exact
match of these too figures. This example is calculated for Λ = 1, R1 = 2 and R2 = 5, the dashed
lines mark the distance Λ from the borders. On the right hand side the best approximation for
the current density is shown.
for different Λ and two sets of radii are shown in figure F.3
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(a) R1 = 2, R2 = 6








(b) R1 = 2, R2 = 12
Figure F.3: Fitted coefficients {c0, c1, c2} for different Λ and fixed Radii.
Applied magnetic field (φf = 0, Ba 6= 0)




leading to the integral equation























(r +R1 + Λ)(r −R1 + Λ)
√
(1− rR2 + ΛR2 )(1 + rR2 + ΛR2 )
(F.99)





















exact for d0 = d1 = d4 = 0 , d2 = 1
(F.100)















by splitting the interval [R1, R2] intoN equidistant points {ri}. The fitted coefficients {d0, d1, d2, d4}
for different Λ and two sets of radii are shown in figure F.5
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dr′j(r′)k(r/r′) (blue curve) is shown. The exact solution would lead to an exact
match of these too figures. This example is calculated for Λ = 1, R1 = 2 and R2 = 5, the dashed
lines mark the distance Λ from the borders. On the right hand side the best approximation for
the current density is shown.










(a) R1 = 2, R2 = 6









(b) R1 = 2, R2 = 12
Figure F.5: Fitted coefficients {d0, d1, d2, d4} for different Λ and fixed Radii.
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