Time synchronization is critical for wireless sensor networks (WSNs) because data fusion and duty cycling schemes all rely on synchronized schedules. Traditional synchronization protocols assume that wireless channels are available around the clock. However, this assumption is not true for WSNs deployed in intertidal zones. In this article, we present TACO, a synchronization scheme for WSNs with intermittent wireless channels and volatile environmental temperatures. TACO estimates the correlation of clock skews and temperatures by solving a constrained least squares problem and continuously adjusts the local time with the predicted clock skews according to temperatures. Our experiment conducted in an intertidal zone shows that TACO can greatly reduce the clock drift and prolong the resynchronization intervals. 
INTRODUCTION
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In this work, we focus on WSNs that are deployed in intertidal zones (WSN-IT hereafter). The wireless channel in a WSN-IT can become unavailable due to tidal cycles (as shown in Figure 1 ): submerged by seawater in a high tide, the communication range of sensor nodes reduces to a few centimeters because of the strong signal attenuation in seawater [Vasilescu et al. 2005 ]. Depending on the tidal level and the altitude, sensor nodes can remain underwater up to 24 hours, making the aforementioned messagebased synchronization protocols ineffective. Unsynchronized clocks are problematic, especially right after sensors are exposed to the air during low tides-sensors just regain their communication ability and want to upload the buffered measurements, but their clocks are unsynchronized and unable to coordinate data upload among neighbors. A time synchronization protocol that can estimate the clock drift without relying on channel availability is needed.
In addition, deployed outdoors, sensor nodes are subject to volatile temperature changes, and they may experience different temperatures depending on their installation locations (e.g., in/out of a shadow, below/above sea level). For instance, Figure 2 shows the temperatures measured by two nodes on a hot summer day: one node was placed on dry land that was not affected by tidal cycles, and the other was in an intertidal zone that was periodically submerged by seawater. Both nodes underwent a large temperature change ranging from 23
• C to 50
• C, but each observed different temperatures over time. Affected by temperatures, the clock skews (i.e., the instantaneous variance of the clock drift rate) of the two nodes diverged. Most existing methods for clock skew estimation do not consider temperature and are insufficient for synchronization in WSN-IT.
In this article, we design a synchronization protocol utilizing temperature-aware compensation (TACO) for WSN-IT where the wireless channel is intermittent and sensor nodes may experience volatile and distinct temperature changes. Essentially, TACO is motivated by the observation that clock skews and temperature variations are highly correlated and in a quadratic relationship. Thus, during the initialization phase, sensor Fig. 2 . Temperatures recorded over 24 hours in Georgetown, South Carolina. One node was mounted in an intertidal zone and the other on dry land. Their time drift was 7.5ms and 13ms after the first and second high tide periods, respectively. nodes can estimate the quadratic relationship with synchronization messages. Thereafter, they continuously adjust their local time according to the environmental temperature. TACO can be used together with broadcast-based synchronization schemes to prolong the resynchronization interval; thus, in this sense, it is complementary to many existing synchronization protocols [Elson et al. 2002; Ganeriwal et al. 2003; Ping 2003 ].
Prior work [Schmid et al. 2009; Yang et al. 2012] has exploited temperature for estimating clock skew but relies on a mapping table from temperatures to clock skews. To adjust time, a sensor node looks up the table based on its current temperature. If the current temperature is out of the temperature range in the table, a resynchronization is triggered to estimate the clock skew for that temperature. Such a scheme is inapplicable to WSN-IT, where the wireless channel could be unavailable for up to 24 hours. In comparison, TACO models the correlation between clock skews and temperature variations. With a few measurements, a sensor node can estimate the correlation efficiently and predict the clock skews for unseen temperatures, without resynchronization broadcast. The contributions of the article include the following: -We propose to predict clock skew based on its correlation to temperature and to estimate the correlation mathematically using a least squares method. -We implement TACO, a time synchronization protocol that estimates the correlation between temperatures and clock skews, and adjusts the clock based on environmental temperatures. -We present an energy model to describe the relationship between energy consumption and time synchronization. The model considers various energy costs, including computations, temperature sensing, and communications.
We organize the rest of the article as follows. We introduce our network model and overview the problem in Section 2. In Section 3, we discuss the clock skew basics and formulate the correlation. We present methods to measure clock skews in Section 4 and implementation details in Section 5. In Section 6, we evaluate the performance of TACO through in-field tests. In Section 7, we formulate an energy model to analyze the energy efficiency of TACO. We discuss the related work in Section 8 and conclude our work in Section 9.
PROBLEM OVERVIEW
In this section, we introduce the WSNs for intertidal zones (WSN-IT) and overview our time synchronization scheme. 
WSN-IT Architecture
Similar to prior WSNs [Tolle et al. 2005; Hartung et al. 2006 ], a WSN-IT also consists of two types of nodes: a sink node and a collection of marine sensor nodes.
Marine sensor nodes are battery powered and deployed in intertidal zones. They are subject to tidal cycles and may be submerged by seawater periodically. Each node has on-board sensors to monitor the environment parameters (e.g., temperatures) and a radio transceiver for communication. Because sensor nodes are battery powered, they use a duty cycling scheme to reduce energy consumption.
A sink node collects the measurements from marine sensor nodes and relays data to a data center. Unlike marine sensor nodes, the sink node is kept on dry land and is unaffected by tidal cycles. Without loss of generality, we assume that the sink node serves as a reference node 1 that provides the reference time to marine sensor nodes. Equipped with advanced hardware, we assume that the sink node does not suffer from any clock skews caused by temperature variance. Later we will lift this assumption and address the issue if the sink node also suffers from clock skews. Figure 1 shows one of our deployment sites. During a low tide period, marine sensor nodes are out of water, and during a high tide period, the nodes are submerged by seawater. This distinct environment change makes our sensor network exhibit the following two important characteristics.
WSN-IT Features
Intermittent wireless channels. When nodes are underwater, their wireless channel is unavailable due to the large signal attenuation, which can be calculated by α = 0.0173 × √ f × σ , where f is the radio frequency in Hertz and σ is the conductivity of the seawater (typically 4mhos/m [Butler 1987]) . Consider a sensor network operating at 916MHz, the attenuation underwater is 1, 046dB/m, which results in a communication range of less than 12cm at a transmission power of 10dBm.
Thus, nodes are unable to communicate with each other during a high tide period. Depending on the tidal level and the installation location, the channel of a sensor node could remain unavailable for up to 24 hours. Intermittent wireless channels demand new synchronization strategies for WSN-IT networks.
Large temperature variations. Similar to many outdoor sensor networks, a WSN-IT is subject to large temperature changes caused by weather conditions and sun exposure. For example, a node that is under the shadow of a rock will experience a lower temperature than the one that is directly exposed to sunlight. In addition, the temperatures of marine sensor nodes are affected by tidal cycles. For instance, on a hot summer day, when the tide comes in, the node's temperature drops quickly to the seawater temperature even if the air temperature is high. Figure 2 illustrates such a scenario-the temperatures of the node in the intertidal zone was relatively stable compared to the node on dry land.
To understand the impact of temperatures on clock skews, we exposed a marine sensor node to various temperatures and measured the clock drifts accumulated over 24 hours. The results (depicted in Figure 3) show that temperature is a nonnegligible factor with respect to clock skews-the node's clock became 1.24s slower than the reference time after 24 hours if exposed to 43
• C, and became 0.06s slower if exposed to 26
• C. Recall the example illustrated in Figure 2 . Exposed to different temperatures, two marine sensor nodes' clocks drifted 7.5ms and 13ms apart at the end of the first and second high tide cycles, respectively, even if their clocks were synchronized at the beginning of each high tide cycle. Node s is synchronized with sink r at t 3 , whereas node s is out of synchronization after t 4 due to missing synchronization messages at t 3 .
The large temperature range and temperature variance between outdoor nodes result in bigger clock drift than in indoor WSNs, making time synchronization in WSN-IT challenging.
TACO Overview
Since the WSN-IT alternates between the sleep and wake-up states, the synchronized time is critical for scheduling nodes' wake-up periods. Figure 4 illustrates the scenarios where traditional broadcast-based synchronization schemes fail: sensors s and s , which are deployed on dry land and an intertidal zone, respectively, try to synchronize their clocks with the reference node (sink r). At t 0 , both sensors are synchronized. As time elapses, their wake-up periods lag behind the r's due to the clock drift. At time t 3 , a resynchronization message from r enables the sensor s to update its clock for aligning its wake-up periods with r's. However, the sensor s , submerged by seawater in a high tide period, is unable to receive resynchronization messages and will eventually result in a completely misaligned wake-up period.
A naive solution would be to increase the wake-up duration, although at the cost of excessive energy consumption on idle listening. In this work, we propose a time synchronization scheme (TACO) that lets sensors predict the clock drift and adjust their clock locally without frequent resynchronization. Particularly, TACO exploits the correlation of clock skews and temperatures, which can be formulated by a quadratic function. Once the correlation is identified, sensor nodes can estimate the clock skews and perform time compensation based on the environmental temperatures.
TACO consists of two stages: the initialization stage and the compensation stage. The initialization stage typically happens during a low tide cycle with stable wireless channels. All sensors form a tree-based network topology that is rooted at the sink. The sink node broadcasts timestamped beacons periodically. Each sensor node estimates its clock skews with the help of beacons and measures temperatures. Once enough clock skew and temperature pairs are collected, the sensor node estimates the correlation. In the compensation stage, sensor nodes measure temperatures, calculate clock skews based on the correlation estimated during initialization, and adjust local clocks.
TACO is ideal for WSN-IT networks because it only requires reliable wireless communication during initialization and adjusts the clock locally without constant communication. However, there are a few challenges associated with this compensation scheme:
(1) Are temperatures the dominate factor affecting clock skews? How do we quantify the correlation of temperatures and clock skews? (2) How do we measure the clock skews? (3) How do we adjust the local time given that the correlation is known?
We address all of the preceding questions in the following sections.
Definitions and Notation
We follow the convention of common terms [Sundararaman et al. 2005] related to clocks, which are defined next.
Clock is a device that ticks at a certain rate and counts the number of ticks from a starting point.
Time is the number of ticks reported by a clock. Denote C s (t) as the local time of a sensor node s at the reference time t. The time of the reference node r is C r (t) = t. Clock offset is the difference between the local time and the reference time. The clock offset of a sensor node s at t is O s (t) = C s (t) − t. Clock frequency is the rate at which a clock ticks (i.e., the first derivative of the time). Let C s (t) be the time of a node s, thenĊ s (t) is the clock frequency at t. The clock frequency of the reference node r is 1.
Clock skew is the difference of clock frequency between a node s and the reference node r. Let C s (t) be the time of the node s; the clock skew at time t is P s (t) =Ċ
Typically, the clock accuracy is described by the clock skew and measured in parts per million (ppm). For example, a clock skew of 20ppm will lead to a clock drift of 1.73s perday from the reference time.
CLOCK SKEW MODELING
In this section, we examine the correlation of clock skews and temperatures. We first introduce crystal oscillators and the sources of clock skews, and then model the correlation as a constrained least squares problem.
3.1.2. Sources of Clock Skews. The clock accuracy depends on the accuracy of a crystal's vibration frequency. Any vibration deviation of the crystal will result in a clock drifting away from the reference time. The deviations are mainly caused by mechanical vibration interference, mismatched load capacitance, environmental temperature changes, and crystal aging [Microchip 2008; Walls and Gagnepain 1992] .
Mechanical vibration sources could be speakers, buzzers, motors, and the like [Microchip 2008 ]. To avoid the interference of mechanical vibration, potential vibration sources should be removed from the vicinity of crystals when deploying sensor nodes or designing the sensor circuit.
Another source of clock skews is mismatched load capacitors, which are used to ground a crystal. A mismatched capacitor could lead to significant crystal errors [Walls and Gagnepain 1992] . To avoid this problem, the capacitors recommended by the crystal's specifications should be chosen.
Environmental temperature is another major source that causes clock skews. The vibration frequency of the crystal changes as the temperature varies [Walls and Gagnepain 1992] . Because sensor networks are usually deployed outdoors and subject to temperature change, the temperature effect cannot be neglected. To overcome this problem, the temperature-compensated crystal oscillator (TCXO) could be used. However, TCXO increases the cost and the power consumption [Schmid et al. 2009] , and thus it is not suitable for sensor nodes due to limited resources.
All crystals are subject to aging, which is defined as "a systematic change in frequency with time due to internal changes in the oscillator" [Lombardi 2001 ]. Aging is usually not observed until a crystal oscillator operates after a certain period (e.g., within the first 2 months through the first year). This crystal aging will lead to frequency change. Taking the crystal oscillators in marine sensor nodes as an example, the frequency change caused by aging is up to 3ppm per year, which is as much as 15% of the frequency tolerance [Epson 2014 ]. The frequency tolerance is defined as the initial deviation of a crystal oscillator frequency as compared to the absolute frequency at room temperature.
In summary, some sources of clock skews, such as vibration interference and mismatched capacitors, could be avoided by designing and deploying the sensor nodes carefully. However, the error due to temperature changes and crystal aging presents a challenge to system designers because they are unknown during the design process and hence must be taken care of during its runtime execution [Microchip 2008 ]. Motivated by this observation, we propose TACO, which focuses on estimating clock skews caused by dynamic environment conditions.
Temperature Versus Clock Skews
Like many other types of crystal oscillators, tuning fork cut crystals are sensitive to temperature variations. This characteristic is described by temperature coefficient (denoted by α T ), which is defined as the ratio of clock skew difference over the temperature difference to the turnover temperature 2 (denoted by T 0 )-that is, P T − P 0 = α T (T − T 0 ), where P T and P 0 are the clock skews at the temperature T and T 0 , respectively. Research has shown that for quartz crystal oscillators, α T is a linear function of the temperature [Strout 1928 ] (i.e., α T = k(T − T 0 )). Here, k is a constant depending on a crystal's physical property. Thus, the correlation of the clock skew and the temperature can be formulated as a quadratic function:
where k, T 0 , and P 0 are constants determined by a crystal's physical properties. Tuning fork crystal oscillators are typically cut in such a way that T 0 is within a temperature range and k is a negative value. For instance, a typical range of T 0 is 25
• C ± 5
• C, and the typical value of k is around −0.04ppm/ • C; 2 . Formally, k and T 0 have the following constraints:
where 1 and 2 are the lower bound and upper bound of T 0 .
Problem Formulation
As modeled by Equation (1), the key to estimate the correlation of clock skews and temperatures is to obtain the constants k, T 0 , and P 0 . The basic idea of estimating the constants is to measure a set of clock skews P i at different temperatures T i and then form and solve a set of equations. Suppose that we have N observations of clock skews at different temperatures (i.e., = {(
Then we have N equations:
Expanding these equations, we obtain
To simplify the explanation, we define
and we obtain the following linear model:
where
Given that N 3, the linear model is overdetermined. Therefore, we can solve the problem using the least squares method. Let · 2 be the Euclidean norm and · F be the Frobenius norm; we define the problem of estimating the correlation as a constrained least squares (LSQ) problem as follows. In particular, 1 and 2 are constant values mentioned in Equation (2b) and is a positive constant that is sufficiently small to ensure Equation (2a). We stress that it is important to include the constraints, because clock skew measurements contain errors and the constraints can limit the estimation errors.
To tackle this problem, we employ the active-set dual method that was proposed by Goldfarb and Idnani [1983] . This dual algorithm starts with an unconstrained objective function and then iterates based on updating the result of Cholesky factorization and QR factorization until primal feasibility is available. Compared to some other methods [Fletcher 1971; Goldfarb 1972] , this algorithm achieves better performance in terms of time complexity. For more details, we refer the reader to Goldfarb's work [Goldfarb and Idnani 1983] . Once β is estimated, we can calculate k, T 0 , and P 0 as follows:
Error Analysis
The performance of TACO is determined by the estimation accuracy of β. Intuitively, the higher the accuracy of β, the better the performance of TACO. The accuracy β relies on the accuracy of a training set = {(P i , T i )}. In practice, measurement errors always exist in the training sample T i and P i . Nevertheless, one of the advantages of TACO is that the estimation error of β is tightly bounded as long as the measurement errors of T i and P i are bounded. In this section, we quantify this bound lies between the estimation error of β and the measurement errors of T i and P i . Given the constrained LSQ problem (see Problem (1)), let X and y be the real values and letX andỹ be the measurement values. They follow X =X + X, and y =ỹ + y, where X and y are the errors between the measurement values and the real values. Let β andβ be the solutions of the two LSQ problems, respectively-that is, β solves the LSQ with the real values (X, y) andβ solves the problem with the measurement values (X,ỹ). Without loss of generality, we assume that rank(X) = 3 and rank(X) = 3 because N 3 and all data are collected at different temperatures over a period of time.
We introduce the pseudoinverse of a matrix X here. A pseudoinverse of X is defined as a matrix X † that satisfies the following four criteria:
Now we show the fact: given that the measurement errors X and y are bounded, the estimation error β is bounded as well, where β = β −β. 
In particular, is a function of ψ 1 and ψ 2 , and it tends to 0 when ψ 1 and ψ 2 tend to 0.
is taken from the following six cases:
PROOF. We start our proof by considering the LSQ problem without constraints-that is,
Because rank(X) = 3, which means that X is a full column rank matrix, the solution to Equation (6) is β = X † y. It falls into two categories:
In the first case where β = X † y does not satisfy Aβ ≤ b, the solution to Problem (1) and the solution to Equation (6) are not the same because one or more equality constraints in Aβ ≤ b will be active. We use A i β = b i to denote the active equalities. Then Problem (1) is changed to
Let X, y, A i , and b i present the real value, whereasX,ỹ,Ã i , andb i present the perturbed value. The perturbation norms are measured by the smallest ,
And we know that A i = 0 and b i = 0 since if there is no measuring error, no equality will be active.
Then we show that three equality constraints cannot be satisfied at the same time by contradiction. Let
Due to the fact that β 1 = −ε < 0, we derive 1 = 2 . In general, 1 = 2 , a contradiction. Thus, at most two equalities are active. That is to say, [Ã i |b i ] is taken from the following six cases:
[
Define the residuals r = y − Xβ,r =ỹ −Xβ.
An equivalent formulation of the problem is
where λ is the Lagrange vector and r is the residual. Defining
Notice that since A i = 0 and b i = 0, we have r = 0 and λ = 0, and the perturbed system can be written as ⎡
Then we obtain ⎡ ⎢ ⎣
With the help of the result in Cox and Higham [1999] , we get
Recall that λ = 0 and r = 0. Thus,
Also with the fact, β is of order . We therefore have
Taking 2-norms, we obtain
Next step we consider the second case. We only need to setÃ i = 0,b i = 0, and r = 0 in the expressions in the previous analysis. From (14), we know that
Since β is of order , similarly, we get
Based on the combination of two cases, we have
where 1 and 2 are given by Equations (16) and (19), respectively.
Theorem 3.1 gives the error bound of coefficients (i.e., k, T 0 , and P 0 ). However, in a real system, we are more interested in the error bound of the clock skews predicted by Equation (1). Recall Equation (18); for each i ∈ [1, 3],
Put them back to Equation (1); we have
whereT stands for the mean value of the temperatures in the training set . Summary. As can be seen from Theorem 3.1, the bound of the estimation error β is a function of ψ 1 and ψ 2 , where ψ 1 and ψ 2 are the measurement errors of clock skews and temperatures, respectively. The smaller the measurement errors, the better the performance of TACO. Moreover, the error bound of predicted clock skews can also be deduced from Theorem 3.1, which is determined by the samples in the training set. We will validate this in Section 6 through our field test results.
CLOCK SKEW MEASUREMENT
In this section, we discuss how to measure clock skews of various temperatures.
Overview of Skew Measurement
Let O s (t) be the clock offset between node s and the reference node r at time t. Then the average clock skewP within (t, t + t) is
If the temperature T remains the same within that time window, we have P T =P.
To obtain t and O s (t), the reference node r periodically broadcasts timestamped beacons, where the timestamp equals the reference time t. Once a sensor node s receives a beacon, it records the arrival time C s (t) along with the timestamp t and calculates the clock offset O s (t). With two consecutive beacons, node s can estimate the clock skew. However, a few practical challenges are associated with this measurement.
Trade-off between the measurement accuracy and the temperature variation. The interval t affects the measurement accuracy. Research [Schmid et al. 2009 ] has shown that the larger the interval, the higher the measurement accuracy. However, the large interval also increases the possibility of temperature variation, especially in an outdoor environment. If the temperature changes between two consecutive beacons, thenP cannot be treated as P T . To solve this problem, we propose a cumulative measurement method.
Message delay between the reference node and the sensor node. In reality, the arrival time at node s is C s (t ) but not C s (t), where t −t is the message delay. The message delay contains various components and influences the measurement accuracy. To improve the accuracy, we measure the delay on the critical path to remove most uncertainties. A similar method is used by DMTS [Ping 2003 ].
In the following sections, we introduce cumulative measurement and critical path, respectively.
Cumulative Measurement of Clock Skew
To address the dilemma of the measurement accuracy and the temperature variation, we propose to calculate the average clock skew over cumulative measurements instead of at a specific temperature. This enables us to use a large t to improve the measurement accuracy, regardless of whether temperature changes within t.
Given that the temperature is a function of time (i.e., T (t)), we have
Let 1/τ be the temperature sampling rate, and τ is chosen to be small enough (e.g., a few seconds) such that the temperature does not change between two consecutive sampling points. The preceding formula can be rewritten as
is the i-th temperature sampled in the time slot (t, t + t). Dividing both sides by t, we obtain the cumulative correlation: 
T (2) N−1T
(1)
Critical Path-Based Timestamp
The accuracy of the average clock skewP is determined by the measurement of O s (t). In practice, we use the estimated offsetÔ s (t) instead, whereÔ s (t) = O s (t) + δ and δ is a packet delay. As existing research stated, the packet delay consists of the following delays [Ganeriwal et al. 2003 To reduce the uncertainty of estimation errors, we utilize the critical path-based (CP-based) solution for timestamping, which is illustrated by Figure 5 : the sender r makes a timestamp right before a beacon is sent out, and the receiver s makes another timestamp immediately after the start symbol arrives. As such, the estimation error δ only contains d t and d p . LetP be the estimated average clock skew between t and t + t; then, the estimation error iŝ
For fixed-length messages, d t is constant. Given that sensor nodes are stationary, d p is also constant. Therefore, the CP-based method improves the accuracy ofP. Such a method is similar to the one used in TPSN [Ganeriwal et al. 2003 ] and DMTS [Ping 2003 ].
IMPLEMENTATION

Sensor Node Hardware
We implement TACO on our customized marine sensor nodes ( Figure 6 ). Each sensor node consists of a STM32F103RC low-power MCU (microcontroller), a TI TMP102 temperature sensor, a 512kB external flash for data storage, and an ATMEL AT86RF212 radio transceiver that supports IEEE 802.15.4. The system clock of the MCU is driven by a 16MHz external oscillator. Since the system clock is disabled when the MCU enters low-power mode, we use a 32.768kHz external oscillator, running all the time, to maintain the RTC. The RTC has a 32-bit register to count the ticks and provides a clock granularity of 30.5μs.
Implementation: Initialization Stage
In the initialization stage, the sink node periodically broadcasts timestamped beacons. Each sensor node only accepts the incoming beacons from its parent and forwards the received beacons to its children. For any beacons that are from nodes other than its parent, the node will ignore them. For example, nodes at depth 1 will accept the beacons from the sink node and then forward the beacons to their children at depth 2. Hop by hop, beacons from the sink node will spread over the entire tree. To avoid accumulating synchronization errors as the beacon travels from the sink to a node, the node will adjust the timestamp by adding the local elapsed ticks to the timestamp in the beacon. As a result, the synchronization errors from the parent to its children is at most one-hop errors. Particularly in the initialization stage, each node will execute the algorithm summarized in Algorithm 1 to establish the correlation between the temperature and the clock skew. It measures the temperature every τ seconds and listens for timestamped beacons from its parent. Once a beacon from its parent arrives, the node checks whether the average temperature in the past window has been observed before. If this temperature has not yet been observed, the node calculatesP,T
(1) , andT (2) and forms an equation (as shown in Equation (22)). Here, we define that "a temperature has not been observed" if the new temperatures are not too close to any existing temperatures in the training set. This is enforced by the function TemperatureUnseen , which ensures that the difference between any two temperatures in the training set is larger than the sensors' measurement error (i.e., 0.5
• C in our case). This procedure continues when the number of equations N reaches a threshold γ , which ensures that the node will have enough training samples to establish the correlation. Theoretically, β can be identified with three equations, but a larger number of equations is preferred to minimize the impact of measurement errors. However, a threshold that is too large will increase the overhead of LSQ-based computation and also the duration of the initialization stage. In our experiment, we choose a value between six to eight as the threshold because our field tests show that such values keep a good balance between the accuracy and the overhead. Once enough training samples are obtained, the node solves the constrained least squares problem and estimates the parameters (i.e., k, T 0 , and P 0 ). Finally, the node will enter the compensation stage with the established correlation.
Mostly, a node will quit the initialization stage after obtaining enough training samples and establishing the correlation. However, in a deployment site where the environmental temperature rarely changes, it may take an unexpected long time to formulate enough equations. Therefore, a timer θ is set to enforce the termination of initialization in this situation. We will discuss this special case in Section 5.4.
Implementation: Compensation Stage
A node enters the compensation stage after the initialization. In the compensation stage, the node adjusts its local time periodically. Let C s (t i ) be the local time at the beginning of i-th time slot and P s (t i ) be the clock skew in the i-th time slot. Suppose that the duration of each time slot is ζ . Then C s (t i+1 ) can be calculated by
Without loss of generality, we assume that node s is synchronized with the reference at the beginning of the first time slot (i.e., C s (t 1 ) = t 1 ). Thus, the adjusted local timet i for the beginning of slot i ist
whereP s (t j ) is the estimation of the clock skew in the j-th time slot. To obtainP s (t j ), a node can sample the temperature T at t j and calculate the clock skewP s (t j ) based on the established correlation P = P 0 + k(T − T 0 ).
To summarize, in the compensation stage, each node adjusts its local time as follows: it measures the temperatures periodically, estimates the clock skews, and then adjusts the local time by following Equation (23).
Special Cases
Mostly, a node will obtain enough training samples in the initialization stage. However, in a deployment site where the environmental temperature rarely changes, it may take an unexpected long time for the node to formulate γ equations. If this happens, it will break the node's regular functions. Thus, a timer must be set up in this special case to enforce the termination of the initialization stage. The timeout value θ can be decided by a network operator according to the deployment requirements. If a node fails to obtain γ samples before the timer times out (i.e., N < γ ), it will not establish the correlation in the initialization stage. Instead, the node considers the training set = {(P i , T i )} as a look-up table. In this case, the table will be used temporarily to estimate the clock skew in the compensation stage [Schmid et al. 2009; Yang et al. 2012 ]. In the meantime, the node continues obtaining training samples. Once enough equations are formed, it identifies the correlation parameters by the LSQ-based method.
We envision that the LSQ-based computations need to be performed occasionally to overcome the impact of crystal aging. As mentioned in Section 3.1, a crystal oscillator's frequency will change over time due to aging, which usually occurs after 2 months and contributes up to 15% of frequency tolerance per year. As such, the long-term LSQbased computation must be performed occasionally at runtime to reflect this change. For example, it can be repeated once per month to update the correlation.
Discussion
Understanding clock skew P 0 and P T . According to Equation (1), for a sensor node s, its clock skew P T consists of two components: the constant component P 0 and the dynamic component k×(T − T 0 ) 2 that is caused by temperature variations. Considering a sensor network with a reference node whose clock is precise all the time, P 0 is the difference caused by nonidentical oscillator frequencies between the node s and the reference node r at the temperature T 0 . Because this difference P 0 does not describe the dynamic component that varies with temperature changes, TACO provides better performance by employing P T instead of a constant calibration value P 0 . We will validate this based on our field test result in Section 6.
Clock skews at the reference node. The reference node may be subject to clock skews caused by varying temperatures as well, leaving the timestamps in beacons different from the wall clock time. To address the issue, the reference node can use a TCXO. Alternatively, we can apply TACO to the reference node-the reference node estimates the correlation of its own clock skews and temperatures before the initialization stage using an accurate clock source such as GPS. During the initialization stage, the reference node will adjust its local time based on the environmental temperature and thus reduce the impact of its clock skews on other sensor nodes.
Initialization in the lab. The initialization stage for temperature-clock-skew correlation estimation can be conducted in a lab prior to deployment. However, the correlation of each node may change over time due to crystal aging, and the correlation estimation should be updated from time to time in the field during the compensation stage.
Topology dependency. TACO assumes that the routing protocol will form a tree automatically. Therefore, it does not start initialization until a tree rooted from a sink node is formed. Sensor nodes are installed during a low tide cycle when communication channels are available to ensure tree formation. However, TACO is independent of how a tree is formed. For example, it can employ the level discovery phase in TPSN [Ganeriwal et al. 2003 ] to create a hierarchical topology before the initialization stage or when a node's parent dies. In addition, TACO can work with existing tree-based synchronization protocols such as TPSN. The periodical SYNC messages in these protocols can serve as timestamped beacons in the compensation stage.
EXPERIMENTS AND EVALUATION
In this section, we evaluate the performance of TACO. We verify the CP-based clock skew estimation, examine the effectiveness of TACO, and compare TACO to a tablebased time synchronization algorithm.
Accuracy of a CP-Based Timestamp
The error analysis in Section 3 shows that the estimation error β is bounded if measurement errors of temperature T and clock skew P are bounded. For the temperature T , it is usually measured by a temperature sensor. Its measurement accuracy is given and typically specified by the manufacturer. For example, for a TI TMP102 temperature sensor, its measurement error is within 0.5
• C. As a result, the accuracy of measuring clock skew P is important to ensure the accuracy of β (i.e., the temperature coefficients). To improve the accuracy of clock skew measurements P, we proposed the CP-based measurement method in Section 4. In this section, we validate the accuracy of the proposed method by comparing it toh a benchmark that measures clock skews directly using a data acquisition unit (DAQ) in the lab.
Figure 7(a) shows our experiment setup in the lab. We placed a marine sensor node in a temperature-controlled box (the box cover is not displayed in the figure) and a sink node under the room temperature. The sink node and the sensor node were powered by the same power supply. In the benchmark-based measurement, we wired each node's two pins to an NI USB-6009 DAQ [National Instruments 2012] , which sampled the pin outputs at a frequency of 10kHz. We set a timer for each node to toggle their pins once every 1 minute. Their pin outputs were captured and uploaded to a laptop. The uploaded data were processed by a Perl script, and the average clock skew was calculated.
In the meantime, we also let the sensor node run a CP-based measurement. The sink node broadcasted a timestamped beacon once every 5 minutes. Immediately after receiving the beacon, the sensor node calculated the clock offset O s (t) and uploaded it to the laptop, whereby the data were processed to calculate the average of CP-based clock skews.
We ran the experiments at two different temperatures independently: one at room temperature (26
• C) and the other at a higher temperature (35 • C). Each experiment lasted for 1 hour, and Table I summarizes the results. It shows that estimation errors between the CP-based measurement and the benchmark is less than 0.1%.
Performance of TACO
To evaluate TACO, we deployed nine marine sensor nodes in an intertidal zone in Georgetown, South Carolina (Figure 1) . Three of them were deployed on dry land, and the other six sensors were in the intertidal zone, resulting in a topology depicted in Figure 7 (b). We also installed a sink node on dry land; this provided a reference time to the sensor nodes.
In the initialization stage, all sensor nodes sampled temperatures at an interval of τ = 10s. The sink broadcasted the timestamped beacons once every ω = 5 minutes. In the compensation stage, all sensor nodes adjusted their local time at an interval of ζ = 1 minute. To evaluate the performance, we still let the sink node broadcast timestamped beacons once every 5 minutes in the compensation stage. These beacons were not used to synchronize nodes. Instead, they were used to record time drifts over time: upon receiving a timestamped beacon, all sensor nodes recorded their local time C s (t i ) that was not adjusted and the timet i that was adjusted using TACO. Together with the timestamp contained in the beacon, these records were used to evaluate the following two metrics: Fig. 8 . Performance evaluation of TACO on node BB05. TACO can estimate the clock skews, with 92% of clock skew estimation errors less than 1ppm. Given a temperature variation of 14 • C, the time drift is 4.6s. TACO effectively adjusts the local clock and reduces the time drift to 57ms.
-Time drift refers to the difference between the local time and the reference time. In our experiment, we collected the time drift of both the unadjusted local time and the adjusted local time. An ideal time adjustment algorithm should result in a time drift of zero. -Skew estimation error is the error between the estimated skewP s (t) obtained by TACO (i.e., from the temperature-clock-skew correlation modeled by Equation (4.2)) and the measured clock skewP calculated based on reference times (contained in beacons) according to Equation (21). BothP s (t) andP are calculated between two beacons. We considerP as the comparison base because the CP-based timestamp exhibited high measurement accuracy in our first experiment.
To illustrate the performance of TACO, we present the data of a node (BB05) that is one hop to the sink node in Figure 8 . Figure 8(a) shows that the temperature variation was about 14
• C. From the time drift depicted in Figure 8 (b), we observe that without local time adjustment, the time drift (in red) became larger than 4.6s after 4 days, whereas the time drift (in green) was only 57ms if TACO was used. Note that the lines in the plot are intermittent because no timestamped beacons were received due to the loss of communication during high tides; the clock drift continued to grow because sensor nodes did not adjust its local time according to beacons. In Section 3.4, Equation (20) shows that the error bound of predicted clock skews are determined by the training samples, especially by the mean value of temperatures in the training set. Based on this Fig. 9 . Comparison between time compensated by TACO and by constant P 0 . Using the constant value, the time drift was 375ms after 4 days, whereas it was 57ms using TACO. equation and the training set of BB05, our calculation on the clock skew error bound has the following two findings: (1) BB05's upper bound between 25
• C and 40 • C will be between 0.12ppm and 2ppm, and (2) its bound will become larger as the environmental temperature goes further from 33
• C. These two findings are validated by Figure 8 (c) and (d). Figure 8(c) illustrates that the estimated clock skews (in green) approximate the measured clock skews (in red) closely. The maximum clock skew error is 2ppm, and 92% of the estimation errors are less than 1ppm (Figure 8(d) ), indicating that the correlation estimation is effective.
As discussed in Section 5.5, TACO provides better performance by employing P T rather than P 0 . To verify this, we use our field test result and Matlab to simulate the scenario where only constant clock skew P 0 is considered. Figure 9 presents the result for node BB05, and it shows that TACO outperforms the compensation scheme that uses a constant value P 0 only. According to Figure 9 , if only P 0 is used, the time drift will be 375ms after 4 days, which is 6.6 times the time drift by using P T . Admittedly, in some cases, P 0 is a dominant component in P T . However, by applying P T , it still provides better results when temperature changes.
Figure 10(a) shows the overall performance of all deployed sensor nodes. Without TACO, the time drift ranged from 4.66s (node BB05) to 21.92s (node BB09). Most sensor node clocks drifted more than 10s after 4 days. After applying TACO, all nodes' time drifts were reduced, with the highest drift being 591ms (node BB08). We also analyzed the skew estimation error for each sensor node, which is depicted in Figure 10(b) . We observed that BB04, BB07, and BB08 have larger estimation errors than others, and thus their drifts after TACO are slightly larger (more than 470ms). This confirms our intuition: the larger the clock skew estimation errors, the less effective the time adjustment. In addition, the time drift between a sensor node and the sink node is influenced by the depth of a node: node BB05 and node BB09 were at depth 1, and they experienced smaller drift than their children. This can be explained by Theorem 3.1: the upper bound of the estimation error β is a function of ψ 1 and ψ 2 , where ψ 1 and ψ 2 are the measurement errors of clock skews and temperatures, respectively. The temperature error ψ 2 is independent of a node's depth, but the clock skew error ψ 1 accumulates along the tree path. That is because as a node forwards beacons, it introduces additional uncertainty in time and thus induces the measurement errors of clock skews. We noticed that BB01 experienced less time drift compared to other children of BB05. It may be caused by the temperature differences, as its temperature readings in the training set were about 3 • C higher on average than other nodes. Table II summarizes the absolute estimation errors grouped by hops, which confirms that the absolute error could accumulate along the path. Nevertheless, the key is to ensure communication between a node and its parent or children, and what really matters is the relative error.
Comparison with Table-Based Schemes
Prior work that exploits temperature [Schmid et al. 2009; Yang et al. 2012] for adjusting a local clock relies on a table of temperature and clock skew pairs. If a temperature is out of the range in the table, then message exchange is initiated to acquire the clock skew [Schmid et al. 2009] . If the reference node is unavailable, then a clock skew of the closest temperature in the table is selected instead [Yang et al. 2012] .
To compare TACO to those table-based schemes, we simulated the table-based schemes using the temperature data and channel condition traces obtained in Georgetown, South Carolina. To construct the clock skew table, we identified all temperatures that were observable when the wireless channel was available (summarized in Figure 11 (a)) and calculated the corresponding clock skews using the quadratic function (Equation (1)). Note that the temperature range of 27.30
• C to 30.40
• Cwas not observed during low tide periods and was not included in the table. Since the clock skews were calculated by Equation (1), the simulated table was not restricted by the granularity imposed by a real table-based scheme and could adjust the clock with a high granularity. Nevertheless, TACO outperforms the table-based scheme. Figure 11 (b) summarizes the time drifts after different calibration schemes are applied, including TACO, table based, and constant value based. The result shows that the time drift of the tablebased scheme is about 168ms after 4 days-two times larger than the drift of TACO (57ms). This is because table-based schemes cannot predict an accurate clock skew for a temperature that had not been observed (i.e., 27.30
• C to 30.40 • C).
ENERGY MODELING AND ANALYZING
We propose TACO because its local compensation scheme increases the required time interval of resynchronization and thus saves energy consumed by broadcasting SYNC messages. This energy saving, however, is achieved at the cost of periodical temperature measurement.
In this section, we ask this question: can we really save energy by performing TACO? In particular, we consider the following two network scenarios: S1, a network whose time synchronization purely relies on broadcasting SYNC messages, and S2, a network whose time synchronization relies on a combination of broadcasting SYNC messages and performing TACO. Given a time window , let E 1 and E 2 be the energy consumption in scenarios S1 and S2, respectively; the question is equivalent to to achieve the same level of synchronization accuracy, in which condition will E 2 < E 1 hold?
To tackle this problem, we start the analysis by formulating a general energy model that can be applied to TACO and other temperature-aware compensation schemes. We then apply the energy model into the preceding network scenarios and show that S2 consumes less energy than S1 in most cases.
Energy Model
In this section, we formulate a general energy model for time synchronizations. We assume that each component of the node can be turned on or turned off separately. For example, the node can turn off its radio transceiver when it measures the environmental temperature using the temperature sensor. Similarly, the temperature sensor can be turned off when the node transmits SYNC messages. As such, given a time window , the energy used by time synchronizations (denoted by E ) consists of the following parts: (1) the energy E M used by communications for SYNC messages, (2) the energy E T for temperature sensing, and (3) the energy E L for computation overhead. In other words,
We first consider E M . A node periodically turns on its radio chip to receive SYNC messages and forward them to its children. Let n M be the number of times that a radio is turned on in the time window , and let e M be the average energy that is used each time the radio is on; thus,
Assume that ω is the time interval of periodical SYNC messages; then,
For e M , it includes the energy used by idle listening, receiving, and transmitting messages Wu et al. 2012] . In addition, considering overheard messages and retransmitted messages, we can formulate e M as
Here, e rx and e tx are the energy to receive and transmit one SYNC message, and q 1 and q 2 are coefficients that reflect the impact of overheard messages and retransmitted messages. For the energy E T , we have
where e T is the energy used by the temperature sensor for a single measurement and n T is the number of measurements in time window . E L is the energy used by computation overhead, which depends on the implementation. We assume that the computation can be divided into different tasks (e.g., LSQ computation), and each task is repeated periodically. Therefore, we have
where e L i is the energy of a single operation of task i and n L i is the repeated number of task i in time window .
Putting them together, we finally have the following energy model:
Energy Analysis
Consider the two network scenarios proposed at the beginning of this section: S1, a network that purely relies on SYNC messages (i.e., n T = 0 and n L = 0), and S2, a network that relies on the combination of SYNC messages and TACO. Let E 1 and E 2 be the energy in scenarios S1 and S2, respectively. Intuitively, performing local compensation increases the time interval of transmitting SYNC messages, which reduces n M . Therefore, the energy E M used by SYNC messages in scenario S2 is reduced. This goal is achieved at the cost of increasing E T . However, given that a sensing component usually consumes less energy than a communication component, we should have E 2 < E 1 . Table III summarizes a marine node's typical values. The energy e M is more complicated because it is impacted by two factors: (1) q 1 , the number of overheard messages due to nonparent neighbors, and (2) q 2 , the number of retransmitted messages due to collisions. To simplify the discussion, we consider the best case where no retransmission happens (i.e., q 2 = 0) and no messages are overheard (i.e., q 1 = 0). A SYNC message is 30 bytes long (including preamble and frame checksum), and the data rate is 40kbps; therefore, receiving a SYNC message lasts 6ms. Likewise, forwarding the SYNC message also lasts 6ms. Moreover, to successfully transmit and receive a SYNC message between a parent and a child, the radio chip must be turned on at least twice the desired accuracy bound. For example, if the desired worst-case accuracy bound between any pair of neighbors is 10ms,then a node must turn on its radio at least 20ms. As a result, e M = 9.2 × (0.020 − 2 × 0.006) + 25 × 0.006 + 25 × 0.006 . = 0.37mA·s.
Take node BB05, for instance. To achieve a 10ms accuracy bound, a SYNC message must be broadcast once per 12.6 minutes in S1, whereas it must be broadcast once per 16.8 hours in S2. Let the time window be 1 month; then, for scenario S1, n M = 3,428 SYNC messages will be generated and the total energy consumption is E 1 = 0.37 × 3428 + 0 + 0 = 1268.36mA·s.
In S2, only n M = 43 SYNC messages are generated within 1 month, so
We assume that the temperature sensing is performed once per minute, which leads to E T = 2.6 × 10 −4 × 43200 = 11.23mA·s.
The computation overhead includes two major tasks. First, after each temperature sensing, the node predicts clock skew based on Equation (1), which introduces 2.56 × 10 −5 mA·s energy cost each time. Second, to reflect crystal aging at runtime, the node performs LSQ calculations once per month to update the correlation, which lasts 0.8ms for each calculation. As a result, E L = 2.56 × 10 −5 × 43200 + 12.8 × 0.0008 × 1 = 1.12mA·s.
Thus, the total energy cost in S2 is
which is only 2.2% of E 1 . 
Model Discussion
The energy model proposed here can be applied to other temperature-compensated protocols such as table-based protocols, because the model is independent of how compensation is performed. Similar to TACO, in a table-based protocol, total energy consumption E is reduced by performing local temperature-based calibrations instead of frequent message exchange E M . For instance, consider the table-based protocol discussed in Section 6.3. According to our simulation result, a SYNC message must be broadcast once every 5.7 hours to achieve an accuracy of 10ms. In other words, only 126 SYNC messages are generated within 1 month. Assume that the temperature sampling rate is the same with TACO and the table look-up algorithm is implemented efficiently such that E L can be ignored. Let E 3 be the total energy of the table-based protocol; then, E 3 = 0.37 × 126 + 2.6 × 10 −4 × 43200 = 57.85mA·s, which is only 4.6% of E 1 but slightly larger than E 2 . Table IV summarizes the energy used by time synchronizations in different scenarios. To summarize, the energy model describes the total consumption of time synchronizations. It consists of the major energy costs including communications, sensing, and computations. Moreover, utilizing this model, we show that TACO saves the energy by reducing a large portion of SYNC messages. We note that this model does not consider minor overhead such as radio ramp-up and carrier sensing, which will be our future work.
RELATED WORK
The most widely adopted time synchronization protocol on the Internet is NTP [Mills 1991] , whereby a set of NTP packets that contain timestamps of the departure and arrival time are exchanged between the primary NTP server and client for synchronization. NTP provides an accuracy within a few milliseconds, but it is not suitable for WSNs because of its high synchronization overhead.
Many broadcast-based synchronization protocols for WSNs have been proposed [Elson et al. 2002; Elson and Estrin 2003; Ganeriwal et al. 2003; Maróti et al. 2004; Ping 2003; Yildirim and Kantarci 2014; Ferrari et al. 2011] . Elson et al. [2002] proposed RBS, in which neighboring nodes synchronize with each other by exploiting the fact that they receive the same synchronization message at approximately the same time. Removing the uncertainty at the sending path from the critical path, RBS achieves better accuracy than NTP. In their later work [Elson and Estrin 2003] , the authors proposed a low-power synchronization scheme-postfactor synchronization. In this scheme, a "third-party" node only broadcasts a synchronization pulse to her neighbors when a stimulus arrives, and nodes that receive the pulse use it as a reference to their local stimulus timestamps. Postfactor synchronization is energy efficient for those beamforming applications, but it is inappropriate for long-distance communication scenarios. TPSN [Ganeriwal et al. 2003 ] consists of a level discovery phase and a synchronization phase. Similar to NTP, TPSN uses four timestamps to calculate the time offset and the delay across the entire networks. FTSP [Maróti et al. 2004 ] works similarly to TPSN, but it improves on TPSN and can cope well with link and node failure. DMTS [Ping 2003 ] is based on the estimation of all delays on the message transmission path. It exploits the concepts of event timestamp and network event scheduling to remove uncertainties lying in the message delay. Glossy decouples flooding from other network activities and exploits constructive interference for fast flooding [Ferrari et al. 2011] . These message broadcast-based schemes provide network-wide time synchronization and work well in large-scale sensor networks. However, they rely on synchronization broadcast and are inapplicable to WSNs with intermittent wireless channels.
ODS [Zhong et al. 2011 ] introduces on-demand synchronization to reduce the communication overhead. It adaptively adjusts the resynchronization interval given the required clock accuracy. ODS still relies on wireless channels for synchronization and does not provide any local time compensation mechanism.
Liu et al. focus on time synchronization for mobile underwater sensor networks [Liu et al. 2013 [Liu et al. , 2014 . Mobi-Sync utilizes the spatial correlation of mobile nodes for the propagation delay estimation [Liu et al. 2013] . DA-Sync estimates the Doppler shift caused by mobility [Liu et al. 2014] . As a result, these schemes do not suffer but benefit from nodes' mobility. Compared to Mobi-Sync and DA-Sync, TACO is designed with a special interest in WSNs in inter-tidal zones, where nodes can alternately be underwater and above water.
Several works focus on modeling clock skews and adjust clock drift to extend the resynchronization periods. consider clock synchronization under a statistical signal processing framework. They point out that clock synchronization problem is inherently related to parameter estimation. As a result, an efficient synchronization scheme should rely on accurate estimation of clock offset and skew. RBS [Elson et al. 2002] and FTSP [Maróti et al. 2004 ] model clock skew as a constant and use linear regression for adjusting clock drift. Several approaches [Hamilton et al. 2008; Bletsas 2003; Auler and d'Amore 2007] utilize the Kalman filter to track the clock offset and skew, and they assume that clock skew is a random process with zero mean. Leng and Wu [2010] utilize a maximum-likelihood estimator to estimate clock skew with unknown synchronization delay. In their later work [Leng and Wu 2011] , they propose a fully distributed clock synchronization algorithm based on belief propagation [Leng and Wu 2011] . These approaches treat clock skew as a random process. In comparison, our work identifies the dominant underlying factor (i.e., temperature) affecting clock skew and utilizes the correlation to adjust clock drift.
Consensus-based synchronization protocols are robust to node failures and network dynamics. ATS [Schenato and Fiorentin 2011] synchronizes clock speeds and clock offsets separately in two steps using the cascade of two consensus algorithms. Maggs et al. also propose a consensus clock synchronization scheme that provides internal synchronization to a virtual clock for WSNs [Maggs et al. 2012] . However, to compensate for the skew differences among nodes, existing consensus-based clock synchronization protocols require sufficient transmissions between nodes. Compared to consensus-based protocols, TACO does not rely much on communication between nodes once the parameters in the LSQ model are determined. As a result, TACO can save the energy consumed by wireless communications.
To the best of our knowledge, EACS [Schmid et al. 2009 ] and TCTS [Yang et al. 2012 ] are the first works proposed to compensate clock drift based on environmental temperature in a WSN. Both schemes build a calibration table that maps different temperatures to their associated clock skews at the initialization stage. During the running time, a sensor node adjusts its clock by looking up the compensation value in the table. If the temperature is out of range in the table, the node either triggers a message exchange to obtain a new clock skew [Schmid et al. 2009] or uses a bound value [Yang et al. 2012] . Such methods are not always applicable to WSN-IT, as channels may not be available when the temperature is out of range. TACO differs from their work in the following aspects. First, it relies on a quadratic function rather than an established calibration table. Therefore, TACO can predict a clock skew at a temperature that falls out of the table created in the initialization stage. Second, consider a sensor network that will experience summer and winter. TACO can establish the correlation in less than 1 hour, but EACS and TCTS cannot establish a table that contains all temperatures in such a short time unless the initialization is conducted in a temperature-controlled condition, which may not be available for all users. Last but not least, even for EACS and TCTS, TACO is useful: it can help them build a calibration table quickly by creating a sufficient number of elements by utilizing the established correlation. Such advantages are important in an outdoor WSN whose wireless channels are intermittent.
CONCLUSION
This work studied the time synchronization problem in WSNs deployed in intertidal zones (WSN-IT). The existing synchronization algorithms that rely on frequent resynchronization message exchange are inapplicable to WSN-IT, because the periodic tidal cycles could cause wireless channels to be unavailable for up to 24 hours. We proposed to model the clock skews as a quadratic function of temperature and designed TACO. TACO estimates the correlation between temperatures and clock skews by solving a constrained least square problem and continuously adjusts the local time based on environmental temperatures. We conducted experiments in an intertidal zone and have shown that TACO improves clock accuracy. As a direction for future work, we will investigate the influence of aged crystals on our synchronization scheme.
