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Using traditional methods, especially that of eigenfunction expansions combined
with the penalty method, sharp conditions are given for the existence of solutions
to general weakly elliptic linear N_N second order systems subjected to obstacle
type constraints. The result applies to systems with defining coefficient matrices A
and B having complex eigenvalues as well as to the case of singular systems
a situation not well treated in the literature. These conditions are placed on
the matrix pencil A*&B. The effectiveness of the result is then tested on some
examples, first in control theory and then for the systems that arise in Part II of this
series (D. R. Adams, 2000, J. Geom. Anal. 10, 375412).  2000 Academic Press
1. INTRODUCTION
The idea behind this series of papers has been the desire to find good suf-
ficient conditions on two N_N real constant matrices A and B that
guarantee the existence of a solution to a general linear second order
system of variational inequalities of obstacle type. And for reasons of sim-
plicity and convenience, these systems involve only the Laplace operator
and an obstacle restriction on the first component. Such a system is given
by the problem:
find u # Dom(2) & K such that (A 2u&Bu, v&u) 0 (1)
for all v # K. Here u=u(x)=(u1 (x), ..., uN(x)), N2, x # 0, 0 a bounded
domain contained in Euclidean Rn, n1, with smooth boundary, 0.
2u=(2u1, ..., 2uN) is the usual Laplace operator on the vector u. The
brackets ( } , } ) appearing in (1) denote the duality pairing between func-
tions in the Hilbert space X(0) and its dual X$(0). Also, K is the convex
subset of X(0) where v1 (x)(x) at least a.e. on 0,  the obstacle
a smooth function on 0 that satisfies <0 near 0 and max0 >0.
The determination of the space X(0) in (1) is of critical importance for
an existence theory for problem (1). The choice depends on the nature of
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the matrices A and B. When the system of (1) is strongly elliptic, i.e. when
&A is positive definite, and zero boundary values on 0 are specified, then
it generally suffices to take X(0)=H 10(0)_ } } } _H
1
0(0)=H
1
0(0)
N, the
N-fold product of H 10(0), the usual Sobolev space of functions vanishing
on 0, whose partial derivatives are square integrable on 0. However, for
more general A the space X(0) must be modified as the following simple
example shows: let
0 0 &1 0 0 0
A=_0 1 0& , B=_0 0 1& .1 0 0 0 1 0
Now problem (1) is just a system reformulation of a version of the
standard tri-harmonic obstacle problem with ‘‘hinged’’ boundary values on
0, i.e. u1=U, u2=2U, u3=22U, where U solves
min |0 |{2V|2 dx
where V # H3 (0) & H 10(0), V a.e. on 0. The natural regularity for this
problem is 2U # H2 (0) & H 10(0). Actually, with a little more work one can
even achieve 22U # L2 (0) & W 1, p0 (0) provided p<n(n&1); see [F]. But
examples (radial ones in the spirit of [CF]see [AV]) easily show that
we can not expect the gradient {u3 to be even locally square integrable on
0. Hence it is natural here to look for existence in the space X(0)=
H 10(0)_H
1
0(0)_L
2 (0). In otherwords, choosing the space X(0), here, is
part of the problem.
In parts I and II ([A1] and [A2]), the case det(A){0 was treated, first
in the 2_2 case and then later in the N_N case. In the N_N case it was
advantageous to reduce the matrix A&1B to certain canonical forms with
respect to similarity using special subgroups of the general linear group
that preserve the form of problem (1), at least with respect to the dis-
tinguished component subject to the obstacle constraint, the first com-
ponent in our formulation. Then with these simpler forms, an existence
theory was constructed based on certain structure constants that appeared
there. However, it has been recently noted that the theory suffers from two
short commings: (i) the methods were only able to treat the case of real
eigenvalues of A&1B, and (ii) the assumption det A{0 was central. One of
the results of this note is to extend the idea of [A2] to include complex
eigenvalues as well as singular systems, i.e. when A has determinant equal
to zero. This result appears finally in section 3 below. The key there is to
view problem (1) in terms of eigenfunction expansions using the usual
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orthonormal eigenfunctions associated with 2 in H 10(0). This appears to be
a particularly fruitful approach, though to the author’s knowledge, a
method not often exploited in the study of variational inequalities.
The plan of the paper is to state and prove our main result on a priori
estimates for the associated penalized version of problem (1), in Section 2.
Then in Section 3, we apply this result to various examples in the literature
including the canonical forms of [A2] as well as for certain control systems
that characterize distributed parameter optimal control problems governed
by partial differential equations (cf. [L]).
2. AN A PRIORI ESTIMATE
We begin by replacing problem (1) by an approximate problem, the so
called ‘‘penalized problem’’. For this let ’(t) # C (R) for which ’(t)=0
when t0, and ’$(t)>0 when t<0. For =>0, we solve
A 2u=&Bu= &
1
=
’(u1= &) } e1 , in 0
(2)
u= 0, on 0,
where e1=(1, 0, ..., 0)T, T=transpose. We seek a classical solution
u= u= (x) to problem (2), estimate certain norms of u= and its derivatives
independent of =, and then pass to the limit as =  0 in the inequality
(A 2u=&Bu= , v&u=)0, (3)
for all v # K, in the now quite standard way; see below. Notice that (3) is
an immediate consequence of (2). Also, the fact that (2), indeed, has a
classical solution is an easy consequence of the LeraySchauder fixed point
theorems; see [GT].
To proceed, we need to set some terminology. Throughout we will
assume that the matrix pencil A*&B is regular, i.e. det(A*&B){0 identi-
cally in * # R. Consequently, we are assuming that for all but a finite
number of values of *, (A*&B)&1 exists. The i, j-th entry of A*&B will
be denoted by (A*&B) i, j , while the i, j th entry of (A*&B)&1 will be
given by (A*&B) i, j. Also, the Sobolev space H m (0) is the Banach space
of all functions (equivalence classes) on 0 whose derivatives of orders less
than or equal to m belong to L2 (0); H m0 (0) is the closure of C

0 (0)-
infinitely often differentiable functions on 0 with compact support in 0
in the H m (0) norm
_ :
|_| m
&D_u&2L2(0)&
12
#&u&H m(0) .
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Next, we denote the eigenvalues of 2 in 0 with respect to the class H 10(0)
by [+k]; here ...+3+2<+1<0. The corresponding orthonormal eigen-
functions, [|k], satisfy: 2|k=+k|k with (|k , |j)=$kj=Kronecker delta.
Here ( } , } ) is the usual (complex) inner product on H 10(0). Finally, notice
that an equivalent expression for the square of the Hm-norm on 0 of any
u # H m0 (0) is:
:
k
(&+k)m |(u, |k)|2. (4)
This is also the case if merely u # Hm (0) and 2 ju=0 on 0 for jk or
j<k for m=2k+1 or 2k respectively. Also, the sum in (4) is an equivalent
version of the square of the Hm-norm for m<0.
Our interest now lies with the following
Theorem. Assume that the matrix pencil A*&B satisfies:
(a) there are finite positive constants m and M and real number $1
such that
m(&*)$1 (A*&B)1, 1M,
for all * # (&, +1);
(b) there are further real numbers $j such that
|(&*)$j (A*&B) j, 1|M,
for all * # (&, +1), j=2, ..., N. Also, assume that there exists a function
W # H $1&10 (0) such that W(&2)
+ a.e. on 0. Then the components u j= of
a solution to problem (2) satisfy the fact that there is a constant Q depending
only on M and m such that
&u j= &H2$j+1&$1(0)Q &W&H0$1&1(0) , (5)
for j=1, 2, ..., N.
Proof. Notice that if we take the inner product of each equation in (2)
with |k , we can write
(A+k&B)(u= , |k)=\&1= ’(u1= &), |k+ e1 . (6)
261WEAKLY ELLIPTIC SYSTEMS, III
Or simply
(u j= , |k)=(A+k&B)
j, 1 \&1= ’(u1= &), |k+ , (7)
for j=1, ..., N and k=1, 2, 3, ... . Now using assumption (a), we write
(&+k)(u1= , |k) \&1= ’(u1= &), |k+
=(&+k)(A+k&B)1, 1 }\1= ’(u1= &), |k+}
2
m((&+k)1&$1 }\1= ’(u1= &), |k+}
2
. (8)
Summing the left side of (8) over k and applying Parseval’s equation gives
:
k
(&+k)(u1= , |k)(&’(u
1
= &), |k)
=
1
= |0 ’(u
1
= &) 2u
1
= dx
=
1
= |0 ’(u
1
= &) 2(u
1
= &) dx+
1
= |0 ’(u
1
= &) 2 dx
 &
1
= |0 ’(u
1
= &) W dx
upon integrating by parts and our choice of W. But again by Parseval’s
equation, the last integral above is
:
k \&
1
=
’(u1= &), |k+ (W, |k).
Now apply Ho lder’s inequality. This then gives
:
k
(&+k)1&$1 }\1= ’(u1= &), |k+}
2

1
m
:
k
|(W, |k)|2 (&+k)$1&1, (9)
and the sum on the right side of (9) is equivalent to the square of the
H $1&10 -norm of W on 0.
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Next, we return to (7), square both sides, and then write
:
k
(&+k)1&$1
1
[(A+k&B)1, 1]2
|(u1= , |k)|
2
=:
k }\
1
=
’(u1= &), |k+}
2
(&+k)1&$1. (10)
The left side of (10) exceeds
1
M2
:
k
(&+k)2$1+1&$1 |u1= , |k)|
2
which is equivalent to the H $1+10 -norm of u
1
= .
Finally, using the same argument on (u j= , |k), j=2, ..., N, it is clear that
assumption (b) implies (5).
The Necessity of the Hypothesis (a)
Consider the special 2_2 example of (2)
&u2= =&
1
=
’(u1= &)
in 0 (11)
2u1= =u
2
=
u1= =u
2
= =0 in 0.
Clearly, here A*&B=( 0*
&1
&1) so (A*&B)
1, 1=&1*, so $1=1 and
(A*&B)2, 1=&1, so $2=0. Thus according to our result we get
(u1= , u
2
= ) # H
2 (0)_H0 (0) with a priori estimates independent of =. But
notice, if we make the simple change to
u2= =&
1
=
’(u1= &)
in 0 (12)
2u1= =u
2
=
u1= =u
2
= =0 in 0.
Now (A*&B)1, 1=1*<0 for *<0. Note, however, that u2= 0 and hence
2u1= 0. The maximum principle then implies that u
1
= 0 in 0. Thus if we
were to pass to the limit as =  0 getting u1=  u
1
0 a.e., we can not have
u10 a.e. in 0 when max0 >0. Hence problem (1) has no solution for
A=_01
0
0& , B=_
0
0
&1
1&
as can be verified directly upon writing out system (1).
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Passing to the Limit =  0
To pass to the limit in (3) as =  0 requires special treatment for the
inequality
( (A 2u=&Bu=)1, v1&u1= ) 0 (13)
since otherwise (A 2u=&Bu=) j=0 for j=2, ..., N can be easily treated using
distribution theory. For (13), to be meaningful, it is clearly necessary to
have
(2$j+1&$1&2)+($1+1)0 (14)
or simply $j0 for each j=1, 2, ..., N, when the coefficient of 2u j= is non-
zero in (13), otherwise merely $j&1 when 2u j= does not appear in (13)
but u j= does. Note that if
A=_01
0
0& , B=_
&1
0
0
&1&
in (2), then $1=0 and $2=&1, but neither 2u2= nor u
2
= appear in this
system’s version of (13).
But to pass to the limit in (13), one generally needs compactness. For
that it is clearly sufficient to assume either
$j>0 when 2u j= appears in (13)
or
$j>&1 when only u j= appears in (13).
3. SOME EXAMPLES
(a) We first consider a simple optimal control system that arises as
a means of characterizing the solution to distributed parameter optimal
control problem governed by a system of partial differential equations. The
reader might want to consult a distinguish source here, namely [L]; see
page 51ff. Our first example takes the simplified form:
minimize the ‘‘cost’’ functional J(u)#0 ([ y(u)&z]2+u2) dx
over u # L2 (0) such that u a.e. on 0, and
&2y(u)=u, y(u) # H 10(0).
z # L2 (0) is the ‘‘initial profile.’’
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The corresponding control system is: there exists a minimizing triple
(u, y(u), p(u)), u the optimal control, y(u) the state, and p(u) the adjoint
variable, such that
2y(u)+u=0
2p(u)+ y(u)=z
|
0
( p(u)+u)(v&u) dx0 for all v # L2 (0) (15)
such that v a.e. on 0
y(u), p(u) # H 10(0).
We can put (15) into form (1) by first solving the auxiliary problem
2y1+u1=0
2p1+ y1=z in 0
p1+u1=0
p1= y1=0 on 0
and forming U1=u&u1 , U2= y(u)& y1 , U3= p(u)& p1 and then for-
mulating the penalized version (2), with
0 0 0 &1 0 &1
A=\0 1 0+ , B=\ 1 0 0+ .0 0 1 0 1 0
It is now easy to see that (A*&B)1, 1=*2(*2+1), (A*&B)2, 1=
*(*2+1), and (A*&B)3, 1=1(*2+1). Thus U # H1_H 3_H5 on 0 by
our Theorem.
A similar argument leads to a treatment of a 5_5 control system given
in [L] on pages 612. There A*&B becomes:
1 0 0 0 1
0 *&1 1 &1 0\1 &1 *&1 0 0 + .1 0 0 *&1 &1
0 0 1 1 *&1
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It then follows that the variables for this system, given by (u2 , y1 (u2),
y2 (u2), p1 (u2), p2 (u2)), where u2 is the control, y1 (u2), y2 (u2) the state,
and p1 (u2), p2 (u2) the adjoint variables, belong to the class
H1_H 3_H3_H 3_H5,
as given by our Theorem.
(b) The weakly elliptic systems from [A2]. In [A2] the author con-
sidered problem (1) when det(A){0. The results split into two cases: case
(1) A1, 1=0 and case (2) A1, 1<0. In the first case the penalized problem
(2) was reduced via a change of variables to the following canonical
problems:
2v=&Jk v= &
1
=
’(v1= &) } PN&keN , (16)
in 0, and v= 0 on 0; k=1, 2, ..., N&1. Here Jk is the matrix
*1 1 0 0 } } } 0 0 0
0 *2 1 0 } } } 0 0 0
b b b b b b b
1
Jk= d2
,
b b b b b b b
0 0 0 0 } } } 0 *N&1 dk
0 0 0 0 } } } 0 0 *N
where *j are the eigenvalues of A&1B on the diagonal 1’s above the
diagonal except for the last column. The coefficient d2 occurs in the
N&k+1 row and k is chosen according to the formula
k=deg( p~ )+1, (17)
where p~ = p~ N, k (4) is a polynomial invarient with respect to the change of
variables used to reduce (2) to (16); see [A2], Section 1.5. We can compute
p~ by forming the monic polynomial from
det[(A&1B&4I )(N$, 1$)],
i.e. the determinant of the submatrix obtained from A&1B&4I by deleat-
ing the last row and the first column. The quantity PN&k in (16) is a con-
stant that satisfies (&1)N&k+1 PN&k0; eN=(0, 0, ..., 0, 1)T.
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We now reduce (16) to the form of (2) by multiplying through by
I : I N&i+1, i=1, i=1, ..., N&1, I 1, N=(&1)N&k+1, and I i, j=0 otherwise.
This then yields
(*I &I Jk)1, 1=
(&1)N&k+1 p~ N, k (*)
‘
N
j=1
(*&*j)
. (18)
Thus to satisfy hypothesis (a) of our Theorem, we need to assume
(&1)k&1 p~ N, k (*)m$>0 for all * # (&, +1) since A&1B is real and
hence its eigenvalues come in complex conjugate pairs; when *j is real we
need to assume *j>+1 . Actually, we can get by with a little less here,
namely: (&1)k&1 p~ (+l)>0 for all l=1, 2, ... . From (18) we easily have $1=
N&k+1, and then an a priori estimate for v1= in H
N&k+2 (0), k=1, ..., N&1,
follows. We proceed in the same way with the other components v j= generating
what we termed the ‘‘l+1 regularity table’’ in [A2]. It is an N&1_N table
where k, given by (17), is the row number and j, the component number,
is the column number. It can be inductively defined by:
(i) Crossing out the first row and the next to last column yields the
table for N replaced by N&1;
(ii) the elements of the first row decrease by 2 (left to right) begin-
ning with N+1;
(iii) the elements of the next to the last column increase by one (top
to bottom).
The l+1 table for N=2 is [3, 1] and for N=3 is
_4 2 03 3 1&
etc. Thus v=(v1, v2, v3) # H 4_H 2_H 0 when k=1 and in H3_H 3_H1
when k=2.
The advantage of the above approach to that given in [A2], Sections 3.1
and 3.3, is that now complex eigenvalues can be considered and the
existenceregularity results can be expressed completely interms of the poly-
nomials p~ = p~ N, k (4). And because of their importance in this problem,
these polynomials have become known as the ‘‘classifying polynomials’’ for
problem (1). We say more about them below.
In case 2, problem (2) is reduced to
2v=&J1 v==&Y } f=
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in 0, with v= 0 on 0. Here f= A1, 1 1= ’(v
1
= &), and Y
1=1,
Y i=
1
A1, 1
:
N
j=1
Ci, jA j, 1, i=2, ..., N,
for a special choice of the matrix C, the change of variables matrix; see
[A2], Section 1.5. Here we see a rather remarkable thing happen: the form
of Nj=1 (*I&J1)
1, j Y j is exactly like that of (18) with its numerator
replaced by &p~ N+1, N(*) and the coefficients dj replaced by Y j, respec-
tively. This puts v1= # H
2 (0). Treating the other components as before
yields v j= # H
2 (0), j=2, ..., N, uniformly with respect to = as noted earlier.
Finally, we note a simple recursion relationship for generating the poly-
nomials p~ N, k . We begin by setting q1 (t)#1, q2 (t; a; :)=(t&a) q1 (t)+:,
q3 (t; a, b : :, ;) = (t&b) q2 (t)+;, q4 (t; a, b, c : :, ;, #) = (t&c) q3(t)+#, etc.
Then it follows that
p~ N, k (t)=qk (t; *N&k+1 , ..., *N&1 : d2 , ..., dk), k=1, ..., N&1.
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