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Abstract
The relevance of linear transitional mechanisms in fully turbulent shear ﬂows, and in particular of the Orr-like inviscid transient
ampliﬁcation of disturbances, is explored in the context of the prediction of bursting behaviour. Although the logarithmic layer of
wall-bounded turbulence is used as the primary example, most conclusions also apply to turbulent ﬂows with a uniform shear, as
well as probably to other ﬂows with linearly stable mean proﬁles. They are dominated by large-scale streamwise-velocity streaks
and intermittent bursts of the cross-shear velocity. When the linearised problem is solved in the limit of small viscosity, it has
previously been shown that many properties, such as the bursting time and length scales, the energy ﬂuxes between components,
and the mean inclination angles, agree well between linear and nonlinear systems. The question addressed here is whether the
structures predicted by the linearised solution can be traced in fully nonlinear simulations. It is found that the largest scales of
strong bursts are well described linearly, but that the weaker ﬂuctuations are not.
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1. Introduction
There is widespread agreement that turbulence requires the nonlinearity of the Navier-Stokes equations, but it has
been understood for some time that particular aspects of shear turbulence are inﬂuenced by linear processes. The best-
known examples are the linear instabilities of mean velocity proﬁles with an inﬂection point1, which control many
of the properties of the large-scale structures in fully turbulent free-shear ﬂows. The mean proﬁles of wall-bounded
turbulent ﬂows are linearly stable2, but also in that case linear dynamics plays a role3,4,5,6. The focus of this paper is
the behaviour of ﬂows with a linearly stable mean proﬁle, and in particular the intermittent bursting of their kinetic
energy7,8,9.
The ultimate energy source for turbulent ﬂuctuations in a shear ﬂow is the velocity diﬀerence across the mean
proﬁle, U(y), and at least one of the dominant energy-production mechanisms, the deformation of the mean velocity
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Fig. 1. (a) Corrsin shear parameter for several shear ﬂows, as a function of the microscale Reynolds number Reλ = q2(5/3η)1/2. Lines are
channels below y/h ≈ 0.4. h+ = 934, 2003, 4200 16,17,18; , equilibrium homogeneous shear turbulence 19,20; ◦, free shear layers 21,22. (b) Intensity
of the ﬁrst three Fourier modes in the minimal channel simulation C1850. , |vˆ01 |2; , |vˆ10 |2; , |vˆ11 |2. The upper solid line is the
intensity of the the full v, and the upper dashed line the sum of the ﬁrst three harmonics.
proﬁle by the cross-shear velocity, v, is contained in the linearised equations10,11. It is less clear how the required v
perturbations are generated, and the prevailing theory12 is that their energy is drawn from the perturbation velocity of
the strong streaks of the streamwise velocity, u. However, that model fails to explain the observed mismatch between
the temporal and spatial scales of the long-lived streaks and the shorter-lived8 v bursts, as well as how the streaks
survive after transferring their energy to the bursts13. A key breakthrough was the realization that even linearly stable
perturbations can ‘transiently’ extract energy directly from the mean ﬂow4,14,15.
The above discussion only applies to the largest turbulent scales, whose nonlinear eddy-turnover time, O(λ/uλ),
where λ and uλ are characteristic length and velocity scales, is slower than the mean shear time S −1. If we assume
the inertial relation23, uλ ≈ (ελ)1/3, where ε is the energy dissipation rate, the linearisability condition is that λ >
Lc = (ε/S 3)1/2, where the length Lc was introduced by Corrsin24 as a limit for scale anisotropy. If we take q to be the
root-mean-squared velocity ﬂuctuation magnitude, and assume that ε is of the order of the turbulent energy production
O(q2S ), Lc is of the order of the integral energy scale Lε = q3/ε. A measure of the ratio of the two lengths is the shear
parameter S ∗ = S q2/ε = (Lε/Lc)2/3, which should be large for linearisation. The viscous time scale is longer than the
eddy turnover by a factor of the order of the Reynolds number, and is never important for the energy-containing eddies
of turbulent ﬂows away from the immediate vicinity of walls. A more relevant scale is the decay time associated with
the turbulent dissipation, which is usually shorter than the viscous time. It follows from the above discussion that
(S ∗)3/2 is essentially a Reynolds number based on the turbulent energy dissipation rate.
We will mostly deal in this paper with the logarithmic layer of a pressure-driven turbulent channel of half-width
h, although most of the properties discussed also apply to equilibrium homogeneous shear turbulence in a periodic
box (HST)25,26. Both ﬂows sustain turbulence at Reynolds numbers below any known linear instability of their mean
proﬁle, and burst intermittently8,25,26. Figure 1(a) shows that S ∗ ≈ 10 in both cases, probably independently of the
Reynolds number, and that the same is true for free shear layers. The resulting Reynolds number based in the turbulent
eddy viscosity is typically O(10–30)27. The largest scales of all these ﬂows therefore interact directly with the shear,
and dissipation can be neglected to a ﬁrst approximation in the evolution of individual structures. Their relation with
linear dynamics was established in the references above, but our interest here is whether structures similar to those
predicted by the linearised model can actually be found in the fully nonlinear ﬂow.
2. Equations of motion and data sets
The streamwise, wall-normal, and spanwise coordinates are x, y, z, and the corresponding velocity components
are u, v,w. Quantities normalised with the kinematic viscosity η and with the friction velocity uτ are denoted by a
‘+’ superscript. For our structure identiﬁcation, we use time-resolved direct simulations of a channel in a relatively
small periodic box, with wall-parallel periods Lx = πh/2 and Lz = π/4. For scaling purposes, we use two moderate
Reynolds numbers, h+ = 950 (C950)6, and h+ = 1850 (C1850)9. Such simulations are minimal within the band of
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wall distances y/h ≈ 0.2–0.5, in the sense that most of the energy of v is contained in the ﬁrst few largest wall-parallel
Fourier modes7,9, making them easier to analyse. For distances closer to the wall, the ﬂow contains a wider range
of turbulent scales and cannot be considered minimal. Farther from it, the simulation is not directly comparable to
canonical turbulence because some of the largest scales are missing.
We will compare the results of these simulations with the predictions of linearised dynamics, and centre our atten-
tion on the wall-normal velocity, whose linearised evolution equation is autonomous. For a shear ﬂow whose mean
velocity proﬁle is U(y) it satisﬁes the linearised Navier–Stokes (Orr-Sommerfeld, LNS) equation,5,28
(∂t + U∂x)∇2v = U′′∂xv + ∇2(ηT∇2v) − 2η′′T (∂xx + ∂zz)v, (1)
where primes denote derivatives with respect to y. An eddy viscosity ηT has been included in the right-hand side of
(1), although it follows from the previous discussion that it could be neglected to a ﬁrst approximation. We will test
its eﬀect by comparing results with the viscosity turned oﬀ with those using the eddy viscosity required to maintain
the observed mean velocity proﬁle, η+T = (1 − y/h)/S +, where S = U′. The impermeability boundary condition at the
wall, v = 0, is independent of viscosity. The inviscid part of the right-hand side of (1) is responsible for the Kelvin-
Helmholtz instability, and is not relevant in ﬂows without inﬂection points. For example, it was shown by Jime´nez 6
that the solutions to (1) take the form of bursts of v that are similar in turbulent channels and in the HST. Since U′′ is
identically zero for the HST, this strongly suggests that only the diﬀerential advection in the left-hand-side of (1) is
relevant to bursting.
To simplify the task of identifying linearised structures within the nonlinear ﬂow, we restrict ourselves to the
analysis of the ﬁrst few Fourier modes extracted from the minimal turbulent simulations, and particularly to the ﬁrst
two-dimensional mode v10 = vˆ10 exp(2πix/Lx). For comparison, some results will also be presented for the ﬁrst
streamwise mode v01 = vˆ01 exp(2πiz/Lz), and for the ﬁrst oblique one vˆ11, deﬁned in the obvious way. Even in a
minimal box, these three modes contain only a relatively small fraction of the total energy of v2. Their intensity
proﬁles are given in ﬁgure 1(b), which shows that their combined contribution is at most 20% of the total.
3. Results
Orr bursts are transient even in the inviscid limit, but they are relevant to the ﬂow dynamics because they couple
with the mean velocity proﬁle to generate longer-lived streamwise velocity streaks that only decay dissipatively. In
minimal boxes, the bursting time scale, deﬁned as the average width of individual bursts, can be measured by the width
of the temporal autocorrelation function of the relevant quantity6. In larger simulations, this has to done by tracking
individual strong structures29. It turns out that the resulting bursting time is approximately the same for minimal
channels9, equilibrium HST20, large channels29, and the LNS in equation (1).6,26 When computed for quantities
integrated over a narrow band of wall distances, these correlation times scale with the local mean shear, strongly
suggesting that they are a general property of shear ﬂows. When integrated over the full channel, the relevant scale
becomes h/uτ. The correlations of |vˆ10| and |vˆ11| are given in ﬁgure 2(a) integrated over the full channel height. Their
bursting time is uτTb/h ≈ 0.4, measured at C|v||v| = 0.5. The decorrelation time for full complex modes, such as vˆ10,
is much shorter because their phase varies faster than their amplitude as the ﬂow is carried past a given point by the
local advection velocity.
A measure of the decorrelation time more closely related to our present task is the decay of the accuracy of
ﬂow predictions made using the LNS equation (1) as a ﬂow model. Figure 2(b) shows the r.m.s error of three such
predictors as a function of the prediction time. It was shown in Ref. 6 that the Eulerian acceleration in a channel is
mostly contained in the linear equations, and that most of it is explained by the advection by the mean ﬂow. Figure
2(b) shows that this does not hold for the evolution of the velocity over non-inﬁnitesimal time periods. The open
symbols in the ﬁgure use the simple advection predictor vˆ(y, t + Δt) = vˆ(y, t) exp[ikxU(y)Δt]. They behave worse
than the two other predictors in the ﬁgure for all times, including very short ones. The inviscid LNS approximation
represented by the solid symbols behaves well for short times, but degrades quickly for periods of the order of the
bursting time. For longer times, both inviscid predictors approach the error level between two uncorrelated signals.
The symbols with a lighter ﬁll use equation (1) with eddy viscosity. They do not behave better than the inviscid model
for short times, but they level oﬀ at a lower error level for longer times, reﬂecting the eventual importance of the
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Fig. 2. (a) Temporal auto-correlation of: , |vˆ10 |; , |vˆ11 |, in the C1850 channel, integrated over the full channel height. (b) R.m.s.
error for the predictions of vˆ10, as a function of the predicted time interval. Open symbols use pure advection with the mean velocity proﬁle as a
predictor; closed ones use the inviscid linearised Navier–Stokes approximation (1); symbols with lighter ﬁll use equation (1) with eddy viscosity.
(c) As in (b) for diﬀerent Fourier modes and inviscid LNS. Open symbols, vˆ01; closed symbols, vˆ10; lighter ﬁll, vˆ11. (d) As in (c), including the
eﬀect of the eddy viscosity. The horizontal dashed line in (b–d) is the relative error between two uncorrelated signals of the same intensity. ,
C1850; ◦, C950.
turbulent dissipation. Note that the collapse of the error curves for the two Reynolds numbers in ﬁgure 2 supports the
use of h/uτ as a time scale.
A related observation is that when the linearised equations are used to predict only the amplitude of the Fourier
mode, |vˆ10|, rather than also its phase, the resulting errors do not improve, even if less information is being required
from the model (not shown). This suggests that the evolution of the amplitude is the hardest quantity to model
in this system, and that the advection velocity is captured by relatively simple strategies. This is consistent with
the diﬀerences observed between the simple advection and the LNS results in ﬁgure 2(b), whose main diﬀerence is
precisely how they treat the perturbation amplitude.
The predictions of the three Fourier modes mentioned in §2 are compared in ﬁgures 2(c,d). In general, the predic-
tion error degrades as the modes become more complex, with the oblique mode vˆ11 always predicted worst. However,
the relative behaviour of the three modes depends on the model. While the three modes behave diﬀerently for the
inviscid LNS (ﬁgure 2c), eddy viscosity improves the error of the spanwise mode vˆ10 to the level of the streamwise
one vˆ01, but is not able to do so for the oblique mode vˆ11 (ﬁgure 2d).
Note that the linear inviscid prediction for the inﬁnitely long mode vˆ01 is that it remains constant in time. This mode
does not interact linearly with the shear, and its evolution is fully due to nonlinear interactions. The diﬀerences in the
rate of degradation of the linear predictions of the other two Fourier modes in ﬁgure 2 are not due to their diﬀerent
bursting periods, which are roughly equal (ﬁgure 2a). The degradation should be taken as a measure of the eﬀect of
nonlinearity, which becomes more important as the wall-parallel dimensions of the modes become smaller. Note that
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eddy viscosity is a model for the nonlinearity of the smaller scales, and that the relative improvement between the
viscous and inviscid models in ﬁgure 2 can be understood as a nonlinear eﬀect.
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Fig. 3. (a) Evolution of the integrated mode amplitude for the inviscid LNS equation (1), as a function of the mean front inclination 6. Lines are
channels, and symbols are HST. (b) Two-dimensional probability distribution function of the mean inclination and amplitude of vˆ10 in the direct
simulation of the C1850 channel. The arrows indicate the mean conditional evolution of the two quantities.
Further insight can be obtained by comparing the detailed temporal evolution of the linearised and full equations.
The essence of an Orr burst is that the structures are tilted forward by diﬀerential advection by the shear. As the
wavefronts become roughly normal to the wall, the vertical length scale increases, and continuity requires that |v|
increases to conserve ∂yv. As the wavefronts are tilted past that point, |v| decreases again. If we write vˆ = |vˆ| exp[i(kxx+
φ)], the derivative ky = ∂yφ is a vertical wavenumber, and ψ = −atan(ky/kx) is a front inclination angle. It turns out
that the evolution of |vˆ| with ψ is reasonably independent of the horizontal wavenumber and of the type of ﬂow6. An
example is given in ﬁgure 3(a), which is traversed by the linearised solutions from left to right. Note that this ﬁgure is
independent of the spanwise wavenumber kz, but that Orr bursting is not restricted to two-dimensional perturbations.
A similar diagram for the direct simulations is given in ﬁgure 3(b). In that case, a mean amplitude and inclination
angle are deﬁned at each time as 〈|vˆ|〉 = h−1 ∫ h0 |vˆ| dy and 〈ψ〉 〈|vˆ|〉 = h−1
∫ h
0 |vˆ|ψ dy. Figure 3(b) is a p.d.f. of these two
quantities in the minimal channel, and the arrows represent their temporal evolution, (∂t〈|vˆ|〉, ∂t〈ψ〉), conditioned to a
particular neighbourhood of the (〈|vˆ|〉, 〈ψ〉) plane. The upper edge of the p.d.f. corresponds to the evolution in ﬁgure
3(a), and is traversed by the ﬂow in the same direction as the linear solution.
Fig. 4. (a) Evolution of the mode v10, for one case near the top of the p.d.f. in ﬁgure 3(b). Time increment between frames is uτΔt/h = 0.11. The
total inclination change for the wave fronts in the lower half-channel is Δψ = 1.35. Case C1850.
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The temporal evolution of the ﬂow ﬁeld for one of the bursts along the upper edge of this p.d.f. is presented in
ﬁgure 4, which clearly shows the forward tilting of the wavefronts and their corresponding strengthening. This ﬁgure
also suggests the reason why only the upper part of ﬁgure 3(b) appears to follow the linear predictions. The mean
inclination angle and amplitude deﬁned above are only integrated over one half of the channel, because it is otherwise
diﬃcult to deﬁne a unique angle. Figure 4 suggests that the bursts involve the whole channel height, and that some
attempts to deﬁne an inclination angle fail because they involve parts of the channel in which the wavefronts are not
well deﬁned.
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Fig. 5. (a) Colours represent the standard deviation of the front inclination angle with respect to its mean, in the same parameter space as ﬁgure
3(b).. (b) Same as (a), but colours represent the relative error of the LNS prediction of vˆ10(t) from vˆ10(t − Δt), with uτΔt/h = 0.135. C1850
This is quantiﬁed in ﬁgure 5(a). The inclination ψ is a function of y, and the ﬂow can only be expected to be well
described by a single inclination angle if the standard deviation of ψ with respect to its mean is reasonably small. This
standard deviation, computed using the perturbation amplitude as a weight, is shown in ﬁgure 5(a) as a map over the
angle–amplitude parameter space of ﬁgure 3(b). The standard deviation is only small in the upper half of the p.d.f.,
which corresponds to wavefronts such as those in the lower half of the channel in ﬁgure 4. This well-represented
region spans 30–50% of the time in our sample. The upper half of ﬁgure 4 corresponds to the lower part of the
(〈|vˆ|〉, 〈ψ〉) map, where the standard deviations of ψ are large, and attempts to describe the ﬂow in terms of coherent
waves fail.
Figure 5(b) presents the relative error of the predictions of vˆ10 using the inviscid version of equation (1) as a pre-
dictor. For the particular prediction time interval chosen, uτΔt/h = 0.135, the average relative error is approximately
0.5, but it is clear from the ﬁgure that strong events are better predicted, while weaker ones are predicted worse.
Comparison with ﬁgure 5(a) reveals that the poorly predicted cases correspond to ﬂows in which the wave fronts are
not well deﬁned. Note that the predicted time interval used to draw ﬁgure 5(b) is a sizeable fraction of the bursting
time; the average change of the inclination angles over that period is Δψ ≈ 0.45, close to half of the total range of
angles in the ﬁgure. It is tempting to conclude from inspection of ﬁgures 4 and 5, that the two halves of the channel
give rise to contrasting pairs, with a lower coherent half corresponding to an incoherent upper one, and vice versa.
Unfortunately, statistical tests of that hypothesis are inconclusive, and that simple model is probably only true, if at
all, for very strong bursts such as the one in ﬁgure 4. Results similar to the ones discussed here for v10 are obtained
for the oblique mode v11, although at higher error levels.
4. Conclusions
We have shown that some particularly simple modes of the fully nonlinear turbulent ﬂow in a minimal channel can
be well described as linearised Orr bursts, and that this leads to their predictability over relatively long periods of the
order of the bursting time. The degradation of predictability over longer times has been shown to be a consequence
of nonlinearity, which is overwhelmed by the linear bursting process while the latter is active. It is tempting in this
respect to remember the criterion for initiation of nonlinear eﬀects in forced shear layers30, which is that nonlinearity
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only matters when the growth of the layer pushes the prevailing wavenumber outside the instability range of the linear
Kelvin-Helmholtz mechanism.
Prediction is probably one of the more practical consequences of conceptual understanding, even if the two do not
always go together. From the above discussion, it is clear that they do in this case. The strong events that can be
described as shear-controlled Orr bursts can be predicted over relatively long times, while the weaker ones that cannot
be described in this way are predicted worse. It is remarkable that any linearised model is able to describe the ﬂow
reasonably well over times of the order of a substantial fraction of the bursting time, and it is striking and contrary
to common intuition that the strongest events are those best described by linearised models. Nevertheless it should
be emphasised that the conclusions in this paper remain to be proved beyond the simpliﬁcations inherent in minimal
ﬂows.
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