Many real-world systems ranging from social, biological to infrastructures can be modeled by multilayer networks. Promoting information spreading on multilayer networks has significant contributions in conducting advertisements for e-commercial products and predicting popular scientific publications. In this paper, we propose an optimal strategy to promote spreading via adding one interconnecting edge between two isolated networks. Basing on a perturbation theory of the discrete Markovian chain approach, we deviate an index that evaluating the spreading prevalence in the interconnected network approximately. The index can be interpreted as a variant of Katz centrality, with edges weighted by the dynamical information of the spreading process. Those weights will enhance the edges that lowly infected in one end and its neighborhood, while highly infected in the other. We verify the effectiveness of the strategy on small networks by exhaustively examining all latent edges and find it gives optimal or close to optimal performance. For large synthetic and real world networks, it always outperforms some other heuristic strategies like connecting nodes with highest degrees or eigenvector centralities.
I. INTRODUCTION
Promoting information spreading is a hot topic in the field of network science, statistical physics and computer science [1] . When information is spreading on networked systems, how to maximize the spreading prevalence is of both theoretical and practical importance. The strategies for achieving better spreading can be roughly divided into three categories, including identifying the vital nodes [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , designing effective transmission strategies [15] [16] [17] [18] [19] [20] and network structural perturbations [21] [22] [23] [24] . For vital nodes identification, centrality measures, e.g. K-core, H-index, betweenness and degree-based centralities, are assigned to nodes of networks. Nodes with high centralities are then chosen to be intial seeds. For effective transmission strategies, spreading protocols are designed to avoid invalid contacts (i.e., contacts among infected nodes). For structural perturbation methods, structures of the networks are modified slightly in order to achieve better spreading [21] . Structural perturbation is also widely applied to enhance the synchronizability of the networks [25] [26] [27] [28] [29] .
Previous studies have revealed that spreading dynamics on multilayer networks can be fundamentally different from that on single layer networks [30] [31] [32] [33] [34] [35] [36] [37] [38] . For instance, Granell et al. [32] found that the epidemic spreading has a metacritical point that defined by the awareness dynamics and the topology of multilayer networks. The structure of interconnections between two networks has indelible effects on the robustness [39] [40] [41] [42] , synchronization [25, 43] and spreading dynamics [44] [45] [46] . Saumell-Mendiola et al. [47] showed that interlayer degree correlations can benefit epidemic outbreak. When considering coevolution of epidemic and information spreading on multilayer networks, Wang et al. [34] revealed that the interlayer degree correlations can also suppress the epidemic outbreak without altering the outbreak threshold. * wwzqbx@hotmail.com Understanding what is a better interlayer structure is important to understand the dynamics on multilyer networks and for designing more effective systems. To address this problem, Aguirre et al. [21] applied a matrix perturbation approach, and found that adding a connection between two hubs is more likely to promote the spreading dynamics for two competing networks. Until recently, Pan et al. [48] suggested a perturbation theory for the adjacency matrix to obtain the optimal interconnections between two networks. The method works near the spreading threshold when a small number of edges are added.
In this paper, we develop a theoretical framework that gives optimal or close to optimal interconnecting edge for all parameter regions. Starting with the discrete Markovian chain approach when the two networks are isolated, we develop a perturbation theory which gives the spreading prevalence in the interconnected network approximately. Then the edge with top approximate spreading prevalence is chosen as the optimal edge. This approximate prevalence incorporates information of both network structure and dynamics. It also has a very simple physical interpretation as Katz centrality of edges weighted by the information of dynamics.
In what follows, we present the descriptions of the model in Sec. II, and then develop a theory to obtain the optimal interconnecting strategy in Sec. III. We perform extensive numerical simulations to verify the effectiveness of our strategy in Sec. IV. Finally, in Sec. V we draw conclusions.
II. MODEL DESCRIPTIONS
In this paper, we consider information spreading on twolayered networks. Let the subnetwork of two layers be a and b respectively, the number of nodes in network a (b) is denoted by N a (N b ) and number of edges M a (M b ). The adjacency matrices of the two networks are G a and G b respectively. Suppose the two networks are isolated, then the combined adja-cency matrix is
which is a N × N matrix with N = N a + N b . There are multiple ways to interconnect the two isolated networks, and the dynamics on the interconnected network relies on the structure of interconnections. The target of the paper is to find the optimal interconnecting strategy such that the spreading prevalence is maximized. After adding the edges, the network become
where
is the adjacency matrix of the interconnections between the two isolated networks. When (G ab ) ij = (G ba ) ji = 1 for i ∈ {1, · · · , N a } and j ∈ {1, · · · , N b }, an undirected edge is added between nodes i and j.
For the information spreading dynamics, we adopt the classical susceptible-infected-susceptible (SIS) model. For SIS model, each node can be in either susceptible or recovered state. Initially, a small fraction nodes as seeds (in the infected state), and the remaining nodes in the susceptible state. At each time step, every infected node in network a (b) tries to transmit the information to susceptible neighbors in the same network with probability λ a (λ b ), and transmits the information to susceptible node in network b (a) with probability λ ab (λ ba ). Then all the infected nodes are returned to susceptible state with probability γ a (γ b ). To investigate the effects of topology on the spreading dynamics directly, we assume that λ a = λ b = λ ab = λ ba = λ and γ a = γ b . In the long time limit, the system reaches the stationary state and fraction of infected nodes fluctuates around a stable value. The target of the paper is to choose the interconnecting edge such that the new stable infected density on the interconnected network is maximized.
III. THEORETICAL ANALYSIS
To study the SIS model on networks, we adopt discrete Markovian chain (DMC) approach [49] , which assumes that there are no dynamical correlations among the states of neighbors [50] . In this section, we first state the DMC approach of SIS model on network G 0 , when there are no interconnections between networks a and b. Then basing on a perturbation theory of DMC, we deviate a formula that gives the spreading prevalence on the interconnected network approximately. Physical interpretations of this formula are discussed. Finally we study how to find the optimal interconnecting edge basing on the formula.
A. Perturbation theory of the discrete Markovian chain
Let p i (t) be the probability that node i is in the infected state at time t. Then the node is susceptible with probability 1 − p i (t). The node i is in infected state at t + 1 either it is infected at t and does not recovered, or susceptible at t and infected by at least one neighbor. The first case happens with probability (1 − γ)p i (t) and the second with probability (1 − p i (t)) (1 − q i (t)). Here 1 − q i (t) is the probability that node i is infected by at least one neighbor at time t, with
Combining the two cases, the evolution equation of p i (t) can be written as
In the steady state, we have p i (t) = p i (t + 1) = p * i and q i (t) = q i (t + 1) = q * i . Writing the stationary equation of Eqs. (4)- (5) in terms of vectors gives
and
The expected number of infected nodes in the stationary state is
Previous studies [45, 49] revealed that the global epidemic outbreaks when the effective transmission probability λ * = λ/γ is larger than the leading eigenvalue 1/ω 1 of adjacency matrix G 0 , i.e., the epidemic outbreak threshold is λ * c = 1/ω 1 . When λ * c ≤ 1/ω 1 no outbreaks will be observed. For real world systems, the two networks can be interconnected by some edges. Obviously the epidemic outbreak size will increase after those interconnections are added between the two networks. How much that those interactions will affect the outbreak size? We now use a perturbation theory to get an approximation value.
When adding some interconnections between the two networks, the adjacency matrix become G = G 0 + δG, the fixed points of the new system should stay close to p * . Specifically, if start iterating the DMC on the perturbed network with initial condition p(0) = p * , then we can decompose as p(t) = p * + δp(t) and q(t) = q * + δq(t) for some small δp(t) and δq(t). Then p(t) and q(t) are iterated with Eqs. (4)- (5) by replacing G 0 with G. Writing explicitly, Eq. (5) becomes
Since we only add an edge between two networks, we assume δp(t) and δq(t) are small, expand Eq. (9) and ignore the second order term, and apply the relation Eq. (6) gives
In a similar way, now consider Eq. (4) the shifted evolution equation is
We can further split the r.h.s. of Eq. (11) by the contributions from G 0 and δG. Note that G 0 ij = 1 and δG ij = 1 can not be observed simultaneously under the setup of the model, thus we can write Divide by q * i for both sides and substitute Eq. (7) gives
Note that the following relation holds
since G 0 ij ∈ {0, 1} and similarly when replacing G 0 ij by δG ij ∈ {0, 1}. Take the logarithm on both sides of Eq. (13), expand to the first orders of δp i (t), δq i (t), and apply the above relation gives
Again the terms in the last summation can be checked satisfying
Definite N × N diagonal matrix Z with elements
Eq. (15) can be written in matrix form
where log(1 − λp * ) is the vector by taking logarithm of each component of 1−λp * , and • denotes component-wise product of vectors. Substitute it back into Eq. (10) gives the following iteration formula for δp(t) δp(t + 1) =(q * − γ)δp(t)
The equation can be written in terms of matrix multiplications
Here diag (·) denotes the diagonal matrix with the input vector as diagonal entries. The stationary solution δp * on the perturbed system satisfies
which gives
This gives an explicit relation between the interconnection edges and shift of stationary infected probabilities. Therefore the target is to choose δG such that the increment of the density of infected nodes
is maximized.
B. Physical interpretations
Before optimizing Eq. (25), we explore the physical interpretations of the strategy, and explain the intuitions behind it. After adding some interconnection edge, we start with δp = 0 and iterate with the formula Eq. (20) for t steps, then
where X t is the matrix multiplication of X for t times. In fact in the large time limit we have the following expansion
It appears 1 T (I − X) −1 have a very similar structure to the Katz centrality [51] . Recall the Katz centrality S Katz is defined as
which is by considering numbers of weighted walks between nodes with β the attenuation factor of walk length. Now we show that 1 T (I − X) −1 can be understood as a generalized version of Katz centrality, which further incorporates the dynamical information of the spreading.
When the transmission probability below the epidemic threshold, we have p * ≈ 0 and q * ≈ 1, then X ≈ 1 − γ + λG and
This is exactly the Katz matrix with β = λ/γ (up to some constant factors). When the spreading rate becomes larger and p * deviates from 0, the matrix elements of X is given by
This is an decreasing function of p * i and increasing function of q * i , p * j . In other words, when above epidemic threshold, 1 T (I − X) −1 can be understood as a weighted version of Katz centrality. The weights favor those edges that are lowly infected in one end (small q * i ) and its neighborhood (large q * i ), but in the other end connecting a highly infected node (large p * j ). Similarly we can see that y i is an decreasing function of p * i and increasing function of q * i , p * j . Then the matrix inverse is by summing over paths with edges weighted by the dynamical information. Together the optimal strategy can be understood as selecting an edge that connecting high infected nodes to less effected regions of the network. This is consist with the intuition of what should be done to promote the spreading. For the discussions above, we will later refer to the method proposed in this section as dynamical Katz method.
C. Choosing the optimal edge
Now we start to discuss how to optimize Eq. (25). First we introduce some notations that will be used later. For the vector p * , let its part corresponding to network a be p * a . Specifically p * a is a vector of length N a with elements
for 1 ≤ i ≤ N a . Analogously define p * b to be the network b part of p * , also q * a , q * b for q * and y a , y b for y. Define the
for 1 ≤ i, k ≤ N a , and Z b corresponds to the network b.
Decompose X as X = X 0 + δX, where
depends only on G 0 , and
only on δG. Note that X 0 is a diagonal block matrix , which can be further written as
where X 0 a is the block diagonal part of X 0 that only depends on G a (36) and similarly for X 0 b
Meanwhile δX is an off-diagonal block matrix
with the off-diagonal blocks given by
Using the properties of block matrices, the matrix inverse in Eq. (24) can be written as
Now consider the case when adding only one interconnecting edge, say between node i of network a and node j of b. Then the matrix G ab = G T ba can be written as an outer product
where u is a vector of length N a with u k = δ k,i for 1 ≤ k ≤ N a , and v a length N b vector with
Define short notations as
then it's easy to check that
Thus
In other words, δX ab BδX ba is an all-zero matrix expect in the jth element in the diagonal. The Sherman-Morrison formula says that
With the formula we can construct (I − X) −1 easily from C. Similarly,
Again define short notations for convenience,
and y a , y b can be checked satisfying
Combine the above computations, we can have a final formula for
This first term on the r.h.s. can be written as
where the first line is by substituting Eq. (47), and second line is by using definition of y a and u. For the second term in Eq. (51)
With similar computations, we can obtain the rest two terms of Eq. (51), which are
Combine the above computations we have
This gives a simple formula connecting the interconnecting edge and the stationary infected density. The optimal strategy is just to select the edge with highest corresponding δP. Obviously, the strategy not only relies on the network topology (i.e., the adjacency matrices G a and G b ), but also on the dynamical information of the spreading process when the two networks are isolated (i.e., λ, γ and p * ).
IV. NUMERICAL SIMULATIONS
In this section, we perform extensive numerical simulations on both synthetic and real world networks to verify the performance of the strategy. Note that we do not compare the DMC predictions with Monte Carlo simulations since the DMC approach can well predict the simulations [49] .
For two given networks with node numbers N a and N b , there are in total M l = N a × N b latent interconnections. For small networks it is possible to exhaustively check all the latent connections to find the optimal one. When N becomes large, exhaustive searching becomes computational slow and gradually impossible due to high computational complexity. Next we first use small networks to check the accuracy of δP predicted by Eq. (56), and compare the optimal edge proposed by the strategy to the exact optimal one.
To build synthetic networks, we adopt the uncorrelated configuration model with power-law degree distributions. Specifically, we set the degree distributions of network a and b as P (k) ∼ k −αa and P (k) ∼ k −α b respectively, where α a and α b are the degree exponents. The network sizes considered are N a = N b = 100. Without lose of generality, we set the recovery probability of SIS model to γ = 0.5, with the infection probability λ as a tuning parameter.
We first compare δP predicted by Eq. (56) with the exact theoretical predictions from DMC approach. Let δP approx be the approximate δP predicted by Eq. (56) and let δP exact be the exact value. For each latent edge connecting node i ∈ {1, · · · N a } and node j ∈ {1, · · · , N b }, we compute δP approx using Eq. (56) for λ = 0.3 ( Fig. 1(a) ) and λ = 0.5 ( Fig. 1(c) ). Then we add the edge to the network and iterate the DMC to get δP exact which are shown in Fig. 1 (b) and Fig. 1(d) for λ = 0.3 and λ = 0.5 respectively. In Fig. 1(a) and Fig. 1(b) the nodes are arranged in identical order, and also for Fig. 1(c) and Fig. 1(d) . The approximate values seem usually higher than the exact ones, but intuitively they are strongly correlated. The maximum relative error (δP approx − δP exact ) /δP exact for all edges is 0.315 in Fig. 1(a-b) , and 0.396 in Fig. 1(c-d) . However we will show that they are almost linearly correlated, which suggests the approximate value is sufficient to give the optimal edge. To see the correlations, we compute the Spearman's rank correlation coefficient [34, 52] of the approximate and exact δP. Consider scoring all the latent interconnecting edges by δP exact and δP approx , then we can obtain two rankings of the edges. Let r ij and r ′ ij be the rank of the edge connecting node i in network a and node j in network b scored by δP exact and δP approx respectively. Spearman's rank correlation coefficient is defined as
We plot m s as a function of λ in Fig. 2 by the blue circles. It can be observed that Spearman's rank correlation coefficients are very close to 1 for all λ. The minimum value of m s for all λ in Fig. 2 is 0.9968. This suggests that the proposed strategy predicts the overall order of δP exact accurately. Apart from the overall strong correlations for the approximate and exact values of δP in rank, we are more concerned with how it is behaved for the top ranked edge. We further verify the performance of the strategy by comparing the predicted optimal edge to the true optimal one. For each λ, we select the edge with highest δP approx predicted by the dynamical Katz method, and compute its rank in all the latent edges scored by the exact δP exact . The normalized edge rank (rank 
FIG. 2. (Color online)
Performances of different strategies versus transmission probability. Spearman's rank correlation coefficient ms between rank predicted by the dynamical Katz method and the accurate ranking order versus λ is given by the blue circles. The ranks scored by exact δP of the optimal edge given by dynamical Katz, degree and engenvector are denoted by the orange dotted, dashed and dash-dot lines respectively. Note that since when below the spreading threshold, the prevalence P is zero and makes the rankings trivial, we consider λ starting slightly above the threshold. Other parameters are set to be NA = NB = 100, γA = 3.0, γB = 2.3. and γ = 0.5. Fig. 2 by the orange dotted line. It can be seem that the normalized edge rank is very close to 0 for all values of λ. It's not easy to distinguish visually but for most values of λ the optimal edge predicted by the strategy coincide with the true one (with normalized rank 1/M l ).
As the dynamical Katz method incorporate both the information of the network structure and spreading process, it is useful to compare with simple strategies that only consider the static structures of networks to understand how the information of dynamics play the role. Specifically we consider the strategies of connecting the two nodes with highest degree or the highest eigenvector centralities. The normalized ranks of the two static strategies are shown in Fig. 2 by the orange dashed and dash-dot lines. These two strategies are optimal or close to optimal when transmission probability λ is slightly above its critical value, but fails quickly when λ becomes large.
As discussed in Sce. III B, when p * ≈ 0, the dynamical Katz matrix reduces to Katz matrix. When λ/γ is small, approximately we have
and this reduces to the degree centrality. For uncorrelated configuration model, degree and eigenvector centrality are strongly correlated. When λ is small, these nodes with high values of centralities (e.g., degree and eigenvector centrality) have larger probabilities to be infected. Once we build an connection between with them, these nodes together with their neighbors will form an infected cluster [53] , and further transmit the infection to the remaining nodes. Thus in this region of λ, the degree and eigenvector strategies perform well. For large values of λ, the epidemic globally outbreaks and nodes with small centralities have larger probabilities not to be infected. In this case, we need to build additional connections to those nodes for promoting the spreading dynamics. Therefore, both the degree and eigenvector strategies fails and the information of dynamics has to be taken into consideration. For large networks, exhaustive searching becomes impossible. In this case we compare the performance of the dynamical Katz method with the two heuristic methods based on degree and eigenvector centralities. For the three strategies, we add the predicted optimal edge to the network respectively and compare their resulting δP. First still we consider synthetic networks. We build three pairs of networks with power-law degree distributions, with degree exponents (i) α a = 2.3 and α b = 3.0, (ii) α a = 3.0 and α b = 3.0, (iii) α a = 4.0 and α b = 3.0. δP versus λ are shown in Fig. 3 . When λ is close to the critical point, all the three strategies give very close performance. As discussed above, this should also close to the optimal value of δP. When λ becomes large, dynamical Katz outperforms the other two heuristic ones for all the three pairs of networks with different degree exponents. In this case, connecting large degree or eigenvector centrality nodes gives almost zero marginal improvement in δP, and dynamical Katz is better about three orders of magnitude. Moreover, it is worth noticing that δP is always maximized when slightly above the spreading threshold, which suggests that the marginal improvement is optimized when near the critical point. Now we test the dynamical Katz method on real-world networks. Three pairs of networks are considered, which are (i) Advogato [54] and Facebook [55] , (ii) OpenFlights [56] and Air traffic control [56], (iii) Adolescent health [57] and Physicians [58] . Here the first pair (Advogato and Facebook) are two online social networks, the second pair (OpenFlights and Air traffic control) are infrastructure networks of airports and flights. The third pair (Adolescent health and Physicians) are two offline social networks. The networks are downloaded from [56] and detailed introductions to these networks can be found therein. Some basic statistics of the six real-world networks are shown in TABLE I.
δP versus λ for the three pairs of real word networks are shown in Fig. 4 . As for the synthetic networks, we can see that dynamical Katz method performs best for all values of λ. Still for small λ the three methods are quite close. For larger λ, the dynamical Katz gives significant improvements compared to the other two (usually for several orders of magnitude), which further confirmed the effectiveness of our method.
V. DISCUSSION
In the paper we have studied the problem of finding the optimal interconnecting edge for promoting spreading dynamics. Based on a perturbation theory of the DMC, we obtain a Katz-like index to predict the spreading prevalence on the interconnected networks. This index predicts accurately the optimal interconnecting edge for better spreading over all parameter regions as tested on small networks. For large synthetic and real world networks, the method outperforms some heuristic strategies like connecting large degree or eigenvector centrality nodes. When λ is small, the three strategies give close performance, but for large λ, our method improves the two heuristic ones by several orders of magnitude. Apart from the accuracy in predicting the optimal edge, the dynamical Katz method also has a clear physical interpretation of how the optimal edge is chosen. As we only consider adding one interconnecting edge here, real world multilayer networks usually have multiple interconnecting edges. Note that Eq. (25) which connects the interconnections and spreading prevalence works for general interconnecting structures. This could possibly provide a starting point for optimizing over multiple edges. As in the paper we consider adding only one edge, the interconnection structure matrix C can be written as an outer product of two vec- tors. By applying the Sherman-Morrison formula, δP can be converted to a simple form that is easy to optimize. When consider adding multiple edges, the outer product decomposition of C does not work in general. How to find a simple way to optimize Eq. (25) in this case is not clear yet. Moreover, the perturbation method developed in the paper could also be extended to other types of networks (e.g., temporal networks) and spreading models (e.g., social contagions and cascading failures).
