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Abstract
We propose a new nonlinear factorization model for graphs
that are with topological structures, and optionally, node
attributes. This model is based on a pseudometric called
Gromov-Wasserstein (GW) discrepancy, which compares
graphs in a relational way. It estimates observed graphs as
GW barycenters constructed by a set of atoms with differ-
ent weights. By minimizing the GW discrepancy between
each observed graph and its GW barycenter-based estima-
tion, we learn the atoms and their weights associated with
the observed graphs. The model achieves a novel and flexi-
ble factorization mechanism under GW discrepancy, in which
both the observed graphs and the learnable atoms can be un-
aligned and with different sizes. We design an effective ap-
proximate algorithm for learning this Gromov-Wasserstein
factorization (GWF) model, unrolling loopy computations as
stacked modules and computing gradients with backpropaga-
tion. The stacked modules can be with two different archi-
tectures, which correspond to the proximal point algorithm
(PPA) and Bregman alternating direction method of multi-
pliers (BADMM), respectively. Experiments show that our
model obtains encouraging results on clustering graphs.
Introduction
As an important methodology for machine learning, fac-
torization models explore intrinsic structures of high-
dimensional observations explicitly, which have been widely
used in many learning tasks, e.g., data clustering (Ng, Jor-
dan, and Weiss 2002), dimensionality reduction (Cande`s et
al. 2011), recommendation systems (Wang and Blei 2011),
etc. In particular, factorization models decompose high-
dimensional observations into a set of atoms under specific
criteria and achieve their latent representations accordingly.
For each observation, its latent representation corresponds
to the coefficients associated with the atoms.1
However, most of the existing factorization models, such
as principal component analysis (PCA) (Pearson 1901),
nonnegative matrix factorization (NMF) (Sra and Dhillon
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1In this paper, we borrow the terms “atoms” and “coeffi-
cients” from a kind of factorization model called dictionary learn-
ing (Aharon, Elad, and Bruckstein 2006).
min d2gw(B({Uk}Kk=1, ; d2gw),C)
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Figure 1: An illustration of our Gromov-Wasserstein factorization
model. Each star indicates a graph. For each graph, the black curves
show its edges, and the dots with different colors are its nodes with
different attributes.
2006), and dictionary learning (Aharon, Elad, and Bruck-
stein 2006), are designed for vectorized samples with the
same dimension. They are inapplicable to structural data,
e.g., graphs and point clouds. For example, in the task of
graph clustering, the observed graphs are often with dif-
ferent numbers of nodes, and the correspondences between
their nodes are often unknown, i.e., the graphs are un-
aligned. These unaligned graphs cannot be represented as
vectors directly. Although many graph embedding methods
have been proposed for these years with the help of graph
neural networks (Kipf and Welling 2016; Ying et al. 2018),
they often require side information like node attributes and
labels, which may not be available in practice. Moreover,
without explicit factorization mechanisms, these methods
cannot find the atoms that can reconstruct observed graphs,
and thus, the graph embeddings derived by them are not so
interpretable as the latent representation derived by factor-
ization models. Therefore, it is urgent to build a flexible fac-
torization model applicable to structural data.
To overcome the challenges above, we propose a novel
Gromov-Wasserstein factorization (GWF) model based on
Gromov-Wasserstein (GW) discrepancy (Me´moli 2011;
Chowdhury and Me´moli 2018) and barycenters (Peyre´, Cu-
turi, and Solomon 2016). As illustrated in Fig. 1, for each
observed graph (i.e., the red star), our GWF model recon-
structs it based on a set of atoms (i.e., the orange stars cor-
responding to four graphs). The reconstruction (i.e., the blue
star) is the GW barycenter of the atoms that minimizes the
GW discrepancy to the observed graph. The weights of the
atoms (i.e., the blue arrows with different widths) formu-
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late the embedding of the observed graph. Learning GW
barycenters reconstructs graphs from atoms, and the GW
discrepancy provides a pseudometric to measure their re-
construction errors. We design an effective approximate al-
gorithm for learning the atoms and the graph embeddings
(the weights of the atoms), unrolling loopy computations
of GW discrepancy and barycenters and simplifying back-
propagation based on the envelope theorem (Afriat 1971).
The approximate algorithm can be implemented based on
either proximal point algorithm (PPA) (Xu, Luo, and Carin
2019) or Bregman alternating direction method of multipli-
ers (BADMM) (Wang and Banerjee 2014).
Our GWF model explicitly factorizes graphs into a set of
atoms. The atoms are shared by all observations while their
weights specialized for different individuals. This model has
several advantages. Firstly, it is with high flexibility. The ob-
served graphs, the atoms, and the GW barycenters can be
with different sizes, and their alignment is achieved by the
optimal transport corresponding to the GW discrepancy be-
tween them. Secondly, this model is compatible with exist-
ing models, which can be learned based on backpropaga-
tion and can be used as a structural regularizer in supervised
learning. In the aspect of data, this model is applicable no
matter whether the graphs are with node attributes or not.
Thirdly, the graph embeddings derived by our model is more
interpretable — they directly reflect the significance of the
atoms. To our knowledge, our work makes the first attempt
to establish an explicit factorization mechanism for graphs,
which extends traditional factorization models under GW
discrepancy. Experimental results show that the GWF model
achieves encouraging results in the task of graph clustering.
Proposed Model
In this work, we represent a graph as its adjacency ma-
trix C ∈ RN×N , whose elements are nonnegative. Op-
tionally, when the graph is with D-dimensional node at-
tributes, we represent its node attributes as a matrix F ∈
RN×D. Furthermore, for a graph we denote the empirical
distribution of its nodes as µ ∈ ∆N−1, where ∆N−1 =
{x = [xn] ∈ RN |xn ≥ 0, and
∑
k xk = 1} repre-
sents a (N − 1)-simplex. Following (Peyre´, Cuturi, and
Solomon 2016), we assume that the empirical distribution
is uniform, i.e., µ = 1N 1N .
2 Given a set of observations
{Ci ∈ [0,∞)Ni×Ni ,µi ∈ ∆Ni−1}Ii=1, we aim at design-
ing a factorization model with K atoms U1:K = {Uk =
[ukij ] ∈ [0,∞)Nk×Nk}Kk=1 and representing each observa-
tion Ci as an embedding vector λi = [λik] ∈ RK , such
that the element λik can be interpreted as the significance of
the k-th atom for the i-th observation. Here, we assume that
each λi is in a (K − 1)-simplex as well, i.e., λi ∈ ∆K−1
for i = 1, ..., I . It should be noted that generally for different
Ci and Cj , their nodes are unaligned and Ni 6= Nj .
Revisiting factorization models
Many existing factorization models assume that each vec-
torized data y ∈ RN can be represented as the weighted
2Our model is applicable for other distributions, e.g., the distri-
bution derived from node degree (Xu, Luo, and Carin 2019).
sum of K atoms, i.e., y =
∑
k λkak = Aλ, where
A = [ak] ∈ RN×K contains K atoms and λ = [λk] ∈ RK
is the latent representation of y. Given a set of observations
{yi}Ii=1, a straightforward method to learn a factorization
model is solving the following optimization problem:
min{A,λ1:I}∈Ω
∑I
i=1
dploss(Aλi,yi). (1)
Here, Ω represents the constraints on A and/or λ1:I .
dloss(·, ·) defines the distance between yi and its estimation
Aλi, which is used as the loss function, and p indicates
the order of dloss. This optimization problem can be spe-
cialized as many classical models: without any constraints,
PCA (Pearson 1901) sets dloss to Euclidean distance and
p = 2; robust PCA (Cande`s et al. 2011) sets dloss to l1-
norm and p = 1; NMF (Sra and Dhillon 2006) sets Ω to
the set of nonnegative matrices; the Wasserstein dictionary
learning (Rolet, Cuturi, and Peyre´ 2016) sets dloss to Wasser-
stein distance and Ω the set of the nonnegative matrices with
normalized columns.
Furthermore, when λ ∈ ∆K−1, the linear factorization
modelAλ corresponds to learning a barycenter of the atoms
in the Euclidean space, which can be rewritten as
b(A,λ; d22) := Aλ = arg miny
∑K
k=1
λk‖y − ak‖22. (2)
Here, y represents the variable of the optimization problem
and its optimal solution is Aλ (i.e., an estimation of yi in
(1)). Extending the Euclidean metric to other metrics, we
obtain nonlinear factorization models, i.e., b(A,λ; dqb) :=
miny
∑K
k=1 λkd
q
b(y,ak), where db(·, ·) is the metric used
to calculate barycenters and q is its order. For example, when
ak ∈ ∆N−1 for k = 1, ...,K and db is Wasserstein metric,
b(a1:K ,λ; d
q
b) corresponds to the Wasserstein factorization
models (Schmitz et al. 2018). In summary, many existing
factorization models are in the following framework:
min{A,λ1:I}∈Ω
∑I
i=1
dploss(b(A,λi; d
q
b),yi). (3)
Gromov-Wasserstein factorization
As aforementioned, when the observed data are graphs, i.e.,
replacing the vectors y1:I and the atomsA in (3) with graphs
C1:I and their atoms U1:K , respectively, the classic metrics
become inapplicable. In such a situation, we set the dloss and
db in (3) to GW discrepancy, denoted as dgw, and achieve
the proposed GWF model. The GW discrepancy is an exten-
sion of the Gromov-Wasserstein distance (Me´moli 2011) on
metric measure spaces:
Definition (Gromov-Wasserstein distance) Let (X, dX , uX)
and (Y, dY , uY ) be two metric measure spaces, where
(X, dX) is a compact metric space and uX is a Borel prob-
ability measure on X (with (Y, dY , uY ) defined in the same
way). For p ∈ [1,∞), the p-th order Gromov-Wasserstein
distance dgw(uX , uY ) is defined as
inf
pi∈Π(uX ,uY )
(∫∫
X×Y,X×Y
Lpx,y,x′,y′ dpi(x, y) dpi(x
′, y′)
) 1
p
,
where Lx,y,x′,y′ = |dX(x, x′) − dY (y, y′)| is the loss func-
tion and Π(uX , uY ) is the set of all probability measures on
X × Y with uX and uY as marginals.
The GW discrepancy is similar to the GW distance,
but it does not require the dX and the dY to be strict
metrics. Therefore, it defines a flexible pseudometric on
structural data like graphs (Chowdhury and Me´moli 2018;
Xu, Luo, and Carin 2019) and point clouds (Peyre´, Cuturi,
and Solomon 2016). In particular, given two graphs {Cs =
[csij ] ∈ RNs×Ns ,Ct = [cti′j′ ] ∈ RNt×Nt} and their empiri-
cal entity distributions {µs ∈ RNs ,µt ∈ RNt}, the order-2
GW discrepancy between them, denoted as dgw(Cs,Ct), is
defined as
min
T∈Π(µs,µt)
(∑Ns
i,j=1
∑Nt
i′,j′=1
|csij − cti′j′ |2Tii′Tjj′
) 1
2
, (4)
where Π(µs,µt) = {T ≥ 0|T1Nt = µs,T>1Ns = µt}.
The optimal T indicates the optimal transport between the
nodes of Cs and those of Ct. According to (Peyre´, Cuturi,
and Solomon 2016), we can rewrite (4) as
dgw(Cs,Ct) := min
T∈Π(µs,µt)
(〈Cst − 2CsTC>t , T 〉)
1
2 , (5)
where 〈·, ·〉 represents the inner product of matrices, Cst =
(Cs  Cs)µs1>Nt + 1Nsµ>t (Ct  Ct)> and  represents
the Hadamard product of matrices. The computation of the
GW discrepancy corresponds to an optimal transport prob-
lem. This problem can be solved iteratively by the entropic
regularization-based method (Peyre´, Cuturi, and Solomon
2016) or the proximal point algorithm (Xu, Luo, and Carin
2019).
Given K graphs {Uk}Kk=1 and their weights λ = [λk] ∈
∆K−1, we can naturally define their order-2 GW barycenter
based on the GW discrepancy in (5):
B(U1:K ,λ; d
2
gw) := arg min
B
∑
k
λkd
2
gw(B,Uk). (6)
According to the definition we can find that the computation
of the GW barycenter involves solving K optimal transport
problems iteratively (Peyre´, Cuturi, and Solomon 2016).
Plugging dgw into (3) and setting p = q = 2, we obtain
the proposed Gromov-Wasserstein factorization model:
min
U1:K≥0,λ1:I∈∆K−1
∑I
i=1
d2gw(B(U1:K ,λi; d
2
gw),Ci). (7)
In this model, each graphCi is estimated by a GW barycen-
ter of atoms U1:K . The weights associated with the atoms
formulate the embedding vector λi. Both the atoms and the
embeddings are learned to minimize the GW discrepancy
between the observed graphs and their GW barycenter-based
estimations. As aforementioned, we require the elements of
each atom to be nonnegative and make each embedding in a
(K − 1)-simplex.
As shown in Figure 1, this GWF model applies several
atoms to construct a collection of graphs, in which each
graph is a barycenter of the atoms. Each observed graph is
reconstructed by the most similar graph in the collection,
and the embedding vector λi corresponding to the recon-
structed graph indicates the significance of different atoms.
The embeddings of observed graphs can be used as fea-
tures for many downstream tasks, e.g., graph clustering. The
GWF model is very flexible — the atoms and the observed
graphs can be with different sizes. Differing from the graph
embedding methods in (Henaff, Bruna, and LeCun 2015;
Ying et al. 2018), the proposed GWF model does not rely
on any side information like labels of graphs in the learning
phase. Additionally, because of using an explicit factoriza-
tion mechanism, the proposed model has better interpretabil-
ity than many existing methods.
Learning Algorithm
Reformulation of the problem
Learning GWF models is challenging because (7) is
a highly-nonlinear constrained optimization problem. As
shown in (5, 6), the computation of the GW discrepancy and
that of the GW barycenter correspond to two optimization
problems, respectively, so the GWF model in (7) is a com-
plicated composition of multiple optimization tasks that are
with different variables. Facing such a difficult problem, we
reformulate it and simplify its computations.
Reparametrization of target variables To reformulate
(7) as an unconstrained problem, we further parametrize the
parameters U1:K and λ1:I as
ukij = f(v
k
ij), ∀k = 1, ...,K, ∀i, j = 1, ..., Nk,
λi = g(zi), ∀i = 1, ..., I.
(8)
where V1:K = {Vk = [vkij ] ∈ RNk×Nk}Kk=1 and z1:I =
{zi = [zik] ∈ RK} are new unconstrained parameters,
f(·) = ReLU(·) and g(·) = Softmax(·) are two functions
mapping the new parameters to the feasible domains of orig-
inal problem. Note that we use ReLU(·) to pursue atoms
with sparse edges. Accordingly, we use the zi as the embed-
ding of the graph Ci.
Unrolling loops For each Ci, the feedforward computa-
tion of its objective function in (7) corresponds to two steps:
i) solving K optimal transport problems iteratively to esti-
mate a GW barycenter; ii) solving one more optimal trans-
port problem to derive the GW discrepancy between the
GW barycenter and Ci. Each step contains loopy compu-
tations of optimal transport matrices. We unroll the loops
as stacked modules shown in Figure 2(a). Specifically, we
design a Gromov-Wasserstein discrepancy (GWD) module
with M layers to achieve an approximation of GW discrep-
ancy. Based on this GWD module, we further propose a GW
barycenter (GWB) module with L layers to obtain an ap-
proximation of GW barycenter. Figure 2(b) illustrates one
layer of the GWB module.
Based on these two modifications, we reformulate (7) as
min
V1:K ,z1:I
∑I
i=1
d2(M)gw (B
(L)(f(V1:K), g(zi); d
2
gw),Ci). (9)
Implementations of the modules
The GWD module is the backbone of our algorithm. In this
paper, we propose two options to implement this module.
This first one is the proximal point algorithm (PPA) in (Xu
et al. 2019; Xu, Luo, and Carin 2019). Given {Cs,µs} and
GWB 
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B(0)<latexit sha1_base64="uOR 7f5narib7Mr58TSWLh+EuzM8=">AAAB/XicbVBLSwMxGMzWV 62v9XHzEixCvZTdKiieil48VrAPaNeSzaZtaDZZkqxQl8W/4 sWDIl79H978N2bbPWjrQMgw831kMn7EqNKO820VlpZXVteK66 WNza3tHXt3r6VELDFpYsGE7PhIEUY5aWqqGelEkqDQZ6Ttj6 8zv/1ApKKC3+lJRLwQDTkdUIy0kfr2Qc8XLFCT0FzJVXqfVJ yTtG+XnaozBVwkbk7KIEejb3/1AoHjkHCNGVKq6zqR9hIkNcW MpKVerEiE8BgNSddQjkKivGSaPoXHRgngQEhzuIZT9fdGgkK VBTSTIdIjNe9l4n9eN9aDCy+hPIo14Xj20CBmUAuYVQEDKgn WbGIIwpKarBCPkERYm8JKpgR3/suLpFWruqfV2u1ZuX6Z11EE h+AIVIALzkEd3IAGaAIMHsEzeAVv1pP1Yr1bH7PRgpXv7IM/ sD5/AEgvlRM=</latexit>
T (0)<latexit sha1_base64="P2E GtQ+MSECnqEW1hGahMQpaggM=">AAAB/XicbVBLSwMxGMzWV 62v9XHzEixCvZTdKiieCl48VugL2rVks2kbmk2WJCvUZfGve PGgiFf/hzf/jdl2D9o6EDLMfB+ZjB8xqrTjfFuFldW19Y3iZm lre2d3z94/aCsRS0xaWDAhuz5ShFFOWppqRrqRJCj0Gen4k5 vM7zwQqajgTT2NiBeiEadDipE20sA+6vuCBWoamitppvdJxT lLB3bZqTozwGXi5qQMcjQG9lc/EDgOCdeYIaV6rhNpL0FSU8x IWurHikQIT9CI9AzlKCTKS2bpU3hqlAAOhTSHazhTf28kKFR ZQDMZIj1Wi14m/uf1Yj288hLKo1gTjucPDWMGtYBZFTCgkmD NpoYgLKnJCvEYSYS1KaxkSnAXv7xM2rWqe16t3V2U69d5HUVw DE5ABbjgEtTBLWiAFsDgETyDV/BmPVkv1rv1MR8tWPnOIfgD 6/MHY/WVJQ==</latexit> T (M)<latexit sha1_base64="yz9SF21AHNviotmAk4m5SF3lS+s="> AAAB/XicbVBLSwMxGMz6rPW1Pm5egkWol7JbBcVTwYsXoUJf0K4lm822odlkSbJCXRb/ihcPinj1f3jz35hte9DWgZBh5vvIZPyYUa Ud59taWl5ZXVsvbBQ3t7Z3du29/ZYSicSkiQUTsuMjRRjlpKmpZqQTS4Iin5G2P7rO/fYDkYoK3tDjmHgRGnAaUoy0kfr2Yc8XLFDj yFxpI7tPy7enWd8uORVnArhI3BkpgRnqffurFwicRIRrzJBSXdeJtZciqSlmJCv2EkVihEdoQLqGchQR5aWT9Bk8MUoAQyHN4RpO1N 8bKYpUHtBMRkgP1byXi/953USHl15KeZxowvH0oTBhUAuYVwEDKgnWbGwIwpKarBAPkURYm8KKpgR3/suLpFWtuGeV6t15qXY1q6MA jsAxKAMXXIAauAF10AQYPIJn8ArerCfrxXq3PqajS9Zs5wD8gfX5A5AjlUI=</latexit>
B(L)<latexit sha1_base64="XYKZzFokly5x/K3ZWmHbJrU IfWc=">AAAB/XicbVBLSwMxGMz6rPW1Pm5egkWol7JbBcVT0YsHDxXsA9q1ZLPZNjSbLElWqMviX/HiQRGv/g9v/hu zbQ/aOhAyzHwfmYwfM6q043xbC4tLyyurhbXi+sbm1ra9s9tUIpGYNLBgQrZ9pAijnDQ01Yy0Y0lQ5DPS8odXud96I FJRwe/0KCZehPqchhQjbaSevd/1BQvUKDJXepndp+Wb46xnl5yKMwacJ+6UlMAU9Z791Q0ETiLCNWZIqY7rxNpLkdQ UM5IVu4kiMcJD1CcdQzmKiPLScfoMHhklgKGQ5nANx+rvjRRFKg9oJiOkB2rWy8X/vE6iw3MvpTxONOF48lCYMKgFz KuAAZUEazYyBGFJTVaIB0girE1hRVOCO/vledKsVtyTSvX2tFS7mNZRAAfgEJSBC85ADVyDOmgADB7BM3gFb9aT9W K9Wx+T0QVrurMH/sD6/AFy15Uv</latexit>
d(M)gw (B
(L),Ci)
<latexit sha1_base64="IPkQ6DtohZK9UN0GIEfMcJMrx8E =">AAACHXicbVDLSsNAFJ34rPUVdelmsAgtSElqQXFV7MaFQgX7gDaGyWTaDp08mJkoJeRH3Pgrblwo4sKN+DdO2ixq64FhD ufcy733OCGjQhrGj7a0vLK6tp7byG9ube/s6nv7LRFEHJMmDljAOw4ShFGfNCWVjHRCTpDnMNJ2RvXUbz8QLmjg38lxSCwPD XzapxhJJdl61bXjwWNyHxdvSkmx5wTMFWNPffFlKl6XkhM4q9YTm5ZsvWCUjQngIjEzUgAZGrb+1XMDHHnEl5ghIbqmEUorR lxSzEiS70WChAiP0IB0FfWRR4QVT65L4LFSXNgPuHq+hBN1tiNGnki3U5UekkMx76Xif143kv1zK6Z+GEni4+mgfsSgDGAaF XQpJ1iysSIIc6p2hXiIOMJSBZpXIZjzJy+SVqVsnpYrt9VC7SKLIwcOwREoAhOcgRq4Ag3QBBg8gRfwBt61Z+1V+9A+p6VLW tZzAP5A+/4Fk36iLw==</latexit>
Ci
<latexit sha1_base64="hRVzbzcztiavhzqWzYgh8Cak55g =">AAAB+XicbVDLSsNAFL3xWesr6tLNYBFclaQKiqtCNy4r2Ae0IUwmk3boZBJmJoUS+iduXCji1j9x5984abPQ1gPDHM65lz lzgpQzpR3n29rY3Nre2a3sVfcPDo+O7ZPTrkoySWiHJDyR/QArypmgHc00p/1UUhwHnPaCSavwe1MqFUvEk56l1IvxSLCIEa yN5Nv2MEh4qGaxufLW3Ge+XXPqzgJonbglqUGJtm9/DcOEZDEVmnCs1MB1Uu3lWGpGOJ1Xh5miKSYTPKIDQwWOqfLyRfI5ujR KiKJEmiM0Wqi/N3IcqyKcmYyxHqtVrxD/8waZju68nIk001SQ5UNRxpFOUFEDCpmkRPOZIZhIZrIiMsYSE23KqpoS3NUvr5Nu o+5e1xuPN7XmfVlHBc7hAq7AhVtowgO0oQMEpvAMr/Bm5daL9W59LEc3rHLnDP7A+vwB/qWT3Q==</latexit>
(a) Stacked computational modules
GWD
M-Layer
GWD
M-Layer
GWD
M-Layer
: Av
er
ag
e
B(l)<latexit sha1_base64="in Liay9OJqcF4ehlDA+w+bLi2ZE=">AAAB/XicbVBLSwMxGMzW V62v9XHzEixCvZTdKiieil48VrAPaNeSzaZtaDZZkqxQl8W /4sWDIl79H978N2bbPWjrQMgw831kMn7EqNKO820VlpZXVt eK66WNza3tHXt3r6VELDFpYsGE7PhIEUY5aWqqGelEkqDQZ6 Ttj68zv/1ApKKC3+lJRLwQDTkdUIy0kfr2Qc8XLFCT0FzJV XqfVNhJ2rfLTtWZAi4SNydlkKPRt796gcBxSLjGDCnVdZ1I ewmSmmJG0lIvViRCeIyGpGsoRyFRXjJNn8JjowRwIKQ5XMOp +nsjQaHKAprJEOmRmvcy8T+vG+vBhZdQHsWacDx7aBAzqAX MqoABlQRrNjEEYUlNVohHSCKsTWElU4I7/+VF0qpV3dNq7f asXL/M6yiCQ3AEKsAF56AObkADNAEGj+AZvII368l6sd6tj9 lowcp39sEfWJ8/o5eVTw==</latexit>
B(l+1)<latexit sha1_base64="Jlgf/Vg0GVsYnrzhtgAFHkv5R4 M=">AAAB/3icbVBLSwMxGMzWV62vVcGLl2ARKkLZrYLiqejFYwX7gHYt2WzahmaTJckKZd2Df8WLB0W8+je8+W/MtnvQ6kD IMPN9ZDJ+xKjSjvNlFRYWl5ZXiqultfWNzS17e6elRCwxaWLBhOz4SBFGOWlqqhnpRJKg0Gek7Y+vMr99T6Sigt/qSUS8E A05HVCMtJH69l7PFyxQk9BcyWV6l1TYsXuU9u2yU3WmgH+Jm5MyyNHo25+9QOA4JFxjhpTquk6kvQRJTTEjaakXKxIhPEZD 0jWUo5AoL5nmT+GhUQI4ENIcruFU/bmRoFBlEc1kiPRIzXuZ+J/XjfXg3Esoj2JNOJ49NIgZ1AJmZcCASoI1mxiCsKQmK8Q jJBHWprKSKcGd//Jf0qpV3ZNq7ea0XL/I6yiCfXAAKsAFZ6AOrkEDNAEGD+AJvIBX69F6tt6s99lowcp3dsEvWB/fiMGVv w==</latexit>
T
(l+1)
1<latexit sha1_base64="RRskV6RQLxRbP3nYNWkDhV5PEr M=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBahIpSkCrosuHFZoS9oY5hMJu3QSSbMTIQSAm78FTcuFHHrT7jzb5y0WWjrgWE O59zLvfd4MaNSWda3UVpZXVvfKG9WtrZ3dvfM/YOu5InApIM546LvIUkYjUhHUcVIPxYEhR4jPW9yk/u9ByIk5VFbTWPih GgU0YBipLTkmkdDjzNfTkP9pe3MTe3sPq2xc/ssc82qVbdmgMvELkgVFGi55tfQ5zgJSaQwQ1IObCtWToqEopiRrDJMJIkR nqARGWgaoZBIJ53dkMFTrfgw4EK/SMGZ+rsjRaHM19SVIVJjuejl4n/eIFHBtZPSKE4UifB8UJAwqDjMA4E+FQQrNtUEYUH 1rhCPkUBY6dgqOgR78eRl0m3U7Yt64+6y2mwUcZTBMTgBNWCDK9AEt6AFOgCDR/AMXsGb8WS8GO/Gx7y0ZBQ9h+APjM8fr 1CXeQ==</latexit>
T
(l+1)
2<latexit sha1_base64="KD5lHXVwjdRsacU5F0v3B1GDMW M=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBahIpQkCrosuHFZoS9oY5hMJu3QSSbMTIQSAm78FTcuFHHrT7jzb5y0XWjrgWE O59zLvff4CaNSWda3UVpZXVvfKG9WtrZ3dvfM/YOO5KnApI0546LnI0kYjUlbUcVILxEERT4jXX98U/jdByIk5XFLTRLiR mgY05BipLTkmUcDn7NATiL9Za3cy5z8Pquxc/ss98yqVbemgMvEnpMqmKPpmV+DgOM0IrHCDEnZt61EuRkSimJG8soglSRB eIyGpK9pjCIi3Wx6Qw5PtRLAkAv9YgWn6u+ODEWyWFNXRkiN5KJXiP95/VSF125G4yRVJMazQWHKoOKwCAQGVBCs2EQThAX Vu0I8QgJhpWOr6BDsxZOXScep2xd15+6y2nDmcZTBMTgBNWCDK9AAt6AJ2gCDR/AMXsGb8WS8GO/Gx6y0ZMx7DsEfGJ8/s N2Xeg==</latexit>
T
(l+1)
K
<latexit sha1_base64="fuCKMbT5rVkDGvqkDGHhTvi2u+ k=">AAACA3icbVDLSsNAFJ3UV62vqDvdDBahIpSkCrosuBHcVOgL2hgmk0k7dJIJMxOhhIAbf8WNC0Xc+hPu/BsnbRZaPTD M4Zx7ufceL2ZUKsv6MkpLyyura+X1ysbm1vaOubvXlTwRmHQwZ1z0PSQJoxHpKKoY6ceCoNBjpOdNrnK/d0+EpDxqq2lMn BCNIhpQjJSWXPNg6HHmy2mov7SduelNdpfW2Kl9krlm1apbM8C/xC5IFRRouebn0Oc4CUmkMENSDmwrVk6KhKKYkawyTCSJ EZ6gERloGqGQSCed3ZDBY634MOBCv0jBmfqzI0WhzNfUlSFSY7no5eJ/3iBRwaWT0ihOFInwfFCQMKg4zAOBPhUEKzbVBGF B9a4Qj5FAWOnYKjoEe/Hkv6TbqNtn9cbtebXZKOIog0NwBGrABhegCa5BC3QABg/gCbyAV+PReDbejPd5ackoevbBLxgf3 9eil5M=</latexit>
T
(l)
1<latexit sha1_base64="ra SXBoYr1ODpGlcOtKtx35nTY9c=">AAAB/3icbVDNS8MwHE39 nPOrKnjxEhzCvIx2CnocePE4YV+w1ZKm6RaWJiVJhVF78F/ x4kERr/4b3vxvTLcddPNByOO934+8vCBhVGnH+bZWVtfWNz ZLW+Xtnd29ffvgsKNEKjFpY8GE7AVIEUY5aWuqGeklkqA4YK QbjG8Kv/tApKKCt/QkIV6MhpxGFCNtJN8+HgSChWoSmytr5 b57n1XZee7bFafmTAGXiTsnFTBH07e/BqHAaUy4xgwp1Xed RHsZkppiRvLyIFUkQXiMhqRvKEcxUV42zZ/DM6OEMBLSHK7h VP29kaFYFRHNZIz0SC16hfif1091dO1llCepJhzPHopSBrW ARRkwpJJgzSaGICypyQrxCEmEtamsbEpwF7+8TDr1mntRq9 9dVhr1eR0lcAJOQRW44Ao0wC1ogjbA4BE8g1fwZj1ZL9a79T EbXbHmO0fgD6zPH/EVlf0=</latexit>
T
(l)
2<latexit sha1_base64="dA mF0ELOa8J4ug6gJDQnzEp9gjE=">AAAB/3icbVDNS8MwHE39 nPOrKnjxUhzCvIy2CnocePE4YV+w1ZKm6RaWJiVJhVF78F/ x4kERr/4b3vxvTLcedPNByOO934+8vCChRCrb/jZWVtfWNz YrW9Xtnd29ffPgsCt5KhDuIE656AdQYkoY7iiiKO4nAsM4oL gXTG4Kv/eAhSSctdU0wV4MR4xEBEGlJd88HgachnIa6ytr5 757n9Xpee6bNbthz2AtE6ckNVCi5Ztfw5CjNMZMIQqlHDh2 orwMCkUQxXl1mEqcQDSBIzzQlMEYSy+b5c+tM62EVsSFPkxZ M/X3RgZjWUTUkzFUY7noFeJ/3iBV0bWXEZakCjM0fyhKqaW 4VZRhhURgpOhUE4gE0VktNIYCIqUrq+oSnMUvL5Ou23AuGu 7dZa3plnVUwAk4BXXggCvQBLegBToAgUfwDF7Bm/FkvBjvxs d8dMUod47AHxifP/Kflf4=</latexit>
T
(l)
K
<latexit sha1_base64="1q g1wRbCpC7MZ5tBIgm6pBDAacI=">AAAB/3icbVDNS8MwHE3n 15xfVcGLl+IQ5mW0U9DjwIvgZcK+YKslTdMtLE1Kkgqj9uC /4sWDIl79N7z535huPejmg5DHe78feXl+TIlUtv1tlFZW19 Y3ypuVre2d3T1z/6AreSIQ7iBOuej7UGJKGO4ooijuxwLDyK e450+uc7/3gIUknLXVNMZuBEeMhARBpSXPPBr6nAZyGukrb Wfe7X1ao2eZZ1btuj2DtUycglRBgZZnfg0DjpIIM4UolHLg 2LFyUygUQRRnlWEicQzRBI7wQFMGIyzddJY/s061ElghF/ow Zc3U3xspjGQeUU9GUI3lopeL/3mDRIVXbkpYnCjM0PyhMKG W4lZehhUQgZGiU00gEkRntdAYCoiUrqyiS3AWv7xMuo26c1 5v3F1Um42ijjI4BiegBhxwCZrgBrRAByDwCJ7BK3gznowX49 34mI+WjGLnEPyB8fkDGSiWFw==</latexit>
ReLU(V 1)
<latexit sha1_base64="+UcPlD4bhrjC4QFMEyy5TZ87Bq 0=">AAACg3icdVFdb9MwFHXCBqMbUOCRF2vVpiFQSbKwbkhIk3jZwx4Got2kJqoc97az5nzIvkFUlv8IP4s3/g1OFqRR2JE sH99zj+/1dVZJoTEIfnn+g43Nh4+2Hve2d548fdZ//mKiy1pxGPNSluoqYxqkKGCMAiVcVQpYnkm4zG4+NfrlN1BalMVXX FWQ5mxZiIXgDF1o1v9hkvaSqVpmqQmGQYu3/xCbIHxH8wXOx/bArplOjo+i+KjNHYVR2JBoFB/GNslKOder3G1mYmcmtOvW e+u9trP+IOxO1NVwGMUdOQnpH2lAOlzM+j+TecnrHArkkmk9DYMKU8MUCi7B9pJaQ8X4DVvC1NGC5aBT07Zj6Z6LzOmiVG4 VSNvoXYdhuW5e4jJzhtd6XWuC/9OmNS6OUyOKqkYo+G2hRS0plrT5EDoXCjjKlSOMK+F6pfyaKcbRfVvv7hDuJ5NoGB4O3 3+OB6cfunFskVdklxyQkIzIKTkjF2RMuEe8fe+dF/ib/hs/8uPbVN/rPC/JX/A//gYmn7gS</latexit>
ReLU(V 2)
<latexit sha1_base64="w9eIDM/zIT+7uoXO1Mvlg3a2ih s=">AAACg3icdVFdb9MwFHXCBqMbUOCRF2vVpiFQSbKwbkhIk3jZwx4Got2kJqoc97az5nzIvkFUlv8IP4s3/g1OFqRR2JE sH99zj+/1dVZJoTEIfnn+g43Nh4+2Hve2d548fdZ//mKiy1pxGPNSluoqYxqkKGCMAiVcVQpYnkm4zG4+NfrlN1BalMVXX FWQ5mxZiIXgDF1o1v9hkvaSqVpmqQmGQYu3/xCbIHxH8wXOx/bArplOjo+i+KjNHYVR2JBoFB/GNslKOder3G1mYmcmsuvW e+u9trP+IOxO1NVwGMUdOQnpH2lAOlzM+j+TecnrHArkkmk9DYMKU8MUCi7B9pJaQ8X4DVvC1NGC5aBT07Zj6Z6LzOmiVG4 VSNvoXYdhuW5e4jJzhtd6XWuC/9OmNS6OUyOKqkYo+G2hRS0plrT5EDoXCjjKlSOMK+F6pfyaKcbRfVvv7hDuJ5NoGB4O3 3+OB6cfunFskVdklxyQkIzIKTkjF2RMuEe8fe+dF/ib/hs/8uPbVN/rPC/JX/A//gYoT7gT</latexit>
ReLU(V K)
<latexit sha1_base64="9qqNSghWAtWcpZSHBYW2pC3Nuy 0=">AAACg3icdVFdb9MwFHUyBlv5KuNxLxYVaAjUJVlYN6RJk/aCBA8D0W5SE1WOe9tZcz5k3yAqy3+En8Ub/wYnC9Io7EiW j++5x/f6Oquk0BgEvzx/497m/Qdb272Hjx4/edp/tjPRZa04jHkpS3WZMQ1SFDBGgRIuKwUszyRcZNdnjX7xDZQWZfEVVxW kOVsWYiE4Qxea9X+YpL1kqpZZaoJh0OLtP8QmCN/RfIFPY7tn10zHR4dRfNjmjsIobEg0ig9im2SlnOtV7jYzsTPz0a5b76 z32s76g7A7UVfDYRR35Dikf6QB6XA+6/9M5iWvcyiQS6b1NAwqTA1TKLgE20tqDRXj12wJU0cLloNOTduOpS9dZE4XpXKrQN pGbzsMy3XzEpeZM7zS61oT/J82rXFxlBpRVDVCwW8KLWpJsaTNh9C5UMBRrhxhXAnXK+VXTDGO7tt6t4dwN5lEw/Bg+O5zP Dh9341ji+ySF2SPhGRETskHck7GhHvEe+Xte4G/6b/xIz++SfW9zvOc/AX/5DdSf7gs</latexit>
Softmax(zi)
<latexit sha1_base64="IfBKcYvJBTPZ4pMtTkMX4oasJko=">AAAChHicdVHBT uMwEHUCC6UsUODIxaJCy0qoStpA4bJCcOEIggJSE1WO6xQLJ47sCWqJ8iX7V9z4G5wQJOguT7L8PG+eZzwOU8E1OM6rZS8s/lhabqw0V3+urW+0NrdutcwUZQMqhVT3I dFM8IQNgINg96liJA4Fuwsfz0v97okpzWVyA7OUBTGZJDzilIAJjVp/c7+6ZKgmYZA7HafCwT+k8IFNIb+WEcRkWuwXc76T46Oud1Sl992uW5Ju3+t5hR9KMdaz2Gz5c zHi88ZvC/4uRq22W5+wqWDQ92py4uIPqY1qXI5aL/5Y0ixmCVBBtB66TgpBThRwKljR9DPNUkIfyYQNDU1IzHSQV+0UeM9ExjiSyqwEcBX97MhJrMt3mMyYwIOe18rg/7 RhBtFxkPMkzYAl9L1QlAkMEpc/gsdcMQpiZgihipteMX0gilAw/9b8PITvyW234/Y6h1de+/SsHkcD7aBdtI9c1Een6AJdogGilmX9shzLtZfsA7tnH76n2lbt2UZfYP 95AyZQuRI=</latexit>
(b) One layer of the GW barycenter module
Figure 2: (a) The stacked modules for learning GWF models. (b)
One layer of the GWB module. In each figure, the red arrows rep-
resent the paths used for both feedforward computation and back-
propagation, while the black ones are just for feedforward com-
putation. The GWD corresponds to Algorithms 1 and 2, the GWB
corresponds to Algorithm 3, and the GWD loss corresponds to (12).
Algorithm 1 GWD(M)PPA (Cs,Ct)
1: Cst = (Cs Cs)1µ>t + µs1>(Ct Ct)>
2: T (0) = µsµ>t , a = µs
3: for m = 0, ...,M − 1
4: Φ = exp(− 1
γ
(Cst − 2CsT (m)C>t )) T (m).
5: b = µt
Φ>a , a =
µs
Φb
, and T (m+1) = diag(a)Φdiag(b).
6: return T (M)
{Ct,µt}, the PPA solve (5) iteratively. In each iteration, it
solves the following problem:
T (m+1) = arg minT∈Π(µs,µt)〈Cst − 2CsT (m)C>t ,T 〉
+ γKL(T ‖T (m)),
where KL(T ‖T (m)) computes the KL-divergence between
the optimal transport matrix and its previous estimation.
We solve this problem approximately by one-step Sinkhorn-
Knopp update (Sinkhorn and Knopp 1967; Xu, Luo, and
Carin 2019). After M iterations, we derive the M -step ap-
proximation of the optimal transport matrix. Accordingly,
we show the scheme of the PPA-based GWD module in
Algorithm 1. This method is based on the work in (Xu et
al. 2019), which replaces the entropy regularizer in (Peyre´,
Cuturi, and Solomon 2016) with a KL divergence. Accord-
ing to (Xu et al. 2019; Xu, Luo, and Carin 2019), the PPA
outperforms the entropic GW method (Peyre´, Cuturi, and
Solomon 2016) on both stability and convergence.
Besides the PPA-based GWD module, we propose a dif-
ferent kind of GWD module based on the Bregman alternat-
ing direction method of multipliers (BADMM) (Wang and
Banerjee 2014). Specifically, introducing an auxiliary vari-
able S, we rewrite (5) as
minT∈Π(µs,·),S∈Π(·,µt),T=S〈Cst − 2CsSC>t , T 〉, (10)
Algorithm 2 GWD(M)BADMM(Cs,Ct)
1: Cst = (Cs Cs)1µ>t + µs1>(Ct Ct)>
2: T (0) = µsµ>t , Z = 0.
3: for m = 0, ...,M − 1
4: Φ1 = exp( 1γ (2C
>
s T
(m)Ct +Z)) T (m).
5: S = Φ1diag( µtΦ>1 1
).
6: Φ2 = exp(− 1γ (Cst − 2CsSC>t +Z)) S.
7: T (m+1) = diag( µs
Φ21
)Φ2.
8: Z = Z + γ(T (m+1) − S).
9: return T (M)
where Π(µs, ·) = {T ≥ 0 | T1M = µs} and Π(·,µt) =
{T ≥ 0 | T>1N = µt}. We further introduce a dual vari-
able Z and solve (10) by the following three steps (Wang
and Banerjee 2014; Ye et al. 2017).
T (m+1) = arg minT∈Π(µs,·)〈Cst − 2CsS(m)C>t ,T 〉
+ 〈Z(m),T − S(m)〉+ γKL(T ‖S(m)),
S(m+1) = arg minS∈Π(·,µt)〈−2C>s T (m+1)Ct,S〉
+ 〈Z(m),T (m+1) − S〉+ γKL(S‖T (m+1)),
Z(m+1) =Z(m) + γ(T (m+1) − S(m+1)).
(11)
Accordingly, Algorithm 2 gives the scheme of the BADMM-
based GWD module.
The BADMM algorithm is originally designed for com-
puting Wasserstein distance (Wang and Banerjee 2014;
Ye et al. 2017). To our knowledge, our work is the first at-
tempt to apply BADMM to compute the GW discrepancy.
We test these two GWD modules on synthetic graphs and
find that they are suitable for different scenarios. In partic-
ular, we synthesize 100 pairs of undirected graphs and 100
pairs of directed graphs, respectively. Each graph is with 100
nodes. The directed graphs are generated based on Baraba´si-
Albert (BA) model (Baraba´si and others 2016). For each di-
rected graph, we add its adjacency matrix to its transpose
and derive an undirected graph accordingly. For each pair
of graphs, we apply our GWD modules to compute the GW
discrepancy between the two graphs, and then, we calculate
the mean and the standard deviation of the GW discrepancy
in each step. The comparisons for the PPA-based module
and the BADMM-based module are shown in Figures 3(a)
and 3(b). The PPA-based module requires fewer steps than
the BADMM-based module to converge to a stable optimal
transport matrix for both undirected and directed graphs.
However, the BADMM-based module can achieve smaller
GW discrepancy when applying to directed graphs. In other
words, we need to select different GWD modules according
to the structures of observed graphs and the practical con-
straints on computational complexity.
The GWB module is implemented based on the GWD
modules. As shown in Algorithm 3, given an initial GW
barycenterB(0) and its empirical distribution µb, we obtain
a L-step approximation of GW barycenter and the optimal
transport matrices between the barycenter and the atoms. In
particular, we calculate the GW barycenter via alternating
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Figure 3: Comparisons for PPA and BADMM.
Algorithm 3 GWB(L)(U1:K ,λ,B(0),µb)
1: for l = 0, ..., L− 1
2: for k = 1, ...,K
3: T (l+1)k = GWD
(M)(B(l),Uk).
4: B(l+1) = 1
µbµ
>
b
∑K
k=1 λkT
(l+1)
k Uk(T
(l+1)
k )
>.
5: return B(L), T (L)1:K
optimization: 1) update the optimal transports between the
atoms and the barycenter; and 2) update the barycenter ac-
cordingly. Figure 2(b) illustrates one step of the GWB mod-
ule (i.e., the lines 2-4 in Algorithm 3), where T (l)k is the esti-
mated optimal transport in the l-th step of the GWB module.
We update it by calling a GWD-module with M inner itera-
tions, and the output is denoted as T (l+1)k .
Envelope theorem-based backpropagation
Given the modules proposed above, we can compute
d
2(M)
gw (B(L)(f(V1:K), g(zi); d
2
gw),Ci) easily and apply
backpropagation to update variables V1:K and z1:L. Here,
we take advantage of the envelope theorem (Afriat 1971) to
simplify the computation of backpropagation. In particular,
we compute each optimal transport matrix, i.e., the T (L)1:K
used to calculate the GW barycenter and the T (M) between
the GW barycenter and the observed graph, based on current
parameters. Accordingly, the objective function becomes
d2(M)gw (B
(L)(f(V1:K), g(zi); d
2
gw),Ci)
= 〈Cst − 2B(L)T (M)C>i , T (M)〉
(12)
where
Cst = (B
(L) B(L))µb1>Ni + 1Niµ>i (Ci Ci)>,
B(L) =
1
µbµ>b
∑K
k=1
gk(zi)T
(L)
k f(Vk)(T
(L)
k )
>.
(13)
Based on the envelope theorem above, we calculate the gra-
dient of (12) with fixed optimal transport matrices. The gra-
dients for the optimal transport matrices can be ignored
when applying backpropagation, which improves the effi-
ciency of our algorithm significantly. In summary, we learn
our GWF model by Algorithm 4.
Algorithm 4 Learning GWF models
Require: A dataset D = {Ci,µi}Ii=1.
1: Initialize atoms V1:K and z1:I randomly.
2: Set the node distributions of atoms as uniform distributions.
3: For epoch = 1, 2, ...
4: For i = 1, ..., I
5: InitializeB(0) = Ci, µb = µi.
6: B(L),T (L)1:K=GWB
(L)(f(V1:K), g(zi),B
(0),µb).
7: T (M) = GWD(M)(B(L),Ci).
8: Get d2(M)gw (B(L)(f(V1:K), g(zi); d2gw),Ci) via (12).
9: Update V1:K and zi via backpropagation.
10: return V1:K and z1:I .
Extensions
Given more side information, we can extend our GWF mod-
els to more complicated scenarios.
Learning with labels When some graphs are labeled, we
can achieve semi-supervised learning of our GWF model by
adding a label-related loss:
min
V1:K ,z1:I ,φ
∑I
i=1
d2(M)gw (B
(L)(f(V1:K), g(zi); d
2
gw),Ci)
+ β
∑
i∈Dl
loss(φ(zi), li).
(14)
Here, loss(φ(zi), li) represents the label-related loss, where
li is the label of the i-th graph and φ(·) is a learnable func-
tion mapping the embedding zi to the label space. A typical
choice of the loss is CrossEntropy(MLP(zi)), li).
Learning with node attributes Sometimes the nodes of
each graph are associated with vectorized features. In such a
situation, the observations are {Ci,µi,Fi}Ii=1, where Fi ∈
RNi×D represents the features of nodes. Accordingly, the
atoms of our GWF model becomes {U1:K ,H1:K}, where
Uk ∈ [0,∞)Nk×Nk is the adjacency matrix of the k-th
atom andHk ∈ RNk×D represents the features of its nodes.
To learn this GWF model, we can replace the GW discrep-
ancy with the fused Gromov-Wasserstein (FGW) discrep-
ancy in (Vayer et al. 2019a): for two graphs {Cs,µs,Fs}
and {Ct,µt,Ft}, their FGW discrepancy is
dfgw({Cs,Fs}, {Ct,Ft})
= minT∈Π(µs,µt)(〈Cst − 2CsTCTt +D,T 〉)
1
2 ,
(15)
whereD = (FsFs)1D1>Nt+1Ns1>D(FtFt)>−2FsF>t
is the Euclidean distance matrix computed based on features.
We can approximate the FGW discrepancy by our GWD
modules as well — just replace the line 1 in Algorithm 1
(or Algorithm 2) withCst = (CsCs)1µ>t +µs1>(Ct
Ct)
> +D. Similar to (12), the loss function becomes
d
2(M)
fgw ({B(L),F (L)b }, {Ci,Fi})
= 〈Cst − 2B(L)T (M)C>i +D(L), T (M)〉,
(16)
where the new terms are
D(L) =(F
(L)
b  F (L)b )1D1>Ni + 1Ni1>D(Fi  Fi)>
− 2F (L)b F>i ,
F
(L)
b =
1
µb1>D
∑K
k=1
gk(zi)T
(L)
k Hk.
(17)
Related Work
GW discrepancy and its applications
As a pseudometric of structural data like graphs, GW dis-
crepancy (Chowdhury and Me´moli 2018) has been applied
to many problems, e.g., registering 3D point clouds (Me´moli
2011), aligning protein networks of different species (Xu,
Luo, and Carin 2019), and matching vocabulary sets of dif-
ferent languages (Alvarez-Melis and Jaakkola 2018). For
the graphs with node attributes, the work in (Vayer et
al. 2019a) proposes FGW discrepancy, which combines
the GW discrepancy between graph structures with the
Wasserstein discrepancy (Villani 2008) between node at-
tributes. GW barycenters are proposed in (Peyre´, Cuturi,
and Solomon 2016), achieving the interpolation of multi-
ple graphs. Recently, GW discrepancy is applied as objec-
tive functions when learning machine learning models. The
work in (Bunne et al. 2019) trains coupled generative mod-
els in incomparable spaces by minimizing the GW discrep-
ancy between their samples. The work in (Xu et al. 2019)
learns node embeddings for unaligned pairwise graphs based
on their GW discrepancy. Most of the existing works calcu-
late GW discrepancy by Sinkhorn iterations(Sinkhorn and
Knopp 1967), whose complexity per iteration is O(N3) for
the graphs with N nodes. The high computational complex-
ity limits the applications of GW discrepancy. These years,
many variants of GW discrepancy have been proposed,
e.g., the recursive GW discrepancy (Xu, Luo, and Carin
2019), and the sliced GW discrepancy (Vayer et al. 2019b).
Although these works have achieved encouraging results
in many tasks, none of them consider building Gromov-
Wasserstein factorization models as we do.
Graph clustering methods
Graph clustering is significant for many practical applica-
tions, e.g., molecules modeling (Borgwardt et al. 2005) and
social network analysis (Yanardag and Vishwanathan 2015).
Different from graph partitioning, which finds clusters of
nodes in a graph, graph clustering aims at finding clusters
for different graphs. The key to this problem is embedding
unaligned graphs. Many methods have been proposed to at-
tack this problem, and most of them can be categorized into
kernel-based methods, e.g., the Weisfeiler-Lehman kernel
in (Vishwanathan et al. 2010). In principle, these methods it-
eratively aggregate node features according to the topology
of the graphs. Recently, such a strategy becomes learnable
with the help of graph convolutional networks (GCNs) (Kipf
and Welling 2016). Many GCN-based methods have been
proposed to embed graphs, e.g., the large-scale embedding
method in (Nie, Zhu, and Li 2017), and the hierarchical em-
bedding method in (Ying et al. 2018). However, these meth-
ods rely on the labels and the attributes of nodes, which
are often inapplicable for unsupervised learning. Moreover,
the embeddings achieved by them are often with low inter-
pretability because of their deep and highly-nonlinear pro-
cesses. Besides the methods above, the GW discrepancy-
based methods in (Peyre´, Cuturi, and Solomon 2016; Vayer
et al. 2019a) provide another strategy — learning a distance
matrix for graphs based on their pairwise (fused) GW dis-
crepancy and applying spectral clustering accordingly. This
strategy is feasible even if the side information of nodes is
not available, but its computational complexity is very high.
Compared with the methods above, our GWF model pro-
vides another strategy to embed graphs in a scalable and
theoretically-supportive way and make the embeddings in-
terpretable in the framework of factorization models.
Experiments
To demonstrate the usefulness of our GWF model, we test
it on four graph datasets and compare it with state-of-the-art
methods on graph clustering. When implementing our GWF
model, we set its hyperparameters as follows: the number of
atoms is K = 30; the number of layers in the GWD module
is M = 50; the weight of regularizer γ is 0.01 for the PPA-
based GWD module and 1 for the BADMM-based GWD
module; the number of layers in the GWB module is L = 2.
For the graph data without node attributes, the parameters
of our GWF model involve V1:K and z1:I . For the graph
data with node attributes, we will further learn node em-
beddings of the atoms, i.e., H1:K . We use Adam (Kingma
and Ba 2014) to train our GWF model. The learning rate
of our algorithm is 0.05, and the number of epochs is 10.
To accelerate the convergence of our algorithm, we apply a
warm-start strategy: we randomly select K observed graphs
as initial atoms. For each atom, the number of its nodes is
equal to that of the selected graph. The code is at https:
//github.com/HongtengXu/Relational-Factorization-Model.
Graph clustering
We consider four commonly-used graph datasets (Kersting
et al. 2016) in our experiments: the AIDS (Riesen and Bunke
2008), the PROTEIN dataset and its full version PROTEIN-
F (Borgwardt et al. 2005), and the IMDB-B (Yanardag and
Vishwanathan 2015). For each dataset, their graphs are cat-
egorized into two classes. The graphs in AIDS, PROTEIN,
and PROTEIN-F represent molecules or proteins, which are
with node attributes. The dimensions of the node attributes
are 4 for AIDS, 1 for PROTEIN, and 29 for PROTEIN-F.
The graphs in IMDB-B represent user interactions in so-
cial networks, which merely contain topological informa-
tion. We show the details of the datasets in Table 1.
We apply various methods to cluster the graphs in each
dataset and compare their performance in the aspect of clus-
tering accuracy. For each dataset, we train a GWF model
and applying K-means to learned embeddings z1:I . Besides
our GWF model, we consider two state-of-the-art methods
as our baselines. The first is the fused Gromov-Wasserstein
kernel method (FGWK) in (Vayer et al. 2019a). Given N
graphs, the FGWK method computes their pairwise fused
GW discrepancy and construct a N × N kernel matrix
exp(−dfgw/β).3 Applying spectral clustering to the kernel
matrix, we can cluster observed graphs into two clusters.
When the node attributes are unavailable for the observed
3In (Vayer et al. 2019a), the authors claim that exp(−dfgw/β)
is a noisy observation of a true positive semidefinite kernel. Our im-
plementation confirms its performance, but whether it can always
be positive semidefinite may be questionable.
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Figure 4: (a-d) Visualizations of z1:I based on t-SNE. (e) The convergence and the runtime of our method on IMDB-B.
graphs, this method computes pairwise GW discrepancy in-
stead to construct the kernel matrix. This method has been
proven to be superior to traditional kernel-based methods
on many datasets, including the PROTEIN and the IMDB-
B datasets used in this work. The second competitor of our
method is the K-means of graphs based on GW barycen-
ter (Peyre´, Cuturi, and Solomon 2016) (GWB-KM). This
method applies K-means to find centers of clusters itera-
tively. The centers are initialized randomly as two observed
graphs. In each iteration, we first categorize the graphs into
different clusters according to their GW discrepancy to the
centers, and then we recalculate each center as the GW
barycenter of the graphs in the corresponding cluster.
Table 1 shows that our GWF model outperforms its com-
petitors consistently, which demonstrates its superiority in
the task of graph clustering.4 We implement our GWF model
based on PPA and BADMM, respectively. The performance
of the PPA-based model is better than that of the BADMM-
based model in general because i) the graphs in the four
datasets are undirected; ii) the BADMM-based model gen-
erally requires more steps to converge in the training phase,
and 50 steps may be too few for it.5 Additionally, given
I graphs, FGWK calculates O(I2) GW discrepancy, while
both GWB-KM and our GWF model only need to calculate
O(LKI) GW discrepancy. Because we can set LK  I ,
our model is more suitable for large-scale clustering prob-
lems. Figure 4 further visualizes the embeddings z1:I for
the four datasets based on t-SNE (Maaten and Hinton 2008).
The visualization results further verify the effectiveness of
our GWF model — for each dataset, the embeddings derived
by our GWF model indeed reflect the clustering structure of
the graphs. We show the convergence and the runtime of our
learning method in Figure 4(e).
Besides graph clustering, we also consider graph classi-
fication given the labels of graphs. In such a situation, we
apply the learning strategy in (14) to learn our GWF model.
The baselines include the kernel-based graph classification
methods like the shortest path kernel (SPK) (Borgwardt et
4For the data with two clusters, given the ground truth labels
y ∈ {0, 1}N and the estimated labels yˆ ∈ {0, 1}N , we calculate
the clustering accuracy via 1− 1
N
min(‖y− yˆ‖1, ‖y− 1+ yˆ‖1).
5When applying BADMM with M = 300, its performance be-
comes close to that of PPA while the runtime is much longer. Un-
less the graphs are directed and the dataset is small, we prefer using
the PPA-based method.
Table 1: Comparisons on clustering accuracy (%)
Dataset
# GWD
AIDS PROTEIN PROTEIN-F IMDB-B
# graphs 2000 1113 1113 1000
Ave. #nodes 15.69 39.06 39.06 19.77
Ave. #edges 16.20 72.82 72.82 96.53
FGWK O(I2) 91.0±0.7 66.4±0.8 66.0±0.9 56.7±1.5
GWB-KM O(LKI) 95.2±0.9 64.7±1.1 62.9±1.3 53.5±2.3
GWFBADMM O(LKI) 97.6±0.8 69.2±1.0 68.1±1.1 55.9±1.8
GWFPPA O(LKI) 99.5±0.4 70.7±0.7 69.3±0.8 60.2±1.6
Table 2: Comparisons on classification accuracy (%)
Method PROTEIN Method IMDB-B
HOPPERK 71.6±3.7 GCK 56.9±4.0
PROPAK 60.3±5.1 SPK 56.2±3.1
FGWK 75.1±2.9 FGWK 64.2±3.3
GWFBADMM 71.4±3.6 GWFBADMM 62.4±3.8
GWFPPA 73.7±2.0 GWFPPA 63.9±2.7
al. 2005), the HOPPER kernel (HOPPERK) (Feragen et al.
2013), the propagation kernel (PROPAK) (Neumann et al.
2016), the graphlet count kernel (GCK) (Shervashidze et
al. 2009), and the FGWK mentioned above. Each of these
methods derives a kernel matrix and train a classifier based
on kernel SVM. We test different methods based on 10-fold
cross-validation. Table 2 shows the classification accuracy
achieved by different methods on two datasets. Compared
with the state-of-the-art method FGWK, our GWF model
achieves comparable performance in the task of graph clas-
sification, and the fluctuations of our results are smaller than
those of FGWK’s results.
Conclusion and Future Work
In this paper, we propose a novel Gromov-Wassserstein fac-
torization model. It is a pioneering work achieving an ex-
plicit factorization mechanism for graph clustering. We de-
sign an efficient learning algorithm for learning this model
with the help of the envelope theorem. Experiments demon-
strate that our model outperforms many existing methods in
the tasks of graph clustering. In the future, we plan to reduce
the computational complexity of our learning algorithm fur-
ther and consider its applications to large-scale graphs.
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