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. , $k$ (\geq 2)
. Loe (1981) , $k$ simple order
$\mu_{1}\leq\mu_{2}\leq|\cdot$ . $\leq\mu_{k}$ , $\mu$. (RMLE)
$\mu_{i}$ (URMLE) 2
. Kelly (1989) Lee , 2
$\rho(|\hat{\mu}_{i}-\mu_{\}.|)$ (\rho () ) .
, Hwang and Peddada (1994) , ,
dummy simple order RMLE
URMLE , 2 $\rho(|\hat{\mu}_{\dot{\mathrm{t}}}-\mu_{i}|)$
. , ,
.
, , 2 2
, . $X_{1j}.,$ $i$ =
1, 2, $j=1,2$ , $\cdot$ . . , $n$: $N$ (\mu i, $\sigma_{i}^{2}$ ) , $\mu_{1}\leq\mu_{2}$
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. $\sigma_{1}^{2}$ $\sigma_{2}^{2}$ , $\mu_{1}$ $\mu_{2}$ RMLE
$\mathrm{A}=\min\{\overline{X}_{1},$ $\frac{(n_{1}/\sigma_{1}^{2})\overline{X}_{1}+(n_{2}/\sigma_{2}^{2})\overline{X}_{2}}{(n_{1}/\sigma_{1}^{2})+(n_{2}/\sigma_{2}^{2})}\},\tilde{\mu}_{2}=\max\{\overline{X}_{2},$ $\frac{(n_{1}/\sigma_{1}^{2})\overline{X}_{1}+(n_{2}/\sigma_{2}^{2})\overline{X}_{2}}{(n_{1}/\sigma_{1}^{2})+(n_{2}/\sigma_{2}^{2})}\}$
(1)
URMLE $\overline{X}_{1}$ $\overline{X}_{2}$ . ,




$\overline{X}_{1}$ $\overline{X}_{2}$ , $c_{1}\mu_{1}+c_{2}\mu_{2}$
plug-in $c_{1}\hat{\mu}_{1}+c_{2}\hat{\mu}_{2}$ URMLE $c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2}$
. , . Garren (2000) ,
$\mu_{1}=\mu_{2}$
$\sigma_{2}^{2}/\sigma_{1}^{2}arrow\infty$ ( (2) ! , $s_{i}^{2}$ $\sum_{j=1}^{\tau \mathrm{u}}(X_{1j}.-\overline{X}_{\dot{l}})^{2}/n_{\dot{*}}$
, $\overline{X}_{1}$ $n_{1}$ $n_{2}$
.
2.
, $\mu_{1}$ plug-in $\mu_{1}$ URMLE
. $\mu_{2}$ .
Theorem 2.1. plug-in $\hat{\mu}_{1}$ URMLE $\overline{X}_{1}$
, $\mu_{1}=\mu_{2}$ , $\hat{\mu}_{1}$ $\overline{X}_{1}$
. , , $\mu_{1}=\mu_{2}$ Graybill-Deal $\hat{\mu}GD=$
$\{(n_{1}/s_{1}^{2})\overline{X}_{1}+(n_{2}/s_{2}^{2})\overline{X}_{2}\}/\{(n_{1}/s_{1}^{2})+(n_{2}/s_{2}^{2})\}$ $\overline{X}_{1}$
. , , $n_{1}\geq 4$
$n_{2}\geq 9+16/(n_{1}-3)$ .
Proof. $\gamma=(n_{1}/s_{1}^{2})/(n_{1}/s_{1}^{2}+n_{2}/s_{2}^{2})$ , $\hat{\mu}_{1}$ $\hat{\mu}_{1}=\min(\overline{X}_{1},\gamma\overline{X}_{1}+(1-\gamma)\overline{X}_{2})$
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, $\overline{X}_{1}$ $\hat{\mu}_{1}$ ,
$R(\theta,\overline{X}_{1})-R(\theta,\hat{\mu}_{1})$
$=E[(\overline{X}_{1}-\mu_{1})^{2}-\{\gamma(\overline{X}_{1}-\mu_{1})+(1-\gamma)(\overline{X}_{2}-\mu_{1})\}^{2}]I_{\overline{X}_{1}\geq\overline{X}_{2}}$ (3)
. , $\theta=$ $(\mu_{1},\mu 2, \sigma_{1}^{2},\sigma_{2}^{2}),$ $I$c: $C$ .
,
$Z_{1}=\overline{X}_{1}-\mu$b $Z_{2}=)_{2}^{-}-\mu_{1}$ , (4)
. $Z_{1}$ $Z_{2}$ , $N(0, \tau_{1}^{2})$ $N($\mu , $\tau_{2}^{2})$




$=2E[\gamma(1-\gamma)]$E[(Z1-Z2)Z1IZ1 $\geq Z2$ ] $+E[(1-\gamma)2]$E[(Zr $-Z_{2}^{2})I_{Z_{1}\geq Z_{2}}$ ] (5)
. ,
$\mathrm{Y}_{1}=Z_{1}-Z_{2},$ $\mathrm{Y}_{2}=Z_{1}+(\tau_{1}^{2}/\tau_{2}^{2})Z_{2}$ , (6)
. $\mathrm{Y}_{1}$ Y2 , $N(-\mu, \tau_{1}^{2}+\tau_{2}^{2})$ $N((\tau_{1}^{2}/\tau_{2}^{2})\mu,$ $\tau_{1}^{2}+$
$(\tau_{1}^{4}/\tau_{2}^{2}))$ . , (6) , (5)
$Z_{i}$ ,
$E[(Z_{1}-Z_{2})Z_{1}I_{Z_{1}\geq Z_{2}}] \geq\frac{\tau_{1}^{2}}{\tau_{1}^{2}+\tau_{2}^{2}}E$ [}12I$\mathrm{Y}_{1}\geq 0$ ], $(7)$
$E[(Z_{1}^{2}-Z2)I_{Z_{1}\geq Z_{2}}] \geq\frac{\tau_{1}^{2}-\tau_{2}^{2}}{\tau_{1}^{2}+\tau_{2}^{2}}E[\mathrm{Y}_{1}^{2}I_{Y_{1}\geq 0}]$ (8)
. $\mu=0$ , $\mu>0$
strict . (7) (8) (5) ,
.
$R(\theta,\overline{X}_{1})-R(\theta,\hat{\mu}_{1})$
$\geq\frac{E\psi_{1}I_{\mathrm{Y}_{1}\geq 0}]}{\tau_{1}^{2}+\tau_{2}^{2}}$ [$\tau_{1}^{2}$ $\{\tau_{1}^{2}E[\gamma^{2}]+\tau_{2}^{2}E[(1\sim\gamma)^{2}]\}$ ] $(9)$
.
$= \frac{E[\mathrm{Y}_{1}^{2}I_{Y_{1}\geq 0}]}{E_{\mu 1*\mu \mathrm{a}}[\mathrm{Y}_{1}^{2}I_{Y_{1}\geq 0}]}\{R_{\mu_{1}=\mu 2}(\theta,\overline{X}_{1})-R_{\mu_{1}=\mu 2}(\theta,\hat{\mu}_{1})\}$ .
55
$R_{\mu_{1}=\mu 2}$ $E_{\mu\iota^{\underline{\vee}}\mu_{2}}$ , $\mu_{1}=\mu_{2}$ . , (9)
$\mu=0$ ,
, $\mu_{1}=\mu_{2}$ $\forall\sigma_{i}^{2}>0$ , $R_{\mu_{1}=\mu 2}(\theta,\overline{X}_{1})\geq R_{\mu_{1}=\mu_{2}}($ \mbox{\boldmath $\theta$}, $\hat{\mu}_{1})$
.




$=E_{1\mu 2},=$ $[(\overline{X}_{1}-\mu_{1})2]$ $rightarrow E_{\mu_{1}=\mu 2}[\{\gamma(\overline{X}_{1}-\mu 1)+(1-\gamma)()-1 2^{-\mu}1)\}2]$
$=\tau_{1}^{2}-\{\tau_{1}^{2}E[\gamma^{2}]+\tau_{2}^{2}E[(1-\gamma)^{2}]\}$ (10)
. (9) (10) , $\hat{\mu}_{1}$ $\overline{X}_{1}$ $\hat{\mu}_{G}$D
$\overline{X}_{1}$ . ,
$n_{1}\geq 4$ $n_{2}\geq 9+16/(n_{1}-3)$
$\text{ }$ . (Graybill and Deal (1959), Khatri and Shah (1974), Shinozaki (1978), Pal
and Sinha (1996) . )
, $\mu_{1}=\mu_{2}$ RMLE URMLE $\langle$
. , $\mu_{1}=$ URMLE $R($ \mbox{\boldmath $\theta$}, $\overline{X}_{1})$
plug-in $R(\theta, \mu\hat 1)$ . , $\theta=$
$(\mu_{1}, \mu 2, \sigma_{1}^{2}, \sigma_{2}^{2})$ . $\sigma_{i}^{2}$ , $R(\theta,\overline{X}_{1})-R(\theta, \mu\hat 1)$ $\mu=\mu_{2}-\mu_{1}\geq 0^{\cdot}$
, .
Result 2.2. $\tau_{i}^{2}=\sigma^{2}.\cdot/n:,$ $\gamma=(n_{1}/s_{1}^{2})/(n_{1}/s_{1}^{2}+n_{2}/s_{2}^{2})$ . (i) $E[\gamma(1-\gamma)]\geq$
$(\tau_{2}^{2}/\tau_{1}^{2})E[(1-\gamma)^{2}]$ , $R(\theta,\overline{X}_{1})-R(\theta, \mu\hat 1)$ $\mu$ , $\mu=0$
. (ii) $E[\gamma(1-\gamma)]<(\tau_{2}^{2}/\tau_{1}^{2})E[(1-\gamma)^{2}]$ , $R(\theta,\overline{X}_{1})-R(\theta, \mu\hat 1)$
$0\leq\mu<\zeta_{3}$ , $\mu=\zeta_{3}$ , $\mu>\zeta_{3}$ . , $\zeta_{3}$
. , (i) (ii) $n_{1}$. $\sigma_{i}^{2}$
$\mathrm{t}$
1 , $n_{1}=n_{2}=11$ , , $\hat{\mu}_{1}$ $\overline{X}_{1}$ ( 1. $(\mathrm{a})\vee(\mathrm{c})$ )
, $n_{1}=n_{2}=10$ , , $\hat{\mu}_{1}$ $\overline{X}_{1}$ ( 1. $(\mathrm{d})-(\mathrm{h})$)
, $\sigma_{1}^{2}$ $\sigma_{2}^{2}$ , $R(\theta,\overline{X}_{1})-R(\theta, \mu\hat 1)$ $\mu$
. $\sigma_{2}^{2}/\sigma_{1}^{2}$ ( 1. (a), (b), (d), $($e)), $\mu$


















$\sigma\ovalbox{\tt\small REJECT}=1,$ $\sigma_{2}^{2}=1$ . (f) $n_{1}=n_{2}=10,$ $\sigma\ovalbox{\tt\small REJECT}=1,$ $\sigma_{2}^{2}=2^{2}$ .
$\mu$




. , $n_{1}=n_{2}=10$ , $\sigma_{2}^{2}/\sigma_{1}^{2}$ ( 1. (h))








Theorem 3.1. $c_{1}(\sigma_{1}^{2}/n_{1})=c2(\sigma_{2}^{2}/n_{2})$ , RMLE $c_{1}\tilde{\mu}_{1}+c_{2}\tilde{\mu}_{2}$ URMLE
$c_{1}\overline{X}_{1}+\mathrm{c}_{2}\overline{X}_{2}$ , $\mu_{1}=\mu_{2}$ .




, Oono and Shinozaki (.2004) .
Theorem 3.2. plug-in $c_{1}\hat{\mu}_{1}+c_{2}\hat{\mu}_{2}$ URMLE $c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2}$
, $\mu_{1}=\mu_{2}$ , $c_{1}\hat{\mu}_{1}+c_{2}\hat{\mu}_{2}$ $c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2}$
. , , $\mu_{1}=\mu_{2}$
$(c_{1}+c_{2})\mu_{1}$ $(c_{1}+c_{2})\hat{\mu}_{GD}$ $c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2}$
.
Theorem 3.2 , plug-in URMLE $n_{1}$ $n_{2}$
. , $\mu_{1}=\mu_{2}$
$\forall\sigma_{i}^{2}>0$ , $(c_{1}+c_{2})\mu_{1}$ $(c_{1}+c_{2})\hat{\mu}_{G}$D $c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2}$
. ,
$d_{1}\tau_{1}^{2}+\xi\tau_{2}^{2}-$ ( $c_{1}+$ )2 $\{\tau_{1}^{2}E[\gamma^{2}]+\tau_{2}^{2}E[(1-\gamma)^{2}]\}\geq 0$ (11)
, $\forall\sigma_{1}^{2}$. $>0$ $n_{i}$ . $c_{1}c_{2}=0$ Section
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2 , $c_{1}$ $c_{2}$ (11)
$n_{1}$ $n_{2}$ .
$c_{1}c_{2}>0$ . $c_{1}>0,$ $c_{2}>0,$ $c_{1}+\mathrm{q}=1$ . $E[\gamma^{2}]>$




. , $0<c_{1}<1,$ $n$1, $n_{2}$ , $c_{1}=\tau_{2}^{2}/(\tau_{1}^{2}+\tau_{2}^{2})$




. , $d=c_{2}/c_{1}<0,$ $a=\tau_{2}^{2}/\tau_{1}^{2}>0$ .
2 (11) $\forall\sigma_{\dot{*}}^{2}>0$ , (12) $\forall a>0$
, $n_{1}$ $n_{2}$ .
, $-2\leq d\leq-1/2$ $-1/2<d<0$ $d<-2$ .
$d<-2$ , $-1/2<d<0$ ,
, $d<-2$ .




, $-2\leq d\leq-1/2$ , . ,
.
$\underline{-1/2<d<0}$\emptyset . , $\hat{\mu}_{1}$ $\overline{X}_{1}$ , , $n_{1}\geq 4$
$n_{2}\geq 9+16/(n_{1}-3)$ , (12) $\forall a>0$
58
( $\hat{\mu}_{1}$ $\overline{X}_{1}$ , Graybill and Deal (1959)
$E[\gamma^{2}]+aE[(1-\gamma)^{2}]\leq 1$
. $(1+d)^{2}<1$ , (12) $\forall a>0$
. , (12) , (12)
. , $n_{1}$ $n_{2}$ ,
$<$ . $(1+d)^{2}<1$
, $a\leq 1$ , $E[\gamma^{2}]+aE[(1-\gamma)^{2}]<1$ . ,




$= \frac{1}{2\sqrt{a}}\sqrt\frac{\chi_{n_{1}-1}^{2}/(n_{1}-1)}{\chi_{n_{2}-1}^{2}/(n_{2}-1)}$ , (13)
. , $\chi_{n\iota-1}^{2}=(n_{i}-1)s_{\dot{l}}^{2}/\sigma_{i}^{2}$ $n_{\dot{l}}-1$ $\chi^{2}$
. , $n_{2}\geq 4$ ( $E[(\chi_{n_{2}-1}^{2})^{-1}]$
) ,
$E[(1- \gamma)^{2}]\leq\frac{1}{4a}\frac{n_{2}-1}{n_{2}-3}$ (14)
. (14) , $E[\gamma^{2}]<1$ ,
$n_{2}\geq 4$ ] $\vee\supset$ $\frac{1}{4}\frac{n_{2}-1}{n_{2}-3}\leq\frac{-2d}{(1+d)^{2}}$ (15)
, (12) $\forall a>1$ . , $d$ $n_{2}$ (15)
, (12) $\forall a>0$ \subset . , $d=-1/3$
$d=-1/4$ , $n_{2}\geq 4$ , $d=-1/5$ $n_{2}\geq 5$
, $d=-1/6$ $n_{2}\geq 6$ .
.
Conclusion 3.3. plug-in $c_{1}\hat{\mu}_{1}+c_{2}\hat{\mu}_{2}$ , URMLE $c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2}$
.
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(i) $c_{1}=0$ , $n_{2}\geq 4$ $n_{1}\geq 9+16/(n_{2}-3)$ .
(ii) $c_{2}=0$ , $n_{1}\geq 4$ $n_{2}\geq 9+16/(n_{1}-3)$ .
(\"ui) $-2\leq c_{2}/c_{1}\leq-1/2$ , $n:\geq 2$ .
(iv) $c_{2}/c_{1}<-2$ , $n_{2}\geq 4$ $n_{1}\geq 9+16/(n_{2}-3)$ ,
$n_{1}\geq 4$ $\frac{1}{4}\frac{n_{1}-1}{n_{1}-3}\leq\frac{-2c_{2}/c_{1}}{(1+c_{2}/c_{1})^{2}}$ .
(v) $-1/2<c_{2}/c_{1}<0$ , $n_{1}\geq 4$ $n_{2}\geq 9+16/(n_{1}-3)$ ,
$n_{2}\geq 4$ $\frac{1}{4}\frac{n_{2}-1}{n_{2}-3}\leq\frac{-2c_{2}/c_{1}}{(1+\infty/c_{1})^{2}}$ .
, $c_{1}c_{2}>0$ .
Remark 3.4. $c_{1}\infty\leq 0$ . Conclusion 3.3 , $\forall\sigma_{\dot{l}}^{2}>0$ $\mu_{1}=\mu_{2}$
$\hat{\mu}_{G}$D $\overline{X}_{1}$ $\overline{X}_{2}$ 1 , , Graybill
and Deal (1959) (a) $n_{1}\geq 11$ $n_{2}\geq 11$ , (b) $n_{1}=10$
$n_{2}\geq 19$ , (c) $n_{2}=10$ $n_{1}\geq 19$ , $c_{1}\hat{\mu}_{1}+c_{2}\hat{\mu}_{2}$
$c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2}$ .
2. $n_{1}$ $n_{2}$ .
Conclusion 33 , $n_{1}$ $n_{2}$ $(c_{1}, c_{2})$
2 . $c_{1}=0$ , $n_{1}$ $n_{2}$ (i)
. $c_{2}/c_{1}<-2$ , $n_{1}$ $n_{2}$ (i)
, $c_{2}/c_{1}$ . $-2\leq c_{2}/c_{1}\leq-1/2$ ,
. $-1/2<c_{2}/c_{1}<0$ , $c_{2}/c_{1}$
$n_{1}$ $n_{2}$ . $c_{1}c_{2}>0$ , .
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