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11 Johdanto
Kauppamatkustajan ongelma (traveling salesman problem, TSP) on helppo esit-
ta¨a¨, mutta vaikea ratkaista. Kauppamatkustajan ongelmassa tarkoituksena on etsia¨
kaikkien kaupunkien kautta kulkeva halvin reitti, joka myo¨s palaa takaisin la¨hto¨pis-
teeseensa¨. Kun kaupunkien lukuma¨a¨ra¨ on n ja jos jokaisesta kaupungista pa¨a¨sta¨a¨n
suoraan jokaiseen toiseen kaupunkiin, erilaisia kaupunkien la¨pika¨yntija¨rjestyksia¨ on
(n−1)! kappaletta. Parhaan reitin valitseminen yksinkertaisesti luettelemalla kaikki
eri vaihtoehdot ka¨y mahdottomaksi hyvin nopeasti ongelman koon kasvaessa. Esi-
merkiksi jo 25 kaupungin ongelmassa erilaisia reitteja¨ on enemma¨n kuin 1024 kappa-
letta. Jos triviaali algoritmi pystyisi tutkimaan miljoona reittia¨ sekunnissa, ongelman
ratkaisemiseen menisi noin 1011 vuotta, joka on suurempi kuin maailmankaikkeuden
ta¨ma¨n hetkinen ika¨ 1010 vuotta [KCS01]. Kolmessa vuodessa ratkeaisi eninta¨a¨n 17
kaupungin kokoinen ongelma. On siis selva¨a¨, etta¨ mielekka¨a¨n kokoisten ongelmien
ratkaisemiseksi on ka¨ytetta¨va¨ triviaalia menetelma¨a¨ parempia algoritmeja.
Nopeasti kasvava eri vaihtoehtojen lukuma¨a¨ra¨ ei viela¨ tarkoita sita¨, etta¨ ongelma
olisi vaikea. Esimerkiksi samassa kaupunkien muodostamassa verkossa on viritta¨via¨
puita paljon enemma¨n kuin reitteja¨, mutta silti pienimma¨n viritta¨va¨n puun lo¨yta¨mi-
nen on paljon helpompaa. Primin ahne algoritmi muodostaa pienimma¨n viritta¨va¨n
puun O(n2) ajassa. Kauppamatkustajan ongelmalle ei sen sijaan tunneta yhta¨a¨n po-
lynomisessa ajassa toimivaa ratkaisualgoritmia, silla¨ se kuuluu NP-ta¨ydellisten on-
gelmien luokkaan. NP-ta¨ydelliset ongelmat ovat siina¨ mielessa¨ mielenkiintoisia, etta¨
jos jollekin NP-ta¨ydelliselle ongelmalle lo¨ydetta¨isiin polynomisessa ajassa toimiva
algoritmi, kaikki NP-ta¨ydellisen luokan ongelmat voitaisiin ratkaista polynomises-
sa ajassa samalla algoritmilla. Voiko ta¨llaista algoritmia ylipa¨a¨ta¨a¨n olla olemassa,
on yha¨ avoimeksi ja¨a¨nyt ongelma. Yleinen uskomus on, etta¨ polynomista algoritmia
NP-ta¨ydellisille ongelmille ei ole olemassa.
Vuonna 1962 Held ja Karp esittiva¨t dynaamiseen ohjelmointiin perustuvan algorit-
min [HeK62], joka soveltuu kaiken tyyppisten kauppamatkustajan ongelmien ratkai-
semiseen. Sen aikavaativuus O(n22n) on yha¨ paras yleiseen kauppamatkustajan on-
gelmaan tiedetty aikavaativuus [Woe03]. Jos sita¨ vertaa triviaalialgoritmin aikavaati-
2vuuteen1 O(e−nnn−
1
2 ), parannus on huomattava, mutta se on silti edelleen eksponen-
tiaalinen. Samassa ajassa kuin triviaali algoritmi ratkaisee 17 kaupungin ongelman,
dynaaminen ohjelmointi ratkaisee 36 kaupungin ongelman. Maailmankaikkeuden ika¨
tulisi vastaan dynaamista ohjelmointia ka¨ytetta¨essa¨ vastaan 70 kaupungin kohdalla.
Parannus on selva¨, mutta silti kaukana ka¨ytto¨kelpoisesta algoritmista.
Eksponentiaalisten algoritmien kohdalla tietokoneiden merkitta¨va¨ka¨a¨n nopeutumi-
nen tai ongelman rinnakkaistaminen ei juuri auta ratkaisemaan suurempia ongelmia.
Miljoona kertaa nopeammalla tietokoneella dynaamisen ohjelmoinnin vastaavat on-
gelmakoot kasvavat 36:sta 55:een ja 70:sta¨ 89:sa¨a¨n. Lisa¨ksi on syyta¨ pita¨a¨ mielessa¨,
etta¨ O-notaatio piilottaa algoritmien vakioaikakertoimet, jotka eiva¨t pitkissa¨ suori-
tusajoissa ole merkityksetto¨mia¨. Yleensa¨ silla¨ ei juuri ole va¨lia¨ vieko¨ algoritmin suo-
ritus sekunnin vai kaksi, mutta silla¨ voi olla paljonkin va¨lia¨, valmistuuko laskenta
vuodessa vai kahdessa.
Edellisen perusteella na¨ytta¨a¨ silta¨, etta¨ kauppamatkustajan ongelmaa on toivoton-
ta yritta¨a¨ ratkaista tarkasti va¨ha¨nka¨a¨n suuremman ongelman tapauksessa. Algorit-
mien tutkimus ja tutkijoiden innovatiivisuus on kuitenkin tuottanut ratkaisumene-
telmia¨, joilla tarkkoja ratkaisuja ka¨yta¨nno¨llisen kokoisiin ongelmiin on mahdollis-
ta lo¨yta¨a¨ kohtuullisessa ajassa. Esimerkiksi Woegingerin mukaan 2000 kaupungin
kokoisia ongelmia on pystytty ratkaisemaan rutiininomaisesti [Woe03]. Suurimman
ratkaistun epa¨triviaalin ongelman koko on pera¨ti 85900 kaupunkia, ja se on ratkaistu
akateemiseen tutkimuska¨ytto¨o¨n vapaasti saatavilla olevalla Concorde-ohjelmistolla
[ABC07, Con]. Laskenta-aikaa ongelman ratkaisemiseen Applegate et al. arvioivat
kuluneen kaikkiaan 136 CPU-vuoden verran. Concorde-ohjelmistossa ka¨ytettyja¨ las-
kentamenetelmia¨ Applegate et al. kuvailevat yksityiskohtaisesti kirjassaan2 [ABC07].
Concorden laskentamenetelmien nopeuksille ei tosin voida antaa mita¨a¨n yleispa¨te-
via¨ sa¨a¨nto¨ja¨, silla¨ ongelman tyypista¨ ja ongelmatapauksesta paljolti riippuu, kuinka
helposti tai vaikeasti ratkeava kyseinen ongelmatapaus lopulta on. Jokin pienempi
ongelma saattaa olla huomattavasti vaikeammin ratkeava kuin jokin toinen paljon
suurempi ongelma. Muun muassa euklidiset ongelmat ovat kauppamatkustajan on-
1Stirlingin kaavan n! ≈ √2pin(n/e)n avulla triviaalin algoritmin aikavaativuus saadaan muotoon






















2Tarkat ratkaisumenetelma¨t perustuvat muun muassa lineaariseen ohjelmointiin (linear pro-
gramming), etsinta¨puun karsintaan (branch-and-bound) ja erityisesti leikkaustasomenetelma¨a¨n
(cutting-plane method).
3gelman erikoistapaus, jossa kaupunkien va¨liset eta¨isyydet ovat euklidisia eta¨isyyk-
sia¨. Woeginger kertoo [Woe03], etta¨ Hwang et al. [HCL93] kuvailevat euklidisille
ongelmille algoritmin, jonka aikavaativuus O(c
√
n logn) on alieksponentiaalinen (sub-
exponential) jollakin vakiolla c > 1. Ongelmaluokkana euklidiset ongelmat ovat siten
hieman helpommin ratkeavia kuin yleiset kauppamatkustajan ongelmat.
Useissa sovelluksissa tarkka ratkaisu ei ole va¨ltta¨ma¨to¨n, jolloin jokin hyva¨ likima¨a¨-
ra¨inen ratkaisu on riitta¨va¨. Tarkkojen ratkaisualgoritmien suuresta kehityksesta¨ huo-
limatta hyvin suurissa ongelmissa likima¨a¨ra¨inen ratkaisu on ainoa vaihtoehto. Ta¨ssa¨
tutkielmassa keskityn ainoastaan kauppamatkustajan ongelman likima¨a¨ra¨isen rat-
kaisemisen menetelmiin, joita esittelen luvussa 2. Paikallista etsinta¨a¨ ka¨ytta¨vissa¨ al-
goritmeissa reitin esitta¨miseen tarvitaan tietorakenne. Huono tietorakenne voi pilata
muuten hyva¨n etsinta¨algoritmin nopeuden. Merkitta¨vimma¨t kirjallisuudesta lo¨yty-
va¨t tietorakenteet ja niiden periaatteet esittelen luvussa 3. Luvussa 4 tarkastelen tie-
torakenteiden tehokkuutta Helsgaunin etsinta¨strategian yhteydessa¨. Luvussa 5 esi-
ta¨n muutamia parannusehdotuksiani luvussa 3 esitettyihin tietorakenteisiin. Luvus-
sa 6 kuvailen aikaleimaa hyo¨dynta¨va¨n bina¨a¨ripuun. Luvussa 7 kuvailen aikaleimaa
hyo¨dynta¨va¨n lohkopuun seka¨ silla¨ saatuja kokeellisia tuloksia LKH-2 -algoritmin
yhteydessa¨.
Kirjallisuudessa la¨hes ta¨ysin huomiotta ja¨a¨nyt kaksitasoisen puun ja segmentti-
puun yhdistelma¨tietorakenne on mahdollista toteuttaa luvun 5.3 parannusehdotuk-
sen avulla. Luvussa 3.10 tyydyn ainoastaan spekuloimaan ta¨llaisen hypoteettisen
tietorakenteen suhteellista nopeutta muihin tietorakenteisiin verrattuna, silla¨ ka¨y-
tetta¨vissa¨ni ei ollut kyseisten tietorakenteiden tai algoritmien alkupera¨isia¨ imple-
mentaatioita.
1.1 Ongelman kuvaus
Kaupunkianalogian sijaan kauppamatkustajan ongelma voidaan ma¨a¨ritella¨ mate-
maattisemmin verkkoteoreettisin termein. Ta¨llo¨in kaupunkeja edustavat verkon sol-
mut ja kaupunkien va¨lisia¨ yhteyksia¨ edustavat verkon kaaret. Kaikkien kaupunkien
eli solmujen kautta tasan kerran kulkevaa suljettua reittia¨ kutsutaan Hamiltonin ke-
ha¨ksi. Verkossa kahden solmun va¨lilla¨ on kaari vain jos kyseisten kaupunkien va¨lilla¨
on suora yhteys. Solmuun liittyvien kaarten lukuma¨a¨ra¨a¨ kutsutaan solmun astelu-
vuksi. Ta¨ydellisessa¨ verkossa jokaisen kahden eri solmun va¨lilla¨ on olemassa kaari,
jolloin jokaisen solmun asteluku on n − 1. Tyypillisesti kauppamatkustajan ongel-
ma oletetaan ratkaistavan nimenomaan ta¨ydellisessa¨ verkossa. Kaarten lukuma¨a¨ra¨n
4kannalta ta¨ydellinen verkko on pahin tapaus, joten algoritmien on ainakin varau-
duttava siihen.
Kaarille ta¨ytyy myo¨s ma¨a¨ritella¨ kustannus. Kustannus voi tarkoittaa kaupunkien
va¨lisen matkan pituutta, matkustamiseen kuluvaa aikaa tai sen hintaa, tai ylipa¨a¨-
ta¨a¨n mita¨ tahansa muuta mitattavaa suuretta, jonka suhteen reitti eli Hamiltonin
keha¨ halutaan minimoida. Kaarten kustannukset esiteta¨a¨n erillisen kustannusmat-
riisin C avulla. Matriisin alkio ci,j tarkoittaa kaupunkien i ja j va¨lisen yhteyden
kustannusta. Kaupungista itseensa¨ ei ole mieleka¨sta¨ ma¨a¨ritella¨ kustannusta, joten
matriisin diagonaali voidaan asettaa nolliksi, eli ci,i = 0 jokaisella kaupungilla i.
Ta¨sta¨ na¨hda¨a¨n suoraan, etta¨ jos kaupunkien eli solmujen lukuma¨a¨ra¨ on n, matriisis-
sa on eninta¨a¨n n2 − n nollasta poikkeavaa alkiota, mika¨ on samalla verkon kaarten
lukuma¨a¨ra¨.
Ongelma on symmetrinen, jos kaaren kustannus kaupunkien i ja j va¨lilla¨ on sama
molempiin suuntiin. Toisin sanoen verkko on suuntaamaton, jos ci,j = cj,i kaikilla
kaupungeilla i ja j. Jos joidenkin kaupunkien va¨linen yhteys on erihintainen eri suun-
tiin, ongelmaa kutsutaan epa¨symmetriseksi. Toisin sanoen verkko on suunnattu, jos
ci,j 6= cj,i joillakin kaupungeilla i ja j. Symmetrisen ongelman tapauksessa kustan-
nusten esitta¨miseen riitta¨a¨ yla¨kolmiomatriisi, joten symmetrisen ongelman kaarten
lukuma¨a¨ra¨ on eninta¨a¨n (n2 − n)/2.
Kaikkien ongelmien ratkaisemiseen riitta¨a¨ symmetrisen ongelman algoritmi, silla¨
epa¨symmetriset ongelmat voidaan muuntaa symmetrisiksi tuplaamalla solmujen lu-























Kuva 1: Epa¨symmetrisen verkon muuntaminen symmetriseksi solmut kahdentamal-
la. Kun mustat kaaret pakotetaan osaksi ratkaisua, lopullisessa ratkaisussa joka toi-
nen kaari on musta ja joka toinen harmaa.
5Jokaista alkupera¨isen joukon S solmua si kohti luodaan uusi solmu s
′
i. Solmujen si
ja s′i va¨lille pakotetaan yhteys kaarella, jonka kustannus on negatiivinen. Kuvaa 1
voidaan tulkita vasemmalta oikealle siten, etta¨ alkupera¨isen ongelman kaupunkiin
i saapuneet kaaret saapuvat solmuun si joukosta S’, ja kaupungista i la¨hteneet
kaaret la¨hteva¨t solmusta s′i ja pa¨a¨tyva¨t joukon S solmuihin. Kuva on vaakasuunnassa
peilisymmetrinen, ja kaikkien symmetristen kaarten kustannukset ovat samat, eli
c(s′i, sj) = c(s
′
j, si).
Muunnoksen kustannusmatriisi Cˆ muodostetaan alkupera¨isesta¨ kustannusmatriisis-
ta C seuraavasti. Olkoon matriisi C¯ muuten sama kuin matriisi C paitsi, etta¨ mat-
riisin diagonaalilla c¯i,i = −M kaikilla 1 6 i 6 n, missa¨ arvo M on jokin hyvin suuri








tarkoittaa matriisin C¯ transpoosia, ja ∞ tarkoittaa n×n matriisia, jonka jokai-
nen alkio on arvoltaan a¨a¨reto¨n. Alkupera¨isen ongelman kustannus on muunnetun
ongelman kustannus plus nM .
Samassa artikkelissa Jonker ja Volgenant kuvailevat lisa¨ksi menetelma¨n, jolla osit-
tain epa¨symmetrinen kustannusmatriisi voitaisiin muuntaa symmetriseksi va¨hem-
ma¨lla¨ kuin 2n solmulla. Myo¨hemma¨ssa¨ artikkelissa [JoV86] he kuitenkin kertoivat,
etta¨ Schrijver osoitti heille menetelma¨n olevan virheellinen.
Ongelmaa kutsutaan metriseksi, jos kaarten kustannukset ta¨ytta¨va¨t kolmioepa¨yh-
ta¨lo¨n. Kolmioepa¨yhta¨lo¨ on voimassa silloin, jos kahden kaupungin va¨linen suora
yhteys ei koskaan ole kalliimpi kuin epa¨suora yhteys kolmannen kaupungin kaut-
ta. Toisin sanoen ongelma on metrinen, jos jokaiselle kaupungille i ja j pa¨tee, etta¨
ci,j 6 ci,k + ck,j kaikilla kaupungeilla i 6= j 6= k.
Normiavaruudet ovat metrisia¨, eli ne ta¨ytta¨va¨t kolmioepa¨yhta¨lo¨n ehdon. Kun p > 1,
olkoon pari (G, dp) metrinen avaruus, jossa eta¨isyys dp on ma¨a¨ritelty p-normin ‖·‖p
avulla joukon G alkioiden va¨lille, kun joukon G alkiot ovat m-ulotteisen avaruuden
pisteita¨. Normi ‖·‖p ma¨a¨rittelee pisteen eta¨isyyden origosta, eli vektorin pituuden,
kaavalla ‖x‖p = p
√|x1|p + |x2|p + · · ·+ |xm|p. Kahden pisteen x ja y va¨linen eta¨i-
syys dp(x, y) ma¨a¨ritella¨a¨n normin ‖x− y‖p avulla siten, etta¨ dp(x, y) = ‖x− y‖p =
p
√|x1 − y1|p + |x2 − y2|p + · · ·+ |xm − ym|p.
Kun p = 2, ongelmaa kutsutaan euklidiseksi, ja pisteiden va¨linen eta¨isyys on ta-
vallinen euklidinen eta¨isyys. Jos myo¨s ulottuvuuksien lukuma¨a¨ra¨a¨ m = 2, normi
6‖x‖2 on ekvivalentti Phytagoraan lauseen kanssa, ja eta¨isyysmitta d2 on paperille
piirretyn pisteita¨ yhdista¨va¨n suoran viivan pituus. Visualisoinnin kannalta kaksiu-
lotteiset euklidiset ongelmat ovat erityisen hyvia¨, silla¨ kuva vastaa suoraan ihmisen
intuitiota. Muiden eta¨isyysmittojen kanssa kuvan tulkinta olisi paljon vaikeampaa.
Helpon visualisoitavuuden vuoksi euklidisten ongelmien ryhma¨ saattaa olla hieman
yliedustettu ongelmaryhma¨ kauppamatkustajan ongelman tutkimuksessa.
Muita ka¨ytettyja¨ metrisia¨ eta¨isyysmittoja d2:n lisa¨ksi ovat ainakin d1 ja d∞. Eta¨i-
syysmitta d1 on Manhattan-eta¨isyys eli d1(x, y) = ‖x− y‖1 = |x1− y1|+ |x2− y2|+
· · · + |xm − ym|. Eta¨isyysmitta d∞ on maksimi komponenttien arvoista, joka saa-
daan p-normin raja-arvona kun p la¨hestyy a¨a¨reto¨nta¨, eli d∞(x, y) = ‖x− y‖∞ =
max(|x1 − y1|, |x2 − y2|, . . . , |xm − ym|).
Piirilevyn poraus voidaan esitta¨a¨ kaksiulotteisena kauppamatkustajan ongelmana.
Eta¨isyysmitta d2 antaa porattavien pisteiden va¨lisen lyhimma¨n reitin, mutta lyhin
reitti ei va¨ltta¨ma¨tta¨ ole nopein reitti. Jos poratason molempia akseleita voidaan sa¨a¨-
ta¨a¨ toisistaan riippumatta, pisteiden va¨liseen siirtyma¨a¨n kuluva aika on suurempi
kahdesta komponentista, jolloin d∞ antaa nopeimman reitin. Jos poratason akselei-
ta voidaan sa¨a¨ta¨a¨ vain yhta¨ kerrallaan, siirtyma¨a¨n kuluva aika on komponenttien
summa, jolloin nopein reitti noudattaa eta¨isyysmittaa d1. Kirjallisuudessa kyseisia¨
eta¨isyysmittoja nimeta¨a¨n myo¨s L1-, L2- ja L∞-metriikoiksi.
Kirjallisuudessa ka¨yteta¨a¨n testitapauksina ainakin nelja¨a¨ erilaista ongelmatyyppia¨,
joita on ka¨ytetty myo¨s DIMACS-implementointihaasteessa [DIM]. DIMACS-haaste
on toiminut testipetina¨, jonka avulla eri algoritmien suorituskykyja¨ on mahdollis-
ta verrata keskena¨a¨n. Haasteessa ka¨ytettyja¨ algoritmeja ja niista¨ saatuja tuloksia
Johnson ja McGeoch kuvailevat kirjassa [JoM02].
Euklidisella ongelmalla (lyhenne E) tarkoitetaan yleensa¨ yksikko¨nelio¨n alueelta ta-
saisesti arvottujen pisteiden joukkoa. Ta¨llaisten ongelmien ratkaisujen odotusarvon
tiedeta¨a¨n la¨hestyva¨n raja-arvoa 0,7124
√
n, kun pisteiden lukuma¨a¨ra¨ n la¨hestyy a¨a¨-
reto¨nta¨ [JMR96]. Jos nelio¨n koko on jokin muu kuin yksi, ongelman optimaalisen
pituuden odotusarvoon tulee ylima¨a¨ra¨inen kerroin
√
A, missa¨ A on nelio¨n pinta-ala
[BHH59, Hel00].
Klusteroidut ongelmat (C) ovat euklidisia ongelmia, joissa pisteet eiva¨t jakaudu ta-
saisesti nelio¨n alueelle, vaan pisteet muodostavat selva¨sti toisistaan erilla¨a¨n olevia
ryppa¨ita¨. DIMACS-haasteen mukaisissa ongelmissa ryppa¨ita¨ on n/100 kappaletta.
Ryppa¨a¨t ovat normaalijakaumia, joiden keskipisteet arvotaan yksikko¨nelio¨n alueelta,
ja joiden varianssit ovat 1/
√
n. Kutakin kaupunkia vastaava rypa¨s valitaan satunnai-
7sesti, ja kaupunkia vastaava tason piste arvotaan kyseisen ryppa¨a¨n normaalijakau-
masta. Heuristisille algoritmeille (C)-tapaukset ovat vaikeampia kuin (E)-tapaukset.
Satunnaismatriisit (M) ovat ongelmia, joissa kaupunkien va¨liset eta¨isyydet ma¨a¨ra¨y-
tyva¨t satunnaisesti lukuva¨lilta¨ (0, 1], joten ne eiva¨t ta¨yta¨ kolmioepa¨yhta¨lo¨n ehtoa.
Johnson et al. antavat satunnaismatriisien ratkaisujen raja-arvoksi 2,042, joka on
riippumaton ongelman koosta [JMR96]. Ongelmaryhma¨na¨ satunnaismatriisit ovat
haastavia useimmille heuristisille etsinta¨algoritmeille, mutta helppoja tarkoille rat-
kaisualgoritmeille.
TSPLIB (T) on ongelmakirjasto, johon on kera¨tty kokoelma erityyppisia¨ ja erikokoi-
sia reaalimaailman ongelmia [TSP]. Pyo¨ristysongelmien va¨ltta¨miseksi kaikki kirjas-
ton ongelmat on skaalattu siten, etta¨ kaupunkien va¨liset eta¨isyydet voidaan ma¨a¨ritel-
la¨ kokonaislukuina. Koordinaattien avulla esitetta¨vien ongelmien koordinaatit ovat
kokonais- tai murtolukuja, ja pisteiden va¨liset eta¨isyydet pyo¨risteta¨a¨n joko ylo¨spa¨in
tai la¨himpa¨a¨n kokonaislukuun.
Myo¨s edella¨ mainitut satunnaisesti tuotettavat ongelmat voidaan skaalata ja pyo¨ris-
ta¨a¨ samaan tapaan. Erityisesti DIMACS-haasteessa kaikki eta¨isyydet ma¨a¨ritella¨a¨n
kokonaislukuina, joten satunnaismatriisien (M) eta¨isyydet ja (E)- ja (C)-ongelmien
koordinaatit arvotaan kokonaislukuina lukuva¨lilta¨ [0, 106), ja pisteiden va¨linen eukli-
dinen eta¨isyys pyo¨risteta¨a¨n la¨himpa¨a¨n kokonaislukuun. Samoin (C)-ongelmien va-




Kauppamatkustajan ongelman ratkaisun arvolle voidaan laskea erilaisia alarajo-
ja. Paras ja suhteellisen helposti laskettava alaraja on Held–Karp alaraja [HeK70,
HeK71]. Jos ongelmalle ei tiedeta¨ tarkkaa ratkaisua, likima¨a¨ra¨ista¨ ratkaisua suosi-
tellaan verrattavaksi saman ongelman Held–Karp alarajaan [JMR96].
Held–Karp alaraja perustuu 1-puihin. Verkon 1-puu voidaan muodostaa liitta¨ma¨lla¨
n−1 solmun kattavaan pienimpa¨a¨n viritta¨va¨a¨n puuhun puuttuva solmu ka¨ytta¨en sen
kahta lyhinta¨ kaarta. Puuttuvaa solmua kutsun jatkossa 1-puun erityiseksi solmuksi.
1-puussa on siten n kaarta ja siina¨ on yksi sykli. Jos jokaisen solmun haarautumisaste
on tasan kaksi, 1-puu on Hamiltonin keha¨. Jos 1-puu on Hamiltonin keha¨, 1-puu on
samalla myo¨s kauppamatkustajan ongelman ratkaisu.
Sellaisenaan 1-puu ei viela¨ ole kovin hyva¨ alaraja, mutta alarajaa voidaan paran-
taa tekema¨lla¨ kustannusmatriisille muunnos, joka muuttaa 1-puun ratkaisua mutta
8ei vaikuta kauppamatkustajan ongelman ratkaisuihin. Ta¨llainen muunnos saadaan
aikaan liitta¨ma¨lla¨ jokaiseen solmuun i ylima¨a¨ra¨inen luku pii, joka lisa¨ta¨a¨n jokaisen
solmuun i liittyva¨n kaaren kustannukseen. Ta¨llo¨in solmujen i ja j va¨lisen kaaren
muunnetulle kustannukselle c′i,j saadaan yhta¨lo¨ c
′
i,j = ci,j + pii + pij. Hamiltonin ke-
ha¨ssa¨ jokainen paino pii tulee mukaan kahdesti, joten muunnetun ongelman ratkaisu-
jen kustannukset ovat 2
∑n
i=1 pii verran suurempia kuin alkupera¨isen ongelman rat-
kaisujen kustannukset. Paras yla¨raja, eli suurin mahdollinen 1-puu, voidaan lo¨yta¨a¨
iteratiivisen algoritmin avulla. Koska tarkoituksena on lo¨yta¨a¨ 1-puu, jossa jokaisen
solmun haarautumisaste on tasan kaksi, komponenteittainen ero ta¨ha¨n tavoitteeseen
antaa suunnan, gradientin, johon painovektorin pi arvoa kannattaa muuttaa.
Muunnetusta ongelmasta saadaan kauppamatkustajan ongelman kustannukselle ala-
raja w(pi) = Ppi − 2
∑
pii, missa¨ Ppi on 1-puun kustannus painoilla pi muunnetussa
ongelmassa. Helsgaun [Hel00] esitta¨a¨ alarajan w(pi) maksimointiin hieman erilais-
ta aligradienttioptimointialgoritmia (subgradient optimization) kuin mita¨ Held ja
Karp ka¨yttiva¨t. Held ja Karp antavat painovektorin iteraatioaskeleeksi pi(k+1) =
pi(k) + t(k)v(k), missa¨ pi(k) on painovektori, t(k) on askeleen pituus ja v(k) on ali-
gradienttivektori iteraatiokierroksessa k. Aligradienttivektorin v(k) = h(k) − 2 ar-
vo ma¨a¨ra¨ytyy vektorista h(k), jonka komponentteina ovat solmujen haarautumisas-
teet 1-puussa iteraatiokierroksessa k. Helsgaun ka¨ytta¨a¨ iteraatioaskelta pi(k+1) =
pi(k) + t(k)(0, 7v(k) + 0, 3v(k−1)), missa¨ v(−1) = v(0). Helsgaun ka¨ytta¨a¨ siis hyva¨ksi
kahden edellisen kierroksen aligradienttivektoreita yhden sijaan.
Aligradienttivektori v(k) pienenta¨a¨ niiden solmujen painoa, joiden haarautumisaste
on yksi, ja suurentaa niita¨, joiden haarautumisaste on suurempi kuin kaksi. Kaar-
ten kustannusten muutos on siten mieleka¨s, silla¨ seuraavalla kierroksella pienimma¨n
viritta¨va¨n puun kaarten pa¨a¨tepisteiksi valinnassa 1-puun lehtisolmuista tulee hou-
kuttelevampia ehdokkaita, kun taas haarautumissolmujen houkuttelevuus pienenee.
Edella¨ ei viela¨ otettu lainkaan kantaa askeleen pituuteen t(k). Hyva¨n askelpituu-
den valinta on ta¨rkea¨ algoritmin tehokkuuden kannalta, mutta mita¨a¨n yleispa¨teva¨a¨
strategiaa optimaalisen askelpituuden valitsemiseen ei tunneta. Helsgaunin valitsema
strategia perustuu Crowderin [Cro74] seka¨ Helbig-Hansen ja Krarupin [HaK74] eh-
dotuksiin. Helsgaunin 1-puu -aligradienttioptimointialgoritmissa on seuraavat omi-
naisuudet:
 Tietyn periodin, eli tietyn iteraatiokierroslukuma¨a¨ra¨n ajan, askelpituus pide-
ta¨a¨n vakiona.
9 Kunkin periodin lopussa seka¨ askelpituus etta¨ periodin pituus puolitetaan.
 Ensimma¨isen periodin pituus on puolet ongelman koosta eli n/2.
 Ensimma¨isen periodin alussa askelpituudeksi asetetaan t(0) = 1, mutta niin
kauan kun alaraja w(pi) ei kasva, eli w(pi(k)) 6 w(pi(k−1)), askelpituus kaksin-
kertaistetaan jokaisella iteraatiokierroksella. Siita¨ hetkesta¨ la¨htien kun w(pi)
kasvaa ensimma¨isen kerran, askelpituus pideta¨a¨n vakiona loppuperiodin ajan.
 Jos periodin viimeinen iteraatio kasvattaa alarajaa w(pi), kyseisen periodin
pituus kaksinkertaistetaan.
 Algoritmi pa¨a¨ttyy, kun joko periodin pituus, askeleen pituus t(k) tai aligra-
dienttivektorin v(k) pituus pienenee nollaksi.
 1-puun erityista¨ solmua ei kiinniteta¨ etuka¨teen, vaan se valitan n solmua kat-
tavan pienimma¨n viritta¨va¨n puun lehtisolmujen joukosta. Erityiseksi solmuksi
valitaan se lehtisolmu, jonka toiseksi lyhin kaari on mahdollisimman suuri.
Helsgaunin mukaan kokeelliset tulokset ovat osoittaneet, etta¨ aligradienttioptimointi
tuottaa parempia alarajoja, jos algoritmissa ka¨yteta¨a¨n ha¨nen ehdottamiaan muu-
toksia.
2 Likima¨a¨ra¨inen ratkaisu
Useimmissa ongelmissa tarkka ratkaisu ei ole aivan va¨ltta¨ma¨to¨n. Jos ongelman ko-
ko on niin suuri, etta¨ tarkkaa ratkaisua ei voida laskea, tai jos ratkaisua tarvitaan
nopeasti, likima¨a¨ra¨inen ratkaisu on ainoa vaihtoehto. Likima¨a¨ra¨iset menetelma¨t voi-
daan karkeasti jakaa approksimointialgoritmeihin, rakentaviin heuristiikkoihin ja pa-
rantaviin heuristiikkoihin. Jako tosin ei ole tarkka, silla¨ saman algoritmin voi tulkita
kuuluvan useampaan luokkaan.
Approksimointialgoritmi on polynomisessa ajassa toimiva algoritmi, jonka tuotta-
man ratkaisun ja optimaalisen ratkaisun va¨lille voidaan todistaa jokin mieleka¨s
suhde. Approksimointialgoritmeja tunnetaan vain kolmioepa¨yhta¨lo¨n ta¨ytta¨ville eli
metrisille ongelmille. Yleisessa¨ tapauksessa polynomisessa ajassa toimivaa approk-
simointialgoritmia ei ole olemassa, jos P 6= NP [GaJ79, teoreema 6.13] tai [SaG76],
silla¨ sen avulla Hamiltonin keha¨ -ongelma voitaisiin ratkaista polynomisessa ajassa.
Metristen ongelmien paras approksimointialgoritmi, Christofiden algoritmi, lo¨yta¨a¨
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O(n3) ajassa ratkaisun, joka on eninta¨a¨n 3/2-kertainen optimaaliseen verrattuna
[Chr76]. Euklidisiin ongelmiin, metristen ongelmien erikoistapaukseen, Arora esitti
algoritmin, joka pystyy O(n(log n)O(c)) ajassa tuottamaan ratkaisun, joka on enin-
ta¨a¨n (1 + 1
c
)-kertainen optimaaliseen verrattuna [Aro97]. Jos euklidisen ongelman
ulottuvuuksien lukuma¨a¨ra¨ d on suurempi kuin kaksi, Aroran algoritmin aikavaati-
vuus saa muodon O(n(log n)(O(
√
dc))d−1).
Rakentavat heuristiikat tuottavat kaikkien kaupunkien kautta kulkevan reitin lisa¨a¨-
ma¨lla¨ osittaiseen ratkaisuun kaupunkeja tai kaaria yksi kerrallaan. Tyypillista¨ al-
goritmeille on myo¨s se, etta¨ kerran tehtyja¨ valintoja ei myo¨hemmissa¨ algoritmin
suoritusvaiheissa ena¨a¨ peruta. Rakentavien heuristiikkojen ratkaisujen laatu on sik-
si rajattu. Esimerkiksi DIMACS-haasteessa esitetty hyva¨ Christofiden algoritmin
variantti, ahne Christofiden algoritmi (Christo-G), tuottaa noin 10 % heikompia
ratkaisuja kuin optimaalinen ratkaisu. Savings-heuristiikan tuottaman ratkaisun ja
optimaalisen ratkaisun va¨lilla¨ (E)- ja (T)-ongelmissa on noin 12 %:n ero, mutta
klusteroiduissa ongelmissa va¨li kasvaa suuremmaksi, noin 14–18 %:n suuruiseksi.
Savings-heuristiikka on kuitenkin selva¨sti nopeampi kuin Christofiden algoritmi, jo-
ten Savings-heuristiikka tarjoaa hyva¨n kompromissin ratkaisun laadun ja algoritmin
nopeuden va¨lille. Kyseiset algoritmit, kuten myo¨s suuri ma¨a¨ra¨ muita heuristiikkoja,
kuvaillaan yksityiskohtaisesti kirjassa [JoM02].
Parantavissa heuristiikoissa jotain olemassa olevaa luvallista ratkaisua muokataan
tekema¨lla¨ siihen parantavia muutoksia. Ta¨ta¨ kutsutaan paikalliseksi etsinna¨ksi (lo-
cal search). Paikallisen etsinna¨n avulla saadaan paljon parempia ratkaisuja kuin
rakentavilla heuristiikoilla. On paljon helpompaa lo¨yta¨a¨ hyvia¨ ratkaisuja muokkaa-
malla jotain jo olemassa olevaa ratkaisua kuin luoda sellainen ta¨ysin tyhja¨sta¨. Siksi
parhaat heuristiikat ka¨yta¨nno¨ssa¨ aina ka¨ytta¨va¨t paikallista etsinta¨a¨ muodossa tai
toisessa.
2.1 Heuristinen etsinta¨
Paikallinen etsinta¨ on joka hetki kiinnittynyt johonkin luvalliseen ratkaisuun. Ta¨ta¨
voidaan kutsua etsinna¨n tilaksi. Etsinta¨ etenee tilasta toiseen muuttamalla kiinni-
tettya¨ ratkaisua jollain tavoin. Niiden luvallisten tilojen x′ joukkoa, joihin tilasta
x pa¨a¨sta¨a¨n yhdella¨ yksinkertaisella muutoksella, kutsutaan tilan x naapurustoksi
N(x). Toisin sanoen x′ ∈ N(x), jos ratkaisu x voidaan muuttaa ratkaisuksi x′ yh-
della¨ muutosoperaatiolla.
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Ahneessa etsinna¨ssa¨ tilan x naapurustoa ka¨yda¨a¨n ja¨rjestelma¨llisesti la¨vitse. Uuteen
tilaan x′ ∈ N(x) siirryta¨a¨n vain, jos sen kustannus c(x′) on parempi kuin tilan x kus-
tannus. Ta¨ssa¨ tapauksessa pienempi on parempi, eli c(x′) < c(x). Jos sellaista tilaa
ei lo¨ydy, x on paikallinen minimi. Toisin sanoen x on lokaali optimi, jos c(x) 6 c(x′)
kaikilla x′ ∈ N(x). Ahne heuristiikka antaa lopulliseksi vastaukseksi ensimma¨isen
paikallisesti optimaalisen ratkaisun, jonka se lo¨yta¨a¨. Ongelman laadusta seka¨ naa-
puruston koosta ja rakenteesta riippuu, kuinka hyva¨ tai huono tuo lokaali optimi on
globaaliin optimiin verrattuna.
Yksinkertaisin naapurusto kauppamatkustajan ongelmaan lienee kahden kaupungin
la¨pika¨yntija¨rjestyksen vaihtaminen keskena¨a¨n. Se ja¨tta¨a¨ kaikkien muiden kaupun-
kien ja¨rjestyksen ta¨ysin koskematta. Siksi on helppo muodostaa reitin esitystapoja,
joissa operaatio on tehokas. Toinen yksinkertainen naapurusto on yhden kaupun-
gin siirta¨minen ja¨rjestyksessa¨ toiseen paikkaan, mutta operaation tehokas toteutus
asettaa jo enemma¨n vaatimuksia reitin tallettamiseen ka¨ytetta¨va¨lle tietorakenteelle.
Molemmat naapurustot ovat kuitenkin kovin tehottomia. Esimerkiksi kuvan 2 ta-
pauksessa m-alkioisen yhtena¨isen osapolun eli segmentin ka¨a¨nta¨minen vaatii na¨issa¨
naapurustoissa Θ(m) askelta, joten hyva¨n ratkaisun lo¨ytyminen ahneella heuristii-
kalla on ka¨yta¨nno¨ssa¨ mahdotonta.
Myo¨s naapuruston koolla, eli naapuritilojen lukuma¨a¨ra¨lla¨ |N(x)|, on paljon merki-
tysta¨ paikallisen etsinna¨n tehokkuuteen. Jos naapurusto on suuri, hyva¨n ratkaisun
lo¨ytyminen on todenna¨ko¨isempa¨a¨, mutta naapuruston la¨pika¨yminen on hidasta. Jos
naapurusto on pieni, sen la¨pika¨yminen on nopeaa, mutta vastaavasti joitain hyo¨dyl-
lista¨ ja¨a¨ todenna¨ko¨isesti huomaamatta.
2.2 Yleinen k-vaihto
Ratkaisun sanotaan olevan k-optimaalinen, jos sita¨ ei voida parantaa korvaamal-
la eninta¨a¨n k kappaletta kaaria joillain toisilla kaarilla. Ratkaisu on siis globaali
optimi jos ja vain jos se on n-optimaalinen. K-optimaalisuuden ma¨a¨ritelma¨sta¨ saa-
daan suoraan joukko k-vaihto-heuristiikkoja (k-exchange, k-opt), joista kukin takaa
eriasteisen k-optimaalisuuden.
2-vaihto-heuristiikka saadaan yksinkertaisesti tutkimalla kaikki tavat valita keha¨s-
ta¨ alijono ja ka¨a¨nta¨ma¨lla¨ alijonon ja¨rjestys. Kuvassa 2 na¨hda¨a¨n esimerkkina¨ yksi
ta¨llainen ka¨a¨nto¨. Sekvenssin ab–cd–a alijono b–c on ka¨a¨nnetty ja saatu sekvenssi
ac–bd–a. 3-vaihto-heuristiikassa valitut alijonot voidaan ja¨rjestella¨ useammalla ta-
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valla. Kuvassa 3 na¨hda¨a¨n kaikki nelja¨ eri mahdollisuutta. Kuvaan ei ole piirretty
3-vaihtoihin sisa¨ltyvia¨ 2-vaihtoja, joita kuvan tapauksessa olisi kolme kappaletta.
a b
d c





















Kuva 3: Mahdolliset 3-vaihdot, kun kaikki katkoviivoin merkityt poistetut kaaret on
korvattu toisilla. Kaikki 2-vaihdot sisa¨ltyva¨t 3-vaihtoihin, mutta niissa¨ pita¨a¨ lisa¨ta¨
kaari, joka on myo¨s poistettujen kaarten joukossa.






eri tavalla. Kaarten poistaminen katkoo Hamiltonin keha¨n k:ksi
erilliseksi sekvenssiksi. Koska keha¨ on sykli, mika¨ tahansa sekvensseista¨ voidaan
kiinnitta¨a¨ ensimma¨iseksi ja loput sekvenssit voidaan ja¨rjesta¨a¨ mielivaltaisesti ja yh-
ta¨ alkiota pidemma¨t sekvenssit voidaan myo¨s ka¨a¨nta¨a¨. Ja¨rjesta¨misvaihtoehtoja on
(k− 1)! kappaletta ja ka¨a¨nta¨misvaihtoehtoja on eninta¨a¨n 2k−1 kappaletta. Yhdista¨-






(k − 1)!. (1)







(k − 1)!. (2)
Naapuruston koon yla¨- ja alarajoja voidaan arvioida helposti pienilla¨ k:n arvoilla,
eli silloin kun k on pienempi kuin jokin kiinnitetty pienehko¨ vakio c, joka ei riipu
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Alaraja nk pa¨tee myo¨s vaikka k:n sallittaisiin kasvaa n:n mukana. Liitteessa¨ 1 oleva
hieman tarkempi tarkastelu osoittaa, etta¨ alaraja on voimassa ainakin kun k 6 n/11.
Yla¨rajasta (3) ja alarajasta (4) seuraa, etta¨ pienilla¨ k:n arvoilla naapuruston koko
on
|Nk-opt(x)| = Θ(nk). (5)
Naapuruston koko kasvaa siis eksponentiaalisesti k:n kasvaessa. Vastaavasti jokaisen
k-optimaalisen ratkaisun lo¨yta¨minen on sita¨ hitaampaa mita¨ suurempaa k-arvoa
halutaan ka¨ytta¨a¨. Kokeellisesti on myo¨s havaittu, etta¨ 3-optimaaliset ratkaisut ovat
huomattavasti parempia kuin 2-optimaaliset ratkaisut, mutta 4-optimaaliset ratkai-
sut eiva¨t ka¨yta¨nno¨ssa¨ ole sen parempia kuin 3-optimaaliset ratkaisut [Lin65]. Ta¨ma¨
oli johtanut yleiseen uskomukseen, etta¨ k-vaihto-heuristiikoista 3-vaihto-heuristiikka
olisi ka¨yta¨nno¨ssa¨ paras. Kokeellisesti on kuitenkin havaittu, etta¨ 5-vaihdon ka¨yto¨sta¨
4- ja 3-vaihtojen sijaan saadaan samankaltaista etua kuin 3-vaihdon ka¨ytta¨misesta¨
2-vaihdon sijaan [ChE72].
K-vaihdosta voidaan yleisesti osoittaa, etta¨ jokainen k-vaihto on mahdollista to-
teuttaa suorittamalla eninta¨a¨n k kappaletta 2-vaihtoja [ChE72, MaM95]. Kuvan 3
kolme ensimma¨ista¨ tapausta voidaan toteuttaa kahdella pera¨kka¨isella¨ 2-vaihdolla
ja viimeinen tapaus kolmella 2-vaihdolla. Myo¨s 4-vaihtojen muodostamiseen riitta¨a¨
eninta¨a¨n kolme kappaletta 2-vaihtoja, mutta kaikkia 5-vaihtoja ei voida muodostaa
va¨hemma¨lla¨ kuin viidella¨ 2-vaihdolla. Na¨illa¨ teoreettisilla havainnoilla Christofides
ja Eilon selitta¨va¨t kokeellisesti saadut tulokset [ChE72].
14
Koska naapuruston koko kasvaa eksponentiaalisesti k:n kasvaessa, yleista¨ k-vaihtoa
ei voida ka¨ytta¨a¨ kuin pienilla¨ k:n arvoilla. Pelka¨sta¨a¨n ratkaisun toteaminen k-op-
timaaliseksi triviaalilla k-vaihto-algoritmilla vaatii koko naapuruston la¨pika¨ymisen.
K-vaihdossa lisa¨tta¨va¨ kaari voidaan kuitenkin eliminoida silloin kun sita¨ ka¨ytta¨ma¨l-
la¨ ei ole mahdollista muodostaa parempaa ratkaisua. Tarkastelemalla kaaria suu-
ruusja¨rjestyksessa¨ ja laskemalla lisa¨tta¨vien kaarten pituuksille yla¨rajoja, suurin osa
kaarista on mahdollista eliminoida [ChE72]. Vaikka menetelma¨ tehostaa suuresti k-
vaihdon suoritusnopeutta, yleinen k-vaihto ei silti ole kovin ka¨yta¨nno¨llinen algoritmi.
Seuraavassa luvussa tarkastellaan paljon ka¨yta¨nno¨llisempa¨a¨ menetelma¨a¨.
2.3 Sarjallinen k-vaihto
Sarjallinen k-vaihto (sequential exchange) on yleisen k-vaihdon osajoukko, jossa li-
sa¨tyt ja poistetut kaaret muodostavat yhden yhtena¨isen vuorottelevan syklin (al-
ternating cycle). Vuorottelevalla syklilla¨ tarkoitetaan kaarista muodostuvaa syklia¨,
jossa joka toinen kaari kuuluu lisa¨tta¨vien - ja joka toinen poistettavien kaarten jouk-
koon. Kuvassa 4a on esimerkkina¨ 3-vaihto, jossa poistetut kaaret xi ja lisa¨tyt kaaret
yi muodostavat vuorottelevan syklin. Kuvassa 4b olevat kaksoissilta (double-bridge)















































Kuva 4: a) Sarjallinen vaihto. 3-vaihdoissa poistetut kaaret xi ja lisa¨tyt kaaret yi
muodostavat vuorottelevan syklin. b) Ei-sarjallinen vaihto. Kaksoissilta ja kiero kak-
soissilta muodostuvat kahdesta erillisesta¨ vuorottelevasta syklista¨.
Edella¨ on oletettu, etta¨ lisa¨ttyjen ja poistettujen kaarien joukot ovat erilliset. Jos
erillisyytta¨ ei kuitenkaan vaadita, myo¨s ei-sarjalliset vaihdot voidaan tuottaa yhden
yhtena¨isen vuorottelevan polun avulla. Ei-sarjallisten vaihtojen tuottamiseen riitta¨a¨,
etta¨ lisa¨tty kaari voidaan myo¨hemmin poistaa. Kuvassa 5 ei-sarjallinen 4-vaihto tuo-
tetaan sarjallisella 5-vaihdolla. Siina¨ kaari y2 yhdista¨a¨ kaksi erillista¨ vuorottelevaa
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Kuva 5: Ei-sarjallinen 4-vaihto voidaan tuottaa sarjallisella 5-vaihdolla, jos aiemmin
lisa¨tty kaari saadaan myo¨s poistaa myo¨hemmin. Lisa¨tty kaari y2 on sama kaari kuin
poistettu kaari x5.
Vuorottelevia sykleja¨ etsita¨a¨n yleensa¨ sarjallisen etsinna¨n avulla, jonka Lin ja Ker-
nighan esitteliva¨t 1970-luvun alussa [LiK73]. Sarjallisessa etsinna¨ssa¨ kaaria lisa¨ta¨a¨n
ja poistetaan vuorotellen siten, etta¨ pera¨tta¨isilla¨ kaarilla on aina yhteinen pa¨a¨tepiste.
Vuorotteleva polku pysyy koko ajan yhtena¨isena¨.
Sarjallinen etsinta¨ voidaan periaatteessa aloittaa joko kaaren lisa¨yksella¨ tai kaaren
poistolla. Lin–Kernighan-heuristiikka aloittaa etsinna¨n kaaren poistolla, kun taas
Glover aloittaa etsinna¨n kaaren lisa¨yksella¨ [Glo92]. Funke et al. osoittavat, etta¨ Lin–
Kernighan-naapurusto sisa¨ltyy Gloverin varrellinen sykli -naapurustoon [FGI05].
Kuvassa 6a etsinta¨ aloitetaan solmusta r, lisa¨a¨ma¨lla¨ kaari y. Kaaren poistovaihtoeh-
toja on kaksi, kaaret x ja x′. Kaaren lisa¨ys ja poisto -pari muuntaa Hamiltonin keha¨n
varrelliseksi sykliksi (stem-and-cycle), ks. kuva 6b. Varrellinen sykli on sykli, johon
on toisesta pa¨a¨sta¨a¨n kiinnittynyt polku. Polun ja syklin yhteista¨ solmua r Glover
kutsuu juureksi (root), ja polun vapaata pa¨a¨ta¨ t ha¨n kutsuu varren ka¨rjeksi (tip).
Juuren viereiset syklin solmut ovat alijuuria (subroot), joita kuvassa 6c merkita¨a¨n
q:lla ja q′:lla. Jos varsi degeneroituu, eli ka¨rki ja juuri ovat sama solmu, tuloksena
saadaan sykli. Varrellinen sykli voidaan aina ta¨ydenta¨a¨ Hamiltonin keha¨ksi yhdista¨-
ma¨lla¨ ka¨rki jompaankumpaan alijuureen, ja poistamalla vastaava alijuurta ja juurta
yhdista¨va¨ kaari.
Etsinta¨ jatkuu ka¨rjesta¨ lisa¨a¨ma¨lla¨ siihen kaari johonkin solmuun j. Jos j on osa
syklia¨ (ks. kuva 7a) j:n viereisen kaaren poistaminen tuottaa varrellisen syklin, jonka
uusi ka¨rki on t′. Jos j on osa vartta ja kaari (j, t′) poistetaan j:n ja t:n va¨liselta¨












Kuva 6: Varrellinen sykli -vertailurakenne. a) Sarjallinen etsinta¨ alkaa solmusta r
lisa¨a¨ma¨lla¨ kaari y, mita¨ seuraa kaaren x tai x′ poisto. b) Muodostunut varrellinen
sykli. c) Juuren r viereiset solmut syklissa¨ ovat alijuuria q ja q′. Varrellinen sykli
voidaan ta¨ydenta¨a¨ sykliksi lisa¨a¨ma¨lla¨ kaari (t, q) tai (t, q′) ja poistamalla vastaava
kaari (r, q) tai (r, q′).
poistetaan j:n ja r:n va¨liselta¨ polulta (ks. kuva 7c) saadaan sykli ja varrellinen sykli.
Kuvan 8 kaltainen rakenne, jossa on varrellinen sykli ja yksi tai useampi erillinen
sykli, kutsutaan varrelliseksi monisykliksi (stem-and-multicycle). Jos varrellisessa
monisykli -rakenteessa lisa¨tta¨va¨ kaari (t, j) osuu erilliseen sykliin, kyseinen sykli

















Kuva 7: Varrellisen syklin operaatiot. Jos lisa¨tta¨va¨ kaari (t, j) osuu sykliin, j:hin
liittyva¨n kaaren (j, t′) poisto tuottaa aina varrellisen syklin, jossa uusi ka¨rki on
t′. Jos solmu j kuuluu varteen, kaaren (j, t′) poisto tuottaa varrellisen syklin ja
mahdollisesti uuden erillisen syklin. Gloverin sa¨a¨nno¨t R1 ja R2 [Glo92] kattavat
tapaukset a ja b.
Jos sarjallisessa etsinna¨ssa¨ ka¨yteta¨a¨n pa¨invastaista strategiaa, eli etsinta¨ aloitetaan
kaaren poistolla, kuvan 6 tilanne hieman muuttuu. Etsinna¨ssa¨ ka¨rki t pysyy paikoil-
laan ja juuri r liikkuu. Riippuen tilanteesta lisa¨tta¨va¨ kaari la¨htee syklin alijuuresta
q tai q′, tai varren alijuuresta q′′, kuva 9b ja c.
Etsinna¨n aluksi poistettava kaari x kiinniteta¨a¨n, jolloin saadaan Hamiltonin polku.
Lisa¨ta¨a¨n kaari y ja saadaan varrellinen sykli, kuvat 6b ja 9a. Etsinta¨ jatkuu syklin
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Kuva 8: Varrellinen monisykli -vertailurakenne. Sarjallinen k-vaihto voi va¨livaihee-
naan tuottaa varrellisen monisyklin.
alijuuresta q′ tai varren alijuuresta q′′. Jos valittu alijuuri kuuluu sykliin, kuten ku-
vassa 9c q′, kaaren lisa¨ys tuottaa varrellisen syklin, missa¨ viimeksi lisa¨tty kaari kuu-
luu sykliin. Jos valittu alijuuri kuuluu varteen ja lisa¨tty kaari osuu sykliin, kuten
kuvassa 9c kaari (q′′, r′), saadaan varrellinen sykli, jossa viimeksi lisa¨tty kaari kuu-
luu varteen. Kun valittu alijuuri kuuluu varteen ja lisa¨tty kaari osuu myo¨s varteen,
kuten kuvassa 9c kaari (q′′, r′′), saadaan sykli ja varrellinen sykli, jossa viimeksi li-
sa¨tty kaari kuuluu sykliin. Aina se alijuurista, johon viimeksi lisa¨tty kaari liittyy,
ei ole ka¨ytetta¨vissa¨, silla¨ siihen mahdollisesti liittyva¨ syklin ta¨ydennys on tutkittu
etsinna¨n edellisessa¨ vaiheessa. Joten jos viimeksi lisa¨tty kaari kuuluu sykliin, ta¨y-




















Kuva 9: a) Etsinna¨n alkuvaihe, kun etsinta¨ alkaa kaaren x poistolla. Syntynyt var-
rellinen sykli voidaan ta¨ydenta¨a¨ sykliksi yhdella¨ tavalla, lisa¨a¨ma¨lla¨ ta¨ydennyskaari
(t, q′). b) Jokin juureen liittyvista¨ kolmesta kaaresta on aina sama kuin viimeksi li-
sa¨tty kaari y. Kyseinen alijuuri on tutkittu etsinna¨n edellisessa¨ vaiheessa, joten se ei
ole ka¨ytetta¨vissa¨. c) Sykliin kuuluvan kaaren (r, q′) poisto ja kaaren (q′, r′) tai (q′, r′′)
lisa¨ys tuottaa varrellisen syklin. Samoin tekee varteen kuuluvan kaaren (r, q′′) pois-
to ja kaaren (q′′, r′) lisa¨ys. Kaaren (r, q′′) poistaminen ja kaaren (q′′, r′′) lisa¨a¨minen
tuottaa syklin ja varrellisen syklin.
Ka¨yta¨nno¨n algoritmeissa sarjallisen etsinna¨n mielekkyys perustuu naapurilistojen
(neighbor list) hyo¨dynta¨miseen. Kuhunkin solmuun liiteta¨a¨n vakiopituinen lista sol-
mun la¨himmista¨ tai muutoin mielekka¨ista¨ naapureista. Sen sijaan, etta¨ lisa¨tta¨va¨a¨
kaarta etsitta¨isiin O(n) kaaren joukosta, etsinta¨ rajoitetaan ta¨ha¨n lyhyeen ehdok-
kaiden listaan. Ta¨lla¨ ei juuri ole vaikutusta lo¨ydetta¨vien ratkaisujen laatuun, mutta
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etsinta¨ nopeutuu oleellisesti. Tosin jos optimaalisen ratkaisun kaikki kaaret eiva¨t
lo¨ydy naapurilistoista, etsinta¨algoritmi ei pysty ka¨yta¨nno¨ssa¨ edes vahingossa lo¨yta¨-
ma¨a¨n optimaalista ratkaisua. Periaatteessa onnekas vahinko on kuitenkin mahdolli-
nen, silla¨ ta¨ydennyskaariksi voidaan ehdottaa myo¨s naapurilistoihin kuulumattomia
kaaria.
Naapurustoa ei myo¨ska¨a¨n tutkita ta¨ydellisesti. Tyypillisesti etsinna¨ssa¨ ka¨yteta¨a¨n
haarautumista vain sen ensimma¨isilla¨ tasoilla. Syvemmilla¨ tasoilla lisa¨tta¨va¨ kaari
valitaan ahneesti, eika¨ muita vaihtoehtoja tutkita. Ta¨lla¨ tavoin tarvittava tyo¨ma¨a¨ra¨
pysyy kohtuullisena suurillakin k:n arvoilla. Etsinna¨ssa¨ voidaan toki ka¨ytta¨a¨ kurkis-
tusta, kuten Lin–Kernighan-heuristiikassa, mutta kurkistuksen avulla vain valitaan
ahneesti kiinnitetta¨va¨ osaratkaisu, eika¨ etsinta¨ myo¨hemmin ena¨a¨ peruuta tutkimaan
muita mahdollisia osaratkaisuja.
Jotta voidaan helposti varmistaa, etta¨ kaarien vaihtojen lopputulos on Hamiltonin
keha¨, ka¨yteta¨a¨n apuna jotain vertailurakennetta (reference structure), joka on help-
po ta¨ydenta¨a¨ Hamiltonin keha¨ksi. Hamiltonin polku on yksinkertainen vertailura-
kenne, joka voidaan aina ta¨ydenta¨a¨ keha¨ksi lisa¨a¨ma¨lla¨ yksi kaari. Varrellinen sykli on
myo¨s helppo ta¨ydenta¨a¨ keha¨ksi. Sita¨ vastoin varrellinen monisykli on jo hankalam-
pi, silla¨ sen ta¨ydenta¨miseen tarvitaan useita kaaria, joiden lo¨yta¨minen muodostaa
osaltaan uuden etsinta¨ongelman. Erillisia¨ sykleja¨ ei siten yleensa¨ sallita.
2.4 Lin–Kernighan-heuristiikka
Paikallisen etsinna¨n heuristiikat perustuivat pitka¨a¨n la¨hes pelka¨sta¨a¨n 2- tai 3-vaih-
toon, tai niiden pieniin muunnelmiin. Selva¨sti parempia ratkaisuja alettiin saada vas-
ta kun Lin ja Kernighan esitteliva¨t kuuluisan heuristiikkansa vuonna 1973 [LiK73].
Heida¨n esittelema¨ssa¨ sarjallisessa etsinna¨ssa¨ k:n arvoa ei kiinnitetty, vaan se vaih-
telee dynaamisesti hyo¨tykriteerin (gain criterion) perusteella rajoittuen vain impli-
siittisesti n:a¨a¨n. Hyo¨tykriteeri karsii etsinta¨avaruutta merkitta¨va¨sti, mika¨ osaltaan
on vaikuttanut algoritmin menestykseen. Koska k:n arvo ma¨a¨ra¨ytyy dynaamisesti
jokaiselle sarjalliselle k-vaihdolle erikseen, kirjallisuudessa heuristiikasta on ka¨ytetty
myo¨s nimea¨ λ-vaihto.
Aivan λ-vaihdon alkua lukuun ottamatta, Lin ja Kernighan ka¨yttiva¨t vertailuraken-
teena Hamiltonin polkua, joka on ta¨ydennetta¨vissa¨ joka hetki Hamiltonin keha¨k-
si. Ta¨ma¨ yksinkertaistaa kirjanpitoa, silla¨ kaarta lisa¨tessa¨ ei tarvitse tutkia, mihin
osaan vertailurakennetta lisa¨tty kaari osuu. Varrellisen syklin tapauksessa varsi ja
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sykli ta¨ytyy erottaa toisistaan, silla¨ tapaukset ta¨ytyy ka¨sitella¨ eritavoin.
Etsinta¨sekvenssi alkaa kaaren poistolla, mika¨ muuntaa Hamiltonin keha¨n Hamiltonin
poluksi. Jotta Hamiltonin polku pysyisi Hamiltonin polkuna myo¨s kaaren lisa¨yksen
ja¨lkeen, seuraava kaaren poisto voidaan valita vain yhdella¨ tavalla. Kaaren yi lisa¨yk-
sen ja¨lkeen kaari xi+1 on poistettava muodostuneen syklin puolelta, kuten kuva 10a
na¨ytta¨a¨. Kuvan 10a tapaus on sama kuin kuvassa 9c na¨kyva¨ tapaus q′.
Hamiltonin keha¨ saadaan Hamiltonin polusta yhdista¨ma¨lla¨ polun pa¨a¨t ta¨ydennys-
kaarella. Ta¨ma¨ tapahtuu Lin–Kernighan-heuristiikassa juuri ennen uuden kaaren li-
sa¨ysta¨. Kaaren xi poiston ja¨lkeen kaaren yi sijaan kokeillaan ta¨ydennyskaarta y
∗
i , jo-
ka yhdista¨a¨ polun pa¨a¨t. Kuvan 10 tapauksissa ta¨ydennyskaari lisa¨tta¨isiin harmaalla
merkityn solmun ja solmun s1 va¨liin.
Laajentaakseen etsinna¨n kattamaan myo¨s 3-vaihdot Lin ja Kernighan sallivat poik-
keuksen etsinna¨n alussa toisen poistettavan kaaren kohdalla. Kaaren x2 poistaminen
saa tuottaa syklin ja polun. Ta¨ma¨ lisa¨a¨ monimutkaisuutta vain va¨ha¨n, silla¨ polun
vaaditaan sulautuvan sykliin joko seuraavalla tai sita¨ seuraavalla kaaren lisa¨yksella¨.






























Kuva 10: a) Lin–Kernighan-heuristiikan perusaskel. Lisa¨tta¨essa¨ uusi kaari yi solmus-
ta s2i solmuun s2i+1, poistetavan kaaren xi+1 pa¨a¨tepiste, solmu s2(i+1), on oltava sol-
mun s2i+1 seuraaja polulla s1 . . . s2i. Askeleen yhteydessa¨ polku s2(i+1) . . . s2i ka¨a¨ntyy.
b) Poikkeus: kaaren x2 poistaminen saa tuottaa hetkellisen syklin. Ta¨llo¨in joko kaa-
ren y2 tai y3 on osuttava sykliin, eli joko solmun s5 tai solmun s7 on sijaittava polulla
s2 . . . s3. Jos y2 ei osu sykliin, poistettava kaari x3 ma¨a¨ra¨ytyy yksika¨sitteisesti.
Lisa¨tta¨va¨ kaari yi valitaan aina naapurilistasta, johon Lin ja Kernighan valitsivat
solmun viisi la¨hinta¨ naapuria. Kaaret ovat listassa pituuden mukaan kasvavassa ja¨r-
jestyksessa¨, mista¨ on etua hyo¨tykriteeria¨ sovellettaessa.
Kuhunkin kaarenvaihtoon xi → yi sanotaan liittyva¨n hyo¨ty gi = c(xi) − c(yi), joka
on kaarenvaihdon kustannusmuutoksen vastaluku. Hyo¨ty on siis positiivinen silloin,
kun kaari vaihdetaan lyhyempa¨a¨n. Vaihtosarjan kokonaishyo¨ty Gi on osahyo¨tyjen
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summa, eli Gi = g1 + · · · + gi. Koska tarkoituksena on lo¨yta¨a¨ ratkaisua parantavia
vaihtoja, naapurustosta riitta¨a¨ lo¨yta¨a¨ ne vaihdot, joilla Gi on positiivinen. Hyo¨ty-
kriteerissa¨ sovelletaan seuraavaa lausetta.
Lause 1. Jos lukujonon g1, . . . , gm summa on positiivinen, lukujonolla on olemassa
syklinen permutaatio, jonka jokainen osasumma on positiivinen.
Todistus. Olkoon k suurin indeksi, jolla summa g1 + · · ·+ gk−1 on pienin.
Kun k ≤ j ≤ m, silloin gk + · · · + gj = (g1 + · · · + gj)− (g1 + · · · + gk−1) > 0. Kun
1 ≤ j < k, silloin gk+ · · ·+gm+g1+ · · ·+gj ≥ gk+ · · ·+gm+g1+ · · ·+gk−1 > 0.
Parantavaa sarjallista λ-vaihtoa etsitta¨essa¨ riitta¨a¨ siis tutkia ainoastaan ne sekvens-
sit, joilla hyo¨dyn osasummat ovat koko ajan positiivisia. Ta¨ta¨ Lin ja Kernighan
kutsuvat hyo¨tykriteeriksi. Jos naapurusto on syklisesti riippumaton, eli samaan lop-
putulokseen voidaan pa¨a¨sta¨, aloitettiinpa etsinta¨ mista¨ vaihdon kohdasta hyva¨nsa¨,
hyo¨tykriteerin ka¨ytta¨minen ei kadota naapuruston parantavia vaihtoja.
Naapuruston tutkimisessa hyo¨tykriteerin ka¨ytto¨ on tarkka menetelma¨ silloin kun
naapurusto on syklisesti riippumaton. Sarjallinen λ-vaihto sellaisenaan on selva¨sti
syklisesti riippumaton, mutta sita¨ soveltavissa ka¨yta¨nno¨n algoritmeissa syklinen riip-
pumattomuus on jo kyseenalaista. Mutta silloinkin, kun naapurusto ei ta¨ysin toteuta
syklista¨ riippumattomuutta, hyo¨tykriteeri on tehokas heuristiikka. Lin–Kernighan-
heuristiikka on muunnelmineen ollut paras heuristiikka kolmisen vuosikymmenta¨,
vaikka siina¨ ka¨ytetty naapurusto ei tarkasti ottaen olekaan syklisesti riippumaton
[FGI05].
Lin ja Kernighan vaativat, etta¨ lisa¨ttyjen ja poistettujen kaarien joukot ovat erilli-
set. Etsinta¨a¨ jatketaan niin kauan kun seka¨ kaari yi voidaan lisa¨ta¨ etta¨ kaari xi+1
voidaan poistaa. Jos etsinta¨sekvenssin aikana lo¨ytyi parantavia ratkaisuja, niista¨ pa-
ras suoritetaan vasta kun Gi ≤ G∗, missa¨ G∗ on parhaan lo¨ytyneen ratkaisun hyo¨ty.
Tasolla i lo¨ytyva¨n ratkaisun hyo¨ty G∗i = Gi−1− c(xi) + c(y∗i ), missa¨ y∗i on solmut s2i
ja s1 yhdista¨va¨ ta¨ydennyskaari.
Kahdella ensimma¨isella¨ etsinna¨n tasolla ka¨yteta¨a¨n peruutusta (backtracking). Jos
etsinta¨sekvenssi ei lo¨yda¨ parantavaa ratkaisua, etsinna¨ssa¨ peruutetaan kokeilemaan
muita vaihtoehtoja kaarille y2, x2, y1 ja x1, ta¨ssa¨ ja¨rjestyksessa¨. Poistettavalle kaa-
relle vaihtoehtoja lo¨ytyy kaksi kappaletta, lisa¨tta¨va¨lle kaarelle naapurilistan viisi eri
vaihtoehtoa. Kaaren x2 poiston vaihtoehdoista tutkitaan ensin tapaus, jossa polku
voidaan ta¨ydenta¨a¨ Hamiltonin keha¨ksi.
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Lisa¨tta¨va¨n kaaren yi valinnassa ka¨yteta¨a¨n pienta¨ kurkistusta (lookahead). Kaaren
katsotaan olevan sita¨ parempi, mita¨ suurempi arvo c(xi+1)− c(yi) on. Etsinna¨n ta-
soilla i ≤ 2 arvo vaikuttaa kaarten kokeiluja¨rjestykseen, muilla etsinna¨n tasoilla kaa-
rista valitaan arvon perusteella paras. Jos valinta perustuisi pelka¨sta¨a¨n lisa¨tta¨va¨n
kaaren yi pituuteen, etsinna¨n tasoilla i ≥ 3 valittaisiin aina la¨hin mahdollinen naa-
puri, mika¨ olisi selva¨sti va¨a¨ra¨ strategia. Kurkistus lieventa¨a¨ ta¨llaista ahnetta ta¨ysin
paikalliseen tietoon perustuvaa pa¨a¨to¨ksentekoa, silla¨ riippuen reitin senhetkisesta¨
rakenteesta la¨hin naapuri voi tulla valituksi tai ja¨a¨da¨ valitsematta.
Edella¨ kuvattujen yleisten sa¨a¨nto¨jen lisa¨ksi on kuvan 10b poikkeustapaukset, joissa
harmaalla merkityt numeroimattomat solmut viittaavat kahteen eri mahdollisuuteen
valita kaaret x3 tai x4. Kaaren x3 kohdalla ka¨yteta¨a¨n peruutusta, eli molemmat vaih-
toehdot tutkitaan tarvittaessa, mutta kaaren x4 vaihtoehdoista tutkitaan ainoastaan
toinen, kaarista pidempi.
Kaaren yi lisa¨yksen yhteydessa¨ koko naapurilistaa ei tarvitse selata la¨vitse. Hyo¨ty-
kriteerin perusteella naapurilistasta tarvitsee tutkia vain ne kaaret, joiden kokonais-
hyo¨ty Gi on positiivinen. Koska naapurilista on kaarten pituuden mukaan kasvavas-
sa ja¨rjestyksessa¨, listan selaus voidaan keskeytta¨a¨ heti ensimma¨isen kaaren kohdal-
la jonka Gi ei ole positiivinen. Jos etsinna¨ssa¨ ka¨yteta¨a¨n ta¨ydellisia¨ naapurilistoja,
edella¨ kuvattu menetelma¨ tuottaa selva¨sti 3-optimaalisia tuloksia, silla¨ etsinna¨ssa¨
ka¨yteta¨a¨n ta¨ytta¨ peruutusta tasolle kaksi asti.
Kun ratkaisua ei pystyta¨ ena¨a¨ parantamaan ja aikaa on viela¨ ka¨ytetta¨vissa¨, suori-
tetaan uusi etsinta¨ satunnaisesta ratkaisusta aloittaen. Aina uuden parantavan rat-
kaisun lo¨ytymisen yhteydessa¨ tarkistetaan, lo¨ytyyko¨ ratkaisu aiemmin lo¨ydettyjen
paikallisten optimien joukosta. Ta¨lla¨ va¨lteta¨a¨n paikallisen optimin tarkistamiseen
kuluva aika, joka on tyypillisesti 30–50 prosenttia algoritmin suoritusajasta.
Paikallisesti optimaalisilla ratkaisuilla on paljon yhteista¨. Kahdella ratkaisulla yh-
teisia¨ kaaria on yleensa¨ 85 %, ja seitsema¨lla¨ tai kahdeksallakin ratkaisulla on viela¨
60–80 prosenttia yhteista¨. Ta¨llaisia kaaria on todenna¨ko¨isesti turha poistaa yha¨ uu-
destaan uusissa etsinno¨issa¨, joten ne voidaan kiinnitta¨a¨. Jos kaari sisa¨ltyy jokaiseen
lo¨ydettyyn paikalliseen optimiin, sita¨ ei saa poistaa etsinna¨n tasoilla i ≥ 4. Jot-
ta etsinta¨ ei ja¨isi kokonaan jumiin huonon kiinnityksen vuoksi, kiinnitettyja¨ kaaria
voidaan yha¨ poistaa etsinna¨n tasoilla 1–3.
Algoritmin aikavaativuus riippuu ka¨ytetyn peruutuksen ma¨a¨ra¨sta¨, mutta edella¨ mai-
nituin valinnoin Lin ja Kernighan raportoivat yhden paikallisen optimin etsimisen
vieva¨n keskima¨a¨rin n2,2 ajan. Lopetusehdon Gk ≤ G∗ tarkoitus on pienenta¨a¨ pitkien
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tuloksettomien etsinto¨jen todenna¨ko¨isyytta¨. Keskima¨a¨ra¨inen ylietsinta¨ (overshoot),
eli etsinna¨n syvyyden ja parhaan ratkaisun syvyyden erotus, ei ole suuri. Ensimma¨i-
set sarjalliset vaihdot ovat pitkia¨, ja 3
4
n-vaihdot ilman ylietsinta¨a¨ ovat tavallisia. Va¨-
hitellen parannuksia on vaikeampi lo¨yta¨a¨ ja vaihtosarjat lyheneva¨t, asettuen lopulta
lyhyiksi, suunnilleen 2–7 mittaisiksi, jonkin verran ylietsinta¨a¨ sisa¨lta¨viksi sarjoiksi.
Tavallisesti algoritmin parannusaskelien ma¨a¨ra¨ on n/4:n ja n/3:n va¨lilla¨.
Vaikka edella¨ kuvattu menetelma¨ tuottaa ainakin 3-optimaalisia tuloksia, ratkaisu
saattaa silti olla parannettavissa yksinkertaisilla ei-sarjallisilla vaihdoilla. Sen vuoksi
jokaisesta paikallisesti optimaalisesta ratkaisusta tutkitaan voidaanko sita¨ edelleen
parantaa kaksoissiltojen avulla. Valitsemalla kaksoissiltojen poistettavat kaaret pel-
ka¨sta¨a¨n kiinnitta¨ma¨tto¨mien kaarten joukosta Lin ja Kernighan karsivat mahdollis-
ten 4-vaihtojen lukuma¨a¨ra¨a¨ merkitta¨va¨sti. Kun suurin osa kaarista on kiinnitetty,
tarkistaminen ka¨y nopeasti.
2.5 Yleisia¨ tehostuskeinoja
Ennen kuin paikallisessa etsinna¨ssa¨ voidaan sanoa varmasti, etta¨ ratkaisu on lokaa-
li optimi, etsinna¨n on kokeiltava ka¨ytta¨a¨ jokaista ongelman kaupunkia sarjallisen
λ-vaihdon aloitussolmuna. Ta¨ysi varmuus asiasta saadaan vasta kun viimeisen pa-
rantavan λ-vaihdon ja¨lkeen on tarkistettu kaikki n solmua. Reitista¨ laskettavan ha-
jautusavaimen avulla on helppo havaita, jos sama paikallinen optimi on tutkittu jo
aiemmin. Jokaisen uuden paikallisen optimin tutkiminen vie kuitenkin va¨kisinkin
Ω(n) ajan. Jos viimeinen parantava askel oli pieni, eli vaihto muutti vain muutamaa
kaarta, suurin osa aloitussolmuista tutkitaan ka¨yta¨nno¨ssa¨ turhaan.
Tarkistamista voidaan nopeuttaa ohitusbittien (don’t look bit) avulla. Aloitussol-
muina ka¨yteta¨a¨n ainoastaan niita¨ solmuja, joiden ohitusbitti ei ole pa¨a¨lla¨. Aina kun
aloitussolmusta aloitettu λ-vaihdon etsinta¨ epa¨onnistuu, eli parantavaa ratkaisua
ei lo¨ydy, solmun ohitusbitti pannaan pa¨a¨lle. Jos kumpikaan kaupunkiin liittyvista¨
kaarista ei myo¨hemmin muutu, kaupungin ka¨ytta¨minen uudestaan aloitussolmuna
tuskin tuottaa parantavaa ratkaisua. Aina kun etsinna¨ssa¨ lo¨ydeta¨a¨n parantava rat-
kaisu, λ-vaihtoon osallistuneet kaupungit on syyta¨ tutkia uudelleen, joten niiden
ohitusbitit on pantava pois pa¨a¨lta¨. Jotta jokaisen kaupungin ohitusbittia¨ ei tarvitse
erikseen tutkia, tutkittavaksi tarkoitetut kaupungit sa¨ilyteta¨a¨n linkitetyssa¨ listassa.
Etsinna¨n alussa jokainen kaupunki lisa¨ta¨a¨n linkitettyyn listaan.
Kun Lin–Kernighan-heuristiikassa lo¨ydeta¨a¨n parantava ratkaisu, kyseista¨ λ-vaihtoa
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yriteta¨a¨n edelleen parantaa jatkamalla etsinta¨a¨ kunnes hyo¨tykriteeri ei ena¨a¨ ta¨yty.
Kuten Helsgaun huomauttaa, Lin ja Kernighan eiva¨t mitenka¨a¨n perustele kyseista¨
strategiaa. Ylietsinta¨ vaikeutta ohjelmointia, mutta ei paranna ratkaisuja eika¨ no-
peuta ohjelman suoritusta [Hel98]. Vaikka λ-vaihdon suorittaminen heti parantavan
ratkaisun lo¨ydyttya¨ saattaa vaikuttaa ahneelta, niin itse asiassa ylietsinta¨ on va¨ltta¨-
ma¨tta¨ rajoitetumpi kuin ta¨ysin uusi etsinta¨, joka aloitetaan parantaneen λ-vaihdon
lopetuspisteesta¨. Parantava ratkaisu kannattaa siis suorittaa heti kun sellainen lo¨y-
tyy.
Ta¨ydellisessa¨ verkossa on O(n2) kaarta, joten suurissa ongelmissa kaikkien kaarten
hintoja ei voida tallettaa muistiin. Kaaren kustannus pita¨a¨ silloin laskea ajon aikana.
Jos kyseessa¨ on euklidinen ongelma, suuri osa algoritmin ajasta kuluu nelio¨juurien
laskemiseen. Kun naapurilistan kaaren yhteyteen talletetaan myo¨s kaaren kustan-
nus, λ-vaihdossa lisa¨tta¨vien kaarien kustannukset lo¨ytyva¨t suoraan naapurilistasta.
Ainoastaan ta¨ydennyskaarten hinnat voidaan joutua laskemaan. Jos kustannuksen
laskeminen on hidasta, ta¨ydennyskaarta kannattaa ensin etsia¨ naapurilistasta. Kaa-
ren tarkkaa kustannusta ei tarvitse laskea myo¨ska¨a¨n silloin, kun kaari pystyta¨a¨n
hyo¨tykriteerin avulla hylka¨a¨ma¨a¨n jo pelka¨n kaaren kustannuksen alarajan perus-
teella. Euklidisissa ongelmissa alarajaksi ka¨y maksimi komponenttien itseisarvoista.
Silloin kun tarkka arvo ta¨ytyy laskea, kaari ja sen kustannus kannattaa tallettaa
hajautustauluun. Myo¨hemmin kaaren kustannusta ei tarvitse ena¨a¨ laskea, jos kaari
yha¨ lo¨ytyy hajautustaulusta.
Paikallista etsinta¨a¨ ka¨ytta¨vissa¨ algoritmeissa etsinta¨a¨ tehostetaan la¨hes aina rajoit-
tamalla lisa¨tta¨vien kaarten vaihtoehtojen lukuma¨a¨ra¨a¨ naapurilistojen avulla. Ku-
hunkin solmuun liiteta¨a¨n lyhyt lista ehdotettavista naapureista. Tyypillisesti listaan
otetaan solmun k la¨hinta¨ naapuria, mutta geometrisissa ongelmissa on helppo na¨hda¨
miten ta¨llainen strategia johtaa erillisiin alueisiin, joiden va¨lilla¨ ei ole kaaria. Ta¨ta¨
puutetta on korjailtu euklidisissa ongelmissa esimerkiksi valitsemalla solmun k la¨-
hinta¨ naapuria kustakin sen kvadrantista tai ta¨ydenta¨ma¨lla¨ naapurilistaa Delaunayn
kolmioinnin avulla. Molemmat tavat tuottavat yhtena¨isen verkon.
Kirjallisuudesta lo¨ytyy myo¨s mielenkiintoinen vaihtoehto, joka toimii myo¨s yleisen
verkon tapauksessa, ei pelka¨sta¨a¨n geometrisissa tapauksissa. Yhdista¨ma¨lla¨ k kap-
paletta erillisia¨ pienimpia¨ viritta¨via¨ puita, saadaan kn kaarta ka¨sitta¨va¨ yhtena¨inen
verkko [Ste87]. Helsgaun hyo¨dynta¨a¨ pieninta¨ viritta¨va¨a¨ puuta viela¨ sita¨kin innovatii-
visemmalla tavalla [Hel00]. Pienimma¨n viritta¨va¨n puun muodostaminen vie ta¨ydel-
lisessa¨ verkossa O(n2) ajan, joten puun hyo¨dynta¨minen suurissa ongelmissa na¨kyy
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helposti lopullisen heuristiikan suoritusajassa.
2.6 Iteroitu Lin–Kernighan
Yksinkertainen tapa kierta¨a¨ paikalliseen minimiin juuttumisen ongelmaa on tehda¨
useita etsinto¨ja¨ alkaen aina uudesta satunnaisesta aloituspisteesta¨ ja valita ratkai-
suista paras. Lin ja Kernighan sovelsivat ta¨ta¨ strategiaa kaikkiin ka¨ytta¨miinsa¨ ongel-
miin. Silloisten tietokoneiden muistirajoituksista johtuen heida¨n alkupera¨iset tutki-
muksensa rajoittuivat enimmilla¨a¨n 110 kaupungin kokoisiin ongelmiin. Suuremmis-
sa ongelmissa strategia on kuitenkin tehoton, silla¨ ongelman koon kasvaessa myo¨s
paikallisten optimien lukuma¨a¨ra¨a¨ kasvaa. Satunnaisotannalla paikallisten optimien
joukosta saatavien ratkaisujen voi odottaa olevan vain keskima¨a¨ra¨isen hyvia¨, ei har-
vinaisen hyvia¨ ratkaisuja [Boe95]. Parempiin ratkaisuihin pa¨a¨sta¨a¨n kun uusi etsinta¨
aloitetaan aiemmin lo¨ydettyjen parhaiden ratkaisujen la¨heisyydesta¨.
Yksinkertainen ja hyva¨ksi havaittu menetelma¨ uusien aloituspisteiden generoimiseen
on muokata parasta lo¨ydettya¨ ratkaisua jotenkin. Jos uusi aloituspiste valitaan pai-
kallisen minimin naapurustosta, etsinta¨ todenna¨ko¨isesti vain palaisi takaisin samaan
paikalliseen optimiin. Muutokseksi kannattaa siis valita jotain sellaista, mika¨ ei kuu-
lu etsinna¨n naapuruston piiriin. Kirjallisuudessa ta¨llaista vaihtoa kutsutaan potkuksi
(kick-move). Lin–Kernighan-heuristiikan λ-vaihto tutkii vain sarjallisia vaihtoja, jo-
ten kaikki ei-sarjalliset vaihdot kelpaavat potkuiksi. Tavallisesti potkuina ka¨yteta¨a¨n
kaksoissiltoja. Kaksoissilta muuttaa vain kahdeksaan kaupunkiin liittyvia¨ kaaria, jo-
ten ohitusbitteja¨ hyo¨dynnetta¨essa¨ kaksoissillan aiheuttamat muutokset on nopea
tarkistaa.
2.7 Helsgaunin muunnelma Lin–Kernighan-heuristiikasta
Keld Helsgaun on tehnyt Lin–Kernighan-heuristiikasta tehokkaan muunnelman. En-
simma¨inen versio, nimelta¨a¨n LKH-1, ka¨ytti perusaskeleena 5-vaihtoa 2-vaihtojen
sijaan [Hel00]. LKH-1 on sittemmin korvautunut sita¨kin tehokkaammalla versiol-
la LKH-2, joka pystyy ka¨ytta¨ma¨a¨n perusaskeleena yleista¨ k-vaihtoa [Hel09]. Algo-
ritmien yksityiskohtia saattaa olla tarpeen tutkia vastaavista raporteista [Hel98,
Hel06]. Helsgaunin ohjelman uusimman version C-kieliset la¨hdekoodit ovat vapaas-
ti saatavilla akateemiseen ja epa¨kaupalliseen ka¨ytto¨o¨n [Hel]. Seuraavaksi kuvailen
algoritmeja vain pa¨a¨piirteissa¨a¨n, en kattavasti.
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Lin–Kernighan-heuristiikassa perusaskel koostu 2-vaihdosta, joten etsinna¨ssa¨ ka¨y-
tetty kurkistus on varsin rajoitettu. Ka¨ytta¨ma¨lla¨ 5-vaihtoja 2-vaihtojen sijaan Hels-
gaun laajentaa hakua merkitta¨va¨sti. Parhaan 5-vaihdon etsimisessa¨ ka¨yteta¨a¨n ta¨ytta¨
haarautumista naapurilistan ja hyo¨tykriteerin asettamissa rajoissa tasolle viisi as-
ti. Jos askelta etsitta¨essa¨ lo¨ydeta¨a¨n parantava ratkaisu, se suoritetaan va¨litto¨ma¨sti.
Jos parantavaa ratkaisua ei lo¨ydy, hyo¨tykriteerin perusteella lupaavin 5-vaihto suo-
ritetaan. Peruutusta ei myo¨ska¨a¨n ka¨yteta¨ muuten kuin ensimma¨isen poistettavan
kaaren kohdalla, silla¨ solmun s2 molemmat vaihtoehdot ta¨ytyy tutkia erikseen.
Vertailurakenteena Helsgaun ka¨ytta¨a¨ Lin–Kernighan-heuristiikan tavoin Hamiltonin
polkua, mutta λ-vaihdon kaarten lisa¨ys- ja poistosa¨a¨nno¨t eroavat. Helsgaunin algo-
ritmissa λ-vaihdon ensimma¨inen poistettava kaari ei saa kuulua parhaaseen aiem-
min lo¨ydettyyn ratkaisuun. Ta¨ma¨ karsii etsinna¨n naapurustoa heti ensimma¨isesta¨
tasosta la¨htien, kun Lin–Kernighan-heuristiikassa sita¨ karsitaan vasta tasolta nel-
ja¨ alkaen. Toinen ehto on, etta¨ 5-vaihdon viimeinen poistettava kaari ei saa kuulua
λ-vaihdon lisa¨ttyjen kaarten joukkoon. Ta¨ma¨ Lin–Kernighan-heuristiikan vastaavaa
ehtoa lievempi ehto sallii tiettyjen ei-sarjallisten vaihtojen muodostamisen.
Helsgaun valitsi perusaskeleeksi 5-vaihdon siksi, etta¨ kuten luvussa 2.2 mainittiin,
5-vaihdon pita¨isi olla hyo¨dyllisempi kuin 3- tai 4-vaihdot. Siina¨ vaiheessa kun sar-
jallista λ-vaihtoa ei pystyta¨ ena¨a¨ parantamaan sarjallisella 5-vaihdolla, Helsgaunin
algoritmi tutkii, voiko vaihtosarjaa viela¨ parantaa ei-sarjallisten 2- ja 3-vaihtojen yh-
distelma¨lla¨. Ta¨ma¨ strategia poikkeaa merkitta¨va¨sti alkupera¨isesta¨ Lin–Kernighan-
heuristiikasta, jossa mahdolliset ei-sarjalliset 4-vaihdot tutkitaan vasta lopuksi.
5-vaihtojen ka¨ytta¨minen on mieleka¨sta¨ vain, jos naapurilistat ovat riitta¨va¨n sup-
peita. Helsgaun esitta¨a¨ mielenkiintoisen tavan tuottaa pieni ja hyva¨laatuinen kaa-
riehdokkaiden joukko. Ha¨nen idea perustuu havaintoon, etta¨ optimaalinen ratkaisu
sisa¨lta¨a¨ tavallisesti noin 70–80 % pienimma¨n 1-puun kaarista. Jos kaari kuuluu tai
melkein kuuluu 1-puuhun, kaarella on suuri mahdollisuus kuulua myo¨s optimaaliseen
ratkaisuun.
Kaarille lasketaan muunnettu kustannus α, joka kertoo kuinka paljon 1-puun kus-
tannus kasvaa, jos kyseinen kaari pakotetaan osaksi 1-puuta. Viritta¨va¨a¨n puuhun
kuulumattoman kaaren (i, j) lisa¨a¨minen puuhun muodostaa syklin, joka voidaan
eliminoida poistamalla syklista¨ sen pisin kaari (k, l). Kaaren (i, j) muunnettu kus-
tannus αi,j on kaarten kustannusten erotus, eli αi,j = ci,j − ck,l. Jos kaaren (i, j)
jompikumpi pa¨a¨tepiste on luvussa 1.2 ma¨a¨ritelty 1-puun erityinen solmu, kaaren
(i, j) α-arvo on sen pituuden ja erityisen solmun pidemma¨n kaaren pituuden erotus.
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Jos kaari (i, j) sisa¨ltyy 1-puuhun, sen α-arvo on 0. Helsgaun na¨ytta¨a¨ myo¨s miten
kaarten α-arvot voidaan laskea O(n2) ajassa.
Jos naapurilista valitaan kaarten α-la¨heisyyden perusteella, naapurilista voi olla pie-
nempi kuin c-la¨heisyyden perusteella valittu naapurilista. Helsgaun ka¨ytta¨a¨ esimerk-
kina¨ TSPLIB-ongelmaa att532, jossa optimaalisen reitin yksi kaari yhdista¨a¨ yhden
kaupungin sen 22:ksi la¨himpa¨a¨n naapuriin. Kyseisessa¨ ongelmassa naapurilistojen
koko pita¨isi olla va¨hinta¨a¨n 22, jos kaikki optimaalisen reitin kaaret halutaan sisa¨lty-
va¨n naapurilistoihin. Optimaalisten kaarten keskima¨a¨ra¨inen ja¨rjestysluku la¨heisyyk-
sien perusteella ja¨rjestetyssa¨ naapurilistassa on 2,4. Naapurilistan kooksi riitta¨a¨ 14,
jos naapurilista koostuu α-la¨himmista¨ naapureista. Jos 1-puu optimoidaan luvun 1.2
aligradienttioptimoinnin avulla, naapurilistaan riitta¨a¨ 8 α-la¨hinta¨ naapuria [Hel98].
Optimaalisten kaarten keskima¨a¨ra¨inen ja¨rjestysluku optimoimattomassa tapaukses-
sa on 2,1 ja optimoidussa tapauksessa 1,7. Ideaalitapauksessa keskima¨a¨ra¨inen ja¨rjes-
tysluku olisi 1,5, silla¨ optimaalisen ratkaisun toivoisi koostuvan jokaisen kaupungin
kahdesta la¨himma¨sta¨ naapurista.
Esimerkkitapauksessa att532 jokainen optimaalinen kaari kuuluu va¨hinta¨a¨n jom-
mankumman kaupungin 5 α-la¨himma¨n kaaren joukkoon. Kaikissa testatuissa on-
gelmissa Helsgaunin algoritmi lo¨ysi optimaalisen ratkaisun, vaikka kaupunkien naa-
purilistat koostuivat vain 5 α-la¨himma¨sta¨ naapurista. Useimmissa ongelmissa nelja¨
α-la¨hinta¨ naapuria olisi kuitenkin riitta¨nyt [Hel00].
LKH-2 -algoritmille perusaskeleen koko voidaan antaa parametrina. Perusaskeleet 5-
vaihtoon asti on toteutettu sisa¨kka¨isten silmukoiden avulla, mutta yleinen k-vaihto
on toteutettu rekursion avulla. Rekursion syvyydella¨ i reitista¨ poistetaan kaari
(s2i−1, s2i) ja lisa¨ta¨a¨n siihen kuulumaton kaari (s2i, s2i+1). Kaupungit si kera¨ta¨a¨n
taulukkoon, jonka avulla Helsgaunin algoritmi tarkistaa kyseisen i-vaihdon luval-
lisuuden varsin innovatiivisella tavalla. Periaate menee siten, etta¨ jos poistettavat
kaaret (s2i−1, s2i) ja¨rjesteta¨a¨n toiseen taulukkoon Hamiltonin polun ma¨a¨ra¨a¨ma¨a¨n
ja¨rjestykseen, niin kaupunkien va¨liin ja¨a¨va¨t yhtena¨iset segmentit lo¨ydeta¨a¨n taulu-
kosta helposti. Hamiltonin polun ja¨rjestyksessa¨ j:nen segmentin pa¨a¨tepisteet ovat
taulukon indekseissa¨ 2j ja 2j+ 1. Sarjallinen i-vaihto on luvallinen, jos mista¨ tahan-
sa kaupungista aloitettu selaus yhtena¨isia¨ segmentteja¨ ja lisa¨ttyja¨ kaaria pitkin kul-
kee jokaisen 2i kaupungin kautta tasan kerran. Jos lisa¨tyn kaaren pa¨a¨tepiste lo¨ytyy
ja¨rjestetyn taulukon parillisesta indeksista¨ h, seuraavan lisa¨tta¨va¨n kaaren aloituspis-
te lo¨ytyy taulukon indeksista¨ h + 1. Parittoman indeksin h tapauksessa lisa¨tta¨va¨n
kaaren aloituspiste lo¨ytyy taulukon indeksista¨ h− 1.
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Kaupunkien si ja¨rjesta¨miseen Hamiltonin polun ma¨a¨ra¨a¨ma¨a¨n ja¨rjestykseen Hels-
gaun ka¨ytta¨a¨ seuraavassa luvussa ma¨a¨ritelta¨va¨a¨ between-kyselya¨. Vain puolet 2i
kaupungeista ta¨ytyy ja¨rjesta¨a¨, silla¨ poistettavien kaarten pa¨a¨tepisteet ovat Hamilto-
nin polussa aina pera¨kka¨in. Yleisen k-vaihdon 2k kaupungin ja¨rjesta¨miseen tarvitaan
silloin O(k log k) kappaletta between-kyselyita¨.
LKH-1:ssa¨ λ-vaihtoa voitiin jatkaa ei-sarjallisilla vaihdoilla siina¨ vaiheessa kun vaih-
toa ei ena¨a¨ voitu jatkaa hyo¨tykriteerin ta¨ytta¨va¨lla¨ sarjallisella 5-vaihdolla. LKH-
2:ssa ei-sarjalliset vaihdot on integroitu perusaskeleen etsinna¨n osaksi siten, etta¨
missa¨ tahansa perusaskeleessa syntyva¨t erilliset syklit on mahdollista parsia yhteen
(cycle patching) yhden tai useamman vuorottelevan syklin avulla. Sykleja¨ yhdista¨-
va¨ vuorotteleva sykli on sarjallinen vaihto, jonka jokainen poistettava kaari kuuluu
eri sykliin ja jokainen lisa¨tta¨va¨ kaari yhdista¨a¨ kahta eri syklia¨. Sarjallinen k-vaihto
voi tuottaa eninta¨a¨n k kappaletta erillisia¨ sykleja¨, jotka voidaan parsia yhteen yh-
den sarjallisen k-vaihdon avulla, tai enimmilla¨a¨n k − 1:lla¨ vuorottelevalla syklilla¨,
jos vuorottelevat syklit ovat 2-vaihtoja. Syklien parsiminen suoritetaan ainoastaan
silloin, jos se tuottaa parantavan ratkaisun. Sarjallinen λ-vaihto koostuu siten ai-
na pelka¨sta¨a¨n sarjallisista perusaskeleista viimeista¨ perusaskelta lukuun ottamatta.
Syklien parsimista on mahdollista soveltaa 4-vaihtoon tai suurempiin perusaskeliin.
Parsittavien syklien ja parsivien vuorottelevien syklien maksimilukuma¨a¨ra¨t anne-
taan algoritmille parametreina.
Sykleja¨ yhdista¨va¨ sarjallinen k-vaihto alkaa kaaren poistolla jostain syklista¨. Pa-
himmassa tapauksessa syklin jokaista kaarta joudutaan kokeilemaan ensimma¨isena¨
poistettavana kaarena. Vuorottelevan syklin etsinta¨ kannattaa siten aloittaa aina
mahdollisimman pienesta¨ syklista¨. Etsinta¨a¨ voidaan karsia lisa¨a¨ ka¨ytta¨ma¨lla¨ hyo¨-
tykriteeria¨ ja rajoittamalla lisa¨tta¨vien kaarten vaihtoehdot naapurilistojen kaariin.
Tehokkuussyista¨ Helsgaun lisa¨a¨ (C)-ongelmiin ehdon, etta¨ vuorottelevan syklin vii-
meisen lisa¨tta¨va¨n eli ta¨ydennyskaaren on myo¨s kuuluttava naapurilistaan [Hel09].
Ei-sarjallisten vaihtojen etsimisen voisi ajatella parantavan ratkaisuja mutta myo¨s
hidastavan algoritmia huomattavasti. Suureksi ylla¨tykseksi (E)-ongelmissa syklien
parsiminen ei ainoastaan paranna ratkaisujen laatua, se myo¨s nopeuttaa algoritmin
suoritusaikaa silloin kun perusaskeleena ka¨yteta¨a¨n 6-vaihtoa tai suurempaa. Ta¨ta¨
voi selitta¨a¨ silla¨, etta¨ ei-sarjallisten vaihtojen avulla hyvia¨ ratkaisuja lo¨ydeta¨a¨n ai-
kaisemmassa vaiheessa etsinta¨a¨, mika¨ osaltaan karsii myo¨hempien etsinto¨jen etsin-
ta¨avaruutta. Sen sijaan (C)-ongelmissa syklien parsimisesta ei ole juurikaan hyo¨tya¨,
eika¨ niissa¨ kannata ka¨ytta¨a¨ 4-vaihtoa suurempaa perusaskelta.
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Yleisen k-vaihdon aikavaativuus kasvaa eksponentiaalisesti k:n kasvaessa, joten LKH-
2 -algoritmin tehokkuus verrattuna LKH-1 -algoritmiin ei selity yleisen k-vaihdon
ka¨yto¨n mahdollisuudella. Va¨hinta¨a¨nkin yhta¨ merkitta¨via¨ ovat tavat, miten LKH-
2 -algoritmissa hyo¨dynneta¨a¨n aiemmin lo¨ydettyja¨ parhaita ratkaisuja. Esimerkiksi
LKH-2 -ohjelmalla on mahdollista sulauttaa reitteja¨ (tour merging). La¨hes optimaa-
lisilla ratkaisuilla on hyvin paljon yhteisia¨ kaaria, joten niista¨ muodostettu verkko
on harva. LKH-2 pystyy sulauttamaan yhteen kaksi tai useampia reitteja¨ suoritta-
malla paikallista etsinta¨a¨ niista¨ muodostetussa verkossa, jossa kaikille reiteille yh-
teiset kaaret kiinniteta¨a¨n. Harvassa verkossa perusaskeleina on mahdollista ka¨ytta¨a¨
verrattain suuria k-vaihtoja, mika¨ kasvattaa optimaalisen yhdistelma¨n lo¨ytymisen
mahdollisuutta.
3 Tietorakenteet
Edellisessa¨ luvussa ei viela¨ kiinnitetty huomiota reitin esitykseen tarvittavaan tieto-
rakenteeseen. Tietorakenteella voi olla suuri vaikutus heuristisen etsinta¨algoritmin
suoritusnopeuteen. Erityisesti suurissa ongelmissa tietorakenteen merkitys korostuu.
Fredman et al. [FJM95] esitteliva¨t nelja¨ erilaista tietorakennetta, taulukon, Splay-
puun, kaksitasoisen puun ja segmenttipuun. He lisa¨siva¨t aiemmin esitettyihin tie-
torakenteisiin monia ominaisuuksia, jotka parantavat tietorakenteiden tehokkuutta
erityisesti Lin–Kernighan-heuristiikan yhteydessa¨. Lukuun 5 olen valinnut joitain
omia ajatuksiani siita¨, miten joitain ta¨ma¨n luvun tietorakenteista voisi edelleen ke-
hitta¨a¨.
Yksinkertaisuuden vuoksi Fredman et al. vaativat, etta¨ reitti on suunnattu. Jokai-
sella solmulla on tietty edelta¨ja¨ ja seuraaja, ja niiden nimea¨misen tulee olla johdon-
mukaista siten, etta¨ koko reitti voidaan luetella seuraamalla pelka¨sta¨a¨n solmujen
seuraajien (edelta¨jien) jonoa. Reitin suunta helpottaa 2- ja 3-vaihtojen toteutuksia.
Reitin suunnasta voidaan va¨litto¨ma¨sti pa¨a¨tella¨, miten 2-vaihdon lisa¨tta¨va¨t kaaret
voidaan valita niin, etta¨ vaihdon tuloksena saadaan yksi yhtena¨inen sykli.
Reitin paikallinen suunta ei viela¨ riita¨ 3-vaihdon toteutuksen oikeellisuuden varmis-
tamiseen. Esimerkiksi kuvan 10b esimerkissa¨ ta¨ytyy pystya¨ tutkimaan, kumpaan
alijonoon toinen lisa¨tta¨va¨ kaari osuu. Kaikkiaan 2- ja 3-vaihtojen toteutukseen tar-
vitaan siis nelja¨ eri perusoperaatiota, joita reittia¨ esitta¨va¨n tietorakenteen ta¨ytyy
tukea.
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next(a) Kysely palauttaa kaupungin a va¨litto¨ma¨n seuraajan reitissa¨.
prev(a) Kysely palauttaa kaupungin a va¨litto¨ma¨n edelta¨ja¨n rei-
tissa¨. Jokaisella kaupungilla a ta¨ytyy myo¨s pa¨tea¨, etta¨
prev(next(a)) = next(prev(a)) = a.
between(a, b, c) Kysely palauttaa arvon tosi, jos kaupunki b sijaitsee kaupun-
kien a ja c va¨lissa¨ next-kyselyiden antamassa ja¨rjestyksessa¨,
muutoin arvon epa¨tosi.
flip(x, a, b, y) Operaatio poistaa reitista¨ kaaret (x, a) ja (b, y) ja lisa¨a¨ kaaret
(x, b) ja (a, y). Operaatio olettaa, etta¨ x = prev(a) ja y =
next(b). Lisa¨ksi operaatio ka¨a¨nta¨a¨ polun a–b.3
flip(a, b) Ka¨a¨nta¨a¨ reitista¨ polun a–b. Tekee saman kuin operaatio
flip(prev(a), a, b,next(b)).
flip(a, b, c, d)-operaatio suorittaa kuvan 2 2-vaihdon. Kuvan 3 3-vaihdot voidaan to-
teuttaa kahden tai kolmen flip-operaation avulla. Esimerkiksi kuvan 3 ensimma¨inen
tapaus voidaan tuottaa operaatioilla flip(a, b, e, f) ja flip(a, e, d, c), ja viimeinen
tapaus operaatioilla flip(a, b, c, d), flip(b, d, e, f) ja flip(a, c, d, f). Lin–Kernighan-
heuristiikan λ-vaihtoa kuvaillaan usein 3-vaihdoksi, jota seuraa 2-vaihtojen sarja.
Siten samat nelja¨ perusoperaatiota riitta¨a¨ myo¨s Lin–Kernighan-heuristiikan toteut-
tamiseen. Lin–Kernighan-heuristiikassa between-kyselya¨ tarvitaan vain 3-vaihdon
toteuttamiseen, eli vain λ-vaihdon alussa, mutta 2-vaihdon toteutuksessa sita¨ ei tar-
vita. Ka¨ytetta¨essa¨ varrellista syklia¨ vertailurakenteena between-kyselya¨ tarvitaan
sarjallisen k-vaihdon jokaisessa askeleessa.
Koska Lin–Kernighan-heuristiikassa etsita¨a¨n parantavaa sarjallista k-vaihtoa, tieto-
rakenteeseen flip-operaatioilla tehdyt muutokset ta¨ytyy tarvittaessa voida perua.
Helpoiten se tapahtuu suorittamalla samat flip-operaatiot uudestaan, mutta ka¨a¨n-
teisessa¨ ja¨rjestyksessa¨. Luonnollinen tietorakenne ta¨ha¨n tarkoitukseen on pino, jon-
ne tehdyt flip-operaatiot talletetaan. Jatkossa undo-operaatiolla tarkoitan koko λ-
vaihdon perumista, ja undoflip peruu ainoastaan yhden 2-vaihdon. Ja¨lkimma¨iselle
operaatiolle ei tarvita erillista¨ toteutusta, silla¨ undoflip(a, b) = flip(b, a).
Tarkasti ottaen luvussa 2.4 kuvatussa Lin–Kernighan-algoritmissa tarvitsee viela¨ pi-
ta¨a¨ kirjaa kolmannesta reitista¨ x∗, eli parhaasta λ-vaihdon aikana lo¨ydetysta¨ reitista¨.
3Fredman et al. eiva¨t ma¨a¨rittele pa¨ivitetyn reitin orientaatiota. Toisin sanoen operaatio saa
ka¨a¨nta¨a¨ joko polun a–b tai polun next(b)–prev(a). Yksika¨sitteinen operaation lopputulos voi
kuitenkin helpottaa etsinta¨algoritmin ohjelmointia ja sen oikeellisuuden tarkistamista, joten ma¨a¨-
ritelma¨ni mukailee Ablegate et al. ka¨ytta¨mia¨ ma¨a¨ritelmia¨ [ABC07, s. 436].
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Kyseinen reitti voidaan esitta¨a¨ yksinkertaisesti tallettamalla osoitin oikeaan kohtaan
pinoa. Etsinta¨sekvenssin lopuksi reitin x′ esitys voidaan muuttaa reitin x∗ esitykseksi
suorittamalla sopiva ma¨a¨ra¨ undoflip-operaatioita pinon pa¨a¨lta¨. Pino on myo¨s luon-
nollinen tapa toteuttaa peruutus (backtracking), jota Lin–Kernighan-heuristiikassa
ka¨yteta¨a¨n 3-vaihdon aikana.
3.1 Taulukko
Luonnollinen tapa esitta¨a¨ reitti on luetella kaupungit siina¨ ja¨rjestyksessa¨ missa¨ ne
esiintyva¨t reitissa¨. Ta¨llainen luettelo on lista, joten la¨hes kaikki listan esitta¨miseen
soveltuvat tietorakenteet soveltuvat reittia¨ esitta¨va¨ksi tietorakenteeksi, kunhan rei-
tin ka¨a¨nta¨minen tietorakenteessa onnistuu kohtuullisen helposti. Lista voidaan tal-
lettaa taulukkoon route, jossa kaupungit luetellaan reitin ja¨rjestyksessa¨. Jotta tietty
kaupunki voitaisiin lo¨yta¨a¨ nopeasti ta¨sta¨ taulukosta, tarvitaan lisa¨ksi toinen tau-
lukko position, joka kertoo kuinka monentena kaupunki reitissa¨ esiintyy. Taulukkoa
position indeksoidaan kaupungilla ja taulukkoa route indeksoidaan ja¨rjestysnumerol-
la. Taulukot ovat toisilleen ka¨a¨nteisia¨, eli route[position[a]] = a jokaisella kaupungilla
a.
Kaupungin a edelta¨ja¨ ja seuraaja selvia¨va¨t helposti kaavojen
prev(a) = route[position[a]− 1] ja
next(a) = route[position[a] + 1]
avulla. Taulukko route kuvaa rengaslistaa, eli next(route[n]) = route[1] ja
prev(route[1]) = route[n], mika¨ on otettava huomioon taulukkoa indeksoitaessa.
Kyselyyn between(a, b, c) voidaan vastata vertailemalla ja¨rjestysnumeroita
position[a], position[b] ja position[c]. Kaupunkien keskina¨isen ja¨rjestyksen selvitta¨-
miseksi tarvitaan enimmilla¨a¨n kolme vertailua, joten myo¨s ta¨ma¨n kyselyn aikavaa-
tivuus on O(1).
Polun ka¨a¨nta¨minen ta¨ssa¨ tietorakenteessa on kuitenkin tyo¨la¨s operaatio. Ka¨a¨nnet-
ta¨va¨a¨n segmenttiin sisa¨ltyvien kaupunkien ja¨rjestysnumerot vaihtuvat, ja jokainen
niista¨ ta¨ytyy pa¨ivitta¨a¨ erikseen. Operaatio flip(a, b) vie ka¨a¨nnetta¨va¨n segmentin
pituuteen verrannollisen ajan, joka voi pahimmassa tapauksessa olla Θ(n). Koska
Fredman et al. ma¨a¨ritteliva¨t flip-operaation siten, etta¨ flip voi ka¨a¨nta¨a¨ joko seg-
mentin a–b tai segmentin next(b)–prev(a), ka¨a¨nnetta¨va¨ksi segmentiksi voidaan
aina valita segmenteista¨ lyhyempi.
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Satunnaisessa segmenttien ka¨a¨ntelyissa¨ lyhemma¨n segmentin pituus on odotusar-
voisesti n/4. Ka¨yta¨nno¨ssa¨ ta¨llainen pahimman tapauksen tilanne havaitaan Fred-
man et al. mukaan teoreettisesti mielenkiintoisessa ongelmien luokassa, nimitta¨in
satunnaismatriisien kohdalla, missa¨ kaarien kustannukset valitaan riippumattomas-
ti tasaisesta jakaumasta lukuva¨lilta¨ (0, 1]. Realistisemmissa ongelmissa lyhemma¨n
segmentin pituus kuitenkin on o(n). (E)-ongelmissa lyhyemma¨n segmentin pituus
na¨ytta¨a¨ Bentleyn mukaan kasvavan suurin piirtein 0,2n0,7 [Ben92], kun taas Fred-
man et al. approksimoivat sita¨ kaavalla 0,38n0,67, joista ja¨lkimma¨inen approksimaa-
tio on suurempi viela¨ n arvolla 109. Jos flip-operaatiosta ka¨yteta¨a¨n luvun 3 ma¨a¨ri-
telma¨a¨, segmenteista¨ lyhyempi voidaan edelleen ka¨a¨nta¨a¨, kunhan taulukoiden lisa¨ksi
ka¨yteta¨a¨n ka¨a¨nto¨bittia¨ reversed . Bitin ollessa nolla, taulukot antavat reitin oikeassa
ja¨rjestyksessa¨, mutta bitin ollessa yksi, taulukoissa reitti on ka¨a¨nteisessa¨ ja¨rjestyk-
sessa¨.
3.2 Linkitetty lista
Taulukon sijaan reitti voidaan esitta¨a¨ kahteen suuntaan linkitetylla¨ listalla, jossa
linkitetyn listan solmut edustavat kaupunkeja. Jotta between-kysely olisi nopea
myo¨s ta¨ssa¨ tietorakenteessa, solmuihin ta¨ytyy tallettaa kaupunkien ja¨rjestysnume-
rot. Ja¨rjestysnumerolla varustettu kahteen suuntaan linkitetty lista on kaikkien ope-
raatioiden kohdalla vakiokerrointa vaille yhta¨ nopea kuin taulukko. Linkitetty lista
vie kuitenkin kutakin kaupunkia kohti yhden muistipaikan verran enemma¨n muistia
kuin taulukko, silla¨ ja¨rjestysnumeron lisa¨ksi ta¨ytyy tallettaa kaksi osoitinta. Seg-
menttia¨ ka¨a¨nnetta¨essa¨ jokaisessa segmentin solmussa edelta¨ja¨- ja seuraajaosoittimet
ta¨ytyy pa¨ivitta¨a¨ ja¨rjestysnumeron pa¨ivitta¨misen lisa¨ksi. Ka¨a¨nnetta¨va¨n segmentin
pituus voidaan ma¨a¨ritta¨a¨ ja¨rjestysnumeroiden avulla. Jotta segmenteista¨ voitaisiin
aina ka¨a¨nta¨a¨ lyhyempi, tarvitaan ja¨lleen globaali ka¨a¨nto¨bitti reversed .
Jos segmentin ka¨a¨nta¨misen yhteydessa¨ osoittimia ei segmentin pa¨ita¨ lukuun otta-
matta haluta pa¨ivitta¨a¨, kyselyt next ja prev hidastuvat, silla¨ solmun orientaatio
pita¨a¨ pa¨a¨tella¨ solmujen ja¨rjestysnumeroista. Ja¨rjestysnumeroiden vertailulta va¨lty-
ta¨a¨n, jos jokaiseen solmuun talletetaan ylima¨a¨ra¨inen bitti, joka kertoo solmun orien-
taation. Tosin orientaatiobittien arvot ta¨ytyy vaihtaa segmenttia¨ ka¨a¨nnetta¨essa¨ ja¨r-
jestysnumeroiden pa¨ivitta¨misen lisa¨ksi. Viela¨ edelleen edelta¨ja¨n ja seuraajan valin-
nassa va¨ltyta¨a¨n if-testilta¨, jos solmun edelta¨ja¨- ja seuraajaosoittimet tallennetaan
kaksipaikkaiseen taulukkoon, jota indeksoidaan joko solmun orientaatiobitilla¨ tai
solmun orientaatio- ja reversed -bitin parillisella pariteetilla.
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3.3 Bina¨a¨ripuu
Sisa¨ja¨rjestyksessa¨ lueteltava bina¨a¨ripuu on myo¨s hyvin luonteva reitin esitystapa.
Puun jokainen solmu sisa¨lta¨a¨ yhden kaupungin lisa¨ksi ka¨a¨nto¨bitin, jonka avulla sol-
musta alkavan alipuun selausja¨rjestys voidaan ka¨a¨nta¨a¨. Ka¨a¨nto¨bittien pariteetti ker-
too, kummin pa¨in alipuu pita¨a¨ selata. Kun juuresta solmuun johtavalla polulla esiin-
tyvien ka¨a¨nto¨bittien summa on parillinen, solmu selataan sisa¨ja¨rjestyksessa¨ vasem-
malta oikealle. Kun ka¨a¨nto¨bittien summa on pariton, selataan solmu ka¨a¨nteisessa¨
sisa¨ja¨rjestyksessa¨, eli oikealta vasemmalle. Vasemman ja oikean lapsen valinnassa
sa¨a¨styta¨a¨n if-testilta¨, jos solmun lapsiosoittimet talletetaan kaksipaikkaiseen tau-
lukkoon, jota indeksoidaan solmun pariteetilla.
Kuva 11 na¨ytta¨a¨ kolme erilaista bina¨a¨ripuuta samalle reitille. Kuvaan on merkitty
R-kirjain niiden solmujen kohdalle, joiden ka¨a¨nto¨bitti on pa¨a¨lla¨. Kuvasta ilmenee
myo¨s miten puun ka¨a¨nto¨bitit voidaan nollata painamalla bitteja¨ puussa alaspa¨in.
Jos solmun ka¨a¨nto¨bitin arvo on 1, arvo voidaan nollata muuttamatta puun selaus-
ja¨rjestysta¨, kunhan samalla vaihdetaan solmun vasen ja oikea lapsi keskena¨a¨n ja
niiden ka¨a¨nto¨bittien arvoiksi asetetaan arvojen komplementit. Jatkossa kutsun ta¨l-
laista ka¨a¨nto¨bitin nollausta bitin painamiseksi.
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Kuva 11: Kolme erilaista puuta, jotka esitta¨va¨t reittia¨ (I, F, J, C,G,A,E,B,H,D).
Solmun orientaatio selvia¨a¨ selaamalla polku solmusta juureen ja laskemalla polul-
la esiintyvien ka¨a¨nto¨bittien pariteetti. Jotta ta¨ma¨ olisi mahdollista, puun on oltava
isa¨linkitetty. Kun pariteetti on selvilla¨, voidaan solmun seuraaja ja edelta¨ja¨ lo¨y-
ta¨a¨ puuta selaamalla. Selauksessa ka¨a¨nto¨bitit ta¨ytyy ottaa huomioon. Samoin on
otettava huomioon erikoistapaukset, joissa solmu a on sisa¨ja¨rjestyksessa¨ lueteltaessa
puun ensimma¨inen (viimeinen) solmu, jolloin sen edelta¨ja¨ (seuraaja) on koko puun
viimeinen (ensimma¨inen) solmu.
Kysely between(a, b, c) voidaan toteuttaa jakamalla puu kolmeen osaan solmujen a
ja c kohdilta, ja selvitta¨ma¨lla¨ mihin osaan solmu b sisa¨ltyy. flip(a, b, c, d)-operaatio
onnistuu jakamalla puu osiin, ka¨a¨nta¨ma¨lla¨ sopivat segmentit ja liitta¨ma¨lla¨ na¨in saa-
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dut puut ja¨lleen yhteen. Na¨ita¨ varten bina¨a¨ripuun ta¨ytyy toteuttaa operaatiot split
ja join. Operaatio split(v) jakaa puun kolmeen osaan solmun v kohdalta ja ope-
raatio join(T1, v, T2) vastaavasti liitta¨a¨ kaksi puuta yhteen solmun v avulla. Ol-
koon T puu, johon solmu v sisa¨ltyy. Ta¨llo¨in operaatio split(v) palauttaa kolmikon
(T1, v, T2), missa¨ T1 on solmun v edelta¨ja¨t ja T2 solmun v seuraajat puusta T sisa¨-
ja¨rjestyksessa¨ lueteltuna. Operaatio join(T1, v, T2) palauttaa puun, joka sisa¨ja¨rjes-
tyksessa¨ lueteltuna tuottaa listan T1vT2.
Puun jakaminen osiin solmun v kohdalta on helpointa silloin, jos solmu v on puun
juuri. Juurisolmun edelta¨ja¨t ja seuraajat ovat selva¨sti omissa alipuissaan, joten jaka-
minen on triviaalia. Helpoin tapa nostaa solmu v puun juureksi on ka¨ytta¨a¨ kiertoja.













































Kuva 12: Normaalin split-operaation toiminta, kun solmun x hakupolulla ei esiinny
ka¨a¨nto¨bitteja¨.
Tavallisten bina¨a¨ripuiden standardi split-algoritmi tekee ta¨sma¨lleen saman asian,
mutta ilman kiertoja. Kuvasta 12 voi na¨hda¨, miten vasen ja oikea alipuu voidaan
helposti kasata alhaalta ylo¨spa¨in solmun x hakupolun selaamisen yhteydessa¨. Kasaa-
misessa jokainen isa¨- ja lapsilinkki tarvitsee pa¨ivitta¨a¨ eninta¨a¨n kerran, kun kiertoja
ka¨ytetta¨essa¨ linkit pa¨iviteta¨a¨n kahdesti. Jos kirjoista [Knu98, Tar83] lo¨ytyva¨a¨ split-
algoritmia halutaan ka¨ytta¨a¨ sellaisenaan, solmun x hakupolun ka¨a¨nto¨bittien arvot
ta¨ytyy nollata ensin. Jotta bitin painaminen ei pa¨a¨se asettamaan jotain jo aiemmin
nollattua ka¨a¨nto¨bittia¨, bitit kannattaa painaa hakupolulla ylha¨a¨lta¨ alaspa¨in.
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3.4 AVL-puu
Kaikki reitin operaatiot voidaan suorittaa bina¨a¨ripuussa puun syvyyteen verrannol-
lisessa ajassa. Jos puu on tasapainoinen, jokaisen operaation pahimman tapauksen
aikavaativuus on O(log(n)). Tasapainoisten puiden ongelmana on kuitenkin operaa-
tioiden toteutuksen vaikeus, silla¨ operaatioiden yhteydessa¨ tasapainoehtojen sa¨ilymi-
sesta¨ ta¨ytyy pita¨a¨ huolta. Implementoinnin mahdollisista hankaluuksista huolimatta
ainakin Chrobak et al. [CSK90] ovat toteuttaneet ka¨a¨nnetta¨va¨n AVL-puun. Artik-
keli on tehty olettaen, etta¨ lukija tieta¨a¨ kuinka AVL-puun split ja join operaatiot
toteutetaan tehokkaasti. Esittelen algoritmien ideat ta¨ssa¨ luvussa, silla¨ AVL-puun
split ja join operaatiot eiva¨t vaikuta olevan kovin yleista¨ tietoa. Sen sijaan sol-
mun lisa¨a¨minen ja poistaminen AVL-puusta on la¨hes yleistietoa, joten niita¨ en ta¨ssa¨
tarkemmin esittele. Operaatioiden yksityiskohtia voi katsoa kirjasta [Knu98]. AVL-
puun jakamisen ja liitta¨misen algoritmien kuvaukseen olen ottanut mallia samasta
kirjasta [Knu98, sivut 474–475], mutta algoritmien alkupera¨inen keksija¨ on Clark
Allan Crane [Cra72].
AVL-puussa jokaiselle solmulle pa¨tee, etta¨ solmun vasemman ja oikean alipuun kor-
keuksien ero on eninta¨a¨n yksi. Solmun lisa¨a¨misen yhteydessa¨ tasapainon palautta-
miseen tarvitaan eninta¨a¨n yksi kierto tai kaksoiskierto, mutta solmun poistamisessa
tasapainon palauttamiseksi voidaan tarvita O(log(n)) kiertoa.
Tarkastellaan ensin helpompaa join(T1, y, T2) operaatiota. Solmua y kutsutaan lii-
tossolmuksi. Oletetaan, etta¨ puun T1 korkeus on va¨hinta¨a¨n yhta¨ suuri kuin puun
T2 korkeus, eli height(T1) > height(T2). Pa¨invastainen tapaus on aivan vastaava.
Ideana on lo¨yta¨a¨ puun T1 oikeasta reunasta alipuu, joka on yhta¨ korkea kuin T2,
jolloin ne voidaan yhdista¨a¨ liitossolmun avulla toisiinsa. Ta¨ma¨ tapahtuu siten, et-
ta¨ puun T1 oikeita lapsilinkkeja¨ selataan alaspa¨in kunnes lo¨ydeta¨a¨n solmu x, jolla
height(x) − height(T2) on nolla tai yksi. Ta¨ma¨ on aina mahdollista, silla¨ selat-
taessa AVL-puuta alaspa¨in jokaisen lapsen ja vanhemman va¨linen korkeusero on yksi
tai kaksi. Nyt alipuu x voidaan korvata liitossolmulla y, jonka vasemmaksi lapseksi
asetetaan x ja oikeaksi lapseksi T2, kuten myo¨s kuva 13 havainnollistaa. Ta¨ma¨n ja¨l-
keen puun T1 tasapainotus suoritetaan samalla tavoin kuin puuhun olisi juuri lisa¨tty
solmu y.
split-operaatio AVL-puussa on monimutkaisempi, mutta Crane antoi myo¨s siihen
tyylikka¨a¨n ratkaisun. Kun puu halutaan jakaa solmun x kohdalta kolmeen osaan,
solmun x edelta¨jiin ja seuraajiin, jako voidaan tehda¨ helposti solmun x hakupo-











Kuva 13: Kun AVL-puusta lo¨ydeta¨a¨n sopivankorkuinen alipuu puun T2 pariksi, ali-
puut voidaan yhdista¨a¨ liitossolmun y avulla osaksi suurempaa puuta. Ta¨sta¨ mah-
dollisesti syntyva¨n epa¨tasapainon korjaamiseen riitta¨a¨ yksi kierto.
sessa. Esimerkin tapauksessa vasemman alipuun halutaan muodostuvan solmuista
A1, x1, A4, x4, A6, x6, A7, x7 ja A sisa¨ja¨rjestyksessa¨ lueteltuna, ja oikean puun muo-
dostuvan solmuista B, x8, B8, x5, B5, x3, B3, x2 ja B2. Ne saadaan aikaan suoritta-








































Kuva 14: AVL-puun jakaminen solmun x edelta¨jiin ja seuraajiin. Alipuut liiteta¨a¨n
suurempien osiksi ka¨ytta¨ma¨lla¨ solmun x hakupolun solmuja liitossolmuina.
Alipuu B liiteta¨a¨n puun B8 vasempaan reunaan ka¨ytta¨en solmua x8 liitossolmuna,
puu A liiteta¨a¨n puun A7 oikeaan reunaan solmua x7 liitossolmuna ka¨ytta¨en, puun
A6 oikeaan reunaan liiteta¨a¨n A7x7A ka¨ytta¨en x6:tta liitossolmuna, puu Bx8B8 lii-
teta¨a¨n puun B5 vasempaan reunaan x5:tta¨ liitossolmuna ka¨ytta¨en, ja niin edespa¨in.
Solmuja x8, x7, ..., x1 ka¨yteta¨a¨n liitossolmuina kun jo valmistunutta alipuuta liite-
ta¨a¨n yhteen seuraavan alipuun kanssa. Crane todisti, etta¨ kuvatulla algoritmilla
AVL-puun jakaminen vie O(log(n)) ajan, kun alkupera¨isessa¨ puussa on n solmua.
Ta¨ma¨ selittyy silla¨, etta¨ puita yhteen liitetta¨essa¨ liitossolmun oikean paikan lo¨yta¨-
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miseen tarvitaan vain puiden korkeuseron verran askelia. Korkeuserojen summa ei
voi kasvaa suuremmaksi kuin muodostettujen vasemman ja oikean alipuun lopulliset
korkeudet.
Ka¨a¨nto¨bittien luulisi monimutkaistavan ka¨a¨nnetta¨va¨n AVL-puun ohjelmointia mer-
kitta¨va¨sti. Pariteetteja tarkastelemalla voidaan kuitenkin tehda¨ havainto, etta¨ sol-
mun ka¨a¨nto¨bitti on pa¨a¨lla¨ silloin ja vain silloin kun solmun ja sen isa¨n pariteetit ovat
erilaiset. Na¨in on myo¨s juurisolmussa, jos juurisolmun isa¨n pariteetin ma¨a¨ritella¨a¨n
olevan 0. Jos kaikki puun muokkaamiset tehda¨a¨n siten, etta¨ jokaisen solmun pari-
teetti pysyy muuttumattomana, puun muokkaaminen on kohtalaisen yksinkertaista.
Chrobak et al. ka¨ytta¨va¨t strategiaa, jossa aina kun alipuu X irrotetaan puusta, ali-
puun juurisolmun x ka¨a¨nto¨bitin arvoksi asetetaan solmun x pariteetti. Siten alipuun
X jokaisen solmun pariteetti sa¨ilyy muuttumattomana. Kun alipuu X liiteta¨a¨n jon-
kin solmun y lapseksi, alipuun juurisolmun x ka¨a¨nto¨bitin arvoksi asetetaan 1, jos ja
vain jos solmun x ja sen uuden isa¨n y pariteetit ovat erilaiset.
Puuta selattaessa solmun pariteetti voidaan laskea edellisen solmun pariteetin perus-
teella yhta¨ hyvin, selattiin puuta sitten ylo¨s- tai alaspa¨in. Siten esimerkiksi kuvan 14
split-operaatiossa riitta¨a¨ aluksi ma¨a¨ritta¨a¨ solmun x pariteetti, jonka ja¨lkeen mui-
den selauksessa tavattavien solmujen pariteetti voidaan laskea suhteessa siihen. Pui-
den leikkaamisessa ja liimaamisessa ei siis ole va¨ltta¨ma¨to¨nta¨ ma¨a¨ritta¨a¨ tarpeellisten
solmujen pariteetteja puun juuresta asti selaamalla.
Itse asiassa luvussa 5.2 havaitaan, etta¨ puuta on mahdollista muokata pariteetti-
invarianssi sa¨ilytta¨en, vaikka solmujen pariteettien absoluuttisia arvoja ei tiedetta¨i-
sika¨a¨n. Oleellista nimitta¨in on solmujen pariteettien erilaisuus tai samanlaisuus, ei
niiden absoluuttiset arvot. Esimerkiksi puun mielivaltaisessa solmussa suoritettavan
pariteetti-invariantin kierron yhteydessa¨ riitta¨a¨ tarkastella kahden solmun ka¨a¨nto¨-
bitteja¨, ja eninta¨a¨n kolmen solmun ka¨a¨nto¨bittien arvoja tarvitsee muokata.
3.5 Splay-puu
Fredman et al. ka¨ytta¨va¨t Splay-puuta reitin tallettamiseen [FJM95]. Tasapainoisiin
puihin verrattuna Splay-puun ohjelmointi on yksinkertaisempaa. Splay-puu [SlT83,
SlT85] on dynaamisesti tasapainottuva puu, jossa ei talleteta mita¨a¨n tasapaino-
tietoja. Puuoperaatiot pysyva¨t yksinkertaisina, kun tasapainotietojen tai -ehtojen
sa¨ilymisesta¨ operaatioiden yhteydessa¨ ei tarvitse huolehtia. Myo¨ska¨a¨n bina¨a¨ripuun
split- ja join-operaatioita ei tarvita, silla¨ seka¨ between-kysely etta¨ flip-operaatio
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voidaan hoitaa Splay-operaatioiden avulla. Jos puun jakamiselle osiin on tarvetta,
myo¨s split ja join on helppo toteuttaa Splay-operaation avulla [SlT83], silla¨ Splay-
operaatio nostaa haettavan solmun aina puun juureen.
Splay-puiden perusideana on, etta¨ jokaisen haun yhteydessa¨ haettava solmu noste-
taan puun juureen siten, etta¨ samalla puuta tasapainotetaan solmun alkupera¨isen
hakupolun osuudelta. Sleator ja Tarjan [SlT83] osoittivat, etta¨ Splay-puun pahim-
man tapauksen tasoitettu aikavaativuus on O(log(n)) per operaatio. Yksitta¨inen
Splay-operaatio voi pahimmillaan vieda¨ Θ(n) ajan, mutta silla¨ ei kauppamatkusta-
jan ongelman yhteydessa¨ ole merkitysta¨. Etsinta¨ muodostuu aina suuresta ma¨a¨ra¨sta¨
operaatioita, ja minka¨ tahansa pitka¨hko¨n operaatioiden sekvenssin tasoitettu aika-
vaativuus on O(log(n)) per operaatio. Lisa¨ksi Splay-puulla on ominaisuus, jota tasa-
painoisilla puilla ei ole. Splay-puu hyo¨tyy viittausten paikallisuudesta, silla¨ viimeksi
viitatut solmut ovat la¨hella¨ puun juurta. Siten pera¨kka¨isista¨ viittauksista samoihin
solmuihin on mahdollista suoriutua nopeammin kuin tasapainoisissa puissa.
splay(x) nostaa solmun x kiertojen avulla puun juureen. Kiertoja ei voi valita miten
tahansa, jos niiden halutaan tasapainottavan puuta. Sleator ja Tarjan huomasivat,
etta¨ valitsemalla kierrot pareittain, hakupolkuja voidaan tiivista¨a¨. Kuvassa 15 na¨kyy,
miten Splay nostaa solmua x ylo¨spa¨in, samoin kuin solmun molempia alipuita A ja
B. Alipuiden nouseminen ylo¨spa¨in solmun x mukana tiivista¨a¨ koko polkua solmusta
x juureen. Splay suunnilleen puolittaa alkupera¨isella¨ polulla sijainneiden solmujen
syvyydet. Yhdessa¨ Splay-askeleessa alipuut C ja D laskeutuvat eninta¨a¨n kaksi tasoa,
mutta koska niista¨ tulee samalla solmun x alipuita, seuraavat Splay-askeleet nostavat
myo¨s niita¨ ylo¨spa¨in. Siten yksi Splay-operaatio ei kasvata minka¨a¨n solmun syvyytta¨
enempa¨a¨ kuin kaksi askelta.
Kuvaan 15 on piirretty Splay-askeleen kolme perustapausta. Niiden peilikuvatapauk-
sia ei ole piirretty, silla¨ ne ovat ta¨ysin vastaavia. Kuvasta on hyva¨ huomata, etta¨
ka¨yta¨n siina¨ epa¨tyypillista¨ tapaa kierron merkinna¨ssa¨. Kuvassa kierto nimeta¨a¨n lap-
sen kautta, eli kierto(v) viittaa siihen solmuun v, jonka halutaan nousevan kierros-
sa puussa ylo¨spa¨in. Ta¨lla¨ tavoin kierron nimessa¨ ei tarvitse ma¨a¨ritella¨, tapahtuuko
kierto oikealle vai vasemmalle. Normaalisti kierto ma¨a¨ritella¨a¨n isa¨n kautta, mutta
silloin ta¨ytyy erikseen ta¨smenta¨a¨, kumpi solmun lapsista nostetaan ylo¨spa¨in.
Splay-askeleiden toteutuksen helpottamiseksi Fredman et al. ka¨ytta¨va¨t bitin paina-
mista. Kuvan 15 tapauksessa ka¨a¨nto¨bitti riitta¨a¨ nollata solmuista z, y ja x, silla¨
alipuiden ka¨a¨nto¨bittien arvoilla ei ole kiertoihin mita¨a¨n vaikutusta. Ta¨sta¨ on helppo















































Kuva 15: Splay-askeleet jakautuvat kolmeen perustapaukseen sen mukaan, miten
solmun x isa¨ ja isoisa¨ sijoittuvat solmuun x na¨hden. Kuvassa kierto(v) viittaa siihen
solmuun v, joka nousee kierrossa isa¨nsa¨ yla¨puolelle. Peilikuvatapauksissa suoritetaan
ta¨sma¨lleen samat kierrot.
arvoksi on asetettu 0. Strategia johtaa myo¨s siihen, etta¨ seuraavat Splay-operaatiot
eiva¨t tuota solmun v hakupolulle sellaista solmua, jonka ka¨a¨nto¨bitin arvo olisi 1.
Todistus. Olkoon v solmu, jonka hakupolun jokaisen solmun ka¨a¨nto¨bitin arvo on 0.
Koska kuvan 15 Splay-askelien yhteydessa¨ bittien painamisella varmistetaan, etta¨
solmujen x, y ja z ka¨a¨nto¨bitit ovat nollia, jokaisen alipuita C ja D alaspa¨in siirta¨va¨n
solmun ka¨a¨nto¨bitin arvo on 0. Joten ainoa mahdollinen mekanismi, joka voisi tuottaa
jollekin solmun v hakupolun solmulle ka¨a¨nto¨bitin arvoksi 1, on bitin painaminen.
Se kuitenkin edellytta¨a¨ solmun isa¨n ka¨a¨nto¨bitilta¨ arvoa 1, joka solmun v hakupolun
ma¨a¨ritelma¨n mukaan ei ole mahdollista.
Kaupungin a edelta¨ja¨n ja seuraajan lo¨yta¨miseksi kaupunkia a vastaavan solmun pa-
riteetti pita¨a¨ selvitta¨a¨. Jos solmu nostetaan Splayn avulla puun juureksi, edelta¨ja¨
lo¨ytyy solmun vasemmasta alipuusta, jos sellainen on, muutoin se on oikean alipuun
viimeinen solmu. Seuraaja lo¨ytyy analogisesti. Edelta¨ja¨n ja seuraajan etsimisen yh-
teydessa¨ myo¨s niille voidaan tehda¨ Splay, jolloin kyselyn ja¨lkeen edelta¨ja¨ tai seuraaja
lo¨ytyy puun juuresta.
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between(a, x, b)-kysely aloitetaan suorittamalla Splay solmuille b ja a ta¨ssa¨ ja¨rjes-
tyksessa¨. Splay-puiden hengessa¨ myo¨s solmu x pita¨isi nostaa juureen, mutta silloin
se on syyta¨ tehda¨ ennen solmujen a ja b nostoa. Seuraavaksi solmusta x selataan
polku ylo¨s juureen, mutta selaus lopetetaan heti kun saavutaan joko solmuun a tai
solmuun b. Jos solmuun a saavutaan oikealta tai solmuun b saavutaan vasemmalta,
solmu x sijaitsee solmujen a ja b va¨lissa¨ puun esitta¨ma¨ssa¨ syklisessa¨ ja¨rjestyksessa¨.
Ta¨ma¨n voi todeta esimerkiksi tarkastelemalla kuvaa 16, jossa on lueteltu kaikki puun
juuren mahdolliset asetelmat operaatioiden splay(b) ja splay(a) suorittamisen ja¨l-
keen. Jos ka¨a¨nto¨bitteja¨ ei nollattaisi Splay-operaatioissa, mahdollisia asetelmia olisi
paljon enemma¨n. Jos splay(a)-operaation viimeinen Splay-askel vastaa kuvan 15 ta-
pauksia 1 tai 3, puun juureksi muodostuu kuvan 16 asetelmista a tai c. Tapauksessa
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Kuva 16: Splay-puun kaikki mahdolliset asetelmat heti operaatioiden splay(b) ja
splay(a) suorittamisen ja¨lkeen. Bitin painaminen Splay-operaatiossa johtaa siihen,
etta¨ solmujen a, b ja z ka¨a¨nto¨bitit eiva¨t voi olla pa¨a¨lla¨.
flip(x, a, b, y)-operaatio aloitetaan nostamalla b ja a puun juureen Splay-operaa-
tioilla. Mahdollisia asetelmia on ja¨lleen samat nelja¨ erilaista. Asetelmia on helppo
muokata siten, etta¨ haluttu segmentti ka¨a¨ntyy. Kuvassa 17 na¨kyy, miten segmentin
ka¨a¨nta¨minen asetelmia muokkaamalla voidaan toteuttaa. Tapauksia on oikeastaan
vain kaksi, silla¨ tapaukset b ja d voidaan muuntaa tapauksiksi a ja c suorittamalla
kierto(b) ennen segmentin ka¨a¨nto¨a¨. Kuvassa merkinta¨ BR tarkoittaa, etta¨ alipuun
B juurisolmun ka¨a¨nto¨bitin arvo pita¨a¨ vaihtaa.
Edellisissa¨ flip- ja between-operaatioiden ma¨a¨ritelmissa¨ solmu b nostettiin ennen
solmua a. Aivan yhta¨ hyvin olisi voitu vaatia, etta¨ solmu a nostetaan ennen solmun
b nostoa. Ta¨ma¨ on se ja¨rjestys, mita¨ Fredman et al. ka¨yttiva¨t. Kuva 17 voidaan
muuttaa pa¨invastaista nostoja¨rjestysta¨ kuvaavaksi muuttamalla jokainen kuvan puu
omaksi peilikuvakseen ja vaihtamalla jokaisen a- ja b-solmun kirjaimet keskena¨a¨n.
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Kuva 17: flip(a, b)-operaation nelja¨ eri tapausta Splay-puussa. Fredman et al.
flip(a, b)-operaatiossa on luvallista ka¨a¨nta¨a¨ segmentti next(b)–prev(a), jolloin ta-
pauksissa c ja d juurisolmun a ka¨a¨nto¨bittia¨ ei tarvitse asettaa.
Edella¨ kuvatuissa kyselyissa¨ ei viela¨ kiinnitetty ka¨ytetta¨vien Splay-operaatioiden
lukuma¨a¨ria¨. Fredman et al. testasivat nelja¨a¨ erilaista versiota Splay-puusta, joi-
den Lin–Kernighan-heuristiikan suoritusajat na¨kyva¨t taulukossa 2. Splay-puu-3 on
versio, jossa jokaisen operaation relevantit solmut nostetaan puun juureen Splay-
operaatioilla. Muissa Splay-puu-versioissa between(a, b, c)-kyselyssa¨ solmun b nos-
to on korvattu paljon nopeammalla puun selauksella. Splay-puu-3:n ja Splay-puu-2:n
next(a)-kyselyssa¨ seka¨ solmu a etta¨ sen seuraaja nostetaan puun juureen mutta
Splay-puu-0:ssa ei kumpaakaan. Splay-puu-1:n next(a)-kyselyssa¨ Splay-operaatio
suoritetaan ainoastaan solmulle a.
Yhteenvetona taulukossa 2 voisi sanoa, etta¨ mita¨ maltillisemmin Splay-operaatioita
ka¨yteta¨a¨n, sita¨ nopeammin Splay-puu toimii. Bina¨a¨ripuun selaaminen on huomat-
tavasti nopeampaa kuin puun muokkaaminen Splay-operaatioilla. Vaikka Splay-
operaation poistaminen yhdesta¨ operaatiosta hidastaa muita operaatioita, puun
yleto¨n tasapainottaminen Splay-operaatioilla ei selva¨stika¨a¨n tuota kokonaishyo¨tya¨.
Koska Lin–Kernighan-heuristiikassa ka¨yteta¨a¨n next- ja prev-kyselyita¨ paljon enem-
ma¨n kuin muita operaatioita, niiden nopeus on bina¨a¨ripuussa ratkaisevassa asemas-
sa.
Taulukossa 3 na¨kyy Splay-puiden keskima¨a¨ra¨iset kutsusyvyydet ongelman koon funk-





y kutsun kesto (µs) kokonaisaika (s)
n 103 104 105 103 104 105
Splay-puu-3:
2 next+prev 10,6 13,3 16,8 1,8 21,4 262
3 between 17,3 19,4 22,7 0,4 3,9 44
2 flip 11,4 12,3 13,7 0,8 7,7 83
yhteensa¨ 3 33 389
Splay-puu-2:
2 next+prev 10,6 13,4 17,3 1,7 21,4 268
2 between 12,5 13,7 16,0 0,3 2,7 31
2 flip 11,4 12,5 13,7 0,7 7,8 83
yhteensa¨ 2,7 31,9 382
Splay-puu-1:
1 next+prev 10,0 12,5 15,4 1,6 20,3 242
2 between 11,8 13,8 15,0 0,3 2,8 30 ∗
2 flip 10,5 11,4 12,2 0,7 7,2 74 ∗
yhteensa¨ 2,6 30,3 346
Splay-puu-0:
- next+prev 5,2 7,6 10,5 0,8 12,3 169 ∗
2 between 13,4 17,6 23,8 0,3 3,6 47
2 flip 10,5 11,7 13,3 0,7 7,4 82
yhteensa¨ 1,8 23,2 298
Taulukko 2: Eri Splay-puu versioiden, IRIS 4D/250 -tietokoneella saatuja Lin–
Kernighan-heuristiikan suoritusaikoja erikokoisissa (E)-ongelmissa [FJM95]. splay-
sarake kertoo operaatiossa ka¨ytettyjen Splay-operaatioiden lukuma¨a¨ra¨n. Parhaat
operaatioiden suoritusajat on merkitty ta¨hdilla¨.
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vyytta¨ bina¨a¨ripuussa operaation kutsuhetkella¨. Kutsusyvyyskeskiarvo on kaikkien
operaatiokutsujen kutsusyvyyksien keskiarvo. Lin–Kernighan-heuristiikassa operaa-
tioiden viittausten paikallisuus on niin runsasta, etta¨ Splay-puu-2:n kutsusyvyys
pysyy la¨hes vakiona.
n 103 104 105 106
Splay-puu-2:
next+prev 2,5 2,7 2,9 3,0
between 2,9 2,9 2,9 3,0
flip 2,5 2,6 2,6 2,6
kutsusyvyyskeskiarvo 2,5 2,7 2,8 2,9
Splay-puu-0:
next+prev 3,8 4,5 5,0 5,4
between 3,1 3,7 4,1 4,4
flip 2,0 2,1 2,1 2,2
kutsusyvyyskeskiarvo 3,3 3,8 4,2 4,5
Taulukko 3: Splay-puiden keskima¨a¨ra¨isia¨ kutsusyvyyksia¨ (E)-ongelmissa. Kutsusy-
vyyskeskiarvo on laskettu painottamalla kunkin operaation kutsusyvyytta¨ taulukon
5 operaatiolukuma¨a¨rien suhteissa. Kutsusyvyydet on saatu artikkelin [FJM95] ku-
van 3.1 kuvaajista mittaamalla.
Kirjassa [ABC07] Applegate et al. ka¨ytta¨va¨t seka¨ tavallista bina¨a¨ripuuta, jossa flip-
ja between-operaatiot suoritetaan split- ja join-operaatioiden avulla, etta¨ Splay-
puuta. He eiva¨t tosin ta¨smenna¨, mita¨ Splay-puun versiota he ka¨yttiva¨t, mutta mi-
ta¨ ilmeisimmin nopeinta mahdollista, eli Splay-puu-0:aa. Lin–Kernighan-algoritmin
suoritusajat kolmella eri testitapauksella
pcb3038 usa13509 pla85900
Bina¨a¨ripuu: 1,4 12,6 52,9
Splay-puu-0: 1,5 12,7 50,5
ovat varsin samanlaiset molemmilla bina¨a¨ripuun versioilla. Applegate et al. antavat
operaatioiden keskima¨a¨ra¨iset kutsusyvyydet
pcb3038 usa13509 pla85900
Bina¨a¨ripuu: 6,0 6,3 6,7
Splay-puu-0: 3,5 3,9 4,2
vain bina¨a¨ripuulle, joten Splay-puu-0:n kutsusyvyydet ovat arvioita. Arviot on las-
kettu taulukon 3 kutsusyvyyskeskiarvoista paloittain lineaarisesti interpoloimalla on-
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gelman koon perusteella. Kutsusyvyyksien erotus bina¨a¨ripuun ja Splay-puun va¨lilla¨
na¨ytta¨isi olevan likimain vakio. Vaikka bina¨a¨ripuuta ei eksplisiittisesti tasapainoteta
mitenka¨a¨n, bina¨a¨ripuun suorituskyky ei na¨yta¨ ka¨rsiva¨n siita¨ la¨hes ollenkaan.
Ilmio¨ta¨ voi selitta¨a¨ lift- ja splay-operaatioiden samankaltaisuudella. lift(x)-ope-
raatiossa solmua x nostetaan kierroilla toistuvasti ylo¨spa¨in kunnes siita¨ tulee puun
juuri. Esimerkiksi kuvasta 12 on helppo na¨hda¨, etta¨ lift(x) = join(split(x)). Kos-
ka bina¨a¨ripuussa flip- ja between-operaatioissa suoritetaan pera¨kka¨in split- ja
join-operaatioita, niiden operaatioiden kohdesolmut nousevat puun juureen. Kuva
18 havainnollistaa lift- ja splay-operaatioiden samankaltaisuutta. Koska kohdesol-
mut nousevat puun juureen, myo¨s split- ja join-operaatioita ka¨ytta¨va¨ bina¨a¨ripuu



































































Kuva 18: lift- ja splay-operaatioiden ero. Solmun x nousee puun juureen molem-
missa tapauksissa. Ta¨ssa¨ tapauksessa splay tuottaa hieman matalamman haku-




Bina¨a¨ripuun operaatioiden aikavaativuuteen sisa¨ltyva¨ vakioaikakerroin on selva¨s-
ti suurempi kuin taulukolla. flip-operaatio on bina¨a¨ripuussa hyvin nopea, mutta
next- ja prev-kyselyt ovat vastaavasti hitaampia. Vaikka bina¨a¨ripuu varustettai-
siin eksplisiittisin edelta¨ja¨- ja seuraaja-osoittimin, puun selausta ei voida ta¨ysin va¨lt-
ta¨a¨. Ennen kuin osoittimista voidaan valita oikea, solmun pariteetti pita¨a¨ selvitta¨a¨.
Nopea polun ka¨a¨nta¨minen on siis saavutettu next- ja prev-kyselyiden kustan-
nuksella. Lin–Kernighan-heuristiikassa next- ja prev-kyselyita¨ on huomattavasti
enemma¨n kuin polun ka¨a¨nta¨misia¨. Ta¨llo¨in tietorakenne, jossa polun ka¨a¨nta¨minen
on hitaampaa kuin bina¨a¨ripuussa, mutta jossa next- ja prev-kyselyiden nopeutta
ei ole kokonaan uhrattu, voisi ainakin kohtuullisen kokoisissa ongelmissa olla no-
peampi.
Jotta reitin ka¨a¨nta¨minen voisi toimia nopeasti, reitti on jaettava pienempiin paloi-
hin, osasekvensseiksi. Palojen ja¨rjestyksesta¨ on pidetta¨va¨ kirjaa, jota varten tarvi-
taan oma tietorakenne. Yksinkertaisin ta¨llainen rakenne on ja¨lleen uusi lista. Jos
reitti jaetaan
√
n pituisiksi paloiksi, paloja tarvitaan
√
n kappaletta. Ta¨llaisessa
rakenteessa segmentin ka¨a¨nta¨minen vie O(
√
n) ajan, silla¨ lyhyt segmentti voidaan
ka¨a¨nta¨a¨ suoraan palan sisa¨isesti ja pitka¨t segmentit voidaan ka¨a¨nta¨a¨ pa¨a¨asiassa pa-
lojen ja¨rjestysta¨ manipuloimalla. Palojen ja¨rjestyksen lisa¨ksi niiden orientaatiot kan-
nattaa tallentaa eksplisiittisesti, jolloin next- ja prev-kyselyihin voidaan vastata
vakioajassa.
Edella¨ hahmoteltiin kaksitasoisen puun idea. Hahmotelmasta on tosin viela¨ pitka¨
matka kunnolla toimivaan tietorakenteeseen. Fredman et al. [FJM95] tarjoavat kak-
sitasoisesta puusta hyvin pitka¨lle mietityn version. Heida¨n ideaaliversion pahimman
tapauksen aikavaativuus O(
√





n va¨lissa¨, mutta nopeampi ka¨yta¨nno¨n algoritmi ei ta¨llaista pahimman tapauksen
taetta anna. Ka¨yta¨nno¨ssa¨ tietorakenteet pysyva¨t kohtalaisen tasapainoisina vaikka
eksplisiittista¨ tasapainotusta ei ka¨ytetta¨isika¨a¨n.
Kaksitasoinen puu muodostuu kahdesta tasosta kahteen suuntaan linkitettyja¨ lis-
toja. Alempi taso on ta¨ydellinen reitin esitys. Se on siis kaupunkien lista, joka on
loogisesti jaettu lohkoihin. Ylempi taso muodostuu lohkojen listasta, jonka voidaan
myo¨s ajatella esitta¨va¨n samaa reittia¨, mutta tiivistetyssa¨ muodossa. Tietorakenteen
solmujen tarkempi rakenne na¨kyy kuvan 19 yla¨osassa.

















































Kuva 19: Kaksitasoinen puu ja sen solmujen rakenne. Ylemma¨n tason lista muodos-
tuu lohkojen solmuista, alemman tason lista kaupunkien solmuista. Kuvan kaksita-
soinen puu esitta¨a¨ reittia¨ (I, F, J, C,G,A,E,B,H,D).
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daan ka¨a¨nta¨a¨. Lohkon kokoa Fredman et al. ka¨ytta¨va¨t puun tasapainosta huolehti-
miseen. Jokaiseen lohkoon tallennetaan myo¨s sekvenssinumero, jonka avulla lohko-
jen keskina¨inen ja¨rjestys selvia¨a¨ nopeasti. Ta¨lla¨ on merkitysta¨ between-kyselyssa¨.
Lohkon edelta¨ja¨- ja seuraajaosoittimet noudattavat sekvenssinumeroinnin logiikkaa
eli seuraajaosoitin osoittaa lohkoon, joka on sekvenssinumeroinnissa seuraava. Na¨i-
den osoittimien tulkinta on siten riippumaton lohkon ka¨a¨nto¨bitin arvosta.
Kukin lapsisolmu edustaa yhta¨ kaupunkia. Solmussa on isa¨linkki, joka viittaa siihen
lohkoon, johon kaupunki sisa¨ltyy. Myo¨s lapsisolmuihin tallennetaan sekvenssinume-
ro, jonka avulla solmuille kiinniteta¨a¨n lohkon sisa¨inen numeroja¨rjestys. Numeroinnin
ei tarvitse alkaa yhdesta¨, mutta numeroiden tulee muodostaa yhtena¨inen sekvenssi
pera¨kka¨isia¨ kokonaislukuja. Sama sa¨a¨nto¨ pa¨tee myo¨s ylemma¨n tason sekvenssinu-
merointiin. Solmun edelta¨ja¨- ja seuraajaosoittimet viittaavat edelliseen ja seuraa-
vaan solmuun sekvenssinumeroinnin ja¨rjestyksessa¨. Poikkeuksen muodostavat loh-
kon ensimma¨isen solmun edelta¨ja¨osoitin ja viimeisen solmun seuraajaosoitin, jotka
viittaavat lohkon ulkopuolisiin solmuihin.
Isa¨solmuihin talletetaan myo¨s osoittimet lohkon ensimma¨iseen ja viimeiseen kau-
punkiin. Osoittimet viittaavat aina lohkon sisa¨isessa¨ numeroja¨rjestyksessa¨ ensim-
ma¨iseen ja viimeiseen kaupunkisolmuun, ja¨lleen riippumatta lohkon ka¨a¨nto¨bitin ar-
vosta. Ka¨a¨nto¨bitin arvoa vaihdettaessa osoittimien arvoihin ei kosketa, ainoastaan
niiden tulkinta muuttuu. Jos ka¨a¨nto¨bitin arvo on 1, lohkon ensimma¨inen solmu on
numeroja¨rjestyksessa¨ viimeinen solmu, ja lohkon viimeinen solmu on numeroja¨rjes-
tyksessa¨ ensimma¨inen. Ta¨lla¨ ma¨a¨ritelma¨lla¨ ilmaistuna, lohkon viimeisen lapsisol-
mun lohkon ulkopuolelle viittaava osoitin viittaa seuraavan lohkon ensimma¨iseen
solmuun, ja lohkon ensimma¨isen solmun osoitin viittaa edellisen lohkon viimeiseen
solmuun. Kuvan 19 esimerkki selventa¨a¨ asiaa.
Kysely next(a) aloitetaan tarkistamalla lohkon ka¨a¨nto¨bitin arvo isa¨solmusta. Jos
ka¨a¨nto¨bitin arvo on 0, seuraajaosoitin viittaa reitin seuraavaan kaupunkiin, arvon
ollessa 1 reitin seuraavan kaupungin ilmaisee edelta¨ja¨osoitin.
Kysely between(a, b, c) alkaa solmujen a, b ja c isa¨solmujen hakemisella. Jos jo-
kaisella solmulla on eri isa¨, solmujen keskina¨inen ja¨rjestys voidaan pa¨a¨tella¨ suoraan
lohkojen sekvenssinumeroita vertailemalla. Jos jokainen solmu sijaitsee samassa loh-
kossa, ja¨rjestys riippuu lohkon ka¨a¨nto¨bitin arvon lisa¨ksi jokaisen solmun sekvenssi-
numerosta. Jos kaksi solmuista sijaitsee samassa lohkossa, kolmannen solmun lohkon
sekvenssinumerolla ei ole merkitysta¨. Kun reitin suuntainen selaus aloitetaan jom-
mastakummasta solmusta, lohkon sisa¨lla¨ selaus suuntautuu joko toista solmua kohti
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tai siita¨ poispa¨in kolmannesta solmusta riippumatta. Esimerkiksi jos solmut b ja c
ovat samassa lohkossa ja solmun b sekvenssinumero on suurempi kuin solmun c, ky-
selyn vastaus on tosi vain jos lohkon ka¨a¨nto¨bitin arvo on 1, epa¨tosi muutoin. Muut
tapaukset ovat yhta¨ suoraviivaisia, mutta tapauksia on monta.
flip(x, a, b, y)-operaation toteuttaminen kaksitasoisessa puussa on kohtalaisen mo-
nimutkaista. Kaksi perustapausta saadaan silloin, jos ka¨a¨nnetta¨va¨ segmentti joko
kokonaan sisa¨ltyy johonkin lohkoon tai se koostuu pelka¨sta¨a¨n kokonaisista lohkois-
ta. Oletetaan ensin, etta¨ joko segmentti a–b tai y–x sisa¨ltyy kokonaan jonkin lohkoon.
Ta¨llo¨in jokaisen segmenttiin sisa¨ltyva¨n lapsisolmun edelta¨ja¨- ja seuraajaosoittimet
ta¨ytyy vaihtaa keskena¨a¨n ja niiden sekvenssinumerot ta¨ytyy pa¨ivitta¨a¨. Segmentin
pa¨a¨tysolmujen ja segmentin naapurisolmujen va¨liset edelta¨ja¨- ja seuraajaosoittimet
ta¨ytyy korjata muuttunutta tilannetta vastaaviksi.
Oletetaan, etta¨ segmentti a–b muodostuu pelka¨sta¨a¨n kokonaisista segmenteista¨. Ta¨l-
lo¨in myo¨s segmentti y–x koostuu kokonaisista segmenteista¨ ja kumpi tahansa seg-
menteista¨ voidaan ka¨a¨nta¨a¨. Lohkojen sekvenssinumeroista voidaan pa¨a¨tella¨, kumpi
segmenteista¨ koostuu pienemma¨sta¨ ma¨a¨ra¨sta¨ lohkoja. Lyhyempa¨a¨n segmenttiin si-
sa¨ltyvien lohkosolmujen edelta¨ja¨- ja seuraajaosoittimet ta¨ytyy vaihtaa keskena¨a¨n,
ka¨a¨nto¨bittien arvot ta¨ytyy vaihtaa ja sekvenssinumerot ta¨ytyy pa¨ivitta¨a¨. Segmentin
pa¨a¨tysolmujen ja segmentin ulkopuolisten naapurisolmujen edelta¨ja¨- ja seuraajao-
soittimet ta¨ytyy korjata seka¨ lohkojen listassa etta¨ kaupunkien listassa.
Jos tilanne ei vastaa kumpaakaan edellisista¨ tapauksista, lohkoja muokkaamalla ti-
lanne voidaan muuttaa vastaamaan niista¨ ja¨lkimma¨ista¨. Va¨hinta¨a¨n toisen solmupa-
rin (x, a) tai (b, y) molemmat solmut sisa¨ltyva¨t yhteen ja samaan lohkoon. Oletetaan,
etta¨ solmut x ja a sisa¨ltyva¨t samaan lohkoon. Koska solmut ovat toistensa naapu-
reita reitissa¨, ne ovat naapureita myo¨s lohkon sisa¨lla¨. Lohko voidaan siten jakaa
niiden va¨lista¨ kahdeksi erilliseksi sekvenssiksi, ja sekvensseista¨ lyhyempi siirreta¨a¨n
uuden lohkon lapsiksi. Ideaalimallissa uutta lohkoa varten luodaan uusi isa¨solmu,
mika¨ sekoittaa ja¨rjestysnumeroinnin. Jako vie siten lyhyemma¨n sekvenssin kokoon
verrannollisen ajan. Samanlainen jako voidaan tehda¨ myo¨s solmuille b ja y. Jako-
jen ja¨lkeen segmentit a–b ja y–x koostuvat pelka¨sta¨a¨n kokonaisista lohkoista, joten
edellisen perusteella segmentti osataan nyt ka¨a¨nta¨a¨. Segmenttien koon yla¨rajan pe-
rusteella lohkojen jakamiset vieva¨t O(
√
n) ajan ja lohkojen lukuma¨a¨ra¨n yla¨rajan
perusteella segmentin ka¨a¨nta¨minen vie myo¨s O(
√
n) ajan.
Ta¨ssa¨ vaiheessa puuhun on voinut syntya¨ epa¨tasapaino ja lohkojen ja¨rjestysnume-




ajassa. Tarkastellaan segmentin rajakohtien nelja¨a¨ lohkoa yksitellen, joista siis kak-
si voivat olla juuri luotuja. Lohko yhdisteta¨a¨n sen lyhyempa¨a¨n naapurilohkoon, jos
sen koko on pienempi kuin
√
n/2. Yhdistelyjen ja¨lkeen jokaisen lohkon koko on va¨-
hinta¨a¨n
√
n/2, mutta jonkin lohkon koko on saattanut kasvaa suuremmaksi kuin
2
√
n. Siina¨ tapauksessa sen koko ei kuitenkaan voi olla suurempi kuin 3
√
n, joten










n/2-kokoiset lohkot. Lohkojen sekvenssinumerot korjataan lopuksi
ka¨yma¨lla¨ la¨pi koko lohkojen lista, minka¨ pituus on O(
√
n).
Ka¨yta¨nno¨ssa¨ na¨in raskasta tasapainotusta ei kannata ka¨ytta¨a¨. Sen sijaan Fredman et
al. ka¨ytta¨va¨t menetelma¨a¨, jossa lohkojen lukuma¨a¨ra¨ pideta¨a¨n koko ajan vakiona ja
lohkojen kokoja ainoastaan pyrita¨a¨n pita¨ma¨a¨n la¨hella¨ lohkon keskima¨a¨ra¨ista¨ kokoa
groupsize, joka annetaan ohjelmalle parametrina. Kun flip-operaation yhteydessa¨
lohko pita¨a¨ jakaa kahteen osaan, lyhyempi osa yhdisteta¨a¨n osaksi sen naapuriloh-
koa, jolloin uutta isa¨solmua ei tarvitse luoda. Lohkojen sekvenssinumerot pysyva¨t
kunnossa, kun lohkojen lukuma¨a¨ra¨ ei muutu. Ta¨ma¨ tosin johtaa myo¨s siihen mah-
dollisuuteen, etta¨ jompikumpi segmenteista¨ a–b tai y–x voi nyt sisa¨ltya¨ kokonaan
siihen lohkoon, johon lyhyempi pala juuri liitettiin. Ta¨llo¨in segmentin ka¨a¨nta¨minen
ta¨ytyy suorittaa lohkon sisa¨isen ka¨a¨nno¨n algoritmilla.
Myo¨s lohkon sisa¨lla¨ tapahtuvaan segmentin ka¨a¨nta¨miseen Fredman et al. ka¨ytta¨va¨t
hieman muutettua strategiaa. Jos ka¨a¨nnetta¨va¨n segmentin pituus on va¨hemma¨n
kuin (3/4)groupsize, toimitaan kuten ennenkin. Jos segmentti on pidempi, lohko
jaetaan kolmeen osaan segmentin pa¨iden kohdista ja pa¨a¨typalat liiteta¨a¨n naapuri-
lohkoihinsa. Ta¨llo¨in ka¨a¨nnetta¨va¨ segmentti yksina¨a¨n muodostaa kokonaisen lohkon,
joka on helppo ka¨a¨nta¨a¨. Jos lohkot ovat kohtuullisen tasapainoisia, segmentin ka¨a¨n-
ta¨minen ta¨lla¨ tavoin ei ole kovin paljon hitaampaa kuin alkupera¨isella¨ tavalla, mut-
ta se voi olla paljon nopeampaa. Samalla heuristiikka hieman tasapainottaa puuta,
silla¨ selva¨sti ylisuuret lohkot todenna¨ko¨isesti pilkkoutuvat pienemmiksi ta¨ma¨n heu-
ristiikan avulla. Lohkon kasvaminen hyvin suureksi on kuitenkin mahdollista, joten
pahimmassa tapauksessa segmentin ka¨a¨nta¨minen voi vieda¨ Ω(n) ajan, eika¨ takeita
segmentin ka¨a¨nta¨miselle O(
√
n)-ajassa ena¨a¨ ole. Ka¨yta¨nno¨ssa¨ ta¨llainen heuristinen
tasapainotus on kuitenkin nopeampi kuin edella¨ esitetty ta¨ysi tasapainotus.
Kaksitasoisen puun ka¨yta¨nno¨n nopeus on varsin riippumaton lohkon koon valinnas-
ta. Fredman et al. havaitsivat, etta¨ ongelman koolla n 6 100000 lohkon koon voi
valita vapaasti va¨lilta¨ 40 6 groupsize 6 120 sen vaikuttamatta juurikaan algorit-
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min kokonaisnopeuteen. Vasta lohkon koolla 200 algoritmi hidastui havaittavasti.
Kokeellisia testeja¨ varten Fredman et al. kiinnittiva¨t lohkon kooksi 100 kaikilla on-
gelmilla n 6 100000. Ongelman koolla 106 lohkon koko 100 oli selva¨sti liian pieni.
flip-operaatioon kuluva aika pieneni 27 % kasvattamalla groupsize arvoon 200. Al-
goritmin kokonaisnopeus pysyi varsin vakiona aina lohkon kokoon 800 asti. Mita¨a¨n
yleispa¨teva¨a¨ ohjetta lohkon koon valitsemiseen he eiva¨t kuitenkaan antaneet. To-
dettakoon ta¨ssa¨ kuitenkin, etta¨ esimerkiksi Helsgaun ei ole seurannut heida¨n anta-





Kolmetasoinen puu [NYY07] on suoraviivainen yleistys kaksitasoisesta puusta. Ku-
van 20 kolmetasoinen puu on muuten samanlainen kuin kuvan 19 kaksitasoinen puu,
mutta siina¨ on lisa¨ksi va¨litaso, jossa on ylimpa¨a¨n tasoon verrattuna ylima¨a¨ra¨inen
isa¨linkki. Puun solmujen ja¨rjestysnumerointi noudattaa samaa logiikkaa puun jokai-
sella tasolla. Listassa sekvenssinumeroinnin tulee olla jatkuva listan isa¨lohkon alu-
eella, mutta sen ei tarvitse alkaa yhdesta¨. Ylimma¨n tason lohkoilla voidaan ajatella
olevan yksi ainoa isa¨lohko, joka kattaa koko reitin. Siten myo¨s ylimma¨n tason se-
kvenssinumeroinnin tulee olla jatkuva kattaen koko reitin, mutta numeroinnin ei tar-
vitse alkaa yhdesta¨. Va¨litasolla lohkon koko tarkoittaa lohkoon sisa¨ltyvien kaupun-
kien lukuma¨a¨ra¨a¨, kun ylimma¨lla¨ tasolla se tarkoittaa lohkoon sisa¨ltyvien va¨litasojen
lohkojen lukuma¨a¨ra¨a¨.
Kolmetasoinen puu jakaa reitin pienempiin lohkoihin kuin kaksitasoinen puu. Loh-
kon koko ja siten myo¨s ylimma¨n tason koko kolmetasoisessa puussa on noin 3
√
n.
flip-operaatiossa lohkot pita¨a¨ jakaa tarvittaessa osiin kuten kaksitasoisessa puus-
sa, mutta koska lohkot ovat pienempia¨, operaation pahimman tapauksen aikavaati-
vuus O( 3
√
n) on parempi. Ta¨sma¨llista¨ tasapainotusta ei kannata ka¨ytta¨a¨ myo¨ska¨a¨n
kolmetasoisessa puussa, jolloin pahimman tapauksen aikavaativuus on O(n), mutta
ka¨yta¨nno¨ssa¨ se on kuitenkin paljon parempi.
Koska kolmetasoisessa puussa on yksi taso enemma¨n kuin kaksitasoisessa puussa,
kolmetasoisen puun next- ja prev-kyselyt ovat 3/2-kertaa hitaampia kuin kaksi-
tasoisen puun kyselyt. between-kysely voi toimia suhteessa nopeamminkin, silla¨
silloin kun kyselyn kaksi tai kolme kaupunkia sisa¨ltyy yhteen ja samaan alemman
tason lohkoon, kyselyyn voidaan vastata ka¨yta¨nno¨ssa¨ samassa ajassa kuin kaksita-
































































Kuva 20: Kolmetasoinen puu, joka esitta¨a¨ reittia¨ (I, F, J, C,G,A,E,B,H,D).
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tasoisen puun kyselyn vertailulukuma¨a¨rista¨, joten keskiarvo ja¨a¨ pienemma¨ksi kuin
3/2.
3.8 Segmenttipuu
Segmenttipuu ei ole ta¨ydellinen esitys reitista¨. Segmenttipuu on aputietorakenne,
jonka avulla rajallinen ma¨a¨ra¨ flip-operaatioiden reittiin aiheuttamia muutoksia voi-
daan esitta¨a¨ tiiviisti ja siksi tehokkaasti. Koska segmenttipuu esitta¨a¨ vain reittiin
tehta¨via¨ muutoksia, se tarvitsee tuekseen pa¨a¨tietorakenteen, jolla koko reitti voidaan
esitta¨a¨.
Lin–Kernighan-heuristiikassa sarjallista λ-vaihtoa muodostetaan va¨hitellen pera¨k-
ka¨isten flip-operaatioiden avulla. Jos λ-vaihto ei tuota parempaa tulosta, λ-vaihto
hyla¨ta¨a¨n. Periaatteessa ta¨ma¨ tarkoittaa, etta¨ flip-operaatiot tehtiin tietorakentee-
seen turhaan. Hukka viela¨ tuplaantuu, silla¨ tehdyt flip-operaatiot pita¨a¨ myo¨s perua.
Segmenttipuun tarkoituksena on va¨ltta¨a¨ ta¨llainen turha tyo¨. Jos sarjallinen λ-vaihto
lo¨yta¨a¨ paremman reitin, segmenttipuun kuvaamat ka¨a¨nno¨t toteutetaan pa¨a¨tietora-
kenteessa. Jos parempaa reittia¨ ei lo¨ydy, segmenttipuu yksinkertaisesti hyla¨ta¨a¨n.
Segmenttipuussa segmenttien ilmaisemiseen ka¨yteta¨a¨n lukuva¨leja¨. Reitti kiinnitta¨a¨
kaupungeille numeroja¨rjestyksen, joten mika¨ tahansa yhtena¨inen reitin osajono voi-
daan ilmaista lukuva¨lin avulla. Kaupunki sisa¨ltyy segmenttiin, jos sen ja¨rjestysluku
sisa¨ltyy segmentin lukuva¨liin. Koska segmentin koko ei ole rajoitettu, muokatun rei-
tin esitta¨miseen riitta¨a¨ flip-operaatioiden lukuma¨a¨ra¨a¨n verrannollinen ma¨a¨ra¨ eril-
lisia¨ segmentteja¨. Segmentit talletetaan listaan, jossa ne luetellaan muokatun reitin
ja¨rjestyksessa¨. Lisa¨ksi segmentit luetellaan toistamiseen segmenttipuussa, jotta kau-
punkia vastaava segmentti lo¨ydetta¨isiin nopeasti. Segmenttipuu on hakupuu, joka
sisa¨ja¨rjestyksessa¨ lueteltuna antaa segmentit alkupera¨isen reitin ja¨rjestyksessa¨.
Kuvassa 21 segmenttipuu ja segmenttilista on piirretty erillisina¨ rakenteina. Erilli-
syys helpottaa tietorakenteen hahmottamista, mutta tietorakennetta ohjelmoitaessa
rakenteiden erillisyys on tarpeeton. Tallettamalla segmenttipuun ja segmenttilistan
tarvitsemat linkit yhteen ja samaan solmuun segmentin tietoja ei tarvitse tallettaa
kahdesti.
Pa¨a¨tietorakenteena Fredman et al. ka¨ytta¨va¨t taulukkoa. Periaatteessa segmentti-
puuta voisi ka¨ytta¨a¨ myo¨s muiden tietorakenteiden yhteydessa¨, mutta sellaisenaan
kuvan 21 segmenttipuu sopii ka¨ytetta¨va¨ksi vain taulukon kanssa. Taulukosta ja¨rjes-










































Kuva 21: Segmenttipuu ja segmenttilista. Segmenttipuu muodostaa hakurakenteen,
josta ja¨rjestysnumeron avulla kaupunkia vastaava segmentti lo¨ytyy nopeasti. Kuvas-
sa alimpana on segmenttilista, josta muokattu reitti voidaan lukea suoraan luettele-
malla kaupungit segmenttilistan osoittamassa ja¨rjestyksessa¨. Jos segmentin ka¨a¨nto¨-
bitti on pa¨a¨lla¨, kyseisen segmentin koko sisa¨lto¨ luetellaan ka¨a¨nteisessa¨ ja¨rjestyksessa¨.
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sama ei onnistu, joten segmenttilistan solmuun ta¨ytyisi tallettaa ja¨rjestysnumeroiden
lisa¨ksi niita¨ vastaavat kaupungit. Lisa¨ksi pa¨a¨tietorakenne pita¨isi varustaa kaupungin
ja¨rjestysnumerokyselylla¨. Luvussa 5 na¨hda¨a¨n, etta¨ pienin muutoksin ja¨rjestysnume-
rokysely onnistuu bina¨a¨ripuussa seka¨ kaksi- ja kolmetasoisessa puussa ka¨yta¨nno¨ssa¨
samassa ajassa kuin next- ja prev-kyselyihin vastaaminen samassa tietorakentees-
sa.
Jokainen uusi sarjallinen λ-vaihto alustetaan asettamalla koko reitin kattava seg-
mentti [1, n] segmenttipuun juureksi. Segmenttilistassa segmentin ka¨a¨nto¨bitin ar-
voksi asetetaan 0 ja segmentin seuraajaksi ja edelta¨ja¨ksi asetetaan segmentti itse.
Kysely nextsp(a), eli kaupungin a seuraaja segmenttipuussa, alkaa kaupungin a ja¨r-
jestysnumeron i selvitta¨misella¨. Olkoon segmentti [l, r] ja¨rjestysnumeroa i vastaava
segmentti, eli l 6 i 6 r. Jos segmentin ka¨a¨nto¨bitin arvo on 0 (1), ja i ei ole segmen-
tin pa¨a¨tepiste r (i > l), kaupungin seuraaja segmenttipuussa on kaupungin seuraaja
(edelta¨ja¨) pa¨a¨tietorakenteessa, eli nextsp(a) = next(a) (nextsp(a) = prev(a)).
Jos segmentin [l, r] ka¨a¨nto¨bitin arvo on 0 (1) ja i = r (i = l), kaupungin a seu-
raaja on seuraavan (edellisen) segmentin ensimma¨inen (viimeinen) kaupunki vain,
jos kyseisen segmentin ka¨a¨nto¨bitin arvo on 0. Jos ka¨a¨nto¨bitin arvo on 1, kaupungin
a seuraaja on kyseisen segmentin viimeinen (ensimma¨inen) kaupunki. Vastaaminen
prevsp(a)-kyselyyn tapahtuu vastaavasti.
Koska between-kyselya¨ tarvitaan Lin–Kernighan-heuristiikassa vain λ-vaihdon alus-
sa, Fredman et al. toteuttivat between-kyselyn ainoastaan pa¨a¨tietorakenteessa. Jos
vertailurakenteena haluttaisiin ka¨ytta¨a¨ varrellista syklia¨, between-kysely pita¨isi to-
teuttaa erikseen myo¨s segmenttipuulle.
Segmentin ka¨a¨nta¨minen segmenttipuussa, eli flipsp(x, a, b, y), tapahtuu aina koko-
naisia segmentteja¨ ka¨a¨nta¨ma¨lla¨. Jos polut a–b ja y–x koostuvat erillisista¨ segmen-
teista¨, polku a–b ka¨a¨ntyy helposti ka¨a¨nta¨ma¨lla¨ vastaavien segmenttien ka¨a¨nto¨bittien
arvot seka¨ ja¨rjestys segmenttilistassa.
Jos kaupungit x ja a sijaitsevat samassa segmentissa¨, segmentti on jaettava kahdeksi
eri segmentiksi kaupunkien x ja a va¨lista¨. Oletetaan, etta¨ kaupunkien x ja a ja¨rjestys-
numerot pa¨a¨tietorakenteessa ovat i ja i+ 1. Ja¨rjestysnumerot ovat pera¨kka¨iset, silla¨
kaupungit ovat toistensa naapureita alkupera¨isessa¨ reitissa¨. Uudet segmentit [l, i] ja
[i+1, r] korvaavat vanhan segmentin [l, r] seka¨ segmenttipuussa etta¨ segmenttilistas-
sa. Segmenttilistassa uudet segmentit periva¨t vanhan segmentin ka¨a¨nto¨bitin arvon,
ja segmenttien keskina¨inen ja¨rjestys segmenttilistassa ma¨a¨ra¨ytyy ka¨a¨nto¨bitin perus-
teella. Segmenttipuussa uusista segmenteista¨ suurempi korvaa vanhan segmentin, ja
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lyhyempi segmentti asetetaan sen lapseksi perien vanhan segmentin vastaavan lap-
sen. Jos segmentti [l, i] ([i + 1, r]) on pidempi, segmentti [i + 1, r] ([l, i]) asetetaan
sen oikeaksi (vasemmaksi) lapseksi, ja segmentti [i+ 1, r] ([l, i]) saa oikeaksi (vasem-
maksi) lapsekseen alkupera¨isen segmentin oikean (vasemman) lapsen. Kaupunkien
b ja y pakottaminen erillisiin segmentteihin tapahtuu samalla tavoin.
Jokainen segmentin ka¨a¨nto¨ voi tuottaa segmenttilistaan eninta¨a¨n kaksi uutta seg-
menttia¨, joten k kappaletta segmentin ka¨a¨nto¨ja¨ voi tuottaa segmenttipuuhun enin-
ta¨a¨n 2k+ 1 solmua. Mutta koska segmenttipuuta ei tasapainoteta mitenka¨a¨n, haku-
puusta voi pahimmassa tapauksessa muodostua pelkka¨ lista. Ilmeisesti ta¨sta¨ syysta¨
Fredman et al. asettavat segmenttipuun tapauksessa λ-vaihdon segmentin ka¨a¨nto¨-
jen lukuma¨a¨ra¨lle suurehkon yla¨rajan 50. Jos suurin sallittu vaihtojen lukuma¨a¨ra¨
K on vakio, kaikista edella¨ mainituista segmenttipuun operaatioista suoriudutaan
O(K) = O(1) ajassa. Rajoitus antaa flipsp-operaatiolle lupaavan asymptoottisen
aikavaativuuden, mutta tarkasti ottaen eri tietorakenteet eiva¨t ena¨a¨ ta¨ma¨n ja¨lkeen
ole ta¨ysin vertailukelpoisia keskena¨a¨n. Jos algoritmi tekee jossain vaiheessa etsin-
ta¨a¨ erilaisen ratkaisun eri tietorakenteilla, siita¨ hetkesta¨ la¨htien algoritmi suorittaa
epa¨identtiset operaatiosekvenssit eri tietorakenteille, milla¨ voi olla kumuloituvia vai-
kutuksia myo¨hemmissa¨ etsinna¨n vaiheissa. (E)-ongelmissa ta¨lla¨ ei ilmeisesti ole ko-
vinkaan suurta merkitysta¨, silla¨ saman rajoituksen ka¨ytta¨minen kaksitasoisen puun
yhteydessa¨ muutti heida¨n algoritmin suoritusnopeutta vain 2–4 %.
Nopeuttaakseen edelleen kaupunkia vastaavan segmentin lo¨yta¨mista¨, jokaista kau-
punkia kohti Fredman et al. tallettivat ylima¨a¨ra¨isen osoittimen segmenttipuuhun.
Joka kerta kun kaupunkia etsita¨a¨n segmenttipuusta, osoitin pa¨iviteta¨a¨n osoittamaan
siihen segmenttiin, josta kyseinen kaupunki lo¨ydeta¨a¨n. Seuraavalla kerralla saman
kaupungin etsinta¨ voidaan aloittaa ta¨sta¨ segmentista¨ segmenttipuun juuren sijaan.
Edella¨ kuvatulla segmenttien jakamistaktiikalla kaupunkia vastaava segmentti lo¨ytyy
joko samasta segmentista¨ tai jommastakummasta sen alipuusta. Ta¨llo¨in kaupungin
etsimiseen ka¨ytetta¨va¨ kokonaisaika on verrannollinen segmenttipuun kokoon plus
kaupunkiin kohdistettujen hakujen lukuma¨a¨ra¨a¨n, jolloin λ-vaihdon kyselyjen tasoi-
tettu aikavaativuus kokonaisuudessaan on O(K). Jotta jokaista osoitinta ei tarvitse
erikseen alustaa jokaisen λ-vaihdon aluksi, Fredman et al. ka¨yttiva¨t aikaleimaa. Jos
osoittimen aikaleima ei ole tarpeeksi tuore, etsinta¨ aloitetaan segmenttipuun juures-
ta, muutoin osoittimen ma¨a¨ra¨a¨ma¨sta¨ segmentista¨. Jos pa¨a¨tietorakenteena ka¨yteta¨a¨n
jotain muuta kuin taulukkoa, osoittimen lisa¨ksi myo¨s kaupungin ja¨rjestysnumero
kannattaa tallettaa. Ta¨llo¨in samaan kaupunkiin kohdistuvissa toistuvissa kyselyissa¨
ja¨rjestysnumeron laskemiseen kuluva aika voidaan sa¨a¨sta¨a¨.
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Jos etsinta¨sekvenssi tuottaa parantavan λ-vaihdon, segmenttipuun kuvaamat muu-
tokset pita¨a¨ pa¨ivitta¨a¨ pa¨a¨tietorakenteeseen. Helpoiten makepermanent-operaatio
voidaan toteuttaa suorittamalla ratkaisuun johtaneet flip-operaatiot uudestaan,
ta¨lla¨ kertaa pa¨a¨tietorakenteeseen. Taulukkotietorakenteella ta¨ma¨ voi pahimmassa
tapauksessa vieda¨ Θ(Kn) ajan. Vaihtoehtoinen tapa suorittaa makepermanent-
operaatio olisi ensin perua Lin–Kernighan-heuristiikassa ylietsinna¨n aikana tehdyt
segmentin ka¨a¨nno¨t, joka vie eninta¨a¨n O(K2) = O(1) ajan, minka¨ ja¨lkeen uusi reitti
voidaan muodostaa suoraan luettelemalla kaupungit segmenttilistan antamassa ja¨r-
jestyksessa¨ Θ(n) ajassa. Ensimma¨inen tapa on suositeltavampi, silla¨ Lin–Kernighan-
heuristiikassa λ-vaihto koostuu keskima¨a¨rin viidesta¨ segmentin ka¨a¨nno¨sta¨, ja ka¨y-
ta¨nno¨n ongelmissa lyhyemma¨n segmentin pituus kasvaa o(n) ongelman koon kas-
vaessa, kun vaihtoehtoinen tapa vie aina Θ(n) ajan.
3.9 Satelliittipuu ja varrellisen syklin esitys
Kaikki edella¨ esitetyt tietorakenteet soveltuvat hyvin Hamiltonin polun esitta¨mi-
seen. Jos vertailurakenteena ka¨yteta¨a¨n varrellista syklia¨, varsi ja sykli on pystytta¨va¨
erottamaan toisistaan. Ilmeinen ratkaisu ta¨ha¨n ongelmaan on lisa¨ta¨ jokaiseen kau-
punkiin merkinta¨, kuuluuko se varteen vai sykliin. Silloin kun lisa¨tta¨va¨ kaari osuu
sykliin, kuten kuvan 7a tapauksessa, kaupunkien merkinna¨t ta¨ytyy muuttaa tarpeel-
lisilta osilta. Edella¨ esitettyihin tietorakenteisiin ta¨ytyisi lisa¨ta¨ tietokentta¨ merkinta¨a¨
varten. Linkitetyssa¨ listassa merkinta¨ pita¨a¨ lisa¨ta¨ jokaiseen solmuun, mutta bina¨a¨-
ripuussa merkinta¨ riitta¨isi lisa¨ta¨ puun juureen, jos varsi ja sykli pideta¨a¨n erillisis-
sa¨ bina¨a¨ripuissa. Kaksi- ja kolmetasoisessa puussa merkinta¨ riitta¨a¨ lisa¨ta¨ ylimma¨lle
tasolle. Segmenttipuun tapauksessa merkinta¨ tehta¨isiin segmenttilistan solmuihin.
Merkinna¨n lisa¨ksi tietorakenteisiin tarvittaisiin myo¨s muita muutoksia, silla¨ juuri-
solmun haarautumisaste on kolme, mika¨ pita¨a¨ jollain tavalla ottaa tietorakenteen
toteutuksessa huomioon. Kasitasoisen puun toteutusyksityiskohtia lo¨ytyy Gamboa
et al. artikkeleista [GRG05, GRG06].
Satelliittipuu (k-level satellite tree) on suunniteltu erityisesti varrellisen syklin esit-
ta¨mista¨ varten [Ost05]. Seuraavan luvun tietorakenteiden tehokkuusvertailussa ka¨y-
teta¨a¨n Lin–Kernighan-heuristiikkaa, jossa vertailurakenteena on Hamiltonin polku.
Eri vertailurakenteita ka¨ytta¨va¨t heuristiikat eiva¨t ole vertailukelpoisia tietoraken-
teiden keskina¨isessa¨ vertailussa, silla¨ tietorakenteisiin pita¨isi suorittaa samat ope-
raatiosekvenssit. Osterman vertailee satelliittipuuta kaksitasoiseen puuhun, mutta
luonnollisesti varrellista syklia¨ ka¨ytta¨va¨n algoritmin yhteydessa¨. Koska satelliitti-
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puun nopeuden arviointi Lin–Kernighan-heuristiikan yhteydessa¨ olisi hyvin speku-
latiivista, satelliittipuuta ei ole otettu lainkaan mukaan vertailuun. Samasta syysta¨
seuraavassa esityksessa¨ en pyri kuvailemaan satelliittipuun kaikkia yksityiskohtia
kattavasti.
Satelliittipuussa kahteen suuntaan linkitetyt listat on korvattu satelliittilistoilla. Sa-
telliittilista on kahteen suuntaan linkitetty (rengas)lista, jossa osoittimet on korvat-
tu satelliiteilla. Satelliitti on osoitin, joka ei osoita listan viereiseen solmuun, vaan
viereisen solmun satelliittiin. Satelliittia vastaava solmu voidaan pa¨a¨tella¨ satelliitin
muistiosoitteesta. Kaupunkien satelliitit talletetaan pareittain taulukkoon siten, etta¨
solmun vasen satelliitti on taulukon parillisessa ja oikea satelliitti parittomassa in-
deksissa¨. Kaupungin i satelliitit ovat ta¨llo¨in taulukon indekseissa¨ 2i ja 2i+ 1, joten
taulukon indeksissa¨ j olevaa satelliittia vastaa kaupunki numero bj/2c. Satelliitin
j komplementtisatelliitti saadaan vaihtamalla indeksin j va¨hiten merkitseva¨n bitin
arvo komplementikseen.
Satelliittilistassa jokaisen solmun satelliitit osoittavat listassa eri suuntiin siten, et-
ta¨ koko lista voidaan selata la¨pi valitussa selaussuunnassa pelka¨sta¨a¨n satelliittien
ketjua seuraamalla. Segmentin ka¨a¨nno¨ssa¨ ainoastaan segmentin pa¨iden satelliitteja
joudutaan muokkaamaan, eli ainoastaan nelja¨n eri satelliitin arvoa tarvitsee muut-
taa. Syntyyko¨ segmentin ka¨a¨nta¨misessa¨ kaksi erillista¨ syklia¨ vai ei, ta¨ytyy tutkia
erikseen. Segmentin pa¨iden satelliittien arvoista sita¨ ei pystyta¨ pa¨a¨ttelema¨a¨n.
Kuvassa 22 on kolmetasoinen satelliittipuun. Jokainen taso muodostuu satelliittilis-
tasta. Ylin ja alin taso esitta¨va¨t koko reittia¨, joten niiden ta¨ytyy muodostaa yhtena¨i-
nen rengaslista. Va¨litasojen lohkosolmut kera¨a¨va¨t alemman tason solmuja suurem-
miksi ryhmiksi, mutta koko reittia¨ ei ole tarpeen pystya¨ selaamaan va¨litasoilla, joten
va¨litason ei tarvitse olla yhtena¨inen. Kuvassa isa¨linkit on piirretty oikeanpuoleisen
satelliitin yla¨puolelle, johon kyseinen linkki on assosioitu. Vasemmanpuoleisen satel-
liitin isa¨linkki viittaisi aina isa¨lohkon komplementtisatelliittiin, joten sita¨ on turha
tallettaa.
Kuvassa 22 segmenttipuun ylimma¨lla¨ tasolla na¨kyy ylima¨a¨ra¨inen informaatiokentta¨,
johon voidaan tallettaa globaalia informaatiota. Erityisesti sita¨ ka¨yteta¨a¨n vertailu-
rakenteen varren ja syklin merkitsemiseen. Esimerkiksi jos reitin orientaatio halut-
taisiin kiinnitta¨a¨, ka¨a¨nto¨bittien arvot tallennettaisiin vain puun ylimma¨lle tasolle.
Lohkon kokoinformaatiota voidaan ka¨ytta¨a¨ puun tasapainosta huolehtimiseen kuten
kaksitasoisessa puussa.






























Kuva 22: Kolmetasoinen satelliittipuu. Ylimma¨n tason satelliittilista on lohkoista
muodostuva yhtena¨inen rengaslista. Alimman tason satelliittilista on kaupunkien
muodostama rengaslista. Selkeyden vuoksi toisen selaussuunnan satelliittilinkit on
piirretty harmaalla. Kuvan satelliittipuu esitta¨a¨ reittia¨ (I, F, J, C,G,A,E,B,H,D).
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Segmentin ka¨a¨nta¨minen on helpointa silloin kun se koostuu kokonaisista lohkoista.
Jos ka¨a¨nnetta¨va¨n segmentin rajakohta osuu jonkin lohkon sisa¨puolelle, lohko pita¨a¨
halkaista.
Yksitta¨inen lohko tai solmu voidaan ka¨a¨nta¨a¨ vaihtamalla isa¨linkki osoittamaan isa¨n
komplementtisatelliittiin. Jokaisella tasolla segmentin pa¨iden naapurit muuttuvat
segmentin ka¨a¨nno¨n yhteydessa¨, joten vastaavat satelliitit pita¨a¨ myo¨s pa¨ivitta¨a¨.
Satelliittipuun orientaatiota ei ole kiinnitetty. Kahden eri kaupungin selaussuunnat
voidaan selvitta¨a¨ vaeltamalla isa¨satelliittien avulla puun ylimma¨lle tasolle, ja siel-
la¨ naapurisatelliittien kautta selaamalla etsita¨a¨n yhteinen solmu. Jos molemmista
kaupungeista pa¨a¨dyta¨a¨n samaan ylimma¨n tason satelliittiin, valitut selaussuunnat
ovat samat, muutoin ne ovat vastakkaiset. Kuvan 22 harmaassa selaussuunnassa pi-
ta¨a¨ seurata harmaita isa¨linkkeja¨. Jos harmaa isa¨linkki puuttuu, se ta¨ytyy pa¨a¨tella¨
mustan isa¨linkin arvosta, ja pa¨invastoin.
Satelliittipuu, jossa on k-tasoa, jakaa reitin suurin piirtein k
√
n kokoisiin lohkoihin,
ja tasolla l on noin n(k−l+1)/k solmua. Jos satelliittipuun tasojen lukuma¨a¨ra¨ pide-
ta¨a¨n vakiona, satelliittipuun operaatioiden aikavaativuus on O( k
√
n) ongelman koon
kasvaessa. Osterman kuitenkin osoitti, etta¨ jos tasojen lukuma¨a¨ra¨ valitaan optimaa-
lisesti ongelman koon funktiona, operaatioiden aikavaativuus on O(log n) ja lohkon
koko pysyy periaatteessa vakiona. Tosin tasojen lukuma¨a¨ra¨n pita¨a¨ aina olla koko-
naisluku.
Jos kuvia 22 ja 20 verrataan keskena¨a¨n, satelliittipuu na¨ytta¨a¨ kirjanpidon kannal-
ta paljon kevyemma¨lta¨ tietorakenteelta. Erityisesti listan selausta tarvitsevat ope-
raatiot on selva¨sti nopeampi suorittaa satelliittipuussa kuin vastaavan korkuisessa
kahteen suuntaan linkitettyja¨ listoja ka¨ytta¨va¨ssa¨ puussa. Satelliittipuu olisi siten
potentiaalinen tietorakenne myo¨s Lin–Kernighan-heuristiikan yhteydessa¨.
3.10 Tietorakenteiden tehokkuus
Ta¨ssa¨ luvussa vertailen edella¨ esitettyjen tietorakenteiden keskina¨isia¨ ka¨yta¨nno¨n te-
hokkuuksia kirjallisuudesta lo¨ytyvien tuloksien avulla. Tarkastelu perustuu la¨hes
yksinomaan Fredman et al. antamiin tuloksiin [FJM95], mutta kolmetasoisen puun
nopeuden arviointi perustuu Nguyen et al. tuloksiin [NYY07].
Fredman et al. osoittavat [FJM95], etta¨ muistisolun tutkinta -laskennan mallissa
(cell probe model), minka¨ tahansa tietorakenteen pahimman tapauksen tasoitettu
aikavaativuus per operaatio on Ω(log(n)/ log log(n)). Kyseisessa¨ laskennan mallissa
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ainoastaan muistin luku- ja kirjoitusoperaatioilla on merkitysta¨, silla¨ kaiken muun
laskennan katsotaan olevan ilmaista. Edella¨ esitettyjen tietorakenteiden operaatio-
kohtaiset asymptoottiset aikavaativuudet lo¨ytyva¨t taulukosta 4.
Taulukossa on lisa¨ksi na¨kyvissa¨ segmenttipuun ja kaksitasoisen puun yhdistelma¨tie-
torakenteen aikavaativuudet. Vaikka Fredman et al. eiva¨t esitta¨neet saati testanneet
kyseista¨ tietorakennetta, ta¨ssa¨ luvussa yrita¨n arvioida sellaisen tietorakenteen no-
peutta heida¨n antamiensa tietojen pohjalta. Koska arvio perustuu heida¨n esitta¨miin-
sa¨ algoritmien suoritusnopeuksiin, arvio koskee nimenomaan sellaista tietorakenteen
implementaatiota, jonka Fredman et al. olisivat voineet toteuttaa. Fredman et al.
esitta¨va¨t tietorakenteiden suoritusaikavertailuja (E)-, (T)- ja (M)-ongelmissa kol-
mella erityyppisella¨ tietokoneella. Ta¨ssa¨ luvussa esita¨n Fredman et al. esitta¨mista¨
tuloksista yksityiskohtaisesti vain (E)-ongelmia koskevat tulokset, silla¨ ainoastaan
niissa¨ segmenttipuun tulokset ovat hyvin vertailukelpoisia muiden tietorakenteiden
kanssa. Muissa ongelmissa Fredman et al. implementaatiossa segmenttipuuhun si-
sa¨ltyva¨ segmentinka¨a¨nto¨jen yla¨raja 50 tuottaa selva¨sti havaittavia eroja algoritmin
lopputuloksiin, minka¨ vuoksi tarkkaa vertailua ei ole mieleka¨sta¨ suorittaa.
next/prev between flip/undoflip
Taulukko & Linkitetty lista O(1) O(1) O(n)
Kaksitasoinen puu O(1) O(1) O(
√
n)
Kolmetasoinen puu O(1) O(1) O( 3
√
n)
Splay-puu & Bina¨a¨ripuu O(log(n)) O(log(n)) O(log(n))
Segmenttipuu O(K) O(K) —
Segmenttipuu makepermanent flip undo
+ Taulukko O(Kn) tai O(K2) + Θ(n)
O(K) O(1)
+ Kaksitasoinen puu O(K
√
n)
Taulukko 4: Tietorakenteiden operaatioiden aikavaativuuksia.
Aikavaativuustaulukko ei ota lainkaan huomioon operaatioiden vakioaikakertoimia.
Vakioaikakertoimet vaihtelevat suuresti eri tietorakenteiden va¨lilla¨, eika¨ teoreetti-
sesti hyvilta¨ vaikuttavat bina¨a¨ripuut va¨ltta¨ma¨tta¨ pa¨rja¨a¨ ka¨yta¨nno¨ssa¨ muille tieto-
rakenteille vasta kuin hyvin suurissa ongelmissa. Lisa¨ksi eri operaatioita kutsutaan
varsin erilaisia ma¨a¨ria¨, joten pelkkien asymptoottisten aikavaativuuksien perusteella
tietorakenteita ei voida laittaa paremmuusja¨rjestykseen.
Taulukosta 5 ilmenee Lin–Kernighan-heuristiikassa suoritettujen operaatioiden luku-
ma¨a¨ria¨ erikokoisissa (E)-ongelmissa. Kursiivilla merkityt arvot on jouduttu pa¨a¨tte-
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n 103 104 105 106
lyhyemma¨n segmentin pituus 39 170 864 —
next + prev 160 000 1600 000 15 700 000 161 111 111
between 21 800 199 000 1 960 000 19 340 580
flip 64 800 623 000 6 080 000 62 435 079
Segmenttipuu flipsp 35 714 320 000 3 101 266 30 061 728
makepermanent 200 1 881 17 232 169 941
flip per makepermanent 5,6 7,6 8,7 10,5
Taulukko 5: Kutsujen lukuma¨a¨ra¨t Lin–Kernighan-heuristiikassa (E)-ongelmissa
[FJM95]. Kursiivilla merkityt luvut puuttuvat kyseisesta¨ artikkelista, joten ne on
jouduttu laskemaan taulukon 6 arvojen perusteella. Datan epa¨tarkkuuden vuoksi
harmaalla merkittyja¨ arvoja ei ole voitu laskea suoraan, joten ne on pyritty valitse-
maan konservatiivisesti trendeihin sopiviksi.
lema¨a¨n taulukossa 6 annetuista tarkoista arvoista. Kutsulukuma¨a¨ra¨t on saatu jaka-
malla kokonaisaika kutsun kestolla. Perusoperaatioiden kutsulukuma¨a¨ra¨t on saatu
kahden tietorakenteen, Splay-puu-0:n ja kaksitasoisen puun, arvojen keskiarvona.
flip-operaatioiden lukuma¨a¨ra¨ makepermanent-operaatiossa on saatu jakamal-
la makepermanent-kutsuun kuluva aika taulukkotietorakenteen flip-operaatioon
kuluvalla ajalla. Koska taulukkotietorakenteen tiedot ongelman koolla 106 puutuvat
ja osa ongelman koon 103 kokonaisajoista ovat yhden desimaalin tarkkuudella nollia,
vastaavat arvot on tarpeellisin osin ta¨ytynyt valita kyseisiin trendeihin sopiviksi.
Taulukon 5 arvojen perusteella operaatioiden next+prev, between, flip, flipsp
ja makepermanent kutsulukuma¨a¨ra¨t kasvavat ongelman koon kasvaessa suurin
piirtein 160n, 20n, 63n, 32n ja 0,18n vastaavasti. Fredman et al. arvioivat kutsu-
jen next+prev, between, flip ja flipsp lukuma¨a¨riksi suurin piirtein 160n, 20n,
62n ja 30n, ja flip-operaatiossa lyhyemma¨n segmentin keskima¨a¨ra¨iseksi pituudek-
si 0,38n0,67. Segmenttipuun suorittamien flip-operaatioiden, eli hyva¨ksyttyjen seg-
mentin ka¨a¨nto¨jen, lukuma¨a¨ra¨n Fredman et al. arvioivat kasvavan suurin piirtein
0,6n. Taulukon 5 arvojen perusteella hyva¨ksyttyjen flip-operaatioiden lukuma¨a¨ra¨
kasvaisi nopeammin kuin n.
Nguyen et al. implementaatio Lin–Kernighan-heuristiikasta ka¨ytta¨ytyy hivenen toi-
sin [NYY07]. Heida¨n algoritmissa λ-vaihdon segmentin ka¨a¨nto¨jen yla¨rajana oli 100,
mutta silla¨ on vaikea selitta¨a¨ kaikkia eroavaisuuksia. Heida¨n testeissa¨ operaatioiden
next+prev, between ja flip kutsulukuma¨a¨ra¨t (E)-ongelmissa kasvavat suurin
61
piirtein 138n, 43n ja 62n vastaavasti. Jostain syysta¨ lyhyemma¨n segmentin keski-
ma¨a¨ra¨iset pituudet
n 103 104 105
Fredman et al. 39 170 864
Nguyen et al. 47,5 211,2 1081,7
suhdeluku 1,22 1,24 1,25
na¨ytta¨va¨t Nguyen et al. kokeissa olevan noin 25 % suurempia kuin Fredman et
al. kokeissa. Molemmissa kokeissa kyselyita¨ on la¨hes kolminkertainen ma¨a¨ra¨ flip-
operaatioihin verrattuna, minka¨ pita¨isi haitata erityisesti Splay-puuta sen kyselyihin
liittyvien suurten vakioaikakertoimien vuoksi. Teoriassa lyhyemma¨n segmentin suu-
rempi pituus Nguyen et al. kokeissa pita¨isi toimia Splay-puun eduksi. Na¨in ilmeisesti
myo¨s ka¨yta¨nno¨ssa¨ tapahtuu, silla¨ Fredman et al. kokeissa Splay-puu ei saavuttanut
kaksitasoisen puun nopeutta viela¨ edes 106 kokoisissa (E)-ongelmissa, kun taas Ngu-
yen et al. kokeissa kyseisessa¨ kokoluokassa Splay-puu oli nopeampi.
Vuonna 2007 julkaistussa artikkelissa Nguyen et al. esitteleva¨t kolmitasoisen puun
[NYY07], joten aiemmin julkaistusta Fredman et al. vertailusta [FJM95] se puut-
tuu. Vaikka eri tietorakenteiden va¨liset suhteelliset nopeudet vaihtelevat paljon eri-
tyyppisten tietokoneiden va¨lilla¨, Nguyen et al. tuloksista saadaan kohtalainen arvio
kaksi- ja kolmetasoisen puun keskina¨isesta¨ nopeuserosta. Nguyen et al. testasivat
tietorakenteita 1,6 GHz Pentium IV ja Sun Ultra 80 -tietokoneissa. (E)-ongelmissa
kolmetasoisen puun suhteellinen nopeus kaksitasoiseen puuhun verrattuna on hie-
man parempi Pentiumissa kuin Ultrassa. Kaksi- ja kolmetasoisen puun suoritusno-
peuksista
n 103 104 105 106
Kaksitasoinen puu: 0,04 0,64 12,85 203,45
Kolmetasoinen puu: 0,04 0,63 11,17 144,36
suhdeluku 1,00 0,98 0,87 0,71
saatavan suhdeluvun avulla voidaan arvioida, milta¨ kolmetasoisen puun kokonaisaika
Fredman et al. kokeissa olisi voinut na¨ytta¨a¨. Arvio voi olla optimistinen, silla¨ samoin
kuin Splay-puun tapauksessa, suurempi lyhyemma¨n segmentin pituus pita¨isi toimia
myo¨s kolmitasoisen puun eduksi kaksitasoiseen puuhun verrattuna.
Taulukoissa 6, 7 ja 8 na¨kyy Fredman et al. antamat Lin–Kernighan-heuristiikan suo-
ritusajat kolmella erilaisella tietokoneella. Silicon Graphics IRIS 4D/250 -tietokone
on varustettu 25 MHz R3000 MIPS -prosessorilla ja 256 megatavun keskusmuistilla.
DEC VAX 8550 -tietokoneessa on 128 megatavua keskusmuistia ja SPARCstation
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ELC -tietokoneessa keskusmuistia on 64 megatavua. Koska 106 kokoiset ongelmat
vaativat noin 244 megatavua muistia, Fredman et al. pystyiva¨t ratkaisemaan suu-
rimmat ongelmat vain IRIS-tietokoneella. Seka¨ IRIS etta¨ SPARCstation perustu-
vat RISC-arkkitehtuuriin, jonka nopeus perustuu pitka¨lti va¨limuistin tehokkaaseen
ka¨ytto¨o¨n. Molemmissa koneissa on havaittavissa va¨limuistihudeista (cache miss) ai-
heutuvaa hidastumista ongelman koon kasvaessa. Samaa ilmio¨ta¨ voidaan havaita
myo¨s hitaimmassa VAX-tietokoneessa, mutta paljon heikompana, silla¨ Fredman et
al. mukaan se turvautuu va¨limuistiin paljon va¨hemma¨n kuin kaksi muuta tietoko-
netta. Toinen tulkinta olisi, etta¨ VAX suorittaa operaatioita niin hitaasti, etta¨ va¨li-
muistista ei ole hyo¨tya¨.
Taulukoissa on Fredman et al. tulosten lisa¨ksi kolmetasoisen puun ja hypoteettisen
tietorakenteen, segmenttipuun ja kaksitasoisen puun yhdistelma¨n, arvioidut suori-
tusajat. Kolmetasoisesta puusta on vain kokonaisaika-arvio, mutta hypoteettisen
tietorakenteen suoritusajat arvioidaan yksityiskohtaisemmin.
Hypoteettisen tietorakenteen between-kyselyn suoritusnopeudet ovat samat kuin
kaksitasoisen puun vastaavan kyselyn suoritusnopeudet, silla¨ Fredman et al. seg-
menttipuun toteutuksessa between-kysely kohdistuu aina pa¨a¨tietorakenteeseen, eli
ta¨ssa¨ tapauksessa kaksitasoiseen puuhun.
flipsp-operaatio manipuloi segmenttipuuta ta¨sma¨lleen samalla tavoin pa¨a¨tietora-
kenteesta riippumatta, joten flipsp-operaation pita¨isi olla yhta¨ nopea kuin tauluk-
koa ka¨ytta¨va¨ssa¨ segmenttipuussa. Kasitasoista puuta ka¨ytetta¨essa¨ segmenttipuuhun
ta¨ytyy sa¨ilo¨a¨ kaupunkien ja¨rjestysnumeroiden lisa¨ksi viitteet kyseisiin kaupunkeihin,
mutta kirjanpidon lisa¨ys on minimaalinen verrattuna koko operaation vaatimaan ai-
kaan, joten se on ja¨tetty huomiotta.
makepermanent-operaation nopeus on saatu kertomalla kaksitasoisen puun flip-
operaatioon kuluva aika makepermanent-operaatiossa suoritettavien flip-ope-
raatioiden keskima¨a¨ra¨isella¨ lukuma¨a¨ra¨lla¨. Arvioidut flip-operaatioiden lukuma¨a¨ra¨t
makepermanent-operaatioissa lo¨ytyva¨t taulukosta 5.
next+prev-kyselyn nopeutta on hankalampi arvioida, mutta sita¨ voidaan approk-
simoida laskemalla segmenttipuun ja kaksitasoisen puun next+prev-kutsujen kes-
tot yhteen. Kaksitasoisen puun next-kyselyn kestolla on tarkoitus approksimoi-
da kaksitasoisen puun ja¨rjestysnumerokyselyn kestoa. Ja¨rjestysnumeron laskemiseen
kuluu hieman aikaa, mutta segmenttipuun kyselyn kestoaikaan sisa¨ltyy taulukkotie-
torakenteen ja¨rjestyslukukyselyn ja seuraajan valinnan kestoajat, minka¨ pita¨isi kat-
taa ja¨rjestysnumeron laskemiseen kuluva aika. Ja¨rjestysnumero kannattaa tallentaa
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kaupunkitietueeseen, jotta arvoa ei tarvitse laskea uudestaan. Silloin kun kyselyn
kohteena olevan kaupungin aikaleima on tuore, kyselysta¨ on mahdollista suoriutua
nopeammin kuin kaksitasoisen puun next-kyselyyn kuluvassa ajassa. Jos kaikki ky-
selyyn vastaamiseen tarvittava tieto lo¨ytyy kaupunkisolmusta, kaksitasoisen puun
isa¨solmussa ei tarvitse vierailla.
Teorian mukaan taulukkotietorakenteen next+prev- ja between-kyselyiden pi-
ta¨isi olla nopeampia kuin muiden tietorakenteiden vastaavat kyselyt. Taulukosta 6
na¨hda¨a¨n, etta¨ IRIS-tietokoneessa na¨in myo¨s tapahtuu. Kaksitasoisen puun vastaa-
vat kyselyt ovat vain hieman hitaampia, ja Splay-puun kyselyt selkea¨sti kaikkein
hitaimmat. Sen sijaan Splay-puun flip-operaatio on nopeampi kuin segmenttipuun
flipsp-operaatio, joka on teoriassa O(1) operaatio, ja siten sen pita¨isi olla asymp-
toottisesti nopeampi. Splay-puu selva¨sti hyo¨tyy viitteiden paikallisuudesta erityises-
ti flip-operaation yhteydessa¨, kuten taulukon 3 perusteella myo¨s na¨htiin. Taulu-
kosta na¨hda¨a¨n myo¨s, etta¨ teorian vastaisesti taulukkotietorakenteen next+prev-
ja between-kyselyt hidastuvat selva¨sti ongelman koon kasvaessa. Myo¨s flip-ope-
raation suoritusaika kasvaa nopeammin kuin lyhyemma¨n segmentin keskima¨a¨ra¨inen
pituus. Ilmio¨t selittyva¨t silla¨, etta¨ ongelman koon kasvaessa myo¨s va¨limuistihutien
prosentuaalinen osuus kasvaa.
Segmenttipuun idea selva¨sti toimii, silla¨ kaikilla testatuilla ongelman ko’oilla seg-
menttipuu on nopeampi kuin taulukkotietorakenne, jota se ka¨ytta¨a¨ pa¨a¨tietoraken-
teenaan. Segmentin ka¨a¨nta¨misen hitaus taulukkotietorakenteessa kuitenkin romah-
duttaa segmenttipuun suorituskyvyn suurissa ongelmissa. Hypoteettinen segment-
tipuu selva¨sti va¨ltta¨a¨ kyseisen ilmio¨n. Pienemmissa¨ ongelmissa hypoteettinen seg-
menttipuu ei pa¨rja¨a¨ vaihtoehtoisille tietorakenteille, mutta 105 kokoisissa ongelmissa
se on jo parempi kuin vaihtoehtoiset tietorakenteet kolmetasoista puuta lukuun ot-
tamatta. Miljoonan kokoisissa ongelmissa marginaali hypoteettisen segmenttipuun
hyva¨ksi on jo suuri.
Taulukon 4 asymptoottisten aikavaativuuksien perusteella monien operaatioiden pi-
ta¨isi olla vakioaikaisia. Taulukon 7 perusteella VAX-koneen suoritusajat noudattavat
teoreettisia ennusteita selva¨sti paremmin kuin IRIS-koneen vastaavat suoritusajat.
Segmenttipuun teoriassa vakioaikaiset operaatiot ovat ka¨yta¨nno¨llisesti katsoen va-
kioaikaisia. Teorian vastaisesti Splay-puun flip-operaatio on vakioaikainen, mutta
toisaalta taulukon 3 operaatiosyvyyksien perusteella sen pita¨isikin pysya¨ vakiona.
Taulukossa 7 on yksi poikkeus, jolle Fredman et al. eiva¨t osanneet antaa hyva¨a¨ se-
litysta¨. Taulukkoa ka¨ytta¨va¨n segmenttipuun between-kysely on systemaattisesti
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kutsun kesto (µs) kokonaisaika (s)
n 103 104 105 106 103 104 105 106
Taulukko:
next + prev 0,8 1,2 1,9 0,1 1,9 29
between 1,3 1,8 2,4 0,0 0,4 5
flip 16,5 77,0 898,6 1,1 48,0 5466
yhteensa¨ 1,2 50,3 5501
Splay-puu-0:
next + prev 5,2 7,6 10,5 16,2 0,8 12,3 169 2574
between 13,4 17,6 23,8 31,5 0,3 3,6 47 609
flip 10,5 11,7 13,3 14,3 0,7 7,4 82 925
yhteensa¨ 1,8 23,2 298 4108
Kaksitasoinen puu:
next + prev 1,0 1,9 2,2 3,9 0,2 3,2 37 637
between 2,3 3,3 3,5 4,6 0,1 0,7 7 89
flip 10,2 14,5 21,5 54,1 0,7 9,1 132 3256
yhteensa¨ 0,9 13,0 175 3983
Kolmetasoinen puu:
yhteensa¨ 0,9 12,7 152 2828
Segmenttipuu & Taulukko:
next + prev 3,2 3,8 4,4 5,1 0,5 6,0 66 748
between 1,3 1,9 2,5 2,8 0,0 0,4 5 55
flipsp 14,0 15,0 15,8 16,2 0,5 4,8 49 487
makepermanent 92,7 584,9 7776,4 60550,5 0,0 1,1 134 10290
yhteensa¨ 1,0 12,3 254 11580
Segmenttipuu & Kaksitasoinen puu:
next + prev 4,2 5,7 6,6 9,0 0,7 9,1 104 1450
between 2,3 3,3 3,5 4,6 0,1 0,7 7 89
flipsp 14,0 15,0 15,8 16,2 0,5 4,8 49 487
makepermanent 57,1 110,2 187,1 568,1 0,0 0,2 3 97
yhteensa¨ 1,2 14,8 163 2123
Taulukko 6: IRIS 4D/250 suoritusajat (E)-ongelmissa [FJM95]. Kursiivilla merkityt
ajat ovat arvioituja suoritusaikoja.
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kutsun kesto (µs) kokonaisaika (s)
n 103 104 105 103 104 105
Taulukko: next+prev 3,3 3,5 3,8 0,5 5,8 62
between 4,9 5,6 5,4 0,1 1,2 11
flip 51,0 214,5 1347,8 3,4 137,7 8353
yhteensa¨ 4,0 144,7 8426
Splay-puu-0: next+prev 25,9 33,1 34,9 4,0 52,5 513
between 50,2 57,9 64,9 1,1 12,2 132
flip 36,7 40,0 40,0 2,4 25,6 243
yhteensa¨ 7,5 90,3 888
Kaksitasoinen puu: next+prev 4,6 5,0 5,5 0,8 8,4 91
between 10,8 11,6 12,3 0,3 2,3 24
flip 43,6 49,4 70,5 2,9 30,8 431
yhteensa¨ 4,0 41,5 546
Kolmetasoinen puu: yhteensa¨ 4,0 40,7 475
Segmenttipuu & next+prev 13,0 12,8 12,7 2,1 19,6 195
Taulukko: between 6,1 6,3 6,5 0,1 1,3 13
flipsp 47,6 49,7 47,2 1,6 15,6 148
makepermanent 320,9 1238,8 9374,4 0,1 2,2 163
yhteensa¨ 3,9 38,7 518
Segmenttipuu & next+prev 17,6 17,8 18,2 2,8 28,5 286
Kaksitasoinen puu : between 10,8 11,6 12,3 0,3 2,3 24
flipsp 47,6 49,7 47,2 1,6 15,6 148
makepermanent 244,2 375,4 613,4 0,0 0,7 11
yhteensa¨ 4,8 47,1 468
Taulukko 7: DEC VAX 8550 suoritusajat (E)-ongelmissa [FJM95]. Kursiivilla mer-
kityt ajat ovat arvioituja suoritusaikoja.
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kutsun kesto (µs) kokonaisaika (s)
n 103 104 105 103 104 105
Taulukko: next+prev 1,0 1,3 1,3 0,2 2,0 20
between 2,0 1,9 2,3 0,0 0,4 4
flip 22,3 127,7 642,1 1,4 79,9 3876
yhteensa¨ 1,6 82,3 3900
Splay-puu-0: next+prev 5,9 7,1 7,9 1,0 11,3 125
between 16,2 18,5 21,2 0,8 3,7 42
flip 12,3 13,4 14,2 0,4 8,4 87
yhteensa¨ 2,2 23,4 254
Kaksitasoinen puu: next+prev 0,9 1,1 1,2 0,2 1,8 20
between 3,0 3,3 3,6 0,1 0,7 7
flip 11,9 14,3 23,8 0,8 8,9 145
yhteensa¨ 1,1 11,4 172
Kolmetasoinen puu: yhteensa¨ 1,1 11,2 150
Segmenttipuu & next+prev 3,1 3,3 3,5 0,5 5,1 52
Taulukko: between 1,6 2,1 2,2 0,0 0,4 4
flipsp 13,9 14,5 15,4 0,5 4,6 47
makepermanent 120,6 726,6 4734,5 0,0 1,3 81
yhteensa¨ 1,0 11,4 184
Segmenttipuu & next+prev 4,0 4,4 4,7 0,6 7,0 74
Kaksitasoinen puu : between 3,0 3,3 3,6 0,1 0,7 7
flipsp 13,9 14,5 15,4 0,5 4,6 47
makepermanent 66,6 108,7 207,1 0,0 0,2 4
yhteensa¨ 1,3 12,5 131
Taulukko 8: SPARCstation ELC suoritusajat (E)-ongelmissa [FJM95]. Kursiivilla
merkityt ajat ovat arvioituja suoritusaikoja.
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hitaampi kuin taulukkotietorakenteen between-kysely, vaikka he ka¨yttiva¨t molem-
pien operaatioiden toteutuksissa samaa ohjelmakoodia.
Pa¨invastoin kuin IRIS-koneessa, VAX-koneessa segmenttipuu on selva¨sti nopeam-
pi kuin kaksitasoinen puu ongelman koolla 105. Tosin kolmetasoisen puun arvioitu
suoritusaika kyseisessa¨ tapauksessa on parempi, mutta hypoteettisen segmenttipuun
nopeus on viela¨ sita¨kin parempi. Arvioiden ero on tosin niin pieni, etta¨ tietorakentei-
den todellisesta keskina¨isesta¨ ja¨rjestyksesta¨ kyseisella¨ ongelman koolla ei voi sanoa
mita¨a¨n varmaa.
Taulukon 8 perusteella 103 kokoisissa ongelmissa SPARCstation on hieman hitaam-
pi kuin IRIS, mutta 105 kokoisissa ongelmissa se on selva¨sti nopeampi, joten se ei
ka¨rsi va¨limuistihudeista yhta¨ paljon kuin IRIS. Seka¨ Splay-puu etta¨ segmenttipuu
na¨ytta¨va¨t hyo¨tyva¨n ta¨sta¨ enemma¨n kuin kaksitasoinen puu, silla¨ tietorakenteiden
va¨linen nopeusero on selva¨sti kaventunut IRIS tuloksiin verrattuna. Sama etu periy-
tyy myo¨s hypoteettisen segmenttipuun tuloksiin, silla¨ se on selva¨sti nopeampi kuin
kolmetasoinen puu jo ongelman koolla 105, toisin kuin IRIS-koneen tapauksessa.
Kolmen eri tietokoneen tuloksista yhteenvetona voidaan sanoa, etta¨ eri tietorakentei-
den suhteelliset nopeudet riippuvat ka¨ytetysta¨ tietokoneesta. Kaikki edella¨ esitetyt
tietorakenteet ovat taulukkotietorakenteeseen verrattuna selkea¨sti parempia vaih-
toehtoja ongelman koosta 104 alkaen, joskin segmenttipuun tehokkuus romahtaa
ongelman kokoon 106 mennessa¨. Splay-puu ei vaikuta ka¨yta¨nno¨lliselta¨ vaihtoehdol-
ta milla¨a¨n ongelman koolla. Johtopa¨a¨to¨ksessa¨a¨n Nguyen et al. sanovat, etta¨ kol-
metasoinen puu on paras tietorakenne ongelman koosta 104 alkaen. Splay-puu on
asymptoottisesti parempi, mutta he arvioivat, etta¨ kolmetasoinen puu olisi nopeam-
pi ainakin ongelman kokoon 108,4 asti. Segmenttipuun ja kaksitasoisen puun hybridi-
tietorakenne na¨ytta¨isi siirta¨va¨n kyseista¨ rajaa viela¨ sita¨kin kauemmaksi. Hypoteetti-
nen segmenttipuu vaikuttaisi olevan Lin–Kernighan-heuristiikassa paras tietoraken-
ne ainakin ongelman koosta 104,5 alkaen. Ka¨ytetyilla¨ ongelman ko’oilla sen asymp-
toottinen ka¨ytta¨ytyminen ei viela¨ paljastu, joten ka¨yta¨nno¨llista¨ yla¨rajaa edellisten
tulosten perusteella on mahdoton arvioida.
4 Etsinta¨strategian merkitys
Segmenttipuun avulla voidaan sa¨a¨sta¨a¨ aikaa, kun jokaista tutkittavaa segmentin-
ka¨a¨nto¨a¨ ei tarvitse toteuttaa raskaan flip-operaation avulla. Helsgaunin etsinta¨-
strategialla on samanlainen vaikutus. Helsgaunin levea¨ssa¨ etsinna¨ssa¨ perusaskeleena
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on k-vaihto, joten perusaskeleen naapuruston koko voi olla O(dk), missa¨ d on verkon
haarautumisaste. Naapurustosta valitaan lupaavin k-vaihto, ja sen muutokset suori-
tetaan pa¨a¨tietorakenteeseen flip-operaatioiden avulla. Ainoastaan pieni murto-osa
tutkituista k-vaihdoista joudutaan toteuttamaan pa¨a¨tietorakenteeseen.
Helsgaunin algoritmin implementaatiosta lo¨ytyy kolmen eri tietorakenteen toteutuk-
set. Ne ovat yksi-, kaksi- ja kolmetasoinen puu, missa¨ yksitasoinen puu on luvussa
3.2 ma¨a¨ritelty kahteen suuntaan linkitetty lista. Jokaisessa tietorakenteessa kyselyt
ovat vakioaikaisia, mutta eri vakioaikakertoimin. Suurempi tasojen lukuma¨a¨ra¨ hi-
dastaa kyselyiden nopeuksia mutta nopeuttaa segmentin ka¨a¨nta¨mista¨ suuremmissa
ongelmissa, joten kukin tietorakenne on vuorollaan paras vaihtoehto erikokoisissa
ongelmissa.
Luvussa 2.7 kuvailtiin Helsgaunin LKH-2 -algoritmin toimintaa. Taulukossa 9 na¨-
kyy LKH-2 -algoritmin perusaskeleen sarjallisen k-vaihdon toteutukseen tarvitta-
vien operaatioiden aikavaativuudet. next- ja prev-kyselyt kohdistuvat λ-vaihdon
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Taulukko 9: LHK-2 -algoritmin sarjallisen k-vaihdon toteutukseen tarvittavien ope-
raatioiden aikavaativuudet kaksitasoista puuta ka¨ytetta¨essa¨ [Hel09].
Kyselyilla¨ Added(a, b) ja Deleted(a, b) tarkistetaan, etta¨ perusaskelta muodostet-
taessa samaa kaarta (a, b) ei lisa¨ta¨ tai poisteta useammin kuin kerran. Aikavaativuus
O(1) voidaan saavuttaa esimerkiksi tallettamalla kaupunkitietueeseen tiedot siihen
liittyvista¨ lisa¨tyista¨ ja poistetuista kaarista. Triviaali tarkistaminen veisi ajan O(k).
Jotta λ-vaihdon muodostamisessa ei syntyisi ikuista silmukkaa, Helsgaun lisa¨si eh-
don, etta¨ k-vaihdon viimeinen poistettava kaari ei saa olla λ-vaihdossa aiemmin
lisa¨tty kaari. Kysely Excludable(a, b)-kysely kertoo, onko kaari (a, b) luvallista
poistaa vai ei. Kiellettyja¨ kaaria ovat kaaret, jotka on λ-vaihdon aikana poistettu
seka¨ lisa¨tty siihen myo¨hemmin uudestaan. Kyseinen tieto kannattaa tallettaa kau-
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punkitietueisiin, jolloin kyselyyn voidaan vastata vakioajassa.
FeasibleKOptMove(k)-kysely tarkistaa k-vaihdon oikeellisuuden. Kysely ka¨yt-
ta¨a¨ apuna FindPermutation(k)-operaatiota, joka ja¨rjesta¨a¨ k-vaihdon kaupunki-
solmut s1, . . . , s2k reitin ma¨a¨ra¨a¨ma¨a¨n ja¨rjestykseen between-kyselyiden avulla. Sil-
loin kun between-kyselyn aikavaativuus on O(1), ja¨rjesta¨minen vie O(k log k) ajan.
Selaamalla ja¨rjestetty kaupunkilista la¨pi FeasibleKOptMove(k)-kysely tarkistaa,
muodostaako k-vaihto yhtena¨isen reitin vai ei. Selaaminen vie O(k) ajan, joten ko-
konaisaikavaativuudeksi muodostuu ja¨rjesta¨misen aikavaativuus.
Parhaan sarjallisen k-vaihdon etsimisen pahimman tapauksen aikavaativuudeksi saa-
daan4 O(2kdk−1k log k), silla¨ kaaren poistossa on kaksi vaihtoehtoa ja kaaren lisa¨yk-
sessa¨ ta¨ydennyskaarta lukuun ottamatta naapurilistan d vaihtoehtoa. Perusaskeleen
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Taulukko 10: LHK-2 -algoritmin syklien parsimisen toteuttamiseen tarvittavien ope-
raatioiden aikavaativuudet kaksitasoista puuta ka¨ytetta¨essa¨ [Hel09].
Taulukossa 10 na¨kyy ei-sarjallisten k-vaihtojen toteutukseen tarvittavien operaatioi-
den aikavaativuudet. Ennen kuin k-vaihdon tuottamia sykleja¨ voidaan tutkia, kau-
punkisolmujen lista ja¨rjesteta¨a¨n FindPermutation-operaation avulla. Ja¨rjestetys-
ta¨ kaupunkilista Cycles-operaatio ma¨a¨ritta¨a¨ muodostuneiden syklien lukuma¨a¨ra¨n
ja merkitsee, mihin sykliin kukin kaupunki si kuuluu. ShortestCycle ma¨a¨ritta¨a¨,
mika¨ sykleista¨ on lyhin laskemalla sykliin sisa¨ltyvien segmenttien pituudet yhteen.
Ta¨ta¨ varten tietorakenteen on tuettava segmentin koon laskemista. Silloin kun seg-
mentin pituus voidaan joko laskea tarkasti tai arvioida vakioajassa, metodin aika-
vaativuudeksi tulee O(k).
4Raportissa [Hel06] Helsgaun antaa aikavaativuudeksi O(dkk log k).
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Syklien parsimisessa lisa¨tta¨va¨n kaaren yi toisen pa¨a¨n kaupungista s2i+1 ta¨ytyy tut-
kia, mihin sykliin se sisa¨ltyy. Kysely Cycle(a) palauttaa kaupunkia a vastaavan
syklin. Kaupungin a sisa¨ltyminen segmenttiin x–y selvia¨a¨ between(x, a, y)-kyselylla¨.
Koska segmenttien lukuma¨a¨ra¨ on k, bina¨a¨rihaulla ja vakioaikaisella between-ky-
selylla¨ oikea segmentti lo¨ytyy O(log k) ajassa.
Jos erillisia¨ sykleja¨ on m kappaletta, yhdella¨ vuorottelevalla syklilla¨ syklien par-
simisen pahimman tapauksen aikavaativuudeksi saadaan5 O((n/m)(2d)m−1 log k).
Parsiminen alkaa kaaren poistolla lyhimma¨sta¨ syklista¨, jonka pituus pahimmassa
tapauksessa on n/m. Muilla rekursion tasoilla poistettavien kaarten vaihtoehtoja on
kaksi. Rekursiossa lisa¨tta¨va¨n kaaren vaihtoehtoja on d kappaletta paitsi rekursion
viimeisella¨ tasolla, jossa ta¨ydennyskaarelle on yksi vaihtoehto. Syklien parsiminen on
n-kertoimen vuoksi potentiaalisesti selva¨sti raskaampaa kuin sarjallisen k-vaihdon
etsiminen.
Kun paras luvallinen k-vaihto on valittu, MakeKOptMove(k)-operaatio suorit-
taa k-vaihdon muutokset reittiin. Yksinkertaistaakseen yleisen k-vaihdon toteutus-
ta Helsgaun ka¨ytta¨a¨ hyva¨ksi havaintoa, etta¨ yleinen k-vaihto on mahdollista to-
teuttaa suorittamalla eninta¨a¨n k kappaletta 2-vaihtoja. Kun k-vaihto toteutetaan
2-vaihdoilla, tietorakenteen riitta¨a¨ toteuttaa flip-operaatio. Tarvittavien flip-ope-
raatioiden lukuma¨a¨ra¨n minimoimiseen Helsgaun ka¨ytta¨a¨ erityista¨ etsinta¨algoritmia,
joka ratkaisee etumerkillisten lukujen permutaation ja¨rjesta¨minen suunnanvaihtojen
avulla (sorting signed permutations by reversals) -minimointiongelman.
Yleinen k-vaihto voidaan esitta¨a¨ etumerkillisten numeroiden permutaationa, silla¨
yleinen k-vaihto pilkkoo reitin segmentteihin, joiden keskina¨inen ja¨rjestys ja kul-
kusuunta alkupera¨iseen reittiin verrattuna voidaan kiinnitta¨a¨. Ta¨llo¨in segmenttien
keskina¨inen ja¨rjestys uudessa reitissa¨ antaa segmentille ja¨rjestysnumeron, segmen-
tin suunta alkupera¨iseen reittiin verrattuna antaa etumerkin, ja segmenttien ja¨rjes-
tys alkupera¨isessa¨ reitissa¨ antaa luvuille permutaation. Kun permutaation alijonon
suunnanvaihto vaihtaa seka¨ alijonon lukujen ja¨rjestyksen etta¨ etumerkit, ongelma-
na on lo¨yta¨a¨ suunnanvaihtojen sarja, joka ja¨rjesta¨a¨ permutaation luvut positiivisten
lukujen numeroja¨rjestykseen. Ongelma ei ole helppo, joten algoritmin pahimman
tapauksen aikavaativuus on O(k3).
Koska flip-operaatioita voidaan tarvita k-kappaletta, ja yhden flip-operaation ai-
kavaativuus kaksitasoisen puun yhteydessa¨ on O(
√
n), MakeKOptMove(k)-ope-
raation pahimman tapauksen aikavaativuudeksi saadaan O(k3+k
√
n). Algoritmi mi-
5Raportissa [Hel06] Helsgaun antaa aikavaativuudeksi O(ndkk log k).
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nimoi tarvittavien flip-operaatioiden lukuma¨a¨ra¨n, mutta ei va¨ltta¨ma¨tta¨ segment-
tien ka¨a¨nta¨misiin tarvittavaa tyo¨ma¨a¨ra¨a¨, silla¨ se ei huomioi segmenttien pituuksia.
Helsgaunin mukaan ongelmaan ei tiedeta¨ algoritmia, joka minimoisi ka¨a¨nta¨miseen
tarvittavan tyo¨n ma¨a¨ra¨n [Hel09].
pr2392 pla7397
next 15 385 188 2 138 788 959
prev 22 078 210 2 713 364 673
between 42 215 291 4 127 885 172
flip 244 793 29 949 055
kyselyita¨ per flip 325 300
Taulukko 11: LKH-2 -algoritmin kutsulukuma¨a¨ra¨t optimaalisen ratkaisun lo¨ydyttya¨.
Perusaskeleena on 5-vaihto. Syklien parsimisessa erillisia¨ sykleja¨ voi olla kolme ja
parsivia vuorottelevia sykleja¨ kaksi.
Taulukoiden 9 ja 10 seka¨ aikavaativuusanalyysien perusteella kaksi- ja kolmetasoi-
nen puu vaikuttavat ihanteellisilta tietorakenteilta Helsgaunin etsinta¨strategian to-
teuttamiseen. Taulukosta 11 na¨kyy, etta¨ LKH-2 -algoritmin perusasetuksilla ja 5-
vaihdolla tietorakenteeseen kohdistuvia kyselyita¨ on noin 300 kertaa enemma¨n kuin
flip-operaatioita. Vakioaikaiset kyselyt ja kohtalaisen nopea segmentin ka¨a¨nta¨mi-
nen ei ja¨ta¨ tietorakenteisiin paljoa parantamisen varaa. Muilla tietorakenteilla loga-
ritminen segmentin ka¨a¨nta¨minen on mahdollista, mutta samalla luovutaan vakioai-
kaisista kyselyista¨, mika¨ selva¨sti heikenta¨a¨ niiden mahdollisuuksia olla kilpailuky-
kyisia¨ tietorakenteita LHK-2 -algoritmin yhteydessa¨.
5 Tietorakenteiden parannusehdotuksia
Ta¨ssa¨ luvussa esita¨n mahdollisista parannusehdotuksista luvun 3 tietorakenteisiin.
Useimmille ideoille lo¨ytyy sovelluskohteita myo¨s Helsgaunin LKH-2 -algoritmissa.
5.1 Reitin pa¨ivitys
Segmenttipuun makepermanent-operaation Fredman et al. toteuttavat kahdel-
la eri tavalla, joko suorittamalla segmentin ka¨a¨nno¨t yksi kerrallaan, tai kasaamalla
reitin kokonaan alusta lukemalla se segmenttilistasta. Ka¨a¨nto¨jen toteutuksen aika-
vaativuus on O(kn) ja kokonaan kasaamisen Θ(n). Jos reitti esiteta¨a¨n taulukon si-
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jaan kahteen suuntaan linkitetyn listan avulla, tai mieluummin satelliittilistan avul-
la, makepermanent-operaatio voitaisiin suorittaa O(n) ajassa. Kahteen suuntaan
linkitetty lista voidaan paloitella segmenttilistan perusteella erillisiksi paloiksi, jotka
voidaan liitta¨a¨ yhteen ilmeisen helposti. Satelliittilistaa ka¨ytetta¨essa¨ sa¨a¨styta¨a¨n seg-
menttien sisa¨lla¨ mahdollisten edelta¨ja¨- ja seuraaja-osoittimien keskina¨isilta¨ vaihta-
misilta, mutta kaupunkien sekvenssinumeroinnit pita¨isi joka tapauksessa pa¨ivitta¨a¨.
Jokainen solmu joudutaan pa¨ivitta¨ma¨a¨n operaatiossa eninta¨a¨n kerran.
Pa¨ivitysten ma¨a¨ra¨a¨ voidaan minimoida ma¨a¨ritta¨ma¨lla¨ segmenttilistasta pisin yhte-
na¨inen segmentti, joka ja¨teta¨a¨n koskemattomaksi. Segmenttilistan ensimma¨inen ja
viimeinen segmentti voivat muodostaa yhden segmentin. Jos pisimma¨n segmentin
ka¨a¨nto¨bitti segmenttilistassa on pa¨a¨lla¨, se saadaan nollattua ka¨a¨nta¨ma¨lla¨ koko seg-
menttilista ja ka¨a¨nta¨ma¨lla¨ pa¨a¨tietorakenteen reversed -bitin arvo. Koska pisin yhte-
na¨inen segmentti ja¨teta¨a¨n koskemattomaksi, makepermanent-operaation ei tar-
vitse koskea jokaiseen reitin solmuun, joten se toimii O(n) ajassa. Operaatio toimii
siten va¨hinta¨a¨n yhta¨ nopeasti kuin flip-operaatioilla toteutettu versio.
Seka¨ linkitetty lista etta¨ bina¨a¨ripuu on helppo paloitella mielivaltaisen kokoisiin
osiin. Erillisista¨ paloista kokonainen reitti on helppo kasata segmenttilistan ma¨a¨-
ra¨a¨ma¨ssa¨ ja¨rjestyksessa¨, silla¨ mielivaltaisten palojen yhteenliitta¨minen na¨illa¨ tieto-
rakenteilla on yksinkertaista. Lohkoista koostuvissa puissa jakaminen olisi paljon
ongelmallisempaa, varsinkin jos lohkojen lukuma¨a¨ra¨ ta¨ytyisi pita¨a¨ vakiona. Tau-
lukkotietorakenteessa operaatio ei myo¨ska¨a¨n ole helppo. Taulukko route joudutaan
muuttuvalta osaltaan kopioimaan talteen, silla¨ taulukko position on ka¨yta¨nno¨ssa¨
satunnaisessa ja¨rjestyksessa¨, eika¨ sita¨ siten voida askeltaa reitin ja¨rjestyksessa¨. Seg-
menttipuun yhteydessa¨ linkitetty lista on ainoa mieleka¨s tietorakenne, jolla paran-
neltu operaatio voidaan toteuttaa tehokkaasti. Linkitettya¨ listaa ka¨ytetta¨essa¨ seg-
menttipuuhun ta¨ytyy muistaa tallettaa osoittimet kaupunkeihin ja¨rjestysnumeroiden
lisa¨ksi, silla¨ ja¨rjestysnumeron perusteella kaupunkeja ei lo¨ydeta¨ linkitetysta¨ listasta
vakioajassa.
Samaa ideaa voidaan hyo¨dynta¨a¨ myo¨s Helsgaunin MakeKOptMove(k)-operaa-
tiossa, missa¨ yleinen k-vaihto suoritetaan 2-vaihtojen avulla. Samalla tavalla kuin
segmenttilistasta, ja¨rjestetysta¨ k-vaihdon kaupunkilistasta uusi reitti voidaan lukea
suoraan. Yksitasoista puuta eli linkitettya¨ listaa ka¨ytetta¨essa¨ reitin pa¨ivitys voidaan
suorittaa edella¨ kuvatulla tavalla. Ta¨llo¨in va¨ltyta¨a¨n flip-operaatiosekvenssin etsi-
miselta¨. Samalla myo¨s segmenttien ka¨a¨nta¨misiin tarvittava tyo¨ma¨a¨ra¨ minimoituu.
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5.2 Bina¨a¨ripuu
Bina¨a¨ripuun kierrot ja Splay-operaatio on mahdollista suorittaa ka¨a¨nto¨bitteja¨ paina-
matta. Yhden kierron tai Splay-askeleen yhteydessa¨ sa¨a¨sto¨ on pieni, mutta pariteetti-
invarianssin vaatiminen voi yksinkertaistaa asioita, jos puussa halutaan tehda¨ jo-
tain monimutkaisempia operaatioita. Splay-puun tapauksessa pariteetti-invarianssin
vaatiminen vaikuttaa vain flip- ja between-operaatioiden vakioaikakertoimiin, jo-
ten silla¨ saavutettava hyo¨ty on varsin rajallinen. Kuten luvussa 3.10 na¨htiin, (E)-
ongelmissa next- ja prev-kyselyita¨ on kaksinkertainen ma¨a¨ra¨ edellisiin verrattuna.
Tallentamalla bina¨a¨ripuuhun lisa¨tietoja, myo¨s next- ja prev-kyselyihin vastaamis-
ta voidaan nopeuttaa.
Erityisesti bina¨a¨ripuun pariteetti-invariantteja operaatioita toteutettaessa bina¨a¨ri-
puun puuttuvan lapsisolmun merkitsemiseen kannattaa ka¨ytta¨a¨ erityista¨ nollasol-
mua, ei NULL-osoitinta. Nollasolmun alipuun koko on aina 0, eika¨ silla¨ itsella¨a¨n ole
lapsia. Sen isa¨linkin tai ka¨a¨nto¨bitin arvoja ei ma¨a¨ritella¨, joten niiden arvoja voi-
daan muokata vapaasti. Ta¨llo¨in pariteetti-invarianttien operaatioiden yhteydessa¨ ei
tarvitse ollenkaan varautua tapauksiin, joissa jokin tarvittavista lapsilinkeista¨ puut-
tuu. Nollasolmua voidaan ka¨ytta¨a¨ operaatiossa ta¨sma¨lleen samoin kuin mita¨ tahan-
sa muuta puun solmua. NULL-osoittimen ka¨ytto¨o¨n verrattuna nollasolmun ka¨ytto¨
yksinkertaistaa ohjelmointia oleellisesti.
Pariteetti-invariantti kierto
Kuvissa 23 ja 24 na¨kyy miten kierto voidaan hoitaa pariteetti-invarianssi sa¨ilytta¨en.
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Kuva 23: Kierto ei muutu, jos solmun x ka¨a¨nto¨bitti ei ole asetettu. Solmun y ka¨a¨n-






























Kuva 24: Kun solmun x ka¨a¨nto¨bitti on pa¨a¨lla¨, solmun x pariteetti on vastakkainen
kuin solmun y pariteetti. Jotta pariteetin invarianssi sa¨ilyisi, solmun x ta¨ytyy peria¨
solmun y ka¨a¨nto¨bitin komplementti. Solmun y ka¨a¨nto¨bitti ta¨ytyy asettaa, silla¨ sen
pariteetti on vaihtunut sen siirtyessa¨ x:n alapuolelle. Alipuun A ka¨a¨nto¨bitti pita¨a¨
vaihtaa komplementikseen, silla¨ A:n isa¨ on vaihtunut, eli isa¨n pariteetti on eri kuin
aikaisemmin.
Liitteesta¨ 2 na¨kyy, etta¨ pariteetti-invarianttien kiertojen avulla Splay-askel on ta¨s-
ma¨lleen yhta¨ helppo toteuttaa kuin normaalissa, eli ka¨a¨nto¨bititto¨ma¨ssa¨, Splay-puus-
sa. Kiertoja ei kuitenkaan kannata ka¨ytta¨a¨, silla¨ pariteetti-invarianssin sa¨ilytta¨minen
on varsin yksinkertaista myo¨s puun suoran manipuloinnin yhteydessa¨. Pariteetti-
invariantti lift havainnollistaa periaatetta.
Pariteetti-invariantti lift-operaatio
Kuvassa 25 na¨kyy pariteetti-invariantin nosto-operaation periaate. Vasen ja oikea
alipuu kasataan la¨hes normaalisti alhaalta ylo¨spa¨in selauksen yhteydessa¨. Ainoas-
taan oikean ja vasemman alipuun tulkinnat vaihtelevat sen mukaan, onko ylo¨spa¨in
selattaessa ylitetty parillinen vai pariton ma¨a¨ra¨ ka¨a¨nto¨bitteja¨.
Tavallisen bina¨a¨ripuun split-operaatio na¨kyy kuvassa 12. Operaatiossa vasen ja oi-
kea alipuu kasataan hakupolun solmuista yksi kerrallaan solmusta x juureenpa¨in
suuntautuvassa selauksessa. Aluksi vasen alipuu muodostuu puusta A ja oikea ali-
puu puusta B. Kun hakupolkua selataan ylo¨spa¨in, solmu xi liiteta¨a¨n oikean (va-
semman) alipuun juureksi jos siihen saavutaan vasemmalta (oikealta). Pariteetti-
invariantti tapaus on la¨hes identtinen, mutta tulkinta siita¨ saavutaanko solmuun xi
vasemmalta vai oikealta vaihtuu, jos solmuun xi alhaaltapa¨in saavuttaessa hakupo-
lulla on tavattu pariton ma¨a¨ra¨ ka¨a¨nto¨bitteja¨. Alipuu korvaa solmun xi sen lapsen,
jonka kautta solmuun selauksen yhteydessa¨ saavuttiin. Vasemman ja oikean alipuun
tulkintoja ei missa¨a¨n vaiheessa vaihdeta, silla¨ pariteetti-invarianssin vuoksi puun A



























































































Koska jokaisen solmun pariteetin on sa¨ilytta¨va¨ operaatiossa, alipuiden liitta¨misten
yhteydessa¨ alipuun juurisolmun ka¨a¨nto¨bitti pita¨a¨ asettaa, jos sen uuden isa¨solmun
pariteetti on eri kuin sen vanhan isa¨solmun pariteetti. Ka¨a¨nto¨bitin oikea arvo voi-
daan siten ma¨a¨ritta¨a¨ suhteellisen pariteetin avulla, eli solmujen pariteetit lasketaan
suhteessa solmuun x, josta tulee puun juuri. Algoritmin aluksi suhteellisen pariteetin
arvoksi asetetaan 0, ja vasemman ja oikean alipuun suhteellisiksi pariteeteiksi asete-
taan puiden A ja B ka¨a¨nto¨bittien arvot. Muiden hakupolun solmujen xi suhteellinen
pariteetti saadaan solmun x ja solmun xi va¨liin ja¨a¨vien ka¨a¨nto¨bittien lukuma¨a¨ra¨n
pariteettina.
Pariteetti-invariantti split-operaatio saadaan lift-operaatiosta helposti. Alipuiden
irrotuksessa ta¨ytyy muistaa, etta¨ irrotettavan alipuun juurisolmun ka¨a¨nto¨bitin ar-
voksi ta¨ytyy asettaa solmun todellinen pariteetti, silla¨ ma¨a¨ritelma¨n mukaan irrallisen
puun juuren isa¨n pariteetti on 0.
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Lisa¨tiedot
Hakupolun ylo¨spa¨in selaamisen jokaisessa askeleessa pita¨a¨ tutkia kummasta lapses-
ta solmuun saavutaan. Tutkimiselta sa¨a¨styta¨a¨n, jos jokaiseen solmuun talletetaan
roolibitti, joka kertoo onko solmu isa¨nsa¨ vasen vai oikea lapsi. Kun vasen ja oikea
lapsi talletetaan kaksipaikkaiseen taulukkoon, oikea haara voidaan valita taulukosta
suoraan indeksoimalla taulukkoa roolibitilla¨.
next- ja prev-kyselyita¨ voidaan nopeuttaa langoittamalla bina¨a¨ripuu. Langoitettu
bina¨a¨ripuu on kuin kahteen suuntaan linkitetty lista, jonka solmut lisa¨ksi muodos-
tavat bina¨a¨ripuun. Linkitetty lista ja bina¨a¨ripuu sisa¨ja¨rjestyksessa¨ lueteltuna anta-
vat saman listan. Langoitusta varten solmuun tarvitsee tallettaa osoittimet solmun
edelta¨ja¨- ja seuraajasolmuihin. Ka¨a¨nto¨bitista¨ ei aiheudu ylima¨a¨ra¨isia¨ ongelmia, silla¨
vasemman ja oikean seuraajan tulkinnat vastaavat aina vasemman ja oikean ali-
puun tulkintoja. Jos pariteetin perusteella solmun oikea alipuu ta¨ytyy selata ennen
vasenta alipuuta, solmun oikea seuraaja on solmun edelta¨ja¨ bina¨a¨ripuun sisa¨ja¨rjes-
tyksessa¨ lueteltuna. Jos seuraajaosoittimet talletetaan kaksipaikkaiseen taulukkoon,
jota indeksoidaan pariteettibitilla¨, edelta¨ja¨ ja seuraaja voidaan valita ilman if-testia¨.
Seuraajaosoittimia ei tarvitse segmentin ka¨a¨nta¨misessa¨ muokata muuten kuin seg-
mentin pa¨iden kohdilla, eli vain nelja¨ssa¨ solmussa. lift-operaatio muokkaa alipuiden
osoittimia, mutta ei seuraajaosoittimia. Seuraajaosoittimien lisa¨a¨minen puuhun ei
siten lisa¨a¨ kirjanpitoon tarvittavan tyo¨n ma¨a¨ra¨a¨.
between-kyselya¨ voidaan nopeuttaa varustamalla bina¨a¨ripuu ja¨rjestysnumeroky-
selylla¨. Ja¨rjestysnumero voidaan laskea lisa¨a¨ma¨lla¨ jokaiseen solmuun tieto alipuun
koosta eli alipuun solmujen lukuma¨a¨ra¨sta¨. Solmun alipuun koko on sen vasemman
ja oikean alipuun seka¨ solmun itsensa¨ kokojen summa. Solmun ja¨rjestysnumero voi-
daan laskea solmun vasemmalle tai oikealle puolelle ja¨a¨vien solmujen lukuma¨a¨ra¨sta¨.
Lukuma¨a¨ra¨ voidaan laskea selaamalla solmun hakupolku alhaalta ylo¨spa¨in. Samal-
la tavoin kuin kuvan 25 lift-operaatiossa, hakupolun jokaisessa solmussa osataan
heti pa¨a¨tella¨, kumpi alipuu ja¨a¨ oikealle ja kumpi vasemmalle. Lisa¨ksi on hyva¨ huo-
mata, etta¨ hakupolun ulkopuolisissa solmuissa ei tarvitse vierailla, silla¨ hakupolun
ulkopuolisen alipuun koko voidaan laskea hakupolun solmujen alipuukokojen perus-
teella. Vierailemista tarvitaan ainoastaan solmun x jommankumman alipuun koon
ma¨a¨ritta¨miseen.
Ja¨rjestysnumeron laskemiseen ei tarvita puun muokkaamista, joten between-kyse-
lyn pita¨isi toimia nopeammin. lift-operaatiossa alipuiden koot ta¨ytyy pa¨ivitta¨a¨,
mutta lift- tai splay-operaatioita tarvitaan va¨hemma¨n, kun puuta ei tarvitse
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between-kyselyissa¨ ena¨a¨ muokata. Toisaalta between-kyselyiden tasapainottava
vaikutus ja¨a¨ pois, joten ja¨rjestysnumerokyselyn ka¨yto¨n vaikutusta kokonaisnopeu-
teen on hankala arvioida muuten kuin luvun 3.3 pa¨a¨telma¨lla¨, etta¨ Splay-puu toimii
sita¨ nopeammin mita¨ va¨hemma¨n Splay-operaatioita siina¨ suoritetaan.
5.3 Kaksi- ja kolmetasoinen puu
Sekvenssinumerointi
Jos lohkojen sekvenssinumerot korvataan lohkojen kokojen kertyma¨funktiolla, kau-
pungin globaali ja¨rjestysnumero reitin ja¨rjestyksessa¨ voidaan laskea vakioajassa. Ku-
vasta 26 na¨kyy, miten kertyma¨funktion ka¨ytto¨ muuttaa kaksitasoisen puun tietoja.
Jos lohkosolmujen tietoja ei mitenka¨a¨n muuteta, globaalin ja¨rjestysnumeron laske-
minen edellytta¨a¨ lohkon ensimma¨iseen tai viimeiseen lapsisolmuun kurkistamista.
Kurkistus voidaan va¨ltta¨a¨ tallettamalla lohkosolmuun lohkon viimeisen kaupungin
sekvenssinumero, jonka avulla kaupungin suhteellinen sijainti lohkon sisa¨lla¨ on help-
po laskea.
Kuvassa 27 on esimerkki kertyma¨funktiolla varustetusta kolmetasoisesta puusta.
Kurkistuksen va¨ltta¨miseksi kolmetasoisessa puussa va¨litason lohkoon pita¨isi tallet-
taa lohkon viimeisen kaupungin sekvenssinumero, ja ylimma¨n tason lohkoon pita¨isi
tallettaa lohkon viimeisen va¨litason lohkon kertyma¨funktion arvo. Na¨iden tietojen
avulla kaupungin globaali ja¨rjestysnumero voidaan laskea nopeasti.
Kaksi- ja kolmetasoisen puun ylimma¨n tason kertyma¨funktion ei tarvitse alkaa nol-
lasta, mutta tason viimeisesta¨ lohkosta on ta¨llo¨in pidetta¨va¨ kirjaa. Luvussa 3.8 seg-
menttipuu alustettiin muodostamalla koko reitin kattava segmentti [1, n]. Kerty-
ma¨funktiota ka¨ytetta¨essa¨ kyseinen segmentti kannattaa alustaa arvoilla [sum − n+
1, sum], missa¨ sum on viimeisen lohkon kertyma¨funktion arvo. Ta¨llo¨in kertyma¨funk-
tiosta laskettu ja¨rjestyslukua ei tarvitse jokaisen ja¨rjestysnumerokyselyn yhteydessa¨
erikseen siirta¨a¨ lukuva¨lille [1, n].
Helsgaunin algoritmi ka¨ytta¨a¨ segmenttien kokoa syklien parsimiseen tarvittavan
tyo¨n minimoimiseen. Tavallisessa kaksi- ja kolmetasoisessa puussa segmentin koon
voi laskea tarkasti O(
√
n) ja O( 3
√
n) ajassa. Vakioajassa segmentin koko voidaan
vain arvioida. Kertyma¨funktion avulla segmentin koko voidaan laskea tarkasti va-


















































Kuva 26: Kaksitasoinen puu, jossa lohkojen ja¨rjestysnumerointi on korvattu kaupun-
kien lukuma¨a¨ra¨n kertyma¨funktiolla. Vertaa kuvaan 19. Kaksitasoinen puu esitta¨a¨
































































Kuva 27: Kolmetasoinen puu, jossa lohkojen ja¨rjestysnumerointi on korvattu kau-
punkien lukuma¨a¨ra¨n kertyma¨funktiolla. Ja¨rjestysnumeroinnin tai kertyma¨funktion
ei tarvitse alkaa yhdesta¨, mutta sen ta¨ytyy olla jatkuva isa¨lohkon sisa¨lla¨. Ylimma¨n
tason isa¨lohkoa vastaa koko reitti. Vertaa kuvaan 20. Kolmetasoinen puu esitta¨a¨
reittia¨ (I, F, J, C,G,A,E,B,H,D).
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Toinen ka¨ytto¨kohde globaalille ja¨rjestysnumerolle Helsgaunin algoritmissa olisi pe-
rusaskeleen k-vaihdon oikeellisuuden tarkistaminen. Oikeellisuus tarkistetaan ja¨r-
jesta¨ma¨lla¨ kaupungit si reitin ma¨a¨ra¨a¨ma¨a¨n ja¨rjestykseen. Helsgaun ka¨ytta¨a¨ ja¨rjes-
ta¨miseen Quicksort-algoritmia ja between-kyselyita¨. Ja¨rjesta¨misessa¨ on siten sel-
va¨sti pienta¨ redundanssia, jonka vaikutusta voitaisiin va¨henta¨a¨ kaupunkien globaa-
lien ja¨rjestysnumeroiden avulla. Kaupunkien si ja¨rjestysnumerot voidaan tallettaa
taulukkoon, joten ja¨rjestysnumerokysely tarvitsee suorittaa jokaiselle rekursiopinon
kaupungille si vain kerran. Ja¨rjestysnumeroiden perusteella ja¨rjestyksen vertailu on
nopeampaa kuin between-kyselyiden avulla.
Tasapainotus
Kun lohkojen sekvenssinumerot korvataan lohkojen kokojen kertyma¨funktiolla, loh-
kosolmun lisa¨a¨minen tai poistaminen listasta ei ole ongelma. Lohkosolmun lisa¨a¨mi-
nen tai poistaminen sekoittaa ja¨rjestysnumeroinnin mutta ei kertyma¨funktiota. Si-
ten kertyma¨funktion arvoa ei tarvitse korjata ylima¨a¨ra¨isen selaamisen avulla, vaan
se voidaan korjata heti ensimma¨isessa¨ la¨pika¨ynnissa¨ lohkojen ka¨a¨nto¨bittien arvojen
vaihtamisen yhteydessa¨.
Heuristinen tasapainotus voi hyo¨tya¨ kertyma¨funktion ka¨yto¨sta¨, koska ylisuurten loh-
kojen syntyminen voitaisiin esta¨a¨. Lohkojen yhteenliitta¨misen hetkella¨ mahdollises-
ti ylisuureksi muodostuva lohko voidaan heti jakaa kahdeksi pienemma¨ksi lohkoksi.
Lohkojen lisa¨a¨misen ja poistamisen mahdollisuus antaa heuristisen tasapainotuksen
suunnittelemiseen runsaasti valinnanvapautta. Myo¨s luvun 5.1 kaltainen reitin pa¨i-
vitys voi onnistua, silla¨ lohkosolmujen hallintaan on paljon helpompi keksia¨ mieleka¨s
politiikka silloin kun lohkosolmuja on mahdollista lisa¨ta¨ ja poistaa vapaasti.
Kaksitasoisessa puussa lohkojen sekvenssinumeron korvaaminen kertyma¨funktion ar-
volla aiheuttaa periaatteellisen pienen haitan. Kun segmenttia¨ ka¨a¨nnetta¨essa¨ ka¨a¨n-
netta¨va¨ksi halutaan valita lyhyempi lohkojen sekvenssi, valinta ta¨ytyy tehda¨ pelka¨s-
ta¨a¨n segmenttien pituuksien perusteella. On mahdollista, etta¨ lyhyempi segmentti
koostuu suuremmasta ma¨a¨ra¨sta¨ lohkoja, mutta ta¨ma¨ on kuitenkin harvinaista sil-
loin kun lohkot ovat tasapainoisia. Todenna¨ko¨isyytta¨ voidaan edelleen pienenta¨a¨, jos
lohkon koon rajoja tiukennetaan. Fredman et al. ka¨yttiva¨t rajoja, joilla suurimman
ja pienimma¨n lohkon koon suhde on nelja¨. Aivan yhta¨ hyvin suhteeksi voidaan va-
lita kaksi. Jokainen lohko on silloin va¨hinta¨a¨n puolita¨ysi. Jos lyhyemma¨n segmentin
pituus on eninta¨a¨n n/4, pa¨a¨to¨s ei voi menna¨ va¨a¨rin. Ta¨ysin satunnaisessa segment-
tien ka¨a¨nta¨misessa¨ todenna¨ko¨isyys sille, etta¨ lyhempi segmentti on eninta¨a¨n n/4,
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on 1/2. Reaalimaailman ongelmissa ta¨ma¨ todenna¨ko¨isyys on paljon suurempi. Sii-
na¨kin tapauksessa, etta¨ segmentti valitaan va¨a¨rin, pahimmassa tapauksessa selauk-
seen tarvittava tyo¨ on eninta¨a¨n kaksinkertainen verrattuna siihen, etta¨ valinta olisi
tehty oikein.
Kolmetasoisessa puussa ylimma¨n tason lohkon sisa¨lta¨mien va¨litason solmujen lu-
kuma¨a¨ra¨a¨ ei tiedeta¨. Ainoastaan lohkon sisa¨lta¨mien kaupunkien lukuma¨a¨ra¨ on tie-
dossa. Pa¨a¨to¨s ylimma¨n tason lohkon halkaisusta tai yhteenliitta¨misesta¨ perustuu
silloin kaupunkien lukuma¨a¨ra¨a¨n, ei va¨litason lohkojen lukuma¨a¨ra¨a¨n. Ei ole ilmeista¨
kumman tiedon perusteella kolmetasoisen puun ylimma¨n tason lohkojen muokkaus-
pa¨a¨to¨kset kannattaisi mieluummin tehda¨.
6 Kohti uutta tietorakennetta
Seka¨ segmenttipuu etta¨ Helsgaunin levea¨ etsinta¨ ryva¨sta¨va¨t tietorakenteen kyselyt
ja pa¨ivitysoperaatiot selva¨sti erillisiksi ryppa¨iksi. Jos tietorakenteeseen tehda¨a¨n suu-
ri ma¨a¨ra¨ kyselyita¨ ennen seuraavaa tietorakenteen muokkausoperaatiota, kyselyiden
yhteydessa¨ tietorakenteeseen voidaan pa¨ivitta¨a¨ globaalia tietoa, jonka avulla seuraa-
vista kyselyista¨ voidaan suoriutua nopeammin. Esimerkiksi bina¨a¨ripuun solmuihin
voidaan lisa¨ta¨ pariteettibitti ja aikaleima, jotka pa¨iviteta¨a¨n kyselyn yhteydessa¨. Jo-
kaisen kyselyn yhteydessa¨ pariteettibitin selvitta¨miseen tarvittava hakupolun selaus
voidaan lopettaa heti sellaisen solmun kohdalla, jonka pariteettibitti on pa¨ivitetty.
Globaalin tiedon laiska pa¨ivitta¨minen bina¨a¨ripuuhun lyhenta¨a¨ kyselyiden keskima¨a¨-
ra¨isia¨ hakupolkuja. Parhaimmillaan kyselysta¨ selvita¨a¨n vakioajassa.
Aikaleiman ja globaalien tietojen laiskan pa¨ivityksen avulla kaikista luvussa 3 ma¨a¨-
ritellyista¨ kyselyista¨ voidaan suoriutua vakioajassa. Solmussa tarvittavat lisa¨tiedot
ovat aikaleima, pariteettibitti, globaali ja¨rjestysnumero, alipuun koko, seka¨ osoitti-
met vasempaan ja oikeaan seuraajaan. next- ja prev-kyselyissa¨ seuraajaosoittimis-
ta osataan valita oikea pariteettibitin avulla. between-kyselyyn voidaan vastata
kaupunkien globaalien ja¨rjestysnumeroiden perusteella. Kun kysely kohdistuu sol-
muihin, joiden aikaleima ja siten globaalit tiedot ovat ajan tasalla, kyselyyn voidaan
vastata vakioajassa. Yksinkertaisuuden vuoksi juurisolmun globaalit tiedot voidaan
jokaisen flip-operaation ja¨lkeen pa¨ivitta¨a¨. Ta¨llo¨in jokaisen kyselyn hakupolun se-
laus pa¨a¨tyy solmuun, jonka globaalit tiedot ovat ajan tasalla.
Kun kysely kohdistuu pa¨ivitta¨ma¨tto¨ma¨a¨n solmuun x, solmun globaali ja¨rjestysnu-
mero ja pariteetti ta¨ytyy laskea. Pariteetin ja ja¨rjestysnumeron laskeminen onnistuu
82
pariteetti-invariantin lift-operaation periaatteella, eli solmun x hakupolkua sela-
taan ylo¨spa¨in ja samalla lasketaan vasemmalle ja/tai oikealle ja¨a¨vien solmujen luku-
ma¨a¨ra¨. Hakupolun selaus voidaan keskeytta¨a¨ solmuun y, jonka aikaleima on tuore.
Ta¨llo¨in solmun x pariteetti saadaan laskettua solmun y pariteetista. Jos solmuun y
saavuttiin vasemmalta ja solmun x pariteetti on 0 (1), solmun x ja y va¨lissa¨ on oi-
kean (vasemman) alipuun verran solmuja. Jos solmun y pariteetti on 0 (1), solmun
x ja¨rjestysnumero saadaan va¨henta¨ma¨lla¨ (lisa¨a¨ma¨lla¨) y:n ja¨rjestysnumerosta va¨liin
ja¨a¨vien solmujen lukuma¨a¨ra¨ miinus (plus) yksi. Jos solmuun y saavuttiin oikealta,
pa¨a¨telma¨t ta¨ytyy tehda¨ pa¨invastoin.
Jos hakupolun selauksessa koko ajan pideta¨a¨n kirjaa seka¨ vasemman etta¨ oikean
alipuun koosta, solmuun xi saavuttaessa solmujen x ja xi va¨liin ja¨a¨vien solmujen
lukuma¨a¨ra¨ on helppo laskea. Solmun xi siirtyma¨ ja pariteetti suhteessa solmuun x
voidaan tallettaa solmuun xi, ja ne voidaan pa¨ivitta¨a¨ globaaleiksi hakupolun toisessa
la¨pika¨ynnissa¨. Vaihtoehtoisesti tiedot lasketaan uudestaan toisessa la¨pika¨ynnissa¨,
jolloin solmuun ei kirjoiteta tietoja kahdesti. Ensimma¨isessa¨ la¨pika¨ynnissa¨ riitta¨a¨
ta¨llo¨in kera¨ta¨ tieto vain joko vasemmasta tai oikeasta alipuun koosta, ja laskea toisen
arvo sen ja solmun y lapsisolmun koon perusteella.
Kolmas vaihtoehto on, etta¨ hakupolun ensimma¨isessa¨ la¨pika¨ynnissa¨ laskettu suh-
teellinen pariteetti ja suhteellinen siirtyma¨ talletetaan solmuun xi, ja ne pa¨iviteta¨a¨n
globaaleiksi vasta tarvittaessa. Jotta pa¨ivitta¨minen myo¨hemmin olisi mahdollista,
solmuun on lisa¨ksi talletettava osoitin solmuun x. Aikaleiman va¨hiten merkitseva¨a¨
bittia¨ voidaan ka¨ytta¨a¨ ilmaisemaan ovatko solmun globaalit tiedot suhteellisia vai
globaaleja. Kun kysely pa¨a¨tyy solmuun jonka globaalit tiedot ovat suhteellisia, sol-
mun tiedot voidaan pa¨ivitta¨a¨ globaaleiksi vakioajassa.
Aikaleimalliseen bina¨a¨ripuuhun tarvitsee tallettaa rooli- seka¨ pariteettibitin lisa¨ksi
kuusi tai seitsema¨n tietoalkiota enemma¨n kuin tavalliseen bina¨a¨ri- tai Splay-puuhun.
Lisa¨ys on merkitta¨va¨. Mutta jos vertailukohtana pideta¨a¨n LKH-2 -implementaation
kaupunkitietueen 55 tietoalkion kokoa, lisa¨ys on merkitykseto¨n.
7 Kokeellisia tuloksia
Toteutin aikaleimaa hyo¨dynta¨va¨n bina¨a¨ripuun osaksi Helsgaunin LKH-2 -algoritmia.
Toteutus ei aivan vastaa luvussa 6 kuvattua bina¨a¨ripuuta, mutta silla¨ saatavat tu-
lokset ovat todenna¨ko¨isesti samankaltaiset. Toteutettua bina¨a¨ripuuta ja silla¨ saatuja
tuloksia kuvailen tarkemmin luvussa 7.2.
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7.1 LKH-2 -ohjelman korjaukset
Helsgaunin alkupera¨isessa¨ LKH-2 -algoritmissa [Hel09, Hel] (versio 2.0.7) eri tieto-
rakenteet tuottavat erilaisia ratkaisuja. Yleisen k-vaihdon etsimisen jokaisessa vai-
heessa, jossa poistettavien kaarten valintaja¨rjestys perustuu reitin orientaatioon tai
edelta¨ja¨- ja seuraajaosoittimien tutkimisja¨rjestykseen, algoritmi voi pa¨a¨tya¨ erilai-
seen operaatiosekvenssiin eri tietorakenteita ka¨ytetta¨essa¨. Edelta¨ja¨- ja seuraajao-
soittimet eroavat linkitetyssa¨ listassa ja kaksitasoisessa puussa heti ensimma¨isen
flip-operaation ja¨lkeen, jossa kaksitasoinen puu ka¨a¨nta¨a¨ yhden tai useamman ko-
konaisen segmentin. Samoin segmentin ka¨a¨nta¨misessa¨ saatetaan pa¨a¨tya¨ erilaisiin
tuloksiin silloin kun lyhyemma¨n segmentin pituuden ma¨a¨ritykseen ka¨yteta¨a¨n kau-
punkien lukuma¨a¨ra¨n sijaan lohkojen lukuma¨a¨ria¨. Helsgaunin algoritmissa na¨ihin ti-
lanteisiin on varauduttu ka¨ytta¨ma¨lla¨ aina tietorakenteiden next- ja prev-kyselyita¨,
jotka ottavat globaalin ka¨a¨nto¨bitin huomioon. Siita¨ ei kuitenkaan ollut apua, silla¨
flip-operaatiossa jokaisen tietorakenteen kohdalla globaali ka¨a¨nto¨bitti oli unohdet-
tu pa¨ivitta¨a¨.
Toinen eri operaatiosekvensseihin johtava virhe on undo-pinon pa¨ivitys. flip-ope-
raatiossa undo-pinoon talletetaan solmunelikko, joiden perusteella ka¨a¨nteinen flip-
operaatio voidaan suorittaa myo¨hemmin. Algoritmissa undo-pinon pa¨ivitys tehda¨a¨n
kuitenkin vasta flip-operaation lopussa, johon mennessa¨ kyseisten solmujen ja¨rjes-
tys on voinut muuttua lyhyemma¨n segmentin ma¨a¨rityksen seurauksena. undo-pino
ta¨ytyy pa¨ivitta¨a¨ heti operaation alussa, ennen kuin solmujen ja¨rjestyksia¨ mahdol-
lisesti vaihdetaan. Jos undo-pinoon pa¨a¨tyy va¨a¨ra¨n segmentin ka¨a¨nto¨, segmenttien
ka¨a¨nto¨jen perumisessa samassa kohdassa globaalin ka¨a¨nto¨bitin arvo vaihtuu eri tie-
torakenteisiin verrattuna.
Helsgaunin etsinta¨strategian syklien parsimisessa lyhyimma¨n segmentin pituus jou-
dutaan arvioimaan kaksi- ja kolmetasoisen puun lohkojen lukuma¨a¨rista¨, joten ly-
hyimma¨ksi selattavaksi sykliksi valitaan toisinaan eri syklit. Viimeista¨a¨n ta¨llo¨in al-
goritmi suorittaa eri operaatiosekvenssit eri tietorakenteita ka¨ytetta¨essa¨. Niin kauan
kun algoritmissa segmentin pituuksia ei lasketa tarkasti, algoritmien ei voida odot-
taa tuottavan identtisia¨ operaatiosekvensseja¨. Algoritmin yhdessa¨ vaiheessa tekema¨t
erilaiset pa¨a¨to¨kset voivat kumuloitua etsinna¨n myo¨hemmissa¨ vaiheissa, jolloin algo-
ritmi voi pa¨a¨tya¨ hyvin erilaisiin operaatiosekvensseihin.
Eri operaatiosekvensseilla¨ Helsgaunin algoritmi pa¨a¨tyy suorittamaan satunnaisel-
ta vaikuttavia operaatiolukuma¨a¨ria¨. Vaikka eri tietorakenteilla tuotetut ratkaisut
olisivat samat, ratkaisuihin on voitu pa¨a¨tya¨ eri kautta. Tietorakenteiden va¨listen
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nopeuserojen vertailu ei ole luotettavaa, jos suoritettujen operaatioiden lukuma¨a¨-
ra¨t vaihtelevat. Alkupera¨isissa¨ testeissa¨ riippuen algoritmin parametreista algoritmi
saattoi pa¨a¨tya¨ kymmenkertaiseen operaatiolukuma¨a¨ra¨a¨n yhden tietorakenteen koh-
dalla verrattuna toisten tietorakenteiden vastaaviin lukuma¨a¨riin.
Mika¨a¨n edella¨ mainituista virheista¨ ei vaikuta algoritmin oikeellisuuteen, eika¨ niista¨
ole haittaa jos eri tietorakenteilla ei pyrita¨ tuottamaan identtisia¨ operaatiosekvens-
seja¨. Edella¨ mainitut virheet oli mahdollista havaita ja korjata esta¨ma¨lla¨ syklien par-
siminen. Sarjalliseen k-vaihtoon perustuva tietorakenteiden va¨linen nopeusvertailu
olisi ta¨ma¨n ja¨lkeen jo mahdollista, mutta koko algoritmin vaikutus voidaan testata
vasta korjaamalla myo¨s segmenttien koon laskemisen algoritmit. Luvun 5.3 kerty-
ma¨funktion laskemisen avulla segmentin koon tarkka laskeminen on mahdollista.
Onnistuin toteuttamaan kertyma¨funktion hyo¨dynta¨misen seka¨ kaksi- etta¨ kolmeta-
soisessa puussa. Edella¨ mainittujen suurempien korjausten seka¨ muutamien pienien
yksityiskohtien korjaamisen ja¨lkeen algoritmi lopulta tuotti identtiset operaatiose-
kvenssit jokaisella eri tietorakenteella. Muutosten ja¨lkeen tietorakenteiden va¨linen
nopeusvertailu onnistuu suoraan vertaamalla algoritmien va¨lisia¨ kokonaissuoritusai-
koja. Esiprosessoinnin osuutta ei kannata ottaa vertailuun mukaan, silla¨ sen osuus
koko algoritmin suoritusajasta on huomattava seka¨ tietorakenteen valinnasta ta¨ysin
riippumaton.
Identtisilla¨ operaatiosekvensseilla¨ eri tietorakenteet toimivat odotetusti. Algoritmin
kokonaisnopeudella mitattuna kukin tietorakenne on vuorollaan nopein vaihtoehto
siten, etta¨ ongelman koon kasvaessa tasojen lukuma¨a¨ra¨a¨ kannattaa kasvattaa.
7.2 Lohkopuun toteutus
LKH-2 -ohjelmaan toteutettua bina¨a¨ripuuta voi helpoiten kuvailla kaksitasoisena
puuna, jossa ylemma¨n tason lohkosolmut on kasattu bina¨a¨ripuuksi linkitetyn listan
sijaan. Toisin kuin kaksitasoisessa puussa, lohkopuun lohkojen koko on tarkoitus pi-
ta¨a¨ vakiona ongelman koon kasvaessa. Lohkopuu vastaa muuten luvun 6 aikaleimal-
lista bina¨a¨ripuuta, mutta siina¨ solmun koko on lohkon koko, ja lohkosolmun globaali
ja¨rjestysnumero tarkoittaa lohkon ensimma¨isen solmun globaalia ja¨rjestysnumeroa.
Samalla tavoin kuin kaksitasoisessa puussa, lohkosolmussa on osoittimet sekvens-
sinumeroiden perusteella lohkon ensimma¨iseen ja viimeiseen kaupunkiin. Lohkoon
on tallennettu myo¨s lohkon ensimma¨isen kaupungin sekvenssinumero, jonka suhteen
lohkon muiden kaupunkien ja¨rjestysnumero voidaan laskea.
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Koska lohkon koko ei ole yksi, globaalien ja¨rjestysnumeroiden kirjanpito lohkopuus-
sa on hankalampaa kuin bina¨a¨ripuussa. Myo¨s segmentin ka¨a¨nta¨minen lohkopuussa
on selva¨sti hankalempi implementoida kuin bina¨a¨ripuussa. Lohkoja pita¨a¨ halkoa ja
liitta¨a¨ viereisiin lohkoihin kuten kaksitasoisessa puussa, silla¨ segmentin ka¨a¨nta¨mi-
sen ta¨ytyy tapahtua joko kokonaan lohkon sisa¨lla¨ tai koostua kokonaisista lohkoista.
Kokonaisista lohkoista koostuva segmentin ka¨a¨nto¨ tapahtuu kuten bina¨a¨ripuussa,
mutta kaupunkien linkitetyn listan linkit segmentin pa¨issa¨ pita¨a¨ erikseen pa¨ivitta¨a¨.
Lohkosolmujen bina¨a¨ripuussa segmentin pa¨a¨t ei vaadi erityista¨ huomiota, silla¨ loh-
kopuuta ei tarvitse langoittaa.
Kaupunkilista on kahteen suuntaan linkitetty lista kuten Helsgaunin implementaa-
tiossakin, silla¨ eksplisiittisten linkkien tallettaminen kaksipaikkaiseen taulukkoon
antaisi lohkopuulle epa¨reilun kilpailuedun, silla¨ saman optimoinnin voisi toteuttaa
myo¨s yksi-, kaksi- ja kolmetasoiseen puuhun. Jokaisessa kaupunkisolmussa eli kau-
punkitietuessa on kuitenkin pariteettibitti, aikaleima ja globaali ja¨rjestysnumero.
Jos aikaleima olisi vain bina¨a¨ripuun lohkosolmuissa, lohkopuussa olisi kyselyissa¨ ai-
na va¨hinta¨a¨n yhta¨ paljon epa¨suoruutta kuin kaksitasoisessa puussa. Aina kun ky-
sely kohdistuu kaupunkiin, jonka aikaleima on vanha, kaupunkia vastaavan lohkon
kaikkien kaupunkien globaalit tiedot pa¨iviteta¨a¨n.
Lohkopuussa lohkojen lukuma¨a¨ra¨ voi vaihdella. Kun lohkot pideta¨a¨n aina va¨hinta¨a¨n
puolita¨ysina¨, lohkoja tarvitaan eninta¨a¨n 2n/groupsize, missa¨ groupsize on lohkon ti-
lavuus. Ka¨ytta¨ma¨tto¨ma¨t lohkopuun solmut pideta¨a¨n pinossa, jotta niiden ka¨ytto¨o¨n-
otto tai ka¨yto¨sta¨ poisto ei vaadi dynaamisia muistinvarauksia. Algoritmi lohkon koon
pita¨miseksi va¨hinta¨a¨n puolita¨ynna¨ on suunniteltu siten, etta¨ lohkojen ka¨yto¨sta¨ pois-
tojen ja ka¨ytto¨o¨nottojen lukuma¨a¨ra¨t minimoituvat. Lohkopuun operaatioista ta¨ma¨
oli huomattavan hankala toteuttaa, ja selva¨sti vaikein saada toimimaan oikein. Oleel-
linen apuva¨line lohkopuun toteutuksen virheiden havaitsemiseen oli aliohjelma, joka
ka¨y koko lohkopuun la¨pi ja tarkistaa kaikkien solmujen kaikkien tietojen oikeellisuu-
den.
Lohkopuu on selva¨sti helpompi toteuttaa, jos lohkojen koot saavat vaihdella. Saattaa
myo¨s olla, etta¨ algoritmi toimisi nopeammin vaihtelevan kokoisilla lohkoilla, mutta
ta¨ta¨ vaihtoehtoa en ole testannut. Pariteetti-invarianssin sa¨ilytta¨vien operaatioiden
kirjoittaminen on varsin suoraviivaista, mutta syntyva¨n ohjelmakoodin ymma¨rta¨mi-
nen lukemalla sita¨ on selva¨sti vaikeampaa.
Pyrin myo¨s optimoimaan ohjelmakoodia va¨ltta¨ma¨lla¨ ehtolauseilla haarautumisia
mahdollisimman paljon. Esimerkiksi bittioperaatioiden [And11] avulla luvun etu-
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merkin ehdollinen vaihtaminen onnistuu ilman haarautumista. Optimoinneista huo-
limatta lohkon halkaisu on varsin raskas operaatio. Testien perusteella flip-operaatio
lohkopuussa on hitaampi kuin kaksi- tai kolmetasoisessa puussa vastaavalla lohko-
koolla. Myo¨s aikaleiman tarkistaminen na¨ytta¨a¨ olevan hitaampaa kuin kaksitasoisen
puun tarvitsema epa¨suora osoitus. Vaikka kaupungin aikaleima olisi voimassa eika¨
sen lohkosolmussa siksi tarvitse vierailla, if-testiin na¨ytta¨a¨ kuluvan enemma¨n aikaa
kuin kaupunkisolmun kautta lohkosolmuun viittaamiseen.
Sama ongelma on myo¨s between-kyselyssa¨, silla¨ kaikkien kolmen solmun aikalei-
mat ta¨ytyy tarkistaa. Hyppytaulukon avulla onnistuin kuitenkin toteuttamaan ai-
kaleimojen tarkistuksen yhdella¨ haarautumisella kolmen sijaan, minka¨ seurauksena
lohkopuun between-kyselysta¨ tuli ideaalitapauksessa nopeampi kuin kaksi- ja kol-
metasoisen puun between-kyselyt.
7.3 Kokeelliset havainnot
Seuraavissa testeissa¨ LKH-2 -algoritmissa perusaskeleena on ka¨ytetty 5-vaihtoa ja
syklien parsimisessa erillisia¨ sykleja¨ on voinut olla eninta¨a¨n kolme ja parsivia vuo-
rottelevia sykleja¨ eninta¨a¨n kaksi. Ne ovat samat kuin Helsgaunin LKH-2 -ohjelman
la¨hdekoodien mukana tulevan testiongelman pr2392 vastaavat parametrit.
Testeissa¨ olen ka¨ytta¨nyt TSPLIB-ongelmia pr2392, pla7397, brd14051 ja pla85900.
Ongelmat pr2392 ja pla7397 ovat sen verran pienia¨, etta¨ LKH-2 -algoritmi perus-
sa¨a¨do¨illa¨ ratkaisi ne optimaalisesti kohtalaisessa ajassa MacBook-tietokoneella, jos-
sa on 2 GHz Intel Core 2 Duo -prosessori ja 2 gigatavua keskusmuistia. Seuraa-
vat algoritmien suoritusajat eiva¨t sisa¨lla¨ esiprosessoinnin suoritusaikoja, jotka ovat
huomattavia suuremmissa ongelmissa. Esiprosessoinnin tuottamat naapurilistat ja
aligradienttioptimoinnin pi-arvot kannattaa tallettaa tiedostoihin, jolloin toistuvis-
sa testeissa¨ sa¨a¨steta¨a¨n esiprosessoinnin vaatima aika. Tietorakenteiden keskina¨isessa¨
tehokkuusvertailussa algoritmia ei myo¨ska¨a¨n ole va¨ltta¨ma¨to¨nta¨ ajaa loppuun asti,
silla¨ suhteellisten nopeuserojen pita¨isi pysya¨ samankaltaisina koko algoritmin suori-
tuksen ajan. Ongelman brd1405 ratkaiseminen on keskeytetty 325 yrityksen ja¨lkeen,
ja ongelman pla85900 suoritus 10 yrityksen ja¨lkeen. Yhdella¨ yrityksella¨ (trial) tarkoi-
tetaan satunnaisesta ratkaisusta aloitettua etsinta¨a¨, joka pa¨a¨ttyy lokaaliin optimiin.
Vertailun vuoksi ongelmat pr2392, pla7397 ja pla85900 on suoritettu LKH-2 -al-
goritmilla toistamiseen muuten samoin, mutta ilman aligradienttioptimointia. Na¨i-
hin testitapauksiin viittaan jatkossa nimilla¨ *pr2392, *pla7397 seka¨ *pla85900 ja
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taulukoissa lyhyemmin *2392, *7397 ja *85900. Testitapauksessa *pr2392 LKH-2
-algoritmi suoritti 795 yritysta¨ ja sen lo¨yta¨ma¨ ratkaisu ja¨i 0,390 % pa¨a¨ha¨n optimaa-
lisesta. Testitapauksessa *pla7397 yrityksia¨ oli 6500 ja lo¨ytynyt ratkaisu ja¨i 0,156 %
pa¨a¨ha¨n optimaalisesta. Testitapauksen *pla85900 ratkaiseminen on keskeytetty 12
yrityksen ja¨lkeen.
Lohkopuun lohkon koko on kaikissa testitapauksissa 20. Lohkopuusta testasin kah-
ta erilaista versiota. Lohkopuu-1 ja lohkopuu-2 eroavat toisistaan vain kaupunkien
globaalien tietojen pa¨ivitysten kohdalla. Kun kysely kohdistuu kaupunkiin, jonka
aikaleima ei ole tuore, lohkopuu-1 pa¨ivitta¨a¨ kaupungin aikaleiman, pariteetin ja ja¨r-
jestysnumeron. Samassa tapauksessa lohkopuu-2:ssa kaupunkia vastaavan lohkon
jokaisen kaupungin globaalit tiedot pa¨iviteta¨a¨n kerralla.
Kaikissa testitapauksissa LKH-2 -algoritmissa tietorakenteen kyselyt ja muokkauso-
peraatiot selva¨sti ryva¨styva¨t. Algoritmi suoritti keskima¨a¨rin
pr2392 pla7397 brd14051 pla85900 *pr2392 *pla7397 *pla85900
1600 1820 1891 2154 1460 1072 1562
kyselya¨ flip-operaatioryppa¨iden va¨lissa¨. Taulukon 12 lukuarvot kuvaavat aikalei-
man tutkimiseen ja pa¨ivitta¨miseen liittyvia¨ ominaisuuksia. Taulukosta ilmenee, et-
ta¨ Helsgaunin etsinta¨strategialla viittausten paikallisuus on runsasta, silla¨ yli 96 %
kaupunkeihin viittaamisista kohdistuu samoihin kaupunkeihin, joihin on viitattu jo
aikaisemmin samassa perusaskeleessa. Kaarten kustannusten optimointi vaikuttaa
lisa¨a¨va¨a¨n viittausten paikallisuutta, silla¨ perustestitapauksissa yli 98 % kaupunkien
aikaleimoista on tuoreita. Pa¨ivitta¨ma¨lla¨ koko lohkon aikaleimat kerralla, uudelleen
viittausten ma¨a¨ra¨ perustapauksissa kasvaa 99,7 %:iin ja optimoimattomissa tapauk-
sissa 99,4 %:iin.
Keskima¨a¨ra¨inen kyselysyvyys kuvaa lohkopuun efektiivista¨ korkeutta. Kun kysely-
syvyys on yksi, tilanne vastaa linkitettya¨ listaa, jossa kyselyyn vastaamiseen riitta¨a¨
viittaus kaupunkiin. Kaksitasoisen puun kyselysyvyys on kaksi, silla¨ kyselyyn vas-
taaminen edellytta¨a¨ myo¨s lohkosolmun sisa¨llo¨n tutkimista. Pa¨ivityssyvyys kertoo,
kuinka monta askelta lohkopuuta ta¨ytyy keskima¨a¨rin selata ylo¨spa¨in ennen kuin
lo¨ydeta¨a¨n lohkosolmu, jonka aikaleima on tuore. Pa¨ivitysoperaatiossa pa¨ivitettyjen
lohkojen lukuma¨a¨ra¨ saadaan va¨henta¨ma¨lla¨ pa¨ivityssyvyydesta¨ yksi. Taulukon 12
arvoissa on merkillepantavaa, etta¨ aligradienttioptimointia ka¨ytetta¨essa¨ vanhan ai-
kaleiman suhteellinen osuus ja keskima¨a¨ra¨inen kyselysyvyys pysyva¨t la¨hes vakioina
ongelman koosta riippumatta.
LKH-2 -algoritmin suorittamien tietorakenneoperaatioiden suhteelliset lukuma¨a¨ra¨t
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n 2392 7397 14051 85900 *2392 *7397 *85900
Lohkopuu-1:
pa¨ivityksia¨/tarkistus 0,015 0,015 0,017 0,014 0,011 0,040 0,026
pa¨ivityssyvyys 1,3 1,3 1,4 1,35 1,3 1,3 1,5
kyselysyvyys 1,020 1,019 1,023 1,019 1,015 1,052 1,038
Lohkopuu-2:
pa¨ivityksia¨/tarkistus 0,0025 0,0024 0,0028 0,0023 0,0020 0,0060 0,0045
pa¨ivityssyvyys 2,9 2,8 3,1 3,1 2,9 3,1 3,7
kyselysyvyys 1,0072 1,0066 1,0088 1,0072 1,0058 1,0184 1,0169
Taulukko 12: Lohkopuun aikaleiman tutkimiseen liittyvia¨ tilastoja. Arvot ovat kes-
kiarvoja koko algoritmin suorituksen ajalta. Pa¨ivitysten ja tarkistusten suhde kertoo
vanhentuneiden aikaleimojen suhteellisen osuuden kaupunkien aikaleimojen tarkis-
tuksissa. Kun kaupungin aikaleima on tuore, kaupunkiin kohdistuvan kyselyn syvyys
on yksi. Aikaleiman pa¨ivityssyvyydeksi tulee yksi, jos kaupungin aikaleima on vanha
mutta vastaavan lohkon aikaleima on tuore.
na¨kyva¨t taulukossa 13. Taulukon vasemmassa puoliskossa kutsujen suhteelliset osuu-
det ovat kaikissa tapauksissa huomattavan samanlaiset, kun taas oikean puoliskon
arvot vaihtelevat selva¨sti enemma¨n. Taulukoiden 12 ja 13 perusteella voisi sanoa, et-
ta¨ aligradienttioptimoinnin ka¨ytta¨minen LKH-2 -algoritmissa tekee algoritmin ka¨yt-
ta¨ytymisesta¨ varsin ennustettavaa.
kutsujen lukuma¨a¨rien osuudet (%)
n 2392 7397 14051 85900 *2392 *7397 *85900
next 19,2 23,7 18,8 23,9 14,6 30,4 33,5
prev 27,6 30,1 26,4 30,0 22,4 46,2 40,6
between 52,8 45,8 54,5 45,8 62,8 23,0 25,5
flip 0,31 0,33 0,28 0,30 0,29 0,40 0,41
Taulukko 13: LKH-2 -algoritmin tietorakenneoperaatioiden kutsulukuma¨a¨rien pro-
sentuaaliset osuudet kaikista tietorakenteeseen kohdistetuista operaatioista.
Algoritmin suoritusajat na¨kyva¨t taulukossa 14. Testatuilla ongelman ko’oilla algo-
ritmin kokonaissuoritusajat eri tietorakenteilla vaihtelevat hyvin va¨ha¨n. Suhteutta-
malla suoritusajat kaksitasoisen puun suoritusaikoihin, tietorakenteiden va¨liset erot
saadaan paremmin na¨kyviin. Eri tietorakenteiden va¨liset prosentuaaliset suoritusai-
kaerot na¨kyva¨t saman taulukon alaosassa. Kolmen perustietorakenteen va¨linen ja¨r-
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jestys pienissa¨ ongelmissa on ta¨ysin odotettu. Linkitetty lista on selva¨sti paras pie-
nemmissa¨ ongelmissa, mutta sen suorituskyky heikkenee nopeasti ongelman koon
kasvaessa. Kolmetasoinen puu on kaksitasoista hitaampi pienissa¨ ongelmissa, mutta
niiden va¨linen ero pienenee ongelman koon kasvaessa.
suoritusaika (s)
n 2392 7397 14051 85900 *2392 *7397 *85900
Lohkopuu-1 5,20 778,2 239,3 239,9 150,1 1218 322,4
Lohkopuu-2 5,19 781,7 237,7 236,4 149,5 1224 323,3
Linkitetty lista 5,02 788,2 272,7 588,9 142,3 1229 1450
Kaksitasoinen puu 5,19 759,6 232,4 236,5 149,3 1215 317,1
Kolmetasoinen puu 5,49 804,0 245,0 243,5 161,3 1352 321,7
suoritusaikaero (%)
Lohkopuu-1 0,2 2,4 3,0 1,4 0,5 0,2 1,7
Lohkopuu-2 0,1 2,9 2,3 -0,1 0,1 0,7 2,0
Linkitetty lista -3,2 3,8 17,3 149,0 -4,7 1,1 357,3
Kaksitasoinen puu 0,0 0,0 0,0 0,0 0,0 0,0 0,0
Kolmetasoinen puu 5,9 5,9 5,4 2,9 8,0 11,2 1,4
Taulukko 14: LKH-2 -algoritmin suoritusaikoja eri tietorakenteilla. Taulukossa na¨-
kyvilla¨ suoritusajoilla algoritmi on ratkaissut ongelmat pr2392 ja pla7397 optimaali-
sesti, mutta ongelmien brd14051 ja pla85900 ratkaisemiset on keskeytetty 325 ja 10
yrityksen ja¨lkeen vastaavasti. Alaosassa on samat suoritusajat mutta kaksitasoisen
puun suoritusaikoihin suhteutettuina.
Kun algoritmissa ka¨yteta¨a¨n aligradienttioptimointia, lohkopuu-1 on enimma¨kseen
hieman hitaampi kuin lohkopuu-2. Useamman kuin yhden kaupungin aikaleiman
pa¨ivitta¨minen kerralla vaikuttaa olevan hyo¨dyllista¨. Jos pienin ongelma ja¨teta¨a¨n
huomiotta, lohkopuu-2:n nopeusero kaksitasoiseen puuhun verrattuna pienenee on-
gelman koon kasvaessa. Kun algoritmin muut ominaisuudet taulukoiden 12 ja 13 pe-
rusteella pysyva¨t samana, suurissa ongelmissa lohkopuu selva¨sti hyo¨tyy nopeammas-
ta segmentin ka¨a¨nta¨misesta¨. Ongelman kokoon 100000 mennessa¨ lohkopuu na¨ytta¨isi
saavuttaneen kaksitasoisen puun nopeuden. Testatuilla ongelman ko’oilla lohkopuu
on aina nopeampi kuin kolmetasoinen puu. Kun pienin ongelma ja¨teta¨a¨n huomiot-
ta, lohkopuu-2:n ja kolmetasoisen puun suhteellinen nopeusero pysyy la¨hes vakiona.
Siten lohkopuun pita¨isi olla nopeampi kuin kaksi- tai kolmetasoinen puu tarpeeksi
suurissa ongelmissa.
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Samaa pa¨a¨telma¨a¨ ei voida tehda¨ silloin kun aligradienttioptimointia ei ka¨yteta¨. Suh-
teelliset suoritusajat vaikuttavat kaoottisilta, ja niita¨ on hyvin vaikea yritta¨a¨ selitta¨a¨
tietorakenneoperaatioiden suhteellisilla lukuma¨a¨rilla¨. Ilmeisen kaoottista ka¨yto¨sta¨
voidaan selitta¨a¨ va¨limuistihutien suuremmalla ma¨a¨ra¨lla¨. Kun kaarten kustannuk-
sia ei ole optimoitu, kaarten lisa¨yksissa¨ algoritmi kokeilee c-la¨heisyyden perusteella
sekalaisemman joukon kaaria kuin α-la¨heisyyden perusteella kokeiltaisiin. Testita-
pauksissa *pr2392 ja *pla7397 algoritmi lo¨yta¨a¨ huonomman vastauksen hitaammin
kuin testitapauksissa pr2392 ja pla7397 vastaavasti. Etsinta¨ etenee α-kustannuksen
ohjaamana selva¨sti parempaan suuntaan kuin c-kustannuksen ohjaamana. Eri tieto-
rakenteissa va¨limuistihudit tapahtuvat eri syista¨, mika¨ voisi selitta¨a¨ syntyneet erot.
Kun tietorakenteiden va¨liset nopeuserot ovat niin pienia¨ kuin ne na¨issa¨ testitapauk-
sissa ovat, muisti-ilmio¨t voivat vaihtaa tietorakenteiden keskina¨iset nopeusja¨rjestyk-
set eri etsinta¨sekvensseilla¨ tai ajokerroilla. Hypoteesin pa¨tevyytta¨ pita¨isi kuitenkin
tutkia aivan erikseen.
Vaikka aligradienttioptimointia ka¨ytetta¨isiinkin, algoritmin eri parametrit vaikut-
tavat lohkopuun suhteelliseen nopeuteen. Jos syklien parsimisen osuutta pienenne-
ta¨a¨n tai ja¨teta¨a¨n kokonaan pois, kyselyryppa¨iden koot pieneneva¨t. Pienemmilla¨ ky-
selyryppa¨illa¨ vanhentuneiden aikaleimojen suhteellinen osuus kasvaa ja siten myo¨s
lohkopuun keskima¨a¨ra¨inen kyselysyvyys. Kyselyryppa¨iden kokoon vaikuttaa myo¨s
ka¨ytetyn perusaskeleen koko seka¨ verkon haarautumisaste. Aikataulullisista syista¨
eri parametrien vaikutuksia lohkopuun suhteelliseen nopeuteen ei ole ehditty testaa-
maan.
8 Yhteenveto
Tehokas tapa saada hyvia¨ likima¨a¨ra¨isia¨ ratkaisuja kauppamatkustajan ongelmaan
on ka¨ytta¨a¨ heuristista etsinta¨a¨, jossa etsinna¨n naapurustona ka¨yteta¨a¨n sarjallista λ-
vaihtoa. Perusesimerkki vaihtelevan mittaista λ-vaihtoa hyo¨dynta¨va¨sta¨ algoritmista
on Lin–Kernighan-heuristiikka. Algoritmeissa reitin esitykseen tarvitaan tietoraken-
ne, jonka avulla λ-vaihto voidaan toteuttaa. Pienissa¨ ongelmissa linkitetty lista on
nopein reitin esityksen tietorakenne. Pienissa¨ ongelmissa ka¨a¨nnetta¨va¨t segmentit
ovat lyhyita¨, jolloin segmentin ka¨a¨nta¨minen linkitetyssa¨ listassa on nopeaa. Ongel-
man koon kasvaessa segmenttien ka¨a¨nta¨misiin kuluvan ajan osuus kasvaa, jolloin
muut vaihtoehtoiset tietorakenteet ovat nopeampia.
Lin–Kernighan-heuristiikassa kaksi- ja kolmetasoinen puu ovat parhaat tietoraken-
91
teet ka¨yta¨nno¨llisen kokoisissa ongelmissa. Asymptoottisesti nopeampi Splay-puu on
nopeampi kuin kolmetasoinen puu vasta noin 108,4 kokoisista ongelmista alkaen,
joten se ei ole ka¨yta¨nno¨ssa¨ kilpailukykyinen tietorakenne.
Segmenttipuu on aputietorakenne, jonka avulla suuri ma¨a¨ra¨ raskaita segmentin ka¨a¨n-
ta¨misoperaatioita voidaan va¨ltta¨a¨. Taulukkotietorakenteeseen yhdistettyna¨ segment-
tipuu on nopea tietorakenne pienissa¨ ongelmissa, mutta segmentin ka¨a¨nta¨misen hi-
taus pilaa segmenttipuun nopeuden suurissa ongelmissa. Pienilla¨ muutoksilla seg-
menttipuun taulukkotietorakenne voidaan korvata kaksitasoisella puulla, jolloin seg-
menttipuun nopeus pysyy hyva¨na¨ suurissa ongelmissa. Lin–Kernighan-heuristiikassa
segmenttipuun ja kaksitasoisen puun yhdistelma¨tietorakenteen vaikuttaisi olevan no-
pein tietorakenne 104,5 kokoisista ongelmista alkaen.
Segmenttipuun tavoin myo¨s Helsgaunin etsinta¨strategia sa¨a¨sta¨a¨ suuren ma¨a¨ra¨n ras-
kaita segmentin ka¨a¨nta¨misia¨. Etsinta¨strategiassa perusaskeleena ka¨ytetta¨va¨n k-vaihdon
naapurusto tutkitaan suorittamalla pelka¨sta¨a¨n kyselyita¨ reitin esitta¨va¨a¨n tietora-
kenteeseen, ja ainoastaan naapuruston paras k-vaihto suoritetaan tietorakenteeseen.
Kaksi- ja kolmetasoinen puu ovat vakioaikaisten kyselyiden vuoksi la¨hes ihanteellisia
tietorakenteita LKH-2 -algoritmin reitin esitykseen.
Bina¨a¨ripuusta on kuitenkin mahdollista tehda¨ vaihtoehtoinen tietorakenne hyo¨dyn-
ta¨ma¨lla¨ Helsgaunin etsinta¨strategiassa syntyvia¨ kyselyiden ryppa¨ita¨. Kyselyiden yh-
teydessa¨ bina¨a¨ripuun sisa¨solmuihin voidaan tallettaa globaalia tietoa, jonka avulla
seuraavissa kyselyissa¨ tietoa ei tarvitse kera¨ta¨ puun juureen asti selaamalla. Selaus
voidaan keskeytta¨a¨ ensimma¨iseen solmuun, jonka globaalit tiedot ovat ajan tasalla.
Parhaimmillaan kyselyyn voidaan vastata vakioajassa, kun kysely kohdistuu sol-
muun, jonka aikaleima on tuore. Bina¨a¨ripuussa segmentin ka¨a¨nta¨minen tapahtuu
nopeammin kuin kaksi- tai kolmetasoisessa puussa, joten suurissa ongelmissa aika-
leimalla varustettu bina¨a¨ripuu on potentiaalisesti nopeampi tietorakenne. Bina¨a¨ri-
puun kaltaisella lohkopuulla suoritetut alustavat testit viittaavat siihen, etta¨ LKH-2
-algoritmissa lohkopuu olisi kilpailukykyinen tietorakenne suurissa ongelmissa. Asian
varmistaminen vaatii kuitenkin viela¨ lisa¨tutkimuksia.
9 Tutkittava seuraavaksi
Lohkopuun tehokkuutta on syyta¨ tutkia tarkemmin. Lohkopuuta pita¨a¨ testata suu-
remmissa ongelmissa ja pienissa¨ ongelmissa on syyta¨ tehda¨ viela¨ tarkempia testeja¨.
Aikaleimallinen bina¨a¨ripuu on myo¨s hyva¨ toteuttaa ja testata.
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Lohkopuun nopeutta suurissa ongelmissa ei ole ehditty testaamaan. Suurissa ongel-
missa ongelmaksi muodostui epa¨tieto siita¨, milla¨ parametreilla LKH-2 -algoritmia on
tarkoituksenmukaista ajaa. Helsgaunin vuoden 2009 artikkelissa [Hel09] on esimerk-
keja¨ suurista (E)- ja (C)-ongelmista ja parametreista. On epa¨selva¨a¨ ovatko samat
parametrit mielekka¨ita¨ myo¨s reaalimaailman ongelmissa. Helsgaunin vuoden 2006
raportista [Hel06] lo¨ytyy kolmen suuren reaalimaailman ongelman testit ja niissa¨
ka¨ytetyt parametrit, joten ainakin niita¨ voidaan ka¨ytta¨a¨. Muita mielekka¨ita¨ LKH-2
-algoritmin ka¨ytto¨tapauksia ja parametreja kannattanee tiedustella Keld Helsgau-
nilta. Asian selvitta¨minen aikaisemmin ei ollut tarpeellista, silla¨ ongelman koon kas-
vattaminen ei na¨ytta¨nyt parantavan lohkopuun kilpailukykya¨ merkitta¨va¨sti. Vasta
nopeamman between-kyselyn toteutuksen ja¨lkeen lohkopuun kilpailukyky parani
sen verran, etta¨ asiaa kannattaa tutkia tarkemmin.
Lohkopuuta pita¨isi testata enemma¨n myo¨s pienempien ongelmien kanssa. Eri pis-
teista¨ aloitetut etsinna¨t tuottavat erilaisia etsinta¨sekvensseja¨, mika¨ tuottaa satun-
naisvaihtelua tietorakenteiden toimintaan. Testit voisi olla parempi suorittaa siten,
etta¨ algoritmia ajetaan useita kertoja eri aloituspisteista¨, jolloin satunnaisvaihtelut
keskiarvoistuvat. Monta lyhytta¨ ajoa eri aloituspisteista¨ saattaa olla edustavampi
tietorakenteen suorituskyvyn mitta kuin yksi pitka¨. Erityisesti silloin kun aligra-
dienttioptimointi ei ole ka¨yto¨ssa¨, eri ajoista saatava keskiarvo ilmaisee paremmin,
mita¨ tietorakennetta milloinkin kannattaa ka¨ytta¨a¨. Lohkopuu saattaa pienissa¨kin
ongelmissa toimia keskima¨a¨rin paremmin kuin milta¨ nykyisten testien perusteella
na¨ytta¨a¨.
Ta¨ydellisyyden vuoksi myo¨s aikaleimallinen bina¨a¨ripuu olisi syyta¨ toteuttaa. Bina¨a¨-
ripuun toteuttaminen on helpompaa kuin lohkopuun, joten tarvittavan tyo¨ma¨a¨ra¨n
pita¨isi olla pieni. Segmentin ka¨a¨nta¨minen on nopeinta juuri bina¨a¨ripuussa, mista¨
saattaa olla etua myo¨s pienemmissa¨ ongelmissa. Periaatteessa on mahdollista, etta¨
hyvin nopeasta segmentin ka¨a¨nta¨misesta¨ syntyva¨ sa¨a¨sto¨ kattaa kyselysyvyyden kas-
vusta syntyva¨t kustannukset. Bina¨a¨ripuun ja lohkopuun va¨linen nopeusvertailu voi
myo¨s auttaa selvitta¨ma¨a¨n, miten lohkopuun nopeutta voisi edelleen parantaa.
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1Liite 1. Yleisen k-vaihto-naapuruston koon alaraja
Yleisen k-vaihdon naapuruston koon alarajaa voidaan arvioida valitsemalla poistet-
tavat kaaret siten, etta¨ jokainen muodostuva sekvenssi on va¨hinta¨a¨n kahden solmun
mittainen, jolloin jokainen niista¨ voidaan myo¨s ka¨a¨nta¨a¨. Ta¨llo¨in poistettavat kaaret
voidaan valita ainakin n(n − 3)(n − 6) . . . (n − 3(k − 1)) eri tavalla, silla¨ jokaisen
poistettavan kaaren vieressa¨ on lisa¨ksi kaksi muuta kaarta, joita ei saada poistaa.
Poistoja¨rjestyksella¨ ei kuitenkaan ole va¨lia¨, joten saatu vaihtoehtojen lukuma¨a¨ra¨ pi-
ta¨a¨ jakaa mahdollisten poistoja¨rjestysten lukuma¨a¨ra¨lla¨ k!. Valitut segmentit voidaan
ka¨a¨nta¨a¨ 2k−1 eri tavalla ja ne voidaan ja¨rjesta¨a¨ (k − 1)! eri tavalla, joten kaikkiaan
naapuruston alarajaksi saadaan





























silloin kun n− 3k > n k√k/2. Yriteta¨a¨n ratkaista ehto k:n suhteen

















⇒ k 6 n
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x saa suurimman arvonsa x:n arvolla e. Yleisen k-vaihto-naapuruston
koon alarajaksi saadaan siis
|Nk-opt(x)| = Ω(nk), (7)
kun k 6 n/11.
1Liite 2. Pariteetti-invariantti Splay-askel
Kuvista 28 ja 29 ilmenee, etta¨ Splay-askel voidaan toteuttaa pariteetti-invarianttien
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Kuva 28: Splay-askel kuvan 15 tapauksessa 2 solmujen x, y ja z ka¨a¨nto¨bittien eri
kombinaatiolla. Pariteetti-invariantteja kiertoja ka¨ytta¨ma¨lla¨ alipuun lopputulos on
aina ja¨rkeva¨ solmujen x, y ja z ka¨a¨nto¨bittien arvoista riippumatta.
Luettelemalla kaikki mahdolliset solmujen x, y ja z ka¨a¨nto¨bittien arvokombinaatiot,
kuvat 28 ja 29 osoittavat, etta¨ Splay-askeleen lopputulos on kaikissa tapauksissa mie-
leka¨s. Minka¨a¨n solmun selausja¨rjestys tai pariteetti ei muutu operaatioiden seurauk-
sena. Algoritmi on kuitenkin nopeampi, jos Splay-operaation puunmuokkausalgorit-
2mi saadaan implementoitua ka¨ytta¨ma¨tta¨ kiertoja. Kiertoihin sisa¨ltyy aina pienta¨
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Kuva 29: Splay-askel kuvan 15 tapauksessa 3 solmujen x, y ja z ka¨a¨nto¨bittien eri
kombinaatiolla. Pariteetti-invariantteja kiertoja ka¨ytta¨ma¨lla¨ alipuun lopputulos on
aina ja¨rkeva¨ solmujen x, y ja z ka¨a¨nto¨bittien arvoista riippumatta.
