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Abstract
We prove that a simple random walk on quasi-transitive graphs with the volume growth being
faster than any polynomial of degree 4 has a.s. infinitely many cut times, and hence infinitely
many cutpoints. This confirms a conjecture raised by I. Benjamini, O. Gurel-Gurevich and O.
Schramm [2011, Cutpoints and resistance of random walk paths, Ann. Probab. 39(3), 1122-1136]
that PATH of simple random walk on any transient vertex-transitive graph has a.s. infinitely
many cutpoints in the corresponding case.
Claim: Chinese version has been published in Acta Mathematica Sinica,
Chinese Ser. 60 (2017), no.6, 947-954.
1 Introduction
Let G = (V,E) be a locally finite, connected infinite graph, and S = {Sn}∞n=0 a random walk (RW)
on G with each Sn+1 being a neighbor of Sn. Define path graph PATH of S as the subgraph consisting
of all vertices and all edges visited by it.
Definition 1.1 For a RW S = {Sn}∞n=0 on G, a nonnegative integer n is called a cut time for S if
S[0, n] ∩ S[n+ 1,∞) = ∅,
where S[0, n] = {Sj : 0 ≤ j ≤ n} and S[n+ 1,∞) = {Sj : j ≥ n+ 1}.
A vertex in PATH is called a cutpoint of PATH if it separates S0 from infinity; namely, if we delete
it from PATH, then it results S0 in a finite connected component.
Note if nonnegative integer n is a cut time, then the vertex Sn must be a cutpoint of PATH; while
the converse is not true. And recurrent RWs have no cut time. So the cut time is only interesting for
transient RWs. Transience doesn’t imply the infinity of the number of cut times for RWs [8]; whereas
I. Benjamini, O. Gurel-Gurevich and O. Schramm [4] proved that for every transient Markov chain,
the expected number of cut times is infinite. Recall that for any transient RW on G, PATH is always
a recurrent graph (see [2], [3] and also [13] Section 9.5). A natural and interesting question is that on
what kind of graphs the PATH has infinitely many cutpoints.
To continue, let Aut(G) be the set of all automorphisms of G; and notice that G is called vertex
transitive if Aut(G) acts transitively on G, and quasi-transitive if Aut(G) acts with finitely many
orbits. In [4], I. Benjamini, O. Gurel-Gurevich and O. Schramm raised the following conjecture:
Conjecture 1.2 The PATH of simple random walk (SRW) S = {Sn}∞n=0 on any transient vertex
transitive graph G has a.s. infinitely many cutpoints.
For any vertex x of G, let B(x, n) be the ball in G with radius n centered at x, and |B(x, n)| the
cardinality of B(x, n). Fix a vertex v0 of G, let
V (n) = VG(n) = |B(v0, n)|.
In this paper, we prove Conjecture 1.2 in the case of (1.1) by proving
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Theorem 1.3 Given any quasi-transitive infinite graph G with the volume growth satisfying
lim sup
n→∞
V (n)
n4
=∞. (1.1)
Then almost surely there are infinitely many cut times, and hence infinitely many cutpoints, for SRW
on G.
Note the study of cut times for RWs on Zd can date back to P. Erdo¨s and S. J. Taylor [7]. G.
Lawler [12] studied cut times of SRW on Zd and proved that SRW has a.s. infinitely many cut times
when d ≥ 4. Then N. James and Y. Peres [9] solved the case of d = 3. Thus every transient SRW
on Zd has a.s. an infinite number of cut times. Indeed [9] proved that the cut time number of every
transient RW on Zd with finite range is infinite almost surely. Furthermore, G. Lawler [11] verified
that a bilateral random walk in Zd has almost surely infinitely many cut times if d ≥ 5; whereas if
d ≤ 4, there are almost surely none. For a criterion for a.s. finiteness and infiniteness of the number
of cutpoints (cut times) in case of transient RWs on Z+, see E. Csa´ki, A. Fo¨ldes and P. Re´ve´sz [6].
Turn to finitely generated groups G with polynomial volume growth of degree D. When D ≤ 2,
every symmetric RW on G is recurrent. When D ≥ 5, N. James and Y. Peres [9] proved that a.s. there
are infinite number of cut times for symmetric irreducible RW with finite range; and G. Alexopoulos
[1] proved that this is still true without irreducibility. Note for any D, for any non-symmetric RW on
G, the number of cut times is a.s. infinite ([1]). When D = 3, 4, for symmetric RWs on G, S. Blache`re
[5] verified that there are a.s. infinitely many cut times.
Remark 1.4 For a quasi-transitive infinite graph G, the followings hold (see Appendix A).
(i) If G has polynomial volume growth, then there must be a natural number D satisfying
0 < lim inf
n→∞
V (n)
nD
≤ lim sup
n→∞
V (n)
nD
<∞;
which implies that (1.1) is equivalent to lim sup
n→∞
V (n)
n5 > 0.
(ii) SRW on G is transient if and only if lim sup
n→∞
V (n)
n3
> 0.
(iii) Following the same line as the proof for finitely generated groups G by N. James and Y. Peres
[9], the similar results can be extended to transitive graphs,
The left case for Conjecture 1.2 is that G has polynomial volume growth with degree D = 3 or 4.
Though our proof does not work for the case, we believe SRW on G still has a.s. infinitely many cut
times in the case. In addition, for any reversible RW S = {Sn}∞n=0 on G such that for any x, y ∈ V,
p(x, y) = p(γ(x), γ(y)), ∀γ ∈ Aut(G), and p(x, y) > 0⇐⇒ y is adjacent to x,
where p(x, y) is 1-step transition probability for S from x to y, Theorem 1.3 is true by following the
same line as the proof in this paper.
2 Proof of Theorem 1.3
To begin our proof, let us firstly introduce some preliminaries. Let S1 = {S1n}
∞
n=0 and S
2 = {S2n}
∞
n=0
be two independent SRWs starting at a given vertex o in G. Extend SRW S1 to a two-sided SRW
S = {Sn}n∈Z:
Sj =
{
S1j , 0 ≤ j <∞,
S2−j , −∞ < j < 0.
2
Definition 2.1 Call a time j loop-free, if
S(−∞, j] ∩ S[j + 1,∞) = ∅.
Here
S(−∞, j] = {Sn : n ≤ j}, S[j + 1,∞) = {Sn : n ≥ j + 1}.
Clearly, if a time j ≥ 0 is loop-free, then j is a cut time for S1.
Definition 2.2 Given any i, j ≥ 0. Call (i, j) a ∗-last intersection, if
S1i = S
2
j , S
1
i1 6= S
2
j1 , (i, j) < (i1, j1) < (∞,∞).
Here (i1, i2) ≤ (j1, j2) means i1 ≤ j1 and i2 ≤ j2; and (i1, i2) < (j1, j2) means (i1, i2) ≤ (j1, j2) but
(i1, i2) 6= (j1, j2).
Note that the ∗-last intersection may not be unique.
Lemma 2.3 If quasi-transitive G satisfies that for some positive constant C and natural number D,
V (n) ≥ CnD, ∀n ≥ 1;
then
sup
x,y∈V
p(n)(x, y)
deg(y)
≤ n−
D
2 ,
where p(n)(x, y) is n-step transition probability for the SRW from x to y.
Lemma 2.4 For quasi-transitive G satisfying (1.1),
∞∑
j=0
jp(j)(o, o) <∞.
Proof. By Remark 1.4(i) and (1.1), we have that V (n) ≥ Cn5 for some positive constant C. Therefore,
by Lemma 2.3, there exists a positive constant c1 such that
p(n)(x, y) ≤ c1n
− 5
2 , x, y ∈ V, n ≥ 1.
And further,
∞∑
j=0
jp(j)(o, o) ≤ c1
∞∑
j=0
1
n3/2
<∞.
Let
g(o) = P
[
S1i 6= S
2
j , (0, 0) < (i, j) < (∞,∞)
]
. (2.1)
Suppose quasi-transitive graph G = (V,E) has k types of vertices. That is we can divide the vertex
set V into k orbits according to Aut(G)-action on V : [1], [2], · · · , [k]. Clearly, if initial points o1 and
o2 are in the same orbit [i], then
g(o1) = g(o2).
Thus function g(·) takes at most k values. Let g˜ = max
o∈V
g(o) and R be the number of intersection
times, namely
R =
∞∑
i=0
∞∑
j=0
I{S1i=S2j}
.
Notice that
E(R) =
∞∑
i=0
∞∑
j=0
P
{
S1i = S
2
j
}
.
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Lemma 2.5 For quasi-transitive G = (V,E) satisfying (1.1),
g˜ ≥ c := 1/E(R) > 0.
Proof. Since for any x, y ∈ V and any n ≥ 1,
deg(x) p(n)(x, y) = deg(y) p(n)(y, x),
we have that
P(S1i = S
2
j ) =
∑
x∈V
P(S1i = x, S
2
j = x) =
∑
x∈V
P(S1i = x)P(S
2
j = x)
=
∑
x∈V
p(i)(o, x)p(j)(o, x) =
∑
x∈V
p(i)(o, x)
deg(x)
deg(o)
p(j)(x, o).
Note d = max
v∈V
deg(v) <∞. Then
P(S1i = S
2
j ) ≤ d
∑
x∈V
p(i)(o, x)p(j)(x, o) = d p(i+j)(o, o).
Therefore,
E(R) ≤ d
∞∑
i=0
∞∑
j=0
p(i+j)(o, o) = d
∞∑
ℓ=0
(ℓ+ 1)p(ℓ)(o, o).
By Lemma 2.4, we see that
E(R) <∞.
Thus, a.s. the number of intersections for S1 and S2 is finite. This implies the existence of a ∗-last
intersection for S1 and S2 almost surely, and
1 ≤
∞∑
i=0
∞∑
j=0
P((i, j) is a ∗ −last intersection).
But
P((i, j) is a ∗ −last intersection)
= P
{
S1i = S
2
j , S
1
i1 6= S
2
j1 , (i, j) < (i1, j1) < (∞,∞)
}
= P
{
S1i = S
2
j
}
P
{
S1i1 6= S
2
j1 , (i, j) < (i1, j1) < (∞,∞)
∣∣S1i = S2j } .
Notice (2.1). By the Markov property for S1 and S2, we obtain that
P
{
S1i1 6= S
2
j1 , (i, j) < (i1, j1) < (∞,∞)
∣∣S1i = S2j } = g (S1i ) = g (S2j ) .
Thus,
1 ≤
∞∑
i=0
∞∑
j=0
P((i, j) is a ∗ −last intersection) ≤
∞∑
i=0
∞∑
j=0
P
(
S1i = S
2
j
)
g˜ = g˜ E(R).
Namely, g˜ ≥ 1/E(R) > 0.
Without loss of generality, assume that
[1] ⊆ {v ∈ G | g(v) = g˜ } . (2.2)
Since G is infinite and has k orbits, at least one orbit has infinitely many vertices. In fact, we have
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Lemma 2.6 Every orbit has infinitely many vertices.
Proof. Suppose that there exists an orbit, say orbit [k], with finitely many vertices. As said above,
there is an orbit, say [i], having infinitely many vertices. Choose a vertex x ∈ [i] and a large enough
natural number r such that [k] ⊂ B(x, r). Choose another vertex y ∈ [i] such that the distance between
x and y on G is bigger than 2(r + 1). Then B(y, r) ∩ [k] = ∅. But x and y are in the same orbit [i], it
is impossible that
[k] ⊂ B(x, r), B(y, r) ∩ [k] = ∅.
A contradiction! Therefore, every orbit has infinitely many vertices.
Lemma 2.7 The SRW on G visits every orbit infinite times.
Proof. Consider the SRW S1 = {S1n}
∞
n=0 on G. Define a random walk X = {Xn}
∞
n=0 on {1, 2, · · · , k}
as follows:
Xn = i if S
1
n ∈ [i], n ≥ 0.
For any n ≥ 0, and any i, j ∈ {1, 2, · · · , k}, and any x ∈ [i], it is easy to see that
P
[
S1n+1 ∈ [j]
∣∣S1n = x] does not depend on x and n, and is a function in i, j.
Let pi,j = P
[
S1n+1 ∈ [j]
∣∣S1n = x] . Then we get that X is a Markov chain on {1, 2, · · · , k} with
transition matrix (pi,j)1≤i,j≤k. Due to G is connected, for any 1 ≤ i, j ≤ k, we see that there is a
natural number n satisfying
P
[
S1n ∈ [j]
∣∣S10 ∈ [i]] > 0;
which means X is irreducible. Notice that {1, 2, · · · , k} is finite and X is irreducible. By the standard
theory of Markov chains, we obtain immediately that every state i ∈ {1, 2, · · · , k} is recurrent for X.
Thus SRW on G visits every orbit infinite times.
Note (2.1)-(2.2). Then Lemma 2.5 implies that for the two-sided SRW S with S(0) = o ∈ [1],
P(S(0,∞) ∩ S(−∞, 0] = ∅) = P
(
S1i 6= S
2
j , (0, 0) < (i, j) < (∞,∞)
)
= c > 0. (2.3)
For arbitrary o ∈ V, by Lemma 2.7, we have that the following stopping times are all finite almost
surely:
τ0 = inf
{
r ≥ 0 : S1r ∈ [1]
}
, τn+1 = inf
{
r > τn : S
1
r ∈ [1]
}
, n = 0, 1, 2, · · · .
Clearly, almost surely, as n ↑ ∞, τn ↑ ∞. Let
cutn = {τn is a cut time}, n = 0, 1, 2, · · · .
Then for any n ≥ 0,
P(cutn) = P
({
S10 , S
1
1 , · · · , S
1
τn
}
∩
{
S1τn+1, · · · , S
1
∞
}
= ∅
)
. (2.4)
Lemma 2.8 Suppose o ∈ [1]. Then with probability one, the SRW S1 =
{
S1n
}∞
n=0
(
S10 = o
)
on quasi-
transitive G satisfying (1.1) has infinitely many cut times m with S1m ∈ [1].
Proof. Fix an arbitrary natural number n. For any y ∈ [1], there is a Φy ∈ Aut(G) such that Φy(y) = o.
Notice that the image S˜1 =
{
S˜10 , S˜
1
1 , · · ·
}
of path
{
S1τn , S
1
τn+1, · · ·
}
under ΦS1τn is a trajectory of an
SRW with initial point o. Consider the following path S˜2 :=
{
S˜20 , S˜
2
1 , · · · , S˜
2
τn
}
:
S˜2ℓ = ΦS1τn (S
1
τn−ℓ), ℓ = 0, 1, 2, · · · , τn.
For any finite path p = (w0, w1, · · · , wℓ) in G, let p˜ = (wℓ, wℓ−1, · · · , w1, w0), and
f(p) =
ℓ−1∏
j=0
1
deg(wj)
, f˜(p) = f (p˜) =
ℓ−1∏
j=0
1
deg(wℓ−j)
.
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Let P˜ (n) be the trajectory space for
{
S˜20 , S˜
2
1 , · · · , S˜
2
τn
}
. For any x ∈ V with Qx := P
[
S1τn = x
]
> 0,
write P (n, x) for the corresponding trajectory space for
(
S10 , S
1
1 , · · · , S
1
τn
)
with S1τn = x. Then for any
p ∈ P˜ (n), given S1τn = x ∈ [1] with Qx > 0, the conditional probability of{{
S10 , S
1
1 , · · · , S
1
τn
}
= Φ−1S1τn
◦ p˜
}
is f(p˜)Qx I{Φ−1x ◦p˜∈P (n,x)}. Note that both initial point and end point for path p are in [1], and thus have
the same degree, f (p˜) = f(p). Therefore, for any p ∈ P˜ (n),
P
[{
S˜20 , S˜
2
1 , · · · , S˜
2
τn
}
= p
]
= P
[
{S10 , S
1
1 , · · · , S
1
τn} = Φ
−1
S1τn
◦ p˜
]
= E
[
E
[
I{
{S10 ,S11 ,··· ,S1τn}=Φ
−1
S1τn
◦p˜
}
∣∣∣∣∣S1τn
]]
=
∑
x
Qx
f (p˜)
Qx
I{Φ−1x ◦p˜∈P (n,x)}
=
∑
x
f (p˜) I{Φ−1x ◦p˜∈P (n,x)} = f (p˜) .
Therefore,
P
[{
S˜20 , S˜
2
1 , · · · , S˜
2
τn
}
= p
]
= f (p˜) = f(p),
and S˜2 =
{
S˜0, S˜1, · · · , S˜τn
}
∈ P˜ (n) evolves as an SRW path starting at o.
By the strong Markov property for the SRW, given S1τn ,
{
S1τn+m
}
m≥0
and
{
S1m
}
0≤m≤τn
are
independent. Hence, S˜1 and S˜2 are independent. Combining this with that S˜1 is an SRW with initial
point o, and S˜2 evolves as an SRW starting at o; by (2.3) and (2.4), we have
P(cutn) = P
({
S10 , S
1
1 , · · · , S
1
τn
}
∩
{
S1τn+1, · · · , S
1
∞
}
= ∅
)
= P
(
S˜2 ∩
{
S˜11 , S˜
1
2 , · · ·
}
= ∅
)
≥ P(S(0,∞) ∩ S(−∞, 0] = ∅) = P
(
S1i 6= S
2
j , (0, 0) < (i, j) < (∞,∞)
)
= c > 0. (2.5)
Clearly, the above inequality also holds for n = 0.
Thus by the Kochen-Stone lemma [10],
P(cutn i.o.) ≥ lim sup
m→∞
∑
0≤i,j≤m P(cuti)P(cutj)∑
0≤i,j≤m P(cuti ∩ cutj)
≥ c2. (2.6)
Here i.o. stands for infinitely often, and we have used the following obvious inequalities:
P(cuti)P(cutj)
P(cuti ∩ cutj)
≥ c2, ∀0 ≤ i, j <∞.
Since S1 =
{
S1m
}
m≥0
is transient, given path pτn =
{
S10 , S
1
1 , · · · , S
1
τn
}
with n ≥ 1, when natural
number n0 is large enough,
{
S1n0+m
}
m≥0
avoids pτn . Therefore,
lim sup
m→∞
P
({
τn+m is a cut time for
{
S1τn+ℓ
}
ℓ≥0
,
{
S1τn+m+ℓ
}
ℓ≥1
intersects pτn
}∣∣∣∣ pτn)
≤ lim sup
m→∞
P
({{
S1τn+m+ℓ
}
ℓ≥1
intersects pτn
}∣∣∣∣ pτn)
≤ P
(
lim sup
m→∞
{{
S1τn+m+ℓ
}
ℓ≥1
intersects pτn
}∣∣∣∣ pτn)
= 0.
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Notice that given pτn ,
{
S1τn+ℓ
}
ℓ≥0
is an SRW starting from S1τn ∈ [1]; and (2.5) holds for any o ∈ [1].
Thus for any m ≥ 1,
P
({
τn+m is a cut time for
{
S1τn+ℓ
}
ℓ≥0
}∣∣∣ pτn) ≥ c.
And further,
lim inf
m→∞
P(cutn+m | pτn)
≥ lim inf
m→∞
P
({
τn+m is a cut time for
{
S1τn+ℓ
}
ℓ≥0
}∣∣∣ pτn)
− lim sup
m→∞
P
({
τn+m is a cut time for
{
S1τn+ℓ
}
ℓ≥0
,
{
S1τn+m+ℓ
}
ℓ≥1
intersects pτn
}∣∣∣∣ pτn)
= lim inf
m→∞
P
({
τn+m is a cut time for
{
S1τn+ℓ
}
ℓ≥0
}∣∣∣ pτn)
≥ c.
Choose natural number m0 large enough such that
P(cutn+m | pτn) ≥ c/2, ∀m ≥ m0.
Similarly to (2.6), by the Kochen-Stone lemma [10],
P(cutm i.o. | pτn) ≥ P(cutn+m0+m i.o. | pτn) ≥
c2
4
.
Namely,
P
(
cutm i.o.
∣∣ S10 , S11 , · · · , S1τn ) ≥ c24 . (2.7)
By the Le´vy 0-1 law, almost surely, as n→∞,
E
(
I{cutm i.o.}
∣∣ S10 , S11 , · · · , S1τn )→ I{cutm i.o.}.
Thus
P(cutm i.o.) = 1.
Namely the SRW S1 has a.s. infinitely many cut times m with S1m ∈ [1].
Lemma 2.9 For any o 6∈ [1], with probability one, the SRW S1 =
{
S1n
}∞
n=0
(
S10 = o
)
on quasi-
transitive G satisfying (1.1) has infinitely many cut times.
Proof. Notice almost surely τ0 ∈ (0,∞). Let Ŝ1 =
(
S1τ0+m
)
m≥0
. Then Ŝ1 is an SRW starting at
S1τ0 ∈ [1]. By Lemma 2.8, almost surely, there are infinitely many cut times, denoted in increasing
order by σ1, σ2, · · · , for Ŝ1, such that τ0 + {σ1, σ2, · · · } ⊆ {τ0, τ1, τ2, · · · }. Note for any n ≥ 1,{
S1τ0+σn+1, S
1
τ0+σn+2, · · ·
}
∩
{
S1τ0 , S
1
τ0+1, · · · , S
1
τ0+σn
}
= ∅.
Let An =
{
τ0 + σn is a cut time of S
1
}
, and
Bn =
{{
S1τ0+σn+1, S
1
τ0+σn+2, · · ·
}
∩
{
S10 , S
1
1 , · · · , S
1
τ0
}
= ∅
}
.
Clearly, An = Bn. Then for any n ≥ 1,
P
(
∞⋂
m=n
Am
)
= P
(
∞⋂
m=n
Bm
)
= P (Bn)
= P
({
S1τ0+σn+1, S
1
τ0+σn+2, · · ·
}
∩
{
S10 , S
1
1 , · · · , S
1
τ0
}
= ∅
)
7
≥ P
({
S1τn−1+1, S
1
τn−1+2, · · ·
}
∩
{
S10 , S
1
1 , · · · , S
1
τ0
}
= ∅
)
.
Notice that SRW on G is transient and τ0 is a.s. finite. Then almost surely, when n is large enough,{
S1τn−1+1, S
1
τn−1+2, · · ·
}
∩
{
S10 , S
1
1 , · · · , S
1
τ0
}
= ∅.
Therefore,
lim inf
n→∞
P
(
∞⋂
m=n
Am
)
≥ P
(
lim inf
n→∞
{{
S1τn−1+1, S
1
τn−1+2, · · ·
}
∩
{
S10 , S
1
1 , · · · , S
1
τ0
}
= ∅
})
= 1.
And further
P(An i.o.) ≥ lim inf
n→∞
P
(
∞⋂
m=n
Am
)
= 1;
which implies that the SRW S1 has a.s. infinitely many cut times.
So far we have completed proving Theorem 1.3.
A Appendix
For readers’ convenience, in this appendix, we recall a completely structural classification of quasi-
transitive infinite graphs with polynomial volume growth from [15].
Definition A.1 Let (X, d) and (X ′, d′) be two metric spaces. A rough isometry is a mapping ϕ :
X −→ X ′ such that for all x, y ∈ X,
A−1d(x, y) −A−1B ≤ d′(ϕ(x), ϕ(y)) ≤ Ad(x, y) +B,
and d′ (x′, ϕ(X)) ≤ B for all x′ ∈ X ′, where A ≥ 1 and B ≥ 0. In this case, say two spaces are roughly
isometric. Particularly, if B = 0, then say that they are metrically equivalent.
Note that to be roughly isometric is an equivalence relation between metric spaces ([15] p.28
paragraph 2); and every quasi-transitive infinite graph is roughly isometric with a vertex-transitive
infinite graph ([15] p.29 Proposition 3.9).
Theorem A.2 ([15] p.30 Theorem 3.10) Assume G and G′ are connected infinite graphs with bounded
vertex degrees, and G is roughly isometric to G′. Then G is recurrent⇐⇒ G′ is recurrent. Equivalently,
G is transient ⇐⇒ G′ is transient.
Theorem A.3 ([15] p.54 Theorem 5.11) Let G be a quasi-transitive infinite graph with volume growth
function satisfying VG(n) ≤ Cnd for infinitely many n, where d and C are two positive constants. Then
G is roughly isometric with a Cayley graph of some finitely generated nilpotent group. In particular,
there are a natural number D and two positive constants c0, c1 such that
c0n
D ≤ VG(n) ≤ c1(n+ 1)
D.
Theorem A.4 ([15] p.32 Lemma 3.13) Let G and G′ be two roughly isometric connected infinite
graphs with bounded vertex degrees. Then G and G′ have equivalent volume growth functions, in the
sense that there are two positive constants c0, k0 such that
VG(n) ≤ c0VG′(k0n) and VG′(n) ≤ c0VG(k0n) for all n.
8
By Theorems A.2-A.4, any quasi-transitive connected infinite graph G with polynomial volume
growth is roughly isometric with a Cayley graph G′ of some finitely generated nilpotent group which
has equivalent volume growth function with G; and G is recurrent (resp. transient) if and only if so
is G′. Let D be the degree for the polynomial volume growth of both G and G′. It is known that
SRW on G′ is recurrent if D ∈ {1, 2}, and transient if D ≥ 3. Therefore, SRW on G is recurrent if
D ∈ {1, 2}, and transient if D ≥ 3.
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