We establish a generic formula for the generalised q-dimensions of measures supported by almost self-affine sets, for all q > 1. These q-dimensions may exhibit phase transitions as q varies. We first consider general measures and then specialise to Bernoulli and Gibbs measures. Our method involves estimating expectations of moment expressions in terms of 'multienergy' integrals which we then bound using induction on families of trees.
Introduction
Let S 1 , . . . , S m : R N → R N be a family of contractions; thus there are constants c i < 1 such that |S i (x) − S i (y)| ≤ c i |x − y| for all x, y ∈ R N . Such a family is known as an iterated function system (IFS), and it is well-known that there exists a unique non-empty compact set E satisfying
called the attractor of the system. If the S i = T i +a i (1 = 1, . . . , m) are affine contractions, where T 1 , . . . , T m are non-singular contracting linear mappings on R N and a 1 , . . . , a m ∈ R N are translation vectors, we call E a self-affine set, see [10] . The Hausdorff and box-counting dimensions of many self-affine sets E are given by min{d(T 1 , . . . , T m ), N }, where d(T 1 , . . . , T m ) = inf s :
a number sometimes called the affinity dimension of E, which is defined in terms of the singular values of iterated compositions of the mappings T i , see Section 2 for details. This was shown in [5] to hold for almost all (a 1 , . . . , a m ) ∈ R mN provided that T i < 1 3 for all i, a restriction that was soon weakened to T i < turns out to give the Hausdorff or box dimensions of self-affine sets in many other cases, see for example [6, 13, 17] , and is regarded as a 'generic' formula for the dimensions of self-affine sets. Nevertheless, the dimensions of self-affine sets need not vary continuously with the parameters (a 1 , . . . , a m ) and for highly regular constructions such as self-affine carpets (where the S i map a square onto rectangles selected from a rectangular grid) the dimension of the self-affine set is in general strictly less than than its affinity dimension, see [3, 20] . For more on the dimensions of self-affine sets, see the surveys [4, 22] .
Recently, Jordan, Pollicott and Simon [15] introduced a variant of self-affine sets, which we will term almost self-affine sets, with rather more randomness allowed in the translation parameters than for strictly self-affine sets. Here an independent random perturbation is made at each stage of the iterated construction of the set, yielding a 'statistically self-affine' set, and this was shown to have Hausdorff and box dimensions min{d(T 1 , . . . , T m ), N } almost surely, with the only restriction that T i < 1 for all i; see (2.8) below. (Note that it is often convenient to use the language of probability rather than of measure theory when considering such constructions.)
It is natural to consider multifractal analogues of these dimension formulae, in particular to seek the generalised q-dimensions (also termed generalised Rényi dimensions) of measures supported by self-affine sets. The generalised q-dimension of a measure τ reflects the behaviour of moment sums of τ over small boxes; it is given for q > 0, q = 1 by q , with the sum over the set M r of mesh cubes of side r, see Section 3 for more details.
There is a natural analogue of the affinity dimension that is appropriate for q-dimensions of measures supported by self-affine sets, namely (for q > 1)
. . , T m ; µ) = sup{s :
where µ is a measure on the underlying code space (for 0 < q < 1 the supremum is replaced by an infimum). One might hope that the (lower) generalised dimensions of self-affine measures would equal min{d − q , N } in a 'generic' sense. Again, examples such as measures on self-affine carpets show that this cannot be true for all constructions, see [1, 16, 21] . Nevertheless, we showed in [9] that min{d − q , N } gives an upper bound if q > 0, and in the case of 1 < q ≤ 2 equals the generalised dimension for almost all sets of translation vectors (a 1 , . . . , a m ) ∈ R mN , provided that T i < 1 2 for all i. To estimate higher moments, that is to find D q for q > 2, more randomness seems to be needed, and a very natural setting is for measures supported by almost self-affine sets. Our main result, Theorem 8.1, is that the (lower) generalised q-dimension of a measure on an almost self-affine set equals min{d − q , N } almost surely for all q > 1. We first consider general measures on almost self-affine sets, and then specialise to Bernoulli measures and Gibbs measures in Corollaries 8.3 and 8.5 As with self-affine measures for 1 < q ≤ 2, see [9] , the generalised q-dimensions can exhibit phase transitions, corresponding to the non-differentiability of d Upper bounds for the q-dimensions follow from routine methods. Obtaining almost sure lower bounds for the q-dimensions is much more involved and breaks into two stages. First, in Section 6, we show that the expectation of (an equivalent integral version of) M r (q) is controlled by certain 'multienegy integrals' of the form
(in the special case where q is an integer) where φ s (i 1 , . . . , i q ) is given in terms of products of singular value functions of iterated products of the T i . Then in Section 7 we bound these integrals by breaking up the domain of integration and estimating the integral over each such subdomain using induction on families of trees. This leads to the desired almost sure lower bounds for the q-dimensions in Section 8.
Definitions and notation
We will work throughout with contracting, non-singular, linear mappings T ∈ L(R N , R N ); of course products of such mappings will also be contracting and non-singular. Recall that the singular values α i ≡ α i (T ) of T (i = 1, . . . , N ) are the positive square roots of the eigenvalues of T T * , where T * is the transpose of T , or equivalently are the lengths of the (mutually perpendicular) principal semiaxes of T (B), where B is the unit ball in R N . We adopt the convention that 1
is central in the analysis of self-affine sets. For 0 ≤ s ≤ N we define
where j is the integer such that j − 1 < s ≤ j. It is convenient to set φ
is continuous and strictly decreasing in s, and is sub-multiplicative, that is, for all s ≥ 0, [5] for these basic properties. Many fractals, including self-similar, self-affine and almost self-affine sets may be constructed in a hierarchical manner which can conveniently be indexed by a code space or sequence space. For k = 0, 1, 2, . . . let I k be the set of all k-term sequences or words formed from the integers 1, 2, . . . , m, that is I k = {(i 1 , i 2 , . . . , i k ) : 1 ≤ i j ≤ m}; we take I 0 to contain just the empty word ∅. We often abbreviate a word in I k by i = (i 1 , i 2 , . . . , i k ) and write |i| = k for the length of i. We write I = ∪ ∞ k=0 I k for the set of all such finite words, and I ∞ for the corresponding set of infinite words, so
Juxtaposition of i and j is written ij. We write i| k = (i 1 , . . . , i k ) for the curtailment after k terms of i = (i 1 , i 2 , . . .) ∈ I ∞ , or of i = (i 1 , . . . , i k ) ∈ I if k ≤ k . We write i j to mean that i is a curtailment of j. If i, j ∈ I ∞ then i ∧ j is the maximal sequence such that both i ∧ j i and i ∧ j j.
We may topologise I ∞ in a natural way by the metric d(i, j) = 2 −|i∧j| for distinct i, j ∈ I ∞ which makes I ∞ into a compact metric space. The cylinders C i = {j ∈ I ∞ : i j} for i ∈ I form a base of open and closed neighbourhoods of I ∞ .
It is convenient to identify I with the vertices of an m-ary rooted tree with root ∅. The edges of this tree join each vertex i ∈ I to its m 'children' i 1 , . . . , i m . The estimates in Section 7 involve certain automorphisms of this tree.
Compositions of the contractions T 1 , . . . , T m will be written
. . , i k ), with T ∅ the identity mapping. Set
where α j (T i ) are the singular values of T i . Then 0 < a − ≤ a + < 1, and
for all i ∈ I and j = 1, . . . , n, so that
We also note that, for h > 0,
We now introduce a notation that will permit a random perturbation at each stage of the hierarchical construction of the attractor as in [15] . Let D be a bounded region of R N and for each i ∈ I let ω i ≡ ω i 1 ,...,i k ∈ D be a 'displacement' or 'perturbation' which will eventually be random. Let ω = {ω i : i ∈ I} denote the aggregate of the ω i . Define the projection Π ω :
It is easily checked that this limit exists and is independent of x ∈ R N , and that the map i → Π ω (i) is continuous. We term the compact set
an almost self-affine set. Note that if B ⊆ R N is a ball large enough so that 9) which represents the standard hierachical way of constructing E ω . A standard covering argument, involving dividing up each of the sets in (2.9) into appropriate pieces, shows that for all ω, the Hausdorff and lower and upper box-counting dimensions satisfy
where
see [5, 15] . There are many situations where equality holds in (2.10). These include self-affine sets (where ω i 1 ,...,i k = ω i 1 depends only on the first subscript) for L mN -almost all ω i 1 , . . . , ω im , provided T i < 1 2 for all i, see [5, 24] . Equality also holds with probability one for the almost self-affine sets introduced in [15] , where the {ω i : i ∈ I} are independent with identical distributions of bounded density within a region D.
We now introduce measures supported on E ω by projecting a measure from I ∞ . Let µ be a finite Borel measure (with respect to the metric d) on I ∞ . For each ω = {ω i : i ∈ I} let µ ω be the image of µ under the projection Π ω , that is
for A ⊆ R N , or equivalently by
. . , i k we get the self-affine measures studied in [9] .
Generalised q-dimensions
One approach to multifractal analysis of a measure on R N involves generalised q-dimensions; see [8, 11, 12, 19, 23] for various treatments. The generalised dimensions of a finite Borel measure τ of bounded support may be defined along the lines of box-counting dimension using r-mesh cubes, that is cubes in R N of the form [j 1 r, (j 1 + 1)r) × · · · × [j n r, (j n + 1)r) where j 1 , . . . , j n are integers. We write M r for the set of r-mesh cubes in R N . The q-dimensions reflect the power law behaviour of moment sums of τ . For q > 0 and r > 0 set
where the sum is over the r-mesh cubes C such that τ (C) > 0. We identify the power law behaviour of M r (q) by defining, for q = 1, the lower and upper generalised q-dimensions of τ
If, as frequently happens, D q (τ ) = D q (τ ), we write D q (τ ) for the common value which we refer to as the generalised q-dimension.
It is easily verified that D q (τ ) and D q (τ ) are each nonincreasing in q and continuous (for q = 1), and that 0
In this paper we will be entirely concerned with higher moments and will assume that q > 1 throughout. In this case, the definitions of q dimensions are independent of the origin and orientation chosen for the mesh cubes.
There are useful integral forms of D q and D q . For q > 1,
and
see [18] .
Upper bounds for generalised dimensions
It is not difficult to derive natural upper bounds for D q (µ ω ) and D q (µ ω ) valid for a general measure µ and all ω. For given s > 0 and 0 < r < 1 let j be the integer such that j − 1 < s ≤ j and define
The finite set of sequences J s (r) is a cut-set or stopping in the sense that for every i ∈ I ∞ there is a unique integer k such that
The basic estimate is as follows.
Proposition 4.1 Let µ be a finite Borel measure on I ∞ , let µ ω be the measure on E ω defined by (2.12). For q ≥ 1 and 0 < s ≤ N there is a number c > 0 such that, for all ω and all sufficiently small r,
Proof. The proof in [5, Proposition 4.1] holds virtually unchanged, by covering the el-
, where j is the integer such that j − 1 < s ≤ j, and summing the measures of these cubes and using Jensen's and Minkowski's inequalities. 2
This leads us to define quantities that one might hope would give the lower and upper generalised q-dimensions for q > 1.
Note that in taking these upper and lower limits it is enough to consider r → 0 through any discrete sequence of r that converges no faster than at a geometric rate. For d 
= sup{s :
Proof. Note that, from (2.5),
for all s 1 < s, and in particular lim sup r→0 i∈J s 1 (r) φ
for all s 1 < s, and in particular lim sup k→∞ i∈I k φ
We conclude that the numbers in (4.3), (4.5) and (4.6) are equal. 2
There are not, in general, expressions for d Corollary 4.3 Let µ be a finite Borel measure on I ∞ , let µ ω be the measure on E ω defined by (2.12) and let q > 1. Then for all ω
Proof. This is immediate from (4.2) taken in conjunction with the definitions (4.3) and (4.4), noting that generalised dimensions never exceed the dimension of the ambient space. 
The random model
Generalised dimensions of measures on (almost) self-affine sets are not everywhere continuous in the defining parameters so we can only hope for generic or almost sure results. More over, as is usually the case, it is harder to get good lower bounds than upper bounds. One might hope that generically that one would have
This was shown to be the case in [9] for almost all (with respect to translates) self-affine measures with T i < 1 2 for all i in the case 1 < q ≤ 2. However, varying the translates did not provide enough randomness in such strictly self-affine constructions to be able to extend this to larger q. Here we address this difficulty by working with an almost self-affine model, our ultimate aim being to show that D q (µ ω ) = min{d − q , N } almost surely for measures on random almost self-affine sets.
Let D be a bounded region in R N . For each i, let ω i ∈ D be a random vector distributed according to some Borel probability measure P i that is absolutely continuous with respect to N -dimensional Lebesgue measure. We assume that the ω i are independent identically distributed random vectors. We let P denote the product probability measure P = i∈T P i on the family of displacements ω = {ω i : i ∈ T }.
In this context, the points Π ω (i) ∈ R N given by (2.6)-(2.7) are now random points whose aggregate form the random set E ω of (2.8), and the measure µ ω defined by (2.12)-(2.13) is supported by E ω . The main theorem of [15] states that, in this setting, the dimension of E ω equals the affinity dimension almost surely.
Proof. This is established using a potential theoretic method in [15, Theorem 1.5]. 2
Our aim now is to obtain an analogue of this result for the generalised L q -dimensions D q (µ ω ) of the measures µ ω for q > 1. The upper estimate was addressed in Section 4. For the lower estimate we proceed in two stages. We first obtain an upper bound for
, the expectation of the quantity that occurs in the definition of the generalised dimensions (3.3), in terms of a 'multienergy integral' (6.4). We then use an induction on trees to show that this integral is bounded if |i|=k φ
For the first stage, we recall that the inverse singular values φ s (T i∧j ) −1 , which depend on the join i∧j of i, j ∈ I ∞ , play an important rôle in estimates involving dimensions of selfaffine sets. Multienergy kernels may be regarded as a generalisation of such expressions to several points of I ∞ . The join set of i 1 , . . . , i n ∈ I ∞ is the set of join points
with repetitions counted by multiplicity in a natural way. The multiplicity of v ∈ J is r−1, where r is the greatest integer such that there are distinct i i 1 , . . . , i ir with i ip ∧ i iq = v for all 1 ≤ p < q ≤ r; this ensures that J contains exactly n − 1 points including repetitions. In the simplest case where m = 2, every vertex of a join set has multiplicity 1. It is natural to think of the join points as vertices of the m-ary tree I where the paths from ∅ to the i j meet, see Figure 1 . We define multienergy kernels by forming products of the singular value functions at the vertices of join sets. For i 1 , . . . , i n ∈ I ∞ let
We will consider multienergy integrals of the form
. The second stage involves showing that, for suitable s, certain multienergy integrals are finite, implying that µ ω (B(x, r)) q−1 dµ ω (x) < ∞ almost surely, to give a lower bound for D q (µ w ). These two stages are executed in the next two sections.
Probabilistic estimates
The aim of this section is to bound the expectation of µ ω (B(x, r)) q−1 dµ ω (x), that is the integral which occurs in the definition of the generalised dimensions (3.4), in terms of a multienergy integral.
Let E denote expectation. Given J ⊆ I we write F = σ{ω i : i ∈ J} for the sigma-field generated by the random displacements ω i ∈ J and write E(Z | F) for the expectation of a random variable Z conditional on F; intuitively this is the expectation of Z given all the displacements {ω i : i ∈ J}.
Note that the constant c may differ in each of the following lemmas. The first lemma is a 'transversality' property of a form often encountered in work on self-affine sets.
Lemma 6.1 Let 0 < s ≤ N with s not an integer. Then there exists c > 0 such that
for all u, v ∈ I, where F = σ{ω i : i ∈ J} for any subset J of T such that v| k+1 , v| k+2 , . . . ∈ J and u| k+2 , u| k+3 , . . . ∈ J but u| k+1 / ∈ J, where |u ∧ v| = k.
Proof. From (2.7), for each u, v,
where the integral may be estimated just as in [5 We next use a sequence of conditional expectations to extend Lemma 6.1 from 2 to n + 1 points of I ∞ .
Lemma
Proof. We may renumber the points i 1 , . . . , i n in such a manner that {i 1 ∧ i 2 , i 2 ∧ i 3 , . . . , i n−1 ∧ i n , i n ∧ j} are precisely the points of the join set (i 1 , . . . , i n ), including any repeated points. (One way to achieve this renumbering is to transform the tree I by an automorphism fixing the root ∅ in such a way that j is the 'extreme right' point of the tree and renumber the i k from left to right.) Note that this renumbering does not affect the value of φ s (i 1 , . . . , i n , j). Thus
We estimate this expectation through a tower of conditional expectations. Define a sequence of sigma-fields
n are all F l -measurable for l = 1, . . . , n − 1. Using the tower property for conditional expectation, that Z ω 2 . . . Z ω n is F 1 -measurable, and then applying Lemma 6.1,
Repeating this argument n − 1 times, we obtain that
giving the bound for the unconditional expectation
Combining this with (6.2) gives (6.1). 2
We now integrate (6.1) over the i l .
Lemma
Proof. Using Fubini's theorem,
Finally, integration of an appropriate power of (6.3) with respect to j gives the main estimate (note the simpler form of (6.4) if q = n + 1 is an integer).
Proposition 6.4 Let n ≥ 1 and 1 < q ≤ n + 1. Then for all 0 < s ≤ N with s not an integer, there exist numbers c > 0 and r 0 > 0 such that for all 0 < r ≤ r 0 ,
Proof. Since n/(q − 1) ≥ 1, Jensen's inequality and (6.3) give
7 Integral estimates
This section is devoted to estimating the integral (6.4). To do this we identify the code space I with the vertices of a rooted m-ary tree with root ∅, in the obvious way. Thus the edges of the tree join each i ∈ I to its m 'children' i1, . . . , im. To estimate (6.4) we will split the domain of integration into subdomains consisting of n-tuples (i 1 , . . . , i n ) whose join sets lie in certain families of automorphisms of the tree I. We will use induction over classes of join sets to estimate the integrals over each such domain, with Hölder's inequality playing a very natural rôle at each step. We require a little terminology. A join set J with root w ∈ I consists of a family of vertices {v 1 , . . . , v r } of I, with repetitions allowed, such that v i w for all i and with the property that v i ∧ v j ∈ J for all v i , v j ∈ J. The root may or may not be a vertex of the join set. The number r + 1 is called the spread of the join set. The multiplicity of a given vertex is the number of times it occurs in J.
Join sets occur naturally in connection with the integrals (6.4): given i 1 , . . . , i n ∈ I ∞ then J = (i 1 , . . . , i n ) is a join set of spread n, and the multiplicity of a vertex v ∈ J is r −1 where r is the greatest integer such that there are distinct i i 1 , . . . , i ir with i ip ∧i iq = v for all 1 ≤ p < q ≤ r. (In a binary tree every vertex of a join set has multiplicity 1.)
A join class J with root w ∈ I is an equivalence class of join sets all with root w, two such join sets J and J being equivalent if there is an automorphism of the rooted subtree of I with root w that maps J onto J (preserving multiplicities). The spread of a join class J is the common value of the spreads of all J ∈ J .
The level of a vertex v ∈ I is just |v|. Thus the set of levels L(J) of a join set J = {v 1 , . . . , v r } is {|v 1 |, . . . , |v r |}, allowing repetitions, and the set of levels L(J ) of a join class is the common set of levels of the join sets in the class.
Note that in (7.1) and below, the product is over the set of levels in a join class. The symbol [n − 1] above the product sign merely indicates that there are n − 1 terms in this product; this convention is helpful when keeping track of terms through the proofs. Proposition 7.1 Let q > 1 and n ≥ 2 be such that q ≥ n. Let J be a join class with root v and spread n. Then
Proof. We proceed by induction on the number of distinct vertices of J . To start the inductive process, suppose that the join sets in J consist of a single vertex v of multiplicity n − 1 for some n ≥ 2. First assume that v is itself the root of the join sets of J . Then
which is (7.1), noting that L(J ) has just one level |v| which is of multiplicity n − 1, with the sums in each multiplicand of (7.1) having just one term each. If, now, the join class J has root w and contains join sets J consisting of a single vertex v, distinct from w, of multiplicity n − 1 at level l, we may sum (7.2) over v such that v w and |v| = l to get, using Hölder's inequality,
, which is (7.1) for join classes with a single vertex of any multiplicity. Now assume inductively that (7.1) holds for all join sets with fewer than k distinct vertices for some k ≥ 2. Let J be a join class with root v and k ≥ 2 distinct vertices and spread n where n ≤ q. Again, first consider the case where that the root v belongs to the join sets in J as the 'top' vertex. In each join set J ∈ J there is a (possibly empty) set of r ≥ 0 vertices {v 1 , . . . , v r } in J distinct from and 'immediately below' v, that is with the path joining v i to v in the tree I containing no other vertices of J. For a given class J these sets of vertices (with multiplicity) are equivalent under automorphisms of the tree that fix the root v.
For each i, the join set J ∈ J induces a join set that we denote by J i with root v and vertices {u ∈ J : u v i }, that is the vertices of J below and including v i . These join sets are equivalent under automorphisms of the tree that fix the root v and we write J i = {J i : J ∈ J } for this equivalence class of join sets, which has spread n i ≥ 2, say, and set of levels L i (counted with repetitions).
Let
where t ≥ 0. To integrate over {i 1 , . . . , i n } such that (i 1 , . . . , i n ) ∈ J we decompose the integral so that for each J ∈ J , for each i (1 ≤ i ≤ r), the n i integration variables, {i 
, where we have applied the inductive assumption (7.1) to join sets in J i (which all have root v) for each i.
Combining terms,
, where L is the complete set of levels of J , where we have used (7.3), and incorporated the terms φ s (T v ) 1−q µ(C v ) q (taken as a sum over the single vertex v) in the main product with multiplicity (r + t − 1). This is (7.1) in the case where the root of the join sets in J belongs to the join sets.
Finally, if the root w is not a vertex of the join sets in J , then summing (7.1) over join sets with top vertex v w with |v| = l and using Hölder's inequality,
, which completes the induction and the proof. 2 Proposition 7.1 would be adequate for our needs for the cases when q is an integer. However for non-integral q > 1 we need a generalisation where one of the variables of integration is distinguished. Whilst the proof of Proposition 7.2 again uses induction on join sets and Hölder's inequality, the details are more intricate than in Proposition 7.1, and indeed depends on Proposition 7.1 at several points.
Let 0 ≤ k 1 < k 2 < . . . < k p be levels, where 1 ≤ p ≤ n. For j ∈ I ∞ write j r = j| kr . For each r = 1, . . . , p, let J r be a given join class with root at level k r and spread m r , see Figure 2 . Write J r (j r ) for the corresponding join class with the root mapped to j r , that is so that the tree automorphisms of I that map j r to j r map the join sets in J r (j r ) onto those in J r (j r ) in a bijective manner.
We need to include the cases where J r (j r ) is a join class with root j r and of spread 1. In this case we interpret integration over (i l ) ∈ J r (j r ) as integration over all i l such that i l ∧ j = j r , and we take φ s (i l ) = 1 where this occurs in the next proof.
Proposition 7.2 Let q > 1 and let n be an integer with n ≥ q − 1. With notation as above, for each r = 1, . . . , p let J r be a join class with root at level k r and spread m r ≥ 1,
where L denotes the aggregate set of levels of {L(
Proof. We proceed by induction on r, starting with r = p and working up to r = 1, taking as the inductive hypothesis: For all j r ∈ I kr ,
where n r = m r + · · · + m p and L r denotes the set of levels of {L(J r ), . . . , L(J p ), k r , . . . , k p } counted by multiplicity (so that L r consists of m r + · · · + m p = n r − 1 levels).
To start the induction, we apply Proposition 7.1 to get Figure 2 : Part of the tree I indicating the notation of Proposition 7.2
1/n in the main product and noting that m p = n p . (Observe that this remains valid if m p = 1, in which case the inner integral in (7.6) is with respect to the single variable i 
where we have used Proposition 7.1 to estimate the first part and the inductive hypothesis (7.5) for the second part. Using Hölder's inequality for each j k−1 :
Thus from (7.7)
which is (7.5) with r = k − 1, noting that m k−1 + n k = n k−1 .
Finally, taking r = 1 in (7.5) and noting that n 1 = n,
and summing over all j 1 at level k 1 and using Hölder's inequality again, gives (7.4). 2
To use (7.2) to determine when the integral in (6.4) converges we need to bound the number of distinct join classes that have a prescribed set of levels. Let 0 ≤ l 1 ≤ · · · ≤ l n be (not necessarily distinct) levels. Write
J r is a join class with root at level k r ,
Lemma 7.3 Let n ∈ N and 0 < λ < 1. Then
Proof. Let N 0 (l 1 , . . . , l n ) be the total number of join classes with root ∅ (the root of the tree I) and levels l 1 ≤ · · · ≤ l n . Every join set with levels 0 ≤ l 1 ≤ · · · ≤ l n ≤ l n+1 may be obtained by joining a vertex at level l n+1 to some vertex of a join set with levels 0 ≤ l 1 ≤ · · · ≤ l n through a path in the tree I, and this may be done in at most n inequivalent ways to within tree automorphism. Thus N 0 (l 1 , . . . , l n+1 ) ≤ nN 0 (l 1 , . . . , l n ), so since N 0 (l 1 ) = 1, we have 9) where P (k) is the number of distinct ways of partitioning the integer k into a sum of n integers k = l 1 + · · · + l n where 0 ≤ l 1 ≤ · · · ≤ l n . Since P (k) is polynomially bounded (trivially P (k) ≤ (k + 1) n−1 ), (7.9) converges for 0 < λ < 1. 2
Using Lemma 7.3 to count the domains of integration to which Proposition 7.2 is applied leads to the main estimate. 
Proof. For each j we decompose the integral inside the square brackets as a sum of integrals taken over all 0 ≤ k 1 < · · · < k p and all m 1 , . . . , m p ≥ 1 such that m 1 + · · · + m p = n, and all join classes J 1 (j 1 ), . . . , J p (j p ) where J r (j r ) has root j r = j| kr and spread m r :
where the product is over the set of levels L = {L(J r ), . . . , L(J p ), k r , . . . , k p } counted with repetitions, and we have used Minkowski's inequality and (7.4). Condition (7.10) implies that |u|=k φ s (u) 1−q µ(C u ) q ≤ cλ k for all k, for some c > 0 and some λ < 1. Thus
Main results
We now put together the estimates from the two preceding sections to obtain an almost sure lower bound for the lower q-dimension of measures on almost self-affine sets, which coincides with the upper bound of Corollary 4.3. We then consider the special cases where the underlying measure µ is a Bernoulli measure or a Gibbs measure on I ∞ when it turns out that the lower and upper q-dimensions coincide almost surely and there are further natural expressions for this common value. Recall the expressions for d Theorem 8.1 Let T i be linear contractions on R N with T i < 1 for all i = 1, . . . , m. Let µ be a finite Borel measure on I ∞ and let µ ω be the measure defined by (2.12) in the random model described in Section 5. For q > 1, we have that, for almost all ω,
Proof. 
k for some λ < 1, so condition (7.10) is satisfied It follows from Theorem 7.4 and Proposition 6.4 that, for all 0 < s 2 < s,
for all sufficiently small r, for some M < ∞. For any 0 < ρ < 1, the Borel-Cantelli Lemma implies that almost surely the sequence
converges to 0, so, since the asymptotic behaviour of the multifractal integrals is controlled by their values on any such sequence of r = ρ k , we conclude that
almost surely. This is true for all
We now specialise to Bernoulli measures on almost self-affine sets, which might be termed 'almost self-affine measures'. Let p 1 , . . . , p m be 'probabilities', with p i > 0 for all i and m i=1 p i = 1. We may define a self-similar Borel measure µ on I ∞ by setting
on the cylinders C i , where i = (i 1 , . . . , i k ), and extending to general Borel and measurable subsets of I ∞ in the usual way. (The measure µ may be thought of as an invariant measure on the code space I ∞ under the shift map.) We refer to the measures µ ω on the almost self-affine sets E ω as Bernoulli measures on E ω or almost self-affine measures.
Lemma 8.2 Let µ be defined by (8.1). For all q > 1, the limit
exists for all s > 0 and is strictly increasing in s. In particular there is a unique number 3) and, moreover,
Proof. With µ a Bernoulli measure, it follows from (8.1) and (2.1) that
is a supermultiplicative sequence, so by the standard property of such sequences, the limit (8. 
Our result for almost self-affine measures now follows easily. Corollary 8.3 (Almost self-affine measures) Let T i be linear contractions on R N with T i < 1 for all i = 1, . . . , m. Let µ be the Bernoulli measure on I ∞ given by (8.1) and let µ ω be the almost self-affine measure defined by (2.12) on the random set E ω . Then, for almost all ω,
is the unique positive number satisfying
Proof. By Theorem 8.1 and Corollary 4.3 and we have that, almost surely,
so the conclusion follows from Lemma 8.2. 2.
As might be anticipated, if µ is a Gibbs measure on I ∞ we get similar results to those for µ a Bernoulli measure. Let σ be the shift map on I ∞ , so σ(i 1 , i 2 , . . .) = (i 2 , i 3 , . . .). For f : I ∞ → R we define the sums
where i = (i 1 , i 2 , . . .) ∈ I ∞ , and σ j is the jth iterate of σ. A Borel probability measure µ on I ∞ is a Gibbs measure on I ∞ if there exists a continuous f : I ∞ → R, a number P (f ) termed the pressure of f , and a > 0, such that for all k and all i = (i 1 , . . . , i k ) ∈ I k we have
Thus the pressure is given by
By a standard result from the thermodynamic formalism, see for example [8, 23] , if f satisfies an -Hölder condition of the form |f (i) − f (j)| ≤ cd(i, j) for all i, j ∈ I ∞ for some > 0, then there exists an invariant Gibbs measure µ satisfying (8.5) for some P (f ). From (8.4)
for k, l = 1, 2, . . ., so from (8.5) The result for Gibbs measures now follows. Proof. This is precisely as in Corollary 8.3, using Lemma 8.4 rather than Lemma 8.2. 2.
The expression lim k→∞ i∈I k φ s (T i ) 1−q µ(C i ) q 1/k = 1, that gives the generalised dimensions for Gibbs measures satisfying (8.5), may be regarded as (the exponential of a) pressure expression in the context of a subadditive or generalised thermodynamic formalism, see [2, 7] . With an appropriate definition of generalised pressure P ({g k }) for a subadditive family of functions {g k }, the number d q is the unique value of s such that
or equivalently P (1 − q) log φ s (T ·|k ) + qµ(C ·|k k = 0, see [9] for more details.
Further remarks
(1) The numbers d q can have discontinuous derivatives at values of q for which d q is an integer, since for s non-integral
where j is the integer such that j − 1 < s < j, which is discontiouous at the integer s if α s (T ) > α s+1 (T ). Thus the q-dimensions of measures on almost self-affine sets typically exhibit phase transitions, that is have discontinuous derivatives with respect to q. In particular, what can be said for measures on self-affine sets rather than almost self-affine sets? Whilst the formula holds for almost all strictly self-affine sets (with respect to translates a 1 , . . . , a m ∈ R N ) if 1 < q ≤ 2, more randomness seems to be unavoidable if q > 2.
Finding generic expressions for q-dimensions of self-affine-like sets if 0 < q < 1 needs a different approach. Whilst d q (defined with an infimum in (1.1)) provides an upper bound it seems awkward to show that this is the generic value. In view of examples related to the projection of measures where the 'natural' formulae for q-dimensions fail for 0 < q < 1, see [14] , a generic formula might well be more subtle.
(4) It would be of interest to develop a 'fine' multifractal analysis of measures on (almost) self-affine sets, and to find generic forms of the (Hausdorff) multifractal spectrum f H (α) of µ ω , that is f H (α) = dim H {x ∈ R N : lim r→0 log µ ω (B(x, r))/ log r = α},
where dim H denotes Hausdorff dimension. From general results on coarse and fine multifractal theory and their relationships, see, for example, [8, Chapter 11] .
