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We study the conductivity of a nondegenerate 2D electron liquid in a quantizing magnetic field for
frequencies well below the cyclotron frequency. The conductivity is formed by electron transitions in
which the energy of a photon goes to the interaction energy of the many-electron system, whereas the
involved momentum is transferred to quenched disorder. The conductivity peak is non-Lorentzian.
Its shape depends on the relation between the correlation length rc of the disorder potential and
the typical amplitude δf of vibrations of the electrons about their quasi-equilibrium positions in the
liquid. The width of the peak is determined by the reciprocal time it takes an electron to move over
rc (or the magnetic length l, for rc < l). In turn, this time is determined by vibrational or diffusive
motion, depending on the ratio rc/δf . We analyze the tail of the conductivity peak for short-range
disorder. It is formed by multiple collisions with the disorder potential. We also analyze scattering
by rare negatively charged traps and show that the conductivity spectrum in this case depends on
both short- and long-time electron dynamics.
PACS numbers: 73.23.-b, 73.50.-h, 73.40.Hm
I. INTRODUCTION
In recent years much progress has been made toward
understanding of transport phenomena in strongly in-
teracting electron systems. The well-known examples
are the fractional quantum Hall effect (QHE) [1] and
metal-insulator transition phenomena in low-density two-
dimensional electron systems (2DES) in semiconductors
[2]. 2DESs are particularly convenient for investigating
the electron-electron interaction (EEI), since the electron
density n can be varied in broad limits. One of the most
important effects of the EEI is onset of electron corre-
lations. The extent to which the system is correlated
depends on the ratio Γ of the characteristic Coulomb en-
ergy e2(πn)1/2 to the electron kinetic energy Ekin
Γ = e2(πn)1/2/Ekin (1)
(Ekin is equal to the biggest of the Fermi energy ǫF and
kBT ). For Γ exceeding a critical value ΓW a 2DES be-
comes a Wigner crystal. The parameter ΓW is numeri-
cally large. For low temperatures (Ekin = ǫF ≫ kBT , in
which case Γ = rs), ΓW ≈ 37 [3], whereas for a nonde-
generate 2DES (ǫF ≪ kBT ) ΓW ≈ 130 [4].
For ΓW > Γ ≫ 1, a 2DES is still strongly correlated,
but it forms an electron liquid. Based on the success
of the Fermi liquid theory in describing 3He it is often
assumed that, in the quantum region ǫF ≫ kBT , the
electron liquid can be described by a Fermi liquid, too.
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However, for very large rs, the system may be more com-
plicated [3, 5].
For large kBT/ǫF and for ΓW > Γ ≫ 1, a 2DES is a
strongly correlated non-Fermi liquid. It should display
a nonstandard behavior. Experimentally such 2DES has
been investigated in semiconductor heterostructures [2,
6], and in much detail for electrons on the surface of liquid
helium [4]. A nondegenerate electron liquid has common
features with an ordinary liquid. It does not have long-
range translational order and displays self-diffusion, as
seen in various numerical simulations [7, 8, 9, 10].
In contrast to ordinary liquids driven by forces applied
to their surface, a 2DES is driven by a “volume” field,
that is a field experienced by each electron. It comes
from external disorder, such as defects and phonons in
semiconductors, or helium vapor atoms and surface cap-
illary waves on helium. Because the total momentum of
a 2D electron liquid is changed through “volume” rather
than “surface” scattering, electron transport is different
from transport in an ordinary liquid. It is different also
from transport in a weakly nonideal electron gas. Even
though the conductivity is of a metallic rather than acti-
vated type for weak disorder potential, its dependence on
the parameters of the system, including electron density,
temperature, frequency, and a magnetic field, should be
totally different from that for an ideal gas.
The change of transport coefficients stems from elec-
tron scattering by disorder being strongly affected by the
electron-electron interaction in a 2D liquid. During scat-
tering an electron is coupled to other electrons, and this
coupling determines the scattering probability. This is
the case even for a short-range disorder potential, where
different electrons are scattered off uncorrelated fluctua-
2tions. In this respect a nondegenerate electron liquid is
similar to a liquid of vortices in a superconductor.
In the present paper we investigate the frequency de-
pendence of the magneto-conductivity σxx(ω) of a 2D
electron liquid. Such dependence is particularly inter-
esting as it should provide a direct insight into the way
in which a correlated electron system exchanges momen-
tum with disorder. Indeed, in the Drude model the low-
frequency magneto-conductivity transverse to a strong
magnetic field B is
σDr(ω) = ne
2τ−1Dr (ω)/mω
2
c , ωc = eB/mc, (2)
where ωc is the cyclotron frequency and τ
−1
Dr is the mo-
mentum relaxation rate. Here and below we keep in
σxx(ω) the lowest-order term in ω
−1
c . The frequency dis-
persion of σDr comes from the dispersion of τ
−1
Dr (ω). In
the case of single-electron elastic scattering it becomes
strong for frequencies of order of the duration of a colli-
sion with a scatterer.
The single-electron Drude picture does not apply to
a 2DES if the magnetic field B transverse to the elec-
tron layer is quantizing. Here, all single-electron states
except for one or maybe few are localized [11, 12], and
the single-electron conductivity is equal to zero at zero
frequency[13, 14]. Metallic-like conductivity of a nonde-
generate electron liquid is a result of the electron-electron
interaction. Earlier we found a way to take this interac-
tion into account nonperturbatively and calculated the
static conductivity and the cyclotron resonance for a
weak short-range disorder potential [15]. These results
were qualitatively and quantitatively confirmed by the
experiment [16, 17].
The question of observing the actual dynamics or elec-
tron scattering in the electron liquid has not been ad-
dressed previously. From analogy with single-electron
scattering one may expect that an insight into this dy-
namics can be gained from the frequency dependence of
σxx(ω). Here we develop an appropriate theory and sug-
gest relevant experiments. We also study the magneto-
conductivity for two important types of a disorder po-
tential that have not been discussed for a nondegenerate
electron liquid: a smooth random potential and a poten-
tial of rare charged defects. The physics of many-electron
transport in these cases is significantly different from that
for short-range disorder.
A simple argument shows that the frequency dispersion
of the long-wavelength magneto-conductivity for ω ≪ ωc
is indeed directly related to many-electron effects. Be-
cause the electron kinetic energy is quantized, the energy
of an absorbed photon h¯ω may go to either the electron
potential energy in the disorder potential or the Coulomb
energy of the electron system, or both. For weak disorder
electrons are not localized, and the disorder potential is
largely averaged out by electron motion. Then the pho-
ton energy may only be transferred to the electron sys-
tem. However, to provide momentum conservation, this
transfer must be mediated by disorder.
For short-range disorder, one can think of photon ab-
sorption as resulting from an electron bouncing off a
point defect. In a quantizing magnetic field B, a momen-
tum transfer to a defect δp leads to an electron displace-
ment δr = (c/eB2) δp×B. In the presence of radiation,
this displacement can change the energy of the electron-
electron interaction by h¯ω. Therefore by investigating
the frequency dependence of the absorption cross-section,
one can find how an electron moves during a collision.
As we show, for weak short-range disorder the con-
ductivity σxx(ω) has a peak at ω = 0 with a specific
non-Lorentzian shape, which is fully determined by the
electron-electron interaction. Of special interest is the
tail of this peak. For large photon frequencies (but still
ω ≪ ωc) a large electron displacement δr is required
in order to accommodate the energy. Respectively, a
large momentum has to be transferred to the disorder. It
may come from multiple electron scattering. The mecha-
nism has some similarity with that of anomalous diffusion
transverse to a magnetic field [18]. It significantly slows
down the decay of σxx(ω) with ω compared to the decay
calculated for single-collision absorption.
The frequency dependence of σxx(ω) is totally different
for a long-range disorder potential. Of particular inter-
est is the potential with a correlation length rc smaller
than the inter-electron distance. In this case the electron
scattering cannot be described in the hydrodynamic ap-
proximation. As we show, here the conductivity displays
a characteristic cusp at ω = 0.
In Sec. II we relate the magnetoconductivity of a
strongly correlated electron liquid to the electron struc-
ture factor. We introduce the single-site approximation,
which determines the short-wavelength behavior of the
structure factor. In Sec. III we analyze the frequency de-
pendence of the magnetoconductivity for a short-range
disorder potential. We show that, for nonzero frequen-
cies but ω ≪ ωc, the conductivity in quantizing fields
becomes a nonmonotonic function of B. In Sec. IV and
the Appendix we develop an appropriate diagrammatic
technique and study the far frequency tail of the mag-
netoconductivity due to multiple electron scattering. In
Sec. V we discuss two types of an intermediate-range dis-
order: the smooth disorder potential and the potential of
short-range electron traps; in both cases the conductivity
is shown to be related to diffusion in the electron liquid.
Sec. VI contains concluding remarks.
II. MANY-ELECTRON
MAGNETOCONDUCTIVITY: GENERAL
ARGUMENTS
In the range Γ≫ 1 the energy of the electron-electron
interaction (EEI)
Hee =
e2
2
∑
n6=m
|rn − rm|−1 (3)
3is the largest in the electron system. Therefore even
where electrons do not form a crystal, Γ < ΓW , electron
positions rn are still correlated. The EEI does not change
the total momentum of the 2DES, and thus does not
directly affect the long-wavelength conductivity σxx(ω)
(the Kohn theorem). However, momentum transfer from
electrons to defects depends on electron motion, and so
σxx(ω) is ultimately determined by the EEI.
A standard approach to calculating σxx is based on
finding elementary excitations in the many-electron sys-
tem and then studying their scattering by a disorder po-
tential. This approach is not of much help in the case of a
nondegenerate electron liquid, because elementary exci-
tations are not known [19]. However, for the types of dis-
order that we are interested in, the frequency-dependent
conductivity is determined by electron motion on either
short or long times. This motion can be described even
when elementary excitations are not known, as explained
in Appendix A.
We will consider magnetoconductivity in a quantizing
magnetic field B applied normal to the electron layer,
exp(h¯ωc/kBT ) ≫ 1. Then the electron wave function
is a wave packet. Its typical size is the magnetic length
l = (h¯/mωc)
1/2. The further analysis is based on the
observation [15] that, in addition to a magnetic field, an
electron is driven by an electric field Ef from other elec-
trons. This field is due to electron density fluctuations,
see Appendix A. It leads to a semiclassical drift of the
electron wave packet with a group velocity cEf/B.
The semiclassical approximation applies for sufficiently
high temperatures,
kBT ≫ h¯Ω, Ω = ω2p/ωc ≡ 2πe2n/mωc. (4)
Here, Ω is the typical frequency of vibrations of the
electrons about their quasi-equilibrium positions in the
electron liquid (ωp is the plasma frequency for B = 0,
Ω ≪ ωc). The picture of moving wave packets, with
continuous energy spectrum, is qualitatively different
from the single-electron picture where the electron energy
spectrum is a set of discrete degenerate Landau levels.
Electron motion leads to averaging of the disorder po-
tential. Together with inter-electron energy exchange
it eliminates single-electron localization by an arbitrar-
ily weak random potential studied in the QHE theory
[11, 12]. A typical electron energy in the liquid is kBT .
Therefore a sufficiently strong disorder is needed in order
to localize an appreciable portion of electrons, potentially
leading to a glass transition. In this paper we assume
that the disorder potential is weak and the electron liq-
uid displays self-diffusion and associated self-averaging.
Specific conditions depend on the correlation length of
the disorder potential and will be discussed later.
A. Magnetoconductivity for weak disorder
potential
The Hamiltonian of the electron liquid in the presence
of disorder has the form
H = H0 +Hee +Hi,
Hi =
∑
q
Vq ρq, ρq =
∑
n
exp (iqrn) . (5)
Here, H0 is the sum of the single-particle Hamiltonians
p2n/2m [with pn = −ih¯∇n + (e/c)A(rn)]; Hee is the
EEI Hamiltonian and is given by Eq. (3), and Vq are the
Fourier components of the disorder potential.
The long-wavelength magnetoconductivity is given by
the correlator of the total electron momentumP =
∑
pn.
The latter satisfies the equation of motion
dPµ
dt
= ωcǫµνPν − i
∑
q
qµVq ρq
(ǫµν is the antisymmetric permutation tensor). The low-
frequency conductivity, ω ≪ ωc, is determined by slow
time variation of P. Therefore the time derivative in
this equation can be ignored. The expression for P can
be then substituted into the Kubo formula for the con-
ductivity, giving σxx(ω) in terms of the correlator of the
density operators ρq weighted with the disorder poten-
tial,
σxx(ω) = −e
2l4[1− exp(−βω)]
4h¯3ωS
∫ ∞
−∞
dt eiωt
×
∑
q,q′
(qq′)
〈
VqVq′ ρq(t)ρq′(0)
〉
. (6)
Here, 〈 · 〉 implies thermal averaging followed by averaging
over realizations of the random potential, S is the area
of the system, and β = h¯/kBT .
In the case of a weak disorder potential, the density-
density correlator in Eq. (6) can be evaluated to zeroth
order in Vq (the criteria are discussed below). Then the
conductivity can be expressed in terms of the dynamical
structure factor of the electron liquid
S(q, ω) =
∫ ∞
−∞
dt eiωtS˜(q, t),
S˜(q, t) = N−1〈ρq(t)ρ−q(0)〉0, (7)
where N = nS is the total number of electrons, and the
subscript 0 means that the correlator is evaluated in the
absence of disorder.
For a nondegenerate liquid, it is convenient to write the
conductivity (6) in the form of an Einstein-type relation
σxx(ω) =
ne2Ds
kBT
, Ds = l
2τ−1(ω)/4. (8)
Here, Ds can be thought of as a coefficient of electron
diffusion in the disorder potential; it should not be con-
fused with the coefficient of self-diffusion in the electron
4liquid discussed in the Appendix A). The characteristic
diffusion length in the disorder potential is given by the
size of the electron wave packet l, and the collision rate
is
τ−1(ω) =
1− e−βω
βω
h¯−2l2
∑
q
q2|Vq|2S(q, ω), (9)
where the overline denotes averaging over realizations of
disorder.
The rate τ−1 (9) is quadratic in the disorder poten-
tial, as in the standard Drude approximation. The ex-
pression for the conductivity (8), (9) goes over into the
Drude formula (2) if one sets τ−1 = 4τ−1Dr /βωc. However,
in contrast to the single-electron Drude approximation,
the dynamic structure factor in τ−1 is determined by the
electron-electron interaction. In particular S(q, ω) de-
pends on the electron density n.
The factor [1− exp(−βω)]/βω in Eq. (9) is equal to 1
in the most interesting frequency range βω ≪ 1, which
includes the central part of the peak of the low-frequency
conductivity. The frequency dependence of the effective
scattering rate and the conductivity in this range is de-
termined by S(q, ω). On the other hand, in the analysis
of the conductivity tail we will be interested primarily
in the exponent, whereas [1 − exp(−βω)]/βω leads to a
smooth frequency dependence of the prefactor (∝ ω−1 for
βω ≫ 1). Therefore we omit this factor in what follows.
B. The single-site approximation
The expression (9) is significantly simplified in the im-
portant and most common situation where the correla-
tion length of the random potential rc is small compared
to the inter-electron distance n−1/2. Here, at most one
electron is scattered by a given fluctuation of the poten-
tial, for example, by an impurity in the case of electrons
in semiconductors or a short-wavelength ripplon in the
case of electrons on helium. Since the 2DES is strongly
correlated, all other electrons are far away.
The condition rc ≪ n−1/2 allows us to single out the
most important terms in the structure factor S(q, ω).
The major contribution to the sum over q in Eq. (9)
comes from q ∼ min(l−1, r−1c ) ≫ n1/2. On the other
hand, S˜(q, t) as given by Eq. (7) is a double sum of
exp[iqrm(t)] exp[−iqrm′(0)] over the electron numbers
m,m′. The terms with m 6= m′ are rapidly oscillating
for q ≫ n−1/2. Therefore, when calculating τ−1, one
should keep only diagonal terms with m = m′. We call
this the single-site approximation,
S˜(q, t) ≈ S˜ss(q, t), q ≫ n1/2,
S˜ss(q, t) =
〈
eiqr(t)e−iqr(0)
〉
0
, (10)
where r ≡ rm stands for the coordinate of an mth elec-
tron. The result is independent of m, and therefore we
disregarded the electron number in Eq. (10). Respec-
tively, S(q, ω) ≈ Sss(q, ω), where Sss(q, ω) is the Fourier
transform of S˜ss(q, t).
The transition from the Kubo formula (6) to Eqs. (8)
- (10) corresponds to the approximation of independent
scattering events for each individual electron. It is sim-
ilar to the standard ladder approximation of the single-
electron theory and applies provided the duration of a
collision tcol is small compared to the reciprocal rate of
electron scattering by the disorder potential. In turn, tcol
is the typical time range that contributes to Sss(q, ω).
III. FREQUENCY DISPERSION OF THE
CONDUCTIVITY: A SHORT-RANGE
POTENTIAL
We will first consider the case of a short-range potential
with correlation length
rc ≪ δf ≡ (kBT/mω2p)1/2. (11)
Here, δf is the typical thermal displacement of an elec-
tron from its quasi-equilibrium position in the electron
liquid. As explained in Appendix A, electron motion on
distances smaller than δf and for times much smaller than
Ω−1 is a transverse drift in a nearly uniform fluctuational
electric field Ef [20] [the electron vibration frequency Ω
is given by Eq. (4)].
We will calculate the structure factor (10) using a for-
mulation that differs from the one used in Refs. 15. It
is advantageous in that it can be generalized to the case
of multiple scattering by disorder potential, as shown in
Sec. IV.
Thermal averaging of a single-electron operator over
the states of the many-electron system in Eq. (10) can
be done in two steps. First we average over the states of
a given (mth) electron for a given many-electron configu-
ration. Configuration averaging is done next. It comes to
integration over the relative positions of the guiding cen-
ters Rm′ of all other electrons (m
′ 6= m) with respect to
Rm. The integration has to be done with the Boltzmann
weighting factor exp(−Hee/kBT ) [see Eq. (A11)]. This
is because the electron kinetic energies are eliminated by
the Landau quantization, and the only relevant energy of
the system is the potential energy of the electron-electron
interaction.
The first averaging means taking a trace of a corre-
sponding single-electron operator on the single-electron
wave functions of an (mth) electron ψk(r) (r ≡ rm). The
functions ψk belong to the lowest Landau level (LLL)
and should be found assuming that the electron is in a
uniform electric field Ef created by other electrons. No
extra weighting factor (in particular, no Boltzmann fac-
tor) has to be incorporated when calculating the trace.
The energy is determined only by the many-electron con-
figuration, and thermal averaging is done over such con-
figurations.
5The wave functions ψk(r) depend on the many-electron
configurations only in terms of the fluctuational field Ef .
Therefore the configuration averaging is reduced to aver-
aging over the distribution of the field Ef (A3), which we
denote by 〈 · 〉Ef (this notation includes subsequent aver-
aging over realizations of the random potential, if nec-
essary). Overall, the average value of a single-electron
operator O(r) can be written as
〈O(r)〉 = 2πl
2
S
〈∑
k
〈ψk(r)|O(r)|ψk(r)〉
〉
Ef
, (12)
where the prefactor is just the reciprocal number of states
of the lowest Landau level.
In order to find the structure factor S˜ss(q, t) [Eq. (10)]
to zeroth order in the random potential we will use the
explicit form of the LLL wave functions ψ
(0)
k (r) of an
electron in the field Ef
ψ
(0)
k (r) =
1
(Lyl)1/2π1/4
exp
(
iky− 1
2l2
(
x− kl2)2). (13)
Here, we chose the x-axis in the direction of Ef , i.e.,
Ef = Ef xˆ; Ly is the size of the system in the y-direction,
and the coordinate x is counted off from −eEf/mω2c . The
magnetic field is chosen along the negative z-direction,
B = −Bzˆ.
The corresponding electron energy ε
(0)
k (counted off
from h¯ωc/2− e2E2f /2mω2c)) is
ε
(0)
k = eEfkl
2. (14)
The structure factor (10) is determined by the trace of
a product of the single-electron operators exp
(±iqr(t))
taken at different times in the Heisenberg representation.
From Eqs. (13), (14) we have
〈
ψ
(0)
k
∣∣eiqr(t)e−iqr(0)∣∣ψ(0)k 〉 ≈ e−q2l2/2 eitqvD , (15)
where vD ≡ cEf × B/B2 is the semiclassical drift ve-
locity; for chosen axes the vector vD points in the y-
direction. In Eq. (15) we disregarded fast-oscillating
terms ∝ exp(±inωct) with n ≥ 1. Such terms make ex-
tremely small contribution to the conductivity for ω ≪
ωc.
Following the procedure (12), in order to find S˜ss(q, t)
we have to average the right-hand side of Eq. (15) over
the fluctuational field Ef . For the Gaussian[10] field dis-
tribution (A3) this gives
S˜ss(q, t) = exp
(
−1
2
q2l2
(
1 +
t2
t˜2e
))
. (16)
Eq. (16) shows that the structure factor decays very fast
for wave numbers q ≫ 1/l. For ql ∼ 1 it also rapidly
decays with time for t≫ t˜e.
The characteristic time t˜e is simply related to the r.m.s.
drift velocity and the r.m.s. fluctuational field 〈E2f 〉,
t˜e =
√
2l
〈v2D〉1/2
=
√
2h¯
el〈E2f 〉1/2
(17)
(the choice of the coefficients is convenient for Eq. (21)
below). A closely related time
te = l(B/c) 〈E−1f 〉 ∼ (Ω kBT/h¯)−1/2. (18)
was introduced previously [15] as the average time of
flight of an electron wave packet over a distance l in the
crossed fields Ef , B. In the case of a short-range disor-
der potential (rc ≪ l), te is the duration of an electron
collision with the fluctuation of the potential (a point
defect). For a Gaussian distribution of the fluctuational
field assumed here we have t˜e = (2/π)
1/2te.
Eqs. (9), (16) give the conductivity in a simple form.
The typical values of q transferred in an electron collision
are qc = (r
2
c + l
2)−1/2. The duration of a collision is
the time over which the correlator (16) decays, te/qcl.
For a short-range potential (11), we have te/qcl ≪ Ω−1.
This justifies the assumption that the fluctuational field
remains constant during a collision, which is equivalent
to the assumption that t≪ Ω−1.
The condition for the disorder potential to be weak so
that collisions occur successively in time is
te
[
(rc/l)
2 + 1
]1/2 ≪ τ(0), (19)
where τ−1(ω) is given by Eq. (9) and is quadratic in the
potential strength.
The typical frequency Ω [Eq. (4)] of electron vibra-
tions about its quasi-equilibrium position is also the rate
of inter-electron energy exchange. The time interval be-
tween successive collisions of a vibrating electron with the
same short-range scatterer ∼ (qcδf)2Ω−1 is much larger
than Ω−1. Therefore an electron looses coherence be-
tween successive collisions. This shows that interference
effects leading to weak localization in the single-electron
approximation are not important, for weak scattering.
A. The conductivity for a δ-correlated random
potential
The expression for the conductivity can be obtained in
an explicit form in the important case of a δ-correlated
random potential V (r)V (r′) = v2δ(r− r′), or
|Vq|2 = πh¯2γ2l2/2S, h¯γ = (2/π)1/2v/l. (20)
The parameter γ ∝ 1/l introduced here is a convenient
characteristic of the random potential in the problem of
electrons in a quantizing magnetic field. It gives the
width of the peak of the density of states ρ(E) in the
single-electron approximation [21]; in particular, on the
tail ρ(E) ∝ exp(−4E2/h¯2γ2), see Ref. 22. From Eq. (9),
the scattering rate for the potential (20) is τ−1(0) ∼ γ2te,
and the condition for the random potential to be weak
takes a simple form
γ ≪ t−1e .
6Collecting Eqs. (8), (9), (16), (20) we obtain a simple
explicit expression for the frequency-dependent magne-
toconductivity,
σxx(ω) ≈ π
16
ne2βγ2t˜e
mωc
σ1(ω)
σ1(ω) =
(
1 + ωt˜e
)
e−ωt˜e. (21)
In the quasi-static limit of small ωte Eq. (21) coincides
with our previous result [15]. The conductivity σxx(0)
has a form of a single-electron conductivity in a magnetic
field, with a scattering rate τ−1 ∼ γ2te quadratic in the
disorder potential. However, in contrast to τ−1Dr Eq. (2),
the value of τ−1 is fully determined by the EEI. Through
the factor te it depends on the fluctuational electric field
that drives an electron during a collision with a scatterer.
It scales with the density of the electron liquid as n−3/4,
so that the overall conductivity σxx(0) ∝ n1/4.
The frequency dependence of the conductivity is de-
termined by the dimensionless function σ1(ω), which is
shown in Fig. 1. It peaks at zero frequency and monoton-
ically decays with increasing ω. In contrast to the Drude
conductivity in the absence of a magnetic field, which has
a Lorentzian peak σxx ∝ 1/(1 + ω2τ2), the peak of σ1 is
strongly non-Lorentzian. The characteristic width t−1e of
the peak of σ1 is independent of the disorder potential.
Its dependence on the electron density, temperature, and
the magnetic field is of the form t−1e ∝ n3/4T 1/2B−1/2.
1
ω te
~
0.5
1
1 2 30
0.1
σ
FIG. 1: The frequency dependence of the many-electron con-
ductivity for short-range disorder as given by Eq. (21).
The tail of the peak is exponential in ω. Interest-
ingly, it has the exact form of the Urbach rule [23], i.e.,
| lnσ1| ∝ ω. [However, for very large ωte where mul-
tiple scattering becomes important, this form is mod-
ified, see Sec. IV.] The shape of the tail can be un-
derstood by noticing that the conductivity is formed by
processes in which the energy h¯ω of absorbed photons
goes to the many-electron system. In an individual ab-
sorption process the involved electron moves by the dis-
tance δR = h¯ω/e |Ef | along the fluctuational electric field
Ef ‖ xˆ. The squared matrix element of a dipolar electron
transition accompanied by a displacement δR ≡ δR xˆ is
determined by the (squared) overlap integral of the wave
functions (13)
|〈ψ(0)k (r)|ψ(0)k (r+ δR)〉|2 = exp
[−(δR)2/2l2] . (22)
On the other hand, the probability (A3) to have a fluc-
tuational field Ef = h¯ω/(e δR) is
p ∝ exp
(
− (h¯ω)
2
e2(δR)2 〈E2f 〉
)
.
By optimizing the product of the two exponentials
with respect to δR, we obtain that the conductivity is
∝ exp(−ωt˜e), with account taken of the expression (17)
for t˜e. This is in agreement with Eq. (21).
It is important to check the assumption that the field
Ef is uniform over relevant distances. In a strongly cor-
related system |∇Ef | ∼ e n3/2. Therefore for optimal δR
and Ef the relative change of the field on the distance δR
is
|∇Ef | δR
Ef
∼ e n
3/2δR
Ef
=
e2n3/2(δR)2
h¯ω
∼ Ωte ≪ 1.
It is interesting that this condition does not impose lim-
itations on ω.
Another interesting feature of the many-electron mi-
crowave conductivity σxx(ω) is its nonmonotonic depen-
dence on the magnetic field. Since γ ∝ 1/l ∝ B1/2 [see
Eq. (20)] and te ∝ B1/2 [Eq. (18)], the static conductivity
σxx(0) ∝ B1/2 is increasing with B for quantizing fields.
This happens because, as B increases, the electron wave
function becomes more localized, thus increasing the ef-
fective strength of coupling to short-range scatterers. At
the same time, the electron drift velocity in the fluctu-
ational field decreases, and as a result the characteristic
collision duration te increases with B, leading to the over-
all scattering rate τ−1 ∼ γ2te ∝ B3/2 [15]. The increase
of σxx(0) with increasing B has been confirmed experi-
mentally [16].
For nonzero frequencies, σxx(ω) displays a peak as
a function of B, see Fig. 2. For comparatively small
(but still quantizing) fields we have ωte ≪ 1, and then
σxx(ω) ∝ te ∝ B1/2, as in the static limit. On the other
hand, for B such that ωte ≫ 1, the conductivity falls
down exponentially with increasing ωte. The position
Bmax of the peak of the conductivity is given by the
Golden ratio
(ωt˜e)max =
1 +
√
5
2
, Bmax ∝ ω−2. (23)
We note that the microwave magneto-conductivity dis-
plays a peak as a function of B in the single-electron
approximation as well [14]. However, the shape of the
peak is totally different. In particular, the high-B decay
of the single-electron σxx(ω) is related to localization of
electron states in the random potential and is described
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FIG. 2: The dependence of the reduced microwave many-
electron conductivity σ′1(ω) = ωt˜eσ1(ω) on the magnetic
field for weak δ-correlated random potential and for kBT ≫
h¯ω. Both the characteristic scaling magnetic field Bω =
B/(ωt˜e)
2 and the ratio σxx(ω)/σ
′
1(ω) are independent of B,
see Eqs. (17) and (21).
by a power law. Many-electron effects lead to delocaliza-
tion, and the decay of the conductivity with B becomes
exponential, cf. Fig. 2. Of course, for very strong B the
approximation of weak random potential γte ≪ 1 breaks
down, and then the decay of σxx(ω) with B slows down.
We note also that in the single-electron theory
σxx(0) = 0 due to electron localization[13, 14]. Therefore
σxx(ω) as function of frequency has a peak at nonzero fre-
quency which depends on B. This is in contrast with the
monotonic decay of σxx(ω) in the many-electron theory
shown in Fig. 1.
IV. CONDUCTIVITY TAIL: THE EFFECT OF
MULTIPLE SCATTERING
It follows from the results of Sec. III [see Eq. (13)] that
electron wave functions in crossed electric and magnetic
fields display Gaussian decay along the electric field. One
may expect that multiple scattering of an electron in a
short-range random potential will slow down this decay,
as it does for localized electrons in the absence of an
electric field [18]. In turn, a slower spatial decay may
lead to a slower decay of the many-electron conductivity
σxx(ω) with frequency on the tail where ωte ≫ 1. This is
because it becomes more probable for an electron to shift
by a larger distance along the fluctuational electric field
Ef and therefore to absorb a photon with higher energy.
The approximation of an electron moving in a static
uniform field Ef is well justified in the frequency range
ωte ≫ 1. Indeed, the many-electron field Ef changes
over time ∼ Ω−1, see Appendix A. It remains constant
over the duration ω−1 of absorption of a photon, because
ω−1 ≪ te ≪ Ω−1. The argument in favor of the field
uniformity is based on the fact that the absorption tail
is formed by large fields Ef . They are experienced by
electrons that are far away from their quasi-equilibrium
positions. The larger is the field the larger the distance to
the quasi-equilibrium position should be. On the other
hand, this distance is also the scale on which the field
is spatially nonuniform. We will see that it will largely
exceed the electron displacement h¯ω/eEf during absorp-
tion. Both lengths will be assumed much smaller than
the inter-electron distance n−1/2.
A large electron displacement requires a large mo-
mentum transfer to the random potential, q ≫ n−1/2.
Therefore it is a good approximation to evaluate the
correlator in the expression for the conductivity (6) us-
ing the single-site approximation. This means that the
product ρq(t)ρq′(0) in Eq. (6) should be replaced by∑
m exp[iqrm(t)] exp[iq
′rm(0)]. Then
σxx(ω) = − ne
2l4
4kBT h¯
2
∫ ∞
−∞
dt eiωt
×
∑
q,q′
(qq′)
〈
VqVq′ e
iqr(t)eiq
′r(0)
〉
, (24)
where r ≡ rm [the result is independent of the electron
number m]. For h¯ω >∼ kBT we should replace (kBT )−1
with [1− exp(−βω)]/h¯ω; however, as noted above, it will
only affect the prefactor in the conductivity.
The averaging in Eq. (24) can be done following the
prescription (12), i.e., one first calculates a trace over
the single-electron wave functions ψk in a fluctuational
field and then averages over the field. In contrast to the
calculation in Sec. III, to allow for multiple scattering
one should use wave functions found with account taken
of the disorder potential V (r). In our approximation av-
eraging over realizations of V (r) and Ef is done indepen-
dently. It turns out to be more convenient to average
over V (r) first.
In what follows the random potential is assumed to
be Gaussian and δ-correlated, with the correlator (20).
We will use the Green function technique. In contrast
to what was done in the analysis of the tail of the wave
function [18], this technique has to be formulated in the
frequency domain. We will show that this leads to a
somewhat unusual set of diagrams.
A. The projected Green function
In order to find the low-frequency conductivity it is
convenient to use the Green function Gε(r, r
′) “pro-
jected” on the lowest Landau level. It is constructed
from the LLL wave functions ψk(r) of an electron in the
random potential V (r) and in the electric field Ef ,
Gε(r, r
′) =
∑
k
ψk(r)ψ
∗
k(r
′)(ε− i0− εk)−1, (25)
where εk is the single-electron energy of the state k. The
wave functions ψk are linear combinations of the LLL
wave functions ψ
(0)
k [Eq. (13)] in the absence of disorder.
8Following the averaging procedure (12), we obtain from
Eq. (24)
σxx(ω) =
ne2l4
4kBT h¯
l2
S
Re
∑
ν=x,y
∫ ∞
−∞
dε
∫
dr dr′
×〈V (r)V (r′) ∂rν∂rν Gε(r, r′)G∗ε+h¯ω(r, r′)〉Ef . (26)
We will consider the random potential V (r) as a per-
turbation. The zeroth-order Green function G
(0)
ε can be
found using the explicit expressions (13), (14) for the
wave functions and the energy in the absence of disor-
der,
G(0)ε (r, r
′) = π−1/2l g(r, r′)
∫
dk
×exp
(−[2l2k − (x + x′)− i(y − y′)]2/4l2)
ε− eEf l2k − i0 , (27)
where the x-axis is chosen along the field Ef as in
Eq. (13).
The function
g(r, r′) =
1
2πl2
e−(r−r
′)2/4l2 ei(x+x
′)(y−y′)/2l2 (28)
in Eq. (27) has a simple meaning. It gives the (minus)
right-hand side of the Schro¨dinger equation for the pro-
jected Green function Gε(r, r
′), that is it replaces the
δ-function δ(r−r′) in the Schro¨dinger equation for a stan-
dard Green function. The function g(r, r′) is localized in
a narrow region |r − r′| <∼ 2l and leads to a Gaussian
fall-off of G
(0)
ε for large distances.
The full Green function Gε is determined by the Dyson
equation. Its solution can be written symbolically as
Gε = G
(0)
ε +G
(0)
ε ·V ·G(0)ε +G(0)ε ·V ·G(0)ε ·V ·G(0)ε +. . . (29)
where the central dot implies integration over internal co-
ordinates, like
∫
driG
(0)
ε (ri−1, ri)V (ri)G
(0)
ε (ri, ri+1). We
emphasize that, even though the Green function Gε is
projected on the LLL, Eq. (29) contains the full rather
than the projected disorder potential V (r).
A straightforward calculation shows that, to the lowest
order in V , the conductivity obtained from Eq. (26), co-
incides with the result of Sec. III; in this approximation
the full Green function Gε in Eq. (26) has to be replaced
with G
(0)
ε .
B. Diagrams for high-frequency conductivity
According to Eqs. (27), (28), the Green function
G
(0)
ε (r, r′) is mostly localized in a narrow region |r−r′| <∼
2l. As a function of energy, it peaks at the (scaled) mid-
point in the Ef -direction, where ε = eEf(x + x
′)/2 for
y = y′. Near the maximum,
G(0)ε (r, r
′) ≈ g(r, r
′)
ε− i0− eEfr(c)
. (30)
r(c) ≡ r(c)(r, r′) = [(x+ x′) + i(y − y′)]/2
With this in mind, we now consider the expression (26)
for the conductivity in terms of the product of the Green
functions and think of Gε and G
∗
ε as given by the pertur-
bation series (29). In the product of the series we need to
find terms containing G
(0)
ε (r, r′) and [G
(0)
ε+h¯ω(r˜, r˜
′)]∗ with
eEf [r
(c)(r˜, r˜′)− r(c)(r, r′)] ≈ h¯ω.
Such terms describe absorption of a photon accompa-
nied by an electron displacement by δR = h¯ω/eEf . The
displacement results from scattering by the random po-
tential.
Graphically, the leading-order contribution to conduc-
tivity can be represented by a sum of the “fat fish” di-
agrams illustrated in Fig. 3 in the coordinate represen-
tation. In this figure, the wavy lines mark the points r
and r′ where the derivatives of the product of the Green
functions are taken in Eq. (26). The lines above and
below these points represent the series (29) for Gε(r, r
′)
and [Gε+h¯ω(r, r
′)]∗, respectively. The crosses (“x”) in-
dicate the factors V in the expansion (29) at points ri
where the electron is “scattered”. Solid lines between
the crosses denote the Green functions G
(0)
ε (ri, ri+1) and
[G
(0)
ε+h¯ω(r
′
i, r
′
i+1)]
∗ that describe electron propagation be-
tween collisions.
r’
r’
r
r
(a) (b)r1
rN+1
r1
rN+1
FIG. 3: Diagrams for the conductivity (26) in the coordinate
representation. Segments of the solid lines connecting the
points r ≡ rs and r
′
≡ r′s′ in the upper and lower halfplanes
are the Green functions G
(0)
ε (ri, ri+1) and [G
(0)
ε+h¯ω(r
′
i, r
′
i+1)]
∗,
respectively. Crosses (“x”) correspond to the Gaussian δ-
correlated potential V at points ri [subsequent integration
over ri is implied]. Dashed lines indicate averaging over V .
Wavy lines mark the “external” vertices V (r) and V (r′) in
Eq. (26) and imply differentiation of the product of the Green
functions over r, r′ prior to averaging over V .
An N th order diagram has the total number of crosses
equal to 2(N+1) (two crosses come from the external ver-
tices in Fig. 3). We start with the Green functions that
correspond to the top and bottom segments in Fig. 3.
Each of them connects points with equal coordinates,
rN+1 and r1, respectively. Their product is
G(0)ε (r1, r1) [G
(0)
ε+h¯ω(rN+1, rN+1)]
∗
∝ (ε− i0− eEfx1)−1(ε+ h¯ω + i0− eEfxN+1)−1.(31)
9Upon integration over ε in Eq. (26), the expression
(31) goes over into 2π2δ
(
h¯ω − eEf(xN+1 − x1)
)
. This is
the equation of energy conservation in a photon-induced
transition r1 → rN+1. Such a transition is exactly the
process that diagrams in Fig. 3 describe.
This picture provides a physical insight into the dia-
grams. It shows that the absorption does not occur in
a transition r → r′ between the external points of the
diagram. Important for the transition is the admixture
of the wave functions centered away from r, r′ (in fact,
maximally far away, see below).
The solid lines in Fig. 3 other than the top and bottom
segments connect spatially-separated points ri, ri+1. The
leading exponential terms in the dependence of the Green
functions on the distance between the points is given by
overlap functions g(ri, ri+1) [see Eq. (30)]. The product
of the g-functions entering the N th order diagrams can
be written as
g˜N ({rj}) = g(r1, r1) g(rN+1, rN+1)
N∏
i=1
∣∣g(ri, ri+1)∣∣2
∝ exp
(
−
∑
i
(ri − ri+1)2/2l2
)
. (32)
with {rj} ≡ r1, . . . , rN+1. We have incorporated into
Eq. (32) the terms from the “external” coordinates r ≡
rs, r
′ ≡ r′s′ .
For large h¯ω/NeEf l the integral over r2, . . . , rN+1 can
be evaluated by steepest descent, with the constraint
h¯ω = eEf(xN+1 − x1) [the integral over r1 cancels the
factor S−1 in Eq. (26)]. As in the case of underbarrier
tunneling in a magnetic field [18], the extreme points are
equidistant,
x
(e)
i = x1 + (i− 1)h¯ω/NeEf , y(e)i = y(e)1 (33)
for i = 2, . . . , N + 1. Then, at the extremum,
ln g˜N ({r(e)j }) ≈ −(h¯ω/eEf l)2/2N. (34)
This expression has a simple physical meaning. The fac-
tor N in the denominator shows the scattering-induced
increase of the overlap integral between the electron wave
functions centered at points r1 and rN+1, which are sep-
arated by h¯ω/eEf .
Except for the top and bottom Green functions (31),
all other Green’s functions in the diagrams in Fig. 3 are
nonresonant. Their saddle-point values can be evaluated
using the approximate expressions (30). The diagrams in
Fig. 3(a) have rs ≡ r that differs from rs′ ≡ r′. These di-
agrams describe interference of different tunneling paths
and can be negative or positive. The total of all diagrams
in Fig. 3 is, of course, positive. The interference of paths
affects only the prefactor in the conductivity. The lead-
ing exponential dependence on the distance h¯ω/eEf and
on the diagram order N is not affected. It is the same for
all diagrams in Fig. 3. Therefore here we will give results
only for the “diagonal” terms, which are described by the
diagrams in Fig. 3(b).
The N th -order diagrams in Fig. 3(b) contain a mul-
tiplier [πh¯2γ2l2/2]N+1 from the intensity of the random
potential (20). Together with the factors from the energy
denominators [see Eq. (30)] and the factors from the in-
tegration over dri around the extreme points (33), these
coefficients give an N -dependent factor
Cs = [Nγ/ω]
2N [(2s− 3)!! (2N − 2s+ 1)!!]−2 , (35)
which also depends on the position s (r = r′ ≡ rs) of the
wavy lines in Fig. 3(b) (we assume that 1 < s < N + 1).
For large N ≫ 1, the factor Cs is maximal for s = N/2,
lnCmax ≈ 2N ln(γ/ω) + 2N (36)
The condition s = N/2 indicates that photon-induced
transitions preferably occur between the states that are
maximally (and equally) separated from the “external”
points r, r′. This is optimal in terms of maximizing the
overlap integral of states with given energy separation.
A more detailed calculation [24] shows that, in order
to allow for compensation from diagrams in Fig. 3(a),
it is necessary to incorporate corrections to the leading-
order steepest descent integrals. However, as we already
mentioned, these corrections do not affect the leading
term in lnσxx. We also note that, for a given Ef , the in-
plane conductivity becomes anisotropic. This anisotropy
leads to different prefactors for the conductivity in the
directions parallel and perpendicular to Ef [24].
C. Frequency dependence of the logarithm of the
conductivity
The logarithm of the conductivity σxx(ω) is given by
the maximal value of the sum of the expressions (34), (36)
with respect to the order of the diagram N . To average
over the fluctuational electric field, one has to add the
logarithm of the field distribution and find the maximum
of the resulting expression over Ef . With the Gaussian
field distribution (A3), we obtain
lnσxx(ω) ≈ −(3/21/3) (ωt˜e)2/3 [ln(ω/γ)− 1]1/3 , (37)
where t˜e is given by Eq. (17).
Eq. (37) is the central result of this section. It shows
that the logarithm of the conductivity depends on fre-
quency as ω2/3 for large ω. This form of decay is a re-
sult of multiple scattering in the random potential, which
helps an electron move along the fluctuational field as it
absorbs a photon. The crossover to Eq. (37) from the
single-scattering approximation (21) [where | lnσxx| ∝ ω]
occurs when the optimal number of scattering events
N ∼ [ωte/ ln(ω/γ)]2/3 becomes large. The correspond-
ing value of ω depends on both the many-electron fluc-
tuational field and the intensity of the random potential.
Several comments need to be made about this result.
First, the diagrams in Fig. 3 are unusual for a trans-
port problem. They are neither the standard “ladder di-
agrams”, nor the maximally crossing diagrams. Rather
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the diagrams in Fig. 3(b) are the maximally wrapped
(embedded) diagrams for the self-energy. Here they ap-
pear, because absorption of a photon is accompanied by
only one “real” scattering by the random potential. The
role of multiple scattering is to alleviate the Gaussian
decay of the electron wave function along the fluctua-
tional field. Second, as the frequency increases, the prob-
ability of a realization of an optimal fluctuational field
Ef may become non-Gaussian. In particular, in the re-
gion where ln p(Ef) is nearly linear in Ef [10], we obtain
| lnσxx| ∝ ω1/2, i.e., even a slower decay than Eq. (37).
V. MAGNETOCONDUCTIVITY IN A SMOOTH
RANDOM POTENTIAL
In many physically interesting cases the correlation
length of the random potential rc is large (or effectively
large, see below) compared to the typical size of the elec-
tron wave packet. A well-known example is provided
by electron systems in semiconductor heterostructures,
where much of the disorder potential comes from the
donors that are spatially separated from the 2DES. A
sufficiently weak smooth random potential does not lead
to a glass transition in an electron liquid. The liquid
should then display a nonzero static conductivity σxx(0).
We are interested in the effect on transport of the dy-
namics of individual electrons in the electron liquid. Re-
spectively, we will consider scattering with momentum
transfer that largely exceeds the reciprocal inter-electron
distance, q ≫ n−1/2. Such scattering is usually more im-
portant for magnetoconductivity. If, on the other hand,
the random potential is smooth on the scale of inter-
electron distance, rc ≫ n−1/2, the magnetoconductivity
can be analyzed in the magneto-hydrodynamic approx-
imation by considering long-wavelength hydrodynamic
modes of a viscous electron liquid in a magnetic field
and disorder potential.
A. Gaussian potential with correlation length
rc ≪ n
−1/2
We start with the case of a weak Gaussian random
potential with correlation length small compared to the
inter-electron distance. Here, to the second order in V (r)
the conductivity is given by Eqs. (8), (9), with the struc-
ture factor S(q, ω) evaluated in the single-site approxi-
mation (10).
The results become particularly interesting and in-
structive if the correlation length of the potential satisfies
the condition
δf ≪ rc ≪ n−1/2, (38)
where δf is thermal electron displacement from a quasi-
equilibrium position in the liquid (11).
For a random potential that satisfies the inequality
(38), the structure factor S˜ss(q, t) needs to be calculated
for q ≪ 1/δf . In other words, the electron displacement
|rm(t) − rm(0)| in Eq. (10) should exceed δf . Such dis-
placements occur on times t that largely exceed the recip-
rocal frequency of vibrations about a quasi-equilibrium
position Ω−1. They are due to self-diffusion in the elec-
tron liquid, with the diffusion coefficient Dee (A14) in-
troduced in Appendix. In the diffusion approximation
we have
S˜ss(q, t) ≈ exp(−Deeq2|t|), |t| ≫ Ω−1. (39)
The physical picture of scattering by a smooth ran-
dom potential V (r) is as follows. The guiding center of
the electron cyclotron orbit drifts transverse to the sum of
the many-electron fluctuational force−eEf and−∇V (r).
The field Ef leads primarily to vibrations about a quasi-
equilibrium electron position. In turn, these vibrations
result in partial averaging of the disorder potential. This
is somewhat similar to motional narrowing in nuclear
magnetic resonance. The averaging is incomplete because
of self-diffusion of quasi-equilibrium electron positions.
Therefore the momentum transferred by the disorder po-
tential, and thus the conductivity, are determined by the
diffusion rate.
Frequency dispersion of the conductivity depends on
a specific model of the random potential. A model fre-
quently used in the analysis of scattering of 2DES, in-
cluding the quantum Hall effect, is a random potential
with a Gaussian correlator [12],
|Vq|2 = S−1v2G exp(−q2r2c/2), (40)
i.e., V (r)V (r′) = (v2G/2πr
2
c) exp[−(r− r′)2/2r2c ].
From Eqs. (8), (9), (39), and (40) we obtain for the
magnetoconductivity
σxx(ω) =
ne2v2G
4πkBT m2ω2c r
2
cDee
σG(ω), (41)
σG(ω) = 1 + ω˜
[
cos(ω˜)
(
Si(ω˜)− π
2
)
− sin(ω˜)Ci(ω˜
]
,
where ω˜ = ωr2c/2Dee, and Si(z) and Ci(z) are the sine
and cosine integral functions, respectively [25]. Eq. (41)
is written for ω ≥ 0; the function σxx(ω) is even in ω.
The function σG(ω) is shown in Fig. 4. It decays mono-
tonically with the increasing ω and has a Lorentzian-type
tail, σG ≈ 2/ω˜2 for ω˜ ≫ 1. An unusual feature of the
conductivity is that σG is linear in |ω| for small |ω|. It
has the form σG(0) − const × |ω|. This nonanalytic be-
havior is a consequence of the slow decay of the structure
factor S˜ss(q, t) (39) with time for small wave numbers q.
We note that Eq. (41) does not apply for very small |ω|.
Indeed, the single-site approximation (39) is valid only
for q ≫ n1/2. This means that Eq. (41) can be used only
for |ω| ≫ Deen or ω˜ ≫ nr2c .
The typical duration of a collision with the random po-
tential is given by the time r2c/Dee it takes for an electron
to diffuse over the length rc. The necessary condition for
applicability of the above theory is that this time be small
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FIG. 4: Frequency dependence of the reduced microwave
many-electron conductivity σG(ω) [Eq. (41)]. The scaled fre-
quency is ω˜ = ωr2c/2Dee. The dashed line shows a Lorentzian
curve with same maximal value and same asymptotic behav-
ior for large ω.
compared to the relaxation time τ(0). It sets an upper
bound on the strength of the disorder potential
|vG| ≪ h¯Dee/l. (42)
The inequality (42) can be understood by notic-
ing that, as mentioned above, a smooth disorder po-
tential adds to the electron drift velocity a term
i(c/eB)
∑
q Vq(zˆ × q) exp(iqr). Eq. (42) corresponds to
the condition that the root mean square electron dis-
placement due to this velocity over the collision duration
r2c/Dee be small compared to the size of the electron wave
packet l. Interestingly, the correlation length rc drops out
of Eq. (42).
The parameter range where a 2D electron system forms
a liquid is not limited to temperatures where electron
motion is semiclassical, kBT ≫ h¯Ω (4). The results of
this subsection are valid even for kBT < h¯Ω as long as the
electron system displays self-diffusion. The parameter
δf in the inequality (38) is in this case determined by
quantum zero-point fluctuations.
The formalism of this subsection can be applied also to
the case of a smooth potential created by charged donors
separated from the electron layer by a spacer of width
d ≪ n−1/2. The major contribution to the conductivity
comes from scattering with momentum transfer ∼ h¯/d.
However, the long-wavelength tail of the Coulomb poten-
tial leads to logarithmic divergence of the relaxation rate
τ−1(0) calculated using Eqs. (9), (39). The analysis of
this divergence requires a hydrodynamic approach and
will be carried out in a separate paper.
B. Electron traps
An important type of disorder, particularly for MOS
systems, are electron traps. One can think of them as
deep short-range potential wells Vtr(r) located at random
positions ρκ. The overall random potential then is
V (r) =
∑
κ
Vtr(r− ρκ) (43)
The potentials Vtr are not weak, but the trap density
Ntr is assumed small. In particular, we assume that the
inter-trap distance N
−1/2
tr largely exceeds the correlation
length of the electron liquid. Then, even though the traps
will capture some electrons, other electrons will be free to
move and there still will be self-diffusion in the electron
liquid.
To lowest order in Ntr, the magnetoconductivity is
given by Eq. (6). For h¯ω ≪ kBT we write it in the
form
σxx(ω) =
e2l4
4kBT h¯
2S
∑
n,n′
∑
κ,κ′
∫ ∞
−∞
dt eiωt
×〈∇nVtr[rn(t)− ρκ] ·∇n′Vtr[r′n(0)− ρκ′ ]〉. (44)
Because electrons are strongly correlated, only one
electron may experience the potential of a given trap at
a time. We assume that this electron gets localized on
the trap. It then creates a repulsive Coulomb potential
for other electrons, and they stay away from the trap.
The picture of one localized electron per trap allows us
to rewrite the sum of the correlation functions in Eq. (44)
as∑
n,n′
∑
κ,κ′
〈. . .〉 →
∑
κ
〈∇κVtr [rκ(t)] ·∇κVtr [rκ(0)]〉. (45)
Here, rκ is the coordinate of an electron on a κth trap
counted off from the trap position ρκ. We also disre-
garded terms with κ′ 6= κ, because different traps are far
from each other and electrons on different traps are not
correlated.
We will assume that a localized electron occupies only
the ground bound state |g〉 in the potential Vtr(r) and
that the energy spacing between the ground and near-
est excited state is h¯ωg→e ≫ kBT . Then electrons very
rarely escape from the traps or are thermally excited to
higher states. It should be noted that, in fact, the true
binding potential is stronger than the “bare” potential
Vtr, because surrounding electrons contribute to electron
localization by providing a “caging” potential. The lo-
calization length of the state |g〉 in a quantizing magnetic
field is of the order of the magnetic length l ≪ δf .
For h¯ωg→e ≫ kBT , thermal averaging of a single-
electron operator Oˆ ≡ O(rκ) in Eq. (45) is done in two
steps. First, one has to find the diagonal matrix ele-
ment 〈g|Oˆ|g〉 on the wave functions of the ground state
of the trapped electron. Then the matrix element has to
be averaged over the states of the many-electron system.
In addition, if we are interested in the conductivity at
frequencies ω ≪ ωg→e, we have
〈g|∇κVtr [rκ(t)] ·∇κVtr [rκ(0)] |g〉
→ 〈g|∇κVtr [rκ(t)] |g〉 〈g|∇κVtr [rκ(0)] |g〉.
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In order to calculate the matrix elements
〈g|∇κVtr(rκ)|g〉 we note that, besides the potential
of the defect, a trapped electron experiences a po-
tential from other electrons. The fluctuating part of
this potential varies on time ∼ Ω−1. In the range
of interest, βΩ ≪ 1 (4) and βωg→e ≫ 1, we have
Ω ≪ ωg→e. Therefore a localized electron follows the
many-electron field adiabatically. The overall force on
a κth localized electron is −∇Vtr (rκ) − eEκ, where Eκ
is the many-electron fluctuational field on this electron
(see Appendix A). The diagonal matrix element of
the force should be equal to zero. This gives for the
correlator (45)
〈∇κVtr [rκ(t)] ·∇κVtr [rκ(0)]〉 = e2〈Eκ(t)Eκ(0)〉. (46)
For a trapped electron, the behavior of 〈Eκ(t)Eκ(0)〉
is determined by motion of neighboring electrons. As in
the absence of trapping, this motion is vibrations about
quasi-equilibrium positions superimposed on diffusion of
these positions. Because the trapped electron itself does
not move, the vibrations and the diffusion are somewhat
different from those in the free electron liquid. However,
we do not expect that this difference to be too large.
Indeed, a neighbor of a trapped electron has at most
one of its six nearest neighbors localized. Therefore the
correlator 〈Eκ(t)Eκ(0)〉 should still decay on times of the
order of the reciprocal vibration frequency Ω−1.
It is seen from Eqs. (44), (46) that σxx(0) is deter-
mined by the integral of the field correlator over time,
with no extra time-dependent weight. In the semiclassi-
cal approximation, this integral is simply related to the
self-diffusion coefficient Dee of the electron liquid (A12),
(A13). For a trapped electron, it should be the same, to
the order of magnitude, and may only differ by a factor
∼ 1 that depends on Γ. Therefore
σxx(0) ∼ Ntre2Dee/kBT. (47)
In contrast to the cases discussed before, the conduc-
tivity σxx(ω) does not peak at ω = 0 for low frequencies.
The field power spectrum, which is given by the Fourier
transform of the correlator (46), increases with ω. A
simple calculation shows that, for a Wigner crystal, this
increase is linear for ω ≪ Ω. Therefore for an electron
liquid it should be linear in the range δ2f /Dee ≪ ω ≪ Ω.
The conductivity peaks at ω ∼ Ω. The overall width of
the peak of the low-frequency conductivity is ∼ Ω.
Eq. (47) shows that, for negatively charged defects,
magnetoconductivity is proportional to the defect den-
sity, rather than the electron density n. For ω = 0, it de-
pends on n only in terms of the self-diffusion coefficient
Dee. The shape of the peak also depends on n. Therefore
measurements of the conductivity spectrum should pro-
vide an insight into both long- and short-time electron
dynamics in the liquid, i.e., self-diffusion and vibrations
about quasi-equilibrium positions. We note the similar-
ity between this problem and the problem of dissipative
conductivity of a 2D superconducting film with vortices
in the presence of pinning centers.
VI. CONCLUSIONS
In this paper we have found the frequency dependence
of the conductivity of a nondegenerate electron liquid in
a quantizing magnetic field for ω ≪ ωc. We have shown
that this dependence is extremely sensitive to both short-
and long-time electron dynamics in the liquid and the
characteristics of the random potential.
For a short-range potential, the conductivity is deter-
mined by large-q electron scattering. It occurs as an elec-
tron drifts transverse to the magnetic field and the field
Ef , which is created by density fluctuations in the liquid.
The results become particularly simple if the correlation
length of the potential rc is less than the magnetic length
l. Here, the shape of the peak of σxx(ω) depends on one
dimensionless parameter ωte and is given by an explicit
expression (21). The time te is the time of flight over
the length l in the field Ef . It is smaller than the rate of
inter-electron momentum exchange Ω−1 and depends on
the electron density, temperature, and magnetic field as
te ∝ n−3/4T−1/2B1/2. Therefore by studying the shape
of the magnetoconductivity peak for short-range disorder
one can investigate the short-time electron dynamics as
a function of the parameters of the electron liquid.
The tail of the conductivity in the range t−1e ≪ ω ≪ ωc
is exponential and obeys the Urbach rule. The photon
energy h¯ω is transferred to the many-electron system via
a radiation-induced electron displacement along the field
Ef . The momentum needed for the displacement comes
from scattering by a fluctuation of the disorder potential.
As ωte increases, it becomes more probable for an elec-
tron to experience multiple scattering. This leads to the
change of the asymptotic behavior from | lnσxx| ∝ ω to
| lnσxx| ∝ ω2/3. Such behavior is described by unusual
“fat fish” diagrams, which correspond to maximally em-
bedded diagrams in the self-energy (see Fig. 3).
The conductivity has a different form for a long-range
disorder potential. Of particular interest is the case
where the correlation length rc exceeds the root mean
square electron displacement from a quasi-equilibrium
position in the liquid δf . Here, σxx(ω) is determined by
electron diffusion in the liquid. It has a simple form given
by Eq. (41). The shape of the spectral peak of σxx(ω)
depends on one dimensionless parameter ωr2c/Dee. It
displays a smeared cusp at ω = 0 and decays as ω−2 for
large ωr2c/Dee.
Yet another behavior arises in the case where scatterers
are short-range electron traps. If the density of trapped
electrons is small, the 2DES remains a liquid. The con-
ductivity is expressed in terms of the power spectrum
of the fluctuational field Ef that the liquid exerts on a
trapped electron. The spectral peak of the conductivity
is located at a frequency ∼ Ω. The low-frequency part of
the peak is determined by electron diffusion, whereas the
shape of the peak near its maximum depends on vibra-
tions of electrons about their quasi-equilibrium positions
in the liquid.
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APPENDIX A: DYNAMICS OF A
NONDEGENERATE 2D ELECTRON LIQUID
A snapshot of a correlated 2D electron liquid is shown
schematically in Fig. 1a. In such a liquid, for most of the
time, the electrons perform small-amplitude vibrations
about their quasi-equilibrium positions in the potential
formed by other electrons and the neutralizing back-
ground. In the absence of a magnetic field, the charac-
teristic frequency of such vibrations is determined by the
second derivative of the Coulomb potential at the mean
inter-electron distance n−1/2 and is given by the short-
wavelength plasma frequency ωp = (2πe
2n3/2/m)1/2,
which is the characteristic Debye frequency of a 2D
Wigner crystal.
f
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FIG. 5: (a) A snapshot of a correlated electron fluid (schemat-
ically). The open circle shows an equilibrium position of one
of the electrons in the field of other electrons. Because the
electron is displaced, it experiences a restoring force, which is
determined by the fluctuational electric field Ef . (b) Phonon
spectrum of a 2D Wigner crystal in a quantizing magnetic
field (schematically).
An important characteristic of electron dynamics is
the typical fluctuational electron displacement from the
quasi-equilibrium position δf in Fig. 5a. If the electron
motion is classical, i.e., for h¯ωp ≪ kBT , it can be es-
timated in the harmonic approximation by setting the
potential energy e2n3/2δ2f equal to kBT ,
〈δ2f 〉 = kBT/e2n3/2. (A1)
The necessary condition that δ2f be much less than the
squared inter-electron distance n−1 is equivalent to Γ≫
1.
The restoring force on the vibrating electron is given
by the electric field Ef , see Fig. 5a. This field is due
to electron density fluctuations. In the classical regime,
these are primarily short-wavelength fluctuations [15].
For large Γ the field should be close to its value estimated
in the harmonic approximation in electron displacements
from quasi-equilibrium positions,
〈E2f 〉 = F (Γ)n3/2kBT. (A2)
The function F (Γ) was obtained by Monte Carlo simu-
lations [10]. In the whole range 10 < Γ < ΓW = 130
it remains essentially constant, varying from 10.5 to 9.1.
The field distribution p(Ef) is Gaussian in the central
part,
p(Ef) = [π〈E2f 〉]−1 exp
[−E2f /〈E2f 〉] , (A3)
which is an indication that, in this range of Γ, electron
motion is mostly weakly anharmonic vibrations. On the
far tail, the decay of p(Ef) is slowed down compared to
Eq. (A3) [10]. The fluctuational field is the only charac-
teristic of the electron liquid, which is needed in order to
describe the magneto-conductivity σxx(ω) in the case of
weak short-range disorder.
1. A nondegenerate electron liquid in a strong
magnetic field
In a strong magnetic field, ωc ≫ ωp, the electron mo-
tion is separated into cyclotron motion with frequencies
∼ ωc and comparatively slow vibrations of the guiding
centers about their slowly diffusing quasi-equilibrium po-
sitions. The coordinates of the guiding centers are
Rn = (Xn, Yn), Rn = rn + h¯
−1l2p× zˆ, (A4)
where, zˆ = −B/B is the unit vector normal to the elec-
tron layer, and p is the canonical momentum. From (A4),
the components Xn, Yn obey the commutation relation
[Xn, Yn] = −il2, l2 = h¯/(mωc). (A5)
The magnetic length l gives the typical size of the electron
wave packet.
The dynamics of the guiding centers is described by
the Hamiltonian of the electron-electron interaction Hee
(3) projected on the lowest Landau level,
Hee ≈ e
2
2
∑
n6=m
|Rn −Rm|−1. (A6)
Heisenberg equations of motion for Rn can be written
in a closed form in the important case where the electric
field on electrons is smooth on the scale l,
R˙n = cB
−2En ×B. (A7)
Here,
En = e
∂
∂Rn
∑
m<n
|Rn −Rm|−1. (A8)
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is the field on the nth electron created by other electrons
and calculated ignoring noncommutativity (A5) of the
guiding centers’ components.
By linearizing En in displacements of the electrons
from their quasi-equilibrium positions, one can see that
the motion of the guiding centers is mostly vibrations
with typical frequency
Ω = ω2p/ωc = 2πe
2n3/2/mωc. (A9)
This frequency also gives the typical rate of inter-electron
momentum exchange. In the case where electrons form a
Wigner crystal, Ω is the zone-boundary frequency of the
lower phonon branch, see Fig. 5b.
Motion of the guiding centers Rn becomes semiclassi-
cal for
kBT ≫ h¯Ω. (A10)
It is determined by thermal fluctuations. From (A10),
a typical electron displacement from a quasi-equilibrium
position δf given by Eq. (A1) is δf ≫ l. Therefore the
fluctuational electric field Ef , which varies on the dis-
tance δf , is uniform on the magnetic length l, as assumed
in Eq. (A7).
The probability distribution of the guiding centers
ρ(R1, . . . ,Rn, . . .) is given by the Boltzmann equation,
ρ(R1, . . . ,Rn, . . .) = const× exp(−Hee/kBT ), (A11)
with Hee given by Eq. (A6). Therefore the results for a
classical electron liquid in the absence of a magnetic field
can now be carried over to the case of quantizing mag-
netic field. In particular, the instantaneous distribution
of the fluctuational field Ef is the same as in the classi-
cal 2DES for B = 0. The condition (A10) is much less
restrictive than h¯ωp ≪ kBT , because Ω≪ ωp.
For Γ < 130, Eqs. (A7), (A8), (A11) provide a semi-
classical description of a nondegenerate electron liquid
in a strong magnetic field. In the long-wavelength limit,
this liquid can be alternatively described in the hydro-
dynamic approximation. The transport coefficients (e.g.,
viscosity) can be found from the correlation functions
of the liquid (e.g., current-current correlator). In two
dimensions, because of a large contribution from long-
wavelength modes, the transport coefficients diverge. A
self-consistent analysis in the case of a classical 2D liquid
for small frequencies ω and wave numbers q was done
by Andreev [26]. He showed that transport coefficients
diverge as ln1/2 ω in the limit of small ω. For a 2D elec-
tron liquid in a short-wavelength random potential this
divergence is terminated at the cutoff frequency given by
the rate of electron scattering in this potential τ−1. This
rate determines the long-wavelength static conductivity
and thus the decay rate of long-wavelength modes of the
electron liquid. A corresponding self-consistent analysis
in the presence of a magnetic field will be given elsewhere.
A logarithmic correction to the viscosity of a 2D Fermi
liquid due to electron-impurity scattering was found in
Ref. 27.
An important feature of the liquid state, which ulti-
mately gives rise to a nonzero static conductivity, is self-
diffusion. The coefficient of self-diffusion Dee can be re-
lated to the r.m.s. displacement of a particle over a long
time t≫ Ω−1,
Dee = ∆R
2
n(t)/4t, ∆R
2
n(t) ≡ 〈[Rn(t)−Rn(0)]2〉.
(A12)
If we assume that the semiclassical approximation (A7)
applies for long times t ≫ Ω−1, then the electron dis-
placement is related to the correlator of the fluctuational
electric field by
∆R2n(t) = (c/B)
2
∫ t
0
dt′
∫ t
0
dt′′ 〈En(t′)En(t′′)〉. (A13)
The natural scale of the electric field is given by the
r.m.s. value (A2). Field correlations decay over the time
∼ Ω−1. Then, the diffusion coefficient becomes
Dee =
kBT
mωc
D˜ee(Γ,Ωt). (A14)
Here, we took into account that c2〈E2f 〉/B2Ω ∼
kBT/mωc.
We note that, in the absence of a magnetic field, the
power spectrum of the field Ef goes to zero for ω → 0. In
this case, the double integral over time in Eq. (A13) gives
just the average increment of the momentum of an elec-
tron, which saturates for large t. The electron dynamics
in a magnetic field is different, and we expect that here
the integral (A13) linearly increases with t. This con-
jecture is based on the argument that, because of self-
diffusion in the electron liquid, ∆R2n(t) should linearly
increase in time. This increase must be caused by the
fluctuational field, since quantum corrections to an elec-
tron displacement are small [15].
An analysis based on magneto-hydrodynamics with a
frequency-independent viscosity coefficient leads to an
extra factor ln t in the time dependence of ∆R2n(t). A
similar factor should arise in the function D˜ee for t≪ τ .
However, it should saturate and become a constant for
t > τ . For a correlated liquid, we expect that the factor
D˜ee is not large, D˜ee <∼ 1.
In the absence of a magnetic field, straightforward scal-
ing arguments give for the self-diffusion coefficient an ex-
pression of the type (A14), with ωc replaced by the char-
acteristic vibration frequency ωp. The numerical factor
which stands for D˜ee in this expression is known from
the data of simulations [7, 8, 9, 10], it is ∼ 0.1 close to
the melting transition and increases with temperature.
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