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SUMMARY
In the absence of quantitative relationships, a cross-gradient function can be used to correlate
unknown physical properties in a joint inversion of geophysical data sets. It introduces a
structural correlation between properties. A commonly used, inexact approach adds a weighted
cross-gradient term as a penalty to the cost function being minimized during inversion. This
weighting factor needs to be tuned to balance the regularization and cross-gradient terms. In
this paper we propose nonlinear weighting for the cross-gradient function which addresses
the very different magnitudes of the cross-gradient and regularization terms. This approach
also couples the weighting factors for the regularization and correlation terms reducing the
number of tuning parameters. The approach is investigated for a synthetic case. Results are
also shown for the 3-D joint inversion of high-resolution magnetic and gravity anomaly data
from Southern Queensland in Australia with over 30 million cells.
Key words: Inverse Theory; Gravity anomalies and Earth structure; Magnetic anomalies:
modelling and interpretation; Joint inversion; Numerical solutions.
1 INTRODUCTION
In joint inversion, adding a cross-gradient term to the cost function
is a structural approach that overcomes a lack of justifiable petro-
physical relationships between the unknown physical properties.
It imposes the idea that spatial changes in physical properties are
correlated in the sense that contour surfaces of their distributions
are parallel. This is achieved when the gradients of the property
distributions are collinear. The cross-gradient function is the cross-
product of property gradients and defines a measure of the degree
of collinearity between them. When there is a functional petrophys-
ical relationship between property functions, their gradients are
collinear. In this sense, the cross-gradient approach is more gen-
eral with the advantage that fomulating an explicit petrophysical
relationship is unnecessary. However, the collinearity assumption is
not necessarily valid, especially if the relationship itself or the pa-
rameters are spatially variable. Hence the cross-gradient approach
cannot be used as a generic approach to correlate property functions
in a joint inversion.
The cross-gradient approach was initially introduced by Gallardo
& Meju (2003) for the joint inversion of electric resistivity tomog-
raphy (ERT) and seismic data and has successfully been applied in
a number of other inversion applications, also see Linde & Doetsch
(2016) for an overview. Linde et al. (2006) used cross-gradient to in-
vert cross-hole ERT and ground penetrating radar (GPR) traveltime
data. Earthquake traveltime data have been inverted by Tryggvason
& Linde (2006) to recover P- and S-wave velocities correlated via
the cross-gradient term in 3-D. Linde et al. (2008) inverted GPR
and seismic reflection data, introducing the cross-gradient term in
their inversion scheme to correlate seismic and radar slowness.
Electromagnetic and seismic reflection data were inverted by Hu
et al. (2009), where the cross-gradient function was used to cor-
relate electric conductivity and slowness. More recently, Shi et al.
(2017) correlated conductivity and slowness using a cross-gradient
term in the inversion of ERT and seismic refraction data. The cross-
gradient function has also been extended to time-lapse joint inver-
sion for cross-hole ERT and GPR traveltime data by Doetsch &
Binley (2010) and later by Karaoulis et al. (2012) for cross-hole
ERT and seismic data.
This paper focuses on joint inversion of gravity and magnetic
anomaly data collected on the surface over a 2-D plane. These
data are typically corrected, processed and filtered and can be seen
as 2-D images. When available in sufficient resolution, magnetic
anomaly data contain lower wavelength components than gravity
data over the same area. This feature can be attributed to Poisson’s
relationship expressing the magnetic potential as the derivative of
gravity potential (Robinson 1971) and creates a particular chal-
lenge for joint inversion. Fregoso & Gallardo (2009) presented the
first cross-gradients joint 3-D inversion for gravity and magnetic
data which has been extended to use normalized magnetic source
strength data by Zhou et al. (2015). Recently, Joulidehsar et al.
(2018) suggested an improved solution scheme for the original in-
version approach using the Sparse Equations and Least Squares
(LSQR) method (Paige & Saunders 1982). It avoids singular value
decompositions, while still producing results similar to the origi-
nal method but using less memory and with lower computational
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costs. However, the spatial resolution is insufficient to apply the
cross-gradient term in a meaningful way.
The cross-gradient function can be imposed as a nonlinear con-
straint in the inversion process resulting in an overconstrained prob-
lem (Gallardo & Meju 2011) which can be solved using a Gauss–
Newton method and LSQR. Alternatively, in the inexact structural
resemblance approach, a cross-gradient function is added to the
cost function as a penalty term. The key problem with this second
approach is determining the appropriate weighting of this term in
the cost function. In some cases, a constant sufficiently large value
for the cross-gradient penalty factor is sufficient to impose a cor-
relation between the unknown properties (Linde et al. 2006; Tryg-
gvason & Linde 2006). In some cases a large cross-gradient penalty
coefficient is sufficient to impose a correlation between unknown
properties (Linde et al. 2006; Tryggvason & Linde 2006). In other
cases, this approach fails, as reported for joint gravity and magnetic
inversion by Fregoso & Gallardo (2009) and Lelivre (2009). The
reason for this is that the cross-gradient term is second-order rela-
tive to the regularization terms as it is proportional to the product of
physical property gradients. Hence, the cross-gradient term reduces
faster in comparison to the regularization terms during inversion
updates. The final result shows very little, and in most cases, no
correlation between physical properties as the examples presented
later in the paper demonstrate. This behaviour is amplified, if, in the
final result, one of the physical properties is much smoother than the
other as is common for the gravity and magnetic case. In order to
overcome this problem, Rittgers et al. (2016) suggested increasing
the weighting of the cross-gradient function with ongoing iteration
(the authors call this ‘heating’). However, this approach becomes
problematic if a conjugate gradient solver is used, as orthogonality,
and consequently convergence, is lost.
In this paper we investigate local weighting of the cross-gradient
function, reducing the order of the penalty term relative to the regu-
larization. This can be seen as ‘heating’ in the sense of Rittgers et al.
(2016), as weighting is automatically increased during the iteration
with decreasing regularity. However, this weighting is spatially vari-
able and consistent with nonlinear conjugate gradient solvers. In the
next section various options for weighting are introduced within the
inversion framework of Gross et al. (2015), based on a coherent
formulation using partial differential equations (PDEs) and the fi-
nite element method (FEM; see also Aitken et al. 2015; Codd &
Gross 2018). Several approaches to modify the cross-gradient func-
tion are presented in Section 3. Only joint inversion of magnetic
and gravity anomalies is shown but the approach can be applied
to other joint inversion problems in an obvious way. In Section 4
the weighting methods are tested on a 3-D synthetic example. The
implementation is based on the parallelized PDE solver escript in
python (Schaa et al. 2016). This example shows that local weighting
of the cross-gradient function by the inverse property gradients de-
livers the best balance between smoothness and correlation. As this
approach is ultimately defined by quadratic contributions from the
gradients (the same as for regularization), we call this the order 2
correlation function in contrast to the cross-gradient function which
is of order 4 in the gradients. In Section 5 the application to field
data from southern Queensland in Australia is discussed. The final
section contains a summary and conclusions.
2 THE INVERS ION PROBLEM
We follow the approach introduced by Gross et al. (2015) where
the inversion is formulated as a continuous problem expressed as
a set of PDEs. These are solved in weak form using the FEM
(see Lamichhane & Gross 2017). We define density anomaly ρ =
ρ0m1 and magnetic susceptibility χ = χ0em2 for unknown property
functions m1 and m2, reference density ρ0 and reference magnetic
susceptibility χ 0. Reference quantities ρ0 and χ 0 can be constant or
functions of their location if prior information is available (Aitken
et al. 2015). The PDEs are
− ∇ t∇(1) = −2πGρ0 m1 (1)
for gravity anomaly potential (1) with gravity constant G and
− ∇ t∇(2) = −∇ tχ0em2 B(b) (2)
for magnetic anomaly potential (2) with background magnetic
field B(b). The domain of interest  is sufficiently large so it can be
assumed that anomaly potentials can be set to zero at the top of the
domain and normal components of anomaly fields gradients can be
neglected on all other surfaces. With this assumption, the PDEs can
be expressed in weak form as∫

∇ tδ(1)∇(1) dx =
∫

b δ(1)m1 dx, (3)
with b = −2πGρ0 and∫

∇ tδ(2)∇(2)dx =
∫

em2 Bt∇δ(2)dx, (4)
with B = χ0B(b), for all variations δ(1) and δ(2) of the corre-
sponding gravity and magnetic anomaly potentials (1) and (2).
The data misfit for gravity (k = 1) and magnetic (k = 2) data are
defined as
D(k)((k)) = 1
2
∫

(∇ t(k)w(k) − d (k))2 dx (5)
with weighting vectors w(k) and data d(k) which are chosen non-zero
in regions of the domain where data are available. For gravity (k
= 1) where the vertical acceleration d(1) is measured one would
choose w(1) = (0, 0,−1) in these regions. For the magnetic part
(k = 2) the direction of the background magnetic field is chosen
for w(2) in regions where magnetic intensity d(2) is measured. If
available, additional variance-based weighting can be introduced.
For regularization we use the simple first-order derivative term
T (m) = 1
2
∫

|∇m|2dx, (6)
where |x| = √xtx refers to the Euclidean norm of x ∈ R3.
The cost function to be minimized over all admissible property
functions m = (m1,m2) is defined as
J (m) = D(1)((1)) + D(2)((2)) + ν1 T (m1) + ν2 T (m2)
+νc C(m1,m2) (7)
with non-negative weighting factors ν1, ν2 and νc. Constraints may
be applied to the components m1 and m2 separately. In the style of
inexact structural resemblance (Gallardo & Meju 2011), we have
added correlation function
C(m1,m2) = 1
2
∫

ω F(∇m1,∇m2) dx (8)
as a penalty term in the cost function. Real valued function F,
defined on R3 × R3 with values in R, is a local measure of the cor-
relation between ∇m1 and ∇m2. Function F should be symmetric
(F(x, y) = F(y, x)) and non-negative (F(x, y) ≥ 0). It should also
have large magnitude for perpendicular arguments (xty = 0) and
value zero for collinear arguments x and y, that is, F(x, y) = 0 ⇒ x
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and y are collinear. Non-negative factor ω in correlation function (8)
may depend on its location in the domain. This would allow de-
activation of the local correlation function or weakening of local
correlation in certain parts of the domain, for instance near maxi-
mum depth. In the following we set ω = 1 for the sake of a simpler
presentation.
As shown in Gross et al. (2015), the gradient ∇J of J can be
written in the form
< ∇ J, δm > = < ∇D(1), δm1 > + < ∇D(2), δm2 >
+ν1 < ∇T (m1), δm1 > +ν1 < ∇T (m2), δm2 >
+νc < ∇C, δm > (9)
for all admissible increments δm = (δm1, δm2), where the gradients
of the components are given as
< ∇T (m), δm > = ∫

∇ tδm ∇m dx (10)
< ∇D(1), δm > = ∫

δm bλ(1)dx (11)
< ∇D(2), δm > = ∫

δm em2Bt∇λ(2)dx (12)
for all δm. Functions λ(1) and λ(2) are the solutions of adjoint prob-
lems∫

∇ tλ(k)∇δλdx =
∫

(∇ t(k)w(k) − d (k)) (∇ tδλ w(k))dx (13)
for all admissible δλ and k = 1, 2. The gradient ∇C, of the correla-
tion function C, can be expressed in the form
< ∇C, δm >=
∫

(
Gt1∇δm1 + Gt2∇δm2
)
dx (14)
with suitable vector valued coefficients G1 and G2 depending on
∇m1 and ∇m2. Functions G1 and G2 can be obtained from formal
differentiation of F.
The inversion problem can now be formulated as finding property
function m such that
< ∇ J (m), δm >= 0 (15)
for all admissible increments δm. The problem can be solved using
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm (No-
cedal & Wright 2006).
3 CORRELATION FUNCTIONS
In this section we discuss some possible choices for the local corre-
lation function F. The choices are driven by the idea that locally, the
contour of property functions m1 and m2 are aligned if the vectors
∇m1 and ∇m2 are collinear, that is, they are pointing in the same
or opposite direction (or one of them is zero). Using the angle θ
between ∇m1 and ∇m2, this means that θ is as close as possible to
0◦ or 180◦ or by equivalent terms, that R= cos (θ ) takes values close
to 1 or −1. It can be shown (Steele 2004) that R can be calculated
in the form
R = ∇m1 · ∇m2|∇m1| |∇m2| = cos(θ ), (16)
where x · y = xty for x, y ∈ R3. The value of R is set to zero if any
of the vectors ∇m1 or ∇m2 are zero. In a computer implementation,
this can be achieved easily by replacing the values of the norms
in the denominator by a small value (for instance 10−15) if their
respective values become too small. Based on this identity, R is
referred to in the following as the correlation coefficient between
∇m1 and ∇m2. So the task on hand is to maximize R2 (or minimize
1 − R2) at each location of the domain.
The dot product x · y of the vectors x and y from R3 can be
replaced by a more general form
x · y = xtMy, (17)
where metric matrix M is a symmetric and positive definite 3 × 3
matrix (the norm |.| needs to be adjusted accordingly). It may vary
with its location in the domain. Setting M to the identity matrix
defines the standard dot product xty between x and y in R3. The
introduction of the local metric matrix allows for stronger alignment
of contours of the property functions in certain spatial directions,
for instance perpendicular to strata or in the context of image-driven
inversion. Although this could easily be included in the following
discussions, this generalized correlation is not presented to aid clar-
ity of the formula and arguments.
3.1 Cross-gradient and order 4
In the inexact structural resemblance approach (Gallardo & Meju
2011), the cross-gradient function as introduced by Gallardo &
Meju (2003) is typically written in the form
F(∇m1,∇m2) = F (4)(∇m1,∇m2) = |∇m1 × ∇m2|2. (18)
Alternatively, it can be expressed in the form of the Gram determi-
nant of ∇m1 and ∇m2 using Lagrange’s identity (Gross et al. 2015;
Haber & Holtzman Gazit 2013):
F (4)(∇m1,∇m2) = |∇m1|2 |∇m2|2 − (∇ tm1∇m2)2
= |∇m1|2 |∇m2|2(1 − R2). (19)
This definition has an advantage over the original form as it is
easily simplified in the 2-D case. The form can be extended to
multicomponent joint inversion (see Zhdanov et al. 2012). From
(18), F(4) is non-negative and only takes the value zero if ∇m1 and
∇m2 are collinear. In the following we refer to this as the cross-
gradient function or the order 4 correlation function as F(4) is fourth
order in the gradients of the property function.
A straightforward calculation gives the gradient of ∇C(4) in
generic form (14) as
< ∇C (4), δm > =
∫

|∇m2|2∇m1 − (∇ tm1∇m2)∇m2)t ∇δm1
+(|∇m1|2∇m2 − (∇ tm1∇m2)∇m1)t
×∇δm2 dx (20)
for all δm = (∇δm1,∇δm2). For collinear ∇m1 and ∇m2, the gra-
dient of C(4) is zero.
A major drawback of the cross-gradient function is that it is, in
essence, the square of the regularization term. As a consequence,
the cross-gradient term tends to take significantly smaller values
in comparison to the regularization term in the cost function, re-
sulting in a diminishing of alignment of property contours during
minimization. This becomes clear when inspecting the costs func-
tion gradient ∇J at its minimum. If we consider the coefficients
of ∇δm1, then the contribution from ∇R is of the order of ∇m1,
while the contribution from ∇C(4) is of the order of |∇m2|2∇m1.
The latter may be small due to a smooth m1 which would still allow
for a weak correlation.
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Figure 1. Synthetic example: Domain with with assumed rock body. Axis
units are in kilometres. The domain is a cube of edge length 12 km. The
positive Z-direction points upwards with the bottom of the domain at z = 0
and the air layer begins at z = 7 km. The rock body is positioned between
z = 2 km and z = 6 km with assumed deviation of ρ0 = 200 kg m−3 for
its density and of χ0 = 0.1 for its susceptibility against a homogeneous
background. The background magnetic field is B(b) = [0, 0,−1mT ].
3.2 Order 0
An obvious (radical) measure is to maximize R2 directly. In this
case we set
F (0)(∇m1,∇m2) = 1 − (∇
tm1 ∇m2)2
|∇m1|2|∇m2|2 = 1 − R
2. (21)
In the following this is referred to as the order zero correlation
function. The advantage of this approach is that the value of the
regularization and the correlation function are independent, mean-
ing that during inversion iteration a reduction of the regularization
contribution to the cost function does not automatically lead to a re-
duction of contributions from the correlation component. In regions
with (almost) constant property functions the value of F(0) is dom-
inated by rounding errors producing on average, values near one,
as ∇m1 and ∇m2 can be assumed to be independent. This results
in a correlation contribution that is largely dominated by regions
of small gradients in which the property functions do not spatially
change. In fact, we found that this scenario creates problems for
convergence of the inversion (also see Section 4).
Again, with a straightforward calculation, ∇C(0) can be estab-
lished as
< ∇C (0), δm > =
∫

∇ tm1∇m2
|∇m1|2|∇m2|2[(∇ tm1∇m2
|∇m1|2 ∇m1 − ∇m2
)t
∇δm1
+
(∇ tm1∇m2
|∇m2|2 ∇m2 − ∇m1
)t
∇δm2
]
dx (22)
for all admissible δm = (∇δm1,∇δm2). A quick calculation shows
that at the minimum for C(4), where ∇m1 and ∇m2 are collinear
across the domain, the gradient ∇C(0) is zero. However, ∇C(0) can
also take the value zero at locations in the domain where ∇m1 and
∇m2 are perpendicular. As the gradients of the property functions
are not continuous it is, in principle, possible to achieve a zero
(or small) ∇C(0) by a mixture of collinear and perpendicular vec-
tors ∇m1 and ∇m2 throughout the domain. It is to this particular
property that the convergence problems in the inversion can be at-
tributed. Potentially a higher order regularization may help towards
convergence but we have not investigated this.
The case of perpendicular gradients can be eliminated by using
the logarithm of R as a correlation measure:
F (log)(∇m1,∇m2) = − log
(
(∇ tm1∇m2)2
‖∇m1‖2‖∇m2‖2
)
= − log(R2) . (23)
This function returns extremely large values for almost perpendic-
ular property function gradients and as a consequence, the cost
function becomes overwhelmed by contributions from regions with
little spatial change in the property function. For this reason the
inversion fails to converge in most cases and no numerical results
for this approach are shown.
The order zero correlation function has some similarity with
the approach by Shi et al. (2018) where a term analogous to (21) is
used except the gradients are replaced by the vectors of the property
functions of small subgrids. However, the approach presented here
is grid independent and can also easily be applied to unstructured
meshes.
3.3 Order 2
A particular problem of the order zero correlation is that gradients of
the property functions are aligned even in areas where the property
functions are almost constant, that is, where both components have
a small gradient. As discussed above this can lead to a failure of
the inversion but is not really expected to be seen in the result.
The emphasis on correlation should be applied to regions of large
changes in the property functions. For this reason, we weight the
order 0 function by the norm of the gradients in the form
F (2)(∇m1,∇m2) = (|∇m1|2 + |∇m2|2)
×
(
1 − (∇
tm1∇m2)2
|∇m1|2|∇m2|2
)
. (24)
We call this approach the order two correlation function as F(2)
is second order in the gradient of the property function. It applies
lower weight to the order 0 correlation function in regions with small
gradients for both components of the property functions. The terms
inF(2) can be rearranged to match the original order 4 cross-gradient
function as
F (2)(∇m1,∇m2) =
(
1
|∇m1|2 +
1
|∇m2|2
)
× (|∇m1|2|∇m2|2 − (∇ tm1∇m2)2) . (25)
For this formulation of the correlation function, the weighting of the
cross-gradient function is increased for regions with small gradient
for one of the components. With some calculations, the gradient
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Figure 2. Synthetic example: inversion input data at the horizontal plane 200 m above the surface within the air layer corresponding to a position z = 7.2 km
above the bottom of the domain. Gravity data are given in m s−2. Magnetic data are given in mT.
Table 1. Synthetic example: inversion parameters and output. RMS is defined by (30). The last column shows the
number of iteration steps until the stepping criterion is met.
Order ν1 = ν2 = μ νc RMS gravity RMS magnetic Steps
– 10−5 0 0.071 0.075 29
4 10−5 103 0.072 0.078 36
2 10−5 10−5 0.066 0.082 53
2 10−5 10−4 0.057 0.091 97
2 10−5 10−3 0.059 0.13 121
0 10−5 6 × 10−13 0.077 0.089 214
∇C(2) is given as
< ∇C (2), δm >=
∫

((
1 + (∇
tm1∇m2)2
|∇m1|4
)
∇m1
−(∇ tm1∇m2)
(
1
|∇m2|2 +
1
|∇m1|2
)
∇m2
)t
∇δm1 dx
+
∫

((
1 + (∇
tm1∇m2)2
|∇m2|4
)
∇m2
−(∇ tm1∇m2)
(
1
|∇m2|2 +
1
|∇m1|2
)
∇m1
)t
∇δm2 dx (26)
for all admissible δm = (∇δm1,∇δm2). In contrast to the order zero
correlation ∇C(2) is zero if and only if ∇m1 and ∇m2 are collinear.
This eliminates the risk of flipping correlation conditions across the
domain near the minimum of the cost function.
An alternative to definition (24) is the following approach which
is also of order two in the property function gradients:
F (2−)(∇m1,∇m2) = |∇m1| |∇m2| (1 − R2) . (27)
It can be easily shown that always F (2−) ≤ 12 F (2) where values are
approximately the same when |∇m1| ≈ |∇m2|. As F(2 − ) gives a
lower contribution to the cost function and it is the intention to have
a stronger emphasizes on the correlation function, this approach has
not been investigated further. An obvious choice for constructing
a second-order approach is to take the square root of the cross-
gradient function:
F (2s)(∇m1,∇m2) = |∇m1| |∇m2|
√
1 − R2
=
√
F (4)(∇m1,∇m2). (28)
The gradient ∇C(2s) is given by
<∇C (2s), δm >= 1
2
∫

(|∇m2|2∇m1 − (∇ tm1∇m2)∇m2)t
|∇m1| |∇m2|
√
1 − R2 ∇δm1
+ (|∇m1|
2∇m2 − (∇ tm1∇m2)∇m1)t
|∇m1| |∇m2|
√
1 − R2 ∇δm2 dx (29)
for all admissible δm = (∇δm1,∇δm2). In the notation of the
generic representation (14), the Euclidean norms of the gradient
coefficient vectors Gt1 of ∇δm1 and Gt2 of ∇δm2 are given as
|G1| = |∇m2| and |G2| = |∇m1|, respectively. This shows that the
gradient ∇C(2s) does not vanish near the target minimum R2 = 1 for
collinear vectors ∇ tm1 and ∇m2 and has a singularity under this
condition. As a consequence F(2s) not suitable as a cost function for
an optimization process and is not discussed further.
In the next section the order 0, 2 and 4 are tested on a synthetic
example.
4 A SYNTHETIC EXAMPLE
We compare the methods for a simple synthetic example. The do-
main is a cube of edge length 12 km with an assumed rock formation
of thickness of 4 km and an air layer of 5 km (see Fig. 1). The top
of the formation is at z = 6 km, 1 km below the air layer. A down-
wards vertical magnetic field B(b) = [0, 0,−1mT ] is applied. For
an assumed density ρ0 = 200 kg m−3 and susceptibility χ 0 = 0.1
in the rock formation, the eqs (1) for gravity and (2) for magnetic
anomalies (with m1 = 1 and m2 = 0) are solved to obtain syn-
thetic observations for vertical gravity and magnetic anomalies at
horizontal plane 200 m above the surface within the air layer (at
z = 7.2 km above the bottom of the domain; see Fig. 2). For the
calculation of the synthetic data and for the inversion a resolution
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Figure 3. Synthetic example: results of gravity m1 (left-hand column) and logarithm of susceptibility m2 (right-hand column) for various correlation functions
(per row). Results are shown at plane y = 6 km excluding the air layer. The horizontal axis is compressed by a factor of 0.65.
of 150 m is used. As typically seen in field data observations, the
magnetic anomaly contain higher wavelength components. For the
inversion the unknown density and susceptibility are assumed to
equal zero in the air layer. We show the results of the inversion at
a vertical plane at the centre of an edge y = 6 km excluding the air
layer.
The inversion is implemented in the escript solver in python
(see Schaa et al. 2016). The solver uses the BFGS algorithm in
combination with the FEM to solve the PDEs (see Gross et al. 2015
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Figure 4. Synthetic example: distribution of correlation indicator R2 for uncorrelated inversion (a), order 4 (b) order 2 (c)– (e) and order 0 (f). Parameters as
in Table 1. Dark colours indicate poor alignment of property function gradients. Note that the horizontal axis is compressed by a factor of 0.65.
for details). The BFGS is pre-conditioned using the Hessian of the
regularization term which is inverted using a multigrid solver (see
Codd & Gross 2018). Iterations are terminated if the relative change
in the property function is less than 10−3. We choose the fixed value
ν1 = ν2 = μ = 10−5 for the regularization terms knowing that
choosing different values for ν1 and ν2 might give better results.
Table 1 lists the run inversion. RMS refers to the reduction of the
root mean square of the data fit defined as
RMSk =
√√√√ 1
Nq
Nq∑
j=1
1
(σ (k)j )
2
(
∂(k)
∂z
(q j ) + d (k)j
)2
, (30)
where d (k)j are the gravity (k = 1) or the magnetic anomaly data (k
= 2) with error σ (k)j at the Nq locations qj (see Fig. 2). The values
∂(k)
∂z (q j ) denote the derivative of the gravity (k = 1) and magnetic
(k = 2) potential (k) with respect to the vertical z-direction and
represent the negative of the recovered vertical potential field. In
this case, the qj are the centroids of the elements in the first element
layer above the surface at z = 7 km. The field data used in the next
section are given on a plane parallel to the surface and have been
processed including 2-D filtering and correcting for various spatial
effect (e.g. topography). Hence these data have the characteristics
of a 2-D image and do not come with an error or noise model.
Therefore, a constant value σ (k)j =
√
1
Nq
∑
i
(
d (k)i
)2
is chosen. With
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Figure 5. Synthetic example: inversion results for density m1 (left-hand column) and logarithm of susceptibility (m2)(right-hand column) for various values
of weighting factor νc (per row) for order two correlation. Note that the horizontal axes are compressed by a factor of 0.65.
this setting RMSk < 1 indicates a better inversion result than the
trivial choice of zero density or susceptibility.
Fig. 3 presents the results for various correlation functions.
Figs 3(a) and (b) show the output for switching off any correla-
tion function in the cost function (νc = 0). As confirmed by the plot
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Figure 6. Field example: input data for gravity (a) and magnetic anomalies (b) at Earth surface. The anomaly observations for gravity and magnetic anomalies
as recovered by uncorrelated inversions are shown in panels (c) and (d), respectively. The corresponding results using an order 2 correlation are shown in panel
(e) for gravity and in panel (f) for magnetic. Gravity anomalies in mgal and magnetic intensity anomalies in nT. Note that different scales are used.
of the correlation coefficient R2 in Fig. 4(a), there is no correlation
between the gradients. Note that the dark shading shows areas with
weak correlation. Using the order 4 correlation function even with a
very high weighting factor does not improve the result (see Fig. 4b).
There is a light reminiscence in m1 of the oscillation in m2 near the
surface where values of the gradient are larger (see Fig. 3c and d).
Using the order 2 correlation function significantly improves the
correlation across the entire domain (see Fig. 4d). This is also seen
in the results in Figs 3(e) and (f). The weighting factor for the cor-
relation function was set to one order of magnitude higher νc =
10−4 relative to the regularization term in order to push the value
C(2) down. As this allows for larger regularization components in
the cost function, the gravity fit is improved (see Table 1) but at the
cost of the misfit in the magnetic data. Finally the order 0 function
is tested. For this case, the weighting factor had to be chosen very
small in order to balance the correlation function against the regu-
larization. For the results shown in Figs 3(g) and (h), the values νc =
6 × 10−13 where chosen. Despite this very small value, the results
are oscillatory as the correlation component in the cost functions is
still large. This oscillatory property function leads to a large value
for the correlation function C(0). This effect can be identified in
the plot of the correlation coefficient in Fig. 4(f). The very large
number of spots with small value for R2 lead to an overall large
value for C(0). Note also the reduced quality of the misfit which can
be attributed to the dominance of the order 0 correlation function
over the misfit. Moreover, the number of required iteration steps is
significantly higher in comparison to the other correlation functions
(see Table 1).
The results shown in Fig. 5 are for various weighting factors νc
for the order 2 correlation function. The corresponding distribution
of the correlation coefficients are shown in Fig. 4(c) for νc = ν, in
Fig. 4(d) for νc = 10 ν and in Fig. 4(e) for νc = 100 ν. As expected
the alignment of the gradients of the property function components
improves with increasing values for correlation weighting νc. For
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Figure 7. Field example: results from uncorrelated inversions for density m1 (a) and the logarithm of susceptibility m2 (b) at the vertical plane y = 100 km.
The air layer is not shown. Panel (c) shows the distribution of the correlation factor R2. Again dark colours show region with poor correlation of the property
function gradients.
larger values the recovered property function becomes slightly more
oscillatory (see Fig. 5e and f) due to the larger correlation compo-
nent in the cost function that allows for a larger regularization term
in the overall cost function. Looking at the definition of F(2), it ap-
pears reasonable to choose a slightly higher value for νc relative
to ν. The tests confirm this but also show that a high ratio of νc/ν
(>10) may impact on smoothness.
5 F IELD DATA
The experiments presented in the previous section demonstrated
the advantages of the order 2 correlation function. In this section
the approach is tested on field data. The data cover an area of
300 × 200 km at the border between Queensland and New South
Wales in Australia (see Fig. 6a and b) (Nakamura (2016); Milligan
& Nakamura A. (2015)). The air layer is set to 15 km with a total
depth of 15 km. The potential influence of the Curie depth has been
ignored. The inversion uses a 770 × 500 × 80 grid with about
30 million cells. The weighting factors for the regularization of
m1 and m2 are set to ν1 = ν2 = 10−7 and the weighting factor
for the order 2 correlation function is set to νc = 10−5 = 100 ν1.
Results in Fig. 7 for uncorrelated inversions and in Fig. 8 for a joint
inversions are shown at the vertical plane y = 100 km. As in the
previous example, the property functions for the order 2 correlation
are well aligned (see Figs 7c and 8c), where the distribution of m1
corresponding to density shows more features (see Figs 7a and 8a).
Similarly, the recovered gravity anomaly shows more features (see
Fig. 6c and e); however the RMS misfit for the gravity component
is about 25 per cent higher than for the uncorrelated inversion. This
can be attributed to the fact that low wavelength features are better
reproduced in the uncorrelated inversion.
6 CONCLUS ION
As demonstrated through a synthetic example, the order two ap-
proach for the correlation function as a penalty term in the cost
function provides a good compromise between the strong order
zero approach which decouples the correlation function from the
smoothing and the conventional cross-gradient function which is of
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Figure 8. Field example: joint inversion results for density m1 (a) and logarithm of susceptibility m2 (b) at the vertical plane y = 100 km. Order two correlation
with weighting factor νc = 10−5 = 100 ν1 has been used. The air layer is not shown. Note the different scales for m1 and m2 from the one used in the
corresponding images in Fig. 7. Panel (c) shows the distribution of the correlation factor R2. Again dark colours show region with poor correlation of the
property function gradients.
fourth order in the property function gradient. For the order four ap-
proach, which is the conventional cross-gradient term, the recovered
density distribution is smooth (see Fig. 3c), resulting in too small a
contribution of the correlation term to the overall cost function and
a decoupling of the density and logarithm of susceptibility in large
parts of the domain (see Fig. 4b). For the order zero approach on the
other hand, for which the contribution to the cost function is inde-
pendent to the smoothness of the property functions, the correlation
term remains dominant leading to an oscillatory density and sus-
ceptibility distribution (see Fig. 3g and h) and to noisy correlation
pattern (see Fig. 4b). The order two approach provides a good com-
promise. One still needs to be careful in the choice of the weighting
factor where a large factor can lead to noisier property functions
5(g) and (h) and a small factor to a weak correlation 4(c). A slightly
higher weighting factor νc then for the regularization seems to give
the best results.
For the field application, this approach is able to create strongly
correlated density and susceptibility distributions (see Fig. 8c). In-
troducing the correlation leads to significant changes in both the
density and the susceptibility. This is expected for density which
is smoother when inverted by itself as the data are smoother but
changes can also be observed in the susceptibility, for instance at
x = 250 km where susceptibility contour becomes steeper due to
the nearby high density (see Figs 7b and 8b). In comparison to
previous results by Fregoso & Gallardo (2009) and Lelivre (2009)
(for different cases) the presented result show very good correla-
tions. This can be attributed to the modified correlation function
but the fact that much higher resolution was used needs to be seen
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as a contributing factor for the better results as contours of the
property functions are resolved better. The application of a finite
element-based inversion approach made it possible to address the
joint inversion at such a high resolution (Gross et al. 2015).
During the numerical testing for the order two and order four
correlation, there was no indication that the corresponding cost
functions have local minima. This can formally be established by
showing that the cost function is strictly convex. As for the result
of Lamichhane & Gross (2017), it can be interpreted that the in-
dividual gravity and magnetic components of the cost function are
strictly convex; it would be sufficient to show that the Hessian of the
cross-gradient function, which can be easily calculated, is positive
semidefinite (Gross et al. 2015). This can be done for the fourth-
order correlation but at this point we have not been able to establish
the same result for the second-order correlation function. In addi-
tion, further investigation on synthetic and field data are required for
the application of local correlation metric as introduced in eq. (17)
to support stronger contour alignment in certain spatial directions
using additional information.
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