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We realize a heat engine using a single electron spin as a working medium. The spin pertains
to the valence electron of a trapped 40Ca+ ion, and heat reservoirs are emulated by controlling the
spin polarization via optical pumping. The engine is coupled to the ion’s harmonic-oscillator degree
of freedom via spin-dependent optical forces. The oscillator stores the work produced by the heat
engine and therefore acts as a flywheel. We characterize the state of the flywheel by reconstructing
the Husimi Q function of the oscillator after different engine runtimes. This allows us to infer both
the deposited energy and the corresponding fluctuations throughout the onset of operation, starting
in the oscillator ground state. In order to understand the energetics of the flywheel, we determine
its ergotropy, i.e. the maximum amount of work which can be further extracted from it. Our
results demonstrate how the intrinsic fluctuations of a microscopic heat engine fundamentally limit
performance.
Heat engines converting thermal energy to mechanical
work have always been the centerpiece of thermodynam-
ics. They consist of four fundamental components: a
working agent, the cold and hot heat reservoirs, and a
mechanism for deposition or extraction of the generated
work. Recently, thermal machines have been experimen-
tally demonstrated in the microscopic regime [1–3] and
are currently entering the realm of well-controlled atomic
systems: A single-ion heat engine [4] and an ion-crystal
based refrigerator [5] have been demonstrated recently,
and engines based on ensembles of NV centers in dia-
mond [6], superconducting circuits [7] or ensembles of nu-
clear spins in a NMR setup [8] have been studied. With
decreasing size of the constituent parts and at finite op-
eration timescales, well-established notions such as work,
heat and efficiency need to be reassessed [9–11]. In par-
ticular, far from the thermodynamic limit, fluctuations
play a central role [12–14]. For engines comprising a few
microscopic degrees of freedom, the impact of quantum
effects has been subject to theoretical studies [15–19].
Here, we report on the experimental realization of a
heat engine based on a two-level system as a working
agent, which is coupled to a harmonic-oscillator degree of
freedom [20], where output energy is deposited through-
out the operation of the engine. It is henceforth referred
to as the flywheel [21]. The engine and flywheel degrees
of freedom both allow for direct control. This enables
the characterization of the energy deposition throughout
the onset of the engine operation, at an energy resolu-
tion below the single quantum level. Starting with the
flywheel initialized in the ground state, we characterize
its state after different engine operation times by recon-
structing its Husimi Q function [22]. From this, we infer
the energy deposited in the flywheel along with its fluc-
tuations. The measured fluctuations have a significant
thermal component, indicating that not all of the energy
transferred to the flywheel is extractable work. There-
fore, in order to quantify the work done by the engine
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FIG. 1. Operation of the four-stroke engine. a) Mechanical
picture: The parabolas show the harmonic trap potential and
lines indicate the additional spin-dependent optical potential
acting on ∣↑⟩ (red) and ∣↓⟩ (blue). The arrows within the
circles representing the ion correspondingly indicate the spin
populations. b) Energy representation: The levels indicate
the Zeeman energies of ∣↑⟩ and ∣↓⟩, and the size of the circles
indicates the populations. Shown are the states of the system
after each of the engine strokes, from left to right: isochoric
heating, isentropic expansion, isochoric cooling and isentropic
compression (see text).
we evaluate the ergotropy [23–25], i.e., an upper bound
on the amount of work which can be extracted from the
flywheel. The results reveal how the generation of use-
ful work is limited by effects which are characteristic for
microscopic systems.
Engine operation.—The heat engine operates on the
spin of the valence electron pertaining to a single trapped
40Ca+ ion. The operation is depicted in Fig. 1. Heating
and cooling of the spin is achieved by controlling its po-
larization in an external magnetic field via alternating
optical pumping. The harmonic motion of the ion in
the confining Paul trap acts as the flywheel. We place
the ion in an optical standing wave (SW), which medi-
ates the coupling between the engine and flywheel via a
spin-dependent optical dipole force [26, 27] along the os-
cillation (x) direction. The trap center x = 0 coincides
with a node of the SW. The Hamiltonian of the coupled
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2spin-oscillator system reads
Hˆ = HˆHO + h̵ (ωz +∆S sin(kSWxˆ)) σˆz
2
, (1)
where ωz denotes the Zeeman splitting of the spin and σˆz
is the Pauli z operator. The bare flywheel Hamiltonian
is HˆHO = h̵ωt (nˆ + 12), where ωt is the trap frequency
along x and nˆ is the number operator. The parameter ∆S
denotes the amplitude of the SW in terms of the spatially
varying ac-Stark shift, where kSW ≈ 2pi/ 280 nm is the
effective wavenumber. The internal energy is given by
the Zeeman energy of the spin: U = h̵ω′z(⟨xˆ⟩)⟨σˆz⟩/2. For
small displacements kSW⟨xˆ⟩ ≪ 1, the effective Zeeman
shift — the sum of the magnetic field-induced shift and
ac Stark shift from the SW — is ω′z(⟨xˆ⟩) = ωz+∆SkSW⟨xˆ⟩.
Optical pumping with optical polarization alternat-
ing at the trap period 2pi/ωt emulates the coupling to
reservoirs: After each pumping step, the populations of
the Zeeman sublevels of the S1/2 electronic ground state
correspond to a fixed temperature, see Fig. 2 a). The
cold reservoir temperature TC corresponds to predomi-
nant population of the lower-energy Zeeman sublevel, i.e.⟨σˆz⟩ ≳ −1, while the hot reservoir temperature TH > TC
corresponds to predominant depolarization, ⟨σˆz⟩ ≲ 0.
The hot and cold temperatures are determined via⟨σˆz⟩ = − tanh(h̵ω′z/2kBT ). (2)
Close to the the SW node, the ion experiences a mean
spin-dependent force F = −h̵kSW∆S⟨σˆz⟩/2. Since ⟨σˆz⟩
varies periodically at frequency ωt, this leads to an aver-
age resonant driving force on the oscillator, i.e. deposi-
tion of work in the flywheel. The engine is equivalent to
a four-stroke Otto motor: Associating the effective Zee-
man shift ω′z with the inverse volume of a working gas in
a macroscopic engine, we identify the four strokes of the
cycle as follows, see Fig. 1: The first optical pumping step
realizes isochoric heating of the spin (heat transfer Q(1)).
For an ion positioned at x > 0, the effective restoring force
is increased. In the second step, the harmonic oscillation
half-cycle leads to a decrease of ω′z, i.e. isentropic ex-
pansion (consumption of work W (2) from the flywheel),
as the ion moves to x < 0. Isochoric cooling takes place
in the third step (heat transfer Q(3)). This step again
increases the effective restoring force. Then, the final
oscillation half-cycle leads to an increase of ω′z, i.e. isen-
tropic compression (release of workW (4) to the flywheel).
As energy is continuously stored in the flywheel, the am-
plitude of the harmonic oscillation increases during the
operation of the engine. Since the internal Zeeman en-
ergy of the spin scales with the oscillator displacement,
the cycle is not closed, and the power increases with the
number of cycles.
Quantifying work.—Due to its coupling with the baths,
the spin’s orientation is intrinsically uncertain, giving rise
to a random spin-dependent force acting on the flywheel.
This leads to fluctuations in the energy transferred to the
flywheel during the isentropic strokes. Even for an ideal
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FIG. 2. a) Measured probabilities to find the spin in ∣↑⟩
throughout the engine operation. The colored areas indi-
cate that the pump laser is switched on (pink: heating, blue:
cooling). The equilibrium probabilities indicated by the hor-
izontal dashed lines indicate the optical pumping operations,
emulating the equilibration with reservoirs at temperatures
TC and TH . b) Relevant atomic levels of
40Ca+, showing
the working-medium levels ∣↓⟩ and ∣↑⟩, the transition to the
metastable D5/2 level utilized for spin readout (red arrow),
the stimulated Raman transition for probing (purple arrows)
and the cycling transition utilized for optical pumping and
readout (blue arrows). c) Experimental sequence for the re-
construction of the flywheel Q function (see text), indicating
sideband cooling (SBC), optical pumping (OP), rapid adia-
batic passage (RAP) and spin readout (R).
Otto cycle with fast, perfectly timed isochores and dis-
regarding other experimental imperfections, the flywheel
executes a random walk in phase space, whose statistical
properties are determined by the equilibrium spin popu-
lations [28]. As a result, only a fraction of the deposited
energy constitutes useful, extractable work, while the re-
mainder increases the flywheelaˆ€™s entropy.
The flywheel’s work content is quantified by its er-
gotropy, i.e. the maximum work that can be extracted
via a cyclic unitary transformation [23]. It is defined asW = Tr[HˆHOρˆ] −Tr[HˆHOρˆp], where ρˆ is the state of the
flywheel and ρˆp is the passive state unitarily related to
ρˆ [28]. The ergotropy represents the amount of ordered
energy stored in the flywheel while disregarding random
contributions such as thermal fluctuations. Measuring
the engine’s work output thus requires us to characterize
the state of the flywheel resulting from operation of the
engine.
Experimental realization.—We store a single 40Ca+ ion
trapped in a miniaturized Paul trap [29], at a secular trap
frequency of ωt ≈ 2pi×1.4 MHz along the x-axis. The Zee-
man sublevels of the S1/2 electronic ground state, i.e. the
two-level system working agent of the engine, are denoted
by ∣↑⟩ and ∣↓⟩ (Fig. 2 b). A constant magnetic field yields
a Zeeman splitting between these of ωz ≈ 2pi × 13 MHz.
The alternating optical pumping is carried out via laser
pulses driving the S1/2 ↔P1/2 cycling transition near
3abs α
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FIG. 3. Measured Q functions (raw data) for the flywheel at
different times throughout the heat engine operation. Each
pixel shows the result of 1000 independent experimental runs,
and corresponds to a kick voltage determining ∣α∣ and a kick
delay determining the phase argα. The black lines are 1/e2
contours pertaining to fits of the Q function to the model
Eq. (4). ∣α∣ = 1 corresponds to an oscillation amplitude of
19 nm. For further evaluation, the raw data values are shifted
and rescaled to account for imperfect population transfer and
readout, such that the normalization ∫ Q(α,α∗)d2α = 1 is
fulfilled, and that Q(α,α∗) assumes zero for large values of∣α∣.
397 nm, at pulse durations shorter than half the trap
period pi/ωt. For the hot (cold) isochore, the optical po-
larization is dynamically set to left (right) circular by
means of an electro-optical modulator, which leads to
population transfer ∣↓⟩ → ∣↑⟩ (∣↑⟩ → ∣↓⟩). The intensi-
ties and pulse durations determine the spin polarizations
at the end of the isochores and therefore the effective
bath temperatures. We work with equilibrium spin po-
larizations of ⟨σˆz⟩(H) = -0.084(4) and ⟨σˆz⟩(C) =-0.656(6),
which correspond to temperatures TH = 3.5(2)mK and
TC = 0.40(1)mK according to Eq. (2). The SW - pro-
viding the coupling between spin and flywheel - is gen-
erated by two laser beams far-detuned from the cy-
cling transition and controlled via acousto-optical mod-
ulators. This gives rise to a spin-dependent ac Stark
shift, periodically varying along x at an amplitude of
∆S= 2pi × 2.73(2)MHz ≪ ωz.
The experimental sequence is depicted in Fig. 2 c).
In each experimental run, the flywheel is initialized in
its ground state via resolved sideband cooling [30], and
the spin is initialized to a statistical mixture state corre-
sponding to temperature TC via optical pumping. Then,
the SW is switched on we run the heat engine for a time
tHE, during which the alternating pumping is carried out.
After heat engine operation throughout tHE, the SW is
switched off. Then, the spin is pumped to ∣↓⟩ and its role
is changed — rather than driving the engine, it is now
employed as a probe for the final state of the flywheel
ρˆ. As the flywheel was initialized close to its ground
state and energies in the few-quanta regime are to be
resolved, a quantum-mechanical measurement scheme is
ultimately required. We reconstruct the Q function of
the flywheelQ(α,α∗) = 1
pi
⟨0∣ Dˆ†(α)ρˆDˆ(α) ∣0⟩ . (3)
This quantity is the probability to find the flywheel in
the ground state after application of a displacement kick
Dˆ(α), and represents a quasi-probability distribution
in phase space. The state reconstruction measurement
starts with a displacement ’kick’ operation of complex
amplitude α on the flywheel. This operation is carried
out by applying calibrated voltage pulses to neighboring
trap segments [31]. After the kick, the population of all
states ∣n, ↓⟩ is transferred to ∣n − 1, ↑⟩. This is possible
only for n ≠ 0, therefore only the population pertaining
to n = 0 remains in ∣↓⟩. This is realized via rapid adiabatic
passage (RAP) on the first red sideband of the stimulated
Raman transition between ∣↑⟩ and ∣↓⟩. Finally, spin read-
out via population transfer ∣↑⟩ → D5/2 to a metastable
state [30] and subsequent detection of state-dependent
fluorescence upon driving the cycling transition yields a
’bright’ result at a probability corresponding to the Q
function value Eq. (3). A similar method has been used
e.g. in Refs. [14, 22].
The Q function is reconstructed in polar phase space
coordinates by scanning ∣α∣ via the kick voltage ampli-
tude and argα via the kick delay time with respect to
the onset of the heat engine operation. For increasing
values of ∣α∣, the resolution of argα is increased, such
that the support of Q(α,α∗) in phase space is scanned
at roughly constant steps.
Results.—We reconstruct Q(α,α∗) for different heat
engine runtimes tHE, in steps of t
(i)
HE = i ∆tHE with
∆tHE = 3µs, up to a duration of about 25 flywheel oscilla-
tion periods. Examples of reconstructed Q functions are
shown in Fig. 3, revealing the nature of the final flywheel
states. The quasi-probability peaks around a fixed ampli-
tude and phase, indicating coherent oscillations. Further-
more, the support of the distribution increases asymmet-
rically beyond the uncertainty limit, indicating a thermal
component induced by spin fluctuations and squeezing by
the anharmonic SW potential. We therefore model the
resulting flywheel states as displaced squeezed thermal
states (DSTS):
ρˆDST(β, ζ, n¯) = Dˆ(β)Sˆ(ζ)ρˆth(n¯)Sˆ†(ζ)Dˆ†(β), (4)
ρˆth(n¯) =∑
n
n¯n(n¯ + 1)n+1 ∣n⟩ ⟨n∣ , (5)
with the thermal state ρˆth(n¯) pertaining to the mean
thermal phonon number n¯, the squeezing operator Sˆ(ζ)
and the displacement operator Dˆ(β). The squeezing ex-
citation is small as compared to thermal and displace-
ment excitations. For obtaining estimates of the param-
4eters n¯, β, ζ for each reconstructed flywheel state, we fit
the model Eq. (4) to given Q function data. To that end,
for each test parameter set {β, ζ, n¯}, a density matrix is
computed in a truncated number state basis from Eq. (4),
from which the Q function values at the probed phase
space coordinates are computed directly from Eq. (3).
The fit minimizes the root-mean-square difference be-
tween the measured and model Q function values.
The DSTS model provides a description of the fly-
wheel energetics. The ergotropy W and mean energy
E = Tr[HˆHOρˆDST] are given respectively by [28]W = h̵ωt∣β∣2 + h̵ωt sinh2(∣ζ ∣)(2n¯ + 1), (6)
E =W + h̵ωtn¯. (7)
The dominant contribution to the ergotropy derives from
the oscillatory motion represented by β, with a further
squeezing contribution. Conversely, thermal fluctuations
increase the mean energy by an amount h̵ωtn¯, that can-
not be extracted as work. Note, however, that squeez-
ing catalyzes the extraction of work from thermal fluc-
tuations [25] via the term proportional to sinh2(∣ζ ∣)n¯ in
Eq. (6).
The energy and ergotropy deposited in the flywheel are
displayed in Fig. 4, together with the relative energy fluc-
tuations ∆E/E, where ∆E2 = Tr[Hˆ2HOρˆDST] − E2. The
experimental results show qualitative agreement with
simulations of a Lindblad master equation describing the
Otto cycle. Importantly, our theoretical model incorpo-
rates the full Hamiltonian (1), which is nonlinear in xˆ.
The assumption that the ion remains close to the SW
node, so that kSW⟨xˆ⟩ ≪ 1, breaks down after about five
engine cycles. As a consequence, the engine transitions
from its initial onset behavior, with ergotropy increasing
quadratically in time, to a later regime where the curva-
ture of the SW potential limits the growth of ergotropy
to be approximately linear. The squeezing contribution
to the ergotropy amounts to 1.9(3) quanta at tHE = 18µs.
Our measurements show that the flywheel’s ergotropyW remains strictly less than its energy E due to the pres-
ence of thermal excitation. However, the fraction W/E
grows over time, indicating an increasingly ordered depo-
sition of energy in the flywheel. This is reflected in the
behavior of ∆E/E, which exhibits a crossover from an
initial transient increase dominated by thermal fluctua-
tions to asymptotic decay at longer times [28]. Note that
even a pure coherent state, which would arise from uni-
tary transfer of work to the flywheel, would still exhibit
Poissonian energy fluctuations. As shown in Fig. 4(b),
the measured energy fluctuations significantly exceed this
“displacement limit”. These results demonstrate that
the extractable work produced by microscopic engines
is reduced by intrinsic fluctuations. However, in order to
distinguish useless thermal energy from useful deposited
work, one must go beyond energy statistics to quantita-
tively describe the thermodynamic performance of such
engines — for which ergotropy is the relevant quantity.
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FIG. 4. Results: (a) measured energy E, ergotropy W and
(b) relative energy fluctuations ∆E/E, compared to (cycle-
averaged) predictions of the master equation [28]. In (b) we
also plot the relative fluctuations of a coherent state with the
measured displacement β, i.e., (∆E/E)displ = ∣β∣/(∣β∣2 + 12).
In the simulations, the flywheel starts in a thermal state with
the measured initial energy. Note that the relative fluctu-
ation values exhibit small error bars as both statistical and
systematic errors of ∆E and E are correlated.
The obtained ergotropy values fall significantly short
from the simulation, while the relative energy fluctua-
tions exceed the simulation values. This discrepancy be-
tween theory and experiment can be attributed to imper-
fections such as photon recoils during optical pumping,
phase jitters of the SW and off-resonant scattering from
the SW, which are not included in the simulation. See
the Supplemental Material for details of the theoretical
model and error analysis [28].
Conclusion & outlook.—We have experimentally
demonstrated the operation of a single spin- 1
2
heat en-
gine coupled to a harmonic-oscillator flywheel, and we
have characterized the finite-time thermodynamic per-
formance of the combined engine-flywheel system. Fur-
thermore, we have shown that Q-function measurements
together with a DSTS ansatz allow for an accurate as-
sessment of the energetic capability of our microscopic
engine via the ergotropy, i.e. the maximum amount of
work which can be extracted from the flywheel by a cyclic
unitary protocol. Our results reveal the importance of
fluctuations in machines operating on single atomic de-
grees of freedom.
We stress that while our measurement method is in-
trinsically quantum mechanical, and while we initialize
the flywheel in its ground state, the resulting states of
5the flywheel are consistent with a semi-classical model.
This is a consequence of the operational principle imple-
mented here, which requires optical pumping, i.e.strong
incoherent coupling of the spin engine to reservoirs to
accomplish heat transfer.
Ultimately, one would seek to establish reservoirs con-
sisting of sets of trapped ions rather than external control
fields, which would open up a plethora of possibilities for
studying thermal machines comprised of well-controlled
microscopic quantum systems. Further extensions of the
spin heat engine could encompass limit-cycle operation
by adding persistent laser cooling of the flywheel, and
demonstrating autonomous operation [32, 33]. We also
note that irreversible entropy production can be inferred
from Q functions via the Wehrl entropy [34] and that
our platform may allow investigation of links between er-
gotropy and correlations [35]. Our experiment opens the
door to further explorations of nano-scale thermodynam-
ics where a work repository is explicitly included.
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I. EXPERIMENTAL METHODS
A. Optical pumping
S1/2
P1/2
S1/2
P1/2
hot isochore cold isochore
FIG. 1. Optical pumping. It is shown how the pumping laser
beam at alternating circular polarization transfers population
between the spin levels throughout the hat and cold isochores,
within the S1/2 and via the P1/2 state manifolds.
For the alternating optical pumping, we employ a laser
beam driving the S1/2 ↔P1/2 cycling transition near
397 nm, as shown in Fig. 1. The beam is propagating in
parallel to the external magnetic field, such that it drives
∆m = ±1 transitions. Its polarization is dynamically con-
trolled using an electro-optical modulator (EOM), which
dynamically switches between σ+ and σ− circular polar-
ization. The pump pulse durations are shorter than a
half trap cycle pi/ωt. It would take on average three scat-
tering events to flip the spin. The pump pulse intensities
are chosen such that much less than three photons per
pump pulse are scattered, i.e. the mean change of spin
polarization per pump pulse is ∣δ⟨σˆz⟩∣ ≪ 2. The spin
polarization after the heating (cooling) pump pulses de-
termine the hot(cold) temperatures according to Eq. 2
from the manuscript.
We achieve pumping rates of up to 3 × 106 s−1, which
allows for efficient optical pumping on timescales shorter
than a trap period. The beam is additionally switched on
and off via an acousto-optical modulator (AOM). While
the duration of the pumping pulses for heating is fixed to
100 ns, the duration of the cooling pulse is calibrated in
∗ Present address: LIAF - Laboratorio de Iones y Atomos Frios,
Departamento de Fisica & Instituto de Fisica de Buenos Aires,
1428 Buenos Aires, Argentina
† poschin@uni-mainz.de
order to minimize coherent excitation of the flywheel in-
duced by the resonant radiation pressure force, see Sec.
II D. To that end, measurements are performed where
the heat engine is operated with the SW switched off,
such that flywheel excitation is only caused by photon
scattering recoil and resonant radiation pressure. An
electrical kick (see Sec. I C) is applied after heat en-
gine operation, and then the flywheel state is probed
on different sidebands of the stimulated Raman transi-
tion ∣↓⟩ ↔ ∣↑⟩ in order to obtain a measure which grows
monotonously with the flywheel excitation [1]. The con-
trast at which this excitation varies w.r.t a delay time
between the heat engine start and the kick pulse is pro-
portional to the radiation-pressure induced coherent exci-
tation of the flywheel. The cooling pump pulse duration
of 200 ns is found to minimize this value, i.e. the total
recoil momenta from heating and cooling pulses roughly
balance for each cycle.
B. Spin-dependent forces
The optical dipole force is generated by two laser
beams in lin ⊥ lin configuration, both directed at 45○
to the trap axis and at 90○ to each other, such that
the difference wavevector is aligned along the trap x-axis
[2]. The beams are detuned by about 2pi × 150 GHz from
the S1/2 ↔ P1/2 ’cycling’ transition near 397 nm. Both
beams have the same optical frequency, which gives rise
to a static SW beat pattern along x-axis, at a differen-
tial ac-Stark shift amplitude of ∆S= 2pi × 2.73(2)MHz
and an effective wavenumber (modulus of the difference
wavevector) of about 2pi/280 nm.
C. Electrical kicks
Q functions are reconstructed by electrical kicks, gen-
erating a displacement operation Dˆ(α). This operation
is realized by train of 10 voltage pulses, spaced by the
trap period and applied to the trap segments neighbor-
ing the trap site. The modulus of the displacement ∣α∣
is controlled by the voltage amplitude Vk of the pulses
[3]. The maximum voltage amplitude of 0.7 V gives rise
to an electric field of 320 V/m at the ion location. The
pulse train at maximum amplitude yields a displacement
modulus of ∣α∣ ≈ 8. The phase of α is controlled by the
delay of the first kick with respect to the onset of heat
engine operation.
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FIG. 2. Calibration of the electrical kicks. The estimated dis-
placement modulus α is shown versus the voltage am litude
of a resonant train of 10 electrical kick pulses, Vkick, along
with a linear fit and its uncertainty band.
The relation between ∣α∣ and Vk is calibrated by a set
of separate measurements. Here, we carry out sequences
where a train of 10 electrical kicks of amplitude Vk is fol-
lowed by a probe pulse of variable duration on the stim-
ulated Raman transition. The carrier transition ∣↑⟩↔ ∣↓⟩
is probed along with its first and second motional side-
bands. The measured populations P∣↑⟩ versus the probe
pulse durations are fitted to a Rabi flopping model [1],
based on the assumption that the axial mode is in a co-
herent state. For the maximum kick voltage amplitude,
coherent displacements corresponding to a mean phonon
number of about 60 phonons are obtained. The depen-
dence of ∣α∣ on Vk is linear, and a fit yields the relation∣α∣ = c Vk, (1)
with the best fit parameter c¯ = 10.60 V −1 and the un-
certainty σc = 0.49 V −1. The results of the calibration
measurement are shown in Fig. 2.
D. Ground state discrimination
For detecting the population in the flywheel state∣n = 0⟩, we carry out rapid adiabatic passage (RAP) on
the first red motional sideband of the stimulated Raman
transition, i.e. ∣↑, n⟩ ↔ ∣↓, n − 1⟩. This ensures near-
perfect population transfer despite the dependence of the
red sideband Rabi frequency on the motional quantum
number n. We employ laser pulses with sine-square in-
tensity profile, a total duration of 100µs, a frequency
chirp rate of 2 kHzµs−1, and a peak Rabi frequency on
the transition ∣↓,1⟩↔ ∣↑,0⟩ of ηΩmax = 2pi × 22 kHz. This
leads to population transfer with > 90 % fidelity for a
wide range of motional quantum numbers 0 < n ≲ 60.
E. Spin readout
For spin readout, we selectively transfer population
from ∣↓⟩ to the metastable D5/2 state via RAP on the
S1/2 ↔D5/2 quadrupole transition, driven by laser pulses
near 729 nm, followed by detection of state-dependent
fluorescence upon driving the cycling transition [4].
II. Q FUNCTION MEASUREMENT: ERROR
ANALYSIS
The reconstruction scheme for the Q functions and
therefore the quantities derived from these data are sub-
ject to statistical and systematic errors. We have identi-
fied and accounted for the following error sources:
A. Statistical errors
Statistical error result from the binomial statistical er-
rors of the spin readout underlying Q function measure-
ment. Each point in phase space is probed N = 1000
times, resulting in errors between 0.005 and 0.015 for
each data point. The propagation of the statistical er-
rors on the values for energy and ergotropy is quantita-
tively analyzed by means on nonparametric bootstrap-
ping: For each measured raw data Q(meas)i (α,α∗), 50
sets of artificial data is generated according to a bino-
mial distribution for each probed point in phase space:Q(BS)i (α,α∗) ∼ binomial (N,Q(meas)i (α,α∗)). Each ar-
tificial data set is evaluated via the same fitting proce-
dure as for the measurement data. This yields a statisti-
cal sample of energy and ergotropy values, from which
confidence intervals can be computed. We performed
parametric bootstrapping, where for each measurement
dataset, a density matrix is generated from the fit pa-
rameters, from which in turn 50 sets of artificial data is
generated and fitted. Both methods yield statistically
consistent mean fit parameters and confidence intervals.
B. Displacement calibration
The measurement for calibrating the Q function ar-
gument ∣α∣ in terms of the kick voltage Vk discussed in
Sec. I C has a finite accuracy. The relative uncertainty of
4.6 % of the conversion factor c in Eq. 1 translates into
an uncertainty of the radial scaling of the Q functions.
We define the radial scaling deviation
ξ = c
c¯
− 1. (2)
The mean energy depending on ξ is given by
Eξ = ∫ dφ∫ d∣α∣(1 + ξ)∣α∣ ((1 + ξ)2∣α∣2 − 12)Q(α)(3)≈ E + ξ (3E + 1
2
) (4)
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Therefore
dEξ
dξ
∣ξ=0= 3E + 12 (5)
and
σ
(cal)
E = 3E + 12c¯ σc (6)
C. Secular frequency drift
The axial secular frequency ωt of the flywheel is subject
to measurement uncertainty and drift. Resolved side-
band spectroscopy on the stimulated Raman transition
yields measurement accuracy of about δt ≈ 2pi × 1 kHz.
The measurement scheme is affected in different ways by
static offsets / slow drifts and by shot-to-shot fluctua-
tions of ωt.
In the first case, a mismatch between ωt and the switch-
ing rate of the optical pumping pulses leads to a sub-
optimal performance of the heat-engine / flywheel sys-
tem, as the effective driving force acting on the fly-
wheel becomes out-of-phase during the operation. At
the maximum operation time, the phase mismatch would
be δt × 20µs ≈ 0.13rad, which would lead to an insignif-
icant performance reduction of about 0.2% in terms of
deposited energy. A similar error mechanism occurs
throughout the final displacement operation via a train
of 10 electrical kicks as described in Sec. I C, which can
also be seen as resonant excitation of the flywheel. As
the duration of the kick operation is similar to the maxi-
mum engine operation time, this also leads to worst-case
systematic errors in terms of mean energy of below 1%.
Fast fluctuations of ωt on timescales below the acquisi-
tion time of one set ofQ function data would lead to addi-
tional dephasing. Ramsey-type measurements of the mo-
tional coherence on number state superpositions ∣0⟩ + ∣1⟩
yield coherence times of several tens of milliseconds, and
the overall drift is less than 2pi × 1 kHz between different
measurement runs. Therefore, we can exclude fast fluctu-
ations and drifts of ωt as a significant source of statistical
or systematic errors.
D. Radiation pressure background
Background excitation was measured for several values
of operation times tHE via a full reconstruction of the Q
function after operation throughout tHE with the alter-
nating optical pumping active but the SW switched off.
The results are shown in Fig. 3. By 18µs, a mean energy
of 2.1(3) phonons and an ergotropy of 0.67(7) phonons is
reached, resulting from random photon recoils through-
out the optical pumping and residual resonant radiation
pressure force resulting the fact that the overall number
of scattered photons is not exactly balanced for the two
different pumping strokes. The minimization of the net
radiation pressure force is described in Sec. I A.
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FIG. 3. Background excitation measurement. Energy and
ergotropy are inferred from Q function measurements, where
the engine is run without the SW switched on, i.e. only the
optical pumping is carried out. The linear increase of the
energy is consistent with the expected heating due to photon
recoils, whereas the quadratic increase of the ergotropy is due
to residual uncompensated resonant radiation pressure. Note
that the maximum operation time of the heat engine is 18µs.
For the background measurement, the ergotropy increase
exhibits a quadratic behavior, which confirms that this
is caused by a resonant radiation pressure force. This is
a parasitic effect, caused by imperfecly calibrated opera-
tion parameters, add spuriously adds to the actual work
generated by the heat engine. Therefore, the ergotropy
data shown Fig. 4a) in the main manuscript has been
corrected for this effect, i.e. the background excitation
has been subtracted.
III. THEORETICAL METHODS
A. The concept of ergotropy
Ergotropy has emerged as an important concept in the
field of quantum thermodynamics. It is defined as the
maximum amount of work that can be extracted from a
quantum state by means of a cyclical unitary transforma-
tion [5]. Explicitly, consider a quantum system described
by a generic Hamiltonian
Hˆ =∑
k
k ∣k⟩ ⟨k ∣ ,
where the eigenvalues are ordered so that k ≤ k+1. The
initial density matrix can always be expressed in the di-
agonal form
ρˆ =∑
k
rk ∣rk⟩ ⟨rk ∣ .
The state ρˆ is passive with respect to the Hamiltonian
Hˆ [6, 7] if [ρˆ, Hˆ] = 0 and rn ≥ rm whenever n < m. Ther-
mal states in particular are always passive, since they
are energy-diagonal and satisfy rn/rm = eβ(m−n), with
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β = 1/kBT the inverse temperature.
States that are not passive — such as the dynamical
state of the flywheel in this experiment — can deliver
output work. In order to extract the useful energy from
a non-passive state we assume that we are able to control
the Hamiltonian in some time interval [0, τ] in such a way
that
Hˆ(0) = Hˆ(τ) = Hˆ.
The time evolution from t = 0 to t = τ is given by the
unitary operator Uˆ = T exp[∫ τ0 dt Hˆ(t)/ih̵]. This is an
isentropic evolution and therefore the energy change of
the system is equal to the extracted work
Wex = Tr{Hˆ (ρˆ − Uˆ ρˆUˆ †)} .
The maximum quantity of work that can be extracted
is called ergotropy [5] and customarily denoted W. It
is obtained by choosing Uˆ to maximise W , i.e., W =
maxUˆWex. The final state that results from this maximal
work extraction protocol is the unique passive state ρˆp
pertaining to the initial state ρˆ. This passive state has
the form
ρˆp =∑
k
rk ∣k⟩ ⟨k ∣ ,
where {rk} are the eigenvalues of the initial state ρˆ or-
dered such that rk ≥ rk+1. Therefore, the ergotropy is
given explicitly byW = Tr{Hˆρˆ} −Tr{Hˆρˆp}=∑
j,k
rkj(∣⟨j ∣rk⟩∣2 − δjk).
In the context of the flywheel, the ergotropy provides a
useful operational quantity which allows to isolate the
extractable component from the total energy change [8].
As one can see from the above formulae, non-passivity
and hence the ability to extract work is attributed to
both coherences and population inversions (in the energy
eigenbasis). In addition, ergotropy has been linked to
quantum correlations in an extended setup [9].
B. Energetics of displaced squeezed thermal states
A displaced, squeezed thermal state (DSTS)
ρDST(β, ζ, n¯) is defined by
ρˆDST(β, ζ, n¯) = Dˆ(β)Sˆ(ζ)ρˆth(n¯)Sˆ†(ζ)Dˆ†(β), (7)
ρˆth(n¯) =∑
n
n¯n(n¯ + 1)n+1 ∣n⟩ ⟨n∣ , (8)
Sˆ(ζ) = exp(1
2
[ζ(aˆ†)2 − ζ∗aˆ2]) , (9)
Dˆ(β) = exp (βaˆ† − β∗aˆ) , (10)
with thermal occupation n¯, squeezing parameter ζ = reiφ
and displacement β. From this we may deduce the fol-
lowing expectation values⟨aˆ⟩ = β, (11)⟨nˆ + 1
2
⟩ = 1
2
cosh(2r) (2n¯ + 1) + ∣β∣2, (12)⟨nˆ2⟩ − ⟨nˆ⟩2 = cosh(4r)n¯(n¯ + 1)+ 1
2
sinh2(2r) + ∣β cosh(r) + β∗eiφ sinh(r)∣2+ 2n¯∣β cosh(r) + β∗eiφ sinh(r)∣2. (13)
Here we have explicitly separated Eq. (13) into three
distinct contributions. The first line describes thermal
fluctuations, the second line arises from coherences in
the energy eigenbasis associated with displacement and
squeezing, while the third line is a thermal-coherent cross
term.
The passive state associated to ρˆDST(β, ζ, n¯) is the
thermal state ρˆth(n¯), since the two are unitarily related
by Eq. (7) and all thermal states are passive by defini-
tion. The energy of the thermal state is Tr[HˆHOρˆth(n¯)] =
h̵ωt(n¯+ 12). Thus, the ergotropy of the DSTS is given byW = h̵ωt(⟨nˆ⟩ − n¯). Together with Eq. (12) above, this
implies Eqs. (6) and (7) in the main text.
C. Random-walk model
In this section we show how the dynamics of the fly-
wheel may be understood as a random walk in phase
space. We consider an idealised model of the Otto cycle
with no motional heating due to spontaneous emission
or other sources (e.g. micromotion, trap potential fluc-
tuations etc.) and perfect timing of the engine strokes.
We also make the simplifying assumption that the iso-
chores occur instantaneously. As shown in the following
section, this is a good approximation to a more realistic
description that takes the finite isochore duration into
account.
The free evolution of the spin-flywheel system is gov-
erned by the Hamiltonian Hˆ given in Eq. (1) of the main
text. This Hamiltonan is block diagonal in the spin vari-
ables and thus may be written in the form
Hˆ = Πˆ↓ ⊗ Hˆ↓ + Πˆ↑ ⊗ Hˆ↑, (14)
where Πˆs = ∣s⟩⟨s∣ is a projector onto an eigenstate of
σˆz with spin projection s =↓, ↑, and the spin-dependent
flywheel Hamiltonian is
Hˆ↑,↓ = h̵ωt (aˆ†aˆ + 12) ± h̵∆S2 sin(kSWxˆ), (15)
with the plus (minus) sign corresponding to ↑ (↓). Be-
tween isochores, the dynamics of the system is given by
the unitary evolution operator over a half-period pi/ωt,
which may be written as
Uˆ = Πˆ↓ ⊗ Uˆ↓ + Πˆ↑ ⊗ Uˆ↑, (16)
where Uˆs = e−ipiHˆs/h̵ωt . The instantaneous isochores cor-
respond to the map Πˆs → pc,h↓ Πˆ↓ + pc,h↑ Πˆ↑, which extends
10
5
to the spin-flywheel Hilbert space asEc,hρˆ = (pc,h↓ Πˆ↓ + pc,h↑ Πˆ↑)⊗TrS[ρˆ], (17)
where TrS denotes a partial trace over the spin. This map
resets the spin to the appropriate thermal state while
leaving the flywheel unaffected.
Starting directly after the hot isochore, each cycle con-
sists of the composite map
ρˆ→ EhUEcU ρˆ, (18)
where U ρˆ = Uˆ ρˆUˆ †. Tracing over the spin yields a recur-
sion relation for the flywheel state ρˆ
(N)
F after N cycles:
ρˆ
(N)
F =pc↓ph↓ Uˆ↓↓ρˆ(N−1)F Uˆ †↓↓ + pc↑ph↑ Uˆ↑↑ρˆ(N−1)F Uˆ †↑↑+ pc↓ph↑ Uˆ↓↑ρˆ(N−1)F Uˆ †↓↑ + pc↑ph↓ Uˆ↑↓ρˆ(N−1)F Uˆ †↑↓, (19)
where Uˆ↓↓ = Uˆ↓Uˆ↓, Uˆ↓↑ = Uˆ↓Uˆ↑, etc. This describes a
discrete-time random walk, which can be efficiently sim-
ulated by the following simple procedure: After each cy-
cle, one of the four unitaries {Uˆ↓↓, Uˆ↓↑, Uˆ↑↓, Uˆ↑↑} is ap-
plied at random according to the probability distribution{pc↓ph↓ , pc↓ph↑ , pc↑ph↓ , pc↑ph↑ }. Any observable can then be es-
timated by averaging over many such trajectories.
A further simplification is obtained by assuming small
displacements from the SW node, i.e., kSW⟨xˆ⟩ ≪ 1, which
is a valid approximation for short engine operation times.
Expanding the Hamiltonian to first order gives
Hˆ↓,↑ = h̵ωt(aˆ†aˆ + 12) ± h̵ωtd2 (aˆ + aˆ†) , (20)
with the dimensionless displacement
d = ∆SkSWx0
ωt
≈ 0.416, (21)
where x0 = √h̵/2mωt is the natural oscillator length.
Eq. (20) is diagonalized by a displacement transforma-
tion Dˆ(±d/2)Hˆ↑,↓Dˆ†(±d/2) = HˆHO. It follows immedi-
ately that
Uˆ↑ = Pˆ Dˆ(d), Uˆ↓ = Pˆ Dˆ(−d), (22)
where Pˆ = eipiaˆ†aˆ is the parity (spatial inversion) operator.
Plugging Eq. (22) into Eq. (19) gives a simpler recur-
sion relation
ρˆ
(N)
F = p0ρˆ(N−1)F + p+Dˆ(2d)ρˆ(N−1)F Dˆ†(2d)+ p−Dˆ(−2d)ρˆ(N−1)F Dˆ†(−2d). (23)
This describes a one-dimensional discrete-time random
walk along the xˆ quadrature in phase space. The walker
takes a step of size ∆x = 0,±2d on each cycle. The
corresponding probabilities are p+ = pc↓ph↑ , p− = pc↑ph↓
and p0 = 1 − p+ − p−. Note that the ratio of forward
and backward probabilities is p+/p− = e(βc−βh)ωz , where
βc,h = 1/kBTc,h (here we neglect the dependence of the
effective spin precession frequency on ⟨xˆ⟩). Since we must
have βc > βh for engine operation, a forward step is more
likely than a backward one. Moreover, even in the limit
Tc → 0 where p− → 0, we have p0 ≠ 0 (assuming that Th is
positive) so that the walker dynamics is always stochas-
tic.
Assuming that the initial state of the flywheel ρˆ
(0)
F
is the vacuum, the state after N steps is a statistical
mixture of coherent states ∣αN ⟩ ⟨αN ∣ with (real) displace-
ment αN = ∑Nn=1 ∆xn, where ∆xn are independent, iden-
tically distributed random variables taking the values
∆xn = 0,±2d with probability p0, p±. Normal-ordered
quantum expectation values may thus be found from the
moments of αN using the formula ⟨(aˆ†)qaˆp⟩ = E[αq+pN ],
where E[⋅] denotes the average over random-walk trajec-
tories. In turn, the moments of αN can be obtained from
derivatives of the generating function GN(s) = E[esαN ] =[G1(s)]N , where the single-step generating function is
found to be
G1(s) = 1 + 2 sinh(ds)(p+eds − p−e−ds). (24)
In particular, the mean displacement and the mean
phonon number after N cycles are given by⟨aˆ⟩ = 2d(p+ − p−)N, (25)⟨nˆ⟩ = 4d2 [p+ + p− − (p+ − p−)2]N + ⟨aˆ⟩2. (26)
The mean displacement is linear in the number of steps.
The phonon number has a linear component associated
with the thermal spin fluctuations and a quadratic com-
ponent due to the coherent displacement that dominates
for large N . Higher moments can also be computed an-
alytically from Eq. (24) although the resulting expres-
sions are rather tedious. Here we simply note that the
dominant contribution to the phonon number fluctua-
tions for large N behaves as ∆n2 = ⟨nˆ2⟩ − ⟨nˆ⟩2 ∼ N3,
and thus the relative fluctuations decay asymptotically
as ∆n/⟨nˆ + 1
2
⟩ ∼ N−1/2, as expected for a diffusive pro-
cess.
In order to connect these results with the model (7),
we approximate the state after each step by a DSTS.
For simplicity, we set ζ = 0, since in the linear regime
kSW⟨xˆ⟩ ≪ 1 the squeezing excitation should be negligi-
bly small. Comparing Eqs. (25) and (26) with the corre-
sponding Eqs. (11) and (12), we deduce the change of β
and n¯ after one cycle:
δβ = 2d(p+ − p−), (27)
δn¯ = 4d2 [p+ + p− − (p+ − p−)2] . (28)
In other words, both the coherent displacement β and the
thermal occupation n¯ change linearly with the number of
cycles.
This gives a simple understanding of the behaviour of
the relative energy fluctuations via Eq. (13). At short
times, where E ≲ h̵ωt, thermal noise dominates (i.e., the
first term in Eq. (13)) and the relative fluctuations in-
crease as ∆E/E ∼ √n¯. After many cycles, the thermal-
coherent cross term (i.e., the third line in Eq.(13)) is the
dominant contribution to the fluctuations, while the en-
ergy grows as E ∼ h̵ωt∣β∣2. We therefore find the asymp-
totic behaviour ∆E/E ∼ √n¯/∣β∣ ∼ N−1/2, in agreement
with the exact random-walk solution.
We emphasise that these analytical results require that
kSW⟨xˆ⟩ ≪ 1, whereas Eq. (25) predicts that kSW⟨xˆ⟩ ≳ 1
after only N = 10 steps with the given experimental pa-
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FIG. 4. Simulation of the master equation (29), taking pa-
rameters from the experiment. From top to bottom, the plots
show the population of the spin’s excited state p↑, the flywheel
energy E, energy fluctuations ∆E, position quadrature X and
the mutual information I(S ∶ F ) between spin and flywheel.
rameters. As a result, only the first few cycles feature a
linear growth of β and n¯. Nevertheless, our simple ana-
lytical estimate for the energy fluctuations turns out to
be a rather good approximation even after many cycles,
as discussed below.
D. Master equation simulations
We now describe a master equation that describes the
effect of finite isochore duration. This model is used to
generate the theoretical plots in Fig. 4 of the main text.
The dynamics of the system is now described by a con-
tinuous evolution equation
dρˆ
dt
= 1
ih̵
[Hˆ, ρˆ] +R+(t)D[σˆ+]ρˆ +R−(t)D[σˆ−]ρˆ, (29)
where D[Lˆ]ρˆ = LˆρˆLˆ† − 1
2
{Lˆ†Lˆρˆ} is a Lindblad dissipator
and the rates R±(t) = Rh,c± only take finite values during
the isochores and are zero otherwise. In particular, we
take R+(t) = R+ and R−(t) = 0 during the hot isochore,
while R−(t) = R− and R+(t) = 0 during the cold isochore.
The rates are chosen to ensure that the dissipation drives
the spin to an equilibrium state with the correct spin
populations. In particular, we have
R+ = t−1h ln(ph↑ /pc↑), (30)
R− = t−1c ln(ph↓ /pc↓), (31)
where pc,h↓,↑ are the equilibrium probabilities of the two
spin states at temperature Tc,h and tc,h are the corre-
sponding isochore durations. Note that this model is
equivalent to the random-walk description of the fly-
wheel, specifically Eq. (18), in the limit tc,h → 0.
Since the dissipators do not generate spin coherences,
we may restrict our attention to block-diagonal solutions
of Eq. (29) with the general form
ρˆ = p↓Πˆ↓ ⊗ ρˆ↓ + p↑Πˆ↑ ⊗ ρˆ↑, (32)
where ρˆs is the state of the flywheel conditioned on the
spin. This indicates in particular that there are no quan-
tum correlations between spin and flywheel. Classical
correlations remain small as indicated in Fig. 4, where
solutions of Eq. (29) for some pertinent observables are
displayed.
In Fig. 5, the predictions of the random walk model
for energy, ergotropy and relative energy fluctuations are
compared with the results of the master equation. We
see that the linearized approximation (20), which as-
sumes kSW⟨xˆ⟩ ≪ 1, breaks down after only about five
engine cycles, when considering the energy and ergotropy
of the flywheel. The linear approximation describes the
relative energy fluctuations surprisingly well, however,
even for longer times. The more accurate random-walk
model (18) that includes the non-linear standing-wave
potential agrees well with the master-equation predic-
tions at all times. The finite duration of the isochores
causes a small reduction in both the energy and ergotropy
transferred to the flywheel, as well as a reduction in its
relative energy fluctuations.
E. Estimating the effect of photon recoils
In this section we estimate the heating effect of mo-
tional recoil during optical pumping, which is neglected
in Eq. (29). Circularly polarized photons absorbed from
the applied laser field are spontaneously emitted with ei-
ther the same polarization (Rayleigh scattering) or with
linear polarization (Raman scattering). Raman scatter-
ing events lead to a change in spin state, while Rayleigh
scattering events do not. In either case, the emission of
a photon with wavevector k implies a recoil momentum−h̵k acquired by the atomic centre of mass. In the fol-
lowing, these considerations are formalised into a simple
phenomenological master equation.
In the spirit of the quantum-jump approach [10], ev-
ery distinguishable change in the electromagnetic envi-
ronment that may in principle be measured is identified
with a distinct dissipation channel acting on the spin-
flywheel system. We thus imagine a fictitious scenario in
which the spontaneously emitted photons are detected
with unit efficiency and perfect angular resolution, in a
manner that distinguishes the two possible polarisation
states. Suppose that the temporal resolution of the pho-
todetectors, ∆t, is much smaller than any relevant time
scale of the heat engine dynamics. According to stan-
dard quantum measurement theory, the state of the heat
engine after each time interval ∆t updates according to
a positive operator-valued measure. The physical state
describing the experiment is obtained by averaging over
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FIG. 5. Comparison between the master equation (29) (black solid line), the random-walk model (18) (blue dashed line) and
its linearized approximation (23) (red dotted line) for (a) energy, (b), ergotropy and (c) relative energy fluctuations. For a fair
comparison, the initial flywheel state is taken to be the vacuum state in each case.
the fictitious measurement outcomes, viz.
ρˆ(t +∆t) = Mˆ0ρˆ(t)Mˆ †0 + ∫ d2n 2∑
s=1 Mˆs(n)ρˆ(t)Mˆ †s (n).
(33)
The Kraus operators Mˆs(n) describe the detection of a
photon with wavevector k = 2pin/λ, with λ ≈ 397 nm
the resonant wavelength, and polarisation s = 1,2 corre-
sponding to Raman and Rayleigh scattering, respectively.
The element of solid angle is denoted by d2n = sin θdθdφ.
The Kraus operators are chosen to give the correct
probability Tr[Mˆ †s (n)Mˆs(n)ρˆ(t)] and the appropriate
post-selected (unnormalized) state Mˆs(n)ρˆ(t)Mˆ †s (n) as-
sociated with each detectable scattering event. For ex-
ample, during the hot isochore we have
Mˆ1(n) = √∆tR+f(n)σˆ+Dˆ(−iη cos θ), (34)
Mˆ2(n) = √2∆tR+f(n)σˆ−σˆ+Dˆ(−iη cos θ), (35)
where f(n) is the normalized angular distribution for the
outgoing photons, Dˆ is the displacement operator (10),
η = 2pix0/λ is the Lamb-Dicke parameter and θ is the an-
gle subtended by n from the motional axis of the trapped
ion. The corresponding Kraus operators for the cold iso-
chore are obtained by substitutingR+ → R− and exchang-
ing σ+ ↔ σ−. Here we account for the fact that the total
rate of spin population transfer is equal to R±, while the
rate of Rayleigh scattering events is precisely twice that
of Raman events. We have also assumed for simplicity
that the angular distributions f(n) are identical for each
scattering process. Finally, the free (no detection) evolu-
tion is described by Mˆ0 = e−i∆tHˆeff , with
Hˆeff = Hˆ − i
2
∫ d2n ∑
s=1,2 Mˆ †s (n)Mˆs(n), (36)
where the anti-Hermitian part ensures overall probability
conservation at first order in ∆t.
Putting this all together and expanding Eq. (33) to
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FIG. 6. Difference between energy and ergotropy computed
from the master equation with and without the effect of pho-
ton recoil.
first order in ∆t, we obtain
dρˆ
dt
≈ ρˆ(t +∆t) − ρˆ(t)
∆t= 1
ih̵
[Hˆ, ρˆ] +R+(t)∫ 1−1 du f¯(u)D[σˆ+Dˆ(−iηu)]ρˆ+R−(t)∫ 1−1 du f¯(u)D[σˆ−Dˆ(−iηu)]ρˆ+ 2R+(t)∫ 1−1 du f¯(u)D[σˆ−σˆ+Dˆ(−iηu)]ρˆ+ 2R−(t)∫ 1−1 du f¯(u)D[σˆ+σˆ−Dˆ(−iηu)]ρˆ. (37)
Here, we defined the angular distribution averaged over
the azimuthal angle
f¯(u) = ∫ 2pi
0
dφf(n), (38)
where u = cos θ, the projection of n onto the motional
axis, is held fixed.
In order to estimate the impact of photon recoil, we
simulate Eq. (37) taking a simple isotropic distribution of
emitted photons, f¯(u) = 1/2, and evaluating the integrals
over u on a grid of 100 evenly spaced points. In Fig. 6
we show the difference between the cycle-averaged energy
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FIG. 7. Difference between energy and ergotropy computed
from the random-walk model with and without the effect of
SW phase jitter. The results are averaged over 105 random-
walk trajectories.
and ergotropy as computed with and without the effect
of photon recoil. As expected, photon recoil increases the
energy and decreases the ergotropy by a small amount.
F. Estimating the effect of standing-wave phase
jitter
In this section we estimate the effect of phase fluctua-
tions of the standing-wave (SW) potential. In particular,
we now allow for a random phase φ in the spin-dependent
SW potential:
V (xˆ) = ± h̵∆S
2
sin(kSWxˆ + φ). (39)
The phase drift of the SW has been measured to be
dφ/dt ≲ 0.03pi/s [2], which is completely negligible on
the 18 µs timescale of the experiment. We thus focus on
shot-to-shot fluctuations of the phase between each run
of the experiment, which are equivalent to a root-mean-
square position fluctuation of the trap minimum relative
to the SW node of approximately 6.5 nm [2].
To estimate the effect of these fluctuations, we simu-
late the random-walk model given by Eq. (18) with each
stochastic trajectory calculated using a different phase
in the SW potential. In particular, the position of the
standing-wave node relative to the trap potential mini-
mum is shifted by a random Gaussian variable with zero
mean and standard deviation 6.5 nm. As shown in Fig. 7,
phase fluctuations lead to a small decrease in both the er-
gotropy and the energy, as compared to the random-walk
model without SW phase fluctuations.
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