Abstract-We discover some important properties of coverfree (CF) codes, separating system (SS) codes and completely separating system (CSS) codes connected with the concept of constant weight CF codes. New upper and lower bounds on the rate of CF and SS codes based on the known results for CF and CSS codes are obtained. Tables of numerical values for the improved upper and lower bounds are presented.
I. NOTATIONS, DEFINITIONS AND RESULTS
Let N , t, s and L be integers, 1 s < t, 1 L t − s, the symbol denotes equality by definition, |A| -cardinality of the set A, and [N ]
{1, 2, . . . , N } -the set of integers from 1 to N . The standard symbol a ( a ) will be used to denote the largest (least) integer a ( a). Introduce a binary matrix X x i (j) , x i (j) = 0, 1 with t columns (codewords) x(j) (x 1 (j), . . . , x N (j)), j ∈ [t], and N rows x i (x i (1), . . . , x i (t)), i ∈ [N ]. Any such matrix is called a binary code X of length N and size t. The number of ones in column x(j), i.e., |x(j)| N i=1
x i (j), is called the weight of x(j), j ∈ [t]. Let Q, 0 < Q < 1, be a fixed parameter. A code X of length N and size t is said to be the constant weight code of the relative weight Q if the weight |x(j)| Q N for any j ∈ [t].
A. Cover-Free and Separating Codes
Let s 1 and 1 be positive integers such that s+ t. Definition 1. [1] , [2] . A code X is called a cover-free (CF) (s, )-code, if for any two disjoint sets S, L ⊂ [t], |S| = s, |L| = , S ∩ L = ∅, there exists a row x i , i ∈ [N ], such that x i (j) = 0 for ∀ j ∈ S, and x i (k) = 1 for ∀ k ∈ L.
Taking into account the obvious symmetry over the parameters s and , we denote by t cf (N, s, ) = t cf (N, , s) the maximal size of CF (s, )-codes of length N , and by N cf (t, s, ) = N cf (t, , s), the minimal length of CF (s, )-codes of size t. Introduce the rate of CF (s, )-codes: R cf (s, ) = R cf ( , s) lim N →∞ log 2 t cf (N, s, ) N The best presently known upper and lower bounds on the rate R cf (s, ) of CF (s, )-codes were established in [4] , [5] . If 1 is fixed and s → ∞, then these bounds have the following asymptotic form:
Definition 2. [6] . A code X is called a separating system
Taking into account the evident symmetry over the parameters s and , denote by t ss (N, s, ) = t ss (N, , s) the maximum possible size of SS (s, )-codes of length N and denote by N ss (t, s, ) = N ss (t, , s) the minimum possible length of SS (s, )-code of size t. Introduce the rate of SS (s, )-codes:
Definition 3. [7] . Code X is called a completely separating system (s, )-code or, briefly, CSS (s, )-code, if for any two disjoint sets S, L ⊂ [t], |S| = s, |L| = , S ∩ L = ∅, there exist two rows x i , x j , i, j ∈ [N ], such that x i (m) = 0 for ∀ m ∈ S, and x i (k) = 1 for ∀ k ∈ L, and x j (m) = 1 for ∀ m ∈ S, and x j (k) = 0 for ∀ k ∈ L.
Given the symmetry over s and , denote by t css (N, s, ) = t css (N, , s) the maximum size of CSS (s, )-codes of length N , and by N css (t, s, ) = N css (t, , s), the minimum length of CSS (s, ) codes of size t. Introduce the rate of CSS (s, )-codes:
Bounds on the rates (3)-(4) along with constructions of SS (s, )-codes and CSS (s, )-codes have been investigated in many papers. See, overviews [8] , [9] . Note the evident Proposition 1.
[8], [9] . (Monotonicity properties). For any s 1 and 1, the rate R cf (s, s) = R css (s, s) and the inequalities
hold.
In Definitions 1-3, we follow the notations used in the survey [9] . The aim of our paper is presented in the Abstract.
B. Applications of Separating Codes
The most important applications of separating codes are connected with the automata synthesis (see [8] , [10] ), digital fingerprinting (see [11] - [13] ), and constructions of hash functions [14] . 
Proposition 2. The Q-rate of CF (s, )-codes R Q cf (s, ) and the rate R cf (s, ) of CF (s, )-codes satisfy the inequalities:
Proof. Consider an arbitrary constant weight CF (s+1, )-code X of length N , size t and the relative weight Q. Fix an arbitrary column x(j). Delete the column x(j) and all Q N rows having ones in x(j). It's easy to see that the obtained code X is a CF (s, )-code of size t − 1 and length (1 − Q)N . This yields
Therefore, the rate definitions (3) and (6) lead to the first inequality in (7) . The second inequality in (7) is established in the similar way.
Proposition 3. The rate of SS (s, )-codes R ss (s, ) and the 1/2-rate of CF (s, )-codes R 1/2 cf (s, ) satisfy the inequality
Proof. Consider an arbitrary SS (s, )-code X of size t and length N . Construct the code X = (x (1), x (2), . . . , x (t)) of size t and length 2N as follows:
, where the symbol & denotes the concatenation of two vectors, and
One can easily see that the code X is a constant weight CF (s, )-code of the relative weight 1/2. Hence, the rate definitions (3) and (6) lead to (8) .
Our new upper bounds on the rate of SS (s, )-codes are obtained with the help of the known upper bounds on the rate R cf (s, ) of CF (s, )-codes and the following Theorem 1. The rate R ss (s, ) of SS (s, )-codes and the rate R cf (s, ) of CF (s, )-codes satisfy inequalities
Proof of Theorem 1. The left-hand sides in (9) follow immediately from (5) . To prove the right-hand sides of (9), we consequently apply (8) and (7) for Q = 1/2.
In particular, Theorem 1 implies that the rate R ss (s, ) of SS (s, )-codes and the rate R cf (s, ) of CF (s, )-codes satisfy the same asymptotic inequalities (1)-(2).
D. Bounds of Theorem 1 for q-ary SS (s, )-codes
In this Sect., let q 2 be a fixed integer and a code
be a q-ary code of length N and size t. The following definition is the q-ary generalization of Definition 2.
Definition 2'. [6] . A q-ary code X is called a q-ary separating system (s, )-code or, briefly, q-ary
, such that two q-ary coordinate sets
are disjoint as well, i.e., {x i (j), j ∈ S}∩{x i (j), j ∈ L} = ∅. Taking into account the evident symmetry over the parameters s and , denote by t
ss (N, , s) the maximum possible size of q-ary SS (s, )-codes of length N . Introduce the rate of q-ary SS (s, )-codes:
The q-ary extension of Theorem 1 is given by Theorem 1'. If q 3, s 1, s 2, then the rate R 
where
Theorem 1' and the asymptotic inequalities (1)- (2) imply that for any fixed q, q 3, and any fixed , 1, the rate R (q) ss (s, ) of q-ary SS (s, )-codes satisfies asymptotic (s → ∞) inequalities: (1)). (13) Note that in the case = 1 and fixed q 3, bounds (12)- (13) improve the previously known [9] lower and upper bounds on R 
E. Recurrent Inequalities
The best known upper bounds [2] - [3] on the rate R cf (s, ) of CF (s, )-codes are based on the recurrent inequality [15] :
and its improvement [16] :
The similar joint recurrent inequalities for the rates R cf (s, ), R ss (s, ) and R css (s, ) are formulated below in the form of Theorem 2 which will be established in Sect. II.
3) For any v ∈ [ − 1] and u = v + s − ,
Note that the monotonicity inequality (5) and (21) imply a possibility to improve the recurrent inequalities (14)- (15) . In Sect. I-F, we present detailed Tables of new upper bounds on the rates R cf (s, ), R ss (s, ) and R css (s, ) which follow from Theorems 1-2.
F. Tables of Upper Bounds
In Table I , we present the best known upper bounds [9] on the rate of CSS (s, )-codes. We use these values to improve upper bounds on the rates of CF (s, )-codes and SS (s, )-codes with the help of Theorem 2. In Table II , upper bounds on the rate of CF (s, )-codes are given. In Table III , we provide new upper bounds for SS (s, )-code. Let us demonstrate how these values have been obtained. Consider, for instance, upper bound for SS (4, 6)-code. Applying Claim 3 of Theorem 2 with v = 3 and u = 1, we obtain the following inequality R ss (4, 6) R css (3, 3) max
The maximum value It is clear that this bound is better than the previous one 0.00485634, computed by Theorem 5 in [9] .
G. Tables of Lower Bounds
In Table IV , we remind the best known lower bounds on the rate of CF (s, )-codes [4] , [5] . With the help of these values and the inequality (5) we improve lower bounds for SS (s, )-codes, which are presented in Table V . 
II. PROOF OF THEOREM 2
Denote by P u (t) all u-subsets t-set, i.e.
Without loss of generality we suppose that s . Proof of Claim 1. Let U ⊂ [t], |U| = u, and V ⊂ [t], |V| = v, U ∩ V = ∅ be two disjoint subsets of t-set with cardinalities u and v respectively. Denote by X an arbitrary binary code of size t and length N . Define the set of rows
as the set of rows x i of the code X such that one of the conditions x i (j) = 0 for any j ∈ U and x i (k) = 1 for any k ∈ V, x i (j) = 1 for any j ∈ U and x i (k) = 0 for any k ∈ V holds. Define the average number
where the maximum is taken over all codes X of length N and size t.
Proof of Lemma 1. Let K ⊂ [t], |K| = u + v and i ∈ N . Denote by x i (K) the 1 × (u + v) submatrix of X composed of elements of the i-th row and columns from the set K. Define
Denote by M u,v (X) the number of all possible 1 × (u + v) submatrices of X with either u zeroes and v ones or v zeroes and u ones, i.e.
Let a i (t − a i ) be equal to the number of zeroes (ones) in the i-th row of the code X. Then
On the other hand
These two equations lead to
If t → ∞, then the passage to the limit yields (22). Lemma 1 is proved.
To complete the proof of Claim 1 we need Lemma 2. For any u ∈ [s − 1] and v ∈ [ − 1], the minimum length of SS (s − u, − v)-code of size t satisfies the inequality
Proof of Lemma 2. Let X be an arbitrary SS (s, )-code of size t and length N . Consider two disjoint sets
Obviously, we can find such sets, since the number D u,v (X) is equal to the average value of |D u,v (U, V, X)| over all U and V by definition. Define the code X of length |D u,v (U, V, X)| and size t − (u + v) as the subcode of X composed of rows D u,v (U, V, X) and columns
Then find the columns in X corresponding to U and V . Denote these columns byÛ andV respectively. Note that these sets don't intersect U and V by construction of the code X . Hence, for the SS (s, )-code X and setsÛ ∪U, |Û ∪U| = s, and V ∪V , |V ∪V | = , there exists a row x i in X, such that either x i (j) = 0 for ∀ j ∈Û ∪ U, and x i (k) = 1 for ∀ k ∈ V ∪V , x i (j) = 1 for ∀ j ∈Û ∪ U, and x i (k) = 0 for ∀ k ∈ V ∪V holds. Note that this row belongs to the set D u,v (U, V, X). Therefore, the code X is an SS (s − u, − v)-code. Lemma 2 is proved.
For N N ss (t, s, ), the inequality (23) of Lemma 2 can be written in the form:
If t → ∞, then in virtue of (22), the passage to the limit in (24) yields
Claim 1 is proved completely. Then find the columns in X corresponding to U and V . Denote them byÛ andV respectively. These two sets don't intersect U and V by construction of X . Hence for the SS (s, )-code X and setsÛ ∪ U, |Û ∪ U| = s, and V ∪V , |V ∪V | = , there exists a row x i in X, such that x i (j) = 0 for ∀ j ∈Û ∪ U, and x i (k) = 1 for ∀ k ∈ V ∪V .
For sets U ∪V and V ∪Û we also can find such row. Note that these rows belong to D v,v (U, V, X). Therefore, the code X is an CSS (s − v, − v)-code.
Lemma 3 and Claim 2 are proved. Proof of Claim 3. Taking into account the equality s−u = l − v, the proof of (18) is essentially the same as the proof of (17) .
Proof of Claims 4-6. If we apply the second claim (17) to the particular case v = s − i, then the recurrent inequality (19) immediately follows from the evident property:
The recurrent inequalities (20)-(21) can be easily obtained with the help of the same arguments that were used to establish the recurrent inequalities (17)-(18).
Theorem 2 is proved completely.
