The Dirichlet problem in arbitrary domains for a wide class of anisotropic elliptic equations of the second order with variable exponent nonlinearities and the right-hand side as a measure is considered. The existence of an entropy solution in anisotropic Sobolev spaces with variable exponents is established. It is proved that the obtained entropy solution is a renormalized solution of the considered problem.
Introduction
Since the end of the last century, nonlinear elliptic equations of the second order −div (a(x, u, ∇u) + c(u)) + a 0 (x, u, ∇u) = µ, x ∈ Ω, (1.1) with a measure on the right-hand side have been intensively studying. Hereinafter, Ω is a domain in R n = {x = (x 1 , x 2 , . . . , x n )}, Ω R n , n ≥ 2, a(x, s 0 , s) = (a 1 (x, s 0 , s), . . . , a n (x, s 0 , s)) : Ω × R × R n → R n , a 0 (x, s 0 , s) : Ω × R × R n → R, c(s 0 ) = (c 1 (s 0 ), . . . , c n (s 0 )) : R → R n .
Ph. Benilan, L. Boccardo, Th. Gallouët, R. Gariepy, M. Pierre, J. L. Vazquez in [1] proposed a notion of entropy solution of the Dirichlet problem for the elliptic equations with power nonlinearities −div a(x, ∇u) + a 0 (x, u) = µ (1.2)
where µ ∈ L 1 (Ω), and they proved the existence and uniqueness of such solution. Instead of the entropy solution firstly introduced by S. N. Kruzhkov [2] for the first order equations, it is also possible to consider a renormalized solution. A notion of renormalized solution was firstly introduced in [3] to study the Cauchy problem for the Boltzmann equation. Such solutions are elements of the same functional class as entropy solutions, but satisfy a different family of integral relations. In some cases, notions of entropy and renormalized solutions are equivalent.
L. Boccardo in [4] proved the existence of solutions of the Dirichlet problem in bounded domains Ω for the equation (1.1) with a 0 (x, s 0 , s) ≡ 0, c(s 0 ) ∈ C 0 (R, R n ) and µ ∈ L 1 (Ω). In [5] , it was proved the existence of renormalized solutions and some regularity results to the Dirichlet problem in bounded domains Ω for equations of the type (1.1) with the function a 0 (x, s 0 , s) = a 0 (x, s 0 ) having some growth and sign conditions, and µ ∈ W −1 p ′ (Ω). The existence of entropy solutions of the Dirichlet problem in bounded domains for the equation (1.1) with c(s 0 ) ≡ 0, a 0 (x, s 0 ) ≡ 0, µ ∈ L 1 (Ω) and a degenerate coercivity was established by A. A. Kovalevsky [6] .
Questions about the existence and uniqueness of renormalized and entropy solutions of the Dirichlet problem for elliptic equations of the second order with non-power nonlinearities and µ ∈ L 1 (Ω) (Ω is a bounded domain) in Sobolev-Orlicz spaces were studied in [7] , [8] , [9] . Theorems on the existence and uniqueness of entropy solutions of the Dirichlet problem in arbitrary domains for a class of anisotropic elliptic equations with non-power nonlinearities in Sobolev-Orlicz spaces were proved by the author in [10] , [11] . Since then, a lot of articles have been devoted to these issues, see the surveys [12] , [13] .
At present, the study of quasilinear equations with a measure data has become a mature subject of research. The first investigations were concerned with the Dirichlet problem for the equation −∆ p u = µ in a smooth bounded domain Ω ⊂ R n , where µ is a Radon measure on Ω. Initially, solutions were understood in the distributional sense, but neither the uniqueness nor any kind of stability have been studied. Important progress was achieved with the introduction of renormalized solutions, and in the framework of this notion a strong convergence of the gradient and a stability of solutions were established.
The concept of renormalized solutions is the main step in the study of general degenerate elliptic equations whose data is a measure. The initial definition was given in [14] and then extended by M. F. Bidaut-Veron in [15] to the local form. The main conclusion in [14] is the fact that each Radon measure µ of a bounded variation can be decomposed as µ = µ 0 + µ s , where µ 0 ∈ L 1 (Ω) + W −1 p ′ (Ω) and µ s is concentrated on a set of the zero p-capacity. In [14] and [16] , the existence and stability of a renormalized solution of the Dirichlet problem for the equation (1.2) with a 0 (x, s 0 ) ≡ 0 were proved. In [17] , for the equation (1.2) there was proved the existence, and for µ = µ 0 also the uniqueness, of a renormalized solution of the Dirichlet problem in an arbitrary domain Ω. A detailed survey of results for quasilinear degenerate equations with power nonlinearities and a measure data can be found in the monograph of L. Veron [18] .
On the other hand, since the end of the last century, differential equations and variational problems associated with assumptions of p(x)-growth have been also widely studying. Interest in these investigations is due to the fact that such equations can be used to model various phenomena arising in the study of electrorheological and thermoreological liquids, elasticity, and image reconstruction [19] .
The modern theory of elliptic equations with non-standard growth conditions was developed by V. V. Zhikov [20] , Yu. A. Alkhutov [21] . In the works [22] , [23] , [24] , [25] , there were proved theorems on the existence and uniqueness of renormalized and entropy solutions to the Dirichlet problem for equations with variable exponent nonlinearities in bounded domains Ω. In [26] , for the anisotropic equation (1.2) with variable exponent nonlinearities with a 0 (x, s 0 ) = |s 0 | p 0 (x)−2 s 0 + b(x, s 0 ), nondecreasing function b(x, s 0 ) with respect to s 0 , and µ ∈ L 1 (Ω), the existence and uniqueness of a entropy solution for the Dirichlet problem in an arbitrary unbounded domain Ω were proved.
Let us denote
We define the Lebesgue space with variable exponent L p(·) (Ω) as the set of measurable on Ω real-valued functions v such that
The Sobolev space with variable exponentH 1 p(·) (Ω) is defined as a completion of C ∞ 0 (Ω) with respect to the norm v H1
The set of bounded Radon measures is denoted as M b (Ω). The measure µ ∈ M b (Ω) is called diffuse if µ(E) = 0 for any E such that Cap p(·) (E, Ω) = 0. Here, p(·)-capacity of a subset E with respect to Ω is defined as
We denote by M b p(·) (Ω) the set of all bounded Radon diffuse measures. In the case of a bounded domain Ω, it was proved in [27] , [28] 
For the anisotropic case such representation is not known.
The existence of entropy solutions of the Dirichlet problem in bounded domains Ω for equations with variable exponent nonlinearities of the type (1.1) was studied in [29] , [30] , [31] , [32] . Namely, it was proved in [29] , [30] that for µ ∈ L 1 (Ω) there exists an entropy solution of the equation (1.1) under homogeneous boundary conditions
The authors of [31] , [32] established the existence of an entropy solution of the problem (1.1),
In the works [31] , [32] , it is assumed that c ∈ C 0 (R, R n ), a(x, s 0 , s) is a Caratheodory function and there exist a nonnegative function Φ ∈ L p ′ (·) (Ω) and positive numbers a, a such that for a.a. x ∈ Ω and for any s 0 ∈ R, s, t ∈ R n , the following inequalities are satisfied:
It should be pointed out that denoting a(x, s 0 , s) = a(x, s 0 , s) − f we get the equation
with the function a(x, s 0 , s) which satisfies conditions of the form (1.4), (1.5). Moreover, the coercivity assumption (1.6) becomes
In the present paper, this idea is realized for the anisotropic equation of the form
in arbitrary domains Ω R n and with functions a i (x, s 0 , s) satisfying less restrictive requirements (see the assumptions (3.2)-(3.4)) than in the works [31] , [32] .
Therefore, to the best of our knowledge, in the existing literature there are results for entropy and renormalized solutions of elliptic problems in bounded domains (except for the works [1] , [15] , [17] for equations with power nonlinearities, and the works of the author). In the present paper, it is proved the existence of entropy solutions of the Dirichlet problem (1.7), (1.3) in anisotropic Sobolev spaces with variable exponents without assuming the boundedness of the domain Ω. Moreover, it is established that the obtained solution is a renormalized solution of the Dirichlet problem (1.7), (1.3).
Anisotropic Sobolev space with variable exponents
Let Q R n be an arbitrary domain and p(·) ∈ C + (Q). The following Young's inequality is satisfied:
Moreover, in view of the convexity, there holds
Hereinafter, we will use the notations
, will be denoted by v p,Q , and v p,Ω = v p . The space L p(·) (Q) is a separable reflexive Banach space [33] .
, the following Hölder inequality is satisfied:
Moreover, the following relations hold true [33] :
and
Let us denote
and define
We will also use the notations
(Q) are defined as completions of the space C ∞ 0 (Q) with respect to the norms
(Q) are reflexive Banach spaces [35] .
We recall the following embedding theorem for the spaceH 1
Lemma 2.1. Let Q be a bounded domain and
is continuous and compact.
Assumptions and main results
We will assume that
We will also assume that functions a i (x, s 0 , s), i = 1, . . . , n, and b(x, s 0 , s) from the equation (1.7) are measurable with respect to x ∈ Ω for s 0 ∈ R, s = (s 1 , . . . , s n ) ∈ R n , and continuous with respect to (s 0 , s) ∈ R n+1 for a.a. x ∈ Ω. Assume that there are nonnegative functions
. . , n, and a positive number a, such that for a.a. x ∈ Ω and all s 0 ∈ R, s, t ∈ R n the following inequalities are satisfied:
Hereinafter, we use the notations P(x, s) =
Let us note that in the articles known to the author a condition of the type (3.4) appears only with φ = 0.
Furthermore, assume that there exist a nonnegative function Φ 0 ∈ L 1 (Ω) and a continuous nondecreasing function b : R + → R + such that for a.a. x ∈ Ω and all s 0 ∈ R, s ∈ R n the following inequalities are satisfied:
Evidently, the assumption (3.6) implies that for a.a. x ∈ Ω and all s ∈ R n there holds
As an example, we can consider functions
with a nonnegative nondecreasing odd function b :
And by L− → p (·) (Ω) we denote the space
Introducing a notation a(x, s 0 , s) = a(x, s 0 , s) + f, we obtain from the equation
Applying the inequality (2.1), we easily see that the functions a(x, s 0 , s) also satisfy assumptions of the type (3.2) -(3.4). Thus, we will consider the equation (1.7) with
Let us define the function
and introduce the notation u =
(Ω) we denote the set of measurable
(Ω) and any k > 0 we have
2) for all k > 0 and ξ ∈ C 1 0 (Ω) the following inequality is satisfied:
The main result of the present work is the following theorem. 
Preliminaries
We denote by L 1,loc (Ω) the space of functions v : Ω → R such that v ∈ L 1 (Q) for any bounded set Q ⊂ Ω. Analogously, we define the space L− → p (·),loc (Ω).
All constants appearing below in the paper are assumed to be positive. Applying (2.2), for a.a. x ∈ Ω and any (s 0 , s) ∈ R n+1 we deduce from (3.2) the estimates
with nonnegative functions Ψ i ∈ L 1 (Ω) and continuous nondecreasing functions
Applying (3.2 ′ ), we derive from (3.9) that for any u ∈T 1
(Ω) and k > 0,
Lemma 4.1. If u is an entropy solution of the problem (1.7), (1.3), then for any k > 0 the following inequality is satisfied:
Proof. According to the inequality (3.10), we have for ξ = 0,
Applying the inequalities (3.4), (3.6), we get
Hence, we obtain (4.2).
Lemma 4.2. Let v : Ω → R be a measurable function such that for all k > 0 there holds
Proof. The fact (4.5) is a trivial consequence of (4.3). From (4.3) we have
and hence we get (4.4).
Remark 1.
If u is an entropy solution of the problem (1.7), (1.3), then from Lemmas 4.1, 4.2 it follows that meas {Ω : |u| ≥ k} → 0, k → ∞; (4.6)
Let Q ⊂ R n be an arbitrary domain.
The proof of Lemma 4.3 for bounded domains is given in [36] and it remains valid for unbounded domains, too.
Lemma 4.4. Let g j , j ∈ N, and g be functions from L 1 (Q) such that
and let v j , j ∈ N, and v be measurable functions in Q such that 
Proof. By the definition of the spaceW 1
Thus, we get the convergences ξ m → ξ, ∇ξ m → ∇ξ in L 1,loc (Ω) as m → ∞, and hence we can extract a subsequence (denoted by the same indexes) such that ξ m → ξ, ∇ξ m → ∇ξ a.e. in Ω as m → ∞. Therefore, for any k > 0 there are the convergences
Since the convergent subsequence {∇ξ m } m∈N is bounded in L− → p (·) (Ω), we get from (3.9) the boundedness of the norms ∇T k (u − ξ m ) − → p (·) , m ∈ N. Applying (4.10) and using Lemma 4.3, for any k > 0 we have
Let us now pass to the limit as m → ∞ in the inequality
, applying (4.10) and using the Lebesgue theorem, we can pass to the limit as m → ∞ in the first summand in (4.12). Since
, we apply (4.11) to establish that the second summand in (4.12) also has a limit as m → ∞.
Finally, let us split the third summand in (4.12) as
In view of (4.8),
Thus, we use (4.9) and deduce from Lemma 4.4 that
Due to (4.7),
Hence, we obtain from the Lebesgue theorem that
Therefore, passing to the limit in (4.12), we derive the inequality (3.10). Proof. Consider the function T k,h (r) = T k (r − T h (r)). Evidently,
Denoting ξ = T h (u) in (3.10) and taking into account (3.6), we get
In view of (3.6), for h ≤ |u| the following inequality is satisfied:
Combining the last two inequalities, we deduce that
Applying (3.4), we obtain for any k > 0 that
Thus, noting that f, φ ∈ L 1 (Ω) and taking into account (4.6), we derive the relation (4.13).
Remark 2. To avoid cumbersome arguments, instead of writing like "from the sequence {v j } j∈N we can extract a subsequence (denoted by the same indexes) convergent a.e. in Ω as j → ∞" we will write simply "the sequence {v j } j∈N converges along a subsequence a.e. in Ω as j → ∞". Accordingly, we will use the term "converges weakly along a subsequence", etc.
Lemma 4.7. Let v j , j ∈ N, and v be functions from L p(·) (Q) such that 
14)
Then, along a subsequence,
Proof. The convergence (4.18) is established analogously as in the proof of [37, Assertion 2] . Apparently, the first statement of this kind is Lemma 3.3 from the work [38] .
From (4.15), (4.18) and the continuity of a(x, s 0 , s) with respect to
From the convergence (4.14) and in view of (2.4) we have the estimate
From (4.20) and (3.2 ′ ) we obtain the boundedness of a(x,
. Using Lemma 4.3, we get the weak convergence
and from (3.2 ′ ) we obtain the estimates
A i . Thus, by Lemma 4.7 we have the 
Thus, we have
and hence
i.e., the convergence (4.19) is proved.
If, moreover, h j , j ∈ N, and h are functions from L p(·) (Q) such that
The proof of Lemma 4.9 follows from the Lebesgue theorem. Below, we will use the Vitali theorem in the following form (see [39, Chapter III, §6, Theorem 15]). 
Existence of a solution
Proof of Theorem 1.
Let
It is not hard to show that
and, moreover,
Evidently,
Moreover, applying (3.6), (3.7), we get
Let us define operators A m :W 1 (Ω) of the problem (5.3), (1.3) . Thus, for any function
5.2 In this step, we establish a priori estimates for the sequence {u m } m∈N .
Let
Taking into account (5.5), we get
In view of (5.5), for h ≤ |u m | the following inequality is satisfied:
Applying now (5.2), we deduce from (5.9) that
Now we take T k (u m ), k > 0, as a test function in (5.8). Due to (5.2), (5.5), we get
Therefore, using the inequality (3.4), we obtain
From the estimate (5.11) we have
Moreover, from (5.11) we get the following estimate:
Combining (5.4), (3.5), (5.13), we derive
From (5.11), (5.14) we get the estimate Let us establish the following convergence along a subsequence:
Let η R (r) = min(1, max(0, R + 1 − r)). Applying (2.2), we deduce from (5.13) for R, ρ > 0 that
Hence, for any fixed ρ, R > 0 we have the boundedness inH 1
(Ω(R + 1)) of the set
(Ω(R + 1)) is compactly embedded in L p − (·) (Ω(R + 1)). Thus, for any fixed ρ, R > 0 we obtain the convergence
, and the convergence along a subsequence T ρ (u m ) → v ρ a.e. in Ω(R).
By Egorov's theorem we can chose a set E ρ ⊂ Ω(R) such that meas E ρ < 1/ρ and
In view of the uniform convergence (5.18), there exists m 0 ∈ N such that for any m ≥ m 0 the inequality
Consider the set
According to (5.19), we have
The uniform convergence (5.18) implies that
Thus, in view of (5.20), using the diagonalisation argument with respect to ρ ∈ N, it is not hard to obtain that v ρ does not depend on ρ (v ρ = u), and the convergence u m → u a.e. in Ω(R), m → ∞ holds true. Then, by the diagonalisation argument with respect to R ∈ N, we establish the convergence (5.17).
It follows from (5.17) that for any k > 0,
Let us prove that
From the convergence (5.17) we have
From (5.10) with k = 1 and any h > 0 we get
Noting that f, φ ∈ L 1 (Ω) and the integral in the right-hand side of the last inequality is absolutely continuous, and recalling (5.16), we see that for any ε > 0 there exists a sufficiently large h(ε) > 1 such that
Let Q be an arbitrary bounded subset of Ω. Then for any measurable set E ⊂ Q there holds
is satisfied for any E such that meas E < ε 2h
Combining (5.23)-(5.24), we obtain
This implies that the integrals 
Since Q ⊂ Ω is arbitrary, the convergence (5.22) is proved.
Let us show that
(Ω) for any k > 0. Combining (5.12), (5.13), (2.5), for any fixed k > 0 we get the estimate
(Ω) is reflexive, we can extract a weakly convergent subsequence inW 1
(Ω). The continuity of the natural
Using the convergence (5.21) and applying Lemma 4.3, we get the weak convergence
This implies that
(Ω).
Thus, we have the weak convergence
5.5 In this step, we establish the strong convergence
From (5.13), (3.2 ′ ), applying (2.5), for any k > 0 we have the estimate
Let us denote by ε i (m), m, i ∈ N, some functions which tend to 0 as m → ∞. Let
In view of (5.21), we get 29) and 
By Lemma 4.7, for any g ∈ L p i (·) (Q), Q ⊆ Ω, there is the convergence
Estimates for the integrals I mh Analogously, thanks to (5.2), we get
It is clear that z m u m ≥ 0 for |u m | ≥ k, and hence, in view of (5.5), we have
Noting this fact and applying (5.4), (3.5), we have the following estimate:
Using (3.4), we deduce that
In view of (5.31), we get
Now, using the estimates (5.34), (5.35), (5.36), (5.37), we obtain from (5.33) that
An estimate for the right-hand side of (5.38). Using (5.30), we have
Thanks to (5.23), (5.16), we get
where ε(h) → 0 as h → ∞.
Then, using (5.27) and (5.32) with g = 1 ∈ L p i (·) (Ω(R + 1)), we obtain the following estimate:
Combining (5.38)-(5.39), we get the inequalities
Estimates for the integral I mh 5 . Performing elementary transformations, we derive the following chain of equalities:
The following equality is obvious:
Applying (5.27), we get
In view of (5.32) with
Using (5.30), (5.27), we see that
Due to (5.17), we get
By Lemma 4.7, we deduce that
Therefore, using this fact and (5.43), we obtain Thus, using the notation (4.17
Thanks to (5.21), (3.2 ′ ), (5.28), we establish in the same way as in the proof of the convergence (4.22) that
. . , n, as m → ∞. Therefore, using (5.25), we deduce that
Using (5.28) and passing to the limit in the last inequality as m → ∞ and then as h → ∞, we obtain that lim
By Lemma 4.8 and since R > 0 is arbitrary, we have the convergence (5.26). Using (5.26), we get for any R, ρ > 0 the convergence
As before, applying Egorov's theorem, we can find a set E ρ ⊂ Ω(R) such that meas E ρ < 1/ρ and
Thus, using the diagonalisation argument with respect to ρ ∈ N, it is not hard to see that
Then, by the diagonalisation argument with respect to R ∈ N, we obtain the convergence along a subsequence ∇u m → ∇u a.e. in Ω, m → ∞; (5.48)
The continuity of b(x, s 0 , s) with respect to (s 0 , s) and the convergences (5.17), (5.48) yield
Using the estimate (5.15) and taking into account (5.50), we obtain from the Fatou lemma that b(x, u, ∇u) ∈ L 1 (Ω).
Thus, the condition 1) from Definition 1 is satisfied.
Let us prove that
Let Q be an arbitrary subset of Ω. For any measurable set E ⊂ Q we have
Applying (5.4), (3.5), we deduce that
Due to Φ 0 ∈ L 1 (E), the convergence (5.26) and the absolute continuity of integrals in the right-hand side of the last inequality, for any ε > 0 there exists α(ε) such that for every E with meas E < α(ε) the following inequalities are satisfied: 
This implies that the sequence {b m (x, u m , ∇u m )} m∈N has uniformly absolutely continuous integrals over the set Q. By Lemma 4.10, there is the convergence
for any bounded set Q ⊂ Ω. The convergence (5.51) is proved.
5.7
To prove (3.10), we take v = T k (u m − ξ) with ξ ∈ C 1 0 (Ω) as a test function in (5.8), and get
Therefore, {Ω : |u m − ξ| < k} ⊆ {Ω : |u m | < M }, and hence
Since |v| = k in the set where |v m | → k as m → ∞, we have ∇v = 0 a.a. in Ω. Consequently,
Using the inequality (2.1) and the assumptions (3.2 ′ ), (3.4), we deduce for any ε ∈ (0, 1) that
Taking ε < a/ A n (M ), we get the inequality
From the convergences (5.55), (5.21), (5.49), the continuity of a(x, s 0 , s) with respect to (s 0 , s), and Fatou's lemma, we have
Using Lemma 4.9, we get from (5.17) that
Let us split J m into two summands. The first integral
Then, recalling (5.5), we get for l ≥ l 0 that
Applying (5.22), (5.51), (5.57), we pass to the limit as m → ∞ and then as l → ∞ to obtain
Using (5.1), (5.57), and passing to the limit as m → ∞ in the second integral, we conclude that 
Renormalized solution
In this section, we prove that the entropy solution is a renormalized solution of the problem (1.7), (1.3), (3.8). (Ω) such that
2) lim h→∞ h≤|u|<h+1
P(x, ∇u)dx = 0;
3) for any smooth function S ∈ W 1 ∞ (R) with compact support and any function ξ ∈ C 1 0 (Ω) there holds Proof. We prove that the entropy solution satisfies Definition 2 of a renormalized solution. The condition 1) holds true since it coincides with the condition 1) of Definition 1. The condition 2) is also satisfied, see (4.13).
Let us prove the equality (6.1). Let {u m } m∈N be a sequence of weak solutions of the problem (5.3), (1.3) 
(Ω) as a test function in (5.8), we derive that
Clearly,
As in Lemma 4.8 (see (4.21)), we obtain the weak convergence
Using the convergences (5.17), (5.26) , and noting that supp ξ is a bounded subset of Ω, we deduce from Lemma 4.9 that
as m → ∞. Combining (6.3), (6.4), we get
By Lemma 4.9 we have
Therefore, in view of (5.1), (5.22), (5.51), we obtain
Combining (6.2), (6.5), (6.6), we get the equality (6.1). Thus, we come to the conclusion that u is a renormalized solution of the problem (1.7), (1.3). The proof of this theorem is based on the assertion that the operator A is pseudomonotone. (ii) assumptions 
Appendix
) is pseudo-monotone and coercive.
Proof. The inequalities (3.2 ′ ), (2.4), imply the estimates
. . , n. Then, using (2.5), we get
The inequality (5.4) yields
Applying (2.6), we deduce that
Using the estimates (7.4)-(7.6) and the inequality (2.3), for any v ∈W 1
(Ω) we obtain that
The boundedness of the operator A m follows from (7.7), (7.8).
Let us prove the coercivity of A m . Using (3.4), (5.5), we get
Then, applying (2.4) and taking ε ∈ (0, 1), we deduce the inequality
(Ω) → ∞ as j → ∞. Then for any l > 1 there exists j 0 such that for each j ≥ j 0 the following inequality is satisfied:
(Ω) = u For any j ≥ j 0 there exists at least one summand which is greater than l. Assume, for definiteness, that for a fixed j ≥ j 0 the summand u j p 0 (·) > l is largest. Combining (7.9), (7.10), we have
Therefore, in view of the arbitrariness of l and j, j ≥ j 0 , we get (7.3).
Let us now prove that the assumptions (7.1) imply (7.2). Namely, we show that if The convergence (7.11) yields the estimate
(Ω) ≤ C 13 , j ∈ N. For R > 0, applying (2.2), we deduce that
Therefore, using the inequality (3.1) and the estimate (7.16), we get Ω P(x, ∇(η R (|x|)u j ))dx ≤ C 14 P(x, u j , ∇u j ) 1 + C 14 meas Ω(R) ≤ C 15 , j ∈ N.
Thus, for any fixed R > 0 we have the boundedness of the set {η R u j } j∈N inH 1
− → p (·)
(Ω(R + 1)).
By Lemma 2.1, the spaceH 1
(Ω(R+1)) is compactly embedded in L p − (·) (Ω(R+1)). Hence, for any fixed R > 0 we have the convergence of η R u j in L p − (·) (Ω(R + 1)) as j → ∞. This implies the convergence u j → u in L p − (·) (Ω(R)) (7.18) and the convergence u j → u a.e. in Ω(R) along a subsequence. Then, using the diagonalisation argument with respect to R ∈ N, we get the convergence (7.17).
From (7.16), (7.4) we have the estimate
Therefore, there exist functions a m ∈ L− → p ′ (·) (Ω) such that
The estimate (7.5) implies the existence of a function b m ∈ L p ′ 0 (·) (Ω) such that
Then, the estimates (7.6), (7.16) yield
Thus, in view of the convergence (7.17), we obtain from Lemma 4.3 that
Due to (7.12), using (7.19)- ( Using the convergence (7.17), the inequality (3.2 ′ ) and Lemma 4.7, we establish that a(x, T m (u j ), ∇u) → a(x, T m (u), ∇u) strongly in L− → p ′ (·) (Ω), j → ∞. (7.29) In view of the convergences (7.11), (7.19) and, in view of (7.22) , for any v ∈W 1
(Ω) the following equality is satisfied:
Finally, thanks to (7.32), we obtain (7.14) and (7.15) . (Ω) the integral identity (5.7) holds true.
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