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Abstract
An integer-valued function f (x) on the integers that is periodic of periodpe, p prime, can bematched,modulopm, by a polynomial
function w(x); we show that w(x) may be taken to have degree at most (m(p− 1)+ 1)pe−1 − 1.Applications include a short proof
of the theorem of McEliece on the divisibility of weights of codewords in p-ary cyclic codes by powers of p, an elementary proof
of the Ax–Katz theorem on solutions of congruences modulo p, and results on the numbers of codewords in p-ary linear codes with
weights in a given congruence class modulo pe.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and summary
We illustrate with applications to coding theory the usefulness of the following lemma.
Lemma 1. Let p be a prime, and e and m positive integers. Let f be an integer-valued function on the integers that is
periodic of period pe. There exists a polynomial
w(x) = c0 + c1x + c2
(
x
2
)
+ · · · + cd
(
x
d
)
of degree d(m(p − 1) + 1)pe−1 − 1 so that
w(t) ≡ f (t) (mod pm)
for all integers t. The coefﬁcients ci are integers and, moreover,
ci ≡ 0 (mod p) (1)
whenever i((p − 1) + 1)pe−1.
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Here, for an indeterminate x and nonnegative integer k,(
x
k
)
= 1
k!x(x − 1) · · · (x − k + 1).
We give a proof of the lemma in Section 2. (Various others are possible.) The bound on the degree is in general best
possible (see Section 6). We give applications of the lemma in the next three sections.
The ring of integers modulo m will be denoted by Zm. If p is prime, we write Fp rather than Zp, to emphasize that
we have a ﬁeld.
A p-ary linear code of length n is a subspace of Fnp . For p = 2, we speak of a binary linear code. The weight of
a = (a1, . . . , an) ∈ Fnp is the number of nonzero coordinates ai .
An important family of binary linear codes is that of the Reed–Muller codes. In Section 3, we prove the well-known
fact (a special case of Ax’s Theorem) that all codewords in the rth order Reed–Muller code RM[r, n] of length 2n
have weights divisible by 2(n−1)/r. In fact, we give an elementary proof of the prime ﬁeld case of the entire Ax–Katz
theorem on solutions of systems of congruences modulo p.
In Section 4, we improve results of Simonis and others on the numbers of codewords in a k-dimensional linear code
over Fp with weights lying in a congruence class modulo pe. We prove that if C is a p-ary linear code of dimension
k(m(p − 1) + 1)pe−1, then the numbers N(j, pe) of codewords in C that have weights ≡ j (modpe) satisfy
N(j, pe) ≡ 0 (modpm) for all integers j. A similar result holds for C a subgroup of Gn, where G is any ﬁnite p-group.
In Section 5, we give a short proof of a theorem of McEliece on the divisibility of weights of codewords in a cyclic
p-ary code by powers of p. We generalize and improve an extension, due to Calderbank et al. [2], of the McEliece
theorem to cyclic codes over the alphabet Z2e .
Section 6 shows that the bounds in Lemma 1 and the results of Section 4 are, in general, best possible.
In Section 7, we remark that the results of Section 4 do not provide new necessary conditions for a sequence
a0, a1, . . . , an of integers to be the numbers of codewords of weights 0, 1, . . . , n of a p-ary linear code of dimension
k, but that the congruences N(j, pe) ≡ 0 (modpm) actually follow from the integrality of the MacWilliams transform
of the weight enumerator W(x, y) of the code.
Extensions of some of these results to cyclic (and abelian) codes over general ﬁelds Fq and Galois rings have been
obtained by Daniel Katz and will appear elsewhere.
2. Proof of the lemma
One way to understand Lemma 1 is in terms of the ﬁnite difference operator  from the calculus of ﬁnite differences.
For functions f deﬁned on the integers, f is the function with (f )(i) = f (i + 1) − f (i). We have
f (x) =
∞∑
k=0
(kf )(0)
(
x
k
)
for all nonnegative integers x. The sum is only formally inﬁnite; for any particular positive integer x, the terms with
k >x vanish. The expression in (2) may be called the Newton expansion of f.
We will show below that if f is integer valued and periodic with period pe, p prime, then
(if )(x) ≡ 0 (mod p) for all integers x (2)
whenever i((p − 1) + 1)pe−1. It follows that the polynomial
w(x) =
(m(p−1)+1)pe−1−1∑
k=0
(kf )(0)
(
x
k
)
has the property that w(x) ≡ f (x) (modpm) for every nonnegative integer x. This congruence holds for negative inte-
gers x as well; this can be seen in a number of ways; for example, from the general formula f (n+t)=∑ni=0 (if )(t)( ni )
and the periodicity of f. The proof of Lemma 1 will be complete when (2) is established.
We have = E − I where I is the identity operator and (Ef )(i) = f (i + 1). We restrict all operators to functions
periodic of period pe so that Epe = I .
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Given a prime p and e1, we claim that
(x − 1)(m(p−1)+1)pe−1 ≡ 0 (mod pm, xpe − 1) (3)
for all positive integers m, where the notation indicates that the left-hand side is an element of the ideal generated by
pm and xpe − 1 in the polynomial ring Z[x]. The congruence (2) follows when x in (3) is replaced by E.
Proof of (3). We have
(x − 1)p−1 ≡ 1 + x + · · · + xp−1 (mod p)
since the binomial coefﬁcients (p−1
i
) are ≡ (−1)i (modp); and then
(x − 1)(p−1)pe−1 ≡ h(x) (mod p), (4)
where
h(x) := 1 + xpe−1 + x2pe−1 + · · · + x(p−1)pe−1 . (5)
Note that
xtp
e−1
h(x) ≡ h(x) (mod xpe − 1),
so that h(x)2 ≡ ph(x) (mod xpe − 1), and then by induction
h(x) ≡ p−1h(x) (mod xpe − 1) (6)
for 1. By (4), (x − 1)(p−1)pe−1 = h(x) + p g(x) for some integral polynomial g(x). We raise this to the mth power
and apply (6) to the terms below with 1 to ﬁnd
(x − 1)m(p−1)pe−1 =
m∑
=0
(
m

)
h(x)(p g(x))m−
≡ 0 (mod pm, pm−1h(x), xpe − 1). (7)
To obtain (3), multiply (7) by (x − 1)pe−1 and use
h(x)(x − 1)pe−1 ≡ h(x)(xpe−1 − 1) ≡ xpe − 1 (mod p).  (8)
We remark that (3) is equivalent to
∑
i≡k (mod pe)
(−1)i
(
n
i
)
≡ 0 (mod pm) (9)
for any k, when n is equal to (m(p − 1) + 1)pe−1. (If (9) holds for some n, it will hold for all larger values as well.)
The case e = 1 was stated in 1913 by Fleck [4] and in 1915 by Kapferer [5].
3. Reed–Muller codes and the Ax–Katz theorem
The rth order Reed–Muller code of length L = 2n, denoted RM[r, n], is the binary linear code whose 2n coordinate
positions are indexed by the vectors u1,u2, . . . ,uL in Fn2 , and where there is one codeword
(f (u1), f (u2), . . . , f (uL))
for every multilinear polynomial f (x) = f (x1, x2, . . . , xn) of total degree at most r over F2. RM[r, n] has dimension
1 + n + · · · + ( n
r
).
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Theorem 2. Any codeword in RM[r, n] has weight divisible by 2(n−1)/r.
This is a special case of a theorem ﬁrst proved by Ax [1], which is a generalization of the Chevalley–Warning
theorem. Ax proved that for an integral polynomial f (x) in n variables with total degree d, the number of solutions
a = (a1, a2, . . . , an) modulo p to the congruence f (a) ≡ 0 (modp) is a multiple of pm, where m= (n− 1)/d. (Ax
proved as well the extension of this result to the number of solutions of a polynomial equation over the ﬁeld Fq of q
elements, q a prime power.) The case p = 2 gives Theorem 2, since the weight of the codeword corresponding to f (x)
is 2n minus the number of zeros of f (x) over F2.
We prove the theorem of Ax in the prime ﬁeld case. It is very little extra trouble to prove the prime ﬁeld case of the
full Ax–Katz theorem (see [6]), which we state below.
Theorem 3 (Ax–Katz). Let f1(x), f2(x), . . . , ft (x) be polynomials in n variables x = (x1, . . . , xn) with integer coef-
ﬁcients and of degrees d1, d2, . . . , dt , respectively. Say d1 = maxi di . If md1 + (d2 + d3 + · · · + dt )<n, then for any
prime p, the number N of solutions a ∈ {0, 1, . . . , p − 1}n to the system
f1(a) ≡ f2(a) ≡ · · · ≡ ft (a) ≡ 0 (mod p) (10)
is divisible by pm.
The Ax theorem is the case t = 1. The original proof of Ax involved p-adic analysis and Stickelberger’s theorem
on Gauss sums. An elementary proof of Theorem 3 has been given by Wan [11]. Our proof, based on Lemma 1, uses
perhaps even less number-theoretic background.
We require another preliminary result, after which the proof of Theorem 3 will be only a few lines.
Lemma 4. Let g(x) = g(x1, x2, . . . , xn) be a multivariate polynomial in n variables of the form(
f (x)
j
)
or
(
f1(x)
j1
)(
f2(x)
j2
)
· · ·
(
ft (x)
jt
)
, (11)
where f or f1, . . . , ft have integer coefﬁcients. (So g(x) may not have integer coefﬁcients, but always takes an integer
value g(a) when a= (a1, . . . , an) has integer coordinates.) Let p be a prime. If the total degree of g(x) is <(n− + 1)
(p − 1) for some 1, then∑
a∈Sn
g(a) ≡ 0 (mod p),
where S is the set of integers {0, 1, . . . , p − 1}.
Proof. First note that
∑
b∈S bi ≡ 0 (modp) for i = 0, 1, . . . , p − 2, and so∑
b∈S
b
i1
1 b
i2
2 · · · bi ≡ 0 (mod p)
when all exponents are<p−1. Thus if g′(y1, . . . , yk) is a polynomial in  variables with integer coefﬁcients (or rational
coefﬁcients with denominators prime to p) in which the degree of each variable yi is <p − 1, then ∑b∈S g′(b) ≡
0 (modp).
It will sufﬁce to prove the lemma in the case that g(x) has the form(
h1(x)
j1
)(
h2(x)
j2
)
· · ·
(
ht (x)
jt
)
, (12)
where each hi(x) is a monomial (with an integer coefﬁcient). This is the case because if we write f =h1 +h2 +· · ·+hs
as the sum of its monomial terms, then(
f (x)
j
)
=
∑
i1+i2+···+is=j
i1,i2,...,is0
(
h1(x)
i1
)(
h2(x)
i2
)
· · ·
(
hs(x)
is
)
,
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and similarly, the expression on the right of (11) can be written as a sum of polynomials of the form (12), each of which
has total degree at most that of the original expression.
Let g(x) be the polynomial in (12). If the total degree of g(x) is <(n −  + 1)(p − 1), then at least  of the
variables appear with exponents <p − 1; say x1, x2, . . . , x appear with exponent <p − 1. For each choice of
a+1, . . . , ak , g(x1, . . . , x, a+1, . . . , an) is a polynomial in x1, . . . , x with rational coefﬁcients, the denominators of
which are prime to p, since if any of x1, . . . , x appear in one of the hj (x)’s, then ij <p − 1. It follows that the sum
of g(a1, . . . , a, a+1, . . . , an) over (a1, . . . , a) ∈ S is an integer divisible by p. Then
∑
a∈Sn
g(a) =
p−1∑
a+1,...,an=0
⎛
⎝ p−1∑
a1,...,a=0
g(a1, . . . , an)
⎞
⎠ ≡ 0 (mod p). 
Proof of Theorem 3. By Lemma 1 with e= 1, there is a polynomial w(x)=∑di=0 ci( xi ) of degree dm(p− 1) with
w(t) ≡
{
1 (modpm) if t ≡ 0 (modp),
0 (modpm) otherwise,
and such that ci ≡ 0 (modp) whenever i > (p − 1). Let S = {0, 1, . . . , p − 1} and let N be the number of solutions
a ∈ Sn to (10). Then
N ≡
∑
a∈Sn
w(f1(a))w(f2(a)) · · ·w(ft (a)) (mod pm)
≡
m(p−1)∑
j1,j2,...,jt=0
cj1cj2 · · · cjt
∑
a∈Sn
(
f1(a)
j1
)(
f2(a)
j2
)
· · ·
(
ft (a)
jt
)
(mod pm). (13)
Given j1, . . . , jt as above, choose integers i so that i (p−1)< ji(i +1)(p−1), i=1, 2, . . . , t . Then cj1cj2 · · · cjt
is divisible by p1+2+···+t . If 1 + 2 + · · · + tm, we will not say more. But suppose 1 + 2 + · · · + t =m− 
where 1. The total degree of ( f1(x)
j1
)(
f2(x)
j2
) · · · ( ft (x)
jt
) is
j1d1 + j2d2 + · · · + jtdt(p − 1)((1 + 1)d1 + (2 + 1)d2 + · · · + (t + 1)dt )
(p − 1)((1 + 2 + · · · + t + 1)d1 + (d2 + · · · + dt ))
= (p − 1)((m −  + 1)d1 + (d2 + · · · + dt ))
< (p − 1)(n − ( − 1)d1)
(p − 1)(n −  + 1).
By Lemma 3.3, the inner sum in (3.4) is divisible by p. In summary, every summand in the outer sum in (3.4) is
divisible by pm. 
4. Weights modulo pe in linear codes
Given a binary linear code C, let N(j, 2e) denote the number of codewords in C that have weight ≡ j (mod 2e).
Frankl proved that N(0, 2e)2 when dim(C)2e. Several authors have investigated or commented on N(0, 4) when
C is an even code. Simonis [10] has observed that if C has dimension k, then the characteristic vector (of length 2k)
of the subset of codewords a ∈ C that have weight wt(a) ≡ j (mod 2e) may be identiﬁed with a codeword in the
Reed–Muller code RM[2e − 1, k] of length 2k , and also with a codeword in RM[2e − 2, k − 1] if e2. Then Theorem
2 implies that for a k-dimensional binary linear code C
N(j, 2e) ≡ 0 (mod 2m) (14)
when e2 and k2+m(2e − 2). We will show that (14) holds for k(m+ 1)2e−1, a strict improvement when e3,
m2.
More generally, we have
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Theorem 5. Let p be prime and C a k-dimensional linear code over the ﬁeld Fp of p elements. Let N(j, pe) denote
the number of words in C that have weight ≡ j (modpe). If k(m(p − 1) + 1)pe−1, then
N(j, pe) ≡ 0 (mod pm)
for all integers j.
Still more generally:
Theorem 6. Let G be a group of order ps , p prime, let C be a subgroup of Gn = G × · · · × G, and let A be a coset of
C in Gn. Suppose |A| = |C| = pk . Let  be a mapping from G into the integers and deﬁne for a = (a1, . . . , an) ∈ Gn,
(a) =∑ni=1(ai). If k > s((m(p − 1) + 1)pe−1 − 1), then for any integer t, the number N of solutions a ∈ A to
(a) ≡ t (modpe) is divisible by pm.
Theorem 6 reduces to Theorem 5 when we take G = Fp (s = 1), A = C, (0) = 0 and (a) = 1 for a = 0.
Proof. Given integers t and m, e1, let d = (m(p − 1) + 1)pe−1 − 1 and let
wt(x) =
d∑
i=0
ci
(
x
i
)
be a polynomial of degree d so that
wt(j) ≡
{
1 (modpm) if j ≡ t (modpe),
0 (modpm) otherwise, (15)
and where ci ≡ 0 (modp) for i((p − 1) + 1)pe−1. Then
N ≡
∑
a∈A
wt((a)) ≡
d∑
j=0
cj
∑
a∈A
(
(a)
j
)
(mod pm). (16)
Given j, choose an integer  so that
((p − 1) + 1)pe−1j(( + 1)(p − 1) + 1)pe−1 − 1. (17)
Then cj ≡ 0 (modp). Consider the inner sum on the right of (16):
j :=
∑
a∈A
(
(a)
j
)
=
∑
(a1,...,an)∈A
(
(a1) + (a2) + · · · + (an)
j
)
=
∑
i1+i2+···+in=j
i1,i2,...,in0
∑
a∈A
(
(a1)
i1
)(
(a2)
i2
)
· · ·
(
(an)
in
)
.
For ﬁxed nonnegative i1, . . . , in summing to j, at most j of the indices is are nonzero. For notational convenience, say
it = 0 for t > j . Then
∑
a∈A
(
(a1)
i1
)(
(a2)
i2
)
· · ·
(
(an)
in
)
=
∑
b1,...,bj∈G
(b1, . . . , bj )
(
(b1)
i1
)(
(b2)
i2
)
· · ·
(
(bj )
ij
)
,
where (b1, . . . , bj ) is the number of a ∈ A with ﬁrst j coordinates b1, . . . , bj in that order. The set of such a is either
empty or is a coset of the kernel K of the group homomorphism C → Gj that projects onto the ﬁrst j coordinates.
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The image can have order at most psj , so K has order pt where tk− sj . Thus j ≡ 0 (modpk−sj ). However, k− sj
is always at least m − :
k − sj1 + s(d − j)1 + d − j
1 + (m −  − 1)(p − 1)pe−11 + (m −  − 1) = m − . (18)
So (b1, . . . , bj ) ≡ 0 (modpm−). Thus j ≡ 0 (modpm−). In summary, for every j, the summand cjj in (16) is
divisible by pm. 
5. The McEliece theorem for cyclic codes
A cyclic code or polynomial code of length n over the alphabet Zm is an ideal C in the ring Zm[x]/(xn − 1). When
we identify polynomials a(x)= a0 + a1x +· · ·+ an−1xn−1 in Zm[x]/(xn − 1) with their vectors (a0, a1, . . . , an−1) of
coefﬁcients, we obtain from the polynomials inC amoduleC′ overZm with the property that if (a0, a1, . . . , an−1) ∈ C′,
then (an−1, a0, a1, . . . , an−2) ∈ C′. We will consider cyclic codes C that are generated as ideals by a monic divisor
g(x), of degree d, say, of xn − 1 over Zm. Then the distinct elements of C are of the form u(x)g(x) where u(x) has
degree <n − d, and C contains mn−d elements (codewords).
The weight of a polynomial is the number of nonzero coefﬁcients.
To state the theorems below, we introduce the following notation. Let p be prime and n a positive integer not divisible
by p. Suppose h(x) is a divisor of xn − 1 over Fp. Deﬁne  = (h) to be the least integer so that the product of 
zeros of h(x) (not necessarily distinct), in any ﬁeld extension of Fp, is 1. So if 1, . . . , t are zeros of h(x), t < , then
12 · · · t is an nth root of unity, but not 1. For a monic divisor h(x) of xn − 1 in Zpe [x], we use (h) to denote (h),
where h ∈ Fp[x] is the mod p reduction of h(x).
For example, consider n = 31, p = 2, e = 2, h(x) = x5 + 3x2 + 2x + 3. h(x) divides x31 − 1 over Z4. Then
h(x) = x5 + x2 + 1 is a divisor of x31 − 1 over F2. If  is one zero of h(x) (a primitive 31st root of unity in F32), the
complete set of zeros is , 2, 4, 8, 16. The product of these ﬁve elements is 1, but the product of fewer than ﬁve is
never 1. Thus (h) = 5.
A special case of the theorem of McEliece [9] is
Theorem 7. Let p be prime and n a positive integer not divisible by p. Let xn − 1 = g(x)h(x) over Fp. Then every
codeword of the cyclic code C generated by g(x) has weight ≡ 0 (modp(−1)/(p−1)), where  = (h).
McEliece also proved that no higher power of p divides the weight of all codewords. A number of extensions of this
theorem are given in [3].
A corollary of Theorem 7 is that any binary cyclic code C with the property that C ⊆ C⊥ has all words of weight
divisible by 4 (is ‘doubly even’).
In 1997, Calderbank et al. [2] proved
Theorem 8. Let n be odd and xn − 1 = g(x)h(x) over Z2e with h(x) and g(x) monic. Then each codeword of C has
weight divisible by 2m where m = (h)/2e−1 − 2; indeed, the number of occurrences of any nonzero symbol in a
codeword is ≡ 0 (mod 2m).
We strengthen this result by replacing the value of m above with (h)/2e−1 − 1, and we extend this to all primes.
Theorem 9. Let p be prime and n a positive integer not divisible by p. Let xn − 1 = g(x)h(x) over Zpe with h(x) and
g(x) monic. Then each codeword of C has weight divisible by pm where m = ((h) − pe−1)/((p − 1)pe−1). More
strongly, each codeword has the property that the number of occurrences of any nonzero symbol is ≡ 0 (modpm).
Proof. Let Zp∞ denote the ring of p-adic integers. Let m be as in the statement of Theorem 9. By Lemma 1, there exist
polynomials wt(x) of degree (m(p − 1) + 1)pe−1 − 1< so that
wt(j) ≡
{
1 (modpm) if j ≡ t (modpe),
0 (modpm) otherwise. (19)
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Note that (19) remains valid for j ∈ Zp∞ (this follows, or refer to the original proof involving ). For t /≡ 0 (modpe),
wt(0) ≡ 0 (modpm), and we may as well assume wt(0) = 0.
Let (n, p) = 1 and xn − 1 = g(x)h(x) over Zpe with h(x) and g(x) monic. Then by one form of Hensel’s lemma,
we can ‘lift’ this to a factorization xn − 1 = G(x)H(x) over Zp∞ where G(x) ≡ g(x) (modpe) and and H(x) ≡
h(x) (modpe). (We discuss this procedure at the end of this section.) Given a codeword f (x)=u(x)g(x)=∑n−1i=0 aixi
in the cyclic code C over Zpe generated by g(x), let F(x) = U(x)G(x) =∑n−1i=0 Aixi with Ai ∈ Zp∞ where G(x) is
as above and U(x) is any polynomial of degree <n − deg g(x) over Z or Zp∞ that reduces to u(x) modulo pe. Then
ai ≡ Ai (modpe) for all i.
Let S denote the set of nth roots of unity in an extension of the ﬁeld of p-adic numbers and let R = Zp∞[S]. Every
element of S is a zero of either G(x) or H(x). We have
∑
∈S
j =
{
n if j ≡ 0 (mod n),
0 otherwise.
It is well known that p remains prime in R when (n, p)= 1, so R/〈p〉 is a ﬁeld, an extension of Fp. (See the end of the
section.)
The following equations hold in R:
F(x) =
n−1∑
i=0
Aix
i
,
nAi =
∑
∈S
−iF (),
nkAki =
⎛
⎝∑
1∈S
F (1)
−i
1
⎞
⎠
⎛
⎝∑
2∈S
F (2)
−i
2
⎞
⎠ · · ·
⎛
⎝∑
k∈S
F (k)
−i
k
⎞
⎠ ,
nk
n−1∑
i=0
Aki =
∑
1,2,...,k∈S
F (1)F (2) · · ·F(k)
n−1∑
i=0
(12 · · · k)−i . (20)
Consider a summand on the right of (20), corresponding to some 1, 2, . . . , k . It may be that G(j ) = 0 for some
j, and then F(j ) = 0, so the summand is 0. Otherwise, 1, 2, . . . , k are zeros of H(x). If we assume 0<k<(h),
then the product 12 · · · k cannot be 1, since the images (i ) under the canonical homomorphism  : R → R/〈p〉
are zeros of h(x) in an extension of Fp whose product, by the deﬁnition of (h), is not 1. Then the inner sum over i on
the right of (20) is 0.
We conclude that
∑n−1
i=0 Aki = 0 for 0<k<. It follows that
∑n−1
i=0 w(Ai)= 0 for any rational or p-adic polynomial
w(x) of degree < with w(0) = 0. The number of occurrences of t among a0, a1, . . . , an−1 is congruent modulo pm
to
∑n−1
i=0 wt(Ai), so the assertion of the theorem is proved. 
For completeness, we brieﬂy sketch the procedure involved in lifting a monic factor of xn − 1 (or any monic
polynomial v(x) with simple roots modulo p) over Zpe to the p-adic integers. Given monic polynomials fj (x) and
gj (x) over Z with fj (x)gj (x) ≡ v(x) (modpj ), let s(x) and t (x) be integral polynomials with degrees less than those
of fj (x) and gj (x), respectively, so that
fj (x)t (x) + gj (x)s(x) ≡ (v(x) − fj (x)gj (x))/pj (mod p).
These exist (and are unique modulo p) because fj (x) and gj (x) are relatively prime modulo p. Then fj+1(x)=fj (x)+
pj s(x) and gj+1(x)=gj (x)+pj t (x) are integral polynomials with the properties that they reduce to fj (x) and gj (x),
respectively, modulo pj , and fj+1(x)gj+1(x) ≡ v(x) (modpj+1). The p-adic limits of the sequences {fi} and {gi}
give a factorization over Zp∞ .
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It is not, strictly speaking, necessary for the proof of Theorem 9 to lift the factorization all the way to the p-adic
integers, but only to a factorization over ZpE where E is large enough for our calculations to be valid. But the proof
would be far more awkward to describe.
The Hensel lifting can also be used to explain why R/〈p〉 is a ﬁeld. Given a monic irreducible polynomial q(x)
over Fp which has as a zero a primitive nth root of unity over Fp, we can lift this to a monic divisor Q(x) of xn − 1
over Zp∞ , with Q(x) ≡ q(x) (modp). It is easy to see that Q(x) is irreducible and that a root  of Q(x) in an
extension of the p-adic numbers must be a primitive nth root of unity. Then R = Zp∞[]Zp∞[x]/〈Q(x)〉. And then
R/〈p〉Fp[x]/〈q(x)〉.
6. More on powers of x − 1 modulo pm
We point out in this section that the bounds on the degree d in Lemma 1, and on the parameter k in Theorems 5 and
6, are, in general, best possible.
Let p be prime and e,m positive integers. In Section 2, we showed that
(x − 1)(m(p−1)+1)pe−1 ≡ 0 (mod pm, xpe − 1). (21)
This is the same as (3). Now we need to know that
(x − 1)(m(p−1)+1)pe−1−1 ≡ (−p)m−1
pe−1∑
j=0
xj (mod pm, xpe − 1) (22)
for all positive integers m. Clearly, (22) implies (21). We sketch a derivation of (22) at the end of this section. The case
e = 1 is equivalent to
∑
i≡k (mod p)
(−1)i
(
m(p − 1)
i
)
≡ (−p)m−1 (mod pm)
for any k; this was stated by Lundell [7] in 1978.
Theorem 10. Let p be prime and e,m positive integers. There is no integer-valued polynomial f (x) of degree <
(m(p − 1) + 1)pe−1 − 1 with the property that f (t) ≡ f0(t) (modpm) for all integers t, when
f0(x) =
{
1 if x ≡ 0 (modpe),
0 otherwise.
Proof. A polynomial of degree d can be written uniquely as a linear combination of 1, x, ( x2 ), . . . , (
x
d
). The coefﬁcients
are those in (2), where the sum terminates at k = d . Of course, (kf )(0) ≡ (kf0)(0) (modpm). We have
(nf0)(0) =
n∑
i=0
(−1)i
(
n
i
)
f0(n − i) =
∑
i≡n (mod pe)
(−1)i
(
n
i
)
,
and this is equal to the coefﬁcient of xj when (x − 1)n is reduced modulo xpe − 1 and j is the integer, 0j <pe,
congruent to n modulo pe. For n = (m(p − 1) + 1)pe−1 − 1, this is the coefﬁcient of xj on the right of (22), so
(nf )(0) ≡ (−p)m−1 (modpm), and in particular (nf )(0) = 0, and hence dn. 
Now let c be an integer with c ≡ 1 (modp). We claim that
(cx − 1)(m(p−1)+1)pe−1−1 ≡ (−p)m−1
pe−1∑
j=0
xj (mod pm, xpe − 1) (23)
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for all positive integers m. This is the same as (22), except that x has been replaced by cx in the left-hand side. Since
(23) implies (22), we discuss only (23) at the end of the section.
That the bound inTheorem5 is best possible canbe seen from the trivial codeC=Fnp .Whenn=(m(p−1)+1)pe−1−1,
the numbers N(j, pe) are not divisible by pm. More generally, we have the following.
Theorem 11. Let p be a prime, let e, m, and s be positive integers. Let S be a set of q=ps elements, let 0 be a particular
element of S, and let wt(a) denote the number of nonzero coordinates of a ∈ Sn. For n = (m(p − 1) + 1)pe−1 − 1
(when Sn contains pk elements, where k = s((m(p − 1) + 1)pe−1 − 1)), the numbers N(j, pe) of a ∈ Sn with
wt(a) ≡ j (modpm) satisfy
N(j, pe) ≡ (−p)m−1 (mod pm).
Proof. The numbers N(j, pe) are described by
(1 + (q − 1)x)n ≡
pe−1∑
j=0
N(j, pe)xj (mod xpe − 1).
The congruences of the theorem follows from this and (23) with c = 1 − q. 
Proof of (23) (sketch). We have (cx − 1)pe−1 = (xpe−1 − 1) + p z(x) for some integral polynomial z(x). Then
(cx − 1)pe−1 is (p z(x)) plus a polynomial multiple of xpe−1 − 1. Since h(x)(xpe−1 − 1) = xpe − 1, where h(x) =
1 + xpe−1 + x2pe−1 + · · · + x(p−1)pe−1 , we have
h(x)(cx − 1)pe−1 ≡ 0 (mod p, xpe − 1). (24)
(4) implies that (cx − 1)(p−1)pe−1 − h(x) ≡ 0 (modp). We raise this to the mth power to get
m∑
i=0
(
m
i
)
(cx − 1)i(p−1)pe−1(−h(x))m−i ≡ 0 (mod pm).
Suppose p3. Then (6) and (24) show that all terms above vanish modulo pm and xpe − 1, except the ﬁrst and last
(when i = 0 or i = m), and we are left with
(cx − 1)m(p−1)pe−1 ≡ (−p)m−1h(x) (mod pm, xpe − 1). (25)
The congruence (23) follows when (25) is multiplied by
(cx − 1)pe−1−1 ≡ 1 + x + x2 + · · · + xpe−1−1 (mod p). (26)
We now consider p = 2. For p = 2, e = 1, (23) asserts
(cx − 1) ≡ 2−1(1 + x) (mod 2, x2 − 1)
when c is an odd integer. This can be proved by induction using c2 ≡ 1 (mod 8) and
(cx − 1) + 2(cx − 1)−1 = (cx − 1)−2(c2x2 − 1)
≡ (c2 − 1)(cx − 1)−2 (mod x2 − 1).
Assume e2. By induction on e, starting with e= 2, we have (cx − 1)2e−1 = (x2e−1 − 1)+ 2(x2e−2 + 1)+ 4z(x) for
some integral polynomial z(x). Then (cx − 1)2e−1 is congruent to 2(x2e−2 + 1) modulo 2+1 and x2e−1 − 1. Since
h(x)(x2
e−2 + 1)2 ≡ 0 (mod 2, x2e − 1), we conclude that for 2,
(cx − 1)2e−1h(x) ≡ 0 (mod 2+1, x2e − 1). (27)
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Now raise (cx − 1)2e−1 + h(x) ≡ 0 (mod 2) to the mth power:
m∑
i=0
(
m
i
)
(cx − 1)i2e−1h(x)m−i ≡ 0 (mod 2m).
(27) and (6) show that the ith term above vanishes modulo 2m and x2e − 1 when m> i2. The terms that remain
(i = 0, 1,m) reduce to
(cx − 1)m2e−1 ≡ 2m−1h(x)(1 + m(x2e−2 + 1)) (mod 2m, x2e − 1). (28)
The congruence (23) for p = 2, e2 follows when (28) is multiplied by (26) with p = 2. 
7. Remark on the MacWilliams transform and Theorem 5
If C is any code with ai codewords of weight i, i = 0, 1, . . . , n, then
W(x, y) =
n∑
i=0
aix
n−iyi (29)
is called the weight enumerator of C. If C is a p-ary linear code of dimension k, then the MacWilliams transform
1
pk
W(x + (p − 1)y, x − y) (30)
of W(x, y) will be the weight enumerator of the dual linear code C∗; see [8]. In particular, (30) will have integer
coefﬁcients.
Theorem 5 gives a necessary condition for a polynomial W(x, y) to be the weight enumerator of a p-ary linear code
C of dimension k. However, this is a weaker condition than the condition that the MacWilliams transform (30) has
integer coefﬁcients, as is shown by Theorem 13 below. There are also important nonlinear codes with the property
that the MacWilliams transform of the weight enumerator (with k = logp|C|) is integral; Theorem 13 implies that the
conclusion of Theorem 5 holds for them as well.
First we show:
Theorem 12. Let a0, a1, . . . , an be integers, let r, k, and s be positive integers, and let
W(x, y) =
n∑
i=0
aix
n−iyi . (31)
Then
1
rk
W(x + (rs − 1)y, x − y) (32)
has integer coefﬁcients if and only if
n∑
i=0
ai
(
i
j
)
≡ 0 (mod rk−sj ) for j = 0, 1, . . . , k/s. (33)
Proof. Say
W(x + (rs − 1)y, x − y) =
n∑
i=0
bix
n−iyi .
Then the row vectors a = (a0, . . . , an) and b = (b0, . . . , bn) are related by aM = b where M is the matrix with rows
and columns indexed by 0, 1, . . . , n and where
M(i, j) = the coefﬁcient of xn−j yj in (x + (rs − 1)y)n−i (x − y)i .
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Let E be the matrix with the same indexing set and where E(i, j)= ( i
j
). The inverse of E has E−1(i, j)= (−1)i+j ( i
j
).
The (i, j)-entry in E−1M is the coefﬁcient of xn−j yj in
n∑
=0
(−1)i+
(
i

)
(x + (rs − 1)y)n−(x − y) = (−rsy)i(x + (rs − 1)y)n−i .
That is, E−1M =DF where D is the diagonal matrix with diagonal elements 1, rs, . . . , rsn and F(i, j)= (−1)i( n−i
j−i )
(rs − 1)j−i . We note that F has an integral inverse, since it has ±1’s on the diagonal and 0’s below.
Suppose a is an integral vector. Then r−kW(x + (rs − 1)y, x − y) is integral if and only if r−kaM is integral if and
only if r−kaMF−1 is integral if and only if r−kaED is integral, which is the case if and only if the congruences (31)
hold. 
Theorem 13. Let a0, a1, . . . , an be integers, let k,m, e, s be positive integers and p a prime. Let W(x, y) be as in (29)
and suppose that
1
pk
W(x + (ps − 1)y, x − y)
has integer coefﬁcients. If k > s((m(p − 1) + 1)pe−1 − 1), then for every integer t,
∑
i≡t (mod pe)
ai ≡ 0 (mod pm).
Proof. Given t, let wt(x) be a polynomial as described above in (15). Then
∑
i≡t (mod pe)
ai ≡
n∑
i=0
wt(i)ai =
(m(p−1)+1)pe−1∑
j=0
cj
n∑
i=0
ai
(
i
j
)
(mod pm).
From (31), it follows that for each j the summand on the right above is divisible by pm; see (17) and (18). 
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