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We study a simple reconfigurable robot model
which has not been previously examined: cubic
robots comprised of three-dimensional cubic mod-
ules which can slide across each other and rotate
about each others’ edges. We demonstrate that the
cubic robot model is universal, i.e., that an n-
module cubic robot can reconfigure itself into any
specified n-module configuration. Additionally, we
provide an algorithm that efficiently plans and exe-
cutes cubic robot motion. Our results directly extend
to a d-dimensional model.
I. INTRODUCTION
Reconfigurable robots are modular robots comprised
of a number of small, independent robotic modules
which may reorganize themselves in order to achieve
specified configurations and complete tasks ([Mac03]).
Such robots are highly fault-tolerant and adaptable, as in-
dividual modules are replaceable and relatively inexpen-
sive to produce; they have therefore been studied heavily,
with an eye towards applications in exploration and self-
assembly ([Mac03], [YSS+07]). A variety of reconfig-
urable robot design models have been proposed, and
many of these models have been prototyped ([YSS+07]).
In this paper, we study a simple and intuitive re-
configurable robot model that has not been closely
examined: cubic robots, comprised of modules in the
form of three-dimensional cubes which can only slide
across each other and rotate about each others’ edges (as
illustrated in Figure 1). The cubic robot model is a nat-
ural generalization of the two-dimensional square robot
model, which uses square-shaped modules ([DP06]). It
is more general than the popular crystalline robot model
([RV01]) which has been prototyped ([VR00]): cubic
modules can be implemented as 2×2×2 “meta-modules”
of crystalline modules, but can also be implemented by
systems simpler than crystalline.
Here, we prove that the cubic robot model is universal,
in the sense that any n-module cubic robot can recon-
figure itself into any specified n-module configuration
without becoming disconnected. We present an efficient
algorithm that plans and executes motion between n-
module cubic robot configurations.
Our algorithm shows how to convert any configuration
of n cubic robot modules into a straight line configura-
tion; this suffices for universal reconfiguration, because
we may then reconfigure any given n-module config-
uration into any other by passing through the straight
line configuration. To accomplish this task, modules are
sequentially relocated from points on the robot’s exterior
to a straight “tail” of modules. If no exterior module can
be relocated while preserving connectivity, the robot’s
interior is recursively reorganized until such motion is
possible. Analysis shows that both the planning and
execution of these motions are accomplished in O(n3)
time.
Motion planning problems similar to that we
consider here have been studied for a number of
reconfigurable robot models ([DP06], [NGY01],
[YMK+01], [CPEU96], [DSY04], [ACD+09b],
[ACD+08], [ACD+09a]), many of which have been
shown to be universal ([DP06], [NGY01], [ACD+09b],
[ACD+08], [ACD+09a]). Our results fully generalize
known universality results for square robots ([DP06])
and solve a problem posed by O’Rourke in 2007
([DO08]). Additionally, our results naturally and
directly extend to a d-dimensional hypercubic robot
model which, while physically unrealizable, is of
independent mathematical interest.
II. PRELIMINARIES
A. The Setting
We consider d-dimensional space with orthonormal
basis {x1, . . . , xn} partitioned into a integer grid G of
d-cubic cells. Each such cell may be empty or may
be occupied by a module, defined as a unit n-cube
(with motions specified below). For clarity, let face
and edge denote (d − 1)-dimensional and (d − 2)-
dimensional facets of a module, respectively. We say
that two modules in this grid are face-adjacent if the
Euclidean distance between their centers is exactly a
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unit, i.e., they have a common ((d − 1)-dimensional)
face. Similarly, two modules are edge-adjacent if they
share an edge but not a face.
An n-module configuration is a collection of n mod-
ules in distinct cells. For an n-module configuration V ,
we define the connectivity graph G(V ) as the graph
having the modules of V as its vertices and edges
induced by face-adjacency. An n-module configuration
V is connected when the connectivity graph G(V ) is
connected.
The configuration V partitions G \ V into a number
of disjoint, face-connected components, exactly one of
which is infinite. Let the outer boundary of V be the
collection of module faces adjacent to this infinite region
and let Bout(V ) denote the set of modules in V which
have at least one face on the outer boundary.
B. Reconfiguration of Modules
In the hypercubic robot model of dimension d (the
special case d = 3 is termed the cubic robot model),
modules may reconfigure by rotation and sliding:
• Rotation: If a module b has two adjacent faces
f, f ′, such that some module a is adjacent to b
at f , the grid cell adjacent to b at f ′ is empty, and
the grid cell edge-adjacent to b along f ∩f ′ is also
empty, then a may move to the cell adjacent to f ′
(Figure 1(a)).
• Sliding: If two modules b and b′ are adjacent, and
a module a is adjacent to both b and an empty cell
adjacent to b′, then a may move to this empty cell
(Figure 1(b)).
The square robot model ([DP06]) corresponds to the hy-
percubic robot model specialized to d = 2; the general d-
dimensional model may be interpreted as allowing rect-
angular model motions in any two-dimensional plane.
A reconfiguration of an n-module configuration V is a
sequence of n-module configurations {Vt}tendt=0, such that
each Vt is connected and such that Vt can be obtained
from Vt−1 via either a rotation or a slide of a single
module.1
III. RECONFIGURATION THEOREM
In this section we prove our main result.
Theorem 1. Given any two connected configurations
V and V ′ each having n ≥ 2 modules, there exists a
reconfiguration of V into V ′.
1Note that we restrict to sequential reconfigurations where motions
must occur one at a time. A related literature studies parallel recon-
figuration, where multiple modules may move simultaneously so long
as such movements do not interfere with each other ([VYS02]).
(a) Rotation: the white module turns a corner
around the black module.
(b) Sliding: the white module slides across the
two black modules.
Fig. 1: Illustrations of the two legal moves in the cubic
robot model. In both cases, the cells drawn with only
outlines must be empty.
A. Reduction
As in [DP06], we prove our main result by showing
that any configuration can be reconfigured into a straight
chain of modules. This suffices to prove the result, as it
follows that any configuration V may be reconfigured
into this canonical straight position, which may then
be reconfigured into any other position V ′. (Note that
the straight configuration may easily be relocated and
reoriented in space by rotations and slides.)
B. Lemmata
Here, we introduce several additional definitions and
lemmata that contribute to the proof of Theorem 1.
Definition 2. A module m in a connected configuration
V is said to be an articulation module (or simply
articulate) if it corresponds to an articulation node in
G(V ), the connectivity graph of V . That is, if V \ {m}
is disconnected.
It is known that any connected graph G on n ≥ 2 ver-
tices contains at least two distinct non-articulate nodes.
It follows immediately that any connected configuration
V on n ≥ 2 modules contains at least two non-articulate
modules.
Lemma 3. Suppose x ∈ Bout(V ) is an articulate
module, and that x is adjacent to a module y (along face
f of x) such that the connected component of V \ {x}
Fig. 2: Lemma 3: removing x (black) disconnects y
(gray) from the boundary Bout(V ). (Two views are
presented.)
containing y is disjoint from Bout(V ). Then, as pictured
in Figure 2:
(i) The face f op of x opposite f is on the outer
boundary of V ,
(ii) any module w 6= y adjacent to x is in a component
of V \ {x} not disjoint from Bout(V ), and
(iii) x is adjacent to at least one such module w 6= y.
Proof: Suppose (i) is false, meaning f op is not on
the outer boundary of V . Module x has some face g on
the outer boundary, which is neither f nor f op. Such a g
is edge-adjacent to f . Let p be the empty cell adjacent
to x at g, and let q be the cell not containing x adjacent
to both p and y. Since g is on the outer boundary, p is
empty. But since y is not in Bout(V ), q must contain a
module mq . However, this means y is adjacent to mq ,
and mq ∈ Bout(V ). This contradicts the assumption that
the component of y in V \{x} is disjoint from Bout(V ),
thus proving (i).
Now suppose w 6= y is adjacent to x along face h.
Let r be the cell adjacent to x at f op, and let t be the cell
adjacent to r and w not containing x. If t is empty, then
clearly w ∈ Bout(V ). Otherwise, the module mt in cell
t is adjacent to r (which is empty), so mt ∈ Bout(V ). In
either case, w is in a component of V \ {x} not disjoint
from Bout(V ), hence (ii) holds.
Finally, since x is articulate in V , x has degree at
least 2, so it is adjacent to at least one module w 6= y,
proving part (iii).
Definition 4. For a configuration V of n modules, a
module m on Bout(V ) is said to be nearly non-articulate
if V \ {m} has exactly two connected components, one
of which is disjoint from Bout(V ).
Lemma 5. For any configuration V of n ≥ 2 mod-
ules and a module s ∈ Bout(V ), there is a module
m ∈ Bout(V ) with m 6= s such that m is either non-
articulate nearly non-articulate in V .
Proof: As observed above, V contains two non-
articulate modules, hence V has at least one non-
articulate module m1 6= s. If m1 ∈ Bout(V ), then
no further argument is required. Otherwise, suppose we
have a set Mi−1 = {m1, . . . ,mi−1} ⊆ V \ Bout(V )
such that for each j with 1 ≤ j < i, the module mj is
non-articulate in V \ {m1, . . . ,mj−1}. Then V \Mi−1
is connected, so as before, V \Mi−1 contains at least one
non-articulate module mi 6= s. Set Mi = Mi−1∪{mi}.
For some minimal t > 1, the module mt found in this
way must be in Bout(V ), as there are only finitely many
modules in V . If mt is a non-articulate module of V ,
then we have the result. Otherwise, by the connectivity of
V \Mt, all of Bout(V )\{mt} lies in a single connected
component of V \{mt}, so mt must have a neighboring
cell not in Bout(V ). Hence, mt must be adjacent to mi
for some 1 ≤ i < t. By Lemma 3 with x = mt, all
modules not in the component of mi in V \{mt} are in
the component containing Bout(V ) \ {mt} (recall that
Bout(V ) is in a single component), thus removing mt
leaves exactly two components one of which is disjoint
from Bout(V ). Hence, mt is nearly non-articulate, as
required.
Lemma 6. Given a configuration V of n ≥ 2 modules
and a module s ∈ Bout(V ), it is possible to reconfigure
V to a configuration V ′, keeping Bout(V ) fixed during
the reconfiguration, so that V ′ has a non-articulate
module x 6= s in Bout(V ′) = Bout(V ).
Proof: We induct on n, the number of modules in
V . The case n = 2 is clear. For the general case, we may
find by Lemma 5 a module x ∈ Bout(V ) \ {x} which
is either non-articulate or nearly non-articulate in V .
In the former case, V = V ′ and x is the chosen
module.
In the latter case, let O and I be the “outer” and
“inner” components of V \{x}; specifically, I is the com-
ponent disjoint from Bout(V ), and O = V \ (I ∪ {x}).
By Lemma 3, there is a unique module y ∈ I adjacent
to x. Also by Lemma 3(iii), there is a module w /∈ I
adjacent to x, which cannot be opposite from y. So,
let c be the cell adjacent to y and w not containing
x. Cell c must be empty since w /∈ I . Let f be the
face of y adjacent to cell c; it is clear that f is on
the outer boundary of I (this is a direct consequence
of Lemma 3). Thus, since I has fewer modules than V ,
the inductive hypothesis shows that we may reconfigure
I to I ′ without moving Bout(I) and then find a non-
articulate module m ∈ Bout(I ′) that is distinct from y.
Next, as the outer boundary of I ′ is connected, we may
find a path along the outer boundary of I ′ taking m to
face f while avoiding the other faces of y.
We show how to move m along this path: Any two
adjacent faces g, g′ on the path are connected at either a
90◦ solid dihedral angle (as in Figure 1(a)), a 180◦ angle
(as in Figure 1(b)), or a 270◦ angle. When m is adjacent
to g, it is therefore possible to move m to be adjacent
to g′ by, respectively, a rotation, a slide, or no motion,
unless such a motion would intersect O—at which point
m is adjacent to O. At the first stage during these steps
when m becomes adjacent to O (which occurs either
while traversing the path or upon reaching f ), x is
no longer articulate in V , because I ′ and O are now
connected by m.
C. Proof of Theorem 1
We now show that V may be reconfigured into a
straight chain. Let s ∈ Bout(V ) be a module with
maximal x1-coordinate, and let f be the face of s in
the positive x1-direction. Initially, denote V0 = V and
Z0 = ∅. We will iterate, maintaining the following
invariants: After step i − 1 (1 ≤ i ≤ n − 1), s has not
moved, and the configuration has the form Vi−1 ∪Zi−1,
where Zi−1 is a straight chain of i−1 modules emanating
from face f of s in the positive x1 direction, Vi−1 is
connected, and s ∈ Bout(Vi−1).
By Lemma 6, we may reconfigure Vi−1 to V ′i−1 while
keeping Bout(Vi−1) fixed in such a way that there is a
module x ∈ Bout(V ′i−1) different from s that is non-
articulate in V ′i−1. This implies that x is non-articulate
in V ′i−1 ∪ Zi−1, so we may simply move x along the
boundary of V ′i−1 ∪ Zi−1 \ {x} so that it extends the
chain Zi−1. Let Zi be this new chain of length i, and
let Vi be V ′i−1 \ {x}. These clearly satisfy the required
invariants.
After stage n− 1, the reconfiguration is complete.
IV. ALGORITHM
The proof of Theorem 1 given in Section III-C gives
rise to a simple algorithm to reconfigure an n-module
configuration V into a straight chain. Here we present
this algorithm (Algorithm 2) and prove its correctness.
We first require a recursive method that, given a
configuration V and a module s ∈ Bout(V ) (along with
a particular face of s on the outer boundary), modifies
V and returns a module x according to Lemma 6.
We assume that each module m has previously been
assigned a field PostOrder(m) which sorts the modules
of V in the order of finishing times of a depth-first search
in G(V ) beginning at s.
See Algorithm 1, which converts Lemma 6 to a routine
LocateAndFree.
Most of Algorithm 1 follows Lemma 6 directly. To
prove Algorithm 1 correct, we must address the com-
ments in lines 3 and 9.
First, we must show that the module x ∈ Bout(V )
with minimal PostOrder is non-articulate or nearly non-
articulate. If x is articulate in V , then a path from s to
any module t 6∈ O must pass through x, meaning
PostOrder(t) ≤ PostOrder(x).
Algorithm 1 Locate a module x ∈ Bout(V ) satisfying
Lemma 6, and reconfigure the interior of V to render
x non-articulate. Assumes PostOrder fields in V have
been set.
1: LocateAndFree(V, s) :=
2: Locate all faces in the outer boundary of V by
depth-first search from s. We obtain Bout(V ).
3: Choose x ∈ Bout(V ) with smallest PostOrder.
{x is non-articulate or nearly non-articulate}
4: Compute all modules in the component O of
V \ {x} containing s by depth-first search.
5: if O contains all neighbors of x then
6: return x.
7: else
8: Let y be the neighbor of x in the other com-
ponent I := V \ (O ∪ {x}).
9: Let z = LocateAndFree(I,y). {Use existing
PostOrder labels.}
10: Move z to connect O and I as in Lemma 6,
locating its path by depth-first search across the
outer boundary of V \ {z}.
11: return x.
12: end if
13: end LocateAndFree
This means t cannot be in Bout, by the minimality
of PostOrder(x). Thus, any connected component of
V \ {x} not containing s is disjoint from Bout, so
Lemma 3 applies, proving that x is indeed nearly non-
articulate.
We must also prove that the field PostOrder sorts the
modules of I in a post-order from y. By choice of x,
the original depth-first tree restricted to I must itself be
a valid depth-first tree of I rooted at y, and thus the
PostOrder field is correctly sorted, as needed.
Now we present Algorithm 2, which rearranges V into
a straight chain. The proof of correctness follows directly
from the results in Section III-C.
Algorithm 2 Reconfigure V into a straight chain {s} ∪
Zn−1.
1: Fix a module s ∈ V with maximal x1-coordinate.
2: Set V0 = V and Z0 = ∅.
3: for 1 ≤ i < n do
4: Set the PostOrder fields with a depth-first search
rooted at s.
5: Define x := LocateAndFree(Vi−1, s).
6: By depth-first search across the outer boundary
faces of Vi−1∪Zi−1\{x}, move x to extend Zi−1.
Define Vi := Vi−1 \ {x} and Zi = Zi−1 ∪ {x}.
7: end for
A. Algorithm Analysis
We show that the above algorithm has computation
time and number of moves both bounded by O(|V |3)
from initial configuration V .2
First, we use an inductive argument to prove that
LocateAndFree(V, s) runs in O(|V |2) time. Indeed,
suppose T (n) is an upper bound for the runtime of
LocateAndFree(V ′, s′) whenever |V ′| = n. As there
are at most O(|Bout(V )|) faces on the outer boundary
of V , Lines 2 and 3 in the definition of LocateAndFree
take at most O(|Bout(V )|) ≤ O(|O|) time. Line 4 also
runs in O(|O|) time. Line 10 takes time at most O(|V |),
and Lines 5 and 8 run in constant time. Finally, by our
inductive hypothesis, LocateAndFree(I,y) takes time
at most T (|I|). Thus, we may bound T (|V |) above by
T (|V |) ≤ O(|O|) +O(|V |) +O(1) + T (|I|)
≤ O(|O|) +O(|V |) +O(1) + T (|V | − 1),
which proves that T (|V |) is bounded above by a
quadratic function in |V |, as desired.
Finally, each of the three lines in the for-loop in
Line 3 in Algorithm 2 runs in time at most O(|V |2),
so Algorithm 2 itself has O(|V |3) runtime. Finally, as
the module moves are made during the execution of the
algorithm, there are at most O(|V |3) module moves as
well.
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