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INTRODUCTION
THE IDENTIFICATION PROBLEM concerns the possibility of drawing inferences from observed samples to an underlying theoretical structure. An important part of econometric theory involves the derivation of conditions under which a given structure will be identifiable. The basic results for linear simultaneous equation systems under linear parameter constraints were given by Koopmans and Rubin [10] in 1950. Extensions to nonlinear systems and nonlinear constraints were made by Wald [15] , Fisher [4, 5, 6] , and others. A summary of these results can be found in Fisher's comprehensive study [7] . The identification problem has also been thoroughly analyzed in the context of the classical single-equation errors-in-variables model. The basic papers here are by Neyman [12] and Reiers0l [13] .
Most of this previous work on the identification problem has emphasized the special features of the particular model being examined. This has tended to obscure the fact that the problem of structural identification is a very general one. It is not restricted to simultaneous-equation or errors-in-variables models. As Koopmans and Reiers0l [9] emphasize, the identification problem is "a general and fundamental problem arising, in many fields of inquiry, as a concomitant of the scientific procedure that postulates the existence of a structure." In their important paper Koopmans and Reiers0l define the basic characteristics of the general identification problem. In the present paper we shall, in the case of a general parametric model, derive some identifiability criteria. These criteria include the standard rank conditions for linear models as special cases.
Our approach is based in part on the information matrix of classical mathematical statistics. Since this matrix is a measure of the amount of information about the unknown parameters available in the sample, it is not surprising that it should be related to identification. For lack of identification is simply the lack of sufficient information to distinguish between alternative structures. The following results make this relationship more precise. 2 In order to say more about the identification problem, we must be more specific about the sets S" and .F. This is usually done by assuming Y is generated by a set of linear equations with an additive latent error term. We shall take another approach and merely assume that the distribution of Y has a parametric representation. Specifically, we assume that every structure S is described by an m-dimensional real vector ai and that the model is described by a set A c Rm. We associate with each ac in A a continuous probability density function3 f(y, ac) which, except for the parameter ai, is known to the statistician. Thus the problem of distinguishing between structures is reduced to the problem of distinguishing between parameter points. In this framework we have the following definitions. DEFINITION 1: Two parameter points (structures) a' and a2 are said to be observationally equivalent if f(y, ac') = f(y, oe2) for all y in R . DEFINITION 2: A parameter point ac' in A is said to be identifiable if there is no other a in A which is observationally equivalent.
Since the set of structures is simply a subset of Rm, it is possible to speak of two structures being close to one another. It is natural then to consider the concept of local identification. This occurs when there may be a number of observationally equivalent structures but they are isolated from each other. We state this more formally in Definition 3. ' The continuity assumption is made solely for ease of exposition. By adding the phrase "except for sets of sample points having zero probability" at the appropriate places, all of our results hold for general probability functions. We shall use the words density function and likelihood function interchangeably when referring togf To emphasize the distinction between Definition 2 and Definition 3, we shall speak of global identification in the former case and local identification in the latter.
Needless to say, global identification implies local identification.
The identification problem is to find conditions on f(y, a) and A that are necessary and sufficient for the identification of the parameters in A. We shall give some partial answers to this problem in the so-called "regular" parametric case.4 This case is described by the following assumptions. We shall also need the following definition. 
CRITERIA FOR GLOBAL IDENTIFICATION
For most problems we are interested in global identification rather than simply local identification. Unfortunately it is more difficult to obtain global results. Of course local identification is a necessary condition for global identification. Therefore an examination of the information matrix would appear to be a first step in an actual investigation. Nevertheless, one would like to have some general conditions which are sufficient to guarantee global identification. In this section we shall present some results in this direction. For simplicity we shall drop Assumption VI and return to the unconstrained parameter space A.
Going through the proof of Theorem 1, one is tempted to conclude that a sufficient condition for the global identifiability of a' is that R(a) be invertible for all a. Consider again equation ( 
STRUCTURE AND REDUCED FORM
In this section we shall analyze an important special case that arises in many actual identification problems. This occurs when there exist reduced-form parameters that can be used to help establish the identification of structural parameters. The standard econometric literature on identification as summarized by Fisher [7] deals exclusively with this case.
Again we are concerned with the identifiability of an unknown m-dimensional structural parameter vector cx which lies in the open set A c R'. We do not need the regularity Assumptions I-V given in Section 2 but we do reintroduce Assumption VI (which for convenience we rewrite). In closing we may note that the analysis here of the linear simultaneous equations model does not require any use of the information matrix. This is due to the fact that H and Q are assumed to completely characterize the distribution of Y If, however, the ut were known to have some nonnormal density or if the equation system (6.1) were nonlinear, this would no longer be the case. Identifiability typically does require the investigation of the probability distribution of the observations. In these cases, the information matrix is often a convenient starting point.
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