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Spectral Theory for p-Adic Operators
Tomoki Mihara∗
Abstract
We establish an algorithm for a criterion of the diagonalisability of a matrix over
a local field by a unitary matrix. For this sake, we define the notion of normality of a
p-adic operator, and give several criteria for the normality. We study the relation be-
tween the normality and the reduction. In the finite dimensional case, the normality
of an operator is equivalent to the diagonalisability of a matrix by a unitary matrix.
Therefore we also study the relation between the diagonalisability and the reduction.
For example, we show that the diagonalisation of the reduction gives a partition of
unity corresponding to the reduction of the spectrum, which gives a functorial lift of
the eigenspace decomposition of the reduction.
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0 Introduction
Let k be a complete valuation field. The main aim of this paper is to establish an algo-
rithm for a criterion of the diagonalisability of a matrix over k by a unitary matrix. For
this sake, we define the normality of a k-linear bounded operator in Definition 2.14 and
establish several criteria for the normality using information of the reduction in Corollary
2.31, Corollary 3.4, and Corollary 3.18. A k-linear bounded operator is said to be nor-
mal if and only if it admits the continuous functional calculus (Definition 2.11), and the
notion of the normality of a k-linear bounded operator on a finite dimensional k-vector
space is equivalent to that of the diagonalisability of a matrix over k by a unitary matrix
(Proposition 2.15). Our formulation of the normality is a generalisation of the other for-
mulation of the normality in [Koc13] §2. A straightforward method for determining the
normality includes pure p-adic analysis. In order to avoid from the analysis, we study a
relation between reductions, spectra, and functional calculi. Since a functional calculus
of an operator over the residue field is just the diagonalisation of a matrix, a reduction
helps us to reduce the analysis to pure ring theory. In the case where k is a local field,
we give an explicit algorithm for a criterion of the diagonalisability of a matrix over k by
a unitary matrix including a “repetition of reductions” in Theorem 3.23. In particular, it
yields a sufficient condition for the diagonalisability of a matrix.
A functional calculus is a substitution of a bounded operator to a function on its
spectrum. For example, the holomorphic functional calculus is a substitution to a rigid
analytic function, and the continuous functional calculus is a substitution to a continuous
function. They are the extensions of the substitution to a polynomial function. In order
to justify substitutions to such functions, we need a formulation of a spectral decomposi-
tion, which is a generalised notion of the eigenspace decomposition of a diagonalisable
matrix. In order to deal with a continuous functional analysis, we establish a theory
of a spectral decomposition. A formulation of a spectral decomposition of an analytic
bounded operator with compact spectrum has been already given by Vishik in his pa-
per [Vis85], but it just yields kind of the locally analytic functional calculus analogous
to Riesz functional calculus. Under several suitable conditions for a bounded operator,
there are direct extensions of the result of Vishik by Dodzi Attimu and Toka Diagana
in [AD09] and by Richard Lance Baker in [Bak12], but the direction of their works is
completely different from that of ours. We would like to remove the assumptions that
a bounded operator is analytic and that its spectrum is compact, which are less useful
for a continuous functional calculus. Such a non-trivial generalisation can not be ob-
tained if one extends Vishik’s spectral theory in a direct way. Indeed, the locally analytic
functional calculus in his work uses Shnirel’man integral, which is a non-Archimedean
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analogue of Cauchy integral of an analytic function introduced in [Shn38]. The assump-
tions that a bounded operator is analytic and that its spectrum is compact are essential
for the use of Shnirel’man integral. We briefly explain how we establish a spectral de-
composition of a bounded operator. Let A be a bounded operator on a Banach k-vector
space. In the case where k is a local field, the spectrum σ of A is automatically compact.
In this case, we formulate the measurability of a clopen subset of σ in Definition 1.26,
and establish a method to give a spectral decomposition as an integration along σ without
the assumption that A is analytic in Theorem 3.13. Even if k is not a local field, we also
give a sufficient condition of the integrability along the spectrum using affinoid algebras
without the assumption of the compactness of σ in Theorem 3.2.
1 Preliminaries
We recall basic notions and conventions in Banach spaces and Banach algebras over a
complete valuation field in §1.1. We follow the conventions in [BGR84], except that
we deal also with non-commutative Banach algebras. As important examples of Banach
algebras, we introduce rings of “rigid continuous functions” and operator algebras in §1.2
and 1.3 respectively.
1.1 Banach Spaces and Banach Algebras
Throughout this paper, we assume that rings and algebras are unital and associative. We
do not assume the commutativity or the inequality 1 , 0. A field is assumed to be
a commutative ring with 0 , 1. In particular, the zero ring O is excluded from the
definition of a field. A valuation field is a field k endowed with a map | · | : k → [0,∞)
satisfying the following:
(i) The inequality |c − c′| ≤ max{|c|, |c′|} holds for any (c, c′) ∈ k × k.
(ii) The equality |cc′| = |c| |c′| holds for any (c, c′) ∈ k × k.
(iii) The equality |c| = 0 holds for a c ∈ k if and only if c = 0.
(iv) The equality |1| = 1 holds.
We always endow a valuation field k with the topology given by the ultrametric k ×
k → [0,∞) : (c, c′) 7→ |c − c′|. A valuation field is said to be complete if its underlying
ultrametric is complete, and is said to be discrete if the image |k×| of k× by | · | is a
subgroup of the multiplicative group (0,∞) isomorphic to Z. Let k be a valuation field.
We denote by Ok ⊂ k the clopen subring consisting of elements c with |c| ≤ 1, and call it
the valuation ring of k. The valuation ring Ok is a local ring. We denote by k the discrete
field obtained as the quotient of Ok by its unique maximal ideal mk ⊂ Ok, and call it
the residue field of k. We regard k a complete valuation field with respect to the trivial
valuation. A valuation field is said to be a local field if it is a complete discrete valuation
field whose residue field is a finite field.
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Example 1.1. Every field F admits a valuation | · | : F→ [0,∞) called the trivial valuation
given by setting |0| ≔ 0 and |c| ≔ 1 for any c ∈ F×.
Let k be a complete valuation field. For a k-vector space W, a seminorm on W is a
map ‖ · ‖ : W → [0,∞) satisfying the following:
(i) The inequality ‖v − v′‖ ≤ max{‖v‖, ‖v′‖} holds for any (v, v′) ∈ W × W.
(ii-a) The equality ‖cv‖ = |c| ‖v‖ holds for any (c, v) ∈ k × W.
For a k-vector space W, a norm on W is a seminorm on W satisfying the following:
(iii) The equality ‖v‖ = 0 holds for a v ∈ W if and only if v = 0.
A normed k-vector space is a k-vector space V endowed with a norm. We always en-
dow a normed k-vector space V with the topology given by the ultrametric V × V →
[0,∞) : (v, v′) 7→ ‖v− v′‖. A normed k-vector space is said to be a Banach k-vector space
if its underlying ultrametric is complete. In particular, k itself is a Banach k-vector space.
Example 1.2. Suppose that the valuation of k is trivial. Every k-vector space W admits
a norm ‖ · ‖ : W → [0,∞) called the trivial norm given by setting ‖0‖ = 0 and ‖v‖ = 1
for any v ∈ W. A normed k-vector space is said to be a discrete k-vector space if it is
endowed with the trivial norm. Every discrete k-vector space is a Banach k-vector space,
while a Banach k-vector space is not necessarily a discrete k-vector space. For example,
kN is a Banach k-algebra with respect to the norm ‖ · ‖ : kN → [0,∞) given by setting
‖(0)n∈N‖ ≔ 0 and ‖(an)n∈N‖ ≔ exp(− sup{n ∈ N | an0 = 0, ∀n0 ∈ N ∩ [0, n)}) for each
(an)n∈N ∈ kN\{(0)n∈N}, and is not a discrete k-vector space.
Let V be a normed k-vector space. For each r > 0, we denote by V(r) ⊂ V (resp.
V(r−) ⊂ V) the clopen Ok-submodule consisting of elements v with ‖v‖ ≤ r (resp. ‖v‖ <
r), and call it the closed ball of V of radius r (resp. the open ball of V radius r). The
quotient V ≔ V(1)/V(1−) is a normed k-vector space with respect to the trivial norm.
We call it the reduction of V . For each v ∈ V(1), we denote by v + V(1−) ∈ V the image
of v, which is the coset {v+ v′ | v′ ∈ V(1−)} ⊂ V(1) by the set-theoretical definition of the
quotient set.
Example 1.3. Let X be a topological space. A continuous function f : X → k is said to
vanish at infinity if for any ǫ > 0, there is a compact subspace K ⊂ X with | f (x)| < ǫ
for any x ∈ X\K. The k-vector space C0(X, k) of continuous functions X → k van-
ishing at infinity forms a Banach k-vector space with respect to the supremum norm
‖ · ‖ : C0(X, k) → [0,∞) given by setting ‖ f ‖ ≔ supx∈X | f (x)| for each x ∈ X. If the
valuation of k is trivial, then C0(X, k) is a discrete k-vector space. In addition if X is a
discrete topological space I, then the canonical embedding k⊕I ֒→ kI gives an isometric
k-linear isomorphism k⊕I → C0(I, k) with respect to the trivial norm on k⊕I, and hence
we identify C0(I, k) and k⊕I.
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For topological spaces X and Y , we denote by C(X, Y) the k-vector space of contin-
uous maps X → Y . Let X be a compact topological space. Every continuous function
X → k vanishes at infinity by definition, and hence C(X, k) coincides with the underly-
ing k-vector space of C0(X, k). Identifying C(X, k) with C0(X, k), we regard C(X, k) as a
Banach k-vector space. In the following, we regard every set I as a discrete topological
space so that the convention C0(I, k) makes sense.
Proposition 1.4. For any set I, there is a natural k-linear isomorphism C0(I, k) → k⊕I.
Proof. The continuous Ok-linear homomorphism C0(I, k) → kI : f 7→ ( f (i) + mk)i∈I in-
duces an injective k-linear homomorphism C0(I, k) → kI, whose image coincides with
k⊕I by the definition of C0(I, k). 
Let V1 and V2 be normed k-vector spaces. A k-linear homomorphism f : V1 → V2
is said to be bounded if {‖ f (v)‖ | v ∈ V(1)} is a bounded subset of [0,∞), and is said
to be submetric if the inequality ‖ f (v)‖ ≤ ‖v‖ holds for any v ∈ V1. The k-vector space
Homcontk (V1,V2) of bounded k-linear homomorphisms forms a normed k-vector space with
respect to the operator norm ‖ · ‖ : Homcontk (V1,V2) → [0,∞) given by setting ‖ f ‖ ≔
supv∈V1(1) ‖ f (v)‖ for each f ∈ Homcontk (V1,V2). If V2 is a Banach k-vector space, then so is
Homcontk (V1,V2).
Definition 1.5. Let V be a Banach k-vector space. A discrete subset I ⊂ V is said to
be an orthonormal Schauder basis of V if the k-linear homomorphism k⊕I → V given
by the inclusion I ֒→ V extends to an isometric isomorphism C0(I, k) → V through the
natural injective k-linear homomorphism k⊕I ⊂ C0(I, k). If V is of finite dimension, then
we simply call I an orthonormal basis.
An orthonormal basis of a finite-dimensional Banach k-vector space is a k-linear basis
of the underlying k-vector space, but the converse does not hold in general. There are
criteria for the orthonormality in [BGR84] 2.5.1/3 and [BGR84] 2.5.2/2. We note that
the original notion of being strictly Cartesian is defined for a normed k-vector space. For
example, see [BGR84] 2.5.2/1.
Definition 1.6. A Banach k-vector space is said to be strictly Cartesian if it admits an or-
thonormal Schauder basis, or equivalently if it is isometrically isomorphic to the Banach
k-vector space C0(I, k) for some discrete topological space I.
Example 1.7. Let n ∈ N. Then kn is a finite-dimensional strictly Cartesian Banach k-
vector space with respect to the norm given by the bijective k-linear homomorphism
C0(N ∩ [1, n], k) → kn associated to the canonical basis. If one replaces kn by an-
other equivalent norm, then kn is not necessarily strictly Cartesian. Every subspace of a
finite-dimensional strictly Cartesian Banach space is again strictly Cartesian by [BGR84]
2.5.1/4.
Example 1.8. Suppose that the valuation of k is trivial. A Banach k-vector space is
strictly Cartesian if and only if it is a discrete k-vector space, and every k-linear basis of
a discrete k-vector space is an orthonormal Schauder basis.
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Definition 1.9. A Banach k-vector space is said to be of countable type if it contains
dense k-vector subspace of countable dimension.
If k is separable, then the notion of a Banach k-vector space of countable type is
equivalent to that of a separable Banach k-vector space. It is remarkable that a Banach
space of countable type always admits an equivalent norm with respect to which it admits
an orthonormal Schauder basis by [BGR84] 2.7.2/8. Such a countability can be removed
if the valuation of k is discrete. For more details, see [Mon70] IV.3, [BGR84] 2.5.3/11
and 2.4.4/2, or [FP04] 1.2.2/(1).
Example 1.10. The Qp-Banach spaces C(Zp,Qp), C0(Qp,Qp), and Cp are strictly Carte-
sian Qp-Banach spaces of countable type.
Example 1.11. Suppose that the valuation of k is trivial. A discrete k-vector space is of
countable type if and only if its underlying k-vector space is of countable dimension.
For a k-algebra A, a seminorm on A (resp. a norm on A) is a seminorm (resp. a norm)
‖ · ‖ on the underlying k-vector space of A satisfying the following:
(ii-b) The inequality ‖ f f ′‖ ≤ ‖ f ‖ ‖ f ′‖ for any ( f , f ′) ∈ A × A.
(iv) The equality ‖1‖ = 1 holds.
For a k-algebra A, a seminorm ‖ · ‖ on A is said to be power-multiplicative if it satisfying
the following:
(ii-c) The equality ‖ f n‖ = ‖ f ‖n holds for any ( f , n) ∈ A × N.
For a k-algebra A, a seminorm ‖ · ‖ on A is said to be multiplicative if it satisfying the
following:
(ii) The equality ‖ f f ′‖ = ‖ f ‖ ‖ f ′‖ holds for any ( f , f ′) ∈ A × A.
A normed k-algebra is a k-algebra A endowed with a norm. A normed k-algebra is said
to be a Banach k-algebra if its underlying normed k-vector space is a Banach k-vector
space. A Banach k-algebra is said to be uniform if its norm is power-multiplicative. Let
A be a normed k-algebra. We denote by A (1),A (1−) ⊂ A the closed unit ball and the
open unit ball of the underlying normed k-vector space of A . Then A (1) is a clopen
Ok-subalgebra of Ok, and A (1−) is a clopen ideal of A (1). Therefore the reduction
A ≔ A (1)/A (1−) of the underlying normed k-vector space of A admits a natural
structure of a discrete k-algebra. We call A the reduction of A .
Example 1.12. Let X be a topological space. A continuous function f : X → k is said
to be bounded if {| f (x)| | x ∈ X} is a bounded subset of [0,∞). The k-algebra Cbd(X, k)
of bounded continuous functions X → k forms a uniform Banach k-algebra with respect
to the power-multiplicative ‖ · ‖ : Cbd(X, k) → [0,∞) called the supremum norm given
by setting ‖ f ‖ ≔ supx∈X | f (x)| for each x ∈ X. If the valuation of k is trivial and X is
a discrete topological space I, then Cbd(I, k) coincides with kI endowed with the trivial
norm.
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Let X be a topological space X. Suppose that X is compact or the valuation of k
is trivial. Then every continuous function X → k is bounded by the maximum modu-
lus principle, and hence C(X, k) coincides with the underlying Banach k-vector space of
Cbd(X, k). Identifying C(X, k) and Cbd(X, k), we regard C(X, k) as a Banach k-algebra. In
the case where X is compact, the underlying k-vector space of Cbd(X, k) coincides with
C0(X, k), and hence the identification above involves no ambiguity.
Example 1.13. Let r ∈ (0,∞). The k-algebra
k
{
r−1T
}
≔
F =
∞∑
n=0
FnT n ∈ k[[T ]]
∣∣∣∣∣∣∣ limn→∞ |Fn| r
n = 0

is a commutative uniform Banach k-algebra with respect to the multiplicative norm
‖·‖ : k
{
r−1T
}
→ [0,∞)
∞∑
n=0
FnT n 7→ ‖F‖ ≔ sup
n∈N
|Fn| rn < ∞
called the Gauss norm of radius r. The evaluation map
k
{
r−1T
}
֒→ Cbd(k(r), k)
∞∑
n=0
FnT n 7→
λ 7→
∞∑
n=0
Fnλn

is a submetric injective k-linear homomorphism. We identify the underlying k-algebra of
k{r−1T } with its image k{r−1z} ⊂ Cbd(k(r), k). When r = 1, then we abbreviate k{r−1T }
by k{T }. The natural embedding k[T ] ֒→ k{T } induces a k-algebra isomorphism k{T } →
k[T ].
Example 1.14. Let (r1, r2) ∈ (0,∞) × (0,∞) with r1 ≤ r2. The k-algebra
k
{
r−12 T, r1T
−1
}
≔
F =
∞∑
n=−∞
FnT n ∈
∏
n∈Z
kT n
∣∣∣∣∣∣∣ limn→∞ max
{
|Fn| rn1, |F−n| r
−n
2
}
= 0

is a commutative uniform Banach k-algebra with respect to the power-multiplicative
norm
‖·‖ : k
{
r−12 T, r1T
−1
}
→ [0,∞)
∞∑
n=−∞
FnT n 7→ ‖F‖ ≔ sup
n∈N
max
{
|Fn| rn1, |F−n| r
−n
2
}
< ∞
called the Gauss norm of radius (r1, r2). The evaluation map
k
{
r−12 T, r1T
−1
}
֒→ Cbd(k(r2)\k(r1−), k)
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∞∑
n=−∞
FnT n 7→
λ 7→
∞∑
n=−∞
Fnλn

is a submetric injective k-linear homomorphism. We identify the underlying k-algebra of
k{r−12 T, r1T−1}with its image k{r−12 z, r1z−1} ⊂ Cbd(k(r2)\k(r1−), k). When r1 = r2 = 1, then
we abbreviate k{r−12 T, r1T−1} by k{T, T−1}. The natural embedding k[T, T−1] ֒→ k{T, T−1}
induces a k-algebra isomorphism k{T, T−1} → k[T, T−1].
Definition 1.15. Let A be a Banach k-algebra. For each A ∈ A , we denote by k[A] ⊂
A the image of the k-algebra homomorphism k[T ] → A : T 7→ A, by L (A) ⊂ A
the closure of k[A], and by LA (A) ⊂ A the closure of the localisation of k[A] by the
multiplicative subset k[A] ∩A ×.
The k-subalgebra L (A) ⊂ A is a commutative Banach k-algebra, whose isomor-
phism class is independent of the choice of A . Namely, even if one replaces A by a
closed k-subalgebra B ⊂ A containing A, L (A) ⊂ B does not change as a k-subalgebra
of A . On the other hand, LA (A) is a commutative Banach k-algebra whose isomorphism
class depends on the choice of the Banach k-algebra A containing A.
Example 1.16.
(i) For any r ∈ (0,∞), we have
L (T ) = Lk{r−1T}(T ) = k
{
r−1T
}
(ii) For any (r1, r2) ∈ (0,∞) with r1 ≤ r2, we have
L (T ) = k
{
r−12 T
}
( Lk{r−12 T,r1T−1}
(T ) = k
{
r−12 T, r1T
−1
}
.
1.2 Rigidity of Continuous Functions
In this subsection, we deal with several properties of bounded continuous functions. We
will use the results in §2.2 in order to formulate and study functional calculi.
Proposition 1.17. Let X be a topological space. If X is compact, or if the valuation of k
is discrete or trivial, then, there is a natural k-algebra isomorphism Cbd(X, k) → C(X, k).
Proof. We identify Cbd(X, k)(1) and Cbd(X,Ok) through the inclusion Ok ֒→ k. The kernel
of the Ok-algebra homomorphism Cbd(X, k)(1) → C(X, k) induced by the reduction Ok ։
k coincides with Cbd(X, k)(1−) by the maximum modulus principle. Therefore it induces
an injective k-algebra homomorphism ι : Cbd(X, k) → C(X, k). Let [·] : k ֒→ k be a
Teichmu¨ller embedding, which is continuous because of the discreteness of the topology
of k. The composite with [·] gives a section of ι. It implies that ι is surjective. 
In the following, let σ ⊂ k denote a non-empty bounded closed subset, z(k)σ : σ ֒→
k the coordinate function given as the inclusion. The boundedness of σ ensures the
boundedness of zσ. We abbreviate z(k)σ to zσ as long as there is no ambiguity of k, and zσ
to z as long as there is no ambiguity of σ.
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Definition 1.18. We set Crig(σ, k) ≔ LCbd(σ,k)(z) ⊂ Cbd(σ, k), and call an element of
Crig(σ, k) a rigid continuous function on σ.
A reader might replace the term “rigid continuous” by “rigid analytic” or “Krasner
analytic”. We aboid from use of those terms just because they are quite ambiguous.
Example 1.19.
(i) In the case k = Qp and σ = Zp ⊂ Qp, we have
L (z) = Crig(Zp,Qp) = Cbd(Zp,Qp) = C(Zp,Qp).
(ii) In the case k = Qp and σ = Zp\pZp ⊂ Qp, we have
L (z) = Crig(Zp\pZp,Qp) = Cbd(Zp\pZp,Qp) = C(Zp\pZp,Qp).
(iii) In the case k = Cp and σ = OCp ⊂ Cp, we have
L (z) = Crig(OCp ,Cp) = Cp {z} ( Cbd(OCp ,Cp).
(iv) In the case k = Cp and σ = OCp\pmCp ⊂ Cp, we have
L (z) ( Crig(OCp\pmCp ,Cp) = Cp
{
z, |p| z−1
}
( Cbd(OCp\pmCp ,Cp).
Proposition 1.20. If σ is compact, then k[z] is dense in Crig(σ, k) and the equality L (z) =
Crig(σ, k) = C(σ, k) holds.
Proof. The assertion is verified in [Mur78] 1.7 and [Ber90] 9.2.6. We give a brief ex-
planation of the proof. There is a well-known p-adic analogue of Stone–Weierstrass
theorem, which is originally verified by Kaplansky in [Kap50] as a generalisation of
Dieudonne´’s theorem in [Die44]. It states that k[z] is dense in C(σ, k). Therefore the
equality in the assertion holds because we have k[z] ⊂ L (z) ⊂ Crig(σ, k) ⊂ C(σ, k). 
Lemma 1.21. For any P ∈ k[T ] with no zeros on σ, the polynomial function
P(z) : σ → k
λ 7→ P(λ)
is invertible in Crig(σ, k).
Proof. By the definition of Crig(σ, k), it suffices to show that P(z) is invertible in Cbd(σ, k).
Take an algebraic closure kalg of k, and equip kalg with the ultrametric given by a unique
extension of the valuation of k. We denote by S ⊂ kalg\σ the finite set of the zeros
of P. Since S is compact and σ is closed, the distance d between S and σ is positive.
Put P = c
∏
s∈S (T − s)ns by a (c, (ns)s∈S ) ∈ k× × (N\{0})S . Set n ≔
∑
s∈S ns. We have
|P(λ)| = |c|∏s∈S |λ − s|ns ≥ |c|dn > 0 for any λ ∈ σ, and hence the real-valued function
|P(z)| : σ → [0,∞) : λ 7→ |P(λ)| admits a positive lower bound |c|dn. It implies that P(z)
is invertible in Cbd(σ, k). 
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Theorem 1.22. The equalities Crig(σ, k)× = Crig(σ, k) ∩ Cbd(σ, k)× and σCrig(σ,k)(zσ) = σ
hold.
Proof. We have Crig(σ, k)× ⊂ Crig(σ, k) ∩ Cbd(σ, k)×. Take an f ∈ Crig(σ, k) ∩ Cbd(σ, k)×.
By the definition of Crig(σ, k), for any ǫ ∈ (0, 1), there is a continuous function g : σ → k
contained in the localisation of k[z] ⊂ Cbd(σ, k) with ‖ f − g‖ < ǫ min{‖ f −1‖−1, ‖ f −1‖−2}.
For any λ ∈ σ, we have ‖ f (λ)‖ = ‖ f −1(λ)‖−1 ≥ ‖ f −1‖−1 > ‖ f − g‖ ≥ | f (λ) − g(λ)|, and
hence |g(λ)| = | f (λ)| > 0. Therefore we obtain |g(λ)|−1 = | f (λ)|−1 = | f −1(λ)| ≤ ‖ f −1‖. It
implies that g is invertible in Cbd(σ, k). Take a (P, Q) ∈ k[T ]×k[T ] with Q(z) ∈ Cbd(σ, k)×
and g = Q(z)−1P(z). Since Q(z) and g belong to Cbd(σ, k)×, Q(z) and g have no zeros
on σ, and hence so does P(z) = gQ(z). Therefore P(z) is invertible in Cbd(σ, k) by
Lemma 1.21, and g−1 = P(z)−1Q(z) is contained in the localisation of k[z]. We have
‖ f −1 − g−1‖ ≤ ‖ f −1‖ ‖g−1‖ ‖g − f ‖ = ‖ f −1‖2‖ f − g‖ < ǫ, and hence f ∈ Crig(σ, k). It
implies Crig(σ, k)× = Crig(σ, k)∩Cbd(σ, k)×. We have σCrig(σ,k)(z) ⊂ σ because σ coincides
with the image of z, and also σ ⊂ σCrig(σ,k)(z) by the definition of Crig(σ, k). Therefore
σCrig(σ,k)(z) coincides with σ. 
Corollary 1.23. If σ is contained in Ok, then the equality σCrig(σ,k)(1)(zσ) = {λ + ̟ |
(λ,̟) ∈ σ × mk} holds.
Proof. Let (λ,̟) ∈ σ × mk. Then zσ − (λ +̟) sends λ ∈ σ to ̟ ∈ mk, and hence is not
invertible in Cbd(σ, k)(1). Therefore zσ − (λ +̟) is not invertible in Crig(σ, k)(1), and λ
lies in σCrig(σ,k)(1)(zσ). It implies {λ +̟ | (λ,̟) ∈ σ × mk} ⊂ σCrig(σ,k)(1)(zσ).
Let λ ∈ k\{λ + ̟ | (λ,̟) ∈ σ × mk}. Then zσ − λ factors through the inclusion
O×k ֒→ k, and hence is invertible in Crig(σ, k)(1) by Theorem 1.22. Therefore λ lies in
k\σCrig(σ,k)(1)(zσ). It implies σCrig(σ,k)(1)(zσ) = {λ +̟ | (λ,̟) ∈ σ × mk}. 
We show certain functoriality of the correspondence σ Crig(σ, k).
Definition 1.24. Let X be a topological space, and X0 ⊂ X a clopen subspace. We denote
by δ(k)X0,X : X → k the characteristic function of X0. We abbreviate δ
(k)
X0,X to δX0,X as long as
there is no ambiguity of k. When X is a discrete topological space I and X0 is a singleton
{i} for an i ∈ I, then we abbreviate δ(k)
{i},I to δ
(k)
i as long as there is no ambiguity of I.
Remark 1.25. Let I be a set. The collection {δi | i ∈ I} forms an orthonormal Schauder
basis of C0(I, k), but does not form an orthonormal Schauder basis of Cbd(I, k) unless I is
a finite set.
Definition 1.26. A clopen subset σ0 ⊂ σ is said to be measurable if δσ0 ,σ : σ → k lies in
Crig(σ, k).
Example 1.27. If σ ⊂ k is compact, then every clopen subset of σ is measurable by
Proposition 1.20.
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Theorem 1.28. Let σ0 ⊂ σ be a closed subset. Then the image of Crig(σ, k) by the re-
striction map Cbd(σ, k)։ Cbd(σ0, k) is contained in Crig(σ0, k). When σ0 is a measurable
subset of σ, then the image of Crig(σ, k) by the restriction map Cbd(σ, k)։ Cbd(σ0, k) co-
incides with Crig(σ0, k), and the image of Crig(σ0, k) by the zero-extension Cbd(σ0, k) ֒→
Cbd(σ, k) coincides with δσ0,σCrig(σ, k).
Proof. Let Π : Cbd(σ, k) ։ Cbd(σ0, k) denote the restriction map. The first assertion
follows from the continuity ofΠ. Suppose that σ0 is a measurable subset of σ. The image
of Cbd(σ0, k) by the zero-extension Cbd(σ0, k) ֒→ Cbd(σ, k) coincides with δσ0 ,σCbd(σ0, k).
We denote by ι! : Cbd(σ0, k) → δσ0 ,σCbd(σ0, k) the multiplicative k-linear isomorphism
induced by the zero-extension, which is an isometry by the definition of the supremum
norm. The restriction of Π on δσ0,σCbd(σ0, k) is a multiplicative k-linear isomorphism,
and is the inverse of ι!. For any f ∈ Cbd(σ0, k)×, ι!( f ) + (1 − δσ0,σ) admits the inverse
ι!( f −1) + (1 − δσ0,σ) in Cbd(σ0, k), and the equality Π(ι!( f ) + (1 − δσ0 ,σ)) = f . Therefore
the image of Cbd(σ, k)× by Π coincides with Cbd(σ0, k)×.
Let f ∈ Crig(σ0, k). By the definition of Crig(σ0, k), f is the limit of a sequence
on the localisation of k[zσ0] by k[zσ0] ∩ Cbd(σ0, k)×. By the equalities zσ0 = Π(zσ) and
ι!(zσ0) = δσ0,σzσ, ι!( f ) is the limit of a sequence on the localisation of k[δσ0 ,σzσ] by
k[δσ0,σzσ]∩Cbd(σ, k)×. Since σ0 is a measurable subset of σ, ι!( f ) lies in Crig(σ, k). It im-
plies ι!(Crig(σ0, k)) ⊂ Crig(σ, k) and hence Crig(σ0, k) ⊂ (Π◦ι!)(Crig(σ0, k)) ⊂ Π(Crig(σ, k)).
Thus we obtain Crig(σ0, k) = Π(Crig(σ, k)). 
1.3 Operator Algebra
In this subsection, let V denote a Banach k-vector spaces. A bounded operator on V is
a bounded k-linear endomorphism f : V → V . We denote by Bk(V) the k-algebra of
bounded operators on V , and endow it with the norm ‖ · ‖ : Bk(V) → [0,∞) called the op-
erator norm given by setting supv∈V(1) ‖Av‖ < ∞ for each A ∈ Bk(V). The completeness
of V ensures that Bk(V) is a Banach k-algebra.
Example 1.29. Let n ∈ N. Then the canonical basis of kn induces a bijective k-linear
homomorphism Bk(kn) → Mn(k), and hence we identify Bk(kn) and Mn(k).
Example 1.30. If the valuation of k is trivial and V is a discrete k-vector space, then
Bk(V) is the discrete k-algebra Endk(V) of k-linear endomorphisms.
Definition 1.31. Let I be a set. For an A ∈ Bk(C0(I, k)), the matrix representation of A
with respect to I is the function MI,k(A) : I × I → k : (i, j) 7→ MI,k(A)i, j given by setting
MI,k(A)i, j : (Aδi)( j) for each (i, j) ∈ I × I.
Proposition 1.32. Let I be a set. Then MI,k(A) is a bounded function for any A ∈
Bk(C0(I, k)), and the well-defined map MI,k : Bk(C0(I, k)) → Cbd(I × I, k) : A 7→ MI,k(A)
is an isometric k-linear isomorphism onto the closed image.
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Proof. Let A ∈ Bk(C0(I, k)). For any (i, j) ∈ I × I, we have |MI,k(A)i, j| ≤ ‖Aδi‖ ≤ ‖A‖.
Therefore MI,k(A) is a bounded function with ‖MI,k(A)‖ ≤ ‖A‖. Let f ∈ Bk(C0(I, k)(1)).
By the definition of C0(I, k), f (i) = 0 all but countably many i ∈ I, and the essentially
countable infinite sum ∑i∈I f (i)δi converges to f . More precisely, (∑i∈F f (i)δi)F∈F (I) is a
net on C0(I, k) converging to f , where F (I) is the set of finite subsets of I directed by in-
clusions. By the continuity of A, (∑i∈F f (i)Aδi)F∈F (I) is a net on C0(I, k) converging to A f .
Therefore we obtain ‖A f ‖ ≤ supF∈F (I) maxi∈F | f (i)|‖Aδi‖ ≤ ‖ f ‖‖MI,k(A)‖ ≤ ‖MI,k(A)‖. It
implies ‖A‖ ≤ ‖MI,k(A)‖. Thus we obtain a well-defined isometric k-linear homomor-
phism MI,k : Bk(C0(I, k)) → Cbd(I × I, k) : A 7→ MI,k(A), whose image is closed because
of the completeness of Bk(C0(I, k)). 
For a set I, we abbreviate MI,k to MI as long as there is no ambiguity of k. The
notion of the matrix representation of a bounded operator is a generalisation of the matrix
representation of a k-linear endomorphism on a finite dimensional k-vector space.
Example 1.33. Let n ∈ N. For any A ∈ Bk(kN∩[1,n]), MN∩[1,n](A) coincides with the image
of A by the identification Bk(kN∩[1,n]) → Bk(kn) = Mn(k) induced by the canonical basis
(δi)i∈N∩[1,n] of kN∩[1,n].
Example 1.34. Suppose that the valuation of k is trivial. Let I be a set. For any A ∈
Endk(k⊕I), we have (Aδi( j)) j∈I ∈ k⊕I for any i ∈ I, and the image of MI : Endk(k⊕I) → kI×I
coincides with the image of the natural embedding (k⊕I)I ֒→ (kI)I  kI×I. Therefore we
regard MI as an isometric k-linear isomorphism Endk(k⊕I) → (k⊕I)I with respect to the
trivial norm on (k⊕)I.
Definition 1.35. Suppose that V is a strictly Cartesian k-vector space. For an A ∈
Bk(V)(1), the operator reduction of A is the image ΠV(A) of A by the continuous sur-
jective Ok-algebra homomorphism ΠV : Bk(V)(1) ։ Endk(V) given by the functoriality
of the reduction V  V with respect to submetric k-linear homomorphism. A bounded
operator A on V is said to be reductively scalar if A is submetric and ΠV(A) lies in the
image of k, and is said to be reductively transcendental if A is submetric and ΠV(A) is
not integral over k.
Example 1.36. Let n ∈ N. We identify Mn(k) with Bk(kn) in a natural way, where kn is
endowed with the norm associated to the canonical basis. Let M ∈ Mn(k)(1) = Mn(Ok).
Then Πkn(M) is the element of Endk(k
n) = Mn(k) whose entries are the reductions of
the entries of M. Therefore M is reductively scalar if and only if every entry other than
diagonal entries lies in mk, and M is never reductively transcendental. We note that a
replacement of the norm of kn by an equivalent one for which kn is strictly Cartesian
possibly causes a change of the integral model Mn(kn)(1) ⊂ Mn(kn), and hence of the
matrix reduction.
The following two propositions ensure that the operator reduction of an operator is
a generalisation of a matrix, which is given as the reduction of each entry, and is not
identified with the image by the reduction of the operator algebra.
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Proposition 1.37. Let I be a set, and A ∈ Bk(C0(I, k))(1). Then the equality
MI,k(ΠC0(I,k)(A))i, j = MI,k(A)i, j + mk
holds for any (i, j) ∈ I × I.
Proof. For any (i, j) ∈ I × I, we have
MI,k
(
ΠC0(I,k)(A)
)
i, j =
(
ΠC0(I,k)(A)δ(k)i
)
( j) =
(
Aδ(k)i + C0(I, k)(1−)
)
( j)
=
(
Aδ(k)i
)
( j) + mk = MI,k(A)i, j + mk
through the identification C0(I, k)  k⊕I in Proposition 1.4. Thus the assertion holds. 
Proposition 1.38. Suppose that V is a strictly Cartesian k-vector space. Then the surjec-
tive k-linear homomorphism ΠV : Bk(V)։ Endk(V) induced by ΠV is an isomorphism if
and only if V is of finite dimension or the valuation of k is discrete or trivial.
Proof. By the functoriality of the reduction and the naturalness of ΠV , we may assume
V = C0(I, k) for a set I without loss of generality. Suppose that I is a finite set or the
valuation of k is discrete or trivial. In order to show the injectivity of ΠC0(I,k), it suffices
to verify that every A ∈ Bk(C0(I, k))(1) with ΠC0(I,k)(A) = 0 lies in Bk(C0(I, k))(1−). Let
A ∈ Bk(C0(I, k))(1) with ΠC0(I,k)(A) = 0. By Proposition 1.37, we have MI,k(A)i, j + mk =
MI,k(ΠC0(I,k)(A))i, j = 0 for any (i, j) ∈ I× I, and hence MI,k(A) gives a function I× I → mk.
If I is a finite set, then so is the image of MI,k(A), and hence there is an r ∈ (0, 1) with
|MI,k(A)i, j| ≤ r for any (i, j) ∈ I × I. If the valuation of k is discrete or trivial, then there is
an r ∈ (0, 1) with mk ⊂ k(r), and we have |MI,k(A)i, j| ≤ r for any (i, j) ∈ I × I. Therefore
Proposition 1.32 ensures ‖A‖ ≤ r < 1. We obtain A ∈ Bk(C0(I, k))(1−). Thus ΠC0(I,k) is
injective.
Suppose that I is an infinite set and the valuation of k is neither discrete nor trivial.
Take an injective map i• : N ֒→ I : n 7→ in and a sequence (̟n)n∈N ∈ kN such that (|̟n|)n∈N
is a strictly increasing sequence converging to 1. Let A denote a bounded operator on
C0(I, k) given by setting (A f ) = (∑∞n=0 ̟n f (in))δ(k)i0 for any f ∈ C0(I, k). Then we have
‖Aδ(k)in ‖ = ‖̟nδi0‖ = |̟n| for any n ∈ N and ‖Aδ
(k)
i ‖ = 0 for any i ∈ I\{in | n ∈ N}. It
implies ‖A‖ = 1. On the other hand, we have ΠC0(I,k)(A)δ(k)in = ̟n f (in) + mk = 0 for any
n ∈ N and ΠC0(I,k)(A)δ(k)i = 0 for any i ∈ I\{in | n ∈ N}. It implies ΠC0(I,k)(A) = 0. Thus
ΠC0(I,k) is not injective. 
Let V be a Banach k-vector space. A unitary operator on V is an isometric k-linear
automorphism on V . In particular, every unitary operator on V is a bounded operator V ,
and a U ∈ Bk(V) is a unitary operator if and only if U lies in Bk(V)(1)×.
Proposition 1.39. Let n ∈ N and U ∈ Mn(k). Then the following are equivalent:
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(i) The operator U is unitary.
(ii) The collection of columns of U forms an orthonormal basis of kn.
(iii) The operator U lies in Mn(Ok) and Πkn(U) lies in GLn(k).
(iv) The equalities ‖U‖ = 1 and | det U | = 1 hold.
(v) The operator U lies in GLn(Ok).
(vi) The operator U lies in GLn(k) and U−1 is unitary.
(vii) The operator tU is unitary.
Proof. Assume (i). Since U is isometric, we have ‖∑ni=1 ciUδi‖ = ‖U(∑ni=1 ciδi)‖ =
‖
∑n
i=1 ciδi‖ = max1≤i≤n |ci| for any (ci)ni=1 ∈ kn. It implies that (Uδi)ni=1 forms an or-
thonormal basis of kn. Therefore U satisfies (ii). Assume (ii). Since every element of an
orthonormal basis of kn lies in Onk , we have U ∈ Mn(Ok). Moreover, the reduction of an
orthonormal basis of kn forms a basis in kn by [BGR84] 2.5.1/4. Therefore U satisfies
(iii). Assume (iii). We have (det U) + mk = detΠkn(U) , 0 by Proposition 1.37. It im-
plies det U < mk and hence U < mkMn(Ok). Therefore U satisfies (iv). Assume (iv). We
have U ∈ Mn(Ok) and det U ∈ O×k . It implies that U satisfies (v). Assume (v). We have
U ∈ GLn(k) and U−1 ∈ GLn(Ok). It implies that U and U−1 preserve the closed unit ball
Onk ⊂ kn, and hence U satisfies (vi). Since (i) for U implies (vi) for U, (vi) for U implies
(vi) for U−1 and hence (i) for U. Since (v) for U is equivalent to (v) for tU, (vii) for U is
equivalent to (i) for U. 
The notion of the unitarity of a matrix deeply depends on the choice of the norm of
kn. Let U ∈ GLn(k) be a diagonalisable matrix whose eigenvalues lie in O×k . The norm
‖ · ‖I on kn associated to a basis I ⊂ kn giving a Jordan normal form of U makes U a
unitary operator on the Banach k-vector space (kn, ‖ · ‖I). Then ‖ · ‖I does not coincide
with the original norm ‖ · ‖ and U is not unitary with respect to ‖ · ‖, unless the matrix
representing the change of basis of kn from the canonical basis to I is not unitary.
2 Functional Calculus and Unitary Diagonalisability
Let A denote a Banach k-algebra in the following in this paper. We define a spectrum
of an A ∈ A in §2.1, and formulate several notions of functional calculi of A in A in
§2.2 and §2.3. Roughly speaking, a functional calculus of A is a substitution of A for a
functions on its spectrum for which the coordinate function corresponds to A itself. In
order to ensure the uniqueness of such a substitution, we use the class of rigid continuous
functions introduced in §1.2.
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2.1 The Spectrum of a Bounded Operator
In order to define the normality of an operator, we formulate the notion of a functional
calculus with respect to the class of rigid continuous functions. For this sake, we recall
the notion of the spectrum of an element of a Banach k-algebra. The spectrum of an
element of Banach k-algebra is an analogue of the spectrum of a bounded operator on an
Archimedean Banach space, and naturally yields a notion of the spectrum of a bounded
operator of a bounded operator on a Banach k-vector space.
Definition 2.1. Let R be a ring, and S an R-algebra. For each A ∈ S , we set σS (A) ≔
{λ ∈ R | A− λ ∈ S \S ×}, and call σS (A) (resp. k\σS (A)) the spectrum (resp. the resolvent)
of A in S . We abbreviate “in S ” in the convention as long as there is no ambiguity.
We consider the case where R is k and S is the underlying k-algebra of A . For an
A ∈ A , the spectrum σA (A) ⊂ k of A in A is the spectrum of A in the underlying
k-algebra of A .
Definition 2.2. An A ∈ A is said to be reductively finite (resp. reductively infinite) if
‖A‖ ∈ |k×| and if σ
A
(c−1A +A (1−)) is a finite set (resp. an infinite set) for a c ∈ k× with
‖A‖ = |c|.
The cardinality of σ
A
(c−1A + A (1−)) is independent of the choice of c ∈ k× with
‖A‖ = |c|, because a replacement of c causes a replacement of c−1A + A (1−) by an
element in k×(c−1A +A (1−)).
Definition 2.3. Let V be a Banach k-vector space. An operator A on V is said to be
reductively finite (resp. reductively infinite) if A is bounded and is reductively finite (resp.
reductively infinite) in Bk(V).
The most important example of a reductively finite operator is a matrix. Suppose that
A is the matrix algebra Mn(k). Every M ∈ Mn(k) is integral over k, but its characteristic
polynomial is not necessarily decomposed in k into linear functions when k is not alge-
braically closed. Therefore σMn(k)(M) might be empty. In the infinite dimensional case,
there is more complicated phenomenon peculiar to non-Archimedean analysis.
Example 2.4. We consider the residue field Cp of Cp. Let [·] : Cp → Cp denote the
Teichmu¨ller embedding, which is unique because Cp consists of 0 and roots of unity. We
set I ≔ (Cp ⊔ {∞}) × N. Then I is a countable discrete topological space, and C0(I,Cp)
is a strictly Cartesian Cp-Banach space of countable type with an orthonormal Schauder
basis {δi | i ∈ I}. We consider the operator
A : C⊕Ip → C0(I,Cp)
δi 7→

δ(∞,n+1) (i = (∞, n) ∈ {∞} × N)
δ(0,n−1) (i = (0, n) ∈ {0} × (N\{0}))
1 + [c]δ(c,0) (i = (c, 0) ∈ Cp × {0})
δ(c,n−1) + [c]δ(c,n) (i = (c, n) ∈ C
×
p × (N\{0}))
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densely defined on C0(I,Cp). An estimation of the norms of entries of the matrix repre-
sentation, A uniquely extends to an everywhere defined bounded operator on C0(I,Cp)
satisfying σBCp (C0(I,Cp))(A) ⊂ OCp . Let c ∈ OCp . We put c ≔ c + OCp ∈ Cp and
̟c ≔ c − [c + OCp] ∈ OCp . For each (n,m, c0) ∈ N × N × N × OCp with n − 1 ≥ m,
we set
µn,mc0 ≔
n−m−1∑
l=0
l!
(l − m)!m!([c] − c0)
n−l−2(−c0)l−m ∈ OCp .
We consider the operator
Bc : C⊕Ip → C0(I,Cp)
δi 7→

∑n−1
m=0 c
n−m−1δ(∞,m) + cn
∑∞
m=0 ̟
m
c δ(c,m) (i = (∞, n) ∈ {∞} × N)∑∞
m=n+1 ̟
m−n−1
c δ([c],m) (i = (c, n) ∈ {c} × N)
([c] − [c0])−nδ([c],0) −∑n−1m=0 µn,m[c0]δ(c0,m) (i = (c0, n) ∈ (Cp\{c}) × N)
densely defined on C0(I,Cp), which uniquely extends to an everywhere defined bounded
operator on C0(I,Cp) by a similar argument. Applying A and Bc to δi for each i ∈ I, we
obtain (A − c)Bc = Bc(A − c) = 1 ∈ BCp(C0(I,Cp)), and hence A − c ∈ BCp(C0(I,Cp))×.
It implies σBCp (C0(I,Cp))(A) = ∅.
Such a phenomenon occurs because Gel’fand–Mazur theorem, which holds for C,
does never hold for a valuation field. We regard an operator with empty spectrum as
exceptional in this paper, because such an operator never admits a functional calculus.
In order to give a criterion for an operator with enough points in spectra, we study the
reduction. Before that, we verify several basic properties of the spectrum.
Proposition 2.5. Let R be a ring.
(i) Let S 1 and S 2 be R-algebras. For any R-algebra homomorphism φ : S 1 → S 2 and
A ∈ S 1, σS 2(φ(A)) is contained in σS 1(A).
(ii) Let R0 ⊂ R be a subring, and S an R-algebra. For any A ∈ S , σS 0(A) coincides
with σS (A) ∩ R0, where S 0 denotes S regarded as an R0-algebra.
Proof. The first assertion follows from φ(S ×1 ) ⊂ S ×2 , and the second assertion follows
from the definition of the spectrum. 
Lemma 2.6. Let A be a Banach k-algebra. Then A (1)× and A × are open subsets of A
containing 1 +A (1−).
Proof. The convergent radius of (1 − T )−1 = ∑∞i=0 T i ∈ A (1)[[T ]] is 1−, and hence
1 + A (1−) is contained in A (1)×. Put G ≔ A (1)× (resp. G ≔ A ×). Let f ∈ G. Then
for any f ′ ∈ A (1) (resp. f ′ ∈ A ) with ‖ f − f ′‖ < ‖ f −1‖−1, we have f ′ = f + ( f ′ − f ) =
f (1 + f −1( f ′ − f )) ∈ G, and hence G is an open subset of A . 
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Proposition 2.7. For any A ∈ A , σA (A) is a closed subset of k contained in k(‖A‖).
Proof. For any c ∈ k with |c| > ‖A‖, we have ‖a−1A‖ < 1 and hence A−c = −c(1−c−1A) ∈
k×(1 + A (1−)) ⊂ A × by Lemma 2.6. Therefore σA (A) is contained in k(‖A‖). Let
c ∈ k\σA (A). For any c′ ∈ k with |c′ − c| < ‖(A − c)−1‖, we have ‖(c′ − c)(A − c)−1‖ < 1,
and hence A−c′ = (A−c)−(c′−c) = (A−c)(1−(c′−c)(A−c)−1) ∈ A ×(1+A (1−)) ⊂ A ×
by Lemma 2.6. Therefore σA (A) is closed in k. 
Corollary 2.8. Suppose that k is a finite field endowed with the trivial norm or a local
field. For any A ∈ A , σA (A) is a compact subspace of k.
Proof. The assertion follows from Proposition 2.7 because every bounded closed subset
of a finite field or a local field is compact. 
Corollary 2.9. For any A ∈ A (1), σA (A) is contained in σA (1)(A).
Proof. Let A0 denotes A regarded as an Ok-algebra. We have σA (A) ⊂ Ok by Proposi-
tion 2.7, σA0(A) = σA (A)∩Ok = σA (A) by Proposition 1.28 (ii), and σA (A) = σA0(A) ⊂
σA (1)(A) by Proposition 2.5 (i). 
We emphasise that σA (A) depends not only on A but also A , while the spectrum of
an element of an Archimedean C∗-algebra does not depend on the algebra. The proof of
the independence of the choice of A in the Archimedean case heavily uses properties
peculiar to the topologies of R and C. See [Dou72] 4.28 for more detail.
Example 2.10. The equalities σk{T }(T ) = Ok and σk{T,T−1}(T ) = O×k hold, and hence the
spectrum of T depends on the choice of a Banach k-algebra to which T belongs.
2.2 Rigid Continuous Functional Calculus
We introduce the notion of a functional calculus with respect to the class of rigid con-
tinuous function. As is mentioned in §0, a functional calculus means a substitution of
a substitution of an operator to a function on its spectrum. In other words, a functional
calculus gives a way to regard an operator as a function on a topological space. Let A
denote an element of A in the following.
Definition 2.11. The rigid continuous functional calculus of A in A is an isometric k-
algebra homomorphism ιA : Crig(σA (A), k) → A sending zσ to A.
The rigid continuous functional calculus of A in A is unique because the locali-
sation of k[z] ⊂ Crig(σA (A), k) is dense. The rigid continuous functional calculus is
deeply related to unitary operators through the condition of isometry. When the equality
Crig(σA (A), k) = Cbd(σA (A), k) holds, then we simply call ιA the continuous functional
calculus of A.
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Remark 2.12. If A admits the rigid continuous functional calculus in A , then the equal-
ity Crig(∅, k) = {0} ensures that σA (A) is non-empty unless A = {0}. The image
of Crig(σA (A), k) by ιA is a closed k-subalgebra of LA (A) because Crig(σA (A), k) is
complete and ιA is an isometry. If σA (A) is compact, then we have Crig(σA (A), k) =
C(σA (A), k) by Proposition 1.20, and the continuous functional calculus induces an iso-
metric isomorphism Crig(σA (A), k)  L (A).
Proposition 2.13. If A admits the rigid continuous functional calculus in A , then the
equality ‖A‖ = supλ∈σA (A) |λ| holds.
Proof. The right hand side coincides with the supremum norm of zσA (A), and hence the
equality holds because ιA is an isometry. 
Definition 2.14. A bounded operator on a Banach k-vector space V is said to be normal
if it admits the rigid continuous functional calculus in Bk(V).
We note that another formulation of the normality of is dealt with in [Koc13] §2,
where a normal operator is assumed to admit the continuous functional calculus. In
particular, a normal operator in the sense of [Koc13] is a normal operator in our sense.
Proposition 2.15. Let n ∈ N An M ∈ Mn(k) is normal if and only if M is diagonalisable
by a unitary matrix in k.
Proof. Put σ ≔ σMn(k)(M). Since Mn(k) is of finite dimension, σ is a finite set, and
hence Crig(σ, k) coincides with C(σ, k) by Proposition 1.20. Suppose that M is a normal
operator with the rigid continuous functional calculus ιM . For each λ ∈ σ, we denote by
Vλ ⊂ kn the range of ιM(δλ). Since (δλ)λ∈σ is a partition of unity in C(σ, k), we obtain
an orthogonal decomposition V =
⊕
λ∈σ
Vσ by Proposition 3.9. Since ιM(δλ) commutes
with ιM(zσ) = M, the decomposition V =
⊕
λ∈σ
Vσ is compatible with the action of M,
and the restriction of M to Vλ coincides with the scalar multiplication by λ for any λ ∈ σ.
By [BGR84] 2.5.1/5, every subspace of kn is a strictly Cartesian Banach k-vector space
and admits an orthonormal basis. Therefore we obtain an orthonormal basis I of kn given
as the collection of orthonormal bases of Vλ for each λ ∈ σ. By Proposition 1.39, the
matrix U whose columns are given as elements of I is a unitary matrix, and U−1MU is a
diagonal matrix.
Suppose that M is diagonalisable by a unitary matrix U ∈ Mn(k). For each λ ∈ σ,
let Vλ ⊂ kn denote the eigenspace of M belonging to the eigenvalue λ, and Pλ : kn ։
Vλ the projection induced by the decomposition V =
⊕
λ′∈σ
Vλ′ . Since U−1MU is a
diagonal matrix, the collection I of columns of U is an orthonormal basis consisting of
eigenvectors of M by Proposition 1.39. Therefore we obtain ‖v‖ = maxλ∈σ ‖Pλv‖ for any
v ∈ kn. The inequality Vλ , 0 ensures ‖Pλ‖ = 1 for any λ ∈ σ, and hence (Pλ)λ∈σ forms
an orthonormal partition of unity in Mn(k). We define a map ιM : kσ → Mn(k) by setting
ιM((cλ)λ∈σ) ≔ ∑λ∈σ λPλ for each (cλ)λ∈σ ∈ kσ. Since (Pλ)λ∈σ is orthonormal, ιM is an
isometry. The equality M = ∑λ∈σ MPλ = ∑λ∈σ λPλ ensures ιM(zσ) = M, and hence ιM is
the continuous functional calculus of M in Mn(k). 
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Remark 2.16. Let n ∈ N. As we mentioned in the end of §1.3, the notion of the unitarity
of an operator on kn makes sense only when we fix a norm of kn. Therefore a replacement
of the canonical basis of k by another basis does not necessarily preserve the normality of
an operator. Moreover, a matrix is diagonalisable in k if and only if it represents a normal
bounded operator on kn with respect to some norm of kn.
Imitating [Ber90] 7.3.2 Theorem, we define another functional calculus with stronger
rigidity than the rigid continuous functional calculus. We denote by A1k the rigid analytic
affine line over k, which is canonically isomorphic to the analytification of Spec(k[T ]).
For conventions for Berkovich spaces, see [Ber90]. For each affinoid domain V ⊂ A1k , we
regard the underlying k-vector space H0(V,OA1k ) as a k-subalgebra of Cbd(V(k), k) through
the submetric injective k-algebra homomorphism H0(V,OA1k ) ֒→ Cbd(V(k), k) given by the
evaluation at each k-rational point. In particular, for a rational domain of a closed disc in
A1k , we regard the underlying k-algebra of H
0(V,OA1k ) as a k-subalgebra of Crig(V(k), k).
For a closed subset σ ⊂ k, a rational neighbourhood of σ is a rational domain of a closed
disc in A1k containing the image of σ by the identification k  A1k(k).
Definition 2.17. For a rational neighbourhood V ⊂ A1k of σA (A), the holomorphic func-
tional calculus of A in A on V is a bounded k-algebra homomorphism ιA : H0(V,OA1k ) →
A sending zV(k) to A. A holomorphic functional calculus of A in A is the holomorphic
functional calculus of A in A on V for some rational neighbourhood V ⊂ A1k of σA (A).
For a fixed rational neighbourhood V of σA (A), the holomorphic functional calculus
of A in A on V is unique because the localisation of k[T ] is dense in the corresponding
affinoid domain. The restriction of a rigid analytic function on an affinoid domain to
a smaller affinoid domain is again rigid analytic, and hence the rational neighbourhood
appearing in the definition of a holomorphic functional calculus can be replaced by a
larger one.
Example 2.18. Let A ∈ A be an element admitting the rigid continuous functional cal-
culus. For any rational neighbourhood V ⊂ A1k of σA (A), the composite of the evaluation
map H0(V,OA1k ) → Crig(V(k), k), the restriction map Crig(V(k), k) → Crig(σA (A), k), and
ιA sends zV(k) to A, and hence is the holomorphic functional calculus of A in A on V .
Example 2.19. Suppose that the valuation of k is non-trivial. Let V0 ⊂ A1k be an affinoid
domain, and V ⊂ A1k a rational domain of a closed disc in A1k with V0 ⊂ V . Then V is
a rational neighbourhood of V0(k), and V0 itself is a rational domain of a closed disc in
A1k by [Ber90] 2.6.4 Remark. Therefore V0(k) coincides with σH0(V0,OA1k )(zV(k)) by [Ber90]
7.1.5 Corollary. The restriction map H0(V,OA1k ) → H
0(V0,OA1k ) sends zV(k) to zV0(k), and
hence is the holomorphic functional calculus of zV0(k) in H0(V0,OA1k ) on V .
2.3 Reductive Functional Calculus
In order to establish an algorithm for a criterion of the unitarity of an operator, we study
the functional calculus of the reduction.
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Definition 2.20. An A ∈ A is said to admit the reductive functional calculus in A if
‖A‖ ∈ |k×| and if for a c ∈ k× with ‖A‖ = |c|, c−1A + A (1−) admits the continuous
functional calculus in A .
Let A ∈ A be an element admitting the reductive functional calculus. Then for
any c ∈ k× with ‖A‖ = |c|, c−1A + A (1−) admits the continuous functional calculus,
because a replacement of c causes a replacement of c−1A + A (1−) by an element in
k×(c−1A +A (1−)).
Definition 2.21. Let V be a Banach k-vector space. A bounded operator A on V is said to
reductively normal if ‖A‖ ∈ |k×| and if for a c ∈ k× with ‖A‖ = |c|, c−1A induces a normal
operator on V through the canonical projection V ։ V.
Proposition 2.22. Let V be a strictly Banach k-vector space. Suppose that V is of finite
dimension or that k is a finite field endowed with the trivial valuation or a local field.
A bounded operator on V is reductively normal if and only if it admits the reductive
functional calculus.
Proof. If V is of finite dimension, then so is V , and hence the spectrum of an everywhere-
defined operator on V is a finite set. If k is a finite field endowed with the trivial valuation
or a local field, then k is a finite field endowed with the trivial valuation, and hence the
spectrum of an everywhere-defined operator on V is a finite set. Therefore the spectrum of
an everywhere-defined operator on V is a finite set in both cases, and the rigid continuous
functional calculus of an everywhere-defined operator on V is always the continuous
functional calculus. Thus the assertion follows from Proposition 1.38. 
Example 2.23. Let n ∈ N. An M ∈ Mn(k) admits the reductive functional calculus in
Mn(k) if and only if M , 0 and for a c ∈ k× with ‖M‖ = |c|, Πkn(c−1M) ∈ Mn(k) is
diagonalisable in k.
We study the relation between functional calculi and reductions. For this, we show
a certain compatibility of spectra and reductions. For an A ∈ A (1), the image of the
spectrum of an element A by the reduction Ok ։ k does not necessarily coincide with the
spectrum of the image of A by the reduction A ։ A . On the other hand, the following
ensure that the spectrum of A in A (1) is sufficiently large.
Lemma 2.24. The group homomorphism A (1)× → A × induced by the canonical projec-
tion A (1)։ A is surjective, and an f ∈ A (1) lies in A (1)× if and only if f+A(1−) ∈ A
lies in A ×.
Proof. It suffices to verify that every f ∈ A (1) with f + A(1−) ∈ A + A (1−)× lies
in A (1−)×. Let f ∈ A (1) with f + A(1−) ∈ A + A (1−)×. Take a lift g ∈ A (1) of
( f + A(1−))−1. We have ( f g − 1) + A(1−) = ( f + A(1−))( f + A(1−))−1 − (1 + A(1−)) =
0 ∈ A+A (1−), and hence ‖ab− 1‖ < 1. We obtain f g ∈ 1+A (1−) ⊂ A (1)× by Lemma
2.6. It implies f ∈ A (1)×. 
Proposition 2.25. For any A ∈ A (1), the equality σA (1)(A) = ⋃Λ∈σ
A
(A+A (1−)) Λ holds.
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Proof. The assertion immediately follows from Lemma 2.24. 
Corollary 2.26. For any A ∈ A (1), σ
A
(A+A (1−)) coincides with the image of σA (1)(A)
by the reduction Ok ։ k.
Corollary 2.27. For any non-empty closed subset σ ⊂ k contained in Ok, σCrig(σ,k)(z
(k)
σ +
Crig(σ, k)(1−)) coincides with the image of σ by the reduction Ok ։ k.
Proof. The assertion immediately follows from Corollary 1.23 and Corollary 2.26. 
Corollary 2.28. For any A ∈ A (1) admitting the rigid continuous functional calculus in
A , σ
A
(A +A (1−)) coincides with the image of σA (A) by the reduction Ok ։ k.
Proof. We have σA (A) ⊂ σA (1)(A) ⊂ {λ + ̟ | (λ,̟) ∈ σA (A) × mk} by Proposition
2.5 and Corollary 1.23. Therefore the assertion immediately follows from Corollary
2.27. 
As a result, we obtain a necessary condition for the existence of the rigid continuous
functional calculus using an information of the reduction.
Lemma 2.29. Let A ∈ A (1). If A admits the rigid continuous functional calculus in A ,
then A +A (1−) admits the rigid continuous functional calculus in A .
Proof. Put σ ≔ σA (A) ⊂ Ok. We denote by σ ⊂ k the image of σ by the reduction
Ok ։ k. We have σA (A+A (1−)) = σ by Corollary 2.26. Let ιA : Crig(σ, k) ֒→ A denote
the rigid continuous functional calculus of A in A . Let f ∈ Crig(σ, k). Since k is discrete,
so is Cbd(σ, k), and hence Crig(σ, k) coincides with the k-subalgebra of C(σ, k) given by
the localisation of L (z(k)
sigma
) = k[z(k)
sigma
] by k[z(k)
sigma
] ∩ C(σ, k)×. Therefore there is an
(F0, F∞) ∈ k[T ]× k[T ] with F∞(z(k)
sigma
) ∈ k[z(k)
sigma
]∩C(σ, k)× and F∞(z(k)
sigma
)−1F0(z(k)
sigma
) =
f . Take a lift (F0, F∞) ∈ Ok[T ] × Ok[T ] of (F0, F∞). Since F∞(z(k)
sigma
) is invertible in
C(σ, k), it has no zero in σ. Therefore F∞(z(k)σ ) factors through the inclusion O×k ֒→ k
by Corollary 2.27. It implies that F∞(z(k)σ ) is invertible in Cbd(σ, k)(1), and F∞(z(k)σ )−1 lies
in Crig(σ, k)(1)×. Put F(z(k)σ ) ≔ F∞(z(k)σ )−1F0(z(k)σ ) ∈ Crig(σ, k)(1). Then the composite of
F(z(k)σ ) and the reduction Ok ։ k coincides with the composite of the canonical projection
σ ։ σ and f , and hence f (A + A (1−)) ≔ ιA(F(z(k)σ )) + A (1−) ∈ A depends only on
f . Since ιA is an isometry, we have f (A + A (1−)) , 0 unless f = 0 by Corollary
2.27. Therefore the correspondence f 7→ f (A + A (1−)) gives an injective k-algebra
homomorphism ιA+A (1−) : Crig(σ, k) ֒→ A sending z(k)σ to A + A (1−). Thus A + A (1−)
admits the rigid continuous functional calculus in A . 
Theorem 2.30. Let A ∈ A \{0}. If σA (A) is compact and A admits the continuous
functional calculus in A , then A admits the reductive functional calculus in A .
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Proof. There is a c ∈ σA (A) with |c| = supλ∈σA (A) |λ| by the maximal modulus principle.
Since A admits the continuous functional calculus in A , we have ‖A‖ = ‖z(k)
σA (A)‖ =
|c|, and hence c−1A is an element with ‖c−1A‖ = 1 admitting the continuous functional
calculus in A . Since σA (A) is compact, so is σA (c−1A) = {c−1λ | λ ∈ σA (A)}, and so is
σ
A
(c−1A +A (1−)) by Corollary 2.26. Therefore the assertion follows from Proposition
1.20 and Lemma 2.29. 
Corollary 2.31. Let V be a strictly Cartesian Banach k-vector space. Suppose that V is
of finite dimension or that k is a finite field endowed with the trivial norm or a local field.
Then every non-zero normal bounded operator on V is reductively normal.
Proof. The assertion follows from Corollary 2.8, Proposition 2.22, and Theorem 2.30.

3 Criterion of the Normality
In this section, we study the relation between the normality and the operator reduction.
A bounded operator on a Banach k-vector space is not necessarily normal even if its op-
erator reduction is normal, but we establish a criterion of the normality including “the
repetitive reduction” in §3.2. Although such a criterion contains an infinitely many re-
cursive computation, it yields an algorithm when the representation space is of finite
dimension. Indeed, we give an explicit algorithm for a criterion of the diagonalisability
of a matrix by a unitary matrix in §3.3.
3.1 Reductively Infinite Operator
We deal with a reductively infinite operator in this subsection. The spectrum of a re-
ductively infinite operator is mostly non-compact, and hence Vishik’s non-Archimedean
analogue of Riesz functional calculus in [Vis85] does not work here. When k is a finite
field, then every bounded operator is reductively finite. Therefore we assume that k is an
infinite field throughout this subsection.
Example 3.1. Let K/k be a non-trivial extension of complete valuation fields. Take an
r ∈ (0, 1) with K(r) ( mK , and put σ ≔ OK\(Ok + K(r)). We regard Cbd(σ, K) as a
Banach k-algebra through the embedding k ֒→ K. Then we have σCbd(σ,K)(z(K)σ ) = ∅
and σCbd(σ,K)(z
(K)
σ + Cbd(σ, K)(1−)) = k. Thus z(K)σ is a reductively infinite element with
compact spectrum.
Theorem 3.2. Let A ∈ A be a reductively infinite element. Then the k-algebra homo-
morphism k[T ] → A : T 7→ A induces an isometric isomorphism k{‖A‖−1T } → L (A)
sending T to A.
Proof. Since A is reductively infinite, there is a c ∈ k× with ‖A‖ = |c|. Replacing A
by c−1A, we may assume ‖A‖ = 1. We prove that ‖F(A)‖ = 1 for any F ∈ Ok[T ]
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with ‖F‖ = 1 with respect to the restriction of the Gauss norm of radius 1 through the
canonical embedding k[T ] ֒→ k{T }. Since F(A) is an Ok-linear combination of powers
of A, we have ‖F(A)‖ ≤ 1. We denote by F ∈ k[T ] the image of F + A(1−) ∈ k{T } by the
k-algebra isomorphism in Example 1.13. The equality ‖F‖ = 1 ensures F , 0 ∈ k[T ].
Since F has at most finitely many zeros and σ
A
(A + A(1−)) is an infinite set, there is a
λ ∈ σ
A
(A + A(1−)) with F(λ) , 0 ∈ k. We show F(A + A (1−)) , 0 ∈ A . Assume
F(A+A (1−)) = 0. Let G ∈ k[T ] denote the unique element with F(T )−F(λ) = (T−λ)G.
We have 1 = −F(λ)−1(F(A+A (1−))−F(λ)) = −F(λ)−1G(A+A (1−))((A+A (1−))−λ),
and hence (A + A (1−)) − λ ∈ A ×. It contradicts λ ∈ σ
A
(A + A (1−)). Therefore we
obtain F(A +A (1−)) , 0 ∈ A . It implies F(A) ∈ A(1−) and hence ‖F(A)‖ = 1.
We verify that the k-algebra homomorphism iA : k[T ] → A : T 7→ A is an isometry.
For this sake, it suffices to show that every F ∈ k[T ] with ‖F(A)‖ ≤ 1 lies in Ok[T ].
Take an F ∈ k[T ] with ‖F(A)‖ ≤ 1. Assume F < Ok[T ]. Then there is a c ∈ k\Ok such
that ‖F‖ = |c|. We have ‖c−1F‖ = |c|−1‖F‖ = 1 and hence c−1F ∈ Ok[T ], which ensures
‖(c−1F)(A)‖ = 1 by the argument above. It contradicts the inequality ‖(c−1F)(A)‖ =
|c−1| ‖F(A)‖ ≤ |c|−1 < 1. We obtain F ∈ Ok[T ]. It implies that iA is an isometry. Since
the image of k[T ] is dense in k{T }, iA uniquely extends to an isometry iA : k{T } ֒→ A .
We have iA(T ) = A by definition. Since the image of k[T ] is dense in k{T }, we obtain
iA(k{T }) ⊂ L (A). Moreover, since k[A] is dense in L (A), iA(k{T }) is dense in L (A).
Since k{T } is complete and iA is an isometry, iA(k{T }) is closed in k{T }. Therefore iA is
onto L (A). We conclude that iA gives an isometric isomorphism iA : k{T } → L (A). 
For each r ∈ (0,∞), we denote by rD1k the closed disc in A1k of radius r.
Corollary 3.3. Every reductively infinite element A ∈ A admits the holomorphic func-
tional calculus in A on ‖A‖D1k .
Corollary 3.4. Let I be a set. Then every reductively transcendental bounded operator
A on C0(I, k) admits the holomorphic functional calculus in Bk(C0(I, k)) on ‖A‖D1k .
Thus every reductively infinite operator automatically admits a holomorphic func-
tional calculus. Let V be a strictly Cartesian Banach k-vector space and A a bounded
operator on V . Suppose k = Cp and σBCp (V)(A) = OCp . As is referred in Example 1.19
(iii), we have Cp{z} = Crig(OCp ,Cp) by Theorem 3.2. Therefore in this case, the holomor-
phic functional calculus of A in A on D1k is the rigid continuous functional calculus. The
following two examples might help a reader to understand the holomorphic functional
calculus.
Example 3.5. Suppose that the valuation of k is discrete and k is an infinite field. We
consider the case A = Bk(C0(Z, k)). Let A ∈ A be the shift operator (A f )(z) = f (z+ 1).
Then A admits an inverse operator with norm 1 given as the converse shift, and hence is
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unitary. Putting M ≔ MZ(A), we have
M =

. . .
...
...
...
... ··
·
· · · 0 1 0 0 · · ·
· · · 0 0 1 0 · · ·
· · · 0 0 0 1 · · ·
· · · 0 0 0 0 · · ·
··
· ...
...
...
...
. . .

.
By the presentation of M, we obtain σA (A) = (Ok)×. Since k is an infinite field, A and
A−1 are reductively infinite. Applying Corollary 3.4 to both A and A−1, we obtain the
holomorphic functional calculus
ιA : k
{
T, T−1
}
→ A
F =
∑
i∈Z
FiT i 7→ F(A) =
∑
i∈Z
FiAi
of A in A on the closed annulus of radius 1. For any F ∈ k{T, T−1}, the matrix represen-
tation F(M) of F(A) ≔ ιA(F) is given as
F(M) =

. . .
...
...
...
... ··
·
· · · F0 F1 F2 F3 · · ·
· · · F−1 F0 F1 F2 · · ·
· · · F−2 F−1 F0 F1 · · ·
· · · F−3 F−2 F−1 F0 · · ·
··
· ...
...
...
...
. . .

.
This result is an analogue of the Fourier expansion of a function on [0, 1].
Example 3.6. Suppose that the valuation of k is discrete and k is an infinite field. We
consider the case A = Bk(C0(N, k)). Let A ∈ A be the Toeplitz operator (A f )(z) =
f (z + 1). Then A is an isometry with ‖A‖ = 1 and is not invertible because A is not
surjective. Putting M ≔ MN(A), we have
M =

0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
0 0 0 0 · · ·
...
...
...
...
. . .

.
By the presentation of M, we obtain σA (A) = Ok. Since k is an infinite field, A is
reductively infinite. Applying Corollary 3.4 to A, we obtain the holomorphic functional
calculus
ιA : k {T } → A
24
F =
∑
i∈N
FiT i 7→ F(A) =
∑
i∈N
FiAi
of A in A on the closed disc of radius 1. For any F ∈ k{T }, the matrix representation
F(M) of F(A) ≔ ιA(F) is given as
F(M) =

F0 F1 F2 F3 · · ·
0 F0 F1 F2 · · ·
0 0 F0 F1 · · ·
0 0 0 F0 · · ·
...
...
...
...
. . .

.
The presentation of F(M) for each F ∈ k{T } ensures that ιA continuously extends to
Ok[[T ]]⊗Ok k, which is the k-algebra of sections on the open unit disc, with respect to the
Fre´chet topology on Ok[[T ]] ⊗Ok k and the strong operator topology of A .
We note that the assumptions of k in both examples above can be removed, because
holomorphic functional calculi are compatible with restrictions of the scalar and base
changes.
3.2 Reductively Finite Operator
We deal with a reductively finite operator in this subsection. A reductively finite operator
loses much information through the reduction. For example, we showed in Proposition
1.38 that the operator reduction of a bounded operator of operator norm 1 can be trivial, in
which case the operator is trivially reductively finite. Even in the finite dimensional case,
a matrix whose operator reduction is a diagonal matrix is not necessarily diagonalisable.
Nevertheless, the reductive functional calculus of a reductively finite operator possesses
information of a partition of the spectrum. Indeed, we will construct a decomposition of a
reductively normal reductively finite operator associated to the eigenspace decomposition
of the operator reduction in Theorem 3.11.
Definition 3.7. Let I be a set. A system (Pi)i∈I ∈ A I of idempotents in A is said to be a
partition of unity in A if {i ∈ I | Pi , 0} is a finite set, the essentially finite sum ∑i∈I Pi
coincides with 1 ∈ A , and ‖Pi‖ lies in {0, 1} for any i ∈ I. A partition (Pi)i∈I of unity in
A is said to be reduced if A , {0} and Pi , 0 for any i ∈ I, is said to be orthogonal if
PiP j = 0 for any (i, j) ∈ I × I with i , j, and is said to be orthonormal if it is reduced and
orthogonal.
We note that in the case where the characteristic of k is not 2, a partition (Pi)i∈I of
unity in A is orthogonal if and only if PiP j = P jPi for any (i, j) ∈ I × I.
Proposition 3.8. Let I be a set, and (Pi)i∈I an orthogonal partition of unity in A . Then
the equality ‖A‖ = maxi∈I ‖PiA‖ holds for any A ∈ A , and if (Pi)i∈I is reduced, then the
equality ‖∑i∈I ciPi‖ = maxi∈I |ci| holds for any (ci)i∈I ∈ kI .
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Proof. The second assertion follows from the first assertion for A = ∑i∈I ciPi, because
the orthogonality of (Pi)i∈I ensures Pi0
∑
i∈I ciPi = ci0 Pi0 for any i0 ∈ I. Let A ∈ A .
The inequality ‖A‖ ≤ maxi∈I ‖PiA‖ follows from the equality
∑
i∈I PiA = (
∑
i∈I Pi)A = A,
and the inequality maxi∈I ‖PiA‖ ≤ ‖A‖ follows from the condition ‖Pi‖ ∈ {0, 1} for each
i ∈ I. 
Proposition 3.9. Let V be a Banach k-vector space. A partition (Pi)i∈I of unity in Bk(V)
induces a orthogonal decomposition V =
⊕
i∈I PiV =
⊕
i∈I ker(1 − Pi).
Proof. Let v ∈ V . We have ‖v‖ = ‖∑i∈I Piv‖ ≤ maxi∈I ‖Piv‖. On the other hand, we have
maxi∈I ‖Piv‖ ≤ maxi∈I ‖Pi‖ ‖v‖ ≤ ‖v‖. Thus we obtain ‖v‖ = maxi∈I ‖Piv‖. 
Lemma 3.10. An idempotent P ∈ A satisfies ‖P‖ < 1 if and only if P = 0.
Proof. The assertion follows from the inequality ‖P‖ = ‖P2‖ ≤ ‖P‖2. 
Theorem 3.11. Let A ∈ A be a reductively finite element with ‖A‖ = 1. If A admits
the reductive functional calculus in A , then there is a canonical orthogonal partition
(PA,Λ)Λ∈k of unity in A such that PA,Λ is non-zero for a Λ ∈ k if and only if Λ ∈ σA (A +
A (1−)), PA,Λ commutes with A for any Λ ∈ k, and the equalities
σA (PA,ΛA) =

(Λ ∩ σA (A)) ∪ {0}
(
σ
A
(A +A (1−)) , {Λ}
)
σA (A)
(
σ
A
(A +A (1−)) = {Λ}
)
σAA,Λ(PA,ΛA) =

Λ ∩ σA (A)
(
Λ ∈ σ
A
(A +A (1−))
)
∅
(
Λ ∈ k\σ
A
(A +A (1−))
)
hold for any Λ ∈ k, where AA,Λ ⊂ A denotes the unital multiplicative k-vector subspace
PA,Λ obtained as the closure of PA,ΛA PA,Λ for each Λ ∈ σA (A +A (1−)).
Proof. Put A ≔ A +A (1−), σ ≔ σA (A), and σ ≔ σA (A). Set PA,Λ ≔ 0 ∈ A for each
Λ ∈ k\σ. Put n ≔ #σ. Since A is reductively finite, n is a finite cardinal number. Since
A admits the reductive functional calculus, we have n > 0 by Remark 2.12. If n = 1,
then set PA,Λ ≔ 1 ∈ A for a unique Λ ∈ σ. In this case, (PA,Λ)Λ∈k is a desired system.
Suppose n > 1. Let Λ ∈ σ. We denote by ιA the continuous functional calculus of A
in A . The image of kσ by ιA is contained in LA (A) = L (A) by Proposition 1.20, and
L (A) = k[A] is contained in the image of L (A). Take a lift P ∈ L (A)(1) of ιA(δkΛ) ∈ A .
The equality (δk
Λ
)2 = δk
Λ
ensures ‖P2 − P‖ < 1. Set P0 ≔ P. We define a sequence (P j) j∈N
on L (A)(1) by the recurrence relations P j+1 = 3P2j − 2P3j for each j ∈ N. Then for any
j ∈ N, we have
P2j+1 − P j+1 = (3P2j − 2P3j)2 − (3P2j − 2P3j) = 4P6j − 12P5j + 9P4j + 2P3j − 3P2j
= (P2j − P j)(4P4j − 8P3j + P2j + 3P j) = (P2j − P j)(P2j − P j)(4P2j − 4P j − 3)
= −(P2j − P j)2(3 − 4(P2j − P j))
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and hence ‖P2j+1 − P j+1‖ ≤ ‖P2j − P j‖2. Inductively on j ∈ N, we obtain ‖P2j − P j‖ ≤ ‖P20 −
P0‖2
j
= ‖P2−P‖2 j . It implies lim j→∞ ‖P2j −P j‖ = 0. Moreover, we have P j+1−P j = 3P2j −
2P3j−P j = −(P2j−P j)(2P j−1), and hence ‖P j+1−P j‖ ≤ ‖P2j−P j‖ ‖2P j−1‖ ≤ ‖P2j−P j‖. The
completeness of A ensures that (P j) j∈N converges to some PΛ ∈ A . Since L (A)(1) is
closed in A , we have PΛ ∈ L (A)(1). By the continuity of the norm, the multiplication,
and the addition, we have ‖P2
Λ
− PΛ‖ = lim j→∞ ‖P2j − P j‖ = 0, and hence PΛ is an
idempotent. For any j ∈ N, we have ‖P j+1‖ = ‖3P2j −2P3j‖ = ‖P j+ (P2j −P j)(−2P j+1)‖ =
‖P j‖. Inductively on j ∈ N, we obtain ‖P j‖ = ‖P0‖ = ‖P‖ = 1. It implies ‖PΛ‖ =
lim j→∞ ‖P j‖ = 1 by the continuity of the norm. We have ‖PΛ −P‖ = ‖
∑∞
j=0(P j+1 −P j)‖ ≤
sup j∈N ‖P j+1−P j‖ = ‖P1−P0‖ = ‖(3P2−2P3)−P‖ = ‖−P(P−1)(2P−1)‖ ≤ ‖P2−P‖ < 1,
and hence PΛ +A (1−) = P +A (1−) = ιA (δ(k)Λ ) , 0. Therefore we obtain ‖PΛ‖ = 1.
We verify that PΛ is independent of the choice of P. Let QΛ be an idempotent in
L (A) which lifts ιA (δ(k)Λ ). Since L (A) is commutative, we have (PΛ − QΛ)4 = P4Λ −
4P3
Λ
QΛ + 6P2ΛQΛ2 − 4PΛQ3Λ + Q4Λ = PΛ − 2PΛQΛ + QΛ = (PΛ − QΛ)2. It implies
‖(PΛ − QΛ)2‖ ≤ ‖(PΛ − QΛ)‖2 < 1 and ‖(PΛ − QΛ)2‖ = ‖(PΛ − QΛ)4‖ ≤ ‖(PΛ − QΛ)2‖2.
Therefore we obtain ‖(PΛ − QΛ)2‖ = 0. Moreover, we have
(1 − PΛ)(1 − QΛ) = (1 − PΛ) − PΛ + PΛQΛ = (1 − PΛ) − P2Λ + PΛQΛ
= (1 − PΛ) + (QΛ − PΛ)PΛ = (1 − PΛ) + (QΛ − PΛ) ((3PΛ − PΛ) − (2PΛ − PΛ))
= (1 − PΛ) + (0 + 0 + 3(QΛ − PΛ)PΛ + PΛ) − (0 + 0 + 2(QΛ − PΛ)PΛ + PΛ)
= (1 − PΛ) + ((QΛ − PΛ) + PΛ)3 − ((QΛ − PΛ) + PΛ)2
= (1 − PΛ) + (Q3Λ − Q2Λ) = 1 − PΛ
and similarly (1−PΛ)(1−QΛ) = 1−QΛ. We obtain PΛ = QΛ. It implies that PΛ is a unique
idempotent in L (A) which lifts ιA (δ(k)Λ ), and hence is independent of the choice of P. Set
PA,Λ ≔ PΛ. Since L (A) is commutative, PA,Λ commutes with A by the construction for
any Λ ∈ k. The closure AA,Λ ⊂ A of PA,ΛA PA,Λ forms a Banach k-algebra with identity
PA,Λ. For any B ∈ A commuting with PA,Λ, we have PA,ΛB = P2A,ΛB = PA,ΛBPA,Λ ∈ AA,Λ.
In particular, we have PA,ΛA ∈ AA,Λ.
We have constructed a system (PA,Λ)Λ∈k of idempotents in L (A) such that PA,Λ is
non-zero for a Λ ∈ k if and only if Λ ∈ σ. We verify that (PA,Λ)Λ∈k forms an orthogonal
partition of unity in A . Let (Λ,Λ′) ∈ σ × σ with Λ , Λ′. We show PA,ΛPA,Λ′ = 0. We
have PA,ΛPA,Λ′+A (1−) = (PA,Λ+A (1−))(PA,Λ′+A (1−)) = ιA(δ(k)Λ )ιA(δ(k)Λ′ ) = ιA(δ(k)Λ δ(k)Λ′ ) =
0 and hence ‖PA,ΛPA,Λ′‖ < 1. Moreover, PA,ΛPA,Λ′ is an idempotent, because L (A) is
commutative. It implies PA,ΛPA,Λ′ = 0 by Lemma 3.10.
We have (1−∑Λ∈k PA,Λ)+A (1−) = 1−∑Λ∈σ(PA,Λ+A (1−)) = ιA(1)−∑Λ∈σ ιA(δ(k)Λ ) =
ιA(1 −
∑
Λ∈σ δ
(k)
Λ
) = ιA (0) = 0 ∈ A , and hence ‖1 − ∑Λ∈k PA,Λ‖ < 1. The equalities
PA,ΛPA,Λ′ = 0 for each (Λ,Λ′) ∈ k × k with Λ , Λ′ ensure that 1 −∑Λ∈k PA,Λ is an idem-
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potent, and hence coincides with 0 by Lemma 3.10. Therefore (PA,Λ)Λ∈k is an orthogonal
partition of unity in A .
Let Λ ∈ k. We verify the equalities on σA (PA,ΛA) and σAA,Λ (PA,ΛA) in the assertion,
which trivially hold if Λ < σ. Suppose Λ ∈ σ. We note that PA,Λ ∈ A is not necessarily a
central idempotent, and hence the k-linear homomorphism A → AA,Λ : B 7→ PA,ΛBPA,Λ
is not necessarily a k-algebra homomorphism. Therefore the inclusion σAA,Λ (PA,ΛA) ⊂
σA (PA,ΛA) is not obvious. We have ‖PA,ΛA‖ ≤ ‖A‖ = 1 by Proposition 3.8, and hence
σA (PA,ΛA) and σAA,Λ(PA,ΛA) are contained in Ok by Proposition 2.7. By the assumption
n > 1, there is a Λ′ ∈ σ with Λ , Λ′. The equality PA,ΛPA,Λ′ = 0 with PA,Λ′ , 0
ensures PA,Λ < A ×. Therefore we obtain PA,ΛA < A × and 0 ∈ σA (PA,ΛA). We show
σA (PA,ΛA) ⊂ σ ∪ {0} and σAA,Λ (PA,ΛA) ⊂ σ. Let λ ∈ Ok\σ. Then A − λ is invertible in
A by definition. We have (PA,ΛA − λPA,Λ)(PA,Λ(A − λ)−1PA,Λ) = P3A,Λ = PA,Λ ∈ AA,Λ and
(PA,Λ(A − λ)−1PA,Λ)(PA,ΛA − λPA,Λ) = P3A,Λ = PA,Λ ∈ AA,Λ because PA,Λ commutes with
A. It implies PA,ΛA − λPA,Λ ∈ A ×A,Λ and λ ∈ Ok\σAA,Λ(PA,ΛA). In addition if λ , 0, then
we have
(PA,ΛA − λ)
(
PA,Λ(A − λ)−1PA,Λ + (1 − PA,Λ)λ−1
)
= (PA,Λ(A − λ) + (1 − PA,Λ)λ)
(
PA,Λ(A − λ)−1PA,Λ + (1 − PA,Λ)λ−1
)
= P3A,Λ + PA,Λ(1 − PA,Λ)(A − λ)λ−1 + (1 − PA,Λ)PA,Λλ(A − λ)−1PA,ΛA + (1 − PA,Λ)2
= PA,Λ + 0 + 0 + (1 − PA,Λ) = 1
and (
PA,Λ(A − λ)−1PA,Λ + (1 − PA,Λ)λ−1
)
(PA,ΛA − λ)
=
(
PA,Λ(A − λ)−1PA,Λ + (1 − PA,Λ)λ−1
)
(PA,Λ(A − λ) + (1 − PA,Λ)λ)
= P3A,Λ + PA,Λ(A − λ)−1PA,Λ(1 − PA,Λ)λ + (1 − PA,Λ)PA,Λλ−1(A − λ) + (1 − PA,Λ)2
= PA,Λ + 0 + 0 + (1 − PA,Λ) = 1.
It implies PA,ΛA − λ ∈ A × and λ ∈ Ok\σA (PA,ΛA). Therefore we obtain σA (PA,ΛA) ⊂
σ ∪ {0} and σAA,Λ(PA,ΛA) ⊂ σ.
We show σA (PA,ΛA) ⊂ Λ and σAA,Λ (PA,ΛA) ⊂ Λ. Let λ ∈ Ok\Λ. Since λ + mk does
not coincide with Λ, we have (PA,ΛA − λPA,Λ) +A (1−) = ιA(δkΛz(k)σ − (λ +A (1−))δkΛ) =
ιA(ΛδkΛ − (λ + A (1−))δkΛ) = (Λ − (λ + A (1−)))(PA,Λ + A (1−)) ∈ AA,Λ×, and hence
PA,ΛA − λPA,Λ ∈ AA,Λ(1)× by Lemma 2.24. It implies λ ∈ Ok\σAA,Λ(PA,ΛA). Let B ∈
A ×A,Λ be the inverse of PA,ΛA − PA,Λλ in AA,Λ. The equalities PA,Λ(1 − PA,Λ) = 0 and
(1 − PA,Λ)PA,Λ = 0 ensure that B0(1 − PA,Λ) = (1 − PA,Λ)B0 = 0 for any B0 ∈ PA,ΛA PA,Λ.
Since B lies in AA,Λ, B is the limit of some sequence on PA,ΛA PA,Λ, and the continuity
of the multiplication on A ensures B(1 − PA,Λ) = (1 − PA,Λ)B = 0. In addition if λ , 0,
then we have (PA,ΛA − λ)(B − λ−1(1 − B)) = (B − λ−1(1 − B))(PA,ΛA − λ) = 1. It implies
PA,ΛA − λ ∈ A × and λ ∈ Ok\σA (PA,ΛA). Therefore we obtain σA (PA,ΛA) ⊂ Λ ∪ {0} and
σAA,Λ(PA,ΛA) ⊂ Λ.
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We have verified 0 ∈ σA (PA,ΛA), σA (PA,ΛA) ⊂ (Λ ∩ σ) ∪ {0}, and σAA,Λ(PA,ΛA) ⊂
Λ ∩ σ. Therefore it suffices to verify Λ ∩ σ ⊂ σA (PA,ΛA) and Λ ∩ σ ⊂ σAA,Λ (PA,ΛA).
Let λ ∈ Λ ∩ σ. First, we show λ ∈ σA (PA,ΛA). We have PA,ΛA − λ is invertible in A by
definition. Assume λ < σA (PA,ΛA). We show that PA,Λ′A − λ is invertible in A for any
Λ′ ∈ σ. Let Λ′ ∈ σ. If Λ′ = Λ, then we have λ < σA (PA,Λ′A), and hence PA,Λ′A − λ is
invertible in A . Suppose Λ′ , Λ. Since 0 lies in σA (PA,ΛA), we have λ , 0. Since λ lies
in Λ , Λ′, we obtain λ < (Λ′∩σ)∪{0}, and hence λ < σA (PA,Λ′A). Therefore PA,Λ′A−λ
is invertible in A for any Λ′ ∈ σ. The equalities
(A − λ)

∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)−1PA,Λ′

=

∑
Λ′∈σ
PA,Λ′(A − λ)


∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)−1PA,Λ′

=

∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)


∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)−1PA,Λ′

=
∑
Λ′∈σ
∑
Λ′′∈σ
PA,Λ′PA,Λ′′(PA,Λ′A − λ)(PA,Λ′′A − λ)−1PA,Λ′ =
∑
Λ′∈σ
P2A,Λ′ =
∑
Λ′∈σ
PA,Λ′ = 1
and

∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)−1PA,Λ′
 (A − λ)
=

∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)−1PA,Λ′


∑
Λ′∈σ
PA,Λ′(A − λ)

=

∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)−1PA,Λ′


∑
Λ′∈σ
PA,Λ′(PA,Λ′A − λ)

=
∑
Λ′∈σ
∑
Λ′′∈σ
PA,Λ′(PA,Λ′A − λ)−1PA,Λ′PA,Λ′′(PA,Λ′′A − λ) =
∑
Λ′∈σ
P2A,Λ′ =
∑
Λ′∈σ
PA,Λ′ = 1
imply A − λ ∈ A ×, and it contradicts λ ∈ Λ ∩ σ ⊂ σ. As a consequence, we obtain
λ ∈ σA (PA,ΛA).
Secondly, we show λ ∈ σAA,Λ (PA,ΛA). Assume λ < σAA,Λ(PA,ΛA). We prove that
PA,Λ′A − λPA,Λ′ is invertible in AA,Λ for any Λ′ ∈ σ. Let Λ′ ∈ σ. If Λ′ = Λ, then
we have λ < σA (PA,Λ′A), and hence PA,Λ′A − λPA,Λ′ is invertible in AA,Λ. Suppose
Λ′ , Λ. Since λ lies in Λ , Λ′, we obtain λ < Λ′ ∩ σ, and hence λ < σAA,Λ(PA,Λ′A).
Therefore PA,Λ′A − λPA,Λ′ is invertible in AA,Λ′ for any Λ′ ∈ σ. Let Λ′ ∈ σ. We denote
by BΛ′ the inverse of PA,Λ′A − λPA,Λ′ in AA,Λ′, i.e. a unique element in AA,Λ′ satisfying
(PA,Λ′A − λPA,Λ′)BΛ′ = BΛ′(PA,Λ′A − λPA,Λ′) = PA,Λ′ . Since PA,Λ′ is the identity of AA,Λ′ ,
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we have PA,Λ′BΛ′PA,Λ′ = BΛ′. The equalities
(A − λ)

∑
Λ′∈σ
BΛ′
 =

∑
Λ′∈σ
PA,Λ′(A − λ)


∑
Λ′∈σ
PA,Λ′BΛ′PA,Λ′

=
∑
Λ′∈σ
∑
Λ′′∈σ
PA,Λ′PA,Λ′′(A − λ)BΛ′′PA,Λ′′ =
∑
Λ′∈σ
P2A,Λ′(A − λ)BΛ′PA,Λ′
=
∑
Λ′∈σ
(PA,Λ′A − λPA,Λ′)BΛ′PA,Λ′ =
∑
Λ′∈σ
P2A,Λ′ =
∑
Λ′∈σ
PA,Λ′ = 1
and

∑
Λ′∈σ
BΛ′
 (A − λ) =

∑
Λ′∈σ
PA,Λ′BΛ′PA,Λ′


∑
Λ′∈σ
PA,Λ′(A − λ)

=
∑
Λ′∈σ
∑
Λ′′∈σ
PA,Λ′BΛ′PA,Λ′PA,Λ′′(A − λ) =
∑
Λ′∈σ
PA,Λ′BΛ′P2A,Λ′(A − λ)
=
∑
Λ′∈σ
PA,Λ′BΛ′(PA,Λ′′A − λPA,Λ′) =
∑
Λ′∈σ
P2A,Λ′ =
∑
Λ′∈σ
PA,Λ′ = 1
imply A − λ ∈ A ×, and it contradicts λ ∈ Λ ∩ σ ⊂ σ. As a consequence, we obtain
λ ∈ σAA,Λ (PA,ΛA). We conclude σA (PA,ΛA) = (Λ∩σ)∪{0} and σAA,Λ(PA,ΛA) = Λ∩σ. 
Let A ∈ A be a reductively finite element with ‖A‖ = 1 admitting the reductive
functional calculus in A . As is shown in Example 2.10, σ
A
(A + A (1−)) depends not
only on A but also on A . Although the definition of (PA,Λ)Λ∈k uses σA (A +A (1−)), it is
independent of A . Indeed, the condition that A admits the reductive functional calculus
in A ensures the stability of σ
A
(A + A (1−)) under changes of A containing A. We
note that (PA,Λ)Λ∈k is obtained as a system in L (A) ⊂ A , but L (A) does not necessarily
satisfy the condition that A admits the reductive functional calculus in L (A).
Proposition 3.12. Let A ∈ A be a reductively finite element with ‖A‖ = 1 admitting
the reductive functional calculus in A . Then A admits the rigid continuous functional
calculus in A if and only if PA,ΛA admits the rigid continuous functional calculus in AA,Λ
for any Λ ∈ k.
Proof. Suppose that A admits the rigid continuous functional calculus ιA in A . Since
(PA,Λ)Λ∈k is a system of idempotents in L (A), it is contained in the image of L (zσA (A)) ⊂
Crig(σA (A), k) by ιA. For any Λ ∈ k\σA (A +A (1−)), PA,ΛA admits the rigid continuous
functional calculus in AA,Λ = {0} because of the equalities PA,Λ = 0, σAA,Λ (PA,ΛA) =
σ{0}(0) = ∅, and C(∅, k) = {0}. Let (EΛ)Λ∈k denote the partition of unity in Crig(σA (A), k)
given as the preimage of (PA,Λ)Λ∈k by ιA. For each Λ ∈ k, we denote by supp(EΛ) ⊂
σA (A) the measurable subset {λ ∈ k | Eλ(λ) = 1}, and by ι(Λ)! : Crig(supp(EΛ), k) ֒→
Crig(σA (A), k) the zero-extension in Theorem 1.28. We show supp(EΛ) = Λ ∩ σA (A)
for any Λ ∈ k. Let Λ ∈ k. Since ιA ◦ ι(Λ)! is an isometric multiplicative k-linear
homomorphism sending EΛ to PA,Λ, it induces an isometric k-algebra homomorphism
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ιPA,ΛA : Crig(supp(EΛ), k) ֒→ AA,Λ sending z(k)supp(EΛ) to ιA(EΛz
(k)
σA (A)) = PA,ΛA. Therefore
we obtain Λ ∩ σA (A) = σAA,Λ (PA,ΛA) ⊂ σCrig(supp(EΛ),k)(z(k)supp(EΛ)) = supp(EΛ) by The-
orem 1.22 and Proposition 2.5 (i). Let λ ∈ supp(EΛ). Since supp(EΛ) is a subset of
σA (A), A − λ is not invertible in A . Since (PA,Λ′)Λ′∈k is a partition of unity in A con-
sisting of idempotents commuting with A and each other, PA,Λ0(A − λ) is not invertible
in AA,Λ0 for some Λ0 ∈ k. It implies λ ∈ σAA,Λ0 (PA,Λ0 A) = Λ0 ∩ σA (A) ⊂ supp(EΛ0).
Since (PA,Λ′)Λ′∈k is a partition of unity in A , so is (EΛ′)Λ′∈k in Crig(σA (A), k). There-
fore we obtain σA (A) = ⊔Λ′∈k supp(EΛ′). Since supp(EΛ) shares a common element λ
with supp(EΛ0), we get Λ = Λ0, and hence λ ∈ Λ0 ∩ σA (A) = Λ ∩ σA (A). It implies
supp(EΛ) = Λ ∩ σA (A). Since EΛ is an idempotent, we obtain EΛ = δ(k)Λ∩σA (A),σA (A).
Therefore ιPA,Λ is the rigid continuous functional calculus of PA,ΛA in AA,Λ.
Suppose that PA,ΛA admits the rigid continuous functional calculus ιPA,ΛA in AA,Λ for
any Λ ∈ k. Let ϕ : ∏Λ∈k AA,Λ → A denote the k-linear homomorphism given by the ad-
dition. Then ϕ sends (PA,ΛA)Λ∈k and (PA,ΛA)Λ∈k to 1 and A respectively, and is an isometry
by Proposition 3.8, because (PA,Λ)Λ∈k is a partition of unity in A consisting of idempo-
tents commuting with A. Since (PA,Λ)Λ∈k is orthogonal, ϕ is a multiplicative. Therefore ϕ
is an isometric k-algebra homomorphism. Let ιA : Crig(σA (A), k) → A denote the com-
posite of the isometric k-algebra isomorphism Crig(σA (A), k) → ∏Λ∈k Crig(Λ∩σA (A), k)
induced by the restriction maps in Theorem 1.28, the isometric k-algebra homomorphism∏
Λ∈k Crig(Λ ∩ σA (A), k) →
∏
Λ∈k AA,Λ given as the direct product of (ιPA,ΛA)Λ∈k, and ϕ.
Then ιA is an isometric k-algebra homomorphism sending z(k)σA (A) =
∑
Λ∈k ι
(Λ)
! (z(k)Λ∩σA (A)) to∑
Λ∈k ιPA,ΛA(z(k)Λ∩σA (A)) =
∑
Λ∈k PA,ΛA = A, and is the rigid continuous functional calculus
of A in A . 
Henceforth, we assume that the valuation of k is discrete and ‖A ‖ is contained in |k|.
We fix a uniformiser ̟k ∈ k×. For an A ∈ A \{0}, we put v(A) ≔ log|̟k | ‖A‖ ∈ Z. We call
the map v(·) : A → Z the additive norm on A , which is independent of the choice of ̟k.
We set N−1(A ) ≔ A , define maps P0 : N−1(A ) → A and r0 : N−1(A ) → A by setting
P0(A) ≔ 1 and r0(A) = P0(A)A = A for each A ∈ A , and put A (A)0 ≔ A = P0(A)A P0(A)
for each A ∈ N−1(A ). An A ∈ A is said to be naive of level 0 at 0 in A if one of the
following conditions holds:
(i) The equality A = 0 holds.
(ii) The reduction Ok ։ k induces a surjective map σA (c−1A) ։ σA (c−1A +A (1−))
for a c ∈ k× with ‖A‖ = |c|, and A admits the reductive continuous functional
calculus in A .
We denote by N0(A ) ⊂ A the subset of naive elements of level 0 at 0 in A , define maps
P(·,A ) = P1 : N0(A ) → A and r1 : N0(A ) → A by setting P(0,A ) = P1(0) ≔ 0,
P(A,A ) = P1(A) ≔ P̟−v(A)k A,0 for each A ∈ N0(A )\{0}, and r1(A) ≔ P1(A)A = P(A,A )A
for each A ∈ N0(A ), and denote by A (A)1 the closure of the unital multiplicative k-linear
subspace P1(A)A P1(A) ⊂ A with the identity P1(A) for each A ∈ N0(A ). Inductively
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on i ∈ N, we set Ni+1(A ) ≔ r−11 (Ni(A )) ⊂ Ni(A ), define maps Pi+2 : Ni+1(A ) →
Pi+1(A)A and ri+2 : Ni+1(A ) → A by setting Pi+2(A) ≔ P(Pi+1(A)A,A (A)i+1 )Pi+1(A) and
ri+2 ≔ ri+1(r1(A)), and denote by A (A)i+2 the closure of the multiplicative k-linear subspace
Pi+2(A)A Pi+2(A) ⊂ A with the identity Pi+2(A) for each A ∈ Ni+1(A ). Then we have
ri+1(A) = Pi+1(A)A and Pi+2(A)Pi+1(A) = Pi+1(A)Pi+2(A) = Pi+2(A) for any (i, A) ∈ N ×
Ni(A ). Let λ ∈ σA (A). An A ∈ A is said to be naive of level i at λ in A for an i ∈ N if
A − λ ∈ Ni(A ), and is said to be naive at λ in A if A is naive of level i at λ in A for any
i ∈ N. An A ∈ A is said to be naive in A if A is naive at λ in A for any λ ∈ σA (A).
Proposition 3.13. For any non-empty compact subset σ ⊂ k, the equality ‖C(σ, k)‖ = |k|
holds, and zσ is naive in C(σ, k).
Proof. The first implication follows from the maximal modulus principle of a continuous
function. Let (i, λ) ∈ N × σ. We verify that zσ is naive of level i at λ ∈ σ. We have
σC(σ,k)(zσ − λ) = σ − λ ≔ {λ′ − λ | λ′ ∈ σ}, and the parallel transform σ → σ − λ : λ′ 7→
λ′ − λ induces an isometric k-algebra isomorphism C(σ, k) → C(σ − λ, k) sending zσ − λ
to zσ−λ. Therefore replacing σ by σ − λ, we may assume λ = 0 ∈ σ. If zσ ≡ 0, i.e.
σ = {0}, then zσ is naive at 0 by definition. Otherwise, replacing σ by c−1σ for a c ∈ k×
with ‖zσ‖ = |c|, we may assume ‖zσ‖ = 1. We denote by σ ⊂ k the image of σ by the
reduction Ok ։ k. We have σC(σ,k)(zσ + C(σ, k)(1−)) = σ by Corollary 2.27. Theorem
2.30 ensures that zσ is naive of level 0 at 0 in C(σ, k), and (Pzσ,Λ)Λ∈k is the system of
idempotents corresponding to the partition of σ associated to the canonical projection
σ ։ σ. Under the identification between C(σ, k)zσ,0 ⊂ C(σ, k) and C(mk ∩ σ, k) given
by the restriction map, r1(zσ) = Pzσ,0zσ ∈ C(σ, k) corresponds to zmk∩σ. Therefore the
induction on i works after the replacement of σ by mk ∩ σ. We conclude that zσ is naive
at 0 in C(σ, k). 
Lemma 3.14. Let A ∈ A be an element with ‖A‖ = 1 admitting the reductive functional
calculus in A . Then PA,0A coincides with 0 if and only if mk ∩σA (A) is contained in {0}.
Proof. The necessary implication is obvious by the definition of PA,0. If PA,0A = 0, then
we obtain mk ∩ σA (A) ⊂ σA (PA,0A) = {0} after noting that mk is 0 ∈ k as a coset. 
Lemma 3.15. The inequality ‖ri+1(A)‖ ≤ |̟k|i+1‖A‖ holds for any i ∈ N and A ∈ Ni(A ).
Proof. It suffices to verify the inequality in the case i = 0 and ‖A‖ = 1 by the con-
struction of ri+1. In this case, we have A , 0 and hence A admits the reductive con-
tinuous functional calculus ιA+A (1−) in A . If 0 lies in k\σA (A + A (1−)), then we
have ‖r1(A)‖ = ‖PA,0A‖ = ‖0‖ = 0 < |̟k|. Suppose 0 ∈ σA (A + A (1−)). By
the construction of PA,0, we have PA,0A + A (1−) = (PA,0 + A (1−))(A + A (1−)) =
ιA+A (1−)(δ(k)0 )ιA+A (1−)(zσA (A+A (1−))) = ιA+A (1−)(δ
(k)
0 zσA (A+A (1−))) = ιA+A (1−)(0) = 0, and
hence ‖r1(A)‖ = ‖PA,0A‖ < 1. It implies ‖r1(A)‖ ≤ |̟k|. 
Lemma 3.16. Let A ∈ A be an element with ‖A‖ = 1 of naive of level 0 at every
λ ∈ A (1). Then A − ∑Λ∈k P1(A − [Λ]) coincides with ∑Λ∈k PA,Λ[Λ], and satisfies ‖A −∑
Λ∈k P1(A − [Λ])‖ ≤ |̟k|, where [·] : k ֒→ k denote the Teichmu¨ller embedding.
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Proof. We have P1(A− [Λ]) = PA−[Λ],0(A− [Λ]) = PA,Λ(A− [Λ]) for anyΛ ∈ k, and hence
A −
∑
Λ∈k P1(A − [Λ]) = A − (
∑
Λ∈k PA,Λ(A − [Λ])) =
∑
Λ∈k[Λ]PA,Λ. In order to verify the
second assertion, it suffices to show ‖P1(A′)‖ ≤ |̟k| for any A′ ∈ N0(A ) with ‖A′‖ = 1.
Since P1(A′) = PA′,0A′ is a lift of ιA′+A (1−)(δ(k)0 )(A′ +A (1−)) = ιA′+A (1−)(δ(k)0 z(k)σA (A′)) = 0,
it lies in A (1−). By the assumption ‖A‖ ⊂ |k|, we conclude ‖P1(A′)‖ ≤ |̟k|. 
Theorem 3.17. Suppose that k is a local field. An A ∈ A admits the continuous func-
tional calculus in A if and only if A is naive in A .
Proof. We remark that every bounded closed subset σ ⊂ k is compact and every A ∈
A \{0} is reductively finite, because k is a local field. Let A ∈ A . Suppose that A admits
the continuous functional calculus in A . Then A is naive by Corollary 2.28, Theorem
2.30, and Proposition 3.12.
Suppose that A is naive in A . Let c : σA (A) → k be a locally constant function.
We construct a substitution c(A) ∈ A . Since σA (A) is compact, there is an r > 0 such
that c is constant on each closed disc of radius r in σA (A). Replacing r by a smaller
one, we may assume r ∈ |k×|, because the valuation of a local field is non-trivial. Let
λ ∈ σA (A). Since A is naive at λ, there is an i ∈ N such that ‖ri(A − λ)‖ ≤ r by Lemma
3.15. We denote by iλ ∈ N the smallest integer among such i’s. Lemma 3.14 ensures that
‖riλ(A − λ)‖ coincides with 0 only when λ is isolated in σA (A) by the construction of riλ ,
and hence the closed disc {λ′ ∈ σA (A) | |λ′−λ| ≤ ‖riλ(A−λ)‖} is an open subset of σA (A).
We obtain an open covering U ≔ {{λ′ ∈ σA (A) | |λ′ − λ| ≤ ‖riλ(A − λ)‖} | λ ∈ σA (A)}
of σA (A). Since σA (A) is compact, U admits a finite subcovering U0 ⊂ U . For each
U ∈ U0, fix a centre λU ∈ U. We define c(A) as ∑U∈U0 c(λU)PiλU (A − λU) ∈ A . By
Proposition 3.8, we have ‖c(A)‖ = max U∈U0 |c(λU)| = ‖c‖. The sum of a partition of unity
is 1, and hence c(A) is stable under a refinement of U0 by the compatibility of the spectra
and the reductions in the definition of the naivety. It implies that c(A) is independent of
the choice of r > 0 and U0. If c is a constant map, then c(A) coincides with c ∈ k by
definition.
Let c, c′ : σA (A) → k be two locally constant functions. Take finite disjoint open
coverings of σA (A) by closed discs in the definition of c(A) and c′(A). Refining them,
we may assume that they are a common covering. Then the equalities (c + c′)(A) =
c(A)+c′(A) and (cc′)(A) = c(A)c′(A) hold by the construction. Therefore the substitution
c 7→ c(A) gives a k-algebra homomorphism ιA from the k-subalgebra c(σA (A), k) ⊂
C(σA (A), k) of locally constant functions to A , which is an isometry with respect to the
restriction of the supremum norm of C(σA (A), k). Since σA (A) is a totally disconnected
compact Hausdorff topological space, c(σA (A), k) is dense in C(σA (A), k), and hence ιA
can be uniquely extended to be an isometry ιA : C(σA (A), k) → A . It sends a sequence
on c(σA (A), k) converging to zσA (A) in C(σA (A), k) to a sequence converging to A in A ,
because Lemma 3.16 ensures that every naive element A′ ∈ A can be approximated by
the linear combination of idempotents in modulo ̟kA (‖A′‖). We conclude that ιA is the
continuous functional calculus of A in A . 
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Corollary 3.18. Suppose that k is a local field. Let V be a strictly Cartesian Banach
k-vector space, and A a bounded operator on V. Then A is normal if and only if A is
naive in Bk(V).
Let V be a strictly Cartesian Banach k-vector space, and A a bounded operator on
V . Computation of the naivety of A includes recursive calculi with infinite steps unless
V is of finite dimension. Therefore practical use of the criterion for the normality using
the naivety needs an assumption that A admits a good structure like a “fractal”. See the
following examples.
Example 3.19. Suppose that k is a finite extension of Qp. Set A ≔ Bk(C0(Z, k)).
We consider the elements A1, A2 ∈ A whose matrix representations with respect to the
canonical orthonormal Schauder basis of C0(Z, k) are given as
M1 =

. . .
...
...
...
...
... ··
·
· · · −2 p p2 p3 p4 · · ·
· · · 0 −1 p p2 p3 · · ·
· · · 0 0 0 p p2 · · ·
· · · 0 0 0 1 p · · ·
· · · 0 0 0 0 2 · · ·
··
· ...
...
...
...
...
. . .

,
M2 =

. . .
...
...
...
...
... ··
·
· · · −2 p 0 0 0 · · ·
· · · 0 −1 p 0 0 · · ·
· · · 0 0 0 p 0 · · ·
· · · 0 0 0 1 p · · ·
· · · 0 0 0 0 2 · · ·
··
· ...
...
...
...
...
. . .

respectively. Let h ∈ {1, 2}. We have ‖Ah‖ = 1, σA (Ah) = Zp, and σA (Ah + A (1−)) =
Fp ⊂ k. The reduction of Ah is naturally identified with the operator reduction of Mh
through the isomorphism in Proposition 1.38, and admits the continuous functional calcu-
lus because its matrix representation is a diagonal matrix. Moreover, PAh,i+mk Ah ∈ AAh, j+mk
acting on PAh,i+mk C0(Z, k) = C0(i + pZ, k) admits the matrix representation quite similar
to that of Ah ∈ A acting on C0(Z, k) for each i ∈ N ∩ [0, p − 1]. A simple repetition of
computation ensures that all the operators appearing in the recursive process in the verifi-
cation of the naivety of A have a similar matrix representation. Therefore Ah is naive, and
hence admits the continuous functional calculus ιAh : C(Zp, k) → A . For any continuous
map F : Zp → k, the matrix representations F(M1) and F(M2) of ιA1(F) = F(A1) and
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ιA2(F) = F(A2) are given as
F(M1) =

. . .
...
...
...
...
... ··
·
· · · F(−2) ∂F(−2)p ∂F(−2)p2 ∂F(−2)p3 ∂F(−2)p4 · · ·
· · · 0 F(−1) ∂F(−1)p ∂F(−1)p2 ∂F(−1)p3 · · ·
· · · 0 0 F(0) ∂F(0)p ∂F(0)p2 · · ·
· · · 0 0 0 F(1) ∂F(1)p · · ·
· · · 0 0 0 0 F(2) · · ·
··
· ...
...
...
...
...
. . .

,
F(M2) =

. . .
...
...
...
...
... ··
·
· · · F(−2) ∂F(−2)p ∂2F(−2)2! p2 ∂
3F(−2)
3! p
3 ∂4F(−2)
4! p
4 · · ·
· · · 0 F(−1) ∂F(−1)p ∂2F(−1)2! p2 ∂
3F(−1)
3! p
3 · · ·
· · · 0 0 F(0) ∂F(0)p ∂2F(0)2! p2 · · ·
· · · 0 0 0 F(1) ∂F(1)p · · ·
· · · 0 0 0 0 F(2) · · ·
··
· ...
...
...
...
...
. . .

respectively, where we set ∂G(n) ≔ G(n) − G(n − 1) for each n ∈ Zp and G ∈ C(Zp, k).
This result is obviously analogous to the holomorphic functional calculus of the shift
operator in Example 3.5. We remark that the difference (n!)−1∂nF appears in continuous
functional calculi, while the differential coefficient Fn = (n!)−1dnF/dT n does in holo-
morphic functional calculi. The differential operator ddz is continuous in the class of rigid
analytic functions F ∈ k{z}, and the difference operator ∂ is continuous in the class of
continuous functions F ∈ C(Zp, k), which are naive by Proposition 3.13.
3.3 Reduction Algorithm for Matrices
Continuing from Theorem 3.17, we assume that k is a local field. Following the phi-
losophy of the repetitive reduction derived from Theorem 3.17, we construct an explicit
algorithm for a criterion of the diagonalisability of a matrix by a unitary matrix. Let V be
a strictly Cartesian Banach k-vector space, and A a bounded operator on V with ‖A‖ = 1.
We verified in Proposition 2.22 that A is reductively normal if and only if A admits the
reductive functional calculus in Bk(V). If σBk(V)(A + Bk(V)(1−)) contains at least two
elements, then Proposition 3.12 helps us to determine whether A is normal or not. If
σ
Bk(V)(A + Bk(V)(1−)) consists of a single element Λ0 ∈ k, then we have PA,Λ0 = 1 and
PA,Λ = 0 for any Λ ∈ k\{Λ0}. In this case, Proposition 3.12 gives no information about
the normality of A. In order to apply Proposition 3.12 to a construction of a criterion of
the normality of A, we need to replace A by a suitable operator possessing the informa-
tion of the normality of A so that the spectrum of the operator reduction contains at least
two elements in the following way.
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Proposition 3.20. Let A ∈ A be an element with ‖A‖ = 1 admitting the reductive func-
tional calculus in A . Then a c ∈ Ok satisfies σA (A + A (1−)) = {c + mk} if and only if
‖A − c‖ < 1, in which case A lies in A (1)× and c lies in O×k .
Proof. First, suppose σ
A
(A+A (1−)) = {c+mk}. Since A admits the reductive functional
calculus in A , we have A +A (1−) = z(k)
{c+mk}
= c +mk. It implies ‖A − c‖ < 1 and |c| = 1.
Next, suppose ‖A − a‖ < 1. Then we obtain (A +A (1−)) − (c +mk) = (A − c) + A(1−) =
0 ∈ A , and hence {c + mk} = σA (c + mk) = σA (A +A (1−)) after noting A , {0}. The
inequality ‖A − c‖ < 1 ensures |c| = 1. It implies 0 < σ
A
(A +A (1−)), and hence A lies
in A (1)× by Lemma 2.24. 
Corollary 3.21. Let V be a strictly Cartesian Banach k-vector space, and A a bounded
operator on V. Then σ
Bk(V)(A +Bk(V)(1−)) consists of a single element if and only if A
is reductively scalar.
Proof. The assertion follows from Proposition 1.38 and Proposition 3.20. 
Lemma 3.22. For any M = (Mi, j)ni, j=1 ∈ Mn(k), M − M1,1 is reductively scalar if and only
if M is scalar.
Proof. Since the (1, 1)-entry of M − M1,1 is 0, the assertion follows from the fact that a
matrix which possesses 0 in a diagonal entry is reductively scalar if and only if it is the
zero-matrix. 
Theorem 3.23. Let M = (Mi, j)ni, j=1 ∈ Mn(k) be a non-scalar matrix. Then M is diagonal-
isable by a unitary matrix in k if and only if Πkn(M − M1,1) ∈ Mn(k) is diagonalisable in
k and the matrix representation of the restriction of M − M1,1 to the M-stable subspace
ker
∏
λ∈Λ(M − M1,1 − λ)n ⊂ kn with respect to an orthonormal basis is diagonalisable
by a unitary matrix in k for any Λ ∈ Σ(M − M1,1), in which case σMn(k)(Πkn(M − M1,1))
contains at least two elements
Proof. We note that by [BGR84] 2.5.1/5, every subspace of kn is a strictly Cartesian Ba-
nach k-vector space and admits an orthonormal basis. The first assertion follows from
Proposition 1.38, Proposition 2.15, and Proposition 3.12, and the second assertion fol-
lows from Corollary 3.21 and Lemma 3.22. 
As a consequence, Theorem 3.23 yields an algorithm for a criterion of the diagonalis-
ability of a matrix by a unitary matrix, because the dimension of the representation space
strictly decreases in each recursive step of the decomposition of the representation space
induced by the eigenspace decomposition of the operator reduction.
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