In this paper, a fast identification algorithm for non-linear dynamic stochastic system identification is presented. The algorithm extends the classical orthogonal forward regression (OFR) algorithm so that instead of using the error reduction ratio (ERR) for term selection, a new optimality criterion, Shannon's entropy power reduction ratio (EPRR), is introduced to deal with both Gaussian and non-Gaussian signals. It is shown that the new algorithm is both fast and reliable and examples are provided to illustrate the effectiveness of the new approach.
Introduction
In system identification and modelling, the orthogonal forward regression (OFR) least-squares algorithm (Billings et al. 1988b , 1989a , Chen et al. 1989 ) has proved to be an effective algorithm for determining significant model terms or the model structure and the associated parameter estimates. The OFR algorithm involves a stepwise orthogonalization of the regressors and a forward selection of the relevant terms based on the error reduction ratio (ERR) criterion (Billings et al. 1989a) . In recent years, many variants of the OFR algorithm have been introduced to improve the performance of the algorithm including D-optimality OFR (Hong and Harris 2001) , variable pre-selection OFR (Wei et al. 2004) , piecewise linearization (Mao and Billings 1999) , minimal model structure detection (Mao and Billings 1997) etc. For the past two decades, the OFR algorithm and its variants have been successfully applied in a variety of fields in system identification and modelling (Billings et al. 1988a , 1989b , Aguirre and Billings 1995a ,b, Coca et al. 2000 , Coca and Billings 2001 , Liu et al. 2001 , Balikhin et al. 2005 .
A central part of the conventional OFR algorithm is the error reduction ratio (ERR). The ERR of a term represents the percentage reduction in the total mean square error by including this specific term in the final model. By selecting a term with a maximal ERR value during the implementation of the algorithm, a minimum of the mean square error can be achieved. Therefore, the OFR algorithm is basically minimizing a mean square error, the variance of the error in the case of zero-mean variables. This criterion is in line with the traditional approach in stochastic system identification and optimization problems. The main reason behind this choice of criteria is the assumption that most of the random variables in real-life may be sufficiently described by their second-order statistics, that is their mean and variance. It is well known that Gaussian random variables can be completely defined by the mean value and variance. Therefore, for linear Gaussian systems a criterion based on mean square error would be sufficient to extract all the necessary information from such systems (Papoulis 1991) . However, for non-linear non-Gaussian systems criteria that not only consider the mean value and variance, but also take into account the higher order statistical behaviour of the systems, are much desired. Some recently published papers have addressed this issue (Feng et al. 1997 , Stoorvogel and van Schuppen 1998 , Erdogmus and Principe 2002a ,b, Ta and DeBrunner 2004 . In this paper, differential entropy/Shannon's entropy power will be introduced as a new criterion for the non-linear stochastic system identification problem.
Entropy of a given random variable can be considered as a measure of the average information contained in the probability density function (pdf) of that specific random variable. When the entropy of a random *Corresponding author. Email: S. billings@sheffield.ac.uk variable is minimized, all moments of the error pdf including the second moments are constrained. It follows therefore that entropy as an optimality criterion extends the concept of mean square error. In particular, it can be shown that the differential entropy is proportional to its variance for Gaussian random variables, and thus minimizing entropy is equivalent to the minimization of the variance/mean square error for Gaussian variables. Using entropy as an optimality criterion has desirable advantages in the dynamic system identification problem because minimizing mean square error simply constrains the variance of the identification error between the observed response and the model response, which does not guarantee the capture of all the details of the underlying dynamics. In this paper, an extended OFR algorithm is proposed by accommodating differential entropy/Shannon's entropy power as an objective function instead of conventional mean square error. By making use of Shannon's entropy power inequality, a new quantityShannon's entropy power reduction ratio (EPRR) -is introduced as an extension of the ERR. It is shown that the model terms can be selected in the same way as the classical OFR algorithm, that is sequentially and independently. This is the main difference between the proposed method and existing methods such as in Erdogmus and Principe (2002a) .
The paper is organized as follows: x 2 presents a brief introduction to differential entropy and Shannon's entropy power including their estimates using a Parzen window and kernel function approach (Shwartz et al. 2005) ; in x 3, the classical OFR algorithm is reviewed first, the relationship between ERR and EPRR is discussed in detail, and the extended OFR algorithm is then presented; x 4 illustrates the proposed approach using numerical simulations and real data; and finally conclusions are given in x 5.
2. Differential entropy and Shannon's entropy power inequality
Differential entropy and its estimation
Differential entropy of a random variable X with a probability density function f X (Á) is defined as
Generally, differential entropy can be interpreted as a measure of randomness of X. In the case that X is a Gaussian variable with f X (x) as follows:
where " x is the mean value and 2 X is the variance, then it is easy to show that the differential entropy H(X) becomes
This clearly shows that minimising differential entropy is equivalent to the minimisation of the variance for Gaussian signals.
For a general random variable with finite variance 2 X < 1, Guo et al. (2005) have shown that the differential entropy of X, regardless of the distribution of X, can be represented as
where E{Á} denotes the expectation, EfXj ffiffiffi p X þ Ng is the conditional expectation, N $ N(0, 1) is the standard Gaussian which is independent of X. is understood as the (gain of the) signal-to-noise ratio of the Gaussian channel whose input is X.
From (4), it can be observed that the nongaussianness of X is given by one half of the integral of the difference of the minimum mean square errors achievable by a Gaussian input with variance 2 X and by X, respectively.
In practice, differential entropy can be estimated using a Parzen window and kernel function approach (Shwartz et al. 2005) . Let x 1 , x 2 , . . . , x N be a sample of a random variable X, then the Parzen window approximation of its probability density function f X (Á) isf
where K(Á) is the kernel function and h is the bandwidth of the kernel function. Parzen (1962) showed thatf X ðxÞ is an asymptotically unbiased estimator of f X (x) if lim N!1 hðNÞ ¼ 0 and the kernel function K(y) is a finite-valued nonnegative function satisfying Z Kðy, hÞdy ¼ 1:
A Gaussian kernel function is defined as
In practice, h can be selected according to Silverman's rule
in which is the standard deviation of the data.
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According to the Parzen window estimationf X ðxÞ in (5) of the probability density function and the definition of differential entropy, an estimation of differential entropy H(X) in (1) can be derived as follows:Ĥ
and if the kernel is Gaussian, this yields an estimate of the differential densitŷ
2.2 Shannon's entropy power inequality
Shannon's power entropy inequality gives a bound on the entropy of the sum of independent random variables as follows:
where X 1 , X 2 , . . . , X n are n independent random variables. The entropy power is maximum and equal to the variance when the random variable is Gaussian, and it follows that the essence of Shannon's entropy power inequality (11) is that the sum of independent variables tends to be ''more Gaussian'' than individual components. Note that if all of the random variables are Gaussian, (3) yields
Note that because the entropy power of X is exp(2H(X)), from (3), expð2HðxÞÞ ¼ 2e 2 X for X being Gaussian. This indicates that minimizing entropy power is also equivalent to the minimization of the variance for Gaussian signals.
For given samples x 1 , x 2 , . . . , x N of a random variable X, Shannon's entropy power of X can be approximately calculated according to the estimateĤðXÞ in (9) of differential entropy as follows expð2HðXÞÞ % exp 2ĤðXÞ
3. An extended orthogonal forward regression least squares algorithm
The classical OFR least-squares algorithm
Formally, the classical OFR least-squares algorithm can be stated as follows (Billings et al. 1988b) . Let p 0 (t), p 1 (t), . . . , p n (t) and y(t), t ¼ 1, 2, . . . , N be the series of observations. Denote Y ¼ (y(1), y(2), . . . , y(N))
T , i ¼ 0, 1, . . . , n, then the following linear regression model can be formed
where P ¼ (P 0 , P 1 , . . . , P N ) is the regression matrix,
T represents the unknown parameters to be estimated, and Ä ¼ ( (1), (2)
T is some modelling error vector. The three steps in the OFR algorithm are 1. Orthogonalization. The orthogonal decomposition P ¼ WA, where A is an (n þ 1) Â (n þ 1) upper triangular matrix with unity diagonal elements, of the regression matrix P provides an alternative representation of equation (14) Y
where W is an N Â (n þ 1) matrix with orthogonal columns
2. Term selection. The orthogonal least squares solution to g is given bŷ
The OFR least-squares algorithm selects the subset I, that is a subset of regressors in a forward-regression manner by maximizing the contribution of a regressor to the explained desired response variance, that is its ERR.
3. Parameter estimation. Once the parameters g i , i 2 I have been estimated using (16) the parameters i , i 2 I in the regression equation (14) can be calculated aŝ
Error reduction ratio (ERR) vs. Shannon's entropy power reduction ratio (EPRR)
Consider the above step 2, that is the term selection. This term selection procedure is actually based on the ERR values of each candidate terms. The rationale can be explained as follows (Billings et al. 1989a) .
For the regression problem (14), the orthogonalized version is that of equation (15). Taking the inner product to (15) gives
Substituting Y ¼ Wg þ Ä into the right hand side of (18) yields
that is
assuming that (t) is an independent noise sequence with zero mean and finite variance, and the orthogonality property of columns of the matrix W holds. The maximum mean square error is achieved when no terms are selected to give
Therefore, the reduction in mean square error by including a term W i g i (equivalently P i i ) in the model will be equal to
It follows that the reduction ratio as a result of including the term P i i is the percentage reduction in the total mean square error
which is defined as error reduction ratio (ERR). By selecting a term with a maximal ERR value at a time during the implementation of the algorithm, a minimum of the mean square error can be achieved. This clearly indicates that the above algorithm minimizes the mean square error
for any non-negative integer m n because of the orthogonality property. Note that under the assumption that has zero mean and finite variance, minimizing the mean square error hÄ, Äi is equivalent to minimizing the variance of . Now assume that all involved random variables w i are jointly Gaussian, then they are mutually independent because the orthogonality of Gaussian variables implies independence. It follows that Shannon's power entropy inequality holds, that is expð2HðyÞÞ ! expð2Hðw 1 g 1 ÞÞ þ expð2Hðw 2 g 2 ÞÞ þ Á Á Á þ expð2Hðw n g n ÞÞ þ expð2HðÞÞ: ð25Þ
This relationship can be explained as (19). The maximum entropy power of error (equivalently differential entropy of error) is achieved when no terms are selected to give expð2HðÞÞ ¼ expð2HðyÞÞ:
Equation (26) indicates that Shannon's entropy power of error can never go beyond the Shannon's entropy power of y for Gaussian stochastic systems. As in the ERR approach, to obtain a minimum of Shannon's entropy power or simply differential entropy of error, those terms with maximal Shannon's entropy values should be included in the regression model. As mentioned earlier, minimizing differential entropy is equivalent to the minimization of the variance for Gaussian variables while the ERR approach is designed to minimize such a variance. Since differential entropy has a more general meaning than that of variance for any random variables, it can be used to measure and form a term selection criterion for the general stochastic system identification problem. Following the above discussion, a new criterion, which is called the entropy power reduction ratio (EPRR), is proposed in this paper as follows.
Notice that Shannon's entropy power reduction ratio is, as a result of including the term w i g i or p i i , the percentage reduction in the total entropy power
When w i and y are zero-mean and Gaussian, using (3) and Hðw i g i Þ ¼ Hðw i Þ þ log jg i j, EPRR can be expressed as
Algorithm for system identificationFrom the definitions of ERR and EPRR, and (4), it can be shown that the EPRR for general random variables can be expressed as follows:
In practice, the EPRR values can be approximately calculated using (13)
P n k¼1 KðyðtÞ À yðkÞÞ P N k¼1 Kðw i ðtÞ À w i ðkÞÞ
3.3 A summary of the proposed extended OFR algorithm
T , i ¼ 0, 1, . . . , n be defined as before, where N is the length of the samples. Then the extended OFR algorithm can now be summarized as follows.
Step 1: For i ¼ 0, 1, . . . , n, let W 
.
Step l 1 1, l¸1: For 0 i n, i 6 ¼ h 0 , h 1 , . . . , h lÀ1 , calculate the orthogonal projection of P i on the linear subspace spanned by W 0 , W 1 , . . . , W lÀ1 as follows: 
where 0 < < 1 is a prescribed tolerance. This gives a subset model containing n s significant terms. Following the determination of the most significant terms W 0 , W 1 , . . . , W n s according to the above steps, estimates of the parameters i , i ¼ 0, 1, . . . , n s can be obtained. This can be done using the following equations:
where g i , i ¼ 0, 1, . . . , n s are calculated as follows:
in which
Remark 1: It is worth noting that the algorithm is developed under the assumption that the involved variables are mutually independent or uncorrelated with a jointly Gaussian distribution. There are some recent results about Shannon's entropy power inequality for dependent variables (Takano 1996 , Johnson 2004 ). The proposed algorithm projects the regression matrix into an orthogonal space which implies the involved variables are uncorrelated. Although uncorrelationness does not mean independence, it is, in practice, a good estimation of independence. The examples in this paper show that the extended OFR algorithm works well with this uncorrelationness.
Numerical simulations 4.1 Example 1: A linear system with Gaussian and non-Gaussian noise
Consider the following simple AR model:
where a 1 ¼ 1.8, a 2 ¼ À1.99, a 3 ¼ 1.422, a 4 ¼ 0.493, and a 5 ¼ 1.0. In order to apply the proposed extended OFR algorithm, system equation (41) was simulated where u(t) was a uniformly distributed random signal on the interval [0, 1] and two sets of data were collected for the cases where e(t) had a Gaussian ($N(0, 0.3 2 )) and a non-Gaussian probability distribution. Figure 1 shows the probability density function of the applied non-Gaussian noise.
The set of terms in an initial candidate model was set to be {1, y(t À 1), y(t À 2), y(t À 3), y(t À 4), y(t À 5), y(t À 6), u(t À 1)}. The identified results using the original and the extended OFR algorithms are shown in tables 1-4.
From tables 1 and 2 it can be observed that the selected significant terms (which are the terms in the original system model) and the parameter estimates are exactly the same (which are very close to the real values) for both algorithms with Gaussian noise, and in this case the ERR values and EPRR values for each selected terms are almost identical. This is because the noise is Gaussian, which verifies the theoretical results, that is that minimizing entropy is equivalent to the minimization of variance for Gaussian signals. Furthermore, the estimated higher moments of the errors from both algorithms are coincident (figure 2):
À4 . Note that the errors from both algorithms for Gaussian noise have approximated to a Gaussian distribution. This can be observed from figure 3 which is the error probability density function estimate calculated using Parzen windowing and Gaussian kernel functions for both algorithms. Therefore, the extended OFR algorithm is equivalent to the original OFR for such Gaussian systems. However, for non-Gaussian noise the results are different. The both algorithms were applied to only 250 data samples. Tables 3 and 4 show that the ERR values and EPRR values are different although all of the correct terms have been selected in the right order by both algorithms. An investigation shows that the higher moments for both algorithms are different as well (figure 4): for the extended OFR algorithm 3 ¼ 2.1649e À 001, 4 ¼ 3.7500e þ 000, 5 ¼ 1.6182e þ 000, 6 ¼ 1.5914e þ 001, 7 ¼ 1.0305e þ 001, Table 3 . Example 1: The terms and parameters of the final model using the OFR algorithm with non-Gaussian noise.
Terms
Estimates ERR y(t À 1) 1.8943e þ 000 6.0571e À 001 y(t À 2) À2.0847e þ 000 1.0686e À 001 y(t À 3)
1.5131e þ 000 1.7171e À 001 y(t À 4) À4.6361e À 001 1.7349e À 002 u(t À 1) 9.3274e À 001 1.8833e À 002 y(t À 6) 8.3858e À 002 3.4688e À 003 Table 4 . Example 1: The terms and parameters of the final model using the extended OFR algorithm with non-Gaussian noise.
Terms Estimates ERR EPRR y(t À 1) 1.9525e þ 000 6.0571e À 001 6.1069e À 001 y(t À 2) À2.1947e þ 000 1.0686e À 001 1.6527e À 001 y(t À 3)
1.6282e þ 000 1.7171e À 001 2.3360e À 001 y(t À 4) À5.4922e À 001 1.7349e À 002 2.7551e À 002 u(t À 1) 9.5545e À 001 1.8833e À 002 2.6300e À 002 y(t À 6) 8.6435e À 002 3.4688e À 003 5.2878e À 003 and for the original OFR algorithm 3 ¼ 3.2098e À 001, 4 ¼ 3.7645e þ 000, 5 ¼ 2.2762e þ 000, 6 ¼ 1.5313 e þ 001, 7 ¼ 1.4379e þ 001. The extended algorithm provides a better estimate for the higher moments than the original OFR algorithm does. It can also be observed from figure 5 , that there is a significant difference between the estimated probability density functions of errors from the two algorithms. Those observations reveal that instead of the minimization of conventional mean squares error, minimizing entropy/ entropy power does introduce more information into the solution.
Example 2: A non-linear and non-Gaussian system
Consider the following non-linear system
where
2 ) with ¼ 1. The modelling data were generated by exciting equation (42) with a non-Gaussian process. The non-Gaussian process utilized was a Poisson process with a rate parameter l ¼ 1 so that u(t), t ¼ 1, 2, . . . are i.i.d. exponential distributed random variables with parameter l ¼ 1. To apply the algorithm, a set of 1000 data points were used for identification and the approximation space was set to be that of polynomial functions of maximal degree two. The identified models are listed in tables 5 and 6.
From tables 5 and 6 it can be observed that the extended OFR algorithm successfully selects all the correct terms and produces good parameter estimates but the original algorithm fails. The reason for this may come from the fact that the additive Gaussian noise w(t) is mistakenly treated as a constant term by the original algorithm because the algorithm is seeking the terms prodecing maximal reduction of the overall variance. The example clearly shows that the extended algorithm is much better than the original one in this case.
Prediction of the Dst index in Geophysics
Dst is a geomagnetic index which monitors the world wide magnetic storm level. It is generally constructed by averaging the horizontal component of the geomagnetic field from mid-latitude and equatorial magnetograms from all over the world. Negative Dst values indicate a magnetic storm is in progress, the more negative Dst is the more intense the magnetic storm. The negative deflections in the Dst index are caused by the storm time ring current which flows around the Earth from east to west in the equatorial plane. The ring current results Error value Estimated probability density 
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L. Z. Guo et al. from the differential gradient and curvature drifts of electrons and protons in the near Earth region and its strength is coupled to the solar wind conditions. Only when there is an eastward electric field in the solar wind which corresponds to a southward interplanetary magnetic field (IMF) is there any significant ring current injection resulting in a negative change to the Dst index. In addition to the ring current, other currents such as the current along the magnetopause, a boundary between the terrestrial magnetosphere and the solar wind, also provide some contribution to the evolution of the Dst index. Due to the importance of the Dst index, it is highly desirable to be able to predict its values. However, the relationship between the Dst index and the evolution of the ring, magnetopause and magnetotail currents under the influence of the solar wind is extremely complicated. In this study a low dimensional input-output dynamical system model of the magnetosphere will be identified directly from observations using the new approach, in which the input is the product of the solar wind velocity V and the southward component of the solar wind magnetic field Bs and the output is the Dst index. Note that the input was calculated using the plasma velocity and magnetic field measurements from the Wind satellite. The effects of other factors on the system will be neglected in the present study. A set of 1580 pairs of samples of the input and output were collected from satellites with a sampling period of one hour and the data are shown in figure 6 . A polynomial NARMAX model with input lag 3 and output lag 7 and non-linear degree 2 was used to fit the measured data. The identified final model using the first 500 pairs of data and the extended OFR algorithm is shown in table 7, which indicates that only 7 out of 66 candidate terms are selected to yields a very simple non-linear model. A comparison of the test results, that is the output data, the model predicted output and onestep-ahead predicted output, are shown in figure 7 . The error probability density function estimate calculated using Parzen windowing and Gaussian kernel functions is shown in figure 8 . The higher moments for the new algorithm are 3 ¼ À0.83544 Â 10 2 , 1. Both the model predicted and one-step-ahead predicted outputs are good. The model predicted output is not as good as the one-step-ahead predicted output but this is to be expected because model predicted output is a much more severe test than one-step-ahead predictions. However, the model predicted output shows good long-term predictions and gives more confidence in the identified model comparing with the onestep-ahead prediction. Such a model with long-term predictive ability provides a basis for any further analysis and control of the underlying dynamics. 2. Figure 8 shows that the modelling errors have approximated to a Gaussian distribution, which is different from the estimated pdf from the conventional OFR algorithm. 3. From the final model it can be observed that the main influence of the input (VBs) on the system current output (Dst) is approximately two hours behind (only u(t À 1), u(t À 2) appear in the final model) whilst the influence of the past Dst index on the Dst index is approximately seven hours behind (y(t À 7) appears in the identified model). 4. The discrepancy between the model predicted values and the measured values of Dst may result from the errors between the real values of the entropy/ Shannon entropy power and the estimated values using Parzen windowing and Gaussian kernel functions, high dependence between some candidate model terms, and/or the other factors which actually affect the system dynamics but were not included in the current model.
Conclusions
An extended OFR algorithm for the identification of both the model terms or structure and the unknown parameters of non-linear stochastic systems with Gaussian and non-Gaussian noise has been introduced. It has been shown that by using entropy/entropy power as an optimality criterion, the identification ability of the conventional OFR algorithm can be enhanced. The introduction of EPRR in the extended OFR algorithm not only retains the advantages of the OFR algorithm, that is terms can be selected in a fast, simple, and independent way, but also takes into account the higher statistical behaviour of the systems and signals.
In this sense the proposed algorithm can be considered as an extension of the conventional OFR algorithm. The method has been tested on both simulated and real data and was shown to perform very well. Error value Estimated probability density 
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