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I n t r o d u c t i o n
The relaxation method, in an ultimate analysis, is concerned with the solution of simultaneous algebraic equations. The equations may be known exactly, as in systems with finite degrees of freedom, or they may represent finite-difference approxima tions to a differential equation. R. V. Southwell (1940) has shown in his book and in a series of papers published by the Royal Society (Southwell et ad. 1938-43), the power of relaxation methods in solving such equations. Almost any given set of equations can be solved to any desired order of accuracy. For finite systems, the problem is then completely solved, but for differential equations it is also necessary to investigate the accuracy of the finite-difference approximations. This is a problem outside the scope of relaxation methods and for this reason has received only passing attention in Southwell's series, which has aimed chiefly at extending the use of relaxation methods to more and more problems of engineering interest. For such problems high accuracy is not particularly necessary nor even desirable, but differential equations of similar type are of frequent occurrence in problems of pure and applied mathematics, and it is often very necessary either to have an accurate solution or to know the degree of accuracy of any approximate solution.
This paper makes full use of the theory of finite differences in an attempt to show how, in many cases, the accuracy attainable by relaxation methods can be brought comparable to that attained when, for example, standard step-by-step methods are used for the numerical integration of ordinary differential equations.
Section 1 gives the basic finite-difference equations and indicates the methods of solution adopted. In § 2 examples are given of the solution of ordinary differential equations, the second of which is non-linear. Section 3 deals with two examples of [ 31 ] L. Fox the solution of equations of the Poisson type, and § 4 brings eigen-value problems into the scope of the method. Finally § 5 gives examples of its application to more difficult problems involving curved boundaries. Of the eight examples treated, all but one have an analytical solution, so that the accuracy of the relaxation solutions is known exactly. The differential equations considered in this paper are of the second order, and the only boundary condition is that in which the function is prescribed on a closed boundary. Treatment of other differential equations and boundary conditions, in particular the class in which some derivative is specified at a boundary, is reserved for a subsequent paper. The treatment of singularities is likewise omitted. Any finite-difference method must necessarily break down in the neighbourhood of a singular point, and special methods have to be devised, depending on the type of the existing singularity.
F i n i t e -d i f f e r e n c e e q u a t i o n s
The notation used conforms to what is now fairly standardized for finite differ ences. The symbol A? denotes the nt\\ forward difference at the pivotal point r, 8? the corresponding central difference at the same point, and the interval of tabula tion is throughout denoted by the letter h. The suffix means ' in the ^-direction ' or 'in the y-direction', and other symbols are self-explanatory.
Derivatives can be expressed in terms of differences by known formulae in the theory of finite differences (Tables 1942). ¥ 0 = ^0-K + W T --(1)
and similarly for higher orders. The differences are arranged according to the following scheme:
etc. etc.
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For the application of relaxation methods it is convenient to write equations (1) and (2) in the alternative forms
Laplace's operator in Cartesian co-ordinates x and y can then be expressed in the form^2 For problems in two variables it is not of course necessary to use the same interval in each variable. The interval will usually depend on the shape of the boundary and the behaviour of the function, and may also be different in different parts of the field. The use of a constant interval, however, makes for simplicity in the writing of the equations.
Southwell obtains (Christopherson & Southwell 1938) an equation analogous to (5) in the form
in which coefficients of powers of h higher than the second are uncertain. It can be shown that differences can be expressed in terms of derivatives (Tables 1942), the  relevant in which no terms of the form d*fjdx2dy2, etc., appear. In the use by relaxation methods of equations like (7) it has been customary to ignore the right-hand side of that equation, and to proceed by stages to such a small interval that the neglected terms were in fact negligible. This has several dis advantages. First, a very great number of points have often to be taken in the relaxation process to ensure the vanishing of the difference correction, and the difficulty and labour of obtaining an accurate solution to the simultaneous equations increases rapidly with the number of equations involved. Secondly, derivatives of the computed function are often required in practical problems, and equations like (1) and (2) show that the nth derivative depends for its accuracy on the nth difference, which gets small with the interval of tabulation. Thirdly, the criterion used initially for the legitimacy of neglect of difference corrections, namely that relaxation on successive meshes gives the same result, has tended to be ignored in later applications. Vol. 190 . A.
L. Fox
The experienced user of step-by-step methods of integration will be familiar with at least the first two of the difficulties outlined. In general, the best interval to use is the one for which the differences of the function converge reasonably quickly. The standpoint adopted in this paper follows this general rule, and equations like (5) are used to the full whenever they are convergent. In practice it is found that fifth and higher differences can usually be ignored.
The general method of solution is then as follows. First, the difference corrections are ignored, and a first approximation obtained by relaxation methods in the usual way. These values are then differenced, and, if the differences are obviously con verging, the difference corrections are calculated and entered as a new residual, to be relaxed in turn. This is continued until the full finite-difference equations are satisfied. The actual details depend on the type of differential equation considered, but for linear equations the procedure can be expressed mathematically as follows. In eigen-value problems or in problems involving non-linear differential equations or boundary conditions solutions cannot be superposed in this way, but the required modifications are fairly obvious. The essential requirement is that the final solution, however it is obtained, should satisfy the full finite-difference equations at every point.
This method of solution, when it can be used, goes far towards removing the three disadvantages quoted, and gives greater accuracy with less labour. Some examples of its application are given in the following sections.
Ordinary differential equations
The solution of an ordinary differential equation of the second order and first degree is in general completely defined when two boundary conditions are specified. The common types of boundary condition are those in which either the function and its first derivative are known at one end of the range of integration, or the value of the function is specified at each end of the range. Relaxation methods are needed only for the second type of boundary condition. This is appropriate since step-bystep methods cannot be applied directly to such problems, but work very well for problems governed by the first type of boundary condition. As a check on the extrapolation, or as an alternative method of computation, A may itself be plotted to obtain the required values at the points adjacent to the two ends of the range. The combined effect of fifth and higher differences in the computation of A is small enough to be ignored.
L. Fox
The first c o r r e ctio n / (1>, which satisfies the equations 2 -5 / p + l •5/tt)1--4 /^+ 4 ( / f ) -0, is then obtained, and its values are given in table 2. Further corrections are found to be negligible, and the solution is therefore given by the sum o f / (0) a n d /(1). It is desirable, however, to test this solution in equation (9), since the accumulation of unliquidated residuals in the partial solutions may affect the correct rounding-off at some points. Table 3 a n a ly t ic a l given on the right of table 3, bear out this conjecture, and show that the maximum error in the final result is less than 1 unit, compared with a maximum of 8 units when the difference correction is ignored. Since only two figures were taken in the computation, the increased accuracy is important.
Example 2
The second example is taken from a problem submitted to the author by Mr Gains borough, of the Radio Division, National Physical Laboratory. In experiments connected with the electrical heating of a wire it was desired to obtain solutions of the differential equation The differences of the functions indicate that the difference correction is negligible in the first case, and would affect the second solution only very slightly.
As H increases, the fourth differences become more significant. For H = 10~3, the first approximation T*® and its differences are shown in table 5. 
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For all points except x -0*1, the difference correction d (T (0)), given on the right of table 5, is immediately calculable. At x = 0*1 the to extrapolate, and an alternative method is used. The required fourth difference is built up from the second difference at x -0-0, second derivative at x = 0*0, immediately calculable from the differen in the form in which all but the first term on the right is neglected. The second difference thus obtained, and the third and fourth differences built up from it, are shown in brackets in table 5, as is also the computed difference correction at 0*1. It is clear that this process entails no very great error.
When the difference corrections zl(T(0)) are entered as a new residual, the solution is changed to that given in table 6. Further corrections are found to be negligible. This solution is not completely reliable, since sixth and higher differences, not completely negligible, were ignored in the computation of the difference correction. From work done at smaller intervals, however, it is found that the maximum error in this solution is only 2 units, compared with an error of 20 units when the difference correction is ignored at this interval.
When H is increased still further to 5 x 10-3, differences at an interval of 0*1 become divergent, and the interval 0*05 has to be taken. Table 7 gives the first approximation T{0) and its differences, the computed values of A(Tm), and the corrected solution T. The difference correction is not negligible until the interval is reduced by a factor 4, and the result obtained from work done at this interval nowhere differs by more than 1 unit from the solution given on the right of table 7. The application of the difference correction on the coarse mesh thus reduces the maximum error from 37 units to 1 unit, and the saving of labour and the accuracy obtainable for non-linear equations of this type is clearly demonstrated.
P artial differential equations
The use of the difference correction takes on additional importance when relaxa tion methods are used for the solution of partial differential equations. It is here most important to use as large an interval as possible, for the number of equations is multiplied by four when the interval is halved, and the difficulty of obtaining accurate solutions is correspondingly increased.
Example 3
Consider, as a simple example, the differential equation
with the boundary condition w -0 on the lines ± 1, only one semi-quadrant of the square need be considered, and it will be convenient to take the constant in equation (12) 
With an interval h -1, there is only one point inside the field, and the as shown in figure 1. Here no correction for differences can be made, since A is incalculable.
For the smaller interval h -the first approximation w/0), obtained from the first of equations (14) is shown in figure 2.
When these values are differenced (there are only two independent lines of points) only one fourth difference can be obtained on each line, and as usual it is necessary to extrapolate this difference for points adjacent to the boundary. One assumption is that the fourth difference is constant, but this can be improved upon by a method similar to that used in example 2. This consists of applying the differen-tial equation at points on the boundary, at which the second derivative in one direction is known (zero in this case). The other second derivative can thus be calculated, and from it a reasonably accurate assumption for the second difference at the boundary. From this the fourth difference at points adjacent to the boundary can be built up. The differences, with extrapolated values given in brackets, are shown in table 8. The solution of figure 5 is not completely reliable, since sixth differences were ignored in the computation of the difference correction, which has in addition small errors at points adjacent to the boundary due to the extrapolation described above. Comparison with the analytical solution given below (figure 10) shows, however, that its maximum error is only one unit, compared with a maximum of 34 when the difference correction is neglected.
The difference correction is not negligible even at the smaller interval h = \. When these values are differenced, as shown in table 9, enough fourth differences are obtainable to enable the required extrapolation to be made without the special device previously used. Extrapolated values are as usual given in brackets. 
where With the difference correction neglected, the first approximation 0 (o) for a mesh of length h -J is shown in figure 12. When these values are differenced with a view to the computation of the difference correction, the usual extrapolation is necessary for points adjacent to the boundary. The method used is that of the last example. Satisfaction at boundary points of the first of equations (17) in which A is neglected, gives a reasonably accurate estimate for points on mesh lines external to the boundary, and from these the required differences can be obtained. In table 10 
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Eigen-value problems
The application of the difference correction in eigen-value problems presents no extra difficulty. In Allen et al. (1942) It is fairly obvious from the form of the differential equation that the difference correction will in general be roughly proportional to the functional value, and hence the correction to the eigen-value will be far more significant than the correction to the mode. This is found to be the case in the examples which follow.
Solution of ordinary and partial differential equations Example 5
A first example is provided by the determination of the mode and eigen-value of the fundamental vibration of a square membrane, the first problem treated in Allen et al. (1942) .
If the side of the membrane has unit length, the analytical solution is known to be When these values are differenced, estimates for the fourth differences at points adjacent to the boundary are obtained by the method used in example 3. Table 11  gives When the difference correction is computed, using only the fourth difference, the values of V2w are all greater than those given by the approximate formula, and the new eigen-value is found to be h2 A = 1-229 or A = 19-66.
The resulting residuals are found to be negligible, and hence the approximate solution uf® is unchanged. It does, in fact, agree accurately with the analytical solution. Figure 24 gives the final solution, together with the more accurate values of W2w.
The computed eigen-value has an error of 0-4 %, compared with 5 % when the difference correction is ignored. The only source of error in the final solution is the neglect of sixth differences and the extrapolation at the boundary.
In the treatment of the same problem in Allen et al. (1942) (for which the computa tions were performed by the present writer) a value A = 19-652 was obtained on a mesh twice as fine as that of figure 24. It was remarked at the time that the applica tion of Rayleigh's principle gave a value for A which was less than the correct result, contradicting the theorem that, for the gravest mode, an overestimate will be obtained. This was put down to the use of approximate quadrature formulae in the double integration, but it is now clear that the main source of error was the neglect of fourth and higher differences in the computation of the Laplacian. Example 7 The method is first illustrated by reworking the problem of example 3, choosing now an interval such that no mesh points fall on the boundary.
In figure 29 the basic interval is 0-4, so that all points adjacent to the boundary are half an interval away from it, that is, the value of x in equation (24) It should be noted that the differencing of the function not only gives the difference correction, but also enables a rapid estimate to be made, from equation (23) for example, the size of the neglected fifth differences indicates that closer accuracy could not be expected on this mesh.
The results obtained by this method may be compared with those given by the methods of Christopherson & Southwell (1938) and Christopherson (1940) . The former maintains the simplicity of the method by retaining only the first difference in equation (23), whilst the latter is content to include second differences. Both authors ignore the difference correction. Figures 35 and 36 give respectively the results given by the methods of Southwell & Christopherson.
Christopherson's solution is in this case more accurate than that of Southwell, but it is a fortuitous circumstance that his two sources of error cancel out to a large extent. In the next example, in fact, Christopherson's result is less accurate than Southwell's.
Example 8 When is differenced, two fourth differences are obtainable on each line, and extrapolated values are obtained by assuming, the fifth difference constant. Third as well as fourth differences are required in the r-direction. The differences are given in table 13. It is immediately clear from table 13 that the neglect of fifth and higher differences in equation (23), from which equations (30) were derived, will lead to small errors, greatest where the lines r = 1*2 and on the line r = T4, though of the same magnitude as that on = 1-2, is multiplied by a very small coefficient in the interpolation formula, and is therefore not so significant.
The difference corrections are then obtained, using differences up to the fifth in the computation. It is seen that the maximum errors occur at points nearest to the boundary, and they are due partly to the extrapolations necessary for the calculation of the difference correction at these points, and partly to the neglect of fifth and higher differences in the formulae used for the satisfaction of the boundary condition. 
Conclusion
In this paper the standard use of relaxation methods has been extended by the inclusion of terms usually neglected in the finite-difference equations involved. The solution obtained by neglecting these terms is called the first approximation, from which close estimates for the neglected terms, called the difference correction, are obtained. These in turn represent new residuals, from which follow a correction to the first approximate solution. By this means the full finite-difference equations are satisfied.
The method is applied to eight examples, covering ordinary and partial differential equations, eigen-value problems, and problems involving curved boundaries. In each case solutions are obtained to a high degree of accuracy. The use of coarser meshes, possible by this treatment, greatly reduces the number of equations for solution, and hence better accuracy is achieved with less labour. The use of differ ences also enables good estimates to be obtained for the position and magnitude of any remaining errors involved in neglecting higher order differences. The work described above has been carried out as part of the research programme of the National Physical Laboratory, and this paper is published by permission of the Director of the Laboratory.
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