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1. Introduction
Fractional calculus is considered as a branch of mathematical analysis that deals with
the investigation and applications of integrals and derivatives of arbitrary order. Therefore,
fractional calculus is an extension of the integer-order calculus that considers integrals and
derivatives of any real or complex order [1], i.e., unifying and generalizing the notions of
integer-order differentiation and n-fold integration. Various forms of fractional operators
have been introduced over time, such as the Riemann–Liouville, Grünwald–Letnikov,
Weyl, Caputo, Marchaud, or Hadamard fractional derivatives. The first approach is the
Riemann–Liouville one, which is based on the iteration of the classical integral operator
for n times and then considering Cauchy’s formula where n! is replaced by the Gamma
function; hence, the fractional integral of non-integer order is defined. Results on the
existence and stability of solutions of implicit fractional differential equations can be found
in [2–4]. In this article, we study the fuzzy sets’ matrix valued with the generalized t-norms,
to define a matrix-valued fuzzy k-Banach space (in short MV-k-FB-space) and introduce a
new class of matrix-valued fuzzy controllers. We apply the Radu–Miheţ method to get an
approximation for a class of ψ-Hilfer fractional Volterra integro-differential equations [5] in
the matrix-valued fuzzy k-normed spaces (MVF-k-N-spaces).
The paper is organized as follows. In the next section, we present the definition of
the generalized t-norm and define the matrix-valued fuzzy k-normed space. Next, we
introduce the matrix-valued fuzzy controllers and the concept of Hyers–Ulam–Rassias
stability. In Section 3, we apply the Radu–Miheţ method derived from the alternative fixed
point theorem to study the Hyers–Ulam–Rassias stability of fractional Volterra integro-
differential equations in MVF-k-B-spaces. In Section 4, we investigate the Hyers–Ulam–
Rassias stability of fractional Volterra integral equations in MVF-k-B-spaces. In Section 5,
we present some examples to illustrate our main results.
Axioms 2021, 10, 63. https://doi.org/10.3390/axioms10020063 https://www.mdpi.com/journal/axioms
Axioms 2021, 10, 63 2 of 20
2. Preliminaries
Here, we let E1 = [0, p], E2 = (0, ∞), E3 = (0, 1], E4 = [0, ∞], E5 = [0, 1] (note that




q1 . . .
qn
 = diag[q1, · · · , qn], q1, . . . , qn∈E5
,
where diagMn(E5) is equipped with the partial order relation:
q = diag[q1, · · · , qn], b = diag[b1, · · · , bn] ∈ diagMn(E5),
q  b⇐⇒ qi ≤ bi for every i = 1, . . . , n.
Furthermore, q ≺ b denotes that q  b and q 6= b; q  b and ai < bi for every
i = 1, . . . , n. We define e = diag[e, . . . , e] in diagMn(E5) where e∈E5. For instance, 1 =
diag[1, . . . , 1] and 0 = diag[0, . . . , 0].
Now, we define a class of t-norms [6,7] on diagMn(E5).
Definition 1. ([6–8]) Consider the generalized t-norm (GTN)~ : diagMn(E5)×diagMn(E5)→
diagMn(E5), which satisfies the following conditions:
(a) (∀q∈diagMn(E5))(q~1) = q) (boundary condition);
(b) (∀(q, b) ∈ (diagMn(E5))2)(q ~ b = b ~ q) (commutativity);
(c) (∀(q, b, c) ∈ (diagMn(E5))3)(q ~ (b ~ c) = (q ~ b)~ c) (associativity);
(d) (∀(q1, q2, b1, b2) ∈ (diagMn(E5))4)(q1  q2 and b1  b2 =⇒ q1 ~ b1  q2 ~ b2)
(monotonicity).




(qk ~ bk) = q ~ b,
then ~ on diagMn(E5) is the continuous GTN (CGTN). Now, we present some examples of the
CGTN.
(1) Define ~M : diagMn(E5)× diagMn(E5)→ diagMn(E5), such that,
q ~M b = diag[q1, · · · , qn]~M diag[b1, · · · , bn] = diag[min{q1, b1}, · · · , min{qn, bn}],
then ~M is the CGTN (minimum CGTN);
(2) Define ~P : diagMn(E5)× diagMn(E5)→ diagMn(E5), such that,
q ~P b = diag[q1, · · · , qn]~P diag[b1, · · · , bn] = diag[q1.b1, · · · , qn.bn],
then ~P is the CGTN (product CGTN);
(3) Define ~L : diagMn(E5)× diagMn(E5)→ diagMn(E5), such that,
q ~L b = diag[q1, · · · , qn]~L diag[b1, · · · , bn] = diag[max{q1 + b1 − 1, 0}, · · · , max{qn + bn − 1, 0}],
then ~P is the CGTN (Lukasiewicz CGTN).
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We consider the set of matrix-valued fuzzy functions (MVFFs) Φ, which are left contin-
uous and increasing functions ϕ : (E1)k×(E2)n → diagMn(E3), where~t = (t1, · · · , tn) ∈
(E2)n. Furthermore, limt→+∞ ϕ(p1, · · · , pk,~t) = 1 for any p1, · · · , pk in E1.
As an example, the matrix-valued fuzzy function ϕ : (E1)k × (E2)3 → diagMn(E3):









t2 + ‖p1, · · · , pk‖
, exp
(





In Φ, we define “ ′′ as follows:
ϕ - φ ⇐⇒ ϕ(p1, · · · , pk,~t)  φ(p1, · · · , pk,~t), ∀~t ∈ (E2)n and p1, · · · , pk∈E1.
Definition 2. Consider the CGTN ~, a vector space V, and the matrix-valued fuzzy set (MVFS)
Θ : Vk×(E2)n → diagMn(E3). In this case, we define a matrix-valued fuzzy k-normed space
(MVF-K-N-space) (V, Θ,~) as:
(MVF-K-N1) Θ(v1, · · · , vk,~t) = 1 if and only if v1, · · · , vk are linearly dependent and
~t ∈ (E2)n;
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(MVF-K-N2) Θ(αv1, · · · , vk,~t) = Θ(v1, · · · , vk,
~t
|α| ) for all v1, · · · , vk ∈ V and α ∈ C
with α 6= 0;
(MVF-K-N3) Θ(v0 + v1, v2, · · · , vk,~t +~s)  Θ(v0, v2, · · · , vk,~t)~ Θ(v1, v2, · · · , vk,~s)
for all v1, · · · , vk ∈ V and any~t ∈ (E2)n and~s ∈ (E2)n;
(MVF-K-N4) limt→+∞ Θ(p1, · · · , pk,~t) = 1 for any~t ∈ (E2)n.
A complete MVF-k-N-space is called a matrix-valued fuzzy Banach space (MVF-k-B-
space).
As an example, the matrix-valued fuzzy k-norm (MVF-k-N) Θ,
Θ(v1, v2, · · · , vk,~t)
= diag
[




t2 + ‖v1, v2, · · · , vk‖






Define a matrix-valued fuzzy k-norm, and (V, Θ,~M) is an MVF-k-N-space; here,
(V, ‖ · ‖) is a k-normed vector space. In this paper, we assume that ~ = ~M.
Theorem 1 ([9,10]). Let (W, d) be a complete E4-valued metric space, and let Λ : W → W be












< ∞ for every n ≥ n0;
(ii) the fixed point $∗ of Λ is the convergent point of sequence {Λnρ};
(iii) in the set U = {$ ∈W | d(Λn0 ρ, $) < ∞}, $∗ is the unique fixed point of Λ;
(iv) (1− Ł)d($, $∗) ≤ d($, Λ$) for every $ ∈ U.
Definition 3 ([5]). Let Ω : (a, b) → R (0 < a < b < ∞) be a finite interval and κ >
0. Furthermore, let ψ(p) be an increasing and positive monotone function on (a, b], having a
continuous derivative ψ′(p) (we denote the first derivative as ddt ψ(p) = ψ
′(p) on (a, b)). The left-






Aκψ(p, s)Ω(s)ds, a < p, (1)
where Aκψ(p, s) := ψ′(p)(ψ(p)− ψ(s))κ−1. The right-sided fractional integral is defined in an
analogous form.
As the aim of this paper is to present some types of stabilities involving a class of
fractional integro-differential equations by means of a ψ-Hilfer fractional operator, we
introduce such a fractional operator.
Definition 4. [5] Let κ ∈ E̊5, Ω be an integrable function on E1 and ψ ∈ C1(E1) be an increasing
function with ψ′(p) 6= 0, for each p ∈ E1. Define the ψ-Hilfer fractional derivative as:









I (1−τ)(1−κ);ψ0+ Ω(p). (2)
Consider the ψ-Hilfer fractional Volterra integro-differential equation, defined by:
HDκ,τ,ψ0+ Ω(p) = S(p, ω(p)) +
∫ p
0
M(p, σ, Ω(σ))dσ, (3)
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where S(p, ω(p)) is a continuous function (CF) with respect to the variables p, ω, and also,
M(p, σ, Ω(σ)) is a CF with respect to p, σ and Ω on E1, κ ∈ E◦5 , τ ∈ E5, S : E1 × V → V,
andM : E1 × E1 ×V → V.
Let function φ : (E1)k×(E2)n→diagMn(E3) be a matrix-valued fuzzy function. Equation (3)






p1 Ω(p1)− S(p1, Ω(p1))−
∫ p1
0
M(p1, σ1, Ω(σ1))dσ1, · · · ,
0D
κ,τ,ψ





φ(p1, · · · , pk,~µ),
for p1, · · · , pk ∈ E1, and we can find a solution Υ(p1) · · · , Υ(pk) of Equation (3) such that
for some r > 0,
Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk),~µ)φ
(





Using the Radu–Miheţ method, we study the Hyers–Ulam–Rassias stability of the
ψ-Hilfer fractional Volterra integro-differential equation (3) in MVF-k-B-space (V, Θ,~).
Our results can be applied to improve recent results [5], and by the methods used in this
paper, we can extend some fractional Volterra integro-differential equations in MVF-k-B-
spaces [11–14].
3. Best Approximation ψ-Hilfer Fractional Volterra Integro-Differential Equation
In this section, we apply the Radu–Miheţ method derived from Theorem 1 to study
the Hyers–Ulam–Rassias stability of functional Equation (3); for more details, we refer
to [15,16]. Consider the MVF-k-B-space (V, Θ,~) and matrix-valued fuzzy function (MVFF)
φ : (E1)k×(E2)n → diagMn(E3). We set:
B := {Ω : E1 → V, Ω is differentiable}
and define a mapping d from B× B to E4 by:
d(Ω, Υ) = inf
{
























∀ Ω, Υ ∈ B, p1, · · · , pk ∈ E1, ~µ∈(E2)n
}
.
Theorem 2. (B, d) is a complete E4-valued metric fuzzy space.
Proof. First, we show that (B, d) is an E4-valued metric fuzzy space.
We show that d(Ω, Υ) = 0 if and only if Ω = Υ. Let d(Ω, Υ) = 0; we have:
inf
{













Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk),~µ)φ
(





∀ Ω, Υ ∈ B, p1, · · · , pk ∈ E1, ~µ ∈ (E2)n
}
= 0















Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk),~µ)φ
(




















Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk),~µ) = 1
Thus, Ω(p1, · · · , pk) = Υ(p1, · · · , pk) for every p1, · · · , pk ∈ E1, and vice versa. It is
straight forward to show d(Ω, Υ) = d(Ω, Υ) for every Ω, Υ ∈ B. Now, let d(Ω, Υ) = e1 ∈ E2














Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk),~µ)  φ
(



















Θ(Υ(p1)−ω(p1), · · · , Υ(pk)−ω(pk),~µ)  φ
(
















pk ω(pk), (e1 + e2)~µ
)
~






























Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk), e1~µ)~ Θ(Υ(p1)−ω(p1), · · · , Υ(pk)−ω(pk), e2~µ)
]
 φ(p1, · · · , pk,~µ)~ φ(p1, · · · , pk,~µ)
= φ(p1, · · · , pk,~µ)
and so, d(Ω, ω) ≤ e1 + e2. Thus, d(Ω, ω)≤d(Ω, Υ) + d(Υ, ω). Now, we are ready to prove
(B, d) is complete. Suppose that {Ωk}k is a Cauchy sequence in (B, d). Let p1, · · · , pk ∈ E1.
Assume that ~v ∈ (E2)n and λ ∈ E5◦ are arbitrary, and consider ~µ ∈ (E2)n such that
φ(p1, · · · , pk,~µ)  1− λ for each λ in (0, 1). For e~µ < ~v, choose k0 ∈ N such that:
d(Ωk, Ω`) < e ∀ k, ` ≥ k0.





























Θ(Ωk(p1)−Ωl(p1), · · · , Ωk(pk)−Ωl(pk), e~µ)
















and Θ(Ωk(p1)−Ωl(p1), · · · , Ωk(pk)−Ωl(pk),~v)  1− λ, i.e., the sequences




p2 Ωk(p2), · · · ,0D
κ,τ,ψ
pk Ωk(pk)}k
are Cauchy in complete space (V, Θ,~) on compact set E1, so they are uniformly con-




p2 Ω, · · · ,0D
κ,τ,ψ
pk Ω, respectively.
The uniform convergence leads us to the fact that Ω is differentiable, i.e., an element of B;
then, (B, d) is complete.
Now, we are ready to study the Hyers–Ulam–Rassias stability of the ψ-Hilfer fractional
Volterra integro-differential Equation (3) and get the best approximation with a better
estimate for the ψ-Hilfer fractional Volterra integro-differential equation.
Theorem 3. Let (V, Θ,~) be an MVFB-space and L1, L2, L3, L4 and P be positive constant
such that N1 > 2 where N1 = min[L1, L2L3, L1L4, L2L3L4]. Assume that the continuous
mappings S : E1 × V → V, M : E1 × E1 × V → V with matrix-valued fuzzy function
φ : (E1)k×(E2)n → diagMn(E3) satisfying:
Θ(S(p1, Ω(p1))− S(p1, Υ(p1)), · · · , S(pk, Ω(pk))− S(pk, Υ(pk)),~µ) (4)
Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk), L1~µ),
Θ(M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1)), · · · ,M(pk, σk, Ω(σk))−M(pk, σk, Υ(σk),~µ) (5)
Θ(Ω(σ1)− Υ(σ1), · · · , Ω(σk)− Υ(σk), L2~µ),
σi  pi (i = 1, 2, · · · , k).
inf
ξ1,··· ,ξk∈E1
φ(ξ1, · · · , ξk,~µ)  φ(p1, · · · , pk, L3P~µ), (6)
and:









 φ(p1, · · · , pk, L4~µ),
for every p1, · · · , pk ∈ E1, Ω, Υ : E1 → V, and ~µ ∈ (E2)n.
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p1 ω(p1)− S(p1, ω(p1))−
∫ p1
0
M(p1, σ1, ω(σ1))dσ1, · · · , (8)
0D
κ,τ,ψ





 φ(p1, · · · , pk,~µ),
for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)n. Therefore, we are able find a unique differentiable
function ω0 : E1 → V such that:
0D
κ,τ,ψ
p ω0(p) = S(p, ω0(p)) +
∫ p
0















Θ(ω(p1)−ω0(p1), · · · , ω(pk)−ω0(pk),~µ)
φ
(











B := {Ω : E1 → V, Ω is differentiable}
and introduce the E4-valued metric on B as,
d(Ω, Υ) = inf
{












~ Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk),~µ)φ
(





∀ Ω, Υ ∈ B, p1, · · · , pk ∈ E1, ~µ∈(E2)n
}
.
By Theorem 2, we have that (B, d) is a complete E4-valued metric space.
Now, we define the mapping Λ from B to B by:
Λ(Ω(pi)) = 0I
κ,ψ








where κ ∈ E5◦, S : E1 ×V → V,M : E1 × E1 ×V → V, and pi ∈ E1(i = 1, 2, · · · , k). We















Θ(Ω(p1)− Υ(p1), ϑ~µ)φ(p1, · · · , pk,~µ),
∀ Ω, Υ ∈ B, p1, · · · , pk ∈ E1, ~µ ∈ (E2)n.
Using the properties (MVF-K-N2) and (MVF-K-N3) of Definition 2 and (11), we have:














~ Θ(Λ(Ω(p1))−Λ(Υ(p1)), · · · , Λ(Ω(pk))−Λ(Υ(pk)), 2ϑ~µ)
= Θ
(
[S(p1, Ω(p1))− S(p1, Υ(p1))] +
∫ p1
0
[M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1))]dσ1,
· · · , [S(pk, Ω(pk))− S(pk, Υ(pk))] +
∫ pk
0















[M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1))]dσ1
)
,




















[M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1))]dσ1,
· · · ,
∫ pk
0






p1 [S(p1, Ω(p1))− S(p1, Υ(p1))], · · · ,0 I
κ,ψ









[M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1))]dσ1,





[M(pk, σk, Ω(σk))−M(pk, σk, Υ(σk))]dσk, ϑ~µ
)
.
In the last part of (12), there are four formulas, in the next steps, we work on them to
get new formulas derived from the control function φ. Let 0 = ȳ1 < ȳ2 < · · · < ȳk = pi,
∆ȳi = ȳi − ȳi−1 =
pi
k , i = 1, 2, · · · , k, and ‖∆ȳ‖ = max1≤i≤k(∆ȳi).
Step 1. From (4), we have:
Θ(S(p1, Ω(p1))− S(p1, Υ(p1)), · · · , S(pk, Ω(pk))− S(pk, Υ(pk)), ϑ~µ)  (13)
Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk), L1ϑ~µ)  φ(p1, · · · , pk, L1~µ).
Step 2. Using (MVF-K-N2) and (MVF-K-N3) of Definition 2, the continuity property




[M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1))]dσ1, (14)
· · · ,
∫ pk
0









[M(p1, ȳj, Ω(ȳj))−M(p1, ȳj, Υ(ȳj))]∆ȳi,





[M(pk, ȳj, Ω(ȳj))−M(pk, ȳj, Υ(ȳj))]∆ȳi, ϑ~µ
)







[M(p1, ȳj, ω(ȳj))−M(p1, ȳj, Υ(ȳj))]∆ȳi,










[M(p1, ȳj, Ω(ȳj))−M(p1, ȳj, Υ(ȳj))]∆ȳi,








M(p1, ξ1, Ω(ξ1))−M(p1, ξ1, Υ(ξ1)),




















 φ(p1, · · · , pk, L2L3~µ).






S(σ1, Ω(σ1))− S(σ1, Υ(σ1))
)
, (15)
· · · ,0 I
κ,ψ
pk (S(σk, Ω(σk))− S(σk, Υ(σk))), ϑ~µ
)
 φ(p1, · · · , pk, L1L4~µ).






0 [M(σ1, ε1, Ω(ε1))−M(σ1, ε1, Υ(ε1))]dε1
)
, (16)























Θ(Λ(Ω(p1))−Λ(Υ(p1)), · · · , Λ(Ω(pk))−Λ(Υ(pk)), 2ϑ~µ)
 φ(p1, · · · , pk, L1~µ)~ φ(p1, · · · , pk, L2L3~µ)~ φ(p1, · · · , pk, L1L4~µ)~ φ(p1, · · · , pk, L2L3L4~µ)
 φ(p1, · · · , pk, N1~µ)












~ Θ(Λ(Ω(p1))−Λ(Υ(p1)), · · · , Λ(Ω(pk))−Λ(Υ(pk)), 2ϑ~µ)
 φ(p1, · · · , pk, N4~µ), (18)
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where N4 = 12 min[L1, L2L3, L1L4, L2L3L4] and implying that:




d(Λ(Ω), Λ(Υ)) ≤ 1
N4
d(Ω, Υ). (20)
Thus, Λ with Lipschitz constant 1N4 is a strictly contractive mapping.
















M(p1, σ1, ω(σ1))dσ1 − 0D
κ,τ,ψ
p1 ω(p1),
· · · , S(pk, ω(pk)) +
∫ pk
0

















· · · ,0 I
κ,ψ
















M(p1, σ1, ω(σ1))dσ1 − 0D
κ,τ,ψ
p1 ω(p1),
· · · , S(pk, ω(pk)) +
∫ pk
0


































 φ(p1, · · · , pk,~µ)~ φ(p1, · · · , pk, L4~µ)
 φ(p1, · · · , pk, N2~µ),
for every ~µ ∈ (E2)n and N2 = min[1, L4]. Then, we have d(Λ(ω), ω) < 1N2 < ∞.
Now, Theorem 1 enables us to find an element ω0 in B satisfying the following:
(1) ω0 is a fixed point of Λ, i.e.,
ω0(p) = Λ(ω0(p)) (22)
= 0I
κ,ψ








which is unique in the set:
B∗ = {Ω ∈ B : d(Λ(ω), Ω) < ∞}.
Take 0D
κ,τ,ψ
p from (22). We get:
0D
κ,τ,ψ
p ω0(p) = S(p, ω0(p)) +
∫ p
0
M(p, σ, ω0(σ))dσ, (23)
where κ ∈ E5◦, S : E1 ×V → V,M : E1 × E1 ×V → V.
Axioms 2021, 10, 63 12 of 20
(2) d(Λk(ω), ω0)→ 0 as n→ ∞;
(3) d(ω, ω0) ≤ N3d(Λ(ω), w) ≤ N3N2 ,

















Θ(ω(p1)−ω0(p1), · · · , ω(pk)−ω0(pk),~µ)
 φ
(
p1, · · · , pk, N2N3~µ
)
,
for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)n.
Now, we prove that the fixed point in B∗ is unique. Suppose that ς0 is an element of B
satisfying (9) and (10). We prove that ς0 = ω0 and ς0 ∈ B∗. From (9), we get:
0D
κ,τ,ψ
p ς0(p) = S(p, ς0(p)) +
∫ p
0









M(σ, ε, ς0(ε))dε (26)
= Λ(ς0(p)),
where κ ∈ E5◦, S : E1 ×V → V,M : E1 × E1 ×V → V.
Now, we show that:
ς0 ∈ {Ω ∈ B : d(Λ(ω), Ω) < ∞},
i.e., d(Λ(ω), ς0) < ∞. We set  =
min[1,L4](min[L1,L2L3,L1L4,L2L3L4]−2)
min[L1,L2L3,L1L4,L2L3L4]














Θ(ω(p1)− ς0(p1), · · · , ω(pk)− ς0(pk),~µ)  φ(p1, · · · , pk, ~µ),
for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)n.
From (4) and (27), we get:
Θ(S(p1, ω(p1))− S(p1, ς0(p1)), · · · , S(pk, ω(pk))− S(pk, ς0(pk)),~µ) (28)
 Θ(ω(p1)− ς0(p1), · · · , ω(pk)− ς0(pk), L1~µ)
 φ(p1, · · · , pk, L1 ~µ).
Furthermore, from (5) and (27), we get:
Θ(M(p1, σ1, ω(σ1))−M(p1, σ1, ς0(σ1)), · · · ,M(pk, σk, ω(σk))−M(pk, σk, ς0(σk)),~µ) (29)
 Θ(ω(σ1)− ς0(σ1), · · · , ω(σk)− ς0(σk), L2~µ)
 φ(p1, · · · , pk, L2 ~µ),
for every p1, · · · , pk ∈ E1, σi  pi (i = 1, 2, · · · , k), and ~µ ∈ (E2)n.
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Now, using Step 2 and (29), we get:
Θ
( ∫ p1
0 [M(p1, σ1, ω(σ1))−M(p1, σ1, ς0(σ1))]dσ1, · · · , (30)∫ pk
0 [M(pk, σk, ω(σk))−M(pk, σk, ς0(σk))]dσk,~µ
)
 φ(p1, · · · , pk, L2L3~µ)
 φ(p1, · · · , pk, L2L3 ~µ).
Using the triangular inequality (MVF-K-N3), (28), and (30), we get:
Θ
(
S(p1, ω(p1))− S(p1, ς0(p1)) +
∫ p1
0 [M(p1, σ1, ω(σ1))−M(p1, σ1, ς0(σ1))]dσ1, · · · , (31)
S(pk, ω(pk))− S(pk, ς0(pk)) +
∫ pk
0 [M(pk, σk, ω(σk))−M(pk, σk, ς0(σk))]dσk, 2~µ
)
 Θ(S(p1, ω(p1))− S(p1, ς0(p1)), · · · , S(pk, ω(pk))− S(pk, ς0(pk)),~µ)
~Θ
( ∫ p1
0 [M(p1, σ1, ω(σ1))−M(p1, σ1, ς0(σ1))]dσ1, · · · ,∫ pk
0 [M(pk, σk, ω(σk))−M(pk, σk, ς0(σk))]dσk,~µ
)
 φ(p1, · · · , pk, L1 ~µ)~ φ(p1, · · · , pk, L2L3 ~µ)
 φ(p1, · · · , pk, N5 ~µ),
where in N5 = min[L1, L2L3], and so:
Θ
(
S(p1, ω(p1))− S(p1, ς0(p1)) +
∫ p1
0 [M(p1, σ1, ω(σ1))−M(p1, σ1, ς0(σ1))]dσ1, · · · , (32)
S(pk, ω(pk))− S(pk, ς0(pk)) +
∫ pk
0 [M(pk, σk, ω(σk))−M(pk, σk, ς0(σk))]dσk,~µ
)
 φ(p1, · · · , pk, N6 ~µ),
where N6 = 12 min[L1, L2L3].








0 [M(σ1, ε1, ω(ε1))−M(σ1, ε1, ς0(ε1))]dε1,
· · · ,0 I
κ,ψ




0 [M(σ, ε, ω(ε))−M(σ, ε, ς0(ε))]dε,~µ
)
 φ(p1, · · · , pk, L4N6 ~µ), (33)
for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)n, and N6 = 12 min[L1, L2L3].
Using (32) and (33), we get:










~Θ(Λ(ω(p1))− ς0(p1), · · · , Λ(ω(pk))− ς0(pk),~µ)
= Θ
(
S(p1, ω(p1))− S(p1, ς0(p1)) +
∫ p1
0 [M(p1, σ1, ω(σ1))−M(p1, σ1, ς0(σ1))]dσ1, · · · ,
S(pk, ω(pk))− S(pk, ς0(pk)) +
∫ pk









0 [M(σ1, ε1, ω(ε1))−M(σ1, ε1, ς0(ε1))]dε1, · · · ,
0I
κ,ψ




0 [M(σk, εk, ω(εk))−M(σk, εk, ς0(εk))]dεk,~µ
)
 φ(p1, · · · , pk, N6 ~µ)~ φ(p1, · · · , pk, L4N6 ~µ)
 φ
(










then ς0 ∈ B∗.
4. Best Approximation of ψ-Hilfer Fractional Volterra Integral Equation
Now, we are ready to study the Hyers–Ulam–Rassias stability of the ψ-Hilfer fractional
Volterra integral equation:
Ω(p) = S(p, Ω(p)) + 0I
κ,ψ
p M(p, σ, Ω(σ)), (35)
where κ ∈ E5◦, S : E1 × V → V,M : E1 × E1 × V → V and get the best approximation
with a better estimate for the pseudo ψ-Hilfer fractional Volterra integral equation. Our
method can be used for new problems; for more problems and details, we refer to [17–34].
Theorem 4. Let (V, Θ,~) be an MVFB-space and L1, L2, L3, L4 and T be positive constant such
that N1 > 2 where N1 = min[L1, L2L3, L1L4, L2L3L4]. Assume that the continuous mappings
S : E1 × V → V, M : E1 × E1 × V → V with MVFF φ : (E1)k×(E2)n → diag(Mn(E3))
satisfying (4)–(7).
Let ω : E1 → V be a differentiable function satisfying:
Θ
(
ω(p1)− S(p1, ω(p1))− 0I
κ,ψ
p1 M(p1, σ1, ω(σ1)), · · · , (36)
ω(pk)− S(pk, ω(pk))− 0I
κ,ψ
pk M(pk, σk, ω(σk)),~µ
)
 φ(p1, · · · , pk,~µ),
for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)n. Then, we are to be able find a unique differentiable
function ω0 : E1 → V such that:
ω0(p) = S(p, ω0(p)) + 0I
κ,ψ
p M(p, σ, ω0(σ)), (37)
Axioms 2021, 10, 63 15 of 20
and:
Θ(ω(p1)−ω0(p1), · · · , ω(pk)−ω0(pk),~µ)  (38)
φ
(











B := {Ω : E1 → V, Ω is differentiable}
and introduce the E4-valued metric on B as,
d(Ω, Υ) = inf
{
C ∈ E6 : Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk),~µ)  φ
(





∀ Ω, Υ ∈ B, p1, · · · , pk ∈ E1, ~µ ∈ (E2)n
}
.
By Theorem 2, we have that (B, d) is a complete E4-valued metric space.
Now, we define the mapping Λ from B to B by:








where κ ∈ (E5)◦, S : E1 ×V → V,M : E1 × E1 ×V → V, and pi ∈ E1(i = 1, 2, · · · , k). We
prove that Λ is a strictly contractive mapping. Let Ω, Υ ∈ B, C ∈ E6 and d(Ω, Υ) < ϑ, then
we have:
Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk), ϑ~µ)  φ(p1, · · · , pk,~µ),
∀ Ω, Υ ∈ B, p1, · · · , pk ∈ E1, ~µ ∈ (E2)n.
Using the properties (MVF-K-N2) and (MVF-K-N3) of Definition 2, (4)–(7), and (39),
we have:
Θ(Λ(Ω(p1))−Λ(Υ(p1)), · · · , Λ(Ω(pk))−Λ(Υ(pk)), 2ϑ~µ) (40)
= Θ
(
[S(p1, Ω(p1))− S(p1, Υ(p1))] + 0I
κ,ψ
p1 [M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1))]dσ1, · · · ,
[S(pk, Ω(pk))− S(pk, Υ(pk))] + 0I
κ,ψ
pk [M(pk, σk, Ω(σk))−M(pk, σk, Υ(σk))]dσk, 2ϑ~µ
)
 Θ(S(p1, Ω(p1))− S(p1, Υ(p1)), · · · , S(pk, Ω(pk))− S(pk, Υ(pk)), ϑ~µ)
~Θ
( ∫ p1
0 [M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1))]dσ1, · · · , (41)∫ pk
0 [M(pk, σk, Ω(σk))−M(pk, σk, Υ(σk))]dσk, ϑ~µ
)
 φ(p1, · · · , pk, L1~µ)~ φ(p1, · · · , pk, L2L4~µ)
 φ(p1, · · · , pk, N7~µ),
where in N7 = min[L1, L2L4], and so:
Θ(Λ(Ω(p1))−Λ(Υ(p1)), · · · , Λ(Ω(pk))−Λ(Υ(pk)), ϑ~µ) (42)
 φ(p1, · · · , pk, N8~µ),
for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)n, and N8 = 12 min[L1, L2L4].
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Then:




d(Λ(Ω), Λ(Υ)) ≤ 1
N8
d(Ω, Υ). (44)
Then, Λ is a strictly contractive mapping with Lipschitz constant 1N8 .
Let ω ∈ B. We show that d(Λ(ω), ω) < ∞. Using (36), we get:
Θ(Λ(ω(p1))−ω(p1), · · · , Λ(ω(pk))−ω(pk),~µ) (45)
= Θ
(
S(p1, ω(p1)) + 0I
κ,ψ
p1 M(p1, σ1, ω(σ1))dσ1 −ω(p1),
· · · , S(pk, ω(pk)) + 0I
κ,ψ
pk M(pk, σk, ω(σk))dσk −ω(pk),~µ
)
 φ(p1, · · · , pk,~µ)
for every ~µ ∈ (E2)n. Then, we have d(Λ(ω), ω) < 1.
Now, Theorem 1 enables us to find an element ω0 in B satisfying the following:
(1) ω0 is a fixed point of Λ, i.e.,
ω0(p) = Λ(ω0(p)) (46)
= S(σ, ω0(σ)) + 0I
κ,ψ
p (M(σ, ε, ω0(ε))dε),
which is unique in the set:
B∗ = {Ω ∈ B : d(Λ(ω), Ω) < ∞}.
(2) d(Λk(ω), ω0)→ 0 as n→ ∞;









for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)n. We use the same method of proving Theorem 3
and show that the fixed point in B∗ is unique.
5. Examples
In this section, we apply the main results to solve some examples.
Example 1. Let (R, Θ,~) be an MVF-k-B-space. Let Ω, Υ : E1 → R such that Ω(pi) = pi4
and Υ(pi) = pi2, and define S(pi, Ω(pi)) = 1L1 Ω(pi). Define M : E1 × E1 × R → R as
M(pi, σi, Ω(σi)) = exp(pi2 − σi2)Ω(σi) for every pi ∈ E1 and σi  pi (i = 1, 2, · · · , k).
Then, we have:
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= Θ(Ω(p1)− Υ(p1), · · · , Ω(pk)− Υ(pk), L1~µ),
Θ(M(p1, σ1, Ω(σ1))−M(p1, σ1, Υ(σ1)), · · · ,M(pk, σk, Ω(σk))−M(pk, σk, Υ(σk)),~µ) (49)
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+ |σ14 − σ12, · · · , σk4 − σk2|
,
exp








Ω(σ1)− Υ(σ1), · · · , Ω(σk)− Υ(σk),
~µ









for some K ∈ E6.
Let MVFF φ : (E1)k × (E2)3 → diagMn(E3), satisfying (6) and (7).














































































µ2 + |p1, · · · , pk|
, exp
(




for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)3. Now, Theorem 3 implies that, if H1 > 2, H1 =














































































































Example 2. Let (R, Θ,~) be an MVF-k-B-space. Consider Ω, Υ : E1 → R such that Ω(pi) =
pi4 and Υ(pi) = pi2, and define S(pi, Ω(pi)) = 1L1 Ω(pi). Define M : E1 × E1 × R → R
as M(pi, σi, Ω(σi)) = exp(pi2 − σi2)Ω(σi) for every p1, · · · , pk ∈ E1 and σi  pi (i =
1, 2, · · · , k) satisfying (49).
Let MVFF φ : (E1)k × (E2)3 → diagMn(E3), satisfying (6) and (7).




















































µ2 + |p1, · · · , pk|
, exp
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for every p1, · · · , pk ∈ E1 and ~µ ∈ (E2)3.
Now, Theorem 4 implies that, if H3 > 2, H3 = min[L1,
L4
K ]. We are to be able find a unique






p exp(p2 − σ2)ω(σ)dσ, (54)

















































In this paper, we studied the concept of matrix-valued fuzzy k-normed spaces (MVF-
k-N-spaces), and we applied the alternative fixed-point theorem to investigate the Hyers–
Ulam–Rassias stability of some fractional equations in these spaces. We defined a class of
matrix-valued fuzzy control functions for stabilizing fractional Volterra integro-differential
equations with ψ-Hilfer fractional derivative in the complete MVF-k-N-spaces, and we
obtained the best approximation for this kind of fractional equations.
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9. Cădariu, L.; Radu, V. Fixed points and the stability of Jensen’s functional equation. JIPAM J. Inequal. Pure Appl. Math. 2003, 4, 7.
10. Diaz, J.B.; Margolis, B. A fixed point theorem of the alternative, for contractions on a generalized complete metric space. Bull.
Amer. Math. Soc. 1968, 74, 305–309. [CrossRef]
11. Chaharpashlou, R.; Saadati, R.; Atangana, A. Ulam-Hyers-Rassias stability for nonlinear Ψ-Hilfer stochastic fractional differential
equation with uncertainty. Adv. Differ. Equ. 2020, 339, 10. [CrossRef]
Axioms 2021, 10, 63 20 of 20
12. El-Sayed, A.M.A.; Al-Issa, S.M. Existence of integrable solutions for integro-differential inclusions of fractional order; coupled
system approach. J. Nonlinear Sci. Appl. 2020, 13, 180–186. [CrossRef]
13. Khan O.; Araci S.; Saif, M. Fractional calculus formulas for Mathieu-type series and generalized Mittag-Leffler function. J. Math.
Comput. SCI-JM 2020, 20, 122–130. [CrossRef]
14. Sene, N. Global asymptotic stability of the fractional differential equations. J. Nonlinear Sci. Appl. 2020, 13, 171–175. [CrossRef]
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