Wavelet systems can be used as bases in quantum mechanical applications where localization and scale are both important. General quadrature formulae are developed for accurate evaluation of integrals involving compact support wavelet families, and their use is demonstrated in examples of spectral analysis and integrals over anharmonic potentials. In contrast to usual expectations for these uniformly-spaced basis functions, it is shown that nonuniform spacings of sample points are readily allowed. Adaptive wavelet quadrature schemes are also presented for the purpose of meeting specific accuracy criteria without excessive oversampling.
I. Introduction
There is now an extensive wavelet literature within a variety of applications, e.g., digital signal processing, image processing, fingerprint classification, remote sensing, target recognition, etc. [1] [2] [3] [4] [5] [6] [7] There has been some exploration of the use of wavelets in chemical applications, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] but of only limited extent to date. Nevertheless, wavelet methods promise a distinct advantage over Fourier methods for problems requiring different levels of resolution in different locations, e.g., spectral analysis and compression, molecular calculations of electronic or nuclear motion, etc. Regarded as basis functions for calculation or analysis of quantum wave functions, wavelet systems offer certain unusual properties. In fact, only with the introduction of the orthonormal compact support wavelets by Daubechies 1, 3 did it become clear that there exist basis sets that are capable of being simultaneously localized, multiscale, multicenter, and orthonormal. The purpose of this paper is to provide efficient and accurate quadrature methods for required integrals over compact support wavelet families and their generalizations.
Such functions do not have simple closed forms, but are instead defined by recursion between different scales. The original Daubechies bases are generated by two related functions, the scaling function φ(x) and the wavelet ψ(x). Both are nonzero only for 0 < x < L-1, where L is an even integer. Figure 1 shows these functions for L = 8.
From these functions one obtains others that are just copies widened by factors 2 j and translated by steps k 2 j , where j and k are integers, { } is also orthogonal but is twice as dense. The difference in detail between these two bases is spanned by the set of wavelets at level j, so that
. This is expressed in terms of the recursion relations,
where the constants are related by 2 Ultimately, every quantity that must be calculated boils down to some function of the h k , so that the latter take on a 
Detail functions ψ k j { } at each scale which are unimportant (have small expansion coefficients ψ k j f ) may simply be dropped, leaving a finite basis with customized resolution. This immediately generalizes to multidimensional Cartesian cases by using products of such basis functions.
For quantum applications, the needs arise to calculate the projection integrals φ k j f , ψ k j f for the vector basis and the matrix elements φ ′ The latter method was used by Modisette, et al., 15 for wavelet expansion of a semisingular double-well potential; by expanding the wave functions in the same basis, matrix elements could then be evaluated in terms of exactly-calculable "connection coefficients,"
or integrals of products of three functions from the wavelet basis. 7, 23, 24 The portability of this approach is complicated by the large number of connection coefficients generally required, however. A recent adaptive wavelet collocation method developed for O(N) solution of PDE's 25 directly addresses calculation of matrix elements, though a linear system of equations depending on the sample grid must generally be solved.
In the present paper, parallel treatments are given of polynomial-based quadrature formulae for direct calculation of φ k j f and φ ′ k j f φ k j . An unusual aspect is that there is no requirement that sample points lie on a uniformly spaced grid. For a given uniform or irregular grid, the quadrature weights are explicitly expressed in terms of Lagrange interpolating polynomials and polynomial moments of the scaling functions. 
II. Projection Integral Quadrature
For a given j and k, a change of variables transforms the general vector integral for scaling functions into a standardized form,
Thus it is only necessary to consider the j = k = 0 case, for which the integral is approximated by quadrature,
The only restriction imposed on the sample points is that the x q are assumed to be ordered, x 1 < x 2 … < x r . One can specify the ω q in terms of the x q by requiring that Eq.
(6) be exact for f equal to a polynomial of order r-1 or less:
The general solution to these equations (see Appendix A) is
using the Lagrange interpolating polynomials
and their derivatives L r , q p ( ) at x = 0 . The Lagrange polynomials are the coefficients for interpolation of smooth functions, 27 (11) with equality holding for f(x) a polynomial in x of order less than r. Their connection with numerical quadrature is well known, 28, 29 although the simple result Eq. (9) (which is not really restricted to wavelet systems) appears to be new. Lagrange polynomials are also familiar in wavelet contexts from their use in interpolatory refinement schemes, e.g., the symmetric iterative interpolation process of Deslauriers and Dubuq. 30 The latter scheme uses a "fundamental solution" that was subsequently shown 31 to coincide with the autocorrelation function of the compact support scaling functions (see Appendix B).
The Lagrange polynomials 29, 32 and their derivatives are easily evaluated once the quadrature nodes are specified. As for the moments m p , their calculation may be accomplished by the simple recursive equation derived by Gopinath and Burrus, 33 
where the µ p are discrete moments of the scaling coefficients of Eq. (3),
The leading moment m 0 = 1 as a matter of normalization, providing the starting point for the recursion. (Not all of the resulting moments m p are independent of each other, as is discussed in Appendix B.) The moments are thus determined completely by the scaling coefficients h k , whereas the quadrature coefficients are determined in terms of both the h k and the nodes x q . In calculations for a given compact support basis, the moments need only be calculated once. 28 for which is allowed a single shift of the entire set of sample points with respect to the origin; this degree of freedom can be used to make the quadrature exact for polynomials up to order r instead of r -1. One may achieve even greater accuracy by defining a Gauss quadrature for which all r of the x q are chosen (non-uniformly) so as to exactly include polynomials up to order 2r -1; in this case there is no overlap between the sample points for adjacent scaling functions. In the present work, the disposition of the x q is left open for purposes of adaptability.
For compact support wavelets, it is known 21, 33 that m 2 = m 1 2 , although higher moments are not simple powers of m 1 (Appendix B). Introducing the differences
Eq. (8) can be rearranged,
where the first series has been recognized as the Taylor expansion of the Lagrange interpolation polynomial evaluated at m 1 . To the extent that the second series can be ignored, Eqs. (7) and (11) show that
This directly reflects the fact determined by Gopinath and Burrus that a one-point quadrature using m 1 as the sample point has O ∆x For many applications, it is worthwhile to use a more flexible framework than orthogonal wavelet families. In biorthogonal families, 26 the functions φ and ψ are orthogonal to dual functions ˜ φ and ˜ ψ rather than to themselves. The scaled and translated versions of these functions, ˜ φ k j and˜ ψ k j , satisfy their own scaling relations, cf., Eqs. (3) and (4),
The extra freedom within biorthogonal families allows, for instance, φ and ψ to possess definite symmetry, an impossibility for the orthogonal compact support families. 1, 3 It also provides the framework for the Lifting scheme introduced by Sweldens 36,37 for purposes of adaptable multiresolution analyses. The general expansion of a function in a biorthogonal basis may be expressed as
rather than Eq. (5) . Similarly the analogs of Eqs. (7) and (8) are
The structure of the equations is otherwise unchanged so that the quadrature coefficent expressions immediately adapt to the biorthogonal wavelet case.
III. Wavelet Transform of UV Ozone Absorption Spectrum
One of the potential uses of wavelet analysis is to molecular spectra with complex return, has progressed in recent years with the aid of both classical 40 and quantum [41] [42] [43] propagations. More definitive information is currently being obtained by Le, et al., 44 , in the form of detailed Raman excitation profiles for the different accessible final vibrational states; these exhibit structure that reflects upon the same excited-state dynamics, but in a vibration-specific manner.
One limitation of the Fourier transform (FT) is that it completely defocuses information about the old variable ν. The tremendous breadth of the total band implies that there are many different energetic regimes mixed together in the autocorrelation function, and that a joint time-frequency analysis with partial resolution in both variables is to be preferred. The first such application to ozone used a sliding window on the spectral data prior to the FT operation, 39 analysis of classical and quantum dynamics in other systems, though they have not been applied to ozone. In the present work, an alternative separation of the distinct dynamical regimes is obtained through wavelet multiresolution analysis of the absorption spectrum.
Using one of the orthonormal Daubechies wavelet families (L = 8), it is possible to calculate projection integrals of translated and scaled scaling functions on a level j = 0,
An absolutely typical initial complication arises from the fact that the absorption crosssection σ was measured 47 in uniform wavelength steps of 0.1 Å, i.e., the frequency variable ν has non-equidistant spacings. One may perform interpolation of different types in order to obtain uniform steps in ν, but this is unnecessary if the quadrature described above is used. A total of r irregularly-spaced experimental points (with average spacing close to ∆ν) were selected from within the support of each φ k 0 and the associated projections then calculated by the rules described above. With the average spacing chosen to be 3 cm -1 , comparison of integrals for r = 7 and r = 8 generally showed convergence to 5 significant figures. This reflects, of course, a combination of both the inherent quadrature errors and any point-to-point experimental uncertainties.
Using the recursions in Eqs. (3) and (4) This partial reconstruction process requires an algorithm that accurately calculates the values of the scaling functions at particular points (see Burrus, et al. 6 ). Figure 3 shows the corresponding summed ψ k j projections, representing the differences in detail between different scales j. It is seen that the spectral structure is separated from the smooth component and is concentrated primarily in three octaves of scale change spanned by the wavelets for j = 5-7. One obtains localized frequency information even from these summed quantities, e.g., it is clear from j = 5 that higher-frequency components of the structure are more prominent on the low-frequency side of band center. It merits emphasis that the irregular sampling is accommodated easily in this application. This type of irregularity stands in contrast to that in the Lifting scheme, 36, 37 where the biorthogonal basis itself is tailored. In the present case, the underlying wavelet basis is regularly-spaced as usual, but the sample points are not tied to that arrangement.
The numerical quadrature performed for the expansion coefficients on the finest scale does not change the O N ( ) nature of the wavelet recursion, but does increase the work needed for initialization by a factor proportional to the quadrature order r. In the language of filter banks used in engineering contexts, this corresponds to a "prefiltering" operation on the data, 5, 56, 57 and the quadrature scheme used here represents a polynomial prefilter for irregularly-spaced samples.
IV. Morse Potential Expansion and Adaptive Quadrature
In wavelet applications, easy compression is one of the usual goals. If a particular wavelet coefficient is calculated to be small, that element of the basis may be eliminated.
On the other hand, efficiency and/or storage in numerical applications may require that these coefficients should not even be calculated if they are known to be small, for instance, if overlapping elements from coarser scales have already been excluded. This
argues for a refinement approach 3, 30 where finer scales are used only as needed by the problem under investigation. In this section, the results of Section II are embedded in an adaptive wavelet quadrature.
A prototypical anharmonic molecular potential function is given by the Morse potential, 
with spacing 2 J λ = 0.4 Å (λ and J are not independent parameters here).
For the sake of simplicity (but not necessity), the uniformly-spaced quadrature associated with the basis functions on each level is used, to use a value of r large enough to obtain satisfactory convergence rates and thus to avoid needlessly high numbers of recursions, but coupled with selectivity over which regions are subjected to refinement. Convergence may be measured either by (i)
comparison of the numerical results using quadrature at level j with those of quadrature at level j -1 followed by recursion back to j, or (ii) direct quadrature at level j using orders r and r + 1 as done for the highest level in Fig. 5 . The latter (simpler) choice was found to be adequate in the calculations here, though this need not always be the case.
In the bottom section of Fig. 6 
V. Matrix Element Quadrature
The considerations above have only considered integrals linear in the vector basis.
Bilinear integrals are standard in quantum mechanics, where one typically evaluates matrix elements of kinetic and potential energy operators between two basis functions.
While kinetic energy operators in a compact support basis may be calculated by straightforward methods, 23,52 the same is not true for matrix elements of a potential which is some general function of the coordinate (or, in multiple dimensions, coordinates). Nevertheless, the quadrature methods described above translate straightforwardly to the case of such bilinear integrals.
As before, the problem is first simplified by virtue of the recursions in Eqs. (3) and (4). For a particular finite multiresolution basis of wavelets and scaling functions, all necessary matrix elements can be reduced to integrals between scaling functions on the same scale. It is therefore sufficient to consider the j = 0 case,
This matrix is automatically banded. Since the scaling functions vanish for arguments
Due to symmetry, there are L -1 distinct cases, exemplified by the specific choices k' = 0,
A quadrature strategy is adopted which allows for distinct sets of quadrature points x q,k and weights ω q,k for each of these L -1 values of k,
The x q,k may be chosen to overlap for different values of k, reducing the number of samples required. Insisting that the quadrature be exact for powers 0 through r k -1 leads
While the moments are different from before, the structure of the equations is identical.
Therefore the weights are given by
The particular moments in Eq. (27) may be obtained in the manner used by Beylkin 52 to obtain matrix representations of operators. This method uses change of scales for both scaling functions in Eq. (27) and change of integration variables to obtain linear equations that the moments must satisfy,
The a p,k are the easily-calculated discrete sums
where the scaling function coefficients h n are zero unless 0 ≤ n ≤ L-1. Also, from Eq.
(27) the moments for k < 0 can be shown to be related to those for k > 0 by
Thus Eqs. (29) need only be solved for the moments with non-negative k (using standard methods), and this is required only once.
The polynomial-based quadrature above can be adapted straightforwardly to matrix elements between the dual sets of functions in a biorthogonal basis. The latter type of integral can arise, for instance, in solution of differential equations using the biorthogonal systems in the Wavelet Galerkin method. [58] [59] [60] [61] In quantum contexts, biorthogonal matrices may have application to problems in which non-Hermitian
Hamiltonian-type operators arise, e.g., in the use of complex rotation methods for L 2 basis calculations of resonance eigenvalues. 62, 63 One loses the advantages of symmetry of the matrices in these cases, but gains in flexibility. While the matrix integrals are thus capable of being calculated in close analogy to the vector integrals, there is one chief difference. The recursion between scales must be implemented for both the bra and ket scaling functions at the same time, thereby increasing the computational effort. In this regard, it is in principle possible to streamline things by combining the two separate matrix operations into a single compound operation.
For the level-j basis, 0 ≤ k ≤ 4, the required matrix elements were sought with a convergence threshold of 10 -5 eV. Quadrature orders 6 and 7 were used for checking of convergence for all matrix elements. Table 2 
Differentiating this with respect to x p times and setting x equal to zero yields
or, multiplying both sides by
If this is summed over p up to r -1, the Kronecker delta is unity for p = n and zero
Since this is true for all n < r, the quantity in brackets is the solution of Eq. (8).
Appendix B
Nonlinear relations exist between various moments of the scaling function in orthogonal compact support wavelet systems. This is most easily seen by considering the autocorrelation function (the fundamental function of the Deslauriers-Dubuq scheme 30 ) 
On the other hand, Beylkin 52 and Tian and Wells 35 have shown that M n = 0 for n = 0, 1, …, L-1. For odd n this yields no new information; for even n, however, one finds
etc. The first of these relations was derived by Gopinath and Burrus 33 for the Daubechies scaling functions and later shown to be more general by Sweldens and Piessens. 21 To the knowledge of the authors, the higher-order relations do not appear to have been noted before. They are valid for all of the compact support wavelet families since the latter all share the same autocorrelation function. the positions along the left and bottom axes represent the initial points of the k' and k scaling functions, respectively. The circles correspond to the target integrals on level j = 4, while the black dots correspond to the matrix elements required on finer levels. Symmetry reduces the number of independent integrals required by approximately a factor of 2.
