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Abstract
Boolean variables are such that they take only values on Z2 ∼= {0, 1}.
NK -Kauffman networks are dynamical deterministic systems of N Boolean
functions that depend only on K ≤ N Boolean variables. They were pro-
posed by Kauffman as a first step to understand cellular behaviour [Kauff-
man, S.A.; The Large Scale Structure and Dynamics of Gene Control Cir-
cuits: An Ensemble Approach. J. Theoret. Biol. 44 (1974) 167.] with great
success. Among the problems that still have been not well understood in
Kauffman networks, is the mechanism that regulates the phase transition of
the system from an ordered phase; where small changes of the initial state
decay, to a chaotic, where they grow exponentially. We show, that this mech-
anism is regulated through the irreducible decomposition of Boolean functions
proposed in [ Zertuche, F. On the robustness of NK-Kauffman networks
against changes in their connections and Boolean functions, J. Math. Phys.
50 (2009) 043513]. This is in contrast to previous knowledge that attributed
it to canalization. We also review other statistical properties of Kauffman
networks that have been shown that Boolean irreducibility explains.
Short title: The Role of Boolean Irreducibility
Keywords: Cellular automata, Boolean irreducibility, binary functions, phase
transitions, NK-Kauffman Networks.
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1. Introduction.
NK -Kauffman networks were proposed by Stuart A. Kauffman in 1969
as a starting point of a mechanism that mimics the transition from disorder
to order in living organisms 1,2. Nevertheless its simplicity in construction
a wide literature, in theoretical biology, statistical mechanics, and also pure
mathematics; has been dedicated to the subject with many extensions to the
original model. See Refs. [2,3] and references therein.
A NK -Kauffman network consists of a set of N Boolean variables
Si(t) ∈ Z2 (i = 1, . . . , N), which evolve deterministically and synchronously
(all the variables simultaneously) in a discrete time t = 0, 1, 2, . . . This is
done according to N , in general different, K-Boolean functions
b
(i)
K : Z
K
2 → Z2
that depend only on K (0 ≤ K ≤ N) of the N variables at the previous
time. Concretely, the evolution rule is given at each time step t by
Si(t+ 1) = b
(i)
K (Si1(t), Si2(t), . . . , SiK(t)) , i = 1, . . . , N, (1)
where each the K-Boolean functions b
(i)
K is chosen randomly and indepen-
dently with a bias probability
0 < p < 1, (2)
that b
(i)
K = 1; for each of its possible 2
K arguments, and b
(i)
K = 0 with proba-
bility 1− p. For each site i, K inputs (called the connections) are randomly
selected with equiprobability among the N Boolean variables of the network,
without repetition. Once this random selection has been done a Boolean
dynamically deterministic NK -Kauffman network has been, randomly, con-
structed. Note however, that its subsequent dynamics is deterministic, ac-
cording to (1), and it will depend only on which state S (0) ∈ ZN2 the evolu-
tion starts. The goal now is to consider the set LNK of NK -Kauffman networks
and try to understand the average dynamics of their elements under the ex-
traction rule (2). Since the number of states S = (S1, . . . , SN) ∈ Z
N
2 is finite
(2N), the dynamics eventually settles down onto a cycle. Note also that,
depending on which state the network starts, its dynamics may end on other
cycle. All the states S may be put in a one-to-one correspondence between
the first 2N naturals. This is done through the bijection
s (S) = 1 +
N∑
i=1
Si 2
i−1 1 ≤ s (S) ≤ 2N .
2
So, the set of all possible N -Boolean function on N Boolean arguments
F : ZN2 → Z
N
2 is isomorphic to the set of functional graphs on 2
N points
G2N
4,5. See Fig. 1.
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Figure 1: A functional graph g with n = 23 = 16. It is an element of G23 , and has four
disconnected components whose cycles’ lengths are (from left to right) 3, 1, 3, and 2.
Note, however, that (1) defines a special type of Boolean endomorphism
Z
N
2 → Z
N
2 due to the restrictions in the number of arguments and connec-
tions; as explained above. So, in general the NK -Kauffman networks are not
isomorphic to G2N .
Let Ψ be the function that associates to each Kauffman networkB ∈ LNK ,
its corresponding functional graph g ∈ G2N , that is
Ψ : LNK −→ G2N . (3)
Only for the case K = N , Ψ is a bijection: so LNN
∼= G2N
6,7.
Among the problems that scientists try to understand since 1969 is the
asymptotic behaviour for N ≫ 1, of the average length and the average num-
ber of attractors that Kauffman networks exhibit in terms of the parameters
N , K, and p. While there exists a general knowledge based on simulations,
only two extreme cases have been addressed exactly, and also asymptotically:
The case K = N with p = 1/2, also called the random map model 4,5,8. And
the case K = 1 for p = 1/2 9. For general values of the parameters the
best approach, to our knowledge, is a mean field approximation treatment
done by Derrida et al. in 1986, showing a phase transition which divides the
phase space in two zones where the behaviour of the networks is completely
different 10. The phase transition curve is given by
Kc 2 pc (1− pc) = 1, (4)
3
Figure 2. The mean field approximation for the phase transition.The phase
transition of the green (the lower) curve corresponds to the Derrida et al.
curve Eq. (4), and the red one (the upper) to the curve (9) obtained consid-
ering the degree of irreducibility of Boolean functions.
see Fig. 2. The main result is that for values of K and p such that K < Kc;
two different states, which differ in d≪ N Boolean variables Si will converge
to the same state exponentially. Instead, for K > Kc, they will diverge
exponentially.
The mechanism that regulates the phase transition at the level of the be-
haviour the Boolean functions b
(i)
K of (1) have long been discussed and mainly
attributed to a type of Boolean function called canalizing, or forcing 2,3,11. In
the following we are going to show that this is not the case. Instead, we are
going to introduce a classification of Boolean functions called degree of irre-
ducibility 7. We will show that this classification explains the phase transition,
and also displaces the position of the Derrida et al. curve (4) upwards 12. See
Fig. 2. Even more, the irreducible classification is responsible of the injec-
tive properties of (3), as well as the stability of Kauffman networks, against
random changes of Boolean functions and connections 6,7.
4
This work is organized as follows: In Sec. 2 we establish the mathe-
matical concepts necessarily to follow it. Sec. 3 introduces mathematically
the concept of irreducible Boolean classification. Sec. 4 explains the random
way by which Boolean functions are extracted, and de concept of canaliz-
ing Boolean functions is formally introduced. Sec. 5 contains a review of
the mean field treatment, corrected for irreducibility of Boolean functions,
to study the phase transition curve of NK -Kauffman networks. This curve
separates phase space into a ordered phase where small changes of the state
do not matter; to a disordered phase where they give rise to big changes in
the dynamics. Also irreducible vs. canalizing Boolean functions are counted.
It is concluded that canalization cannot explain the phase transition curve
due to its overwhelming minority in relation to totally irreducible Boolean
functions for big values of K. In Sec. 6 we see that boolean irreducibility
determines de injectivity of Ψ through a critical connectivity Kˆ. In Sec. 7
it is seen that boolean irreducibility is also responsible of the stability of
Kauffman networks against random changes of their connections. In Sec. 8
we establish our conclusions.
2. Mathematical framework.
Let’s go into details:
Equation (1) is a set of N functions of the form
Z
N
2
C
∗(i)
K−→ ZK2
b
(i)
K−→ Z2 i = 1, . . . , N ; (5)
where each function C
∗(i)
K (S1, . . . SN) = (Si1 , . . . SiK ) is randomly constructed
with equiprobability. It selects K of the N variables, while each function b
(i)
K
is termed a K-Boolean function.
Any K-Boolean function b
(i)
K is completely determined by its truth table,
where for each of the 2K possible inputs S ∈ ZK2 a corresponding output
σs ∈ Z2 (1 ≤ s ≤ 2
K) is obtained; so, there are a total of 22
K
K-Boolean
functions whose set we denote by ΞK . See Table 1 for an example of a truth
table of a b
(i)
K .
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S1 S2 S3 S.. S.. S.. SK−2 SK−1 SK b
(i)
K
0 0 0 0 0 0 0 0 0 σ1
1 0 0 0 0 0 0 0 0 σ2
0 1 0 0 0 0 0 0 0 σ3
· · · · · · · · · · · · · · · · · · · · · · · · · · · σ..
· · · · · · · · · · · · · · · · · · · · · · · · · · · σ..
· · · · · · · · · · · · · · · · · · · · · · · · · · · σ..
1 1 1 · · · · · · · · · 1 1 0 σ2K−2
1 1 1 · · · · · · · · · 1 0 1 σ2K−1
1 1 1 · · · · · · · · · 1 1 1 σ2K
Table 1. The general form of a truth table of a K-Boolean function.
The rows correspond to the 2K possible inputs of b
(i)
K and their outputs σs,
(1 ≤ s ≤ 2K). Note that one can form a total of 22
K
outputs which corresponds
to the total possible number of K-Boolean functions, i.e. #ΞK = 2
2K .
S1 S2 ¬τ ¬∨ ; ¬S2 : ¬S1 < ¬∧ ∧ ⇔ S1 ⇐ S2 ⇒ ∨ τ
0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
λ 0 2 2 1 2 1 2 2 2 2 1 2 1 2 2 0
ω 0 1 1 2 1 2 2 3 1 2 2 3 2 3 3 4
Table 2. The 16 truth tables of the sixteen 2-Boolean functions.
The first row corresponds to the four possible inputs of the functions, their
degree of irreducibility λ, and their weight ω. The symbols ¬ and / stand for
the negation of Boolean functions and variables. They change ‘zeros’ to ‘ones’
and viceversa.
Before we move on into the mathematics; let us consider the truth table
for the case K = 2 depicted in Table 2, here there are 22
2
= 16 functions. At
the first row the inputs S1, S2, and the logical meaning of each function is
depicted. Their outputs are depicted along the next four rows. The last two
rows correspond to their degree of irreducibility λ, and their weight ω; to be
explained below. We denote by ¬ or / the negation of each Boolean variable
or K-Boolean function; whose meaning is just, change a zero for a one and
viceversa; i.e. ¬1 = 0 and ¬0 = 1. Note that the first eight functions of
6
Table 2 are the negations of the last eight. From the figure one can see that:
i) The two functions tautology = τ , and contradiction = ¬τ do not depend
on neither of the arguments S1 and S2; since they have constant values. ii)
The four functions Si, ¬Si (i = 1, 2) only depend on one argument. iii) The
remaining ten functions depend on both arguments. Let us generalise these
concepts for any value of K.
3. The irreducible Boolean classification.
i) A K-Boolean function b
(i)
K is irreducible on its m-th argument Sm (m =
1, . . . , K), iff there exists an S ∈ ZK2 for which
b
(i)
K (S1, . . . ,¬Sm, . . . , SK) = ¬ b
(i)
K (S1, . . . , Sm, . . . , SK) ,
while, if this does not happen, the K-Boolean function b
(i)
K is reducible
on the m-th argument Sm.
ii) A K-Boolean function b
(i)
K is said to have a degree of irreducibility λ,
with λ = 0, 1, . . . , K; if it is irreducible on λ of their arguments and
reducible on the remaining K − λ.
iii) If λ = K, the K-Boolean function is called to be totally irreducible.
We denote by λ
(
b
(i)
K
)
, the function that gives the degree of irreducibility
of b
(i)
K , and by λ (0 ≤ λ ≤ K) their possible values. Then, the sets
TK (λ) =
{
b
(i)
K ∈ ΞK |λ
(
b
(i)
K
)
= λ
}
are disjoint, and cover ΞK
ΞK =
K⋃
λ=0
TK (λ) , (6)
The cardinalities βK (λ) ≡ #TK (λ) have been calculated, with the result
7,12
βK (λ) =
(
K
λ
) λ∑
m=0
(−1)λ−m
(
λ
m
)
22
m
. (7)
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4. The canalization of Boolean functions.
For many years the stabilisation of a Boolean function has been at-
tributed to the concept of canalization11. This is, when the function is
canalizing it gives rise to very short cycle dynamics 2,3,13. This has been
shown to be truth when the network consists of one, and the same b
(i)
K and
the inputs are K nearest neighbour on a linear array of N inputs 2,3. So,
no random selection of the inputs an the functions have been done. This
gives, however, no guaranty that canalization stabilises the dynamics when
random construction of the automata is done. We are going to show that
this is untenable for the random construction done for Kauffman networks.
First of all, from the probability (2), that the value each the 2K outputs of
b
(i)
K , {σ1, . . . , σ2K}, be σs = 1; follows that the probability of extraction of
each b
(i)
K is
7,12
Πp
(
b
(i)
K
)
= Πp ◦ ω
(
b
(i)
K
)
= pω (1− p)2
K
−ω , (8)
where ω = 0, 1, . . . , 2K is the value of the weight function ω
(
b
(i)
K
)
, defined
by,
ω
(
b
(i)
K
)
=
2K∑
s=1
σs.
Let us now go to canalization: a b
(i)
K function is canalizing iff there exists
at least an input Sα (1 ≤ α ≤ K), and ξ, τ ∈ Z2 such that
Sα = ξ ⇒ b
(i)
K (S1, . . . , Sα−1, ξ, Sα+1, . . . , SK) = τ,
for all Sβ with β 6= α
13,14. Note that the canalization (or forcing) condition
sets drastically the value of b
(i)
K to τ once the canalizing variable attains
its canalizing value ξ. When the network is composed of the very same
canalizing functions with their inputs on a lattice, the canalizing condition
tends to prevail and the network settles on a short cycle composed mainly of
τ ’s 2,13.
From Table 2 one can see that for K = 2 all but the functions ⇔ and <
are canalizing; this has been taken as an explanation of the transition curve
(4) in the region p ∼ 1/2 13. However in the regions p ∼ 0 and p ∼ 1, Kc ≫ 1
the ratio of canalizing functions in relation to #ΞK = 2
2K , decreases like
4K/22
K−1 13. That is, canalizing functions constitute a minority with respect
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the total K-Boolean functions. In contrast, for Kc ≫ 1 the ratio of the
totally irreducible functions with respect to #ΞK goes like 1 − O
(
K
22K−1
)
;
so, almost any K-Boolean function is totally irreducible with respect to the
counting measure 12. The only way that canalization could play a role would
be if canalizing functions have better chances to be extracted in the regions
p ∼ 0 and p ∼ 1. This could happen due that it is known that canalizing
functions use to have many ‘0’ or ‘1’ in their outputs and so, from (8), better
chances to be extracted 13. We are going to show below that this is not the
case. We want to stress, that canalization and irreducibility are no related
concepts 14. The reader may found two examples in Table 3.
S1 S2 S3 b3(α) b3(β)
0 0 0 0 0
1 0 0 0 1
0 1 0 0 1
1 1 0 0 0
0 0 1 0 1
1 0 1 1 0
0 1 1 1 0
1 1 1 0 1
Table 3. Canalization and Irreducibility for two K = 3 functions.
The two functions are totally irreducible (λ = 3), however b3(α) is canaliz-
ing since S3 = 0 implies b3(α) = 0 whatsoever the values of S1, and S2.
On the contrary b3(β) is not canalizing. The operational representation of
b3(α), and b3(β) helps to clarify this situation: b3(α) = (S1 ⊕ S2) · S3, while
b3(β) = S1 ⊕ S2 ⊕ S3; where ⊕ means addition modulo 2.
5. Irreducibility vs. Canalization in the phase transition curve.
Let us see now in which way irreducible classification (6) affect the Der-
rida et al. medium field approximation 10. As shown in Ref. [12], their
approximation is equivalent to the equation
〈
Con
(
b
(i)
K
)
Pc
(
b
(i)
K
)〉
= 1.
Where Con
(
b
(i)
K
)
is the connectivity of each Boolean function, i.e. the num-
ber of arguments that affect each b
(i)
K , and Pc
(
b
(i)
K
)
the probability that the
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output of b
(i)
K changes, due that one of the arguments changes. The average
is taken over the probability (8). In their calculations Derrida et al. took
Con
(
b
(i)
K
)
= K, i.e. just the number of arguments that each b
(i)
K has. Then
since 〈Pc〉 = 2 p (1− p); equation (4) is obtained
10. Instead taking account
of decomposition (6) the real connectivity for each b
(i)
K should be λ
(
b
(i)
K
)
. So,
taking Con
(
b
(i)
K
)
= λ
(
b
(i)
K
)
, we obtain 12
2Kc pc (1− pc)
{
1− 2 pc (1− pc) [1− 2 pc (1− pc)]
2Kc−1−2
}
= 1. (9)
Note that (4) is corrected by a new factor {· · · } ≤ 1, and that {· · · } ∼ 1 in
the regions p ∼ 0 and p ∼ 1. So, the new curve approaches asymptotically the
Derrida et al. curve in the extreme values of p. See Fig. 2 for a comparison
of the two curves.
We then see, that the average
〈
λ
(
b
(i)
K
)
Pc
(
b
(i)
K
)〉
regulates the phase
transition; and no reference has been done to canalization. Nevertheless, let
us see the proportion of canalizing and totally irreducible functions along
the curve (9). Just, Shmulevich & Konvalina in 2004 calculated the proba-
bility Πp (CK) that under extraction (8) a function b
(i)
K belongs to the set of
canalizing functions CK (equation (19) of Ref. [13]). Now, we are going to
calculate the probability Πp (TK (λ)), that under extraction b
(i)
K belongs to
the set of K-Boolean functions with a degree of irreducibility λ, i.e. TK (λ).
For that scope, we use the calculation that we did in Ref. [14] for the num-
ber of b
(i)
K ∈ ΞK which have irreducible degree λ and weight ω; denoted by
̺K (λ, ω), there we obtained:
̺K (λ, ω) =
(
K
λ
) λ∑
m=0
(−1)λ−m
(
λ
m
)
× δ
(⌊
ω 2m−K
⌋
− ω 2m−K
) ( 2m
⌊ω 2m−K⌋
)
,
where for all a ∈ R,
δ (a) =


1 if a = 0
0 if a 6= 0
is Kronecker’s delta, ⌊a⌋ ∈ Z the floor function, which denotes the greatest
integer ⌊a⌋ such that ⌊a⌋ ≤ a,
(
λ
m
)
= 0, for m > λ, and 00 ≡ 1.
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Then from (8), Πp (TK (λ)) is given by
Πp (TK (λ)) =
2K∑
ω=0
̺K (λ, ω) Πp (ω)
=
(
K
λ
) λ∑
m=0
(−1)m−λ
(
λ
m
)[
p2
K−m
+ (1− p)2
K−m
]2m
. (10)
Now we may calculate along the phase transition curve (9) the average num-
bers of totally irreducible functions, and canalizing functions. The results
are shown in Table 4 and imply that canalization plays no role at all. Instead
there is a predominance of the functions in TK (K) (the totally irreducible) as
the values of p go to the extremes p ∼ 0 and p ∼ 1. We may conclude that for
random constructed automata, as Kauffman’s networks, is not canalization
which determines their dynamics.
p Kc Πp (CK) Πp (TK (K))
0.73460 3 0.71784 0.76274
0.84562 4 0.71715 0.95574
0.88618 5 0.56228 0.99324
0.90818 6 0.28972 0.99309
0.92258 7 6.0099× 10−2 0.99984
0.93301 8 2.0986× 10−3 0.99999
0.94096 9 3.0759× 10−6 0.99999
Table 4. Canalization vs. Irreducibility along the phase transition.
The probability of extraction of canalizing functions CK and totally irreducible
functions TK (K) along the phase transition curve (p,Kc) given by (9). Only
values of p with p > 1/2 are considered since the curve is symmetrical at p = 1/2.
6. The effect of irreducibility in the injectivity of Ψ.
Decomposition (6), determines, also, the injective properties of function
Ψ defined by (3), that may have consequences to the average dynamics of
Kauffman networks in a way that we still do not know. Let ϑ (N,K) be the
average number of Kauffman networks that Ψ maps onto the same functional
graph g for the equiprobability case p = 1/2. Then, we have shown that in
11
the asymptotic regime N ≫ 1 exists a critical connectivity Kˆ given by
Kˆ ≈ log2 log2
(
2N
ln 2
)
+O
(
1
N lnN
)
; (11)
such that ϑ (N,K) ≈ eϕN ≫ 1 (ϕ > 0) or ϑ (N,K) ≈ 1, depending on
whether K < Kˆ or K > Kˆ, respectively 6,7. Note that this result comes
as a surprise if we compare it, with the phase transition curve (9) where
no trace of N is left. We hypothesize that this has to be with the nature
of each calculation: The phase transition curve is obtained through a mean
field approximation where N → ∞ at the end of it. On the contrary, the
calculation of the injective transition regime (11) is exact. The asymptotic
approximation involved, is only used because the relevant term becomes (11)
very soon as N grows while the other terms are of no profit. Even for N = 10
the relative error is inferior to 5% as one may see in Fig. 4 of Ref. [6]. so the
other terms almost do not change the result. The exact expressions can be
consulted in the Appendix of Ref. [7].
7. Irreducibility and Stability.
Decomposition (6) also accounts for the stability of Kauffman networks
against random changes of their connections C
∗(i)
K . The probability P (A)
that (5) remains invariant under a random change C
∗(i)
K → C¯
∗(i)
K were cal-
culated in equations (23) of Ref. [7] with the result (adapted to the present
notation):
P (A) =
K∑
λ=0
K! (N − λ)!
N ! (K − λ)!
Πp (TK (λ)) (12)
where Πp (TK (λ)) is given by (10). Once again since the calculation were
done for N ≫ 1, and the first term of the addition prevails, making calcula-
tion easier. However the point that we want to stress from (12) is the fact
that, is the whole addition on λ, and so decomposition (6) with their cardi-
nalities (7) that determine the stability properties of Kauffman networks.
8. Conclusion.
Equations (9), (10), (11), and (12) are unavoidable traces that the ir-
reducible decomposition (6) and the combinatorial expressions that are ob-
tained from it; play an analytical role in the study of the average dynamics of
12
the NK -Kauffman networks when arbitrary values of N , K, and p are consid-
ered. In particular, we have shown that canalization could not determine the
dynamics of Kauffman’s networks as long as canalizing functions are very few
in relation to totally irreducible functions along the phase transition curve
(9). See Table 4.
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