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Abstract 
Keyword metadata is very important to the retrieval and management of scientific publications. However, 
keyword sparseness, in the scientific repository, threatens the usability, and manually assigning keywords 
is laborious and inefficiency. In this study, we investigate an automatic keyword assigning approach 
based on full-text citation analysis and supervised topic model, which can characterize the semantic 
relation between keyword label and the contextual meaning. Full-text citation network is constructed with 
publication topic distribution and citation topical motivation, which may potentially enhance the keyword 
label performance. 
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1 Introduction 
As a brief summary of the topics discussed in an academic publication, “keywords” 
metadata plays an important role in information retrieval, classification, clustering and 
summarization. Despite of the importance of the scientific keywords, only a small part of 
publications have keywords metadata. For example, more than half of the publications 
(52.3%) in the ACM digital library haven’t any author-assigned keywords. Even in the 
publications that have author-assigned keywords, there are 4.9% of them only have one 
or two keywords, which are not enough to cover the topics of a publication usually. 
Besides, the quality of author-assigned keywords is hard to guarantee due to the 
absence of guidance to authors when they assign keywords for the publications (Guo, 
Zhang & Liu, 2013). 
Some publishing agencies and libraries have experience to assign keywords 
manually with domain experts or special librarians, but it is laborious and inefficiency. 
The consistency is also hard to maintain, Cleverton (1984) found that only 30% of 
keywords are same when two professional indexers assign keywords to the same 
publications with the same thesaurus. To tackle this problem, researchers working in 
the field of information science and computer science have developed various methods 
of automatic keyword indexing. In general, these methods can be divided into two main 
categories: keyword assignment and keyword extraction. Keyword assignment labels 
the publications with keywords come from a controlled vocabulary such as Library of 
Congress Subject Heading  (LCSH) or Medical Subject Heading (Mesh). In this method, 
keyword indexing is treated as a multi-label categorization problem, while machine 
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learning model can be trained to classify publications into those categories. However, 
this method is dependent on a large volume of relevant training data, and it is difficult to 
cope with the dynamic nature of author-assigned keywords and the concept drift 
phenomenon. 
The other method for automatic keyword indexing is keyword extraction, where the 
keywords are extracted from the metadata or full-text of the documents based on their 
statistical properties, such as TFIDF (Term Frequency and Inverse Document 
Frequency). This method does not need a controlled vocabulary and any phrase in the 
documents can be extracted as a keyword. The main weakness of this method is the 
lack of the semantic relations between the keywords and their contextual meaning. 
Besides, the method of keyword extraction always generates a more diverse set of 
keywords, with some of them are not reasonable from a human perspective (Witten, 
Paynter, Frank, Gutwin, & Nevill-Manning, 1999). 
In this study, we introduce a new keyword indexing method for scientific 
publications which falls into the category of keyword extraction, and use a supervised 
topic model Labeled Latent Dirichlet Allocation (LLDA) to assure the semantic relations 
between the keywords and the content of publications. We also combine the information 
of a publication with the extended information from other publications in which this 
publication has been cited, to enhance the keyword label performance. 
2 Literature Review 
The text surrounding a citation in the citing publication can be seen as a description 
of the information provided by the cited publication, so publications can be indexed 
using the words describing them when they are cited in other publications (Bradshaw & 
Hammond, 2001). In addition to the citation context, keywords and paper titles of the 
cited papers and citing papers are also important information elements for locating the 
paper subjects (Drori, 2003). Similarly, Mahdi and Joorabchi (2010) proposed an 
unsupervised method for automatic keyphrase extraction from scientific documents 
using the keyphrases assigned to the references cited in the document. 
These studies have approved the great value of citation information in publication 
keyword indexing. While most of them share a common oversimplified assumption: if 
paper1 cites paper2, they are connected, regardless of citation importance, topic 
iConference 2015  Pan and Liu 
3 
relevance, reason or motivation. All of the citing papers and cited papers give equal 
credit to the publication waiting for assigning keywords. 
Liu, Zhang, and Guo (2013) proposed a method of full-text citation analysis which 
uses supervised topic modeling and network analysis algorithms to enhance citation 
analysis, the experiment with publications from ACM Digital Library shows this method 
can significantly enhance bibliometric analysis and scientific publication ranking 
performance. Besides, full-text citation analysis is also very useful for citation 
recommendation (Liu, Yu, Guo, Sun & Gao, 2014).  
3 Method 
In this study, we employ an innovative approach of keyword labeling based on full-
text citation. Firstly, Labeled LDA (LLDA) (Blei, Ng, & Jordan, 2003) is used in training 
the labeled topic model, and each author-assigned keyword is treated as a topic label. 
Unlike classical LDA approach, LLDA is a supervised topic modeling algorithm, which 
characterizes the topic-word and document-topic probability based on the document 
keyword metadata (Guo, Zhang & Liu, 2013). By using LLDA, the total number of topic 
is given. These topic labels will be used as potential keywords to be assigned to 
publications. Then, we use the topic model to infer the publication topic distribution and 
citation topical motivation. Thirdly, the citation network, (𝐺 = 𝑉,𝐸), is constructed with 
publication topic distribution and citation topical motivation, where each vertex v  ∈ 𝑉 
represents a publication and each edge e  ∈ 𝐸 represents a citation connection. At last, a 
linear combination of publication information score and cited information score is 
derived based on the formula below:  𝑡𝑜𝑡𝑎𝑙_𝑠𝑐𝑜𝑟𝑒 =   𝛼 ∙ 𝑝𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑠𝑐𝑜𝑟𝑒 + 1− 𝛼 𝑐𝑖𝑡𝑖𝑛𝑔_𝑠𝑐𝑜𝑟𝑒 
α is the parameter used for linear combination. Publication_score is a prior topic 
probability of the target publication, and citing_score is a transitioning topic probability 
from publications of which cite the target publication.  
For each publication in the citation network, there is a prior topic probability vector {𝑝!"#! 𝑣 ,𝑝!"#! 𝑣 ,⋯𝑝!"#$ 𝑣 }, where 𝑝!"#$ 𝑣  is calculated by the formula below: 𝑝!"#$ 𝑣 = !(𝒵!"#$|!"!#$!)!(𝒵!"#$|!"!#$!)|!|!!!  ,  
where 𝑃(𝒵!"#$|𝑝𝑎𝑝𝑒𝑟!) is the publication topic inference score and 𝑝!"#$ 𝑣 = 1|!|!!! . 
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Similarly, we can also calculate each citation’s transitioning topic probability as 
follows: 𝑝!"#$ 𝑣!|𝑣! = !(𝒵!"#$|!"#$#"%&!,!)!(𝒵!"#$|!"#$#"%&!,!)!!"#(!!)!!!   
where 𝑃(𝒵!"#$|𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛!,!) is the citation topic inference score, 𝑑!"#(𝑣!) represents the 
citation count of a publication and 𝑝!"#$ 𝑣! 𝑣! = 1!!"#(!!)!!! . More detailed publication 
topic inference and citation topic inference can be found in our earlier work (Liu, Zhang 
& Guo, 2013). 
We assume that the citation motivation 𝑃(𝒵!"#$|𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛!,!)  can be important to 
enhance the keyword labeling performance. In that, different citing publication can give 
different transitioning topic probability to the target publication according to the citation 
contexts. For instance, assume that we have only three keywords (topics) and four 
publications as figure 1: 
 
 
Fig. 1.   Citation network example (with priors). 
In this illustrative citation network, each publication or citation has a topic 
distribution of three keywords (topics). One publication can cites another publication 
more than once (e.g., Publication 2 here cites Publication 3 twice). So, focus on 
Keyword 1 (Topic 1), Publication 3’s prior probability 𝑃(𝒵!"#!|𝑝𝑢𝑏!) =    !(𝒵!"#!|!"#!)!(𝒵!"#!|!"#!)|!|!!!  = !.!!.!!!.!!!.!!!  = 0.17. Similarly, we can calculate all edge (citation) transitioning 
probabilities, for example, 𝑝!"#! 𝑝𝑢𝑏!|𝑝𝑢𝑏! = !(𝒵!"#!|!"#$#"%&!,!)!(𝒵!"#!|!"#$#"%&!,!)!!"#(!"#!)!!!  = !.!!.!!!.! = 0.86, 
and 𝑝!"#! 𝑝𝑢𝑏!|𝑝𝑢𝑏!  = 0.14. It indicates most credits of Keyword 1 in Publication 1 are 
given to Publication 3 instead of Publication 4. Because compare with the citation 
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context between Publication 1 and 4, the citation context between Publication 1 and 3 is 
more relevant to Publication 1.  
After calculate all transitioning topic probability from every publication which cites 
Publication 3, we get the citing_score {0.95, 0.83, 0.73} for each keyword. The 
publication_score of each keyword is {0.17, 0.33, 0.23}. Given a parameter α, we can 
calculate the total_score of each keyword for Publication 3 finally. 
4 Conclusion 
Keywords play an important role in information retrieval, classification, clustering 
and summarization. But until now, keyword metadata quality is still low, while the cost of 
expert labeling is unacceptably high. Two kinds of methods including keyword 
assignment and keyword extraction are developed to tackle this problem, while there is 
obvious weakness in each method. Some researchers had taken into account the value 
of citations for keyword indexing, but most of them share a common oversimplified 
assumption regardless of citation importance, topic relevance, reason or motivation. In 
this study, we propose a new method for keyword indexing via LLDA based full-text 
citation analysis, which use supervised topic model to ensure the semantic relation 
between keyword label and their contextual meaning.  
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