Abstract: This paper considers a synthesis of output regulation controllers which k eep the controlled outputs within the prescribed bounds. The controller is designed so that the closed-loop system is equal or similar to the target system with an appropriate input-output relationship. An H 1 norm is used as an object function to measure a di erence betw een them. The controller is obtained by minimizing the object function via LMI optimization. This paper also provides an LMI-based method for creating the target system which ensures the output regulation.
INTRODUCTION
The output regulation is an interesting and poten tially important problem in control engineering. The purpose of the regulation is to keep the con trolled outputs within the prespeci ed bounds. In the framework of the principle of matching (Zakian, 1991 (Zakian, , 1992 (Zakian, , 1996 , many studies have been made on the controller syn thesis for the output regulation. In this principle, the exogenous inputs are characterized by a norm-bounded function space and the control system is designed so that the regulating performance is ensured for all inputs belonging to the space, that is, sup jz i (t w)j : t 2 0 1) w 2 W " i i = 1 : : : n (1) are simultaneously satis ed, where w is an input in the space W, z i (t w) i s t h e ith response to w at time t and " i is its tolerable bound. Generally, a con troller is obtained numerically as an admissible solution to the inequality constraints i (p) " i i = 1 : : : n
where p is a parameter vector of a controller and i (p) is the numerically tractable expression of the left part of (1) Al-Naib, 1973 Whidborne and Liu, 1993) . F rom the practical view point, this approach has many advantages: it is fairly exible in the choice of the system structure and the order of the con troller. Additionally, other performance speci cations can easily be embedded. Recently, as an alternative approach, the LMI-based methods have also been proposed (Ono et al., 2000 (Ono et al., , 2001 . In this paper, the exogenous input is assumed to be decomposed into tw otypes of inputs: one is characterized by the bound on the rate of change and the other on the 2-norm of the rate of change (Zakian, 1996) . This kind of inputs is useful for a tracking problem or a slow-c hanging disturbance rejection problem. Under this assumption, we c o nsider the synthesis of the output feedback controller which ensures the regulating performance in (1). How ev er, w e consider only a scalar system and take a sligh t di erent approach from conven tional ones: we i n a d v ance prepare the target system which meets (1) and design a controller so that the real system is identical or similar to the target system in some sense. This design problem belongs to the category of the model follo wing control. The aim of the model following is to accomplish the exact model matching between the real system and the target system in terms of transfer functions. In most cases, a tracking problem is supposed, and so the target system is given as an input-output relationship between the reference signal and the plant output. However, we consider more general cases: we also deal with the target system representing the relationship between the disturbance and the plant output or the tracking error. Furthermore, we do not necessarily pursue the perfect following. In this case, the H 1 norm of the di erence system is used as an object function to measure the distance between the real system and the target system. The controller is determined by minimizing the object function via LMI convex optimization. We a l s o g i v e a m e t h o d for creating the target system which meets (1 and a controller K with the state space realization
where z(t) 2 R is an output to be controlled and w(t) 2 R is an exogenous input like a disturbance or a reference command. The exogenous input is assumed decomposed into two kinds of inputs:
w(t) = w 1 (t) + w 2 (t) K, w h i c h a c hieves the output regulation kzk peak := sup jz(t w)j : t 2 R + w 2 W(M) " (6) by forcing the controlled output follow the target system output. The target system has the minimal representation _ (7) It is chosen by a designer so that kz m k peak ". The rst assumption is necessary for existence of the controllers which internally stabilize the system. The second is given to ensure jz(t w)j " at time t = 0 .
CONTROLLER SYNTHESIS
Let T m (s) and T zw (s) be the transfer functions of the target system and the closed-loop system from w to z, respectively. T o s y n thesize the controller which makes T zw equal or similar to T m , it is necessary to introduce an appropriate object function to measure the distance between T m and T zw . This paper evaluates such a distance by using the H 1 norm of T m (s) ; T zw (s):
J := kT m (s) ; T zw (s)k 1 :
(8) Therefore the problem is described as \ nd the controller which makes J as small as possible."
Youla parametrization gives all stabilizing controllers for G with free parameters in RH 1 . It is well known that they can be parametrized in the form of a linear fractional transformation: (16) where k k H denotes Hankel norm. The in mum kU iT 1 k H can be calculated by the controllability and observability gramians. The free parameter Q(s), which y i e l d s J = kU iT 1 k H , is obtained by the procedure in Francis (1987) . Another case is whereT 2 is strictly proper. But the existence of Q 2 RH 1 which minimizes J depends onT 2 itself. Here we do not discuss the optimal solution for this case. For details, see Francis (1987) .
Controller synthesis
The problem of our concern can be treated as an H 1 optimization problem. To handle the problem in the H 1 framework, we i n troduce the augmented plant G a , w h i c h is enclosed by the dashed line in Fig. 1 By minimizing , w e can obtain the nearly optimal controller. Therefore, the problem is described as \ nd the controller which minimizes subject to (19) and P = P t > 0." This paper determines such a c o n troller via LMI optimization.
The decision parameters are A K , B K , C K and D K . However, we can still not obtain them in the framework of the LMI optimization problem since the inequalities in (19) are not a ne in these parameters. One of the methods to transform (19) to the LMIs is to take t h e c hange of variables. This paper adopts the linearizing method in Chilali and Gahinet (1996) and Scherer et al.(1997) . Performing this change of variables, (19) is transformed into (20), which i s a n e i n t h e n e w v ariablesX, ing an H 1 controller (e.g. Gahinet and Apkarian, 1994) . The advantage of the method involving the change of variables, which is adopted in this paper, is to enable us to impose additional constraints together with (19). For instance, it is also possible to restrict the closed-loop pole locations Gahinet, 1996 Scherer et al., 1997) .
TARGET SYSTEM DESIGN
This section provides an LMI-based method for creating target systems which meet (6).
Proposition 1. Suppose that there exist a positivede nite symmetric matrix P 2 R nm nm , positive scalars , " 1 and " 2 , and matrices P A 2 R nm nm , P B 2 R nm 1 and C A 2 R 1 nm such t h a t P A + P t A + 2 P < 0
where n m is the size of A m . Then one of the target systems which ensure (6) (23) where z h is the unit step response of T m (Zakian, 1991) . It is obvious that (23) (27b) respectively. According to Scherer (1997) , (27a) 
we can express the matrix inequality conditions in (28) and (29) as (21). Therefore, from (25) and (30) (31) In short, a target system is chosen so that (21) and (31) are satis ed. However, the feasibility problem with the equality constraint cannot be solved by a pure convex programming: it is not easy to determine a target system by the proposi- 
NUMERICAL EXAMPLE
A t r a c king problem is considered in terms of the output regulation. The system to be designed is the unity feedback control system shown in (33) To apply the proposed method to this problem, we de ne a controlled output as the tracking error and T zw as the system from r(t) t o e(t). The target system is de ned as a relationship between r(t) and e(t) in this example, it is given as T m (s) = 1 ; ! 2 n s 2 + 2 ! n s + ! 2 n
where ! n = 800 and = 0 :6. Since it yields kz h k 1 ' 0:00203 kz h k 2 ' 0:03563 (35) we can see from (23) that the above target system meets (33). However, sinceT 2 is not unimodular, is an internally stabilizing controller. Accordingly, K(s) d o e s n o t h a ve t o h a ve a n i n tegrator. Further, to avoid the enormous spread of the poles of the real system, we also restrict the locations of the poles of the augmented system in the region R := fs 2 C : ; < Re(s) < ; g, where = 10000 and = 0 :1. This constraint is expressed as A t P + P A + 2 P > 0 (36a) A t P + P A + 2 P < 0:
By performing the change of variable, these inequalities can be transformed into the LMIs involving the same variables as in (20) . By using the function mincx in MATLAB LMI Control Toolbox, we searched for the controller subject to (20) and (36). As a result of search, the following controller, which a c hieved = 0 :005336, 
