Abstract. We consider the nonlinear, inverse problem of computing the stored energy function of a hyperelastic material from the full knowledge of the displacement field. The displacement field is described as solution of the nonlinear, dynamic, elastic wave equation, where the first PiolaKirchhoff stress tensor is given as the gradient of the stored energy function. We assume that we have a dictionary at hand such that the energy function is given as a conic combination of the dictionary's elements. In that sense the mathematical model of the direct problem is the nonlinear operator that maps the vector of expansion coefficients to the solution of the hyperelastic wave equation. In this article we summarize some continuity results for this operator and deduce its Fréchet derivative as well as the adjoint of this derivative. Since the stored energy function encodes mechanical properties of the underlying, hyperelastic material, the considered inverse problem is of highest interest for structural health monitoring systems where defects are detected from boundary measurements of the displacement field. For solving the inverse problem iteratively by the Landweber method or Newton type methods, the knowledge of the Fréchet derivative and its adjoint is of utmost importance.
Introduction. Starting point of our inverse problem is Cauchy's equation of motion for an elastic material of continuum mechanics (elastic wave equation)
ρ(x)ü(t, x) − ∇ · P (t, x) = f (t, x), (1.6) Equation (1.3) describes the behavior of hyperelastic materials such as e.g. carbon fibre reinforced composits (CFRC). That is why it plays a prominent role in materials science. Inverse problems associated with equations (1.1) or (1.3) furthermore have applications in Structural Health Monitoring (SHM), see [13] . SHM systems consist of a number of actors that generate guided waves propagating through the structure and are measured by sensors which are applied to the structure's surface. The aim is the early detection of defects from the sensor measurements. Mathematically this leads to the inverse problem of computing material properties from boundary data of the displacement field. This is a nonlinear parameter identification problem for (1.1) or (1.3) . In this article we specifically consider the inverse problem of reconstructing the stored energy function C(x, Y ) from the full displacement field u(t, x). Since any defect of the structure affects C, the identification of a spatially variable C might be an appropriate feature for damage detection of hyperelastic materials. We refer to standard textbooks like [11, 15, 22] for detailed introductions and derivations of the given equations.
There are numerous publications on inverse identification problems in elastic media for different settings. In [14] Hähner has analysed the problem of reconstructing the mass density in inhomogeneous, isotropic media from far field data. The linear sampling method, introduced by Colton and Kirsch in [12] for detection of reverberant scatterers, was applied and implemented for the isotropic Navier Lamé equation by Bourgeois and others in [9] . The method describes a possibility to detect defects in isotropic materials and damages, which are represented by such a scatterer. Based on this the method was used in [10] for the identification of cracks. Inverse problems are also object of [6] . Sedipkov [28] considers the inverse problem to compute the acoustic impedance in an inhomogeneous, elastic medium from Cauchy data. An extensive investigation of inverse problems for acoustic and elastic waves is [26] , where problems of determining mechanical properties of inhomogeneous media as well as problems of identification the nature of a radiating wave source from boundary data are considered. The reconstruction of Lamé coefficients from Cauchy data for an isotropic material in 2D and 3D is investigated in [16, 17] . It was possible to obtain uniqueness results when Dirichlet data are available on a part of the boundary. The Lipschitz continuity of the Dirichlet-to-Neumann mapping in the case of isotropic, inhomogeneous materials could be demonstrated in the article [5] . Uniqueness results for anisotropic material tensors are contained in [18] for the case, that the material tensor can be represented as spatially constant conic combination of given tensors. The results of this paper have been extended essentially for the identification of material parameters from sensor data in [27] . Important contributions related to uniqueness results for the identification of the Lamé constants in isotropic, inhomogeneous media for arbitrary dimensions from complete Cauchy data are the articles by Nakamura and Uhlmann [24, 25] . Uniqueness results for inverse problems for elastic, anisotropic media are also included in [23] . An algorithm, that ensures both the conservation of the total energy and the conservation of momentum and angular momentum, is presented in [29] . In [4] uniqueness results are given for the determination of the shear modulus from a finite number of linearly independent displacement fields in two dimensions. The reconstruction of an anisotropic elasticity tensor from a finite number of displacement fields for the linear, stationary elasticity equation is the topic of [2] . A comprehensive overview of various inverse problems in the field of elasticity offers the article [8] . In contrast to the publications mentioned before we consider the identification of stored energy functions, which are spatially variable, from time-dependent boundary data. The article [19] by Kirsch and Rieder can be seen in some sense as an analogon for the acoustic wave equation. We specify the inverse problem to be investigated in this article. Inspired by Kaltenbacher and Lorenzi [18] and following the authors of [27, 31] we suppose to have a dictionary {C 1 , C 2 , . . . , C N } consisting of functions
with positive constants α K > 0, K = 1, . . . , N . In that way the searched function C is projected onto a dictionary consisting of physically meaningful elements such as polyconvex functions, see [3, 15] . The hyperelastic wave equation then is given as
We consider the following inverse problem:
(IP) Given (f, u 0 , u 1 ) as well as the displacement field u(t, x) for t ∈ [0, T ] and x ∈ Ω, compute the coefficients α = (α 1 , . . . , α N ) ∈ R N + , such that u satisfies the initial boundary value problem (IBVP) (1.8), (1.4)-(1.6).
Denoting by
) the forward operator, which maps a vector α ∈ D(T ) to the unique solution of the IBVP (1.8), (1.4)-(1.6) for (f, u 0 , u 1 ) fixed, then (IP) is just given as the nonlinear operator equation
Here, D(T ) denotes the domain of T to be specified in Section 3. The article shows that T is Fréchet differentiable for α ∈ int D(T ) and gives representations for T ′ (α) as well as for the adjoint operator T ′ (α) * .
Outline. Section 2 provides all mathematical ingredients and tools which are necessary to prove the main results of the article. Particularly we summarize an existing uniqueness result for the solution of the IBVP (1.8), (1.4)-(1.6) (Theorem 2.1). Section 3 represents the core of the article containing the main results. First we deduce the Gâteaux derivative of T (Lemma 3.1), show its continuity (Theorem 3.4) and finally prove the Fréchet differentiability (Theorem 3.6). In Section 4 we furthermore derive a representation of the adjoint operator T ′ (α) * (Theorem 4.2). Section 5 concludes the article.
2. Setting the stage. We start by recapitulating an existing uniqueness result for the IBVP (1.8), (1.4)-(1.6) from [31] as well as some important estimates that we need to prove our main results.
We assume that C K : Ω × R 3×3 → R satisfies the conditions C K (x, 0) = 0 and ∇ Y C K (x, 0) = 0 for all K = 1, ..., N and x ∈ Ω ⊂ R 3 . We restrict the nonlinearity of the functions C K and hence of C by supposing, that there are positive constants κ
hold for all H, Y ∈ R 3×3 and for x ∈ Ω almost everywhere. By · F we denote the Frobenius norm induced by the inner product of matrices
Additionally we require the existence and boundedness of higher derivatives of C K with respect to Y . More specifically we assume, that there are constants µ
for a, b, i, j, k, l, p, q = 1, 2, 3 and K = 1, ..., N . Furthermore, we require
for all i, j, k, l = 1, 2, 3, which holds true if e.g.
is supposed to be three times continuously differentiable for x ∈ Ω almost everywhere. Furthermore, we restrict the set of admissible coefficient vectors α = (α 1 , ..., α N ) ⊤ ∈ R N + of the conic combination (1.7) by assuming
for all a = 1, 2 and b = 1, ..., 7 .
This set is coupled to the nonlinearity conditions of C K (2.1)-(2.8) via the constants µ [b] . Finally, we define the set of admissible solutions u of IBVP (1.3)-(1.6). For given constants M i , i = 0, ..., 3 we set
If we e.g. assume, that ∂Ω, f , u 0 , u 1 and C K are sufficiently smooth, then u ∈ A holds true. All these constraints are necessary to prove the following uniqueness result for the solution of the IBVP (1.
, which has been presented in [31] . . Let u,ū be two solutions to the initial boundary value problem (1.8), (1.4)-(1.6) corresponding to the parameters, initial values and right-hand sides (α, u 0 , u 1 , f ) and (ᾱ,ū 0 ,ū 1 ,f ), respectively. Furthermore, assume that u,ū ∈ A. If, in addition, the condition
is satisfied for
and if there are constants κ(α) and µ(α), so that
13)
then there exist constantsC 0 ,C 1 andC 2 , such that the stability estimate
is valid for all t ∈ (0, T ). Thereby, the constantsC 0 ,C 1 andC 2 only depend on T ,
where 0 < ǫ < 1 is a constant, whose existence is ensured by inequality (2.11).
The constantK > 0 is defined by the continuity of the embedding H
The functionC is positive and bounded in the following way because of the nonnegativity of the coefficients α K :
We define for the remainder of the article the spaces
and identify H with its dual space H ′ . Then we get the Gelfand triple
with dense, continuous embeddings. In addition, we consider
and thereby
with dense, continuous embeddings and
. We collect some further results which are useful when proving the main achievements of the article.
for constants C Ω > 0, C SE > 0 not depending on u.
Sobolev's embedding theorem for Ω ⊂ R 3 as well as Hölder's inequality yields
which proves assertion (2.17).
Furthermore, we need the following theorem, shown by Lions [20] , which is concerned with the solvability of a special class of linear initial value problems.
iii) There exist constants α > 0 and λ ∈ R with
Furthermore, the mapping
Remark 2.4. Lions and Magenes even show in [21] , that the solution v is in
To evaluate normal derivatives of v (see (2.19) ) it is necessary to have more regularity of v in x. This can be obtained by requiring more regularity of f as well as of the initial values v 0 and v 1 . The next lemma ensues directly from an application of Theorem 30.4 in [30] (cf. [7] ).
One principal technique to prove the results of this article takes advantage of Gronwall's lemma.
A proof of this version can be found in [1] . In this article, Gronwall's lemma is applied for a, b, and k being constants and p = 1 2 . Then we get as a consequence of (2.20) the estimate 
Here, we used the notations
Proof. Let α, h ∈ R N + and s > 0 sufficiently small. Then u(α + sh) := T (α + sh) denotes the solution of (1.8), (1.4)-(1.6) with α replaced by α + sh. We set further u(α) := T (α). Then we have
We assume for the moment, that the following limit
exists. Then v = T ′ (α)h is the Gâteaux derivative at α in the direction h. Please note that the limit process is well-defined since we assumed α ∈ D(T ) to be non-isolated. The aim is to determine a partial differential equation which is uniquely solved by v. For this purpose it is necessary to restate equation (3.5) as
On the other hand setting
Using the fact that
which follows from the continuity of α → u(α) as stated in Theorem 2.1, we get
If we insert this in equation (3.5) and use the definition of v, we obtain the differential equation (3.2) for v. The boundary condition for v follows directly from the definition of v and (1.6). The initial conditions for v are finally obtained from the assumptions
It remains to prove that the IBVP (3.2)-(3.4) has a unique solution and hence the Gâteaux derivative is well defined.
Proof. We want to apply Theorem 2.3 to prove existence and uniqueness of a solution. To this end we note, that (3.2) is linear in v, and define for v ∈ U
as well as
In that sense we can reformulate (3.2) as From (3.10) we see, that a(t; w, v) is linear in w ∈ U and v ∈ U for fixed t ∈ [0, T ], and thus defines a bilinear form on U × U . The Hölder inequality and (2.2) imply for
This gives the continuity of a(t; w, v) in w, v ∈ U and particularlyĀ(t)v ∈ U ′ for v ∈ U . Next we check that conditions i)-iii) of Theorem 2.3 to be fulfilled. The assumptions that Y → C K (x, Y ) is three times continuously differentiable for x ∈ Ω almost everywhere and u ∈ A imply that a(t; w, v) is differentiable with respect to t ∈ [0, T ] for w, v ∈ U validating i). Using the condition
for all i, j, k, l = 1, 2, 3 and Y ∈ R 3×3 and the Gauß-Ostrogradski theorem, we get the symmetry of a(t; w, v). Thus ii) holds true. It remains to prove iii). Let v ∈ U and t ∈ [0, T ]. Applying (2.2) we obtain
K > 0. If we use this estimate together with the definition of the spaces U , V and H, we get
This gives iii) with λ = α = γ. Thus, all requirements of Theorem 2.3 are satisfied, which proves that there is for allf ∈ L 2 (0, . To this end our next step is to prove that the mapping
Proof. Multiplying equation (3.2) by 2v and integrating over Ω yield
) (see Lemma 2.5). Using the Gauß-Ostrogradski theorem we get
We define
The bilinear form a 1 (t; ·, ·) is symmetric on V × V for all t ∈ [0, T ] because of
for all i, j, k, l = 1, 2, 3 and Y ∈ R 3×3 (see proof of Theorem 3.2), whence
follows. Integrating the last equation over [0, τ ] with 0 ≤ τ ≤ T yields together with v(0, x) =v(0, x) = 0
We proceed by appropriately estimating the different summands in equation (3.13) .
For the first one, we obtain using (2.2)
and thus with the assumptions of Theorem 2.1
Using the conditions (2.3) and (2.10) leads to
and we get with an application of Hölder's inequality
Finally Theorem 2.1 and (2.16) show
For the last term of equation (3.13) we estimate by means of (2.2), (2.5), (2.10) and several applications of the Hölder's inequality
Using (1.2) we obtain
(3.16) Putting all these estimates (3.13), (3.14), (3.15), (3.16) and (2.16) together and rearranging terms, we finally arrive with
and hence
Using the fact, that S(τ ) is monotonically increasing for τ ∈ [0, T ], and the mean value theorem, we derive
and with Poincaré's inequality (2.18)
where
This completes the proof.
To prove the Fréchet differentiability of T it remains to show the convergence
To prove this we need a further, technical result.
Proof. Using the triangle inequality and (2.10) for k, l = 1, 2, 3 with M 1 > 0 (see Theorem 2.1), we can show
and thusly
Using this we get
We are now able to formulate the main result of the article whose proof is postponed to the appendix. 
There is a constant L 2 > 0 depending only on Ω, T and α such that 
The adjoint operator T
′ (α) * of the Fréchet derivative. In the last section we have shown, that the parameter-to-solution operator T is Fréchet differentiable. In the following we want to determine the adjoint operator of the Fréchet derivative T ′ (α) * . The adjoint is important when applying iterative solvers as the Landweber method or Newton-type methods to the inverse problem T (α) = u meas or related problems. According to Lemma 3.1 v = T ′ (α)h solves the system of linear differential equations (3.2) with homogeneous initial and boundary values (3.3), (3.4) . Let us consider the hyperbolic equation (3.2) with arbitrary right-hand side f ∈ L 2 (0, T ; H), .3), (3.4) be fixed. Then we define by X the space, which consists of all solutions of (4.1) for f ∈ L 2 (0, T ; H), i.e. if we define the mapping B : 
Proof. Theorem 2.3 states that the mapf → v withf = 
3) where p := (B −1 ) * w is the weak solution of the hyperbolic, backward IBVP
Proof. Let w ∈ X ′ . Using the Gauß-Ostrogradski theorem, we get
Let furthermore v ∈ X be a solution of (3.2) with (3.3) and (3.4). Then we have
With the definition of B, a further application of the Gauß-Ostrogradski theorem and the symmetry of ∇ Y ∇ Y C α (x, Ju) we can reformulate this equation as
and with (3.3) and (3.4) for v it follows
and boundary conditions
we finally obtain
Thus, p = (B −1 ) * w is the weak solution of the hyperbolic, backward IBVP (4.4)-(4.6). We get the final representation of the adjoint T ′ (α) * as
Conclusions.
In this article we have proven the Fréchet differentiability of an operator, which maps the stored energy function C = C(x, Y ) to the solution of a nonlinear initial-boundary value problem, that describes the dynamic behavior of hyperelastic materials. The Fréchet derivative has been characterized as unique (weak) solution of a linear, hyperbolic IBVP, where we assumed, that C can be written as conic combination with respect to given functions C K = C K (x, Y ) of a dictionary. An advantage of this approach is, that the C K can be determined as physically meaningful candidates for C, e.g. by functions, which are polyconvex with respect to Y . We furthermore deduced a representation of the adjoint operator of the Fréchet derivative which is characterized by a linear, hyperbolic, backward IBVB. Both representations, the Fréchet derivative of the parameter-to-solution map as well as its adjoint can be used for the solution of inverse problems connected to dynamic hyperelasticity, since it represents a linearization of the nonlinear and illposed problem of identifying C from measurements of the displacement field u or part of it. Moreover the results of the article are important for the implementation of any numerical solver of this or related problems, since those often use the concept of the Fréchet derivative of the forward operator. In that sense the article might have an impact to build Structural Health Monitoring systems for hyperelastic materials. 
for t ∈ [0, T ] and x ∈ Ω with initial conditions
and vanishing boundary values
2) and (A.1)
Multiplying this by 2ḋ and integrating over Ω yields by means of the Gauß-Ostrogradski theorem with (3.4) as well as (A.3) and 
Inserting (3.14) and (3.15) into this equation yields
In the following we drop the argument (t, ·) for the sake of a better readability and use α K > 0 for all K = 1, ..., N . Applying (2.3), (2.4) and (2.10) we deduce
Taking the initial conditions forũ into account gives
Multiple applications of Hölder's inequality yield
From (2.17) we further deduce
dt, where we used the estimate
Using (3.22) we can further estimate this by
and with (3.18) as well as (A.4) we finally obtain
where we setB
Here, S(T ) is given by (3.19) . Recalling the results from Section 2 and Theorem 2.1 we may estimateB
2 ηµ(α)
After all this we arrived at the estimate
for the (A)-term. Please note that for fixed α we have the convergence
2 ηµ(α) =:B 2 (A.12) with a constantB 2 independent of h. Our investigations are now devoted to the (B)-term from (A.5). We compute ∞ is valid for all h → 0. This is the assertion of Theorem 3.6 and the proof is complete.
