Modelo secuencial con aplicación a la medición del rendimiento estudiantil by Mejía Campos, Luis Ángel
PONTIFICIA UNIVERSIDAD CATÓLICA DEL PERÚ
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Resumen
En este trabajo se presenta el Modelo Secuencial para datos poĺıtomicos ordinales de la
teoŕıa de respuesta al ı́tem y sus caracteŕısticas. De forma espećıfica se estudia el Modelo
Secuencial Loǵıstico de 2 parámetros (2PL-SM). La estimación de este modelo se realiza
utilizando Métodos de Cadenas de Markov de Montecarlo (MCMC), los cuales fueron imple-
mentados en R y WinBUGS.
Se realizó un estudio de simulación con el objetivo de estudiar la precisión en la recu-
peración de parámetros observándose resultados apropiados según los ı́ndices de precisión
utilizados.
El Modelo Secuencial en estudio fue luego aplicado a la prueba de escritura de la Evalua-
ción Muestral 2013 del Ministerio de Educación, evaluación que fue aplicada a una muestra
de 4327 estudiantes de sexto grado de primaria de todo el páıs. Con la aplicación del modelo a
la prueba se pudo determinar que en general esta contiene ı́tems cuyas dificultades son bajas
y que, para los estudiantes, el enfrentarse a esta prueba no debeŕıa resultarles complicado.
Palabras-clave: teoŕıa de respuesta al ı́tem (TRI), modelos politómicos de teoŕıa de res-
puesta al ı́tem (TRIP), variables latentes, inferencia bayesiana, Modelo Secuencial, métodos
montecarlo v́ıa cadenas de markov (MCMC).
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2.1. Modelos de respuesta al ı́tem politómicos . . . . . . . . . . . . . . . . . . . . 5
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FII Función de Información del Ítem.
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Yij Variable manifiesta que modela la respuesta del individuo i en el ı́tem j en un test.
θi Valor de la variable latente Θi (habilidad o rasgo latente) para el individuo i.
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parámetro de discriminación del Ítem3, Adecuación al tema, estimado con el
Modelo 2PL-SM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
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La medición del rendimiento escolar utilizando la teoŕıa de respuesta al ı́tem (TRI) se
ha venido desarrollando con gran popularidad a nivel internacional. Pruebas de rendimien-
to como PISA (Programme for International Student Assessment) (OECD, 2017), TERCE
(Tercer Estudio Regional Comparativo y Explicativo) (OREAL, 2016) e ICCS ( International
Civic and Citizenship Study) (IEA, 2011) vienen utilizando la TRI desde hace ya muchos
años. En el ámbito local, la medición del rendimiento estudiantil utilizando esta teoŕıa no es
algo nuevo pero tampoco es algo muy generalizado. Generalmente las pruebas de rendimiento
utilizan ı́tems dicotómicos, que son aquellos con solo dos categoŕıas (correcto e incorrecto ).
El rendimiento es estimado utilizando el modelo Rasch, el cual permite la estimación con-
junta de la dificultad de los ı́tems y la habilidad del estudiante. Por otro lado la teoŕıa de
respuesta al ı́tem considera también otros modelos, llamados de dos parámetros, que además
de la habilidad del estudiante y la dificultad del ı́tem incorpora la discriminación del ı́tem.
Este parámetro permite detectar que ı́tems son aquellos que diferencian más a los estudiantes
en cuanto a sus habilidades.
Según Michael y Ostini (2010) los ı́tems politómicos, que son aquellos con más de dos
categoŕıas, se han vuelto muy populares en pruebas educacionales y psicológicas debido a
que ellas ofrecen una más rica experiencia de medición además de mayor información psi-
cométrica acerca del constructo medido. En el Perú las pruebas de rendimiento estudiantil
que tienen ı́tems politómicos no son muy frecuentes y cuando se construyen, los ı́tems parten
de respuestas abiertas que luego son codificadas por especialistas. Esta codificación es impo-
sible de hacer para una evaluación de gran magnitud dados los tiempos que se tienen para
presentar resultados, sin embargo hay algunas evaluaciones a menor escala que si incluyen
este tipo de ı́tems.
Según Van Der Ark (2001) las ventajas de los ı́tems politómicos frente a los dicotómicos
son las siguientes:
Se necesitan pocos ı́tems politómicos para obtener el mismo grado de confiabilidad.
Algunos rasgos latentes son más fáciles de ser medidos en escalas graduadas.
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Para algunas variables, las respuestas a los ı́tems son mejor expresadas en una escala
ordinal.
Dentro de la clasificación de modelos politómicos mostrada por Bazan et al. (2012), el
Modelo Secuencial de la TRI, originalmente derivado por Tutz (1990), está diseñado para
aplicarse en instrumentos con ı́tems politómicos ordinales donde cada categoŕıa es alcanzada
de manera consecutiva; es decir, una categoŕıa puede ser alcanzada únicamente si la cate-
goŕıa anterior también lo fue. Esta es una diferencia fundamental respecto a otros modelos
politómicos como el Modelo de Respuesta Graduada donde el evaluado debe analizar todas
las categoŕıas simultaneamente antes de escoger una, o el Modelo de Crédito Parcial donde
el evaluado puede desarrollar todas las etapas del ı́tem y la construcción del puntaje es la
suma de todas las etapas bien realizadas.
Denotemos como j = 1, ..., J a los ı́tems de un test o encuesta, como i = 1, ..., n a las
personas que rinden el test o encuesta de tamaño J , y como k = 0, 1, ...,mj a la categoŕıa de
respuesta posible al ı́tem j. El número de categoŕıas para cada ı́tem, como se aprecia, podŕıan
ser diferentes y se asume que están ordenadas de forma creciente, siendo la probabilidad de







1 + exp(aj(θi − bjr))
] [
1
1 + exp(aj(θi − bjk+1))
]
. (1.1)
Se asume aqúı la variable aleatoria manifiesta condicional que modela la respuesta politómica
del individuo i para el ı́tem j, Yij , tiene distribución
Yij|θi,ξj ∼ geométrica truncada generalizada(Pij0, Pij1, ..., Pijmj ,mj) (1.2)
donde:
θi: rasgo latente (habilidad) del individuo i.
aj : Parámetro de discriminación del ı́tem j.
bjr: Parámetro de dificultad en la etapa r para el ı́tem j.
El presente trabajo plantea la aplicación de este modelo a una prueba de rendimiento es-
tudiantil, particularmente una prueba de escritura en la que cada estudiante debe redactar un
texto, posteriormente este texto es calificado en diversos aspectos por evaluadores especial-
mente capacitados. Esta prueba deberá tener ı́tems politómicos que se ajusten a un Modelo
Secuencial sobre los cuales se harán las estimaciones de los parámetros desde la perspectiva
bayesiana. Según Swaminathan (2014) si bien las estimaciones de máxima verosimilitud, ya
sean conjunta, condicional o marginal proveen estimaciones razonables de los parámetros de
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los ı́tems y de las personas, algunas veces para modelos de 2 o 3 parámetros estos procedi-
mientos generan estimaciones fuera de rangos aceptables. Las estimaciones bayesianas, dado
que toman en cuenta información a priori y colateral, a menudo superan estos problemas.
Por otro lado, el tener un tamaño de muestra pequeño es un problema para la precisión de
la estimación de máxima verosimilitud. Según Matteucci y Veldkamp (2015) la estimación
bayesiana de los modelos TRI, al incluir prioris informativas, compensa el hecho de tener un
tamaño de muestra pequeño.
Es importante mencionar que las estimaciones, desde la perspectiva bayesiana para el
Modelo Secuencial, no han sido implementadas antes y que tampoco se ha encontrado im-
plementaciones del Modelo Secuencial en los software estad́ısticos usados comunmente en
psicometŕıa como el R o el Winsteps.
1.2. Objetivos
El objetivo general de la tesis es presentar el Modelo Secuencial para datos politómicos
ordinales de la TRI propuesto por Tutz (1990). Esto incluye el estudio de las propiedades del
modelo, su estimación desde el punto de vista bayesiano, la implementación computacional
del modelo aśı como la aplicación a un conjunto de datos reales en el ámbito de la medición
de la calidad educativa. De manera espećıfica:
Presentar las diferentes propuestas de modelos de la TRI para atributos politómicos.
Estudiar propiedades, e implementar la estimación del Modelo Secuencial desde la
perspectiva bayesiana.
Realizar estudios de simulación acerca del Modelo Secuencial considerando computación
intensiva sobre diferentes escenarios.
Aplicar el modelo a un conjunto de datos reales de calidad educativa.
1.3. Organización del Trabajo
En el Caṕıtulo 2, presentamos los más importantes modelos de la TRI para atributos
politómicos, aśı como la formulación general del Modelo Secuencial (SM) y del Modelo
Secuencial Loǵıstico de dos parámetros (2PL − SM) como un caso particular del Modelo
Secuencial. En el caṕıtulo 3 se describe el proceso de estimación de los parámetros de los
modelos descritos en el caṕıtulo anterior bajo la perspectiva bayesiana usando MCMC además
de la implementación computacional usando R y WinBUGS. En el caṕıtulo 4 se presenta un
estudio de simulación de recuperación de parámetros para el modelo 2PL−SM . En el caṕıtulo
5 se presenta la aplicación del modelo 2PL − SM en el ámbito educativo, espećıficamente
en la base de datos de la prueba de escritura de la Evaluación Muestral 2013 (EM2013) del
Ministerio de Educación. Finalmente, en el caṕıtulo 6, se presentan conclusiones y sugerencias
obtenidas en este trabajo.
En el anexo A presentamos los códigos de los programas usados para la simulación de
datos, la estimación bayesiana de los parámetros y en general todos los programas utilizados
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para el estudio de simulación y la aplicación del modelo 2PL-SM. En el anexo B se presentan
los resultados para el diagnóstico de convergencia de las distribuciones a posteriori de los
parámetros estimados en la simulación y la aplicación.
Caṕıtulo 2
Modelo Secuencial
En este caṕıtulo se presenta una breve descripción de algunos modelos de respuesta al
ı́tem politómicos, aśı como la formulación del Modelo Secuencial y del Modelo Secuencial
Loǵıstico.
2.1. Modelos de respuesta al ı́tem politómicos
Ostini y Nering (2006) define a los ı́tems politómicos como ı́tems categóricos con más de
dos posibles categoŕıas de respuesta. En los modelos para ı́tems binarios el modelamiento
suele estar basado en una de las categoŕıas ya que la información sobre la otra categoŕıa
puede ser deducida por complemento. Por otro lado en los modelos politómicos esto no es
aplicable y es necesario el modelamiento de cada categoŕıa expĺıcitamente como se menciona
en Ostini y Nering (2006).
Aśımismo en Ostini y Nering (2006) se menciona que una de las ventajas del uso de ı́tems
politómicos frente a los dicotómicos es que, en virtud de su gran número de categoŕıas de
respuesta, ellos proveen mayor información sobre una gama más amplia del rasgo latente que
se desea medir.
Mellenbergh (1995) clasifica a los ı́tems politómicos en dos clases, los nominales y los
ordinales. Siguiendo esta clasificación se dividirá a los modelos de respuesta politómica en
las mismas dos clases.
2.1.1. Modelo Politómico Nominal
El modelo politómico nominal como lo explica Thissen y Cai (2016) ha sido diseñado
para ı́tems con más de dos alternativas, las cuales no tienen un orden predeterminado. Este
modelo usa una distribución loǵıstica multivariada para modelar la probabilidad de selección
de cada alternativa. En Thissen y Cai (2016) además se menciona que uno de los posibles usos
para el modelo nominal puede ser el determinar el orden de las categoŕıas de un ı́tem ordinal
cuando se tengan dudas sobre este. Un análisis con el modelo nominal podŕıa demostrar que
el orden original de las categoŕıas de un ı́tem no es el adecuado.
Un ejemplo de ı́tem para este tipo de modelos es el utilizado en el cuestionario al do-
cente de la Evaluación Censal de Estudiantes 2012 en segundo de primaria del Ministerio de
5
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Educación:
Ítem: ¿Cuál de las siguientes afirmaciones se aproxima mejor a su opinión acerca de como,
las niñas y niños, adquieren la noción de número?
a) Mediante el uso práctico de sus representaciones. Por ejemplo: monedas y billetes.
b) Practicando muchas veces la simbolización y lectura de los números.
c) Resolviendo situaciones que involucran acciones y relaciones entre cantidades.
En este caso no existe una respuesta correcta dado que el ı́tem solo busca recoger las
opiniones de los docentes.
2.1.2. Modelo Politómico Ordinal
Ostini y Nering (2006) define a los ı́tems politómicos ordinales como aquellos donde las
categoŕıas de respuesta tienen un ordenamiento expĺıcito con respecto al rasgo latente de
interés. Esto quiere decir que en estos modelos se asume que las categoŕıas están ordenadas
de forma creciente. Las categoŕıas ordenadas están definidas por ĺımites o etapas que las
separan, el número de etapas siempre será uno menos que el número de categoŕıas.
En esta sección se presentará brevemente las 3 familias de modelos politómicos ordinales
presentados en Bazan et al. (2012). En general en los modelos de la TRI politómicos la
probabilidad de pasar de una categoŕıa del ı́tem a otra, dado un ĺımite o etapa entre estas
dos categoŕıas, puede ser escrita en función de un rasgo latente unidimensional θ, esta función
es llamada Función de Respuesta a las Etapas del Ítem (FREI). De esta manera cada modelo
tiene una FREI distinta.
Modelo de Respuesta Graduada
Según Bazan et al. (2012) en esta familia de modelos se asume un orden para las etapas
del ı́tem; es decir, si una etapa no es alcanzada, todas las etapas siguientes tampoco lo son
y por otro lado si una etapa es alcanzada, todas las etapas anteriores también lo son.
En el modelo de respuesta graduada la FREI es llamada acumulativa y se define como
P+ijk, que denota la probabilidad acumulada de que el evaluado i alcance la categoŕıa k y
todas las categoŕıas posteriores a esta en el ı́tem j.
Estos modelos también son llamados modelos de diferencia, dado que la probabilidad de





Por otra parte, los parámetros de dificultad sobre cada probable respuesta a un ı́tem deben
estar perfectamente ordenados; es decir, de la forma bj1 < bj2 < ... < bjmj , donde mj es el
máximo valor que se puede alcanzar en el ı́tem j.
Los ı́tems para este tipo de modelos son aquellos en los que el evaluado debe analizar
todas las categoŕıas simultaneamente antes de escoger una, de esta manera como menciona
Bazan et al. (2012), el evaluado atribuye un juicio completo en una escala. Un ejemplo de
este tipo de ı́tems pueden ser los que tienen como categoŕıas de respuesta a una escala de
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Likert, como se presenta a continuación:
Ítem: El profesor fomenta la participación de los alumnos en clase.
a) Muy de acuerdo.
b) De acuerdo.
c) Ni de acuerdo ni en desacuerdo.
d) En desacuerdo.
e) Muy en desacuerdo.
Modelo de Crédito Parcial
En esta familia de modelos se enfatiza en la probabilidad de alcanzar la categoŕıa k en
lugar de la categoŕıa k − 1, de esta manera a diferencia del modelo de respuesta graduada
el análisis se concentra en condicionar un par de categoŕıas adyacentes dejando de lado el
resto de categoŕıas. En el modelo de Crédito Parcial la FREI es llamada de crédito parcial
y se define como
Pijk
Pijk−1+Pijk
, donde Pijk denota la probabilidad de que el evaluado i alcance
la categoŕıa k en el item j. Como se menciona en Bazan et al. (2012) solo las categoŕıas k y
k − 1 tienen influencia directa en la FREI y no la evaluación de todas las etapas como en el
modelo de respuesta graduada.
Estos modelos también son conocidos como modelos de categoŕıas adyacentes. En este
caso, a diferencia del modelo de respuesta graduada, no es necesario que los parámetros de
dificultad estén perfectamente ordenados.
Como se explica en Bazan et al. (2012) los ı́tems para este tipo de modelos son aquellos
en los que el evaluado construye la solución independientemente de conocer todas las etapas
del ı́tem. El evaluador es quien califica su respuesta de acuerdo a algún criterio definido.
Cabe resaltar que el evaluado puede tentar todas las etapas pero el puntaje que consigue
depende de cuantas etapas él completa correctamente. Además, a diferencia del modelo de
respuesta graduada, en este tipo de ı́tems las etapas no son evaluadas de forma simultanea,
sino de forma separada. En este caso el evaluado desarrolla todas las etapas del ı́tem y la
construcción del puntaje es la suma de todas las etapas bien realizadas (binarias). Esto es
llamado formación de puntaje paralela.
Un ejemplo de este tipo de ı́tem se puede encontrar en el cuadernillo modelo de la Eva-
luación Censal de Estudiantes del Ministerio de Educación de segundo de secundaria del
2016:
Ítem: Históricamente, el pueblo de Monte Alegre estaba poblado por familias dedicadas
a la agricultura y ganadeŕıa de subsistencia, es decir, solo les alcanzaba para la alimentación
y el vestido de su familia.
Esta situación cambió con la construcción de fábricas textiles en Monte Alegre. Con la
llegada de las fábricas, al poco tiempo, muchas personas se asentaron en Monte Alegre y
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ocuparon espacios antes despoblados.
¿Cómo se relaciona la construcción de fábricas con la ocupación de los espacios en Monte
Alegre?
La calificación de este ı́tem se hace de acuerdo a los siguientes criterios:
Crédito completo (2): Respuestas que señalen que la gente migra porque puede encon-
trar trabajo en las fábricas o respuestas que consideren que la presencia de las fábricas
trae consigo oportunidades para vivir más cómodamente en el lugar.
Crédito parcial (1): Respuestas que identifican un impacto en el entorno (ya sea tanto
contaminando como simplemente ocupando espacio) pero no que la gente va a Monte
Alegre por oportunidades.
Sin crédito (0): Respuestas que mencionen los dos sucesos (construcción de fábricas y
ocupación de espacios) pero no establezcan ninguna relación entre ellos además de la
temporal. Respuestas sin sentido o que no contestan a la pregunta.
Modelo Secuencial
En esta familia de modelos se enfatiza en la probabilidad de alcanzar la categoŕıa k
dado que ya se alcanzó la categoŕıa k − 1. El Modelo Secuencial tiene como caracteŕıstica
estar diseñado para instrumentos cuyos ı́tems deben ser resueltos de manera consecutiva;
es decir, pasar de una etapa del ı́tem a otra implica que todas las anteriores han tenido
que ser alcanzadas. Asimismo, el fallar en una etapa implica que las etapas siguientes ya
no serán consideradas. Como lo explica Welchowski (2014) esta es una gran diferencia con
respecto al modelo de crédito parcial donde no necesariamente todos los pasos previos deben
ser completados antes de alcanzar la categoŕıa más alta. Masters (2016) con respecto al
modelo de crédito parcial define a la probabilidad de que un individuo alcance la categoŕıa
k como la probabilidad de que una persona obtenga k en lugar de k − 1 a diferencia del
Modelo Secuencial en donde la probabilidad de alcanzar una categoŕıa k es condicional a que
ya alcanzó la categoŕıa k − 1. Para Tutz (2016), dado que el modelo de crédito parcial se
concentra en solo un par de categoŕıas dejando de lado el resto, no es tan apropiado para
modelar procesos en los que se solucionan los problemas de forma secuencial.
Por otro lado, si bien el ordenamiento de las etapas del ı́tem debe ser fijo, no es nece-
sario que los parámetros de dificultad estén perfectamente ordenados como se menciona en
Akkermans (1998). Estos modelos también son conocidos como modelos condicionales.




Como ya se mencionó anteriormente, P+ijk denota la probabilidad acumulada de que el eva-
luado i alcance la categoŕıa k y todas las categoŕıas posteriores a esta en el ı́tem j.
En los ı́tems de este tipo de modelos el evaluado construye su solución paso a paso y
el evaluador asigna el puntaje dependiendo de si cada etapa es alcanzada por el evaluado.
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Como se mencionó anteriormente, si ocurre una falla en alguna de las etapas el evaluador
ya no considerará las etapas siguientes. Como menciona Akkermans (1998), es importante
señalar que es intrascendente si el evaluado intenta realizar todas las etapas del ı́tem o si este
se detiene al fallar. Es la regla para asignar el puntaje lo que hace al proceso secuencial. De
esta manera, el evaluado podŕıa fallar en la etapa k de un ı́tem y hacer bien la etapa k + 1,
pero por la regla de asignación del puntaje, este solo obtendrá k − 1.
Un ejemplo de este tipo de ı́tem es el siguiente:
Ítem: Diana invierte una cantidad de dinero para la impresión de 40 revistas de arte de 25
hojas cada una, buscando obtener una ganancia del 80 % del costo total de impresión. Si se
sabe que el costo de impresión de cada hoja es de S/.0.20 y que con todo el dinero recaudado
quiere comprarse una impresora de S/.550, ¿cuánto dinero le falta a Diana para comprarse
la impresora?
Puntaje 1: 40 revistas × 25 hojas × 0.20 soles = 200 soles.
Puntaje 2: 0.8 x 200 + 200 = 360 soles.
Puntaje 3: 550 - 360=190 soles le falta para comprar la impresora.
2.2. Formulación del Modelo Secuencial
En esta sección se presenta una formulación general para el Modelo Secuencial, sus supues-
tos, casos particulares, caracteŕısticas, función de información, y la descripción del Modelo
Secuencial Loǵıstico.
2.2.1. Presentación y racionalidad del modelo
Consideremos un conjunto de i = 1, ..., n sujetos que respondieron un cuestionario o
prueba con j = 1, ..., J ı́tems, y sea k = 0, 1, ...,mj las categoŕıas de respuestas posibles al
ı́tem j. De esta manera cada ı́tem cuenta con mj + 1 categoŕıas politómicas ordinales, las
cuales pueden ser distintas entre los ı́tems pero siempre deben estar ordenadas de tal manera
que para alcanzar una categoŕıa, necesariamente se tiene que alcanzar todas las anteriores.
El Modelo Secuencial es definido a través de la distribución
Yij | θi, ξj ∼ geométrica truncada generalizada (Pij0, Pij1, ..., Pijmj ,mj) (2.1)
donde para i = 1, ..., n; j = 1, ..., J ; k = 0, 1, ...,mj :














= F (ηijk) = F (aj(θi − bjk)) . (2.3)
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Yij es la variable aleatoria manifiesta condicional que modela la respuesta politómica
del individuo i alcanzando la categoŕıa k del ı́tem j, donde k ε {0, 1, ...,mj}.
Pijk: es la probabilidad condicional de que el individuo i alcance la categoŕıa k en el
ı́tem j y se satisface que
∑mj
r=0 Pijr = 1.
P+ijk = P (Yij ≥ k | θi, ξj) expresa la probabilidad de que el evaluado i responda
correctamente la etapa k y todas las etapas superiores del item j dada su habilidad
latente θi y las caracteŕısticas del ı́tem.
ηijk es el predictor latente lineal relacionado con θi.
F es una función de distribución acumulada que relaciona el predictor latente ηijk con
las probabilidades condicionales.
θi es el valor de la variable latente Θi para el individuo i tal que θi ε R.
ξj = (aj , bj1, ..., bjmj ) es el vector de parámetros del ı́tem j. El parámetro de discrimi-
nación aj > 0 está relacionado con la inclinación del ı́tem y los bjmj son parámetros de
dificultad que representan la posición de las etapas (también llamados umbrales) entre
dos categoŕıas del ı́tem. Nótese que los parámetros están en función de las etapas y por
lo tanto la notación para los sub́ındices de los parámetros de dificultad empieza en 1.
2.2.2. Observaciones
Si X es el número de éxitos hasta la ocurrencia de la primera falla en una secuencia
de m ensayos de Bernoulli independientes pero no idénticamente distribuidos con pro-
babilidad de éxito en el ensayo r de Pr, X sigue una distribución geométrica truncada
generalizada con función de probabilidad:






(1− Px+1) , x = 0, 1, ...,m (2.4)
donde Pr es la probabilidad de éxito en el r-ésimo ensayo de Bernoulli y consideramos
por conveniencia la notación P0 ≡ 1 y Pm+1 ≡ 0. En este caso se denota que X ∼
geométrica truncada generalizada(P1, ..., Pm,m).
A esta distribución se le denomina truncada ya que a diferencia de la distribución
geométrica, donde X puede ir hasta el infinito, en este caso X solo puede alcanzar
como máximo el valor de m que es la cantidad de ensayos de Bernoulli. Además, otra
diferencia con la distribución geométrica es que la probabilidad de éxito puede ser
distinta en cada ensayo, y por esto es llamada generalizada.
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Tal como detalla Akkermans (1998), en el Modelo Secuencial tenemos que el número
de aciertos antes de la ocurrencia del primer fallo, en una secuencia de ensayos de
Bernoulli, sigue una distribución geométrica truncada en la categoŕıa máxima del ı́tem
(mj). De esta manera si Yij se define como el número de éxitos hasta que ocurra el
primer fallo en una secuencia de mj ensayos Bernoulli, esta sigue una distribución




Por otro lado, cada parámetro πijk vaŕıa en cada categoŕıa del ı́tem. En ese sentido cada
πijk se ha definido como una función de la variable θi. Además cada πijk es también
llamada Curva Caracteŕısticas de los Ítems (CCIs) por Akkermans (1998), sin embargo
dado que estamos en un modelo politómico, en el presente trabajo se llamará Función
de Respuesta a las Etapas del Ítem (FREI).
Para Tutz (2016) las respuestas ordinales permiten medir la habilidad de forma más
precisa de lo que seŕıa posible con ı́tems dicotómicos.
Tutz (2016) llama a los parámetros bjk como la dificultad de los ı́tems para el paso k.
De forma general, la dificultad del ı́tem representa la dificultad para la transición de la
categoŕıa k−1 a la categoŕıa k. Además, a diferencia del modelo de respuesta graduada
donde cada parámetro bjk debe ser menor que el siguiente (−∞ = bj0 < bj1 < ... <
bjmj−1 < bjmj = +∞), en el Modelo Secuencial esto no es necesario.
Como se detalla en Tutz (2016), el proceso siempre empieza en cero. Si la transición a
la categoŕıa 1 falla, el proceso se detiene y el puntaje de la persona i en el ı́tem j es
Yij = 0. Si la transición es satisfactoria la persona alcanza por lo menos la categoŕıa
1 (Yij = 1) y podrá enfrentarse a la siguiente categoŕıa, de esta manera tenemos 2
opciones:
• Yij = 1 dado que Yij ≥ 1 si la persona no alcanza la categoŕıa 2;
• Yij = 2 dado que Yij ≥ 1 si la persona alcanza la categoŕıa 2;
De esta forma la asunción básica es que cada ı́tem es resuelto paso a paso.











, k = 0, 1, ...,mj (2.5)











Otra forma de presentar el modelo, tomando como referencia la presentada en Michael
y Ostini (2010) es la siguiente:





















, si k = mj .
(2.6)
2.2.3. Supuestos del Modelo Secuencial
Según Tutz (2016) el modelo es unidimensional. Hay una única escala latente para
medir la habilidad y la dificultad de los ı́tems. Por otro lado como menciona Attorresi
et al. (2009) en la práctica es dif́ıcil que este supuesto de unidimensionalidad del rasgo
latente se satisfaga totalmente ya que múltiples factores pueden afectar a la respuesta
a un ı́tem. En los modelos unidimensionales sólo se exige un rasgo fundamental (factor
dominante) que explique las respuestas de los sujetos.
Un supuesto general para los modelos TRI es el de la independencia entre las respuestas
de distintos individuos. De esta forma si definimos a Yi. = (Yi1, ..., Yij , ..., YiJ) como
el conjunto de respuestas de un individuo i a los J ı́tems del test, la probabilidad del
conjunto global de respuestas de los n individuos estará dado por
P (Y1. = y1., Y2. = y2., ..., Yn. = yn. | θ1, ..., θn, ξ1, ..., ξn) =
n∏
i=1
P (Yi. = yi. | θi, ξi) .
(2.7)
Otro supuesto general para los modelos TRI es el de la independencia local de los
ı́tems. Según Hidalgo (2016) este supuesto asume que las respuestas de un individuo
para cualquier pareja de ı́tems en el test no están relacionadas cuando la habilidad se
mantiene constante. En Attorresi et al. (2009) se menciona que este supuesto iŕıa de la
mano con el de unidimensionalidad ya que si dos ı́tems no son independientes significa
que otro factor, ajeno al que se pretende medir incide en la estimación del rasgo latente
violando el supuesto de unidimensionalidad.
De esta manera, la probabilidad del patrón de respuesta yi. = (yi1, ..., yiJ) para los J
ı́tems estará definida por
P (Yi. = yi. | θi, ξj) =
J∏
j=1
P (Yij = yij | θi, ξi) . (2.8)
En Tutz (2016) se define que las respuestas multicategóricas se pueden codificar en
variables dummy de la siguiente forma:
Wijr =
1, Yij = r0, otros casos (2.9)
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donde el vector W Tij = (Wij0,Wij1, ...,Wijmj ) es un vector con solo un ”1”, el cual
indica la categoŕıa alcanzada por la persona i.
De esta manera la log verosimilitud de las respuestas de una persona i a un ı́tem j tiene
la siguiente forma:




donde Lij es la verosimilitud de la respuesta de la persona i a un ı́tem j la cual puede
definirse como:





Akkermans (1998) detalla la propiedad de invarianza de la CCI (aqúı llamada FREI)
como esencial en un proceso de calificación secuencial. Esta propiedad dice que para
cualquiera, sean dos procesos de calificación secuencial A y B, donde las etapas del
proceso B son idénticas a las del A, excepto por una etapa k la cual no está en el
proceso B, se debe cumplir que:
P (Yjk+1 = 1 | Yjk = 1; θi, ξj) = P (Yjk+1 = 1 | Yjk−1 = 1; θi, ξj)
La parte izquierda de la ecuación es el proceso de calificación A y la parte derecha el
proceso B. Cualquier modelo de calificación secuencial necesita poder cumplir con este
supuesto. Akkermans (1998) explica que el Modelo de Respuesta Graduada solo cumple
con este supuesto si es que la etapa eliminada es la última y por el contrario, el Modelo
de Crédito Parcial solo cumple con este supuesto si la etapa eliminada es la primera.
2.2.4. Caracteŕısticas del Modelo Secuencial
En Ostini y Nering (2006) se explica que comparados con los modelos dicotómicos, una
caracteŕıstica de los modelos politómicos es que la distinción entre categoŕıas de respuesta
y etapas reflejan dos diferentes tipos de probabilidades condicionales: (a) La probabilidad
de alcanzar una categoŕıa y (b) la probabilidad de responder positivamente en lugar de
negativamente en una etapa dada entre dos categoŕıas. La primera probabilidad se encuentra
definida por la Función de Respuesta a las Categoŕıas del Ítem (FRCI), mientras que la
segunda se encuentra definida por la Función de Respuesta a las Etapas del Ítem (FREI).
En el caso dicotómico ambas probabilidades son lo mismo y dicha probabilidad se encuentra
definida por la Función de Respuesta al Ítem (FRI).
En esta sección se presentará la definición de la FREI y de la FRCI, además de la Función
de Información que también es llamada Información de Fisher.
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Función de Respuesta a las Etapas del Ítem (FREI)
La FREI para un ı́tem j en el Modelo Secuencial se encuentra definida por:
P+ijk
P+ijk−1
= F (ηijk) (2.12)
donde
ηijk = aj(θi − bjk) (2.13)
con k = 0, 1, ...,mj
Aqúı
P+ijk es la probabilidad condicional acumulada de que un individuo con habilidad θi
logre superar alcanzar la categoŕıa k y todas las posteriores a esta en el ı́tem j.
F es una función de distribución que relaciona el predictor latente ηijk con las proba-
bilidades condicionales, donde:
F : R→ [0, 1] es continua por la derecha y monótona creciente con
ĺım
x→−∞
F (x) = 0
ĺım
x→+∞
F (x) = 1
F también es llamada función de enlace y podŕıa ser la función acumulada de cualquier
distribución dado que cumpliŕıa con los requisitos presentados anteriormente.
De acuerdo a lo mencionado en Bazan et al. (2012) estas funciones corresponden a las del
tipo condicional.
Función de Respuesta a las Categoŕıas del Ítem (FRCI)
La FRCI para un ı́tem j en el Modelo Secuencial fue definida en (2.2), siendo expresada
esta en términos de la FREI como:
Pijk = P (Yij = k | θi, ξj) =
k∏
r=1
F (ηijr)(1− F (ηijk+1) (2.14)
con k = 0, 1, ...,mj .
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Información de Fisher en el Modelo Secuencial
De acuerdo a Hidalgo (2016) la Función de Información representa la cantidad de infor-
mación que proporciona un ı́tem en cada nivel del cont́ınuo de habilidad (rasgo latente). Esta
función de información en la TRI está relacionada con la fiabilidad de la medida. Cuanta más
información tiene un ı́tem o un test, más precisa es la estimación de la habilidad del sujeto.
En Reckase (2009) se menciona que el estimador de máxima verosimilitud de un paráme-
tro, en este caso la habilidad Θ, se distribuye asintóticamente con una media igual a θ y una
varianza igual a:




donde L es la verosimilitud de los datos dado el parámetro, en este caso, la verosimilitud de
las respuestas de los ı́tems dado Θ.
En Reckase (2009) también se menciona que el término en el denominador en (2.15) es
igual a la información del test cuando los ı́tems han sido ajustados a un modelo dicotómico;
sin embargo, los conceptos de información acerca de θ han sido generalizados a los test
compuestos por ı́tems politómicos. Por otro lado, el rećıproco de la varianza del estimador de
máxima verosimilitud fue denominado como información por Fisher en 1925, de aqúı es que
la formulación general de información presentada en Reckase (2009) es llamada Información
de Fisher.
Consideremos un sujeto con habilidad θ, y sea Yj|θ,ξj ∼ geométrica truncada generalizada
(Pj0, Pj1, ..., Pjmj ,mj) la respuesta del sujeto a un ı́tem j, con k categoŕıas donde k =
0, 1, ...,mj y f(y, θ) la función de verosimilitud de la variable latente θ, la cual dados los








donde Pjr es la probabilidad de que el evaluado responda a la categoŕıa r del ı́tem j, y wjr
la parametrización alternativa para yjk planteada en (2.9).
El logaritmo de la verosimilitud estará definido por:
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De esta manera, la Función de Información del Test (FIT) es definida como la suma de





En Hambleton (1985) se presentan las siguientes caracteŕısticas para la Función de Infor-
mación del Test:
La cantidad de información es influenciada por la calidad y número de ı́tems en el test.
Mientras más empinada la pendiente, mayor cantidad de información. Mientras más
pequeña la varianza del ı́tem, mayor información.
I(θ) no depende de una combinación particular de ı́tems. La contribución de cada ı́tem
es independiente de los otros ı́tems en el test.
La cantidad de información provista por un conjunto de ı́tems en un nivel de habilidad
está inversamente relacionado al error asociado con el estimado de la habilidad en dicho






donde SE(θ) es el error estándar del estimado de la habilidad en el nivel de habilidad
θ.
2.2.5. Casos particulares del Modelo Secuencial
Modelo de Respuesta Graduada
Tutz (2016) detalla que solo para el caso en el que para el Modelo Secuencial se utilice
la función de distribución F , definida en (2.12), como de valor extremo con densidad f(x) =
exp(− exp(−x)) entonces el modelo respuesta graduada y el secuencial serán equivalentes.
Modelo Rasch Secuencial
En Tutz (1990) se menciona que si F es la distribución loǵıstica (considerando al paráme-
tro de discriminación como 1 para todos los casos), el paso de la categoŕıa r a la categoŕıa
r+ 1 dado que la categoŕıa r ya fue alcanzada, es modelado por el modelo Rasch dicotómico.
De la misma forma, el parámetro bjr será la dificultad de alcanzar la etapa r + 1 del ı́tem j
si la etapa r ya fue alcanzada. Este modelo es llamado Modelo Rasch Secuencial (en inglés
Sequential Rasch Model o Stepwise Rasch Model).
Modelo Secuencial Multidimensional
En Deng y Bolt (2016) se discute una extensión multidimensional para el Modelo Secuen-
cial. En este art́ıculo se plantea como instrumento una prueba de corrección de oraciones
donde al evaluado se le presenta una oración la cual podŕıa tener un error gramatical. Cada
ı́tem tiene 5 alternativas donde la primera opción es una réplica de la oración, esto indicaŕıa
que el evaluado no detecta el error gramatical. Las 4 alternativas restantes son opciones para
corregir el error gramatical. Como primer paso para resolver uno de estos ı́tems el evaluado
tendrá que ser capaz de detectar el error y con esto obtener un score de 1 como mı́nimo.
Una vez hecho esto, el evaluado deberá escoger entre las 4 opciones restantes la alternativa
correcta, en cuyo caso obtendrá un score de 2.
De esta manera, el proceso secuencial viene dado por dos etapas asociadas cada una a un
rasgo latente distinto. La primera etapa asociada al rasgo latente que permite la detección
del error y denominada como η; y la segunda etapa asociada al rasgo latente que permite la
corrección del error, denominada θ.
La primera etapa es modelada por un modelo loǵıstico de dos parámetros mientras que
la segunda etapa es modelada por un modelo de respuesta nominal. La probabilidad general
de que el evaluado i seleccione la categoŕıa k del ı́tem j viene modelada por una combinación
de las dos etapas anteriores.
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2.3. Modelo Secuencial Loǵıstico
En esta sección se definen y presentan las propiedades del Modelo Secuencial Loǵıstico
(2PL− SM).
2.3.1. Definición del Modelo
Dada una matriz de datos Y = [Yij ]n×J que representa las respuestas ordinales de los n
individuos evaluados en un instrumento de J ı́tems con Yij definida como en (2.1). De esta
manera el Modelo Secuencial Loǵıstico de dos Parámetros (2PL-SM) se puede considerar
como un caso particular del Modelo Secuencial (SM) en el cual F es la función de distribución
acumulada de la distribución loǵıstica estándar. Considerando la ecuación (2.2) el modelo
2PL-SM queda definido como:
Yij | θi, ξj ∼ geométrica truncada generalizada (Pij0, Pij1, ..., Pijmj ,mj) (2.21)
donde para i = 1, ..., n; j = 1, ..., J ; k = 0, 1, ...,mj :












= Ψ(ηijk) = Ψ(aj(θi − bjk)) . (2.23)






≡ 0. Note que
Pijk representa la probabilid condicional de responder a la categoŕıa k en el ı́tem j, P
+
ijk =
P (Yij ≥ k | θi, ξj) la probabilid condicional de que el evaluado i alcance la categoŕıa k
y todas las superiores del ı́tem j dada su habilidad latente θi y las caracteŕısticas del ı́tem,
ηijk = aj(θi−bjk) es el predictor latente lineal relacionado con θi ε R, ξj = (aj , bj1, ..., bjmj ) es








, −∞ < ηijk <∞ .
2.3.2. Caracteŕısticas del Modelo 2PL-SM
Función de Respuesta a las Etapas del Ítem (FREI)
Las FREI para el modelo 2PL− SM estarán definidas como:








ηijk = aj(θi − bjk)
i = 1, ..., n; j = 1, ..., J ; k = 0, 1, ...,mj .
En la figura 2.1 se muestra las FREI para 3 ı́tems de 5 categoŕıas con umbrales de b =(-
2.0,0.1,0.8,1.4) para los dos primeros y con b =(-2.0,0.1,-0.5,1.4) para el tercero. Además el
primer ı́tem tiene un parámetro de discriminación de 1 y los dos últimos ı́tems tienen un
parámetro de discriminación de 2.
Si comparamos los dos primeros ı́tems donde la diferencia radica en el parámetro de
discriminación podemos observar que a mayor valor de este la curva es más empinada. De
esta manera, un mayor valor de discriminación permitirá diferenciar mejor a los evaluados.
Si comparamos los ı́tems 2 y 3 se puede observar que la diferencia se encuentra en el tercer
umbral. En el tercer ı́tem el valor del tercer umbral es menor que el del segundo umbral. El
Modelo Secuencial no necesita que los parámetros de dificultad estén ordenados de acuerdo
a las categoŕıas ordinales del ı́tem.
Función de Respuesta a las Categoŕıas del Ítem (FRCI)












ηijk = aj(θi − bjk)
donde
i = 1, ..., n; j = 1, ..., J ; k = 0, 1, ...,mj .
Aśı, como en el caso de las FREI, la forma que toman las FRCI también depende de los
parámetros aj y bjk. En la figura 2.2 se puede observar el comportamiento de de la FRCI
de 6 ı́tems con 4 categoŕıas de respuesta. Los ı́tems de la derecha (́ıtems 2, 4 y 6) presentan
parámetros de discriminación altos comparados con los de la izquierda (́ıtems 1, 3 y 5) y es
por esto que las curvas de la derecha son mucho más empinadas. Por otro lado, si comparamos
los parámetros de dificultad, los ı́tems 1 y 2 presentan los ı́ndices de dificultad más bajos,
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Figura 2.1: Representación gráfica de las FREI del Modelo 2PL-SM para tres ı́tems de 4 categoŕıas
con parámetros de discriminación a1 = 1 y a2 = a3 = 2, y con parámetros de dificultad b1r = b2r =
-2.0,0.1,0.8,1.4 y b3r = -2.0,0.1,-0.5,1.4
los ı́tems 3 y 4 presentan ı́ndices de dificultad que en este caso podŕıan ser intermedios y por
último los ı́tems 5 y 6 presentan los parámetros de dificultad más altos.
Información de Fisher
Como se vio en la sección 2.2.4, la Función de Información de un Ítem (FII) para el
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Figura 2.2: Representación gráfica de las FRCI del Modelo 2PL-SM para seis ı́tems de cuatro categoŕıas
con parámetros de discriminación a1 = a3 = a5 = 1 y a2 = a4 = a6 = 2; y con parámetros de dificultad




F (ηijq)(1− F (ηijr+1)) (2.27)























































aj exp(−aj(θ − bjr))
1 + exp(−aj(θ − bjr))
− aj




aj(1− F (nijr))− ajF (nijr+1) (2.29)





















aj(1− F (ηijr))− ajF (ηijr+1)
]2 mj∏
r=0
F (ηijr)(1− F (ηijr+1))
 . (2.31)
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Figura 2.3: Representación gráfica de las FII del Modelo 2PL-SM para seis ı́tems de cuatro categoŕıas
con parámetros de discriminación a1 = a3 = a5 = 1 y a2 = a4 = a6 = 2; y con parámetros de
dificultad b1r = b2r = -3.5,-2.0,-0.5,1.0,1 ,b3r = b4r = -1.0,0.0,1.0,2.0,1 y b5r = b6r = -0.5,1.0,2.5,3.5,1
Figura 2.4: Representación gráfica de la FIT del Modelo 2PL-SM para un test de seis ı́tems, de
cuatro categoŕıas, con parámetros de discriminación a1 = a3 = a5 = 1 y a2 = a4 = a6 = 2; y con
parámetros de dificultad b1r = b2r = -3.5,-2.0,-0.5,1.0,1 ,b3r = b4r = -1.0,0.0,1.0,2.0,1 y b5r = b6r =
-0.5,1.0,2.5,3.5,1
Caṕıtulo 3
Estimación Bayesiana del Modelo Secuencial Loǵısti-
co
En Tutz (2016) se explican dos métodos de estimación clásica para la estimación de los
parámetros del Modelo Secuencial, estos métodos son el de máxima verosimilitud conjunta
(JML) y el de máxima verosimilitud marginal (MML). En este caṕıtulo se desarrollará la in-
ferencia desde la perspectiva bayesiana usando los métodos MCMC. Para su implementación
se utilizarán los programas R y WinBUGS.
3.1. Función de Verosimilitud para el Modelo Secuencial Loǵıstico (2PL-
SM)
Dada una matriz de datos Y = [Yij ]n×J que representa las respuestas ordinales de los
n individuos evaluados en una prueba o cuestionario de J ı́tems con Yij definida como en
(2.1), Wijr la reparametrización alternativa de estas variables dada en (2.9), θ = (θ1, ..., θn)
T
el vector de parámetros de habilidades para las personas y ξ = (ξ1, ..., ξJ)
T el vector de
parámetros de los ı́tems, con ξj = (aj , bj1, ..., bjmj )
T . Asumiendo los supuestos (2.7), (2.8) y
(2.11), la función de verosimilitud puede ser escrita como:







































1 + exp(−aj(θi − bjk+1))
)]wijk (3.3)
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3.2. Especificación de la distribución a priori en el Modelo Secuencial
Loǵıstico (2PL-SM)
Se asumirá que la distribución a priori conjunta de los parámetros de las personas y de
los ı́tems sigue una estructura de prioris independientes de la siguiente manera:










donde a = (a1, a2, ..., aJ) y b = (b1, b2, ..., bJ) con bj = (bj1, ..., bjmj ) contienen los parámetros
de discriminación y dificultad respectivamente.
Se definen prioris informativas dado que utilizar prioris impropias no garantiza la existen-
cia de la distribución conjunta a posteriori. Las distribuciones a priori propuestas se detallan
a continuación:
Para el vector de parámetros de habilidad de las personas se consideró una distribución
normal estándar θi ∼ N(0, 1) con lo que se espera obtener E[θi] = 0 y V [θi] = 1.
Para el parámetro de discriminación Tarazona (2013) considera una distribución normal
truncada positiva aj ∼ N+(µa, σ2a) con parámetros de locación µa = 1 y escala σ2a = 0.5



























Para los parámetros de dificultad de los ı́tems Tarazona (2013) considera una distribu-
ción normal bjk ∼ N(0, 2) con media cero y varianza dos con lo que se espera obtener
E[bj ] = 0 y V [bj ] = 2.
3.3. Distribución a posteriori de los parámetros del Modelo Secuencial
Loǵıstico (2PL-SM)
Considerando la función de verosimilitud dada en (3.3) y las prioris consideradas en (3.4),
definimos la distribución a posteriori de los parámetros dado los datos como:
P (θ,a, b | y) ∝ P (θ, a, b)f(y | θ, a, b) (3.5)






























1 + exp(−aj(θi − bjk+1))
)]wijk
(3.7)
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3.4. Inferencia Bayesiana del Modelo Secuencial Loǵıstico (2PL-SM)
La distribución a posteriori dada en (3.7) no es identificable. Por lo tanto, para la es-
timación bayesiana se considera métodos de Montecarlo v́ıa Cadenas de Markov (MCMC),
utilizando el algoritmo de Gibbs, que es implementado en el software WinBUGS, para lo cual
se escribe el código del modelo, en base a la especificación de la verosimilitud jerárquica del
modelo general:












= Ψ(aj(θi − bjk)), (3.10)
θi ∼ N(0, 1) (3.11)
aj ∼ N+(1, 0.5) (3.12)
bjk ∼ N(0, 2) (3.13)
3.5. Implementación Computacional
Para realizar la inferencia bayesiana del Modelo Secuencial loǵıstico de dos parámetros,
se programaron códigos en los software R (R Core Team, 2017) y WinBUGS14 (Lunn et al.,
2007), este último como ya se mencionó en el punto anterior, utiliza el algoritmo de Gibbs y
los métodos de MCMC para la estimación de los parámetros. El algoritmo de Gibbs, explica-
do en Hoff (2009), es utilizado cuando la distribución a posteriori conjunta de los parámetros
no es conocida y es dif́ıcil de muestrear directamente. En este caso se muestrea de las dis-
tribuciones condicionales completas de cada parámetro. La aproximación de Gibbs es un
algoritmo iterativo que construye una secuencia dependiente de los valores de los paráme-
tros cuya distribución converge a la distribución posterior conjunta. Al final se obtiene una
secuencia de vectores dependientes φ(1), ...,φ(s) donde cada vector contiene los parámetros
del modelo.
En esta secuencia, φ(s) depende de φ(0), ...,φ(s−1) solo a través de φ(s−1), esto es, φ(s) es
independiente condicionalmente de φ(0), ...,φ(s−2) dado φ(s−1). Esto es llamado propiedad
de Markov, y la secuencia es llamada Cadena de Markov.
CAPÍTULO 3. ESTIMACIÓN BAYESIANA DEL MODELO SECUENCIAL LOGÍSTICO27
Además se tiene que,
P (φ(s) ε A)→
∫
A
p(φ)∂φ , cuando s→∞ . (3.14)
siendo A un subconjunto arbitrario.
En otras palabras, la distribución emṕırica de φ(s) aproxima a la distribución objetivo
cuando s → ∞, sin importar el valor de inicio de φ(0). De esta manera, para la mayoŕıa de







g(φ)p(φ)∂φ , cuando s→∞ . (3.15)





justo como en una aproximación Montecarlo. Por esta razón, estas aproximaciones son lla-
madas Métodos de Montecarlo v́ıa Cadenas de Markov (MCMC).
La convergencia de las simulaciones v́ıa MCMC, en principio, fue evaluada mediante la
observación de los gráficos de diagnóstico proporcionados por el WinBUGS. En estos gráficos
se presentan las densidades a posteriori de los parámetros estimados y las iteraciones de
forma sucesiva para cada cadena implementada, esperando obtener una sobreposición de las
mismas que deje en claro que hay una convergencia a una distribución común. Además se
espera observar estacionariedad en las gráficas de iteraciones.
La convergencia también fue evaluada mediante el indicador Rhat propuesto en Gelman
et al. (2014) el cual estima la disminución potencial en la variabilidad entre cadenas con
respecto a la variabilidad dentro de las cadenas. Si el valor de este indicador fuera muy alto,
entonces se tendŕıan razones para creer que es necesario un mayor número de simulaciones
para mejorar nuestra inferencia sobre el parámetro objetivo. Un valor cercano a 1 indicaŕıa









donde M representa el número de cadenas, N representa el número de simulaciones, B re-
presenta la varianza entre cadenas y W representa la varianza dentro de las cadenas.
El código en R mostrado en el Anexo A.6 contiene la función smMCMC que fue progra-
mada para que facilite la preparación de los datos que serán utilizados por el WinBUGS en
los estudios de simulación y de aplicación que se realizarán en los caṕıtulos 4 y 5 respectiva-
mente, aśı como también para que permita configurar los parámetros para las simulaciones
y los valores de los parámetros de las distribuciones a priori consideradas en el modelo. Este
código llama a la función bugs de la libreŕıa R2WinBUGS (Sturtz et al., 2005) con el fin de
que env́ıe los datos y los parámetros necesarios para realizar el análisis en WinBUGS.
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El código en BUGS para realizar la inferencia bayesiana bajo MCMC en WinBUGS del
modelo 2PL-SM fue adaptado de Tarazona (2013) y se muestra en el Anexo A.7.
Adicionalmente, en el Anexo A.5 se muestra un código para simular datos provenientes
del Modelo Secuencial, mientras que en los Anexos A.1, A.2, A.3 y A.4 se encuentran los
códigos para poder graficar la Función de Respuesta a las Etapas de los Ítems (FREI), la
Función de respuesta a las Categoŕıas de los Ítems (FRCI), la Función de Información de los




En este caṕıtulo buscamos simular un conjunto de datos politómicos ordinales generado
a partir del Modelo Secuencial (2PL-SM), con el objetivo de evaluar la precisión del método
MCMC en la recuperación de los parámetros de los ı́tems y las habilidades del Modelo
Secuencial (2PL-SM). Ello también nos proporciona sustento a los resultados obtenidos en
el caṕıtulo 5.
4.2. Algoritmo para la simulación de datos
Para la simulación de datos provenientes de ı́tems politómicos ordinales aplicables a un
Modelo Secuencial (2PL-SM) se realizó el siguiente procedimiento:
Definir la cantidad de sujetos n, cantidad de ı́tems J y número de categoŕıas por cada
ı́tem M .
Generar los parámetros del modelo. Se simulan las habilidades para las personas consi-
derando θi ∼ N(0, 1). Los parámetros de dificultad y discriminación de los ı́tems pueden
ser generados considerando bjk ∼ N+(0, 2) y aj ∼ N+(1, 0.5) tomando como referencia
lo presentado en Tarazona (2013) para el modelo de respuesta graduada. En el caso del
presente trabajo, las dificultades de los ı́tems son tomadas del ejemplo presentado en
Tutz (2016) en el cual se plantean 6 ı́tems. La discriminación se estableció en 1 para
los dos primeros ı́tems, 1.5 para los dos siguientes y 2 para los últimos. Ver cuadro 4.1.
Calcular para cada ı́tem la probabilidad de alcanzar cada categoŕıa k, Pijk, de acuerdo
a (2.2).
Simular para cada uno de los n sujetos su respuesta en cada ı́tem a partir de un número
aleatorio sobre una población de k = 0, 1, ...,M elementos, cada uno con probabilidad
Pijk que fue calculada en el paso anterior.
Para este proceso de simulación, los parámetros aj , bjk y habilidades θi se mantuvieron
fijos a lo largo de todas las réplicas de la simulación. Todo estos insumos son utilizados para
29
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la simulación de las respuestas en cada réplica. Como ya se mencionó anteriormente, el código
para simular respuestas politómicas ordinales basadas en el Modelo Secuencial 2PL-SM se
presenta en el Anexo A.5.
4.3. Metodo para la estimación de parámetros
La estimación de los parámetros del Modelo Secuencial (2PL-SM) se realizó mediante
inferencia bayesiana, se consideró como estimador a la media posteriori, la cual fue calculada
utilizando el método MCMC y fue implementado en el programa WinBUGS14. Con este
método se estiman M ×J +n parámetros en cada réplica de la simulación. Estos parámetros
son estimados calculando las medias estimadas de sus distribuciones a posteriori.
En el Anexo A.7 se presenta la implementación computacional para la inferencia bayesiana
del Modelo Secuencial (2PL-SM) y en el Anexo A.6 se presenta la función en R usando la
libreŕıa R2WinBUGS que permite ejecutar la inferencia bayesiana en WinBUGS.
4.4. Criterios para evaluar la simulación
Dos indicadores son utilizados para evaluar la precisión en la recuperación de los paráme-
tros, la ráız del error cuadrático medio (RMSE) y el promedio del error absoluto (MAE).
El RMSE se define como la ráız cuadrada del promedio de las diferencias entre los






(λ̂s − λs)2 . (4.1)
donde λ representa los diferentes parámetros del modelo, λ̂ representa el estimado de
dichos parámetros y R el número de réplicas en la simulación.
El MAE es definido como el promedio de las diferencias en valor absoluto entre los






| λ̂s − λs | . (4.2)
Además de los criterios mencionados, también son calculadas, dentro de cada réplica,
las correlaciones entre los valores estimados y los parámetros generados.
corr =
∑R
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4.5. Escenario
Se consideraron n = 1500 individuos, J = 6 ı́tems con M = 3 categoŕıas cada uno.
Los parámetros de dificultad y discriminación de los ı́tems son mostrados en el cuadro 4.1.
También se consideraron R=20 réplicas, cada una con un conjunto diferente de datos. La
implementación computacional del presente estudio de simulación se encuentra en el Anexo
A.8.
Ítem b1j b2j aj
1 -0.527 -0.279 1.000
2 -0.365 -1.448 1.000
3 -0.365 -0.421 1.500
4 -0.692 0.080 1.500
5 -0.748 0.958 2.000
6 -0.979 0.233 2.000
Tabla 4.1: Parámetros de los ı́tems usados en la simulación
4.6. Resultados
Se realizaron algunos estudios preliminares con el objetivo de determinar el número de
iteraciones necesarias para asegurar la convergencia de las estimaciones de los parámetros
con WinBUGS en cada réplica. De acuerdo a dichos estudios se utilizaron 2 cadenas de 40000
iteraciones cada una, de las cuales las 10000 primeras fueron descartadas mientras que para
las 30000 restantes se consideraron saltos de 20 en cada cadena con el objetivo de reducir
la autocorrelación entre iteraciones. De esta manera quedaron finalmente 1500 iteraciones
efectivas por cadena.
Se evaluó la convergencia de la distribución a posteriori de los parámetros esperando
una distribución estacionaria. Esta convergencia fue evaluada de forma visual a través de los
gráficos de diagnóstico proporcionados por WinBUGS a través de las libreŕıas mcmcplots y
R2WinBUGS del R. Dichos gráficos son presentados en el Anexo B.
En la Figura B.1 se presenta el histórico para la discriminación y el primer umbral del
cuarto ı́tem utilizando dos cadenas. Se puede apreciar que ambas cadenas están sobrepuestas
y que además convergen a una distribución estacionaria.
En la Figura B.2 se presentan las gráficas de densidades y autocorrelaciones para los
parámetros del cuarto ı́tem. Ambas cadenas están sobrepuestas y tampoco existe un gran
problema de autocorrelación.
Cabe resaltar que cada criterio de convergencia fue evaluado con una réplica distinta y
que además el resto de ı́tems mostraron un comportamiento similar.
Por último, para complementar el análisis se obtuvieron valores de Rhat, todos ellos
cercanos a 1. Esto nos indicaŕıa una buena convergencia en los resultados.
En el cuadro 4.2 se presentan los resultados del sesgo de las estimaciones de los parámetros
de los ı́tems. Las medidas RMSE y MAE se presentan en el cuadro 4.3. Los valores de estas
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medidas nos indican que la recuperación de parámetros se da de manera satisfactoria.
Ítem b1j b2j aj
1 0.014 -0.017 -0.028
2 0.041 0.015 0.007
3 0.001 0.026 0.031
4 0.001 0.006 -0.037
5 -0.006 0.028 -0.037
6 -0.019 0.015 -0.095
Tabla 4.2: Sesgo en la recuperación de parámetros de los ı́tems usando estimación bajo MCMC para
el modelo 2PL-SM
Medida de Precisión Ítem b1j b2j aj
RSME
1 0.067 0.104 0.073
2 0.074 0.157 0.084
3 0.040 0.058 0.076
4 0.044 0.046 0.103
5 0.038 0.048 0.104
6 0.056 0.044 0.167
MAE
1 0.055 0.078 0.058
2 0.064 0.126 0.074
3 0.033 0.046 0.058
4 0.037 0.039 0.089
5 0.033 0.039 0.094
6 0.045 0.040 0.145
Tabla 4.3: Ráız del error cuadrático medio (RMSE) y Media absoluta del error (MAE) de las estima-
ciones de los parámetros de los ı́tems en la simulación del Modelo de Respuesta Graduada Loǵıstico
(2PL-SM) considerando R=20 réplicas
Parámetro RMSE MAE r
b1 0.053 0.044 0.983
b2 0.076 0.061 0.997
a 0.101 0.086 0.976
θ 0.459 0.376 0.877
Tabla 4.4: Resultados del promedio de la Raiz del error cuadratico medio (RSME), la Media abso-
luta del error (MAE) y la correlación (r) de los parámetros estimados en la simulación del Modelo
Secuencial Loǵıstico (2PL-SM) considerando R= 20 réplicas
4.7. Conclusiones
Los parámetros de discriminación, dificultad y las habilidades de las personas para
el Modelo Secuencial (2PL-SM) en una muestra de 1500 individuos con 6 ı́tems de 3
categoŕıas cada uno fueron recuperados de manera satisfactoria aplicando inferencia
bayesiana v́ıa MCMC con el programa WinBUGS.
Dado que la recuperación de parámetros fue exitosa, se puede concluir que la simulación
de los datos politómicos ordinales generados a partir del Modelo Secuencial (2PL-SM)
se llevó a cabo de manera adecuada. Las probabilidades de alcanzar cada categoŕıa k
fueron calculadas a partir de (2.2).
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Se necesitó un gran número de iteraciones para lograr la convergencia de las estima-
ciones. En cada réplica, en total se utilizaron 2 cadenas de 40000 iteraciones cada una,
desechando las 10000 primeras y para las 30000 restantes se consideraron saltos de 20
en cada cadena para reducir la autocorrelación entre iteraciones.
El proceso de estimación de parámetros utilizando el programa Winbugs en una compu-
tadora con un procesador Intel(R) Core (TM) i7-3770 CPU 3.40 GHz para una muestra
de 1500 individuos con 6 ı́tems de 3 categoŕıas cada uno es lento (en promedio 1 hora
y 2 minutos por cada réplica).
Caṕıtulo 5
Aplicación
La aplicación en el presente trabajo se encuentra en el ámbito educativo, espećıficamente
en la medición de rendimiento estudiantil en el área de escritura. En Minedu-UMC (2016)
se define la escritura como un proceso cognitivo y social que involucra el uso de diversos
conocimientos, estrategias y recursos con el propósito de producir textos escritos en diferentes
situaciones de comunicación.
En el 2013 el Ministerio de Educación (MINEDU) llevó a cabo la Evaluación Muestral
2013 (EM2013) en sexto grado de primaria, la cual incluyó una prueba de escritura con el
propósito de brindar resultados sobre cuánto lograron aprender los estudiantes respecto a la
producción de textos narrativos y argumentativos.
El objetivo de esta aplicación es la estimación bayesiana con el método MCMC de la
habilidad latente y los parámetros de discriminación y dificultad en la EM2013 de los ı́tems
con el Modelo Secuencial Loǵıstico (2PL− SM) en una muestra de 4327 estudiantes de 6to
de primaria.
5.1. Instrumento de medición
En el 2013 se realizó la Evaluación Muestral de Estudiantes (EM 2013) en sexto de pri-
maria. Este estudio evaluó el rendimiento estudiantil en áreas como lectura, matemática,
ciudadańıa y escritura. Para el presente trabajo se utilizó la prueba de escritura, espećıfica-
mente la prueba de escritura en su versión narrativa.
La prueba de escritura consist́ıa en pedirle al estudiante que redacte un texto con carac-
teŕısticas narrativas (cuento), con un destinatario impĺıcito (los jueces de un concurso) y una
estructura definida (el estudiante deb́ıa contar como empieza, que sucede luego y cómo ter-
mina). Posteriormente los textos de todos los estudiantes pasan a un proceso de codificación
conducido por expertos, docentes y linguistas especialmente entrenados para esta tarea, quie-
nes codificaron el texto según una serie de criterios. Finalmente, los ı́tems que conformaron
la prueba de escritura son los siguientes:
1. Secuencia textual: Este criterio evalúa en qué medida el texto presenta una secuencia
textual (descriptiva, narrativa o argumentativa) completa.
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2. Género cuento: Este criterio evalúa en qué medida el texto presenta las caracteŕıstica
propias del género solicitado.
3. Adecuación al tema: Este criterio evalúa en qué medida el texto presenta el tema
planteado por la consigna.
4. Registro lingúıstico: Este criterio evalúa en qué medida el texto presenta un registro
(modo de expresarse) apropiado según la situación comunicativa.
5. Mantenimiento del tema: Este criterio evalúa en qué medida el texto presenta un tema
que se desarrolla sin digresiones (sin desviarse del tema).
6. Progresión temática: Este criterio evalúa en qué medida el texto presenta ideas que no
se reiteran innecesariamente.
7. Suficiencia comunicativa: Este criterio evalúa en qué medida el texto presenta toda la
información necesaria para su comprensión.
8. Conexión: Este criterio evalúa en qué medida el texto presenta un uso adecuado de los
conectores al relacionar proposiciones.
9. Referencia: Este criterio evalúa en qué medida el texto presenta un uso adecuado de
los mecanismos de referencia (anáforo, catáfora, elipsis).
10. Desarrollo: Este criterio evalúa en qué medida el texto presenta enunciados que expan-
den, precisan o amplian ideas mencionadas previamente en el texto.
11. Estructura narrativa: Este criterio evalúa en qué medida el texto presenta una argu-
mentación eficaz, convincente.
Cada uno de estos criterios tiene un número distinto de categoŕıas ordinales que el estu-
diante puede alcanzar, donde las categoŕıas más altas implican un mayor nivel de habilidad.
La asignación de estas categoŕıas se realizó de manera secuencial; es decir, para alcanzar una
categoŕıa el estudiante debe haber pasado todas las anteriores. Además, si el estudiante no
alcanzaba una categoŕıa el proceso de codificación se deteńıa.
A manera de ejemplo se presenta la rúbrica utilizada para calificar al ı́tem 1:
3 2 1
El texto narra mediante
una secuencia en la que
hay una situación inicial,
una situación centra y
una situación final,
independientemente del
orden en que se presenten.
El texto narra mediante
una secuencia narrativa
de al menos dos situaciones
relacionadas entre las que
está presente la situación
central.
el texto solo presenta un
evento sin articularlo con
otros momentos narrativos.
O,
el texto articula otra
secuencia (describe,
argumenta, etc).
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5.2. Diseño Muestral
La prueba de escritura de la EM 2013 fue aplicada a un total de 4327 estudiantes de
sexto grado de primaria de distantas escuelas alrededor del páıs. El muestreo utilizado fue
estratificado y por conglomerados bietápico. Los estratos fueron la combinación área geográfi-
ca (urbana y rural) y gestión (estatal y no estatal). Como conglomerado se consideró a la
Institución Educativa y dentro de esta se seleccionó una sección en el caso de tener 2 y 2
secciones en el caso de tener 3 o más.
5.3. Recolección de datos
Los datos fueron proporcionados por la Oficina de Medición de la Calidad de los Aprendi-
zajes (UMC) del Ministerio de Educación. Cabe señalar que estos datos no fueron analizados
mediante algún modelo de la TRI por la UMC.
5.4. Estimación de los parámetros mediante el Modelo Secuencial
Como ya se mencionó en el caṕıtulo anterior, la implementación del modelo se realizó con
la libreŕıa R2WinBUGS del software R y el programa WinBUGS. Los códigos desarrollados
en WinBUGS se basaron en lo presentado por Tarazona (2013) siendo adaptados al Modelo
Secuencial. La aplicación fue ejecutada para 1500 iteraciones efectivas en cada 2 cadenas
(40000 iteraciones por cadena donde se quemaron las 10000 primeras y utilizando saltos de
20), es decir, un total de 3000 iteraciones efectivas.
5.4.1. Modelo Secuencial Loǵıstico (2PL-SM)
En el Modelo Secuencial Loǵıstico (2PL-SM), la probabilidad Pijk de alcanzar la cate-
goŕıa k en el ı́tem j depende del nivel de habilidad que tiene el estudiante i en escritura
argumentativa y de los parámetros de discriminación aj y dificultad bjk, y está definida como
en 2.22. El código para estimar el Modelo 2PL-SM se encuentra en el Anexo A.7.
Los valores estimados de los parámetros de discriminación aj , sus errores estándar (eea),
sus medianas y otros estad́ısticos de orden son presentados en el Cuadro 5.1. Los ı́tems
Mantenimiento del tema, Progresión temática y Suficiencia comunicativa (́ıtems 5, 6 y 7
respectivamente) son aquellos que presentan mayor discriminación, esto indicaŕıa que en estos
ı́tems un cambio en la habilidad del estudiante tiene un mayor impacto en la probabilidad de
acertarlo con respecto a otros ı́tems de menor discriminación. Los ı́tems Registro lingǘıstico
y Conexión (́ıtems 4 y 8) son aquellos que menos discriminan entre estudiantes.
Con respecto a los valores estimados de los parámetros de dificultad bjk, estos se muestran
en el Cuadro 5.2. Cabe señalar que no todos los ı́tems teńıan el mismo número de categoŕıas,
además también se puede observar que todos los parámetros de dificultad resultaron negativos
lo que nos indicaŕıa que la prueba no resulto del todo dif́ıcil.
Utilizando las libreŕıas mcmcplots (Curtis, 2018) y R2WinBUGS del R se examinó la
convergencia de forma visual, algunos gráficos son presentados en el Anexo B.2. En la Figura
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B.3 se muestra el histórico de dos cadenas, gráficas de densidades y autocorrelaciones para
el parámetro de discriminación del ı́tem 3 (Adecuación al tema). Por otro lado, en la Figura
B.4 se muestran gráficas de diagnóstico similares pero para el segundo umbral del ı́tem 9
(Referencia). En general se puede observar que no existe un problema grave de autocorrelación
y que las dos cadenas convergen. El resto de ı́tems mostraron un comportamiento similar.
Además del diagnóstico visual se obtuvieron valores de Rhat muy cercanos a 1 para cada
uno de los parámetros, esto nos indicaŕıa una buena precisión en los resultados.
En las Gráficas 5.1 y 5.2 se muestran, a manera de ejemplo, las FREI y FRCI para los
ı́tems 5 y 11. El código en R para el gráfico de estas funciones se encuentra en A.1 y A.2
respectivamente.
Figura 5.1: FREI del modelo 2PL-SM para los ı́tems 5 (Mantenimiento del tema) y 11 (Estructura
narrativa)
En el Gráfico 5.3 se presenta las funciones de información para todos los ı́tems. El ı́tem 8
(Conexión) proporciona mayor información para valores de habilidad entre -8 y -5 mientras
que el resto de ı́tems proporcionan mayor información para valores de habilidad entre -5 y 1.
Mayor información indica una mayor precisión para la estimación θ en ese rango de valores.
En el Gráfico 5.4 se presenta la función de información del test. En general el test de
escritura aporta mayor información para valores de habilidad entre -4 y 1. En otras palabras,
valores de θ serán estimados con mayor precisión si se encuentran entre -4 y 1.
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Ítem aj ee aj 2.5 % Mediana 97.5 %
1 1.22 0.08 1.07 1.22 1.39
2 1.47 0.13 1.23 1.46 1.73
3 1.11 0.07 0.97 1.11 1.25
4 0.65 0.05 0.55 0.64 0.75
5 1.68 0.11 1.48 1.68 1.90
6 1.53 0.10 1.34 1.53 1.74
7 1.55 0.10 1.36 1.55 1.76
8 0.62 0.06 0.51 0.62 0.75
9 0.98 0.06 0.87 0.98 1.11
10 0.95 0.07 0.82 0.95 1.09
11 0.78 0.04 0.69 0.78 0.87
Tabla 5.1: Estimación de los parámetros de discriminación del Modelo Secuencial 2PL-SM
Figura 5.2: FRCI del modelo 2PL-SM paralos ı́tems 5 (Mantenimiento del tema) y 11 (Estructura
narrativa)
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Ítem Estad́ıstico b1 b2 b3 número de categoŕıas
1
Media -6.74 -2.28 —
3
ee b 0.57 0.12 —
2.5 % -7.94 -2.53 —
Mediana -6.70 -2.28 —
97.5 % -5.74 -2.07 —
2
Media -2.80 — —
2
ee b 0.17 — —
2.5 % -3.15 — —
Mediana -2.78 — —
97.5 % -2.51 — —
3
Media -3.26 -2.20 —
3
ee b 0.17 0.12 —
2.5 % -3.64 -2.45 —
Mediana -3.25 -2.19 —
97.5 % -2.95 -1.99 —
4
Media -8.60 -4.47 —
3
ee b 0.63 0.32 —
2.5 % -9.88 -5.13 —
Mediana -8.60 -4.46 —
97.5 % -7.38 -3.88 —
5
Media -3.06 -1.74 —
3
ee b 0.13 0.07 —
2.5 % -3.34 -1.89 —
Mediana -3.05 -1.73 —
97.5 % -2.81 -1.60 —
6
Media -1.88 — —
2
ee b 0.08 — —
2.5 % -2.04 — —
Mediana -1.87 — —
97.5 % -1.73 — —
7
Media -1.68 — —
2
ee b 0.07 — —
2.5 % -1.83 — —
Mediana -1.68 — —
97.5 % -1.55 — —
8
Media -2.99 — —
2
ee b 0.27 — —
2.5 % -3.59 — —
Mediana -2.97 — —
97.5 % -2.53 — —
9
Media -3.14 -1.04 —
3
ee b 0.17 0.07 —
2.5 % -3.49 -1.17 —
Mediana -3.14 -1.04 —
97.5 % -2.84 -0.91 —
10
Media -2.05 — —
2
ee b 0.12 — —
2.5 % -2.31 — —
Mediana -2.04 — —
97.5 % -1.82 — —
11
Media -3.20 -0.78 -0.95
4
ee b 0.17 0.06 0.09
2.5 % -3.55 -0.92 -1.14
Mediana -3.19 -0.78 -0.94
97.5 % -2.88 -0.67 -0.78
Tabla 5.2: Estimación de los parámetros de dificultad del Modelo Secuencial 2PL-SM
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Figura 5.3: FII del modelo 2PL-SM para la prueba de escritura
Figura 5.4: FIT del modelo 2PL-SM para la prueba de escritura
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Adicionalmente, la distribución de las habilidades en escritura de los estudiantes θ se
presenta en el Gráfico 5.5, aqúı se puede observar que dichos valores se encuentran principal-
mente entre -1 y 1.
Figura 5.5: Distribución de la habilidad estimada de los estudiantes de 6to de primaria en la prueba
de escritura usando el Modelo 2PL-SM
Finalmente, en el gráfico 5.4 se observa claramente que el test aporta información princi-
palmente para valores de habilidad entre -4 y 1 mientras que la distribución de las habilidades
estimadas presentadas en el gráfico 5.5 presenta una mayor frecuencia de valores entre -1 y
1. Esto indicaŕıa que en general la habilidad de los estudiantes es superior a las dificulta-





En el presente trabajo se presenta una breve descripción de los principales modelos
TRI para ı́tems politómicos. Se tiene como finalidad presentar algunas caracteŕısticas
de dichos modelos, aśı como la identificación del tipo de ı́tem apropiado para cada
modelo.
Se presenta el Modelo Secuencial Loǵıstico (2PL-SM), el cual está diseñado para ser
aplicado en ı́tems que deben ser resueltos de manera consecutiva. Este modelo tiene
como función de enlace la función loǵıstica y considera la estimación de los parámetros
de discriminación y dificultad para los ı́tems.
Se implementa la estimación de los parámetros del Modelo (2PL-SM) a través de la
inferencia bayesiana con MCMC utilizando el software WinBUGS debido a la facilidad
para su implementación. Cabe resaltar que el proceso de estimación suele tomar mucho
tiempo.
Se realizó un estudio de simulación de 6 ı́tems de 3 categoŕıas con el objetivo de evaluar
la precisión del método MCMC en la recuperación de los parámetros del Modelo (2PL-
SM). Dados los resultados del sesgo, RMSE y MAE se puede concluir que los parámetros
fueron recuperados adecuadamente.
La aplicación fue realizada con datos de la Prueba de escritura de sexto de primaria de
la Evaluación Muestral 2013 del Ministerio de Educación. De los resultados obtenidos
se concluye que:
• El Modelo Secuencial Loǵıstico fue aplicado de manera satisfactoria en el conjunto
de datos estudiados.
• La prueba contiene ı́tems cuyas dificultades se encuentran en la parte baja de la
escala, comparados con las estimaciones de habilidad de los estudiantes.
• Con respecto a la estimación de los parámetros se puede concluir que los ı́tems más
dif́ıciles son el 9 (Referencia) y el 11 (Estructura Narrativa) mientras que los más
fáciles fueron el 1, el 3 y el 4 (Secuencia textual, Adecuación al tema y Registro
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lingǘıstico respectivamente). Los que más discriminan son el 5 (Mantenimiento
del tema), el 6 (Progresión temática) y el 7 (Suficiencia comunicativa) mientras
que los de menor discriminación son el 4 (Registro lingúıstico) y el 8 (Conexión).
6.2. Sugerencias para investigaciones futuras
Realizar estudios con una mayor diversidad de escenarios, utilizando diferentes números
de individuos, ı́tems y categoŕıas.
Extender el estudio del Modelo Secuencial para situaciones de multidimensionalidad en
donde la habilidad o rasgo latente del entrevistado tenga más de un factor dominante.
Realizar el estudio del Modelo Secuencial con funciones de enlace distintas a la loǵıstica.
Optimizar el tiempo de estimación de los parámetros del modelo considerando otras
programas como Stan.
Apéndice A
Códigos en R y BUGS
A.1. Código en R para graficar la Función de Respuesta a las Etapas de
los Ítems (FREI) del SM
#############################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Función: frei.sm.pirt() #
# #
# Fecha de inicio : 16-08-2017 #
# #
# Función : Grafica la Función de Respuesta a las Etapas de los Ítems #
# (FREI) para el Modelo Secuencial (SM) #
# #
# Asesor :Enver Gerald Tarazona Vargas #
# #
# Versión : 2.0 #
# #























A.2. Código en R para graficar la Función de Respuesta a las Categoŕıas
de los Ítems (FRCI) del SM
#############################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Función: frci.sm.pirt() #
# #
# Fecha de inicio : 16-08-2017 #
# #
# Función : Grafica la Función de Respuesta a las Categorı́as de los Ítems #
# (FRCI) para el Modelo Secuencial (SM) #
# #
# Asesor : Enver Gerald Tarazona Vargas #
# #
# Versión : 2.0 #
# #











temp=temp*plogis(item[m] * (x - item[k]))
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if(k < (m-1)){




























A.3. Código en R para graficar la Función de Información de los Ítems
(FII) del SM
#############################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Función: fii.sm.pirt() #
# #
# Fecha de inicio : 23-08-2017 #
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# #
# Función : Graficar la Función de Información de los Ítems (FII) #
# para el Modelo Secuencial (SM) #
# #
# Asesor : Enver Gerald Tarazona Vargas #
# #
# Versión : 2.0 #
# #
















temp=temp*plogis(item[m] * (x - item[k]))
temp2=temp2+item[m]*(1-plogis(item[m] * (x - item[k])))
if(k < (n-1)){
p=temp*(1-plogis(item[m] * (x - item[k+1])))











p=1-plogis(item[m] * (x - item[1]))




























legend(-6,3.5, c("Ítem 1","Ítem 2","Ítem 3","Ítem 4","Ítem 5","Ítem 6"),
lty=rep(1,6),lwd=rep(2.5,6),col=c(1,2,3,4,5,6))
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A.4. Código en R para graficar la Función de Información del Test (FIT)
del SM
#############################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Función: fit.sm.pirt() #
# #
# Fecha de inicio : 30-08-2017 #
# #
# Función : Graficar la Función de Información del Test (FIT) #
# para el Modelo Secuencial (SM) #
# #
# Asesor : Enver Gerald Tarazona Vargas #
# #
# Versión : 2.0 #
# #
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temp=temp*plogis(item[m] * (x - item[k]))
temp2=temp2+item[m]*(1-plogis(item[m] * (x - item[k])))
if(k < (n-1)){
p=temp*(1-plogis(item[m] * (x - item[k+1])))










p=1-plogis(item[m] * (x - item[1]))
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,main="")
A.5. Código en R para simular datos provenientes del Modelo Secuencial
##################################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Función: sm.pirt() #
# #
# Fecha de inicio : 01-12-2017 #
# #
# Función : Simular respuestas aleatorias basadas en el #
# Modelo Secuencial (2PL-SM) #
# #
# Asesor : Enver Gerald Tarazona Vargas #
# #
# Versión : 2.0 #
# #
# Última Modificación :29-01-2018 #
##################################################################################
sm.pirt<- function(n, p, M, param,theta)
{
#Función para simular respuestas aleatorias
#basadas en el modelo secuencial
#Argumentos:
#n=número de patrones de respuesta a simular
#p=número de ı́tems
#M=número de categorı́as de los ı́tems
#param=lista de parámetros
# las primeras columnas corresponden las dificultades
# la última columa corresponde a la discriminación
#theta=vector de habilidades
P=matrix(data=NA,nrow=p,ncol=M) #matriz de probabilidades por categorı́a
cat=matrix(data=NA,nrow=n,ncol=p) #matrix que almacena las respuestas simuladas
#Simulación de respuestas
for (i in 1:n) {
for (j in 1:p) {
acum=1
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for (k in 1:(M-1)){
P[j,k] = acum*(1-inv.logit( param[j,M]*(theta[i]-param[j,k]) ) )
acum = acum*inv.logit(param[j,M]*(theta[i]-param[j,k]))
}
P[j, M] = acum
}
for (j in 1:p) {






A.6. Función en R para realizar la estimación bayesiana del modelo se-
cuencial usando MCMC
##################################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Función: smMCMC() #
# #
# Fecha de inicio : 01-12-2017 #
# #
# Función : Función en R para realizar la estimación bayesiana usando #
# MCMC en winBUGS #
# #
# Asesor : Enver Gerald Tarazona Vargas #
# #
# Versión : 2.0 #
# #
# Última Modificación :29-01-2018 #
##################################################################################
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#Modelo usado en BUGS
bugs.file <- file.path(getwd(), "bugs/sm_2pl.bug")
## Inferencia en WinBUGS
n.burn <- 10000
n.thin <- 20
n.sim <- 1500*n.thin + n.burn
n.chains <- 2
grm.out <- bugs(data=data,











A.7. Código en BUGS para el Modelo Secuencial Loǵıstico (2PL-SM)
##################################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Función: sm_2pl.bug #
# #
# Fecha de inicio : 01-12-2017 #
# #
# Función : Función en BUGS para realizar la inferencia del Modelo 2PL-SM #
# #
# Asesor : Enver Gerald Tarazona Vargas #
# #
# Versión : 2.0 #
# #
# Última Modificación :29-01-2018 #
##################################################################################
model{
for (i in 1:n){
for (j in 1:p){
Y[i, j] ~ dcat(prob[i, j, 1:K[j]])
}
theta[i] ~ dnorm(0.0, 1.0)
for (j in 1:p){
Feta[i, j, 1] <- 1.0
for (k in 2:K[j]){
Feta[i, j, k] <- 1/(1+exp(-alpha[j]*(theta[i]-beta[j, k])))
}
}
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for (j in 1:p){
acum[i,j,1] <- 1.0




for (j in 1:p){






## Prioris para las discriminaciones
for (j in 1:p){
alpha[j] ~ dnorm(m.alpha, pr.alpha) I(0, )
}
## Prioris para las dificultades
for (j in 1:p){
for (k in 2:K[j] ){
beta[j, k] ~ dnorm(m.beta, pr.beta)




A.8. Código en R para el estudio de simulación
##################################################################################
# Autor : Luis Ángel Mejı́a Campos #
# #
# Programa: Simulación replicada #
# #
# Fecha de inicio : 15-12-2017 #
# #
# Función : Programa en R para realizar el estudio de simulación #
# #
# Asesor : Enver Gerald Tarazona Vargas #
# #
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# Versión : 2.0 #
# #










#Carga los scripts de funciones auxiliares
source(""/sm_mcmc.R") #Inferencia Bayesiana del Modelo secuencial usando MCMC














#Semilla para replicar la simulación
set.seed(222)
#####################################################
#Fijación de los Parámetros del Modelo Secuencial #
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#####################################################
#Fijación de los parámetros de lo ı́tems





















#Simulación de las habilidades asumiendo distribución normal estandar
theta <- rnorm(n)
##########################################################################
#Estimación de los parámetros con el Modelo secuencial para cada réplica #
##########################################################################
#Lista que almancena los resultados de las simulaciones
results.2plsm<-list()
for(s in 1:R){
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#Simulación de las respuestas de n individuos usando el Modelo secuencial
sim<-sm.pirt(n=n,p=p,M=M,param=param,theta=theta)
sim
#Estimación de los parámetros usando MCMC
Y<- as.matrix(sim)
sm.bugs.time<-system.time(sm.bugs <- smMCMC(data=Y))




#Evaluación de la precisión de la simulación
#Matriz con los parámetros de los items
#param<-do.call(rbind, param)


































































# número de datos n*p
#Visualizar Resultados
#Tabla de resumen de las medidas de evaluación de la precisión de la simulación





caption=c("Sesgo en la recuperación de parámetros de los ı́tems usando estimación

















caption=c("Resultados del promedio de la Raiz del error cuadratico medio (RSME),
la Media absoluta del error (MAE) y la correlación (r) de los parámetros
estimados en la simulación del Modelo secuencial Logı́stico (2PL-SM)
considerando R= 20 réplicas"),




#Tabla con RMSE, MAE y correlación promedio






caption=c("Raiz del error cuadratico medio (RSME) y Media absoluta del error (MAE)
de las estimaciones de los parámetros de los ı́tems en la simulación del




print(items.fit.table, include.rownames=F,sanitize.text.function = force)










caption=c("Resultados de medidas de ajuste de la simulación del Modelo
Secuencial Logı́stico (2PL-SM) considerando












B.1. Diagnóstico de convergencia en la simulación
Figura B.1: Histórico de dos cadenas para los parámetros del ı́tem 4
Figura B.2: Gráficas de densidades y autocorrelaciones para los parámetros del ı́tem 4
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B.2. Diagnóstico de convergencia en la aplicación
Figura B.3: Histórico de dos cadenas, gráficas de densidades y autocorrelaciones para el parámetro
de discriminación del Ítem3, Adecuación al tema, estimado con el Modelo 2PL-SM
Figura B.4: Histórico de dos cadenas, gráficas de densidades y autocorrelaciones para el segundo
umbral del Ítem 9, Referencia, estimado con el Modelo 2PL-SM
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Thissen, D. y Cai, L. (2016). Handbook of modern item response theory, Vol. Volume One
Models, Chapman and Hall/CRC, chapter Nominal Categories Models, pp. 51–71. editor
Wim J. van der Linden.
Tutz, G. (1990). Sequential item response models with an ordered response, British Journal
of Mathematical and Statistical Psychology 43(1): 39–55.
URL: http://dx.doi.org/10.1111/j.2044-8317.1990.tb00925.x
Tutz, G. (2016). Handbook of modern item response theory, Vol. Volume One Models,
Chapman and Hall/CRC, chapter Sequential Models for Ordered Responses, pp. 139–151.
editor Wim J. van der Linden.
BIBLIOGRAFÍA 67
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