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Disordered proteins are one class of proteins which do not possess well-folded three-
dimensional structures as their native conformations. Many eukaryotic proteins have
been found to be fully disordered or contain certain disordered regions. Disordered
proteins usually display several characteristic properties, such as increased motional
freedom and the conformational heterogeneity caused by that. The elements of struc-
tural disorder are commonly involved in many important biological functions and
are implicated in many diseases. Therefore, the study of disordered proteins has be-
come one of the most important research topics in recent years. This thesis presents
results from three different research projects; the common feature is that all sys-
tems being studied contain varying amount of structural disorder. Most results have
been obtained based on experimental nuclear magnetic resonance (NMR) studies and
molecular dynamics (MD) simulations. Both are among the most popular biophysical
techniques for studying molecular dynamics. The first project investigates the rela-
tionship between domain cooperativity and residual dipolar coupling (RDC) param-
eters based on a series of two-domain chimera proteins with disordered linkers. Many
eukaryotic proteins contain multiple domains and their biological functions are closely
related to the property of domain cooperativity, which is often regulated by the linker
region. Therefore it is necessary to develop suitable tools to characterize linker region
properties in order to better understand biological functions of multidomain proteins.
The second project is about the development of NMR pulse sequences for studying
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disordered proteins. Two new NMR pulse sequences, PD-CPMG and CP-HISQC,
have been developed. Both experiments are well suited for studying intrinsically
disordered proteins (IDPs) or intrinsically disordered regions (IDRs) under physio-
logical conditions. These two experiments produce higher precision for 15N R2 rates
measurement or higher sensitivity in 1H–15N HSQC spectra respectively. Besides,
they also show many advantages over most other existing experiments for studying
IDPs. The last project is about protein–peptide encounter complex study based on
Crk–Sos model system. The ten-residue Sos peptide serves as a minimal model for
disordered proteins. Encounter complex is an important type of intermediate state
formed during many protein interactions. Such complexes are usually characterized
by a large amount of motional freedom and conformational heterogeneity. Therefore
their properties are considerably different from tight-binding complexes which are
more commonly studied. Although it is usually quite difficult to study encounter
complexes using standard biophysical techniques, in this project we have successfully
characterized structural and dynamic properties of Crk–Sos electrostatic encounter
complex with a combination of MD simulations and experimental NMR approaches.
It can be directly seen from the structural model based on MD trajectories that Sos
peptide in the encounter complex remains highly dynamic, sampling large area on the
surface of Crk N-SH3 domain. Such strategy can also be utilized for studying many
other encounter complexes involving disordered proteins or peptides.
1CHAPTER 1. INTRODUCTION
1.1 Domain Cooperativity of Multidomain Proteins Investigated through Residual
Dipolar Couplings (RDCs)
1.1.1 The Role of Linker Regions in Multidomain Proteins
Proteins are the basic building blocks of life. The diversified biological functions
of different proteins are associated with different structural or conformational proper-
ties, which in turn are determined by the unique amino acid sequence of each protein
according to Anfinsen’s dogma1. Most proteins (except for those that are fully disor-
dered) contain different numbers of structural units called domains. According to the
genomics analyses, more than 70% of eukaryotic proteins contain multiple domains2;
this proportion is much higher than the corresponding ratio for prokaryotic proteins.
Multidomain proteins are commonly found to perform more complicated biological
functions than single-domain proteins. This is a good example that illustrates the
basic principles of biological evolution. For multidomain proteins, not only the struc-
ture of each individual domain but also the relationship between different domains
are important for carrying out their proper biological functions.
The modular architecture of multidomain proteins is commonly observed in those
proteins that are involved in signaling transduction pathways. Such proteins typically
contain several signaling domains (e.g., SH2 and SH3 domains) connected via inter-
domain linker regions3. Since each signaling domain usually behaves as an adaptor
and can interact with multiple binding partners, such modular architecture provides
an efficient strategy to bring together multiple components in signaling transduction
pathways, further leading to meaningful downstream events.
2The linker regions within multidomain proteins not only play a role as domain
connectors, but also regulate biological functions of the entire protein4,5 or modulate
multiple protein–protein interactions6. Many instructive examples can be found that
illustrate the importance of linker regions within multidomain proteins7. Calmodulin
(CaM) contains two domains connected by the linker region. The linker region is
relatively rigid in the absence of Ca2+, but becomes much flexible when Ca2+ binds
to this protein. Therefore calmodulin exists in two different conformational states
characterized by a different degree of domain–domain coupling as determined by the
linker region. These two states are associated with different biological functions8.
Protein tyrosine kinase Syk has tandem SH2 (tSH2) domain architecture. The two
SH2 domains are connected by the 45-residue linker region which is relatively rigid in
the unphosphorylated form; however, it becomes much more flexible once the linker
region residue Y130 is phosphorylated. This event directly causes the activation of
Syk kinase, leading to many further downstream effects9.
One of the common features that can be surmised from these examples is that
multidomain proteins can exist in multiple states characterized by a different amount
of domain–domain coupling. The latter is often determined by the property of linker
regions—rigid or very short linkers correspond to fully structurally coupled domains,
whereas long and flexible linkers correspond to uncoupled domains1. Since structural
and dynamic properties of linker regions can be modulated by many different factors
(such as Ca2+ binding or phosphorylation), the degree of domain–domain coupling can
also be modulated in many different ways, which forms the basis of “conformational
switch” mechanism in many multidomain signaling proteins10. Due to the important
biological role of linker regions within multidomain proteins, it is essential to develop
suitable tools to characterize linker region properties in order to better understand the
relationship between domain cooperativity and biological functions of multidomain
proteins.
1Assume that there are no direct interactions between different domains.
31.1.2 Biophysical Study of Multidomain Proteins
The structure/dynamics characterization of multidomain proteins is much more
challenging than the study of single-domain proteins, mainly due to the conforma-
tional heterogeneity caused by flexible linkers11,12. If the linker region within mul-
tidomain protein is totally rigid, then the whole protein should behave as a rigid
body and can be treated similar to a single-domain protein. However, in many cases
linker regions display a significant amount of motional freedom (structural disorder),
such that multidomain proteins cannot be adequately represented by one single con-
formation. Instead, it is necessary to resort to ensemble-based approaches to fully
characterize the properties of such proteins13–15.
Many different experimental techniques have been developed for studying protein
structure and dynamics. X-ray crystallography is one of the most powerful tools
for obtaining structural information. However, it encounters significant difficulties
when studying multidomain proteins: the structural information obtained from X-
ray crystallography is usually limited to one single conformation16, such that it is
not ideally suited for studying conformationally heterogeneous systems. In spite of
that, certain useful information (such as the structure of each individual domain)
can still be obtained from X-ray crystallography, which can be further used as an
input for other biophysical methods such as SAXS and cryo-EM17. Among various
experimental techniques, NMR and SAXS are two most popular methods for studying
multidomain proteins.
Nuclear magnetic resonance (NMR): The most commonly used NMR tools for
studying multidomain proteins include nuclear spin relaxation (NSR) and RDCs11,12.
Protein backbone 15N relaxation parameters are commonly used to probe molecular
picosecond–nanosecond timescale dynamics. One of the popular strategies for 15N
relaxation data analysis is the Lipari–Szabo model-free method18, which is based on
the assumption that fast internal motion is independent from the overall molecular
tumbling. The rotational diffusion tensor of each single domain within a multidomain
protein can be obtained from such analysis; then the property of linker regions can
4be inferred based on the relationship between the diffusion tensors from different
domains. RDC-based studies follow a similar path, except that the role of rotational
diffusion tensor is now played by the alignment tensor. There have been a significant
number of studies about multidomain proteins based on the joint analysis of nuclear
spin relaxation data and RDCs19–22. Besides, several other types of NMR parameters
such as paramagnetic relaxation enhancement (PRE) and pseudocontact shift (PCS)
have also been utilized for studying multidomain proteins23,24.
Small-angle X-ray scattering (SAXS): SAXS studies are mainly based on the anal-
ysis of scattering intensity profile I(s) measured in solution-state samples. Different
aspects of information about molecular structure such as overall shape and radius of
gyration Rg can be obtained from such analysis
25. SAXS studies are commonly used
in combination with structural modeling approaches, generating structural ensembles
to reflect the conformational heterogeneity of biomolecules26. There have also been
a number of studies based on the joint analysis of SAXS and NMR data27–29.
Aside from SAXS and NMR, several other biophysical techniques have also been
utilized for studying multidomain proteins. Fluorescence resonance energy transfer
(FRET) can report on domain–domain distance based on the relationship of trans-
fer efficiency and the separation between FRET donor–acceptor pairs. Therefore, the
spatial relationship between domains can be derived based on such analyses. Most tra-
ditional FRET studies report on ensemble-averaged parameters. In contrast, single-
molecule FRET makes it possible to obtain certain information pertaining to the indi-
vidual molecules30. Similar to SAXS, cryo-EM can provide low-resolution structural
information (such as the overall shape), which is also commonly used in combination
with structural modeling methods to characterize multidomain proteins31.
1.1.3 Theoretical Backgrounds of RDCs
Residual dipolar coupling (RDC) effect has a long history in the field of NMR
spectroscopy. The first study of RDCs was carried out by Saupe and Englert on
small organic molecules in a liquid crystal32. In their pioneering work they proposed
5some key concepts pertaining to interpretation of RDCs, such as alignment tensor A
(or Saupe matrix S) which characterizes molecular orientation anisotropy in liquid-
crystalline solvent. RDCs arise from the incomplete averaging of dipole–dipole (DD)
interactions between a pair of nuclei (considering spins I and S). The effects of DD











Iˆ ·D · Sˆ (1.1)
where γI and γS are gyromagnetic ratios of spins I and S, µ0 is the magnetic per-
mittivity of free space, rIS is the vector connecting I and S and rIS is the respective
distance, Iˆ and Sˆ are spin angular momentum operators for spins I and S, D is the
dipolar tensor. Under high-field approximation, only the secular part of HˆDD remains
important, such that it can be expressed in a truncated form (θIS is the angle formed




(3 cos2 θIS − 1)IˆzSˆz (1.2)
The dipolar interactions shift the energy levels of nuclear spin eigenstates (i.e.,
Zeeman states), which in turn causes shifts in the position of spectral peaks in NMR
spectra. The effects of DD interactions are most commonly observed in solid-state
NMR (SSNMR). Each molecule within solid powder samples has a fixed orientation
and thus rIS is fixed
2, when considering the ensemble of molecules within each sample,
the distribution of θIS (∈ [−pi, pi]) leads to familiar powder pattern spectra33.
The effective magnitude of dipolar interaction is also affected by many other fac-
tors such as motion of the sample. The most important examples are magic angle
spinning (MAS) in solid-state NMR and overall molecular tumbling in solution-state




IˆzSˆz〈3 cos2 θIS − 1〉 (1.3)
2Assume for a moment that the distance rIS is fixed.
6The MAS works under the “magic angle” condition such that 〈3 cos2 θIS− 1〉 = 0,
which yields 〈HˆsecDD〉 = 0; thus severe line-broadening effects in SSNMR spectra can
be largely suppressed. In solution, isotropic molecular tumbling provides a natural
mechanism to average out HˆDD; therefore DD interactions only manifest themselves
through second-order effects such as nuclear spin relaxation34. However, in certain
cases molecular tumbling motion is not completely isotropic, such that 〈HˆsecDD〉 6= 0
and there still exists a residual amount of dipolar coupling termed RDC. In protein
NMR spectroscopy, such situation is usually created by adding an alignment media to
the sample or by introducing a paramagnetic tag, which induces molecular orientation
anisotropy.
1.1.4 Applications of RDCs for Biomolecular Studies
Although RDCs were discovered more than half of a century ago, their applications
to biomolecular studies have a relatively short history. RDCs started to become
popular only after several types of alignment media compatible with biomolecules have
been introduced35. The alignment media commonly used for studying biomolecules
include DMPC/DHPC36, phage (Pf1)37 and PEG/hexanol38; besides, several other
types of alignment media such as cellulose nanocrystals39 and DNA nanotubes40
have also been introduced recently. Currently RDCs have become one of the most
important NMR tools in the area of biomolecular structure and dynamics studies41–45.
Prior to the advent of RDCs, the information about protein structure was mainly
obtained from 1H–1H NOEs46. However, the fact that NOE intensities are propor-
tional to r−6 implies that NOEs can only provide short-range 1H–1H distance in-
formation (< 5 A˚). This constitutes a significant limitation for protein structure
determination based solely on NOEs. Since the magnitude of RDCs are mainly de-
termined by the term 〈3 cos2 θIS − 1〉 according to Equation (1.3), RDCs are mainly
used as angular restraints for protein structure determination, complementary to dis-
tance restraints provided by NOEs. In recent years, many types of paramagnetic ions
(such as Ln3+) have been used to achieve protein alignment in external magnetic field,
7which makes it possible to measure RDCs as well as several other parameters such
as PREs and PCSs on the same protein sample47. These data can be combined and
used together as an input for protein structure determination, for which the support
is offered in many programs such as Xplor-NIH48 and CS-Rosetta49. More accurate
protein structure information can be obtained from such joint data analyses than
based on single type of NMR data only.
RDCs also report on molecular dynamics. Compared with nuclear spin relaxation,
the dynamics information obtained from RDCs does not suffer from the limitation
imposed by overall molecular tumbling. Therefore, in principle it can report on
molecular dynamics in a much larger time window (up to ∼ms timescale)50. Pro-
tein motions happening on relatively slow timescales can be identified by comparing
RDC-based order parameters S2RDC with Lipari–Szabo order parameters S
2
LS. The
microsecond–millisecond time scale motions probed in this manner (termed supra-τ
motions) are relevant to many important biological functions51,52. The main setback
of RDC-based dynamics analysis is that it requires an extensive set of RDC data
measured in multiple alignment media “orthogonal” to each other (i.e., sufficiently
different in terms of alignment parameters), therefore it is more time-consuming than
many other types of studies in the area of protein dynamics53.
1.1.5 Summary of Original Contributions
In this study, we have constructed a series of two-domain proteins with different
lengths of disordered linker regions to investigate the relationship between domain
cooperativity and RDC alignment parameters54. The main idea is that two-domain
proteins with very short linkers should behave similar to a rigid body due to highly
restricted domain–domain dynamics, whereas two domains connected by a long and
flexible linker should behave as two independent entities. It is expected that a gradual
transition should exist between these two limiting cases such that degree of domain
cooperativity can be fine-tuned by adjusting the length of disordered linker. Previous
studies with similar ideas have been carried out on certain model systems (such
8as GB122); however, these studies focused on nuclear spin relaxation parameters
instead of RDCs. In this study we focus on using RDC parameters to characterize
domain cooperativity of multidomain proteins. Towards this goal we have carried out
both in silico structural modeling and experimental studies seeking to achieve better
understanding of multidomain proteins.
The in silico structural modeling studies have been carried out for a series of
two-domain proteins with different domain sizes. Each two-domain protein construct
is represented by an ensemble of conformations, with each conformer containing two
identical domains connected by a flexible linker region. The linkers have (GGSGG)n-
type sequence, motivated by the fact that Gly and Ser possess the largest amount
of conformational flexibility among all amino acids (Ser is added to have a polar
side chain, mainly for the sake of solubility)55,56. The program TraDES57 is used to
generate flexible linkers, which are in turn used to “glue together” the two domains.
Each ensemble originally contains ∼ 10000 structures, then each conformer within the
ensemble is subjected to 1 ps torsional angle dynamics refinement using the program
Xplor48. After this step we only retain those structures that have relatively low
free energies to construct the final ensemble, which usually consists of 2000–3000
conformers. Such strategy is supported by the results from random energy model
(REM), which describes the free energy distribution of random polymers58.
For each two-domain construct, RDC parameters are predicted by the program
PALES59 using simulation parameters mimicking the experimental conditions. The
PALES calculations have been carried out for each individual conformer within the
ensemble, then RDCs were averaged over all conformers and, finally, also averaged
over N- and C-terminal domains (consistent with the experimental results from tan-
dem α-spc SH3 domains). Several RDC-based parameters (such as GDO and NSP)
show clear dependence on the length of linker regions. Furthermore, such dependence
has been observed for several two-domain proteins with different domain sizes. These
results can be explained in such a way: the two-domain construct with a short linker
is highly elongated such that it tends to produce large steric alignment, whereas in the
9case of a long and flexible linker it should produce minimum steric alignment because
each individual domain is near spherical. Therefore, the results from in silico struc-
tural modeling strongly support the idea that domain cooperativity in two-domain
proteins can be characterized with RDC alignment parameters.
The experimental study focuses on three two-domain constructs based on α-spc
SH3 domain. Specifically, those three chimera proteins have identical N- and C-
terminals. These domains are connected by linker regions with different lengths,
ranging from 4 to 30 residues. For each two-domain protein, we have prepared 15N-
labeled samples to measure backbone amide 1HN–15N RDCs. PEG/hexanol alignment
media has been chosen, since this alignment media is stable over a wide range of sam-
ple conditions and it offers the alignment mechanism that is mainly steric38. RDCs
are measured using IPAP-HSQC scheme60, alignment tensor A is extracted from the
fitting of RDCs to high-resolution X-ray structure of α-spc SH3 domain (PDB code
1U0661). We have analyzed RDC parameters as obtained for those three tandem pro-
teins and found that our experimental results show relatively good agreement with
the trend predicted by in silico structural modeling. However, we have also observed
certain discrepancies between experimental data and in silico structural modeling,
especially for the single-domain α-spc SH3. We have investigated potential reasons
for such discrepancy and proposed possible explanations. This study provides general
guidelines for studying multidomain proteins via RDC alignment parameters. Our
results should be helpful for similar future studies of biologically relevant multidomain
proteins.
1.2 NMR Pulse Sequence Development for Disordered Protein Studies
1.2.1 Overview of Basic Properties and Biophysical Studies about Disordered
Proteins
According to traditional structure–function paradigm, each protein must possess
specific three-dimensional structure in order to carry out its unique biological func-
tions, however, in recent years this paradigm has received much challenge due the
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discovery of disordered proteins. Disordered proteins also carry out many important
biological functions but they do not possess well-folded structures as their native
conformations62. Such proteins are most prevalent in higher level organisms: more
than 50% of proteins in eukaryotic cells are fully disordered (intrinsically disordered
proteins, IDPs) or contain certain disordered regions (intrinsically disordered regions,
IDRs)63. The study about disordered proteins has become one of the most important
research topics due to their important biological functions and the relationship with
different types of pathologies64,65. The most well-known examples include α-synuclein
and Aβ, both are associated with neurodegenerative diseases and have been exten-
sively studied via simulation and experimental based approaches66. IDPs are fully
disordered within the whole amino acid sequence, whereas IDRs are usually located at
protein terminal regions to carry out important biological functions, for example, the
N-terminal disordered tail of human p53 is crucial for its DNA binding property67.
One significant feature of disordered proteins is the promiscuous binding property
caused by their structural plasticity68. IDPs usually play important roles as the
hubs of protein interaction networks, especially in cell signaling or cell regulation
pathways69,70. Since IDPs do not require folded part as scaffold to support their
biological functions, the disordered structural nature is usually considered to be more
economical and functional advantageous than their folded protein counterparts71–73.
Figure 1.1. Typical forms of potential energy landscapes for folded and
disordered proteins74.
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The structural feature of IDPs can be well understood by the aid of potential en-
ergy landscape theory58. The free energy landscape of folded proteins usually contains
one single energy minimum corresponding to the natively folded state (Figure 1.1A),
besides, the native conformation usually occupies ∼ 100% population since the po-
tential energy within this basin is much lower than other regions. Disordered proteins
usually have much different potential energy landscapes, which are either weakly fun-
neled or highly rugged (Figure 1.1B,C)74. Such free energy landscape allows multiple
conformations interconverting with each other on many different timescales75, there-
fore structural features of IDPs can only be completely characterized with ensemble-
based approaches76,77.
The distinct structural or conformational properties of IDPs can be traced down
to their characteristic amino acid composition. Most disordered proteins are enriched
in polar (such as Gln or Ser) or charged residues but lack hydrophobic residues,
therefore it cannot form the hydrophobic core as required by most folded proteins78.
The relationship between amino acid composition and structural disorder forms the
basis of many bioinformatics algorithms to predict IDPs (or IDRs) within genomes
of different organisms79–81. Besides, many databases about disordered proteins have
been constructed (such as DisProt82), which allows the identification of IDPs (or
IDRs) based on the amino acid sequence more easily.
The structural and dynamic properties of disordered proteins can be studied with
different types of biophysical techniques. The disordered structural nature indicates
that IDPs are difficult to crystallize such that it is not suitable for X-ray crystallog-
raphy study, instead some other biophysical methods such as NMR and SAXS are
better suited for studying IDPs. NMR is usually considered as the most powerful
tool in IDP related studies, more details will be presented in later sections. SAXS is
commonly used in combination with different structural modeling approaches. En-
semble Optimization Method (EOM)83 is one of the most popular algorithms, which
selects a small number of structures from a large conformer pool that produce best
fit to experimental data (such as scattering intensity profile I(s))84, hence the con-
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formational heterogeneity of IDPs is represented by the variation of structures within
the ensemble. There are quite a few studies based on the joint analysis of SAXS and
NMR data85, besides, single-molecule FRET86, differential scanning microcalorime-
try (DSC)87, dynamic light scattering (DLS)88, size-exclusion chromatography89 and
circular dichroism (CD)90 have also been utilized for studying IDPs.
Although disordered proteins possess large amount of structural disorder, the
structural features of IDPs should still be distinguished from random coils—disordered
proteins usually contain certain amount of residual secondary or tertiary structures
which are crucial for their biological functions91,92. Such residual structures and their
interactions are usually transient in nature, therefore it is difficult to study them with
most standard biophysical techniques, however, such transient structures can still be
well captured by several NMR-based approaches, such as PRE and RDC93,94.
1.2.2 NMR Study of Disordered Proteins
Although NMR is usually considered as the most powerful tool for studying IDPs,
there are much more challenges than studying folded proteins due to several specific
properties of IDPs95: (i) The chemical shifts of most nuclei usually have narrow
dispersions due to the structural disorder, which easily cause peak overlap in NMR
spectra. (ii) IDPs usually contain multiple amino acids of the same type or prolines,
which causes large difficulty to NMR peak assignments. (iii) Most regions of IDPs are
well exposed to solvent and thus have low solvent protection factors, therefore studies
on labile protons (such as amide group 1HN) suffer a lot from fast solvent exchange
process under physiological conditions, which significantly undermines signal-to-noise
of NMR spectra. (iv) The disordered structural nature also indicates that IDPs
are susceptible to proteolysis or other types of degradation, therefore NMR samples
usually have relatively short lifetime and limited measurement time.
In spite of that, quite a few strategies have been developed to overcome difficulties
for NMR studies about IDPs: (i) The peak overlap issue can be largely resolved
by recording higher-dimensional NMR spectra, quite a few four- or five-dimensional
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NMR experiments have been developed specifically for studying IDPs96–99. (ii) One
of the major drawbacks for recording higher-dimensional NMR spectra is the ultra-
long measurement time cost by such experiments, however, the total measurement
time can be much reduced by implementing specially designed sampling schemes such
as non-uniform sampling (NUS)100–102. (iii) Many NMR peak assignment strategies
have been proposed for studying IDPs, which can overcome certain issues such as
the presence of prolines103–105, besides, several automatic peak assignment strategies
for IDPs have been developed106,107. (iv) The low signal-to-noise in NMR spectra
caused by fast solvent exchange can be partially overcome by performing frequent
pulsing (such as SOFAST-HMQC108), which can still maintain good signal-to-noise
under relatively fast solvent exchange conditions (kex ∼ 10 s−1). As solvent exchange
rates become very large (kex > 100 s
−1), it is common practice to completely avoid
studying those labile protons (such as amide group 1HN), many heteronuclei detection
experiments have been designed based on such idea109–111. These strategies can also
be combined together to create even better experiments for studying IDPs112,113.
Since IDPs display large amount of motional freedom and they do not possess
well-folded three-dimensional structures, most NMR studies about IDPs focus on
their dynamic aspects. Protein dynamics at different timescales can be studied with
different types of NMR experiments (Figure 1.2)50,114. A brief summary about the
most commonly use NMR approaches for studying disordered proteins is presented
below.
Nuclear spin relaxation (NSR): The data analysis of nuclear spin relaxation pa-
rameters for disordered proteins usually follows quite different strategies from folded
protein studies. It is usually difficult to separate fast internal motion from overall
tumbling motion for disordered proteins, therefore the basic assumption of Lipari–
Szabo model-free analysis breaks down. Some alternative data analysis strategies
such as spectral density mapping are more suitable for studying IDPs115,116.
Residual dipolar couplings (RDCs): RDCs report protein dynamics in a broad
range of timescales, besides, it can also detect long-range contacts within IDPs to
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Figure 1.2. NMR methods for studying protein dynamics over a broad
range of timescales and the correlation with different biological func-
tions50. RT NMR: Real Time NMR; EXSY: EXchange SpectroscopY;
CPMG RD: Carr–Purcell–Meiboom–Gill Relaxation Dispersion; RF RD:
Rotating Frame Relaxation Dispersion; NSR: Nuclear Spin Relaxation;
RDC: Residual Dipolar Coupling; PRE: Paramagnetic Relaxation En-
hancement.
provide detailed information about transient structures within IDPs117. RDCs are
also commonly used as input parameters for structural modeling programs to generate
structural ensembles that produce best agreement with experimental data118,119. One
of the potential issues in RDC-based studies is that alignment media may interact
with IDPs and perturb their delicate conformational equilibria, therefore the type of
alignment media for RDC measurement should be chosen carefully95.
Paramagnetic relaxation enhancement (PRE): PREs refer to the enhanced re-
laxation rates caused by spatially close paramagnetic species. The PRE effect is
proportional to r−6 and thus behaves similar to NOEs120, however, the distance in-
formation as obtained from PREs covers much larger distance range (up to ∼ 40 A˚),
therefore PREs are suitable for studying biomolecules with extended structures (such
as disordered proteins)121. PREs directly report long-range order information within
IDPs, such as those transient contacts which are closely linked with their biological
functions122. One of the critical issues for PRE-based studies is the choice of posi-
tions for conjugating paramagnetic labels. When disordered protein has relatively
long primary sequence, it would be necessary to place paramagnetic labels in several
different positions to obtain complete structural information123. The introduction
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of paramagnetic labels usually requires specific residue mutations, which may also
perturb conformational properties of IDPs. PREs are commonly utilized in combi-
nation with some other parameters such as RDCs for disordered protein structural
modeling124.
Several other types of NMR parameters have also been utilized for studying IDPs,
such as chemical shifts125 and solvent exchange rates on labile 1H126. Besides, some
novel techniques have also been developed for studying IDPs, for example, high-
pressure NMR provides certain information which cannot be obtained under normal
conditions127. There have also been quite a few computational tools targeting at
disordered protein structure characterization128, those programs typically generate
conformational ensembles based on the input NMR data, such as flexible-mecanno
and ASTEROIDS129–131.
1.2.3 Summary of Original Contributions
Although many NMR experiments have been developed specifically for studying
IDPs, there are still certain issues remaining unresolved, such as the low signal-to-
noise in 1H–15N HSQC spectra caused by fast solvent exchange process. In this work,
we have developed two new NMR pulse sequences which mainly target at studying
disordered proteins under physiological conditions. These two new pulse sequences
display many advantageous features over most other experiments, and they are also
suitable for studying folded proteins.
PD-CPMG is developed for 15N R2 rates measurement for disordered proteins
132,
this experiment provides much higher measurement precision than many other com-
monly used experiments. CP-HISQC records 1H–15N HSQC spectra with much higher
spectral resolution than some other popular schemes, besides, it still maintains rela-
tively good signal-to-noise under fast solvent exchange conditions (kex ∼ 100 s−1)133.
The development of both pulse sequences follows the strategy that combines both
numerical simulation and experimental measurement. Numerical simulation provides
as general guidelines for NMR experimental design and it also helps to understand
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detailed mechanisms of each pulse sequence. On the other hand, it is also essential
to obtain experimental data to confirm those results as predicted by numerical sim-
ulations. Such strategy has also been utilized for developing many other NMR pulse
sequences134.
For protein 15N R2 rates measurement,
15N spin-lock135 and CPMG136 are two
of the most popular approaches, however, both schemes require large amount of rf
power deposited through 15N channel, therefore there usually exists an upper limit
of relaxation delay period τrel can be used, which is typically 150–200 ms to avoid
sample overheating or probe damaging. Since IDPs (or IDRs) display large amount
of motional freedom, 15N R2 rates are usually on the order of 1–2 s
−1 under physi-
ological temperature (i.e., 37 ◦C), such that the limit placed on τrel can easily incur
large measurement errors137. The main idea of PD-CPMG is to utilize high-quality
1H decoupling (i.e., DIPSI-2138) to suppress J-couplings (1JNH) and DD/CSA cross-
correlation. Since 1H has much larger gyromagnetic ratio γ than 15N (γH ' 10γN),
the actual rf power deposited on the sample should be much lower than spin-lock
or CPMG experiments according to the relationship of ω1 = γB1, such that much
longer τrel can be sampled with PD-CPMG scheme. The results as obtained from
PD-CPMG are fully consistent with some other experiments such as 15N spin-lock,
besides, the new scheme provides much higher measurement precision (especially on
low concentration protein samples). There are also many other advantages associ-
ated with PD-CPMG, for example, 15N offset correction is much more simple than
traditional CPMG experiment139, it is robust to pulse miscalibration and rf inhomo-
geneity, it is also less susceptible to artifacts caused by fast solvent exchange process.
CP-HISQC is mainly developed for recording 1H–15N HSQC spectra for disordered
proteins with better signal-to-noise under physiological conditions. 1H–15N HSQC is
the most routinely performed experiment for protein NMR study, however, 1H–15N
HSQC spectra for IDPs recorded under near physiological conditions suffer a lot from
fast solvent exchange process, which significantly undermines signal-to-noise of the
spectra. The key component of CP-HISQC is the cross-polarization (CP) element
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which conducts the initial step of magnetization transfer (i.e., 1HN → 15N). In the
presence of fast solvent exchange, CP element produces much higher efficiency than
many other schemes such as INEPT, which is mainly due to the fact that it effectively
makes use of water magnetizations to improve coherence transfer efficiency. The CP-
HISQC pulse sequence has also been designed to well preserve water magnetization,
which helps to achieve better signal-to-noise in 1H–15N HSQC spectra. CP-HISQC
shows much higher sensitivity than the original HISQC experiment140 under fast
solvent exchange conditions (kex ∼ 100 s−1), besides, it achieves much higher spectral
resolution in 15N dimension than fast pulsing schemes such as SOFAST-HMQC108.
We have also demonstrated that CP-based coherence transfer element still remains
efficient in the presence of very fast solvent exchange (kex ∼ 1000 s−1), therefore
this single element can also be incorporated into many other NMR pulse sequences to
help boost signal-to-noise, which include many heteronuclei detection experiments141.
Besides, since CP-HISQC makes use of 15N in-phase magnetization for 15N frequency
labeling, this experiment also serves as a perfect template for designing many other
experiments for studying disordered proteins, such as RDCs, PREs or 15N relaxation
rates measurement.
1.3 Protein–Peptide Encounter Complex Studied with Crk–Sos Model System
1.3.1 The Role of Electrostatic Encounter Complexes in Protein–Protein or
Protein–Ligand Interactions
Protein–protein or protein–ligand interactions play many important biological
roles in living organisms, for example, those interactions are commonly found to reg-
ulate many other biological events or trigger some further downstream processes142.
The overall process of protein interactions can be described by different types of
binding models143. The two-state binding model assumes that there are mainly two
states present during the whole process, which correspond to free and bound forms
of biomolecules. However, the two-state model is usually oversimplified for describing
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most protein interactions due to the large molecular size and complicated free en-
ergy landscape of each protein. Aside from free and bound states, many other types
of intermediate states could also exist, and encounter complex is one of the most
commonly studied intermediate states.
The structural and dynamic properties of encounter complexes have been exten-
sively studied based on several model systems, such as barnase–barstar complex144
and a series of protein complexes involved in biological electron transfer process145.
The dynamic properties of encounter complexes are quite different from tight-binding
complexes: the ligand is just loosely bound to the protein and still maintains large
motional freedom, such that it can perform extensive conformational search until the
correct final binding site has been located146–149. Encounter complexes are commonly
found to exist as ensembles of heterogeneous conformations—if the position of protein
within the complex is fixed, the ligand may sample a large amount of surface area
rather than at one single position147. Most studies about encounter complexes have
been carried out based on systems composed of two folded proteins, but much fewer
studies have been reported about encounter complexes formed by disordered proteins
or peptides150. Detailed mechanisms about protein interactions can be learned from
encounter complex studies, besides, there are also some other potential applications,
for example, many drugs are small peptides and their interactions with protein targets
display quite a lot of encounter complex features.
The association kinetics of encounter complex formation have also been well stud-
ied based on several model systems, several common features have been observed from
those studies151–153. The encounter complex formation is usually driven by strong
electrostatic interactions between the two binding partners, which can boost associ-
ation rate constant kon several orders of magnitude over random diffusion process:
it is well known that kon is typically 10
5 ∼ 106 M−1s−1 under the random diffusion
limit, whereas it can achieve kon ∼ 108 M−1s−1 even up to ∼ 109 M−1s−1 due to
strong electrostatic attraction forces154–156. Such large kon is an essential feature to
ensure both fast turnover rates and relatively high binding affinities as required by
19
certain protein complexes, for example, most photosynthetic redox proteins rely on
such properties to carry out their biological functions properly (i.e., electron transfer
process)157. Since the association step towards forming encounter complexes often
relies on strong electrostatic interactions, such intermediate states are often called
“electrostatic encounter complexes”.
1.3.2 Biophysical Study of Encounter Complexes
Many different biophysical methods have been developed for studying protein–
protein or protein–ligand interactions158,159, besides, several in silico approaches such
as docking or template-based modeling are also commonly used for studying protein
interactions160,161. However, there are much fewer studies about encounter complexes
than for tight-binding complexes, which is mainly due to several major difficulties for
studying such complexes: (i) Encounter complexes usually possess higher free ener-
gies than corresponding tight-binding complexes, therefore such intermediate states
usually have very low population. Besides, the short lifetime of many encounter com-
plexes also causes large difficulty for most biophysical studies162,163. (ii) Encounter
complexes with relatively high population have only been found on those protein
complexes with very low binding affinities (Kd ∼ 1 mM), such that it is not suit-
able to study encounter complexes with certain biophysical methods such as ITC
or SPR164,165. (iii) Encounter complexes usually display significant conformational
heterogeneity caused by the highly dynamic property, therefore such complexes can-
not be well represented as one single conformation and thus not suitable for X-ray
crystallography study.
NMR is one of the most powerful tools for studying protein–protein or protein–
ligand interactions166–168, it can also be used to study protein complexes with very low
binding affinities169. Among different types of NMR-based approaches, PRE is the
most popular method for studying encounter complexes120,170, which is mainly due to
the fast that PREs are very sensitive to low population states (as low as∼ 0.5%)171,172.
However, structural models constructed based on PRE data are usually composed of
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ensembles of static structures, which cannot fully capture the real dynamic behaviors
of encounter complexes.
Aside from PRE, several other NMR-based methods are also commonly used for
studying encounter complexes. Relaxation dispersion (RD) is another commonly used
approach targeting at the study of low population states (such as those so-called “in-
visible states”)173, and it has been successfully applied for studying several protein
folding intermediates174. The successful application of relaxation dispersion usually
requires relatively large chemical shift difference (∆ω) between interconverting states,
however, such property is usually difficult to achieve for most weak binding complexes.
Several studies about encounter complexes based on chemical shift perturbation175,
nuclear spin relaxation176, NOEs177 and RDCs178 have also been reported, besides,
different types of NMR parameters can also be combined with some other biophys-
ical approaches (such as SAXS179) for studying encounter complexes. Since most
encounter complexes display very low binding affinities (Kd > 100 µM), NMR data
analysis should be performed with care—it is usually impossible to obtain protein
or ligand in ∼ 100% bound form under normal sample conditions, therefore certain
corrections are usually required to obtain data only corresponding to bound-form
molecules178.
1.3.3 Combining MD and NMR Approaches for Biomolecular Studies
MD and NMR are usually considered as two of the most important tools for molec-
ular dynamics studies. Different NMR-based methods for studying protein dynamics
have been reviewed in the previous section. Molecular dynamics (MD) is an in silico
modeling approach to characterize dynamic behaviors of biomolecules with atomic-
level details180, and it can also provide certain information which is difficult to obtain
experimentally. The earliest MD simulation study on biomolecules only reached ∼ps
timescale181, however, it is already possible to record ∼ms timescale MD trajectories
for biomolecules nowadays with the aid of better computer hardwares and MD sim-
ulation programs182. It has been shown that certain information can be extracted
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only from relatively long MD trajectories183. In recent years there has been much
development for MD simulation on GPUs, which allows recording ∼µs timescale MD
trajectories in a routine fashion184,185.
Since MD and NMR investigate from two different perspectives that are comple-
mentary to each other, there have been many efforts to combine these two approaches
for studying biomolecules186,187. Different types of NMR parameters such as chemical
shifts188, RDCs189, PREs190 and PCSs24 are commonly used as restraints in MD sim-
ulation programs for protein structure refinement. On the other hand, the accuracy
of MD simulations largely depends on the quality of the underlying physical model
(i.e., MD force field), which is in turn determined by the quality of input data for MD
force field parameterization, therefore the availability of a variety of NMR data helps
to develop better versions of MD force fields191,192. The quality of each MD force field
is usually judged based on the agreement between MD simulation results and exper-
imental data193,194, different types of NMR parameters such as chemical shifts195,
scalar couplings194 and order parameters196 have been utilized for such purposes.
The combined MD and NMR studies can provide detailed pictures about the
molecules being investigated. The microscopic dynamic behaviors of biomolecules
can be directly visualized from MD trajectories, therefore MD simulation provides as
a natural strategy for NMR data interpretation. On the other hand, the quality of
MD force field can also get further improved from joint MD and NMR data analyses.
1.3.4 Summary of Original Contributions
In this work we have studied dynamic properties of two protein–peptide complexes
based on Crk–Sos model system with combined MD and NMR approaches. These two
complexes correspond to tight-binding and encounter complexes respectively. Those
results about Crk–Sos encounter complex are more interesting since very few studies
have been reported about encounter complexes formed by disordered proteins or pep-
tides. Crk is an SH3-domain protein with ∼ 60 residues, Sos is a 10-residue peptide
and it can be considered as a minimal model of disordered proteins. Certain properties
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about this system can be learned from several previous studies: the X-ray structure of
Crk–Sos tight-binding complex has been solved (PDB 1CKB197), the binding process
of this complex has been studied via MD simulation based on a shorter version of
Sos peptide198. The complex formed by Sos and wild-type c-Crk SH3 (wtSH3) dis-
plays relatively high binding affinity and thus belongs to the category of tight-binding
complex. Some previous studies indicate that encounter complexes can be created by
disrupting certain interactions that contribute to tight binding199, such strategy has
been followed to create modified Crk–Sos system for studying encounter complexes.
Our MD and NMR results indicate that the re-engineered Crk–Sos complex displays
many features similar to those observed on many other well-studied encounter com-
plexes, besides, we have also identified potential targets for Amber ff99SB*-ILDN
force field optimizations through joint MD and NMR data analyses.
The first part of this study focuses on the complex formed by wild-type c-Crk SH3
(wtSH3) and Sos. This complex shows relatively high binding affinity as indicated by
previous ITC data (Kd ∼ 5 µM)200, and it is also confirmed by our results measured
on samples with lower ionic strength (Kd ∼ 1 µM). The large association rate constant
kon derived based on NMR titration data (∼ 109 M−1s−1) indicates that strong elec-
trostatic interaction is the major driving force for forming this complex. The ps∼ns
dynamics of Sos peptide within Crk–Sos complex is the central focus in this study,
which is derived mainly based on complete sets of 15N relaxation parameters (R1,
R2, NOE and ηxy) measured under multiple magnetic field strengths. At the same
time, we also carried out MD simulations for this complex with Amber ff99SB*-ILDN
force field, which shows good agreement between MD simulation and NMR results
in many previous studies201–203. However, we found that the agreement between MD
simulation and NMR 15N relaxation data was not perfect for this protein–peptide
complex, and the largest discrepancy came from C-terminal arginines of Sos peptide:
certain parameters from MD simulations (such as R2 and NOE) are much higher than
experimental data for those arginines, which strongly indicates that Sos arginines are
involved in overstabilized salt bridges in MD simulations. We have tested several
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alternative MD simulation setups such as using different water models or MD force
fields, and we finally chose to modify specific Lennard–Jones (LJ) parameters in Am-
ber ff99SB*-ILDN force field to solve this problem. Our modification focuses on fine-
tuning LJ parameters of Nη–Oδ/Oε atom pairs within Arg–Asp/Glu residue pairs.
Specifically, the equilibrium distance σ between those atoms have been increased
(specified by parameter λ) in order to weaken salt bridges formed on arginines. Such
strategy already becomes effective as σ is increased by 3% (i.e., λ = 1.03), which
causes very little perturbation to the original MD force field. Such problem has also
been observed in some other studies based on small molecule systems recently204,205,
besides, the importance of LJ parameters in MD force field parameterization already
starts to gain more attentions206,207, therefore our MD force field modification strat-
egy should point towards the correct direction for Amber ff99SB*-ILDN force field
optimization in future208.
The second part of this study focuses on the complex formed by double-mutant
c-Crk SH3 (dmSH3) with Sos, which serves as a model system for studying protein–
peptide electrostatic encounter complexes. This system is created based on the orig-
inal Crk–Sos complex: two hydrophobic residues near the binding interface of Crk
have been mutated (i.e., Y186L and W169F) with the aid of program FoldX209.
The binding affinity of this protein–peptide complex is Kd ∼ 200 µM as determined
from NMR titration data, therefore this system is much better suited for studying
electrostatic encounter complexes. We have carried out the same series of NMR mea-
surements and MD simulations, most studies still focus on 15N relaxation parameters
of Sos peptide. However, the original Amber ff99SB*-ILDN force field still failed to
produce MD simulation results in good agreement with NMR data: certain simulated
15N relaxation parameters such as R2 and NOE are much elevated over experimen-
tal data, which is still mainly caused by overstabilized salt bridges on Sos arginines.
Our modified Amber force field (λ = 1.03) produces much better agreement for this
re-engineered complex, therefore it provides further support to our MD force field
modification strategy. In this protein–peptide encounter complex, Sos peptide be-
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haves highly dynamic and it “dances” around multiple surface areas of dmSH3, such
motional properties create a heterogeneous conformational ensemble of this complex.
The joint MD and NMR analyses allow us to obtain more detailed dynamic pictures
about protein–peptide encounter complexes based on Crk–Sos model system, which
cannot be easily obtained from some other types of structural models (such as those
derived based on PREs). Since it already becomes quite routine to perform ∼µs
timescale MD simulations nowadays, such strategy of combining MD simulation and
NMR 15N relaxation data can also be used to probe structural and dynamic properties
of many other encounter complexes involving disordered proteins or peptides.
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CHAPTER 2. DOMAIN COOPERATIVITY OF MULTIDOMAIN PROTEINS
INVESTIGATED THROUGH RESIDUAL DIPOLAR COUPLINGS (RDCS)
2.1 Introduction
Modular design is a hallmark of many eukaryotic proteins. A great number of
eukaryotic proteins contain multiple domains, one typical example comes from those
protein families that are involved in signaling transduction pathways, which normally
contain several adaptor domains (such as SH2, SH3) that are connected through
stretches of predominantly flexible linkers. Each adaptor domain within the multido-
main protein context usually has the property that can bind with multiple interaction
partners, therefore such multidomain architecture plays important roles in regulating
many types of biological interaction networks such as signaling transduction path-
ways. The binding of each adaptor domain to its targets is typically characterized by
relatively low binding affinity, therefore those protein complexes usually have large
dissociation rates which ensure fast dynamic response to external stimuli. Due to such
property that many domains can interact with multiple binding targets, this mecha-
nism gives rise to sophisticated, non-linear signaling networks, efficiently serving the
needs of higher organisms3.
The adaptor protein c-Crk serves as a good example to illustrate such binding
properties. In mammalian cells, c-Crk exists in two different isoforms due to alterna-
tive splicing. The smaller species, c-Crk I, are comprised of an SH2 domain followed
by a ∼ 15-residue linker and an SH3 domain (N-SH3). The larger form, c-Crk II,
additionally contains a ∼ 50-residue linker and an extra SH3 domain (C-SH3)210. Crk
can bind to a variety of phosphotyrosine-containing proteins through its SH2 domain,
most prominently p130Cas. A number of important signaling pathways converge at
the p130Cas/Crk assembly, which contains multiple copies of Crk and thus has an
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ability to bring together a number of different Crk binding partners. The important
biological roles of such interconnected pathways in cell growth, motility, proliferation,
adhesion, and apoptosis have been well documented211.
From the structural perspective, one of the key questions for Crk and many other
modular proteins is about the interaction between multiple domains. On one hand,
when two adjacent domains are connected through a long and flexible linker, the
two domain should behave as essentially two independent entities, therefore domain–
domain coupling or domain cooperativity should be minimal. On the other hand,
two domains can be significantly coupled when they are connected through relatively
short or conformationally rigid linker. The properties about Crk already become
clear: c-Crk I conforms more closely to the former scenario, while c-Crk II represents
the second type of situation210. More specifically, two constitutive domains SH2 and
N-SH3 within c-Crk I display significant motional freedom, whereas in c-Crk II the
three domains, SH2, N-SH3, and C-SH3, form a compact structure centered around
the piece of the inter-SH3 linker. This result highlights the role of the extra domain:
the binding surface in Crk C-SH3 has an unusual amino-acid composition, which de-
grades its ability to bind PxxP ligands; at the same time, C-SH3 occludes the binding
site in N-SH3, thus downregulating a number of signaling events210,212,213. Another
domain rearrangement, which has the effect of shutting down the Crk-mediated sig-
nals, occurs upon phosphorylation of the tyrosine residue within the inter-SH3 linker.
The subsequent intramolecular binding of the pYxxP motif to the SH2 domain abro-
gates most of the Crk interactions210,214,215.
Aside from c-Crk, many other examples can also illustrate the relationship between
domain cooperativity and biological functions of multidomain proteins. Calmodulin
(CaM) contains two domains connected by the linker region. The linker region is
relatively rigid in the absence of Ca2+, but becomes much flexible when Ca2+ binds
to this protein. Therefore calmodulin exists in two different conformational states
characterized by a different degree of domain–domain coupling as determined by the
linker region. These two states are associated with different biological functions8.
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Protein tyrosine kinase Syk has tandem SH2 (tSH2) domain architecture. The two
SH2 domains are connected by the 45-residue linker region which is relatively rigid in
the unphosphorylated form; however, it becomes much more flexible once the linker
region residue Y130 is phosphorylated. This event directly causes the activation of
Syk kinase, leading to many further downstream effects9.
Although these examples all underscore the importance of domain–domain cou-
pling, however, it is not easy to investigate domain interactions by straightforward
structural methods, one of the main reasons is due to the fact that these interac-
tions are often dynamic in nature, corresponding to diverse and short-lived confor-
mational species which are difficult to characterize by most structural techniques
such as X-ray crystallography. However, it turns out that NMR is one of the best ap-
proaches for studying multidomain proteins, and two different NMR-based strategies
are most suitable to address this situation. The first method relies on backbone 15N
relaxation—domain cooperativity usually leads to the increase of rotational tumbling
motion correlation time τR, which can be sensitively detected by relaxation-based
experiments9,216. This effect has been explored in-depth for two-domain proteins
constructed based on GB1 that are similar to those proteins employed in this work22.
An accurate interpretation, however, is still challenging because spin relaxation is
sensitive to many motional modes, including domain–domain motions217,218, besides,
another difficulty comes from the fact that many existing algorithms for τR prediction
have limited accuracy219. The second method makes use of residual dipolar couplings
(RDCs). One of the popular strategies for RDC-based study is to load one of the
domains with paramagnetic ions to achieve weak alignment in external magnetic field.
If the two domains are fully coupled, then the second domain without paramagnetic
ions should display the same degree of alignment as the domain loaded with param-
agnetic ions; conversely, if the two domains are uncoupled, then the second domain
should show much different alignment properties from the first domain, usually with
much smaller alignment magnitude220,221. While elegant and potentially useful, this
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method faces certain technical difficulties since it depends on suitably engineered
metal-binding sites or carefully designed chelate tags222–224.
In this study we resort to the more conventional alignment methods that only
involve steric alignment mechanism to investigate domain cooperativity based on
RDCs, this type of alignment mechanism is more likely to provide good correlation
between RDC parameters and domain cooperativity than other types of alignment
mechanisms. We further focus on the important limiting case where a pair of non-
interacting domains is connected through a variable-length flexible linker. To model
such a system, we have constructed a series of chimera proteins consisting of two copies
of chicken α-spectrin SH3 domain225 (α-spc SH3) that are connected through a flexible
(GGSGG)n-type linker
55. In the case of a very short linker, this construct represents
a dumbbell-shaped molecule which should align efficiently in steric alignment media.
Conversely, if the linker is infinitely long, then each SH3 domain should behave as an
independent entity, besides, since each individual domain has nearly spherical shape,
it should display minimum amount of steric alignment. Therefore it can be expected
that the degree of alignment should change in a sigmoidal fashion: from high values
(short linker) to low values (long linker). The broad goal of this work is to quantitate
this dependence, with both in silico structural modeling and experimental methods.
In this manner we seek to establish an important reference case—two-domain proteins
with minimal domain-domain coupling (due to a trivial linker connectivity). Anything
beyond that would point towards domain cooperativity, such as direct domain–domain




2.2.1 Basic Principles of Dipole–Dipole (DD) Interactions and RDCs
The dipole–dipole (DD) interaction originates from the through-space interaction
between magnetic dipole moments. The classical dipole–dipole interaction energy
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The quantum-mechanical counterpart of classical dipole–dipole interaction is the
dipole–dipole interaction Hamiltonian HˆDD. In the most simple case, considering a
pair of nuclear spins I = 1/2 and S = 1/2, the Hamiltonian HˆDD can be expressed










Iˆ ·D · Sˆ (2.3)
γI and γS are gyromagnetic ratios of spins I and S, µ0 is the permittivity of the free
space, Iˆ and Sˆ are spin angular momentum operators of spins I and S, rIS is the
vector connecting spins I and S whereas rIS is the distance, D is the dipolar tensor
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which can be represented as 3× 3 matrix (either in Cartesian coordinates (x, y, z) or
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3 sin2 θ cosφ sinφ 3 sin2 θ sin2 φ− 1 3 sin θ cos θ sinφ
3 sin θ cos θ cosφ 3 sin θ cos θ sinφ 3 cos2 θ − 1
 (2.4)
Since most NMR studies for biomolecules are carried out under strong magnetic
fields (usually ≥ 500 MHz), the high-field condition can always be satisfied. Under
the high-field limit condition, only the secular part of HˆDD that is proportional to
IˆzSˆz remains important





(3 cos2 θIS − 1)IˆzSˆz = bIS(3 cos2 θIS − 1)IˆzSˆz (2.5)




which already assumes that RDCs are measured for a pair of nuclei with fixed distance
rIS. This constant bIS reflects the magnitude of dipole–dipole interactions and is
usually on the order of ∼ 10 kHz, which is much larger than many other types of
interactions related to NMR studies (such as J-couplings), therefore most other terms
can be neglected as DD interactions dominate.
1Assume I and S are different spin species.
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The effects of DD interactions can be explained with the aid of perturbation
theory, which treats HˆDD as an additional perturbation term to the Hamiltonian of
the whole system, since the absolute magnitude of HˆDD (on the order of ∼ 10 kHz) is
much smaller than the magnitude of Zeeman interactions HˆZ (on the order of ∼ 100
MHz) under high-field conditions. The results from first-order perturbation theory
indicate that the effects of HˆsecDD is to shift energy levels of nuclear spin eigenstates
(i.e., Zeeman states), such that it modifies the transition energies between different
energy levels, which usually manifests as shifted peak positions in NMR spectra.
There are also many other effects originating from DD interactions, for example, DD
interaction is usually the dominating nuclear spin relaxation mechanism for most spin
species under solution state conditions, and its effects can be quantitatively calculated
based on the second-order perturbation theory (i.e., Redfield theory34).
According to Equation (2.5), the magnitude of DD interaction is mainly deter-
mined by θIS, which is the angle formed between rIS and external magnetc field B0.
For SSNMR study, DD interaction is usually the most important factor that affects
the appearance of NMR spectra—each molecule within solid-state samples has fixed
orientation and thus fixed θIS, therefore when considering the ensemble of molecules
within each sample, the distribution of θIS ∈ [−pi, pi] leads to the variation of DD
interaction strength as [−bIS, 2bIS] according to Equation (2.5), which causes the
commonly observed powder pattern spectra33. DD interactions have found many dif-
ferent applications in SSNMR study, for example, most coherence transfer steps in
SSNMR pulse sequences are based on cross-polarization (CP)226, which usually makes
use of DD interactions since its magnitude is much larger than other types of interac-
tions such as J-couplings. DD interactions can also be used for internuclear distances
measurement, such as the REDOR experiment227. However, in most cases it leads
to much unwanted effects, especially causing severe line broadening in NMR spectra.
In order to overcome such problems originating from DD interactions, many different
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strategies have been developed to average out HˆsecDD, in that case the time-averaged
Hamiltonian 〈HˆsecDD〉 should be evaluated instead:
〈HˆsecDD〉 = bIS〈(3 cos2 θIS − 1)IˆzSˆz〉 (2.7)
According to Equation (2.7), the averaging can be carried out either on spin part
(i.e., 〈IˆzSˆz〉) or spatial part (i.e., 〈3 cos2 θ − 1〉). Most earlier experiments perform
averaging on the spin part, such as WHH-4228 pulse sequence, and the effects can be
well understood with the aid of average Hamiltonian theory229. With the discovery
of magic angle spinning (MAS)230, the averaging scheme has shifted to focus on the
spatial part, and the main idea is to perform fast spinning for solid state samples under
the “magic angle” condition to achieve 〈3 cos2 θIS − 1〉 = 0, such that 〈HˆsecDD〉 = 0.
The averaging on spin and spatial parts can also be carried out at the same time in
order to achieve even better results.
In solution state condition, there already exists one natural mechanism to average
out DD interactions, which originates from the fast molecular overall tumbling motion
on ∼ns timescale, and it averages out HˆsecDD mainly through the spatial part. For
isotropic overall tumbling motion, it causes 〈HsecDD〉 = 0 such that first-order effects
(i.e., peak position shifts) cannot be observed. However, if the tumbling motion is
not completely isotropic (such as in the presence of alignment media or paramagnetic
ions), it would cause 〈HˆsecDD〉 6= 0 such that residual amount of DD interactions can
still be observed, which are termed as RDCs.
2.2.2 General Concept of Alignment Tensor for Interpreting RDCs
The effects of RDCs can be much better understood by introducing the concept of
alignment tensor A (or Saupe matrix S), which describes the molecular orientation
anisotropy under solution conditions32. In order to define the alignment tensor, a
coordinate frame that is fixed to the molecule should be introduced first. Suppose
the angles formed by the molecular frame with respect to external magnetic field
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B0 are (ξx, ξy, ξz), the angles formed by vector rIS with respect to three axes of the
molecular frame are (ζx, ζy, ζz), then following relationship can be utilized
cos θIS = cos ζx cos ξx + cos ζy cos ξy + cos ζz cos ξz (2.8)
such that 〈3 cos2 θ − 1〉 can be rewritten as the following form:
〈




(cos ζx cos ξx + cos ζy cos ξy + cos ζz cos ξz)
2
〉− 1 (2.9)
Under the assumption that the molecule being studied is totally rigid, (ζx, ζy, ζz)
do not change since the defined coordinate frame is always fixed with the molecule.
However, (ξx, ξy, ξz) may change with time due to molecular tumbling motions, there-
fore the averaging only need to be carried out for those angles:
〈
3 cos2 θIS − 1
〉
= 3[〈cos2 ξx〉 cos2 ζx + 〈cos2 ξy〉 cos2 ζy + 〈cos2 ξz〉 cos2 ζz
+ 2〈cos ξx cos ξy〉 cos ζx cos ζy + 2〈cos ξx cos ξz〉 cos ζx cos ζz
+ 2〈cos ξy cos ξz〉 cos ζy cos ζz]− 1 (2.10)
The above relationship can be much simplified with the aid of alignment tensor





〈cos ξi cos ξj〉 − 1
2
δij (2.11)




Aij cos ζi cos ζj (2.12)
In general, all elements of A are non-zero for arbitrarily chosen molecular frame,
however, according to the definition of Equation (2.11), since A is real symmetric
matrix, there exists certain similarity transformation to transform A as a diagonalized
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matrix, and such transformation simply corresponds to the Euler rotation R(α, β, γ)
that rotates from the arbitrarily chosen molecular frame to a special frame called
principal axis system (PAS). In PAS only the diagonal elements Axx, Ayy, Azz are
non-zero, therefore the relationship between RDCs and alignment tensor A becomes
much simpler (the orientation of rIS is expressed in spherical polar frame as (θ, φ)):
DIS(θ, φ) = 2bIS[Azz cos
2 θ + Axx sin
2 θ cos2 φ+ Ayy sin
2 θ sin2 φ] (2.13)
or
DIS(θ, φ) = 2bIS[Aa(3 cos
2 θ − 1) + 3
2
Ar sin
2 θ cos 2φ] (2.14)
by convention it always has |Axx| ≤ |Ayy| ≤ |Azz|. Aa = Azz/2 is the axial component
of alignment tensor and Ar = (Axx − Ayy)/3 is the rhombic component. R = Ar/Aa
is defined as the rhombicity.
Many other parameters can also be defined based on the alignment tensor A. In
this work two other important parameters that have been utilized are GDO and NSP,
both are defined based on the concept of scalar product between two alignment ten-
sors. Since A is 3×3 real symmetric matrix and traceless, it only has five independent
elements and can be treated as five-dimensional vector. In general, the scalar product







with this definition, the parameter Generalized Degree of Order (GDO)231 that char-





1 + (3/4)R2 (2.16)
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and Normalized Scalar Product (NSP) that serves as a generalized measure for relative
orientation between two alignment tensors is defined as:
NSP =
〈A1|A2〉√〈A1|A1〉〈A2|A2〉 (2.17)
When the values of the normalized scalar product (NSP) is close to 1.0, it indi-
cates that the two alignment tensors differ only by a scaling factor and thus “linear”,
whereas NSP values close to 0.0 suggest that the two alignment frames are “orthogo-
nal”. The situation where NSP = −1.0 can be described as “antiparallel” alignment:
the rhombicities and alignment frames are in this case identical, while the degrees of
alignment Aa have opposite signs. Although NSP defined by Equation (2.17) depends
also on rhombicity R, it is mainly a measure of alignment axes orientation.
Since the introduction of alignment tensor makes the interpretation of RDCs much
easily, it is usually the first step to determine alignment tensor based on RDCs, then
many other further analyses can be carried out. The alignment tensor A is usually
derived by fitting RDCs to already solved molecular structures with algorithms such
as singular value decomposition (SVD)232, and it is usually assumed that molecular
structure used for the fitting is totally rigid. One important parameter that charac-













Dexpt and Dcalc are experimental and back-calculated RDCs respectively, N is the
number of RDCs. In general, the fitting has better quality as Q approaches to zero.
In certain cases, however, it is not possible to perform such fitting when the molecular
structure is unknown, in those cases certain types of statistical analysis without the
need of molecular structural information are more useful233. For most RDC prediction
programs such as PALES59, it is usually the first step to predict alignment tensor A
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based on molecular properties (such as overall shape and charge distribution), then
RDCs can be calculated based on A and molecular structural information59.
The alignment magnitude as well as RDCs are mainly determined by the fol-
lowing several factors: (i) When steric alignment mechanism dominates, molecular
shape is the most important factor that determines alignment magnitude—molecules
with near spherical shape tend to produce small alignment, whereas highly elongated
molecules usually display much larger alignment. (ii) When electrostatic alignment
mechanism dominates, the charge distribution at molecular surface becomes another
important factor, and molecules can display significant alignment due to large asym-
metric charge distribution at molecular surface. (iii) The concentration of alignment
media also directly affects the amount of anisotropy in solution environment, there-
fore affects the alignment magnitude. In practice, since it is difficult to accurately
measure very small RDCs, while too large RDCs may cause severe line-broading ef-
fects in NMR spectra, the magnitude of RDCs is usually fine-tuned around ∼ 0.1%
of bIS in most cases, however, certain novel strategies have been developed such that
very large RDCs can still be measured234.
2.2.3 Guidelines for Domain Cooperativity Study Based on RDCs
The main idea of characterizing domain cooperativity based on RDC data can be
described in the following way. For multidomain proteins, if we assume each domain
itself is near spherical and the alignment mechanism is steric only, then each single
domain should produce alignment magnitude near zero. This should also hold true
when it is connected to other domains with a long and flexible linker, since in that
case each domain still largely behaves as one single entity without being affected by
other domains.
Now let us consider a generalized two-domain protein, where a pair of globular,
near-spherical domains are connected via a flexible structureless linker. In the case
when the linker is short, i.e., consists of no more than several residues, the protein
has a dumbbell shape. Furthermore, a short linker allows for little motional degrees
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of freedom such that domain–domain motion is highly restricted. To a good approx-
imation, the protein can be described as one single rigid body with highly elongated
shape. Being placed in steric alignment media, this protein should efficiently align
and produce a high GDO value, besides, the long axis of the alignment tensor should
roughly coincide with the line connecting the centers of mass of the two domains.
Generally speaking, the alignment PAS in such a two-domain construct has no rela-
tion to the PAS of each individual domain that is near-spherical. Therefore the NSP
between the alignment tensors derived for two-domain protein and single-domain pro-
tein should deviate significantly from 1.0 (unless by coincidence).
Then let us consider the opposite situation, where the flexible linker is very long. In
this case the two domains should move almost freely and no longer sense each other’s
presence. Their GDOs, therefore, should approach that of an individual domain.
Given that the shape of each domain is nearly spherical, the GDO should drop to a
small value that is similar to one single domain. Likewise, the PAS orientation should
generally approach that found in the individual domain. Consequently, the scalar
product between the two alignment tensors—the one from the domain which belongs
to the tandem and the one from the isolated domain—should converge towards 1.0
as the length of flexible linker region increases to infinity.
However, it should also be noted that neither GDO nor NSP is expected to show
a quantitative convergence towards the ideal single-domain limit, since the behavior
of a tethered domain is similar, but not identical to that of an isolated domain. In
particular, if the shape of the domain is very close to spherical then even a small
alteration of the shape, such as that caused by attachment of the linker, can lead to
a significant change in magnitude and especially orientation of the alignment tensor.
Therefore, the convergence towards the single-domain limit should not be viewed as a
strict rule but should rather be treated as a broad trend, indeed such predicted trend
has been observed in both in silico structural modeling and experimental studies,
which will be presented with more details in later sections.
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2.3 Theoretical Prediction Results
2.3.1 Two-domain Protein Structural Model Generation
In the in silico structural modeling study, several two-domain protein models have
been generated, which are based on several single domains with different domain sizes.
Since α-spc SH3 is also used for experimental study, more details about tandem α-spc
SH3 structural model generation will be presented.
For tandem-SH3 domain construction, each individual α-spectrin SH3 domain was
modeled based on the crystallographic structure 1U0661 (resolution 1.49 A˚). Protons
and several missing heavy atoms from the side chain of residue D48 were added to
the structure and optimized using the facilities of CHARMM235 and Xplor-NIH236
with CHARMM22 force field. The resulting domain coordinates were used to build
structures of tandem dSH3 and several other constructs used in this study (such
as fSH3). The structure 1U06 contains five side chains that are modeled with two
alternate conformations. In the main structural model all of them are placed in the
conformation found in the chain A of the crystallographic structure. Several other
models have also been tested, in particular the one where the ionizable E17 side chain
is placed in conformation B. The energy of this alternative structure, as evaluated
in implicit generalized Born solvent237, was found to be within 6 kcal/mol from the
all-A structure. The structure, labeled BAAAA, was therefore deemed suitable for
the analyses. In addition, the NMR structure PDB 1AEY238 was also used.
As an example of the SH3 tandem, considering the structural model for dSH3-
ml -dSH3, which is the two domain protein with 10-residue linker region. The amino
acid sequence for this construct is M1(E7...L61)D62-GGGGSGGGG-(E7...L61)D62.
The bracketed portions of the sequence correspond to the structured portion of the
domains, as represented by the crystallographic coordinates 1U06. The remaining
parts, including the 10-residue linker and single-residue termini, are modeled as ran-
dom coils, which are generated with program TraDES57 (subroutine foldtraj, default
input parameters). For instance, in order to add N-terminal residue M1, a random
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dipeptide with the sequence ME is generated first. This peptide is then “glued” onto
the structure of the SH3 domain by overlaying the E residue of the peptide with E7
residue in the SH3 domain (specifically, N, Cα, and C′ atoms are superimposed in this
particular order). Finally, all redundant atoms are deleted, which include all atoms
from the peptide residue E with the exception of HN. The equivalent procedure is used
for the C-terminal residue D62. In this case, we begin with the random dipeptide LD,
which is “glued” to the SH3 domain by overlaying the L residue of the peptide with
L61 from the SH3 domain (C′, Cα, and O atoms are superimposed). Subsequently,
all atoms from the placeholder peptide residue L are deleted. The same prescriptions
are applied to insert the ten-residue linker segment, DGGGGSGGGG.
The dSH3-ml -dSH3 model obtained in this fashion is subjected to a further round
of MD refinement (1 ps at 100 K), and the major goal is to relieve certain amount of
strains caused by the structure assembly procedure. All atoms within each domain
have been assigned an artificially large mass, 10 kDa, in order to preserve the relative
position of the domains during this stage. The refinement protocol is implemented
using the torsional angle dynamics (TAD) option in Xplor-NIH (IVM module239); the
internal coordinates of the domains (all dihedral angles in the residues from 7 to 61,
except for the angle φ in residue E7) are fixed and the planarity of peptide planes
is enforced. This algorithm is used to produce an ensemble of 10000 conformers for
dSH3-ml -dSH3. However, many conformers within the ensemble generated with this
algorithm display severe steric clashes due to very close distances between certain
atoms, and this issue cannot be resolved by the MD refinement procedure.
In order to exclude those conformers with steric clashes and only keep those mean-
ingful structures within the ensemble, we evaluate the energy2 for each conformer
within the ensemble and analyze the resulting energy distribution. The results for a
portion of the energy distribution for dSH3-ml -dSH3 structural model that contains
10000 conformers within the ensemble at the beginning is shown in Figure 2.1. The
energies are evaluated using Xplor-NIH/CHARMM22 in vacuo. The low-energy part
2The energy includes all bonded and non-bonded interactions as calculated in vacuo.
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Figure 2.1. Part of the energy distribution for dSH3-ml -dSH3 model that
contains 10000 conformers (red circles) fitted with the Gaussian function
(blue curve). The inset displays the expanded portion of the main graph;
the dashed line corresponds to one standard deviation σ of the Gaussian
curve.
of the distribution follows the Gaussian curve (see inset in Figure 2.1). This is to be
expected, since such energy distribution mainly arises from variability in the random-
coil linker region. The Gaussian energy distribution for disordered protein systems
can be predicted from general considerations and also has been derived from a number
of theoretical models240–242. The results from random energy model (REM)58 directly
support the fact that Gaussian energy distribution should be observed on any kind
of random polymers (such as disordered peptides).
In Figure 2.1, those structures that comply with the Gaussian distribution consti-
tute a bona fide conformational ensemble, whereas the high-energy structures outside
the Gaussian distribution (appearing to the right in the plot) suffer from steric con-
flicts. To address this problem, the energy distribution to the right of the dashed line
(corresponding to one standard deviation σ of the fitted Gaussian curve) has been
analyzed, and a large amount of structures that fall outside the curve were eliminated.
In this manner the original ensemble of 10000 conformers was trimmed down to 2371
structures. The retained structures are (i) free of significant steric clashes and (ii)
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have their two domains positioned according to the conformation of the (random-
coil) linker, as generated by TraDES. Several randomly selected structures from the
resulting reduced ensemble are shown in Figure 2.2.
Figure 2.2. Five representative structures from the final dSH3-ml -dSH3
ensemble. The N- and C-terminal SH3 domains (backbone coordinates
same as PDB 1U06, residues 7–61) are plotted in green and gold, respec-
tively; the regions modeled as random coil are colored in red. The panel
in the lower right corner shows the spatial distribution of the centers of
mass of the C-terminal domain (blue dots) in the coordinate frame of the
N-terminal domain (as plotted for the entire ensemble).
The same procedure as described above has also been applied to construct in silico
structural models for several other chimera proteins, which include disintegrin domain
(PDB 1MPZ243, 41 residues, Rg = 8.8 A˚), SH2 domain (PDB 1A81
244, 106 residues,
Rg = 13.0 A˚), and nucleotide-binding domain (NBD) (PDB 3GWI
245, 170 residues,
Rg = 15.3 A˚). Each domain selected for in silico model generation has near-sperical
shape and thus displays minimum amount of steric alignment. We also generated in
silico model for fSH3 (full-length α-spc SH3, 62 residues) and dSH3 (truncated α-spc
SH3, 57 residues, residues 2–6 at N-terminal are deleted) in order to compare results
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with two-domain protein constructs and calculate certain RDC parameters such as
NSP.
2.3.2 RDC Predictions Based on in silico Structural Models
In this work PEG/hexanol alignment media have been used for all RDC data
measurement, whose alignment mechanism is commonly assumed to be steric38,246.
The program PALES was used to model this media, which was originally developed
for DMPC/DHPC bicelles36. The thickness of the planar bilayer was set to 28.6 A˚247.
Since the bicelle calculations in PALES have been programmed for DMPC/DHPC,
the code already implicitly accounts for the presence of 5 mM free DHPC in the
solvent248,249. To correct for this small contribution and account for 0.3 wt% of
free hexanol in solution247, slightly altered value of the liquid crystal concentration
should be used. For instance, in the PALES calculations aimed at 5% PEG, r = 0.85
media the effective liquid crystal concentration should be set to 65 mg/mL. The
order parameter of the PEG/hexanol bicelle was assumed to be the same as for
DMPC/DHPC, which is 0.8.
Several predictions of alignment parameters under the assumption that an electro-
static mechanism plays a significant role have also been performed. The corresponding
PALES calculations involve several additional variables: charge density on the sur-
face of the bilayer σ (treated as adjustable parameter), sample pH (actual value 3.5;
also treated as adjustable parameter), and ionic strength of the solution (17 mM,
corresponding to 20 mM citrate buffer at pH 3.5). The program PROPKA was used
to determine the charges on α-spc SH3, which calculates the pKa values of ionizable
groups250,251. Since there is significant structural variability in tandem constructs
(and also fSH3), PROPKA calculation was performed for each individual conformer
within the structural ensemble. The coordinates of a given conformer plus all partial
charges calculated for this particular conformer were then used together as input for
PALES calculations. More sophisticated methods for calculating charges on ioniz-
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able groups have not been tested, since such effort seems unwarranted given that the
models used for prediction of electrostatic alignment remain relatively crude252–254.
RDCs predicted for the individual conformers were averaged to produce one single
set of simulated RDCs for each structural ensemble. When drawing comparison with
the experimental data from the tandem constructs, the computed RDCs from the N-
and C-terminal domains within two-domain protein construct were further averaged.
Such averaging procedure is fully justified so long as both domains have the same
and invariant internal structure, since by definition RDCs already represent the av-
erage between multiple molecular orientations. The resulting dataset is subsequently
restricted to the core portion of the α-spc SH3 domain, residues 9–60, and fitted with
the protonated structure 1U06. In the situation when residues 9–60 are represented
by one and the same set of coordinates throughout the course of the calculations, the
quality factor Q from such fitting procedure is always zero. The alignment parame-
ters extracted in this fashion are used to calculate the theoretical values of GDO and
NSP according to Equations (2.16) and (2.17).
2.3.3 Dependence of RDCs with Respect to Domain Cooperativity
The results of PALES predictions on several in silico structural models of two-
domain proteins are shown in Figure 2.3. As expected, as the length of linker region
increases, it leads to pronounced decreases in the GDO values. Eventually, each curve
approaches a plateau which is close to, but distinct from the GDO of the isolated
domain (dashed horizontal lines in Figure 2.3A). Similarly, as the linker length is
increased, the NSP value becomes closer to 1.0 (Figure 2.3B), however, this trend
is relatively weak, which means that the orientation of the alignment frame in the
tethered domain remains quite different from the isolated domain.
It is interesting to note how the results scale with the size of the system since
those single domains used for in silico structural modeling have quite different sizes.
Generally, it is expected that for the smallest unit, disintegrin, the two domains
become “uncoupled” and the GDO/NSP plateau is reached already with a moderately
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Figure 2.3. PALES simulations of steric alignment in a series of computer-
generated tandem proteins (disintegrin: magenta; SH2: blue; NBD:
green). (A) Simulated GDO values for domains which belong to the
tandems (circles) and the corresponding isolated domains (dashed lines).
(B) Simulated NSP values that characterize the mutual projection of the
alignment tensors from domains within the tandem and the corresponding
isolated domains.
long linker. Conversely, for the biggest unit, nucleotide-binding domain (NBD), this
does not happen until the linker becomes much longer. A rough theoretical estimate
can be readily obtained for the scaling properties of the two-domain constructs. The
Rg for disintegrin and NBD domains are 8.8 A˚ and 15.3 A˚ respectively, for simplicity
it can be assumed that both domains are spherical. The average end-to-end distance
in the random peptide chain, such as the computer-generated linker, scales with the
number of residues as N0.6 255. From here the “scaling factor” can be estimated that
relates the NBD tandem to disintegrin tandem. For example, the NBD tandem with
25-residue linker can be viewed as a “resized” copy of the disintegrin tandem with
10-residue linker. This is roughly consistent with the trends reflected in Figure 2.3A.
Generally speaking, N- and C-terminal domains in the tandem are inequivalent:
one is attached to the linker through its C-terminal residues while the other through
the N-terminal residues. In principle, this should lead to doubling of the spectral
resonances. This situation is illustrated in Figure 2.4, which shows two domains
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Figure 2.4. Schematic structure of tandem domains with resident spins.
Blue circles represent 15N spins belonging to i-th residue in the N- and
C-terminal domains (assuming that residue numbering is the same in the
two domains); blue arrows represent the corresponding 15N–1HN vectors.
Red circles/arrows refer to the j-th residue. The dashed line corresponds
to the long axis of the steric alignment tensor.
connected in tandem. The scheme Figure 2.4A suggests that some of the amide
signals from N- and C-domains should be resolved with respect to their chemical
shifts. Furthermore, most of the signals should be distinguishable with respect to
dipolar couplings. For instance, the equivalent residues from N- and C-terminal
domains (blue circles) sense somewhat different chemical environment: one is located
next to the fused terminus, while the other is close to the free terminus. Hence it
can be expected that two distinct HSQC peaks should be observed from these sites.
Moreover, the orientation of the 15N–1HN vectors at the two sites (blue arrows) relative
to the long axis of the alignment tensor (dashed line) is also different. Hence RDCs
for these two sites should be different as well. In fact, it is anticipated that most
of the N- and C-terminal residues can be differentiated on the basis of their dipolar
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couplings. For instance, another pair of equivalent residues (red circles) illustrates the
case where chemical shifts are likely to be degenerate, but RDCs are very different.
However, there may also exist some alternative cases, for example, Figure 2.4B
represents a “softer” version of the same scenario. When N- and C-termini of each
domain are positioned close to each other, RDCs from the two domains may turn out
to be very similar. Apparently, this scenario holds true for the α-spc SH3 tandem
according to our experimental data, besides, similar results have been reported in the
experimental study of GB1 construct featuring a short 3-residue linker22. Among all of
those in silico structural models have been constructed, it turns out that NBD tandem
illustrates the situation where the couplings from the two domains are reasonably close
(Figure 2.4B), while the other two constructs (based on disintegrin or SH2) predict
significant differences between the two domains (Figure 2.4A).
2.4 Experimental Results
2.4.1 Sample Preparation
The original pET3d plasmid encoding chicken α-spectrin SH3 domain (i.e., full-
length construct fSH3) was used as starting point to generate all other constructs.
Since the N-terminus of α-spc SH3 is highly disordered61,225,238, residues 2–6 at N-
terminal were deleted to produce the deletion construct dSH3. Three chimera proteins
have been constructed, each contains two copies of dSH3 connected via a glycine-
serine linker. Three different linker regions have been used, with sequence as GSG,
GG(GGSGG)GG, and GG(GGSGG)5GG (the latter contains 29 residues). In what
follows, these tandem constructs are referred to as dSH3-sl -dSH3, dSH3-ml -dSH3,
and dSH3-ll -dSH3, indicating short, medium-length, and long linker, respectively. To
produce the cDNA for tandem constructs, two separate PCR reactions were carried
out. One PCR product encoded N-terminal dSH3 plus half of the linker region; it was
digested with restriction enzymes NcoI and BspEI. The other PCR product encoded
the remaining half of the linker plus C-terminal SH3 domain; it was digested with
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BspEI and BamHI. In the next step, the two digested PCR products were cloned into
pET3d vector and, at the same time, fused by means of the T4 DNA ligase. Note that
the use of BspEI sites and T4 DNA ligase does not introduce any unwanted residues
in the linker sequence. All plasmids were transformed into BL21(DE3) E. coli strain
and sequenced to check for accuracy. More details about plasmid construction and
primer design strategies are included in Appendix A.
The bacteria transformed with plasmids were grown in 1 L of M9 minimal media
enriched with 15NH4Cl at the temperature 37
◦C. Protein expression was induced at
OD600 ∼ 0.6 by adding 0.5 mM IPTG. After 4 h of incubation the cells were harvested
by centrifugation (15 min at 8000 rpm) and stored at −80 ◦C. The cell pellet was
then resuspended in pH 8.0 lysis buffer and lysed using a French Press. fSH3 was
contained in the supernatant; it has been purified following the previously described
protocol61. All other constructs formed inclusion bodies during the expression. To
purify the precipitated protein material, the French press lysis pellet was first washed
four times using 20 mM Tris (pH 8), 1 mM EDTA, 100 mM NaCl, 0.5% Triton X-100
buffer. Each wash was carried out in 30 mL of the buffer then centrifuge 30 min at
18000 rpm before discarding the supernatant; the last wash was done without the
Triton. The pellet was then dissolved in 30 mL of 8 M urea, 20 mM Na-citrate, pH
3.5 denaturing buffer and heated in water bath at 70 ◦C for 30 min. The solution
was subsequently dialyzed over the course of 1 day against 20 mM Na-citrate, pH 3.5
refolding buffer using the dialysis bag with MW cutoff 3 kDa. The refolded protein was
purified using the Superdex 75 gel-filtration column and then concentrated using the
Millipore Amicon devices with 3 kDa MW cutoff. All samples have been analyzed by
SDS-PAGE to check the protein molecular weight. Protein concentration determined
by UV absorbance at 280 nm was in the range from 0.5 to 1.0 mM for each sample.
In addition to α-spectrin SH3 domain, two samples of human ubiquitin have also
been prepared using expression and purification procedures adapted from previously
described protocols256.
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2.4.2 RDC Measurement for Tandem α-spc SH3
The experimental measurements involved five constructs of α-spectrin SH3 domain
(fSH3, dSH3, dSH3-sl -dSH3, dSH3-ml -dSH3, and dSH3-ll -dSH3) in solution with 20
mM Na-citrate, pH 3.5, 0.02% (w/v) NaN3. One extra sample of fSH3 additionally
included 100 mM NaCl (see Table 2.1). The oriented samples were prepared by
using 5% pentaethylene glycol monododecyl ether (C12E5) and 1-hexanol38. Two
series of samples were prepared with the C12E5/hexanol molar ratio r = 0.85 and
0.96, respectively. The former condition offers stable alignment around the working
temperature 25 ◦C38; the latter is the most popular choice in the studies employing
PEG/hexanol media257–259. Special care was taken to maintain the same alignment
conditions throughout each series of samples. Towards this goal, large volume of stock
solutions containing 10% C12E5 and r = 0.85 (or r = 0.96) fraction of 1-hexanol was
prepared in advance. The anisotropic samples were prepared by mixing 150 µL aliquot
of the stock solution with 150 µL aliquot of the protein solution to achieve 300 µL
volume to be measured in Shigemi tube. Each freshly prepared batch of protein
was used to make two or three NMR samples, including some replicate samples.
Each sample was allowed to equilibrate in the magnet for 2 h, before the residual
quadrupolar coupling ∆(2H) from 10% D2O/90% H2O solvent was carefully measured.
The 1HN–15N RDC data were collected using the IPAP-HSQC pulse sequence60,260
on a Varian Inova 600 MHz spectrometer equipped with a triple-resonance probe and
z-axis gradient. Data sets for isotropic and partially aligned samples were collected
as (192, 576) complex matrices with spectral widths of 1920 and 9000 Hz in nitrogen
and proton dimensions, respectively. Each experiment took approximately 2 h. After
collecting each dataset ∆(2H) was remeasured, and the drift never exceeded 0.2 Hz.
The IPAP spectra were processed using the NMRPipe software package and peak
positions were determined by means of the nlinLS fitting subroutine261. In the case
of tandem constructs, most of the peaks from the N-terminal domain are neatly
overlapped with their counterpart peaks from the C-terminal domain. Hence, the
RDC values measured for these residues represent the average of the N- and C-
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domain couplings. For a small number of sites that give rise to two resolved peaks,
the experimental RDCs were averaged on a pairwise basis. In analyzing the results,
all datasets have been restricted to the core portion of the SH3 domain, residues 9–60.
Figure 2.5. HSQC spectra of the isolated dSH3 domain (blue) and dSH3-
ll -dSH3 tandem (red). The dSH3 resonances are labeled except for Trp,
Asn, and Gln side-chain correlations. The elliptical contours outline the
resonances from the glycine-rich linker and from the residue V9 which
demonstrates peak doubling effect.
The spectra of the dSH3 tandems turn out to be very similar to the spectrum of
the isolated dSH3. For example, Figure 2.5 shows the spectrum of the two-domain
construct with long disordered linker dSH3-ll -dSH3 superimposed on the spectrum
of the single domain dSH3 (spectral peaks colored red and blue, respectively). The
resonances from multiple glycine residues of the random-coil GG(GGSGG)5GG se-
quence are all grouped in the area of the spectrum where they do not interfere with
intra-domain peaks (outlined by the green contour). Most of the peaks from N- and
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C-terminal domains overlap. Furthermore, they overlap or fall very close to the peaks
from the isolated dSH3 domain (cf. red and blue contours in Figure 2.5), so that the
assignments238 can be transferred in a straightforward fashion. The lack of resonance
shifts between the isolated domain and the tandem confirms the absence of specific
domain–domain interactions.
According to results shown in Figure 2.5, only a small number of residues that
are located close to the linker attachment point give rise to a pair of resolved peaks,
corresponding to the sites in the N- and C-terminal domains. One typical example of
this behavior is residue V9, as outlined by the grey contour in the spectral map Figure
2.5. The effect is most pronounced in the short-linker construct, dSH3-sl -dSH3, where
the two domains are spatially close. In this sample, 18 residues show the peak doubling
effect, with half of them fully resolved. In particular, the peaks from terminal residues
7, 8 and 61, 62 are strongly affected. Inspection of the crystallographic structure
shows that these two segments are connected: there is a backbone–backbone hydrogen
bond between residues 8 and 61. Thus all of the four residues prove to be in the
immediate vicinity of the linker region, resembling the arrangement shown in Figure
2.4B. The split peaks associated with residues 7, 8, and 61, 62 show large chemical-
shift separations, which makes it impossible to assign most of them. Furthermore, it is
likely that the conformation of these residues in dSH3-sl -dSH3 differs from that seen
in the crystallographic structure of fSH3. Considering these complications we choose
to restrict the data analysis to the core region of the domains, i.e., residues 9–60. This
restriction has been applied to all α-spc SH3 constructs investigated experimentally
as well as those in silico structural models.
The results as shown in Figure 2.5 can also partially answer the question that
whether resonances from N- and C-terminal domains can be distinguished based on
RDCs or not. In principle, it can be expected that a pair of peaks that is completely
overlapped in HSQC spectrum would become resolved in IPAP-HSQC (due to po-
tentially large differences in RDCs, on the order of tens of Hz; see Figure 2.4A). In
reality, however, such behavior has not been observed despite the high resolution of
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the IPAP-HSQC spectra. In the experiments involving dSH3-sl -dSH3, a few RDCs
that have been measured separately for the sites in the N- and C-domains differ by no
more than several Hz (e.g., in the case of V9 the difference is 0.5 Hz). At this level,
RDCs alone cannot produce resolved spectral peaks. In summary, it appears that
all tandem dSH3 constructs behave as indicated in the scheme of Figure 2.4B: the
N- and C-termini of each domain are aligned and together form a linker attachment
point, therefore RDCs in the two domains are similar.
Given that only few residues allow for separate measurements of RDCs associated
with N- and C-terminal domains and the measured values prove to be very similar,
such couplings have all been averaged and then later added to form the bigger dataset
consisting of all average RDCs. For instance, in the case of dSH3-ll -dSH3 there are
44 couplings measured that inherently represent the average values, plus two distinct
couplings from the residue V9. After these two couplings are averaged, the final data
set consists of 45 entries (pertaining to the region 9–60 in the dSH3 domain). The
same approach has been applied for all other tandem-SH3 samples.
2.4.3 Alignment Tensor Derivation Based on RDCs
The RDC data obtained for all constructs based on α-spc SH3 have been fitted
to the crystallographic coordinates 1U06. Although the experimental RDCs from the
tandem constructs represent the averages between the N- and C-terminal domains,
they have been fitted in the standard fashion, the same as those data from the isolated
dSH3 and fSH3 domains. As already commented, this approach is fully legitimate
so long as the internal structure of the two domains is identical. The quality of the
RDC fitting for dSH3 and dSH3-ll -dSH3 is illustrated in Figure 2.6A,B. In both cases
the agreement between the experimental and fitted couplings is reasonably good, as
evidenced by the quality factor Q of 0.25 and 0.26 (typical for a small globular protein
represented by a crystallographic structure with 1.5 A˚ resolution262).
Two residues consistently show poor agreement in all fits—N47 and D48 (grey cir-
cles in Figure 2.6). This discrepancy should be attributed to the local conformational
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Figure 2.6. Fits of the experimental RDCs from (A) the isolated dSH3
domain and (B) dSH3-ll -dSH3 tandem with the structural model based
on the coordinate set 1U06 (protonated, energy minimized). The fitting
is limited to the core portion of the protein (residues 9–60) and does not
include the data from N47 and D48 (grey circles in the plot). The total
number of the fitted RDCs and the quality factor Q are indicated in the
graphs.
variability at this particular site. In the crystal, N47 assumes an unusual conforma-
tion (φ ≈ 50◦, ψ ≈ −110◦)263 which has a significant destabilizing effect on the struc-
ture264. A similarly unfavorable conformation is seen in solution structure (φ ≈ 60◦,
ψ ≈ −75◦), except for one conformer238. The built-in strain apparently triggers local
motions at this site. Both N47 and D48 display sharply elevated B-factors and several
of the side-chain atoms in D48 cannot be resolved by X-ray crystallography at all.
D48 is also the only residue featuring exchange broadening in solution (Rex = 28 s
−1
at 600 MHz)265. As it turns out, the RDC data from N47 and D48 can be accom-
modated using the existing structural models. Specifically, if these two residues are
“grafted” from the NMR structure 1AEY onto the crystallographic structure 1U06,
some of the resulting hybrid models lead to a satisfactory RDC fit.
The alignment parameters derived from multiple SH3 samples are summarized in
Tables 2.1, 2.2 and in Figure 2.7 (the complete RDC datasets are shown in Tables
A.1, A.2). As has already been mentioned earlier, special care was taken to ensure
that the alignment conditions are the same throughout each series of samples. In the
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Table 2.1.





































































−3) 2.23 3.01 −1.40 −2.27 −1.56 −1.51 0.67 0.65 0.75
R 0.62 0.40 0.37 0.39 0.37 0.36 0.65 0.27 0.29
308◦ 308◦ 32◦ 27◦ 33◦ 34◦ 168◦ 107◦ 106◦
{α, β, γ}d 62◦ 65◦ 38◦ 40◦ 80◦ 80◦ 53◦ 54◦ 54◦
81◦ 80◦ 320◦ 325◦ 63◦ 63◦ 159◦ 155◦ 155◦
N 29 25 46 27 42 42 39 45 45
Q 0.25 0.30 0.22 0.21 0.22 0.21 0.27 0.26 0.27
∆(2H)(Hz) 24.9 21.8 24.7 25.8 23.3 23.1 16.9 23.5 24.4
GDO (10−3)e 2.03f 2.93 1.19f 1.85 1.41f 1.37 0.92f 0.57f 0.63
NSPg 1.00 0.98 0.94 0.94 −0.53 −0.53 −0.32 0.26 0.27
a Duplicate samples
b The RDC fits are shown in Figure 2.6
c 100 mM NaCl added to the buffer
d Relative to the crystallographic coordinates 1U06
e Normalized towards ∆(2H)= 20 Hz
f Values used to optimize the electrostatic alignment model
g Relative to dSH3
case of r = 0.85 samples, the residual quadrupolar splittings ∆(2H) proved to be fairly
uniform and reproducible (with the apparent exception of dSH3-ml -dSH3, see Table
2.1). For r = 0.96, the splittings were lower than expected and varied significantly
from one sample to the other (see Table 2.2). This latter media appears to be only
marginally stable at 25 ◦C38. Generally, the dilute PEG/hexanol media used in NMR
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Table 2.2.
Alignment parameters from a series of samples in r = 0.96 PEG/hexanol
mediaa
dSH3 fSH3 dSH3-sl -dSH3 dSH3-ml -dSH3 dSH3-ll -dSH3
Aa (10
−3) 2.23 −0.78 −1.50 −0.78 0.41
R 0.40 0.33 0.36 0.64 0.41
306◦ 32◦ 33◦ 36◦ 103◦
{α, β, γ} 65◦ 39◦ 80◦ 83◦ 54◦
79◦ 321◦ 63◦ 64◦ 154◦
N 43 48 41 40 45
Q 0.25 0.21 0.22 0.26 0.25
∆(2H)(Hz) 17.1 12.3 20.3 15.0 11.0
GDO (10−3) 2.76 1.32 1.54 1.18 0.80
NSP 1.00 0.90 −0.64 −0.47 0.21
a The conventions are the same as in Table 2.1
experiments falls close to the boundary between lamellar phase Lα and a “sponge
phase” L3 , which itself has a complex and variable morphology
266. In this situation,
minor variations in the composition of the sample—possibly, the differences between
the protein constructs themselves—may cause significant changes in the alignment.
To account for these changes, we choose to normalize the GDO parameter according to
the magnitude of ∆(2H), see Table 2.1. In doing so we assume that ∆(2H) reflects the
aligning properties of the media not only with respect to water, but also to different
α-spectrin SH3 constructs. This is an admittedly ad hoc approach, with only limited
experimental justification38. However, from another perspective such strategy should
still be valid for studying a series of samples where the alignment is dictated by the
invariant properties of the α-spc SH3 domain. At least in the case of r = 0.85 media
the alignment conditions seem to be highly reproducible from one sample to another.
The consistency of different sample preparations can be verified through mea-
surements on replicate samples. The results from the duplicate dSH3-sl -dSH3 and
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Figure 2.7. GDO and NSP alignment parameters in a series of constructs
of α-spc SH3 domain. (A, B) Experimental data from dSH3-sl -dSH3,
dSH3-ml -dSH3, and dSH3-ll -dSH3 tandem constructs (squares for the
main series of samples, triangles for replicate samples), as well as dSH3
and fSH3 single-domain constructs (dashed and dotted horizontal lines,
respectively). The data from r = 0.85 and 0.96 samples are indicated
in green and red, respectively. The NSP parameter is calculated relative
to the dSH3 construct (the corresponding value for the dSH3 itself is
1.0). (C, D) The corresponding PALES-based simulations using the steric
alignment model which assumes planar bicelle bilayers with the thickness
28.6 A˚.
dSH3-ll -dSH3 samples are in very good agreement with each other (see Table 2.1;
also compare squares and rectangles in Figure 2.7). Furthermore, the data taken at r
= 0.85 and 0.96 are also in good agreement insofar as rhombicity and the orientation
of the alignment frame are concerned. One apparent exception is dSH3-ml -dSH3,
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cf. Tables 2.1 and 2.2. This construct displays the rhombicity R approaching the
maximum value of 2/3. Under these circumstances, the labeling of the principal axes
of the alignment tensor becomes ambiguous, causing apparent differences in the Euler
angles. In fact, the two data sets are highly consistent, as confirmed by the NSP of
the respective alignment tensors, 0.998.
The only sample where reproducibility truly appears to be an issue is dSH3. While
the orientation of the alignment frame is well reproduced, the rhombicity shows a
significant amount of variation as shown in Tables 2.1 and 2.2. Furthermore, the GDO
value varies significantly from one preparation to the other. Besides, one important
feature can be recognized is that the alignment of dSH3 is unexpectedly strong in all
anisotropic samples, which will be discussed in later sections with more details.
Figure 2.7A provides the experimental verification of the concept presented in this
work: the tandem with a short linker should align strongly, whereas the tandem with
a long linker should align more weakly (given that the shape of the domains is close
to spherical, the linker is unstructured, and there is no significant domain–domain
interactions). Furthermore, it appears that the simple steric alignment model, as
implemented in PALES, in conjunction with the conformational ensembles generated
with the help of TraDES, provide an adequate explanation for the experimental obser-
vations (compare squares/triangles in Figure 2.7A and circles in Figure 2.7C). Note
that the PALES-based prediction algorithm does not involve any adjustable param-
eters. The NSP data in Figure 2.7B confirm our hypothesis that with increase in
linker length the tandem domains begin to behave as independent entities, i.e., align
similarly to isolated domains.
However, the results in Figure 2.7 also indicate that the steric alignment model is
only partially successful in reproducing the experimental data. While the GDO values
for tandem constructs are predicted with reasonable accuracy, the predictions for
isolated domains, dSH3 and fSH3, are off the mark (cf. dashed/dotted lines in Figure
2.7A,C). The case of the dSH3 is particularly instructive. This domain represents a
spheroid with modest anisotropy, I‖/I⊥ = 0.83. Its structure is well defined: only one
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N-terminal and one C-terminal residue are classified as “unstructured”. Assuming
that the mechanism of alignment is steric, dSH3 should show only a modest degree
of alignment, yet the experimental GDO value is exceedingly high. Moreover, the
experimentally determined alignment frame bears no similarity to the predicted one,
as indicated by the low NSP value, −0.11. This leads us to suggest that the alignment
mechanism in the PEG/hexanol media is, in fact, different from the simple steric
model postulated in PALES.
2.5 Discussion
Although the results about dSH3 in Figure 2.7A are quite unexpected, which indi-
cates that nearly-spherical dSH3 domain aligns stronger than the markedly anisotropic
dSH3-sl -dSH3 construct, however, such results appear paradoxical only in the light of
the simple steric model involving planar bicelles. Alternatively, if the morphology of
the media is complex, then a steric mechanism can, in principle, lead to an arbitrary
alignment tensor. Indeed, assume for the sake of argument that anisotropic media
contains cavities that can transiently accommodate certain proteins. Assume further
that the cavities are shaped such that they form “lock and key” pair with a given
protein. Clearly, the resulting alignment tensor will be different from the one that is
predicted by PALES.
Aside from our study, there are also many other literature reports of RDC mea-
surements in the PEG/hexanol media. For model protein ubiquitin, the orientation
of the alignment frame is predicted by PALES with reasonable accuracy, NSP =
0.78–0.86. However, the GDO values are overestimated by a factor 2.1–4.551,267. Our
own measurements on ubiquitin in PEG/hexanol media at pH 3.5 led to similar re-
sults, with GDO overestimated by 2.1–2.3. The agreement becomes even poorer if
the results are scaled according to ∆(2H). The data from another small protein, GB3
domain, produce NSP = 0.94 and another poor GDO prediction, off by a factor 3.6259.
Taken together with our current data for α-spectrin SH3, these results suggest that
PALES can both under- and overestimate the degree of alignment by a wide margin.
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This shortcoming seems to be specific to the PEG/hexanol media. In the case of
DMPC/DHPC bicelles, the steric PALES model fares much better. For ubiquitin,
NSP = 0.96–0.97 and the predicted GDO value is only 1.3 times higher than the
experimental value. For GB3 domain, NSP = 0.90 and the predicted GDO is essen-
tially exact. Clearly, it would have been desirable to repeat our experiments in the
DMPC/DHPC bicelles. Unfortunately, fSH3 and especially dSH3 constructs tend to
precipitate at pH 6.5–7.0 as required by this alignment media268.
In fact, quite a few studies have shown that the topology of the most used liquid-
crystal media is far more complex than previously believed. The DMPC/DHPC
bicelles, which were originally described as large disks, have been instead visualized
as “two-dimensional networks of attened, highly branched, cylindrical micelles and
lamellar sheets perforated by large irregular holes”269. Similar observations have been
made with regard to the PEG/hexanol media. Early on it has been noted that the
Lα bilayers display collective wave-like modulation
270,271. Besides, it has also been
pointed out that dilute conditions used in NMR experiments bring the system close
to the transitions region where the lamellar phase Lα coexists with a “sponge phase”
L3
266, and the diffusion data further suggest that the motion of probe molecules
between the oriented bilayers (i.e., along the z-axis in the NMR tube) is significantly
obstructed. These obstructions may arise from the “bridges” between the adjacent
bilayers, the presence of small globular structures (e.g., micelles) in the interbilayer
space, etc. None of this potentially complex topology is taken into consideration in
the PALES model—which may explain its apparent lack of accuracy, as indicated by
Figure 2.7.
From a more general perspective, the failure of PALES can be attributed to site-
specific interactions between the proteins and the media. Generally, PEG-based me-
dia are protein-friendly in a sense that there is little protein adsorption. Nevertheless,
specific interactions involving PEG/hexanol have been observed for short peptides272,
N-terminal domain of the enzyme I from bacterial phosphotransferase system273, two
cytoplasmic domains of chitobiose transporter274, and folding intermediate of FF do-
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main from HYPA/FBP11275. Besides, there could also be many cases remaining
undocumented but dismissed due to the unsuccessful attempts to prepare aligned
samples.
PEG doped with hexanol forms a bilayer where the surface is lined with hydroxyl
headgroups. The interactions of the proteins with such bilayers have been modeled in
several influential theoretical studies276,277. All-atom force field simulations have also
been reported278,279. These simulations clearly identify the preferred orientation of
the protein (lysozyme) on a surface of a PEG bilayer. Of note, the binding interface
appears to be formed by charged/polar residues interacting with PEG oxygens at
or near the surface of the bilayer278. Of course, the binding is only weakly specific
since many sites on the protein surface can form such favorable contacts. Note that
electrostatic effects play a prominent role in molecular alignment even when the me-
dia is not charged—it is sufficient that the media is polar. These aspects has been
extensively discussed in several studies based on small molecules280,281.
To elucidate a possible role of electrostatics in PEG/hexanol media, an additional
sample of fSH3 containing 100 mM NaCl has been prepared. If the alignment is
purely steric then one would not expect to observe any significant changes upon
addition of NaCl. In reality, however, the GDO parameter jumps from 1.19 × 10−3
to 1.85× 10−3 (see Table 2.1). This result is quite unexpected and, at a first glance,
counterintuitive. Indeed, if electrostatic interactions are involved, then addition of
salt should screen out these interactions and thus lower the degree of alignment.
However, a number of plausible explanations can be suggested for this finding, and
the increase in GDO may result from the interplay between the electrostatic and steric
mechanisms. Furthermore, it may also occur in the context of purely electrostatic
alignment. One possible explanation for such effect is that the excessive electrostatic
repulsion drives the solute away from the charged media and into the bulk, where
it cannot effectively align253. Adding NaCl to the solution reverses this process,
thus increasing the degree of alignment. Details of alignment notwithstanding, the
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observed dependence of the GDO on the ionic strength of the solution suggests that
an electrostatic mechanism plays a role.
To further probe the relevance of electrostatic interactions, an additional series
of PALES simulations have been carried out. Unlike the steric model which has no
adjustable parameters, the electrostatic model contains several such quantities. The
ionic strength of the solution was set to the actual experimental value, 17 mM. The
other two parameters, pH and the surface charge density of the medium σ, were
optimized in an ad hoc fashion to obtain the best possible agreement with several
experimental GDO values. The optimization was conducted by means of the grid-
search in the space of two parameters.
Figure 2.8. The GDO and NSP alignment parameters for α-spc SH3 con-
structs as obtained from PALES-based electrostatic simulations. The op-
timized model assumes planar bicelle bilayers with surface charge density
σ = 0.05 e/nm2, and effective sample pH 4.8.
The optimized electrostatic model produced the predictions for GDO and NSP as
shown in Figure 2.8. The main result of this simulation is that it is indeed possible to
recreate the situation where dSH3 and fSH3 display a higher degree of alignment than
tandem constructs, as observed experimentally (see Figure 2.7A). The parameters
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obtained from the model optimization are σ = 0.05 e/nm2, effective pH 4.8. The
value 0.05 is relatively low in comparison, for example, with Pf1 phage, −0.47 e/nm2.
In principle, surface charge may arise from adsorption of ions on the interface between
water and non-ionic surfactants281–283. However, it appears that the charge density
on the surface of a C12E5 bilayer in water is actually much lower than 0.05 e/nm2
and negative283,284, even in the presence of a small amount of ionic surfactant285,286.
At the same time, the obtained effective pH value, 4.8 is significantly higher than the
actual experimental pH, 3.5.
In judging the results of these simulations one should keep in mind that the model
of electrostatic alignment is rather crude. Specifically, the pKa values used in the
calculations have a typical error of 0.5–1 unit, with maximum error of up to 2 units250.
Furthermore, the predictions of electrostatic alignment are highly sensitive to fine
details of the charge distribution. For instance, the predicted alignment parameters
may change in response to a conformational jump of a single charged side chain. To
demonstrate this effect, SH3 conformational ensembles using the BAAAA structure
of the SH3 domain have also been generated, which differ from AAAAA structure in
that the single side chain, E17, is placed in an alternative conformation. This minor
structural modification led to significant decrease in the predicted GDO of the fSH3
sample, from 1.74× 10−3 to 1.36× 10−3.
In conclusion, the presented PALES-based electrostatic simulation demonstrates
the feasibility of the scenario in which dSH3 and fSH3 align more efficiently than
the tandem constructs. Beyond that, however, it is difficult to find any particular
significance according to the results as shown in Figure 2.8. It can be envisaged that
more sophisticated prediction tools will be developed in future, where a fully atomistic
approach will be extended to the liquid crystal media, for example, there have already
been several MD-based studies carried out for studying such systems278,280,281.
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2.6 Conclusion
In this study we focus on proteins comprised of two modular domains connected
through a random-coil linker (α-spc SH3 domains connected through glycine-serine
linker). When the linker is short, the tandem SH3 construct represents a dumbbell-
shaped molecule with relatively little domain-domain mobility. Being placed in steric
alignment media, such as PEG/hexanol, this molecule is expected to display a high
degree of alignment. As the length of the linker is increased, the domains become
effectively uncoupled and start behaving as independent entities. Consequently, the
degree of alignment observed in each of the tandem domains approaches that of the
isolated SH3 domain.
In qualitative terms, it has been noted before that differential domain alignment
conveys information about interdomain mobility287–290. Here we attempted to quan-
tify the dependence of the alignment parameters (i.e., amplitude and orientation) on
the length of the linker. The form of the corresponding transition curves depends
on the details of the system, e.g., the shape of the individual domains and the linker
attachment points. In the case of electrostatic alignment, the trend can be easily
reversed, i.e., the degree of alignment may increase with lengthening of the linker.
The transition phenomenon itself, however, is sufficiently general.
To translate the proposed intuitive model into quantitative predictions, we gen-
erated a series of conformational ensembles representing α-spc SH3 constructs with
different linker lengths (the disordered linkers and terminal sequences were built using
the program TraDES). These ensembles were used to predict the parameters of steric
alignment with program PALES. To test the validity of the theoretical predictions,
we prepared three tandem constructs of α-spc SH3 and two variants of the isolated
SH3 domain. These chimeras were used to measure backbone 1HN–15N RDCs in two
series of PEG/hexanol samples (r = 0.85 and 0.96). It was found that the alignment
of tandem proteins is in line with expectations and agrees reasonably well with the
results from PALES-based simulations. The isolated domains, however, displayed
much stronger alignment that is much expected. Furthermore, the degree of align-
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ment turned out to be sensitive to the ionic strength of the solution, which is generally
not expected to be the case for a well-behaved steric alignment media.
Several factors may potentially contribute to this situation. First, the topology of
the liquid crystal media is known to be more complex than envisaged in the simple
PALES model (i.e., planar bilayers). Furthermore, there is a possibility that the
phase equilibrium of the liquid crystal changes in response to addition of protein or
salt (these changes may not necessarily be fully reflected in pKa)
248. It is also likely
that protein alignment in PEG/hexanol significantly depends on weak site-specific
interactions. In particular, an electrostatic mechanism appears to play a role, visibly
affecting the alignment of isolated domains.
In summary, it seems that PEG/hexanol bears little resemblance to an idealized
alignment media envisioned in PALES, therefore special attention should be paid on
it especially in the context of studies where PALES is used to simulate RDC data
from disordered proteins dissolved in PEG-based media291–293. Indeed, if the results
cannot be reliably predicted about the alignment for globular proteins, the predictions
should be even less reliable for disordered proteins. In this latter case, all residues
can potentially form site-specific contacts with the media and, furthermore, these
contacts may significantly skew the original conformational equilibrium (for those
protein molecules that are in the vicinity of the media and give rise to observable
RDCs).
The chimera protein investigated in this work is comprised of two non-interacting
domains connected by a variable-length random linker. It can thus be described as
an example of the system with minimal domain coupling. This example provides an
important point of reference for future studies of the proteins with substantial domain
coupling, either through domain–domain interactions (e.g., Crk adaptor protein210,
Syk kinase9) or through a structured linker (e.g., troponin294). In the case of popular
PEG/hexanol media, the usefulness of this approach is presently limited by lack of
precise information about the morphology of the oriented phase and the details of
alignment mechanism. It is expected that the DMPC/DHPC media may offer a better
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chance of success, although it is far more restrictive in terms of sample conditions.
Further progress in this area depends on development of more accurate alignment
prediction tools. Ultimately, such tools should be based on all-atom MD simulations
to accurately model the interactions between the protein and the alignment media.
2.7 Major Contribution into This Thesis by Other Investigators
Ryan Muir made some contributions to the early version of the program for two-
domain protein in silico structural model generation. Etti Harms provided helpful
suggestions about primer design strategies for tandem α-spc SH3 proteins. Nina
Gorenstein, Josh Ward and Yi Xue provided some useful ideas or comments about
the design of experiments.
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CHAPTER 3. NMR PULSE SEQUENCES DEVELOPMENT FOR
DISORDERED PROTEIN STUDIES
3.1 15N R2 Measurement for Disordered Proteins with PD-CPMG
3.1.1 Introduction
15N relaxation measurement is one of the most useful NMR experiments—it is
fast, reasonably simple to interpret, and immediately provides information on pro-
tein backbone flexibility. This information can be further used to characterize the
role of protein motions (i.e., conformational entropy) in ligand binding295,296, protein
stability297,298, allosteric regulation299,300 etc.
The spin context of 15N relaxation is fairly straightforward. It is normally assumed
that nitrogen relaxation is driven by 1HN–15N dipole–dipole (DD) interaction and, to
a lesser degree, by 15N chemical shift anisotropy (CSA) mechanism. Nevertheless,
even in this sufficiently simple spin system there is room for uncertainty—the appro-
priate length of N–H bond was a subject of debate and the degree of anisotropy and
site-to-site variation of the 15N CSA tensors have also been widely discussed301,302.
Furthermore, small and difficult-to-quantify Rex contributions into
15N R2 appear to
be more common than previously thought303.
In addition to these fundamental sources of uncertainty, there are also a number
of errors associated with specific measurement schemes that have been uncovered
in recent years. For example, it has been found that frequent application of 1H
pulses during the spin-lock period with the intention to suppress dipolar–CSA cross-
correlation may actually re-introduce the undesirable J-coupling evolution135. In 1H–
15N saturation-transfer NOE experiment it was found that the standard saturation
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sequence tends to create a number of unwanted spin modes304. Besides, there are quite
a few artifacts caused by the solvent exchange effects for relaxation measurement305.
Finally, there are also uncertainties associated with the choice of the model. The
most common approach is to choose from several versions of the model-free approaches
which make different assumptions about the underlying dynamics—in particular, with
regard to local motions on ∼ 1 ns time scale306. While there are statistical criteria
that guide this choice, it has been shown that the outcome is often influenced by the
random noise-like errors and depends on availability of data measured at different
magnetic fields307. An additional level of complexity is added by the proteins over-
all tumbling, which should be properly modeled using a fully asymmetric diffusion
tensor308,309.
With all of these sources of uncertainty combined, 15N-relaxation-derived motional
parameters are not necessarily very accurate. Consider, for example, the well-studied
model protein ubiquitin, where several groups independently measured and analyzed
15N relaxation in solution193,310,311. The backbone order parameters S2 reported in
these studies differ significantly from each other: the rms deviations between the
independently determined sets of S2 are in the range from 0.02 to 0.07 and the
correlation coefficients are in the range from 0.56 to 0.94.
In practice, however, the perceived lack of accuracy is not very important so
long as most experimental studies focus on the difference in order parameters, ∆S2,
rather than the absolute values. It is reasonably safe to assume that systematic biases
subtract out in calculating ∆S2 and the result correctly represents changes in local
dynamics. The examples include changes in order parameters in response to ligand
binding, point mutations, various post-translational modifications, etc.312,313. Given
that such changes are typically small, on the order of 0.05 or less, the primary concern
is the precision of the data—it is important to ensure that small ∆S2 values can be
experimentally reproduced and quantitated in a reliable fashion.
These considerations are especially relevant for intrinsically disordered proteins
(IDPs), which have emerged as the area of major biomedical interest69. IDPs do not
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lend themselves to the standard methods of structural characterization. Instead, the
dynamics-oriented experiments play a prominent role. In particular, 15N relaxation
and paramagnetic relaxation enhancements (PREs) are arguably two most informa-
tive experiments in the field of intrinsically disordered proteins. At the same time,
it is often considerably more difficult to achieve high precision in measuring 15N re-
laxation rates for IDPs. Many disordered proteins are prone to aggregation which
makes it necessary to work with low-concentration NMR samples, often in the range
10–100 µM, besides, data collection has to be carried over a short period of time in
order to avoid sample degradation. If the studies are conducted at or near physio-
logical conditions (37 ◦C, pH 7.4), the quality of the already crowded spectra suffers
from the line-broadening caused by solvent exchange kex, which further lowers the
signal-to-noise ratio in NMR spectra.
For disordered proteins at 37 ◦C, the 15N T2 relaxation times are relatively long,
on the order of 0.5–1.0 s. On the other hand, the length of the spin-lock period
τrel in the standard R1ρ experiment does not exceed ∼ 100–150 ms, as dictated by
hardware limitations. It is clearly not possible to properly sample the magnetization
decay curve over such a short interval of time. This situation is illustrated in Fig-
ure 3.1A, which shows the R1ρ decay curve from residue L15 in a 100 µM sample
of denatured ubiquitin at 37 ◦C. The expansion of this relaxation profile in Figure
3.1B demonstrates the problem with such measurement—generally, when τrel is much
shorter than T2 the decay profile appears flat, which makes it difficult to accurately
determine the relaxation rate constant. A rigorous treatment indicates that the best
results are obtained when τrel is extended beyond T2
137.
The restrictions concerning the maximum length of τrel are ultimately due to low
gyromagnetic ratio of nitrogen, according to ω1 = γNB1. In order to generate suffi-
ciently strong 15N rf field which is necessary to suppress the effect of 1JNH coupling,
a very strong current should be applied to the transmitter coil. This pushes the
probe to the limits of its performance. In the case of spin-lock measurements, the
room-temperature probe can sustain 1.7 kHz nitrogen rf field for a period of time ∼
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Figure 3.1. Examples of relaxation curves from 15N R1ρ spin-lock exper-
iment (panels A and B) and R2 PD-CPMG experiment (panel C). The
data are from residue L15 in 100 µM sample of unfolded ubiquitin at 37
◦C. Panel (B) is the expansion of panel (A).
150 ms. In the case of R2 CPMG measurements, the probe can withstand the pulse
train with the repetition time of 1 ms for ∼ 100 ms. For early-generation cryogenic
probes the power limits are even more restrictive. Extending τrel beyond these limits
can lead to excessive heating of the sample and cause probe arcing which severely
degrades the performance of the pulse sequence314, or the probe can be permanently
damaged in the worst scenario.
Such issue can be overcome by using more advanced hardware, and it appears that
the latest-generation hardware and particularly new cryogenic probes should make
it possible to run 15N spin-lock experiment with much longer τrel
315, however, the
availability of such advanced hardware is still quite limited. There are also several
strategies developed that allow overcoming this problem without recourse to advanced
hardware—it has been demonstrated that 1JNH coupling can be suppressed by using
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relatively weak 15N spin lock plus a small number of strategically placed 1H pulses316,
however, this is semi-selective and in order to collect a complete R1ρ dataset it is
necessary to repeat the measurements several times using different 15N carrier settings.
The alternative solution that has been used in this work, is to apply 1H decoupling
to suppress 1JNH. Because of the high gyromagnetic ratio of the proton (γH ' 10γN),
it is easy to generate a sufficiently strong rf field without overloading the probe
(ω1 = γHB1). In the presence of proton decoupling,
15N 180◦ pulses can be applied
infrequently only for the purpose of refocusing chemical shift evolution. Using this ap-
proach, τrel can be extended by several times compared with most traditional schemes
without risking adverse consequences to a probe.
The pulse sequence based on such idea, proton-decoupled CPMG (PD-CPMG),
has been introduced in several previous work for 15N relaxation measurement for
proteins317–319. However, in all of these reports it is noted that there exists certain
amount of bias for 15N R2 rates measured with such scheme, on the order of 5%, and
because of this unresolved issue PD-CPMG has found little use during the last two
decades.
In this work we have developed a new and upgraded version of PD-CPMG which
can reliably reproduce the results of the well-established R1ρ spin-lock experiment.
The new pulse sequence allows one to extend the observation window τrel to 500 ms
and beyond (Figure 3.1C). The proper sampling of the relaxation decay curve, down to
the level of 0.2 on the relative intensity scale, facilitates the accurate determination of
R2. For the samples at hand, the precision of the relaxation measurements is improved
by up to a factor of 3 compared to the standard R1ρ experiment. In addition to the
extended observation window, the new version of PD-CPMG experiment also offers
many other valuable properties such as more easily to perform 15N offset corrections
and more robust to artifacts caused by solvent exchange effects.
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3.1.2 Materials and Methods
SH3 domain from chicken α-spectrin and human ubiquitin have been expressed
in 15N-enriched M9 media and purified with previously developed protocols256,320.
Protein concentrations were determined using UV absorbance at 280 nm. The sample
of 1.5 mM α-spc SH3 has been prepared in H2O, 20 mM citrate, 0.02% NaN3, pH
3.5. The sample of 2.0 mM unfolded ubiquitin was prepared in H2O, 8 M urea, pH
3.0. Two additional ubiquitin samples were prepared with protein concentration 50
and 100 µM. Sample volume in each case was 500 µL, with 100 µL of D2O added into
the coaxial insert of the NMR tube (Wilmad, WGS-5BL) to serve as external lock.
All NMR experiments were performed on Varian Inova 600 MHz spectrometer
equipped with triple-resonance z-axis gradient probe. The measurements were carried
out at 25 ◦C for α-spc SH3 and 37 ◦C for unfolded ubiquitin. The backbone amide
spectra were recorded with 15N carrier at 119 ppm and 15N spectral width of 30 ppm
(α-spc SH3) or 22 ppm (ubiquitin). The data were collected with 64 t1 increments and
1800 points in t2 domain. The spectra of Arg (
1Hε,15Nε) in α-spc SH3 were recorded
with 15N carrier as 85 ppm, 15N spectral width of 10 ppm, and 16 t1 increments.
All data were collected with 4 scans per t1 increment. The spectra were processed
using NMRPipe261. Squared phase-shifted sine-bell window function was applied in
both dimensions and the spectra were zero-filled to the size 4096× 512 (1HN,15N) or
4096× 256 (1Hε,15Nε).
To ensure a clean comparison between PD-CPMG and spin-lock135 experiments,
we have amended the standard R1ρ pulse sequence by adding a water-crusher ele-
ment321. In the spin-lock experiment we have used the following τrel delays: 5(1),
30(1), 60(2), 90(3), 120(4), and 140(4) ms (shown in brackets is the number of 1H
180◦ pulses used to suppress DD/CSA cross-correlations). The 15N spin-lock has been
applied with rf field strength 1.7 kHz. All other experimental settings were the same
as in PD-CPMG experiment, including the recycling delay d1 = 2 s.
15N R1 data
have also been recorded in order to determine 15N offset correction for both R1ρ and
PD-CPMG data.
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The spectra were integrated using the autoFit/nlinLS subroutines from the NM-
RPipe package. These subroutines operate on the entire “stack” of spectral planes,
making an assumption that the peak position and the linewidths do not change sig-
nificantly from one plane to the other and hence can be fitted in a global sense. This
approach is especially helpful for quantitation of the weak peaks. The data were fitted
assuming Gaussian peak shapes, as appropriate for the squared sine-bell apodization.
The spectral assignments of α-spc SH3238 and denatured ubiquitin322 were obtained
from the previous reports.
To monitor sample temperature during the PD-CPMG experiment we have devel-
oped a special scheme based on the pulse sequence as shown in Figure 3.2. Starting
from the data acquisition point the pulse sequence is modified as: g11 – τblank – pH(90)
– t2 – d1. Here g11 is the clean-up gradient with the strength 20 G/cm and duration
3.5 ms, τblank is 100 ms delay during which time the
15N WALTZ-16 decoupling is
turned on, pH(90) is hard proton pulse with the same phase as the receiver, t2 is the
acquisition period of 0.5 s, and d1 is the recycling delay of 1.5 s. The purpose of this
sequence is to record 1D spectrum of methanol (which is contained in the NMR tube
coaxial insert) under the conditions that emulate the actual PD-CPMG measurement.
We have simulated spin evolution of the two-spin (1HN,15N) and three-spin (1HN,
15N and 1Hα) systems during the τrel period of the PD-CPMG and spin-lock exper-
iments. Taken into consideration were all sources of coherent evolution: rf fields,
frequency offsets, and scalar couplings. In addition, Redfield matrix has been gener-
ated by rigorously including DD and CSA contributions. In the 2-spin simulations we
have also included the “external” 1Hα spin, which manifested itself through dipolar
contribution into the auto-relaxation rates of (1HN,15N) spin modes. In the 3-spin
simulations, 1Hα was treated as a part of the spin system. We have assumed that
3JHNHα = 10 Hz,
2JNHα = 5 Hz which is the upper limit for the respective experimen-
tally observed couplings323,324. 15N and 1HN CSA tensors were modeled according
to the literature data302,325; 1Hα CSA tensor was assumed to be zero. The distance
between 1HN and 1Hα was set to 1.84 A˚. In order to emphasize the effect of DD/DD
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cross-correlations, the angle between 15N–1HN and 1HN–1Hα vectors was set to zero.
All simulations used a simple form of Lipari–Szabo spectral density18, where it was
assumed that τR = 2 ns, S
2 = 0.5, and τfast = 0. This parameterization is consistent
with the previous analyses of 15N relaxation in denatured protein326 and correctly
reproduces typical R1 and R2 values observed in denatured ubiquitin at 37
◦C. Rf
pulses were simulated with finite length. To model the effect of rf field inhomogeneity,
the simulations were repeated for 100 discrete values of rf field strength uniformly
distributed in the interval [ν1− 2σ, ν1 + 2σ]. The signal intensity was then calculated
as a weighted average of the results from multiple simulations. Solvent exchange was
modeled as described previously327. Specifically, any multi-spin mode combining 15N
and 1HN spin operators undergoes exchange-induced decay with the rate as kex.
The simulations featuring 15× 15 and 63× 63 propagator matrices were repeated
for the same set of τrel delays as used experimentally. The simulated signal intensities
were then fitted with a single exponential, yielding the values of R1ρ or R
app
2 . However,
it turns out that results from 2- and 3-spin simulations are virtually identical, which
can be well understood considering that: (i) DIPSI-2 sequence has been designed
to perform well in the presence of homonuclear couplings, such as 3JHNHα, (ii) the
train of 15N 180◦ CPMG pulses is sufficient to eliminate the effect of the small 2JNHα
coupling, with off-resonance DIPSI-2 providing additional insurance, and (iii) three-
spin modes generated by DD/DD cross-correlations are effectively dephased by DIPSI-
2 decoupling. More details about the numerical simulation setup for PD-CPMG are
included in Appendix B.
3.1.3 Results
3.1.3.1 PD-CPMG Pulse Sequence for 15N R2 Measurements
The new pulse sequence shown in Figure 3.2 is essentially a decoupled, sensitivity-
enhanced HSQC, similar to what has been previously used for 15N R1ρ measure-
ments135. Inserted in this sequence is the proton-decoupled CPMG element of the
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net τrel. The CPMG pulse train uses [0013] phase cycle which was shown to have
favorable compensation properties328–331. The pulse repetition rate in the PD-CPMG
sequence is relatively low, with the pulse spacing 2τcp ∼ 14 ms. The proton decou-
pling during the CPMG train is achieved by application of the DIPSI-2 sequence138
with the rf field strength 4 kHz. The relatively low level of combined 1H and 15N rf
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Figure 3.2. PD-CPMG pulse sequence for measuring 15N R2 relaxation
rates. The design is mainly based on the R1ρ spin-lock pulse sequence
135,
and the portions of the sequence which are new and distinct are enclosed
in red boxes. Two consecutive water purge pulses have the durations
of 6.0 and 3.7 ms and use the rf field of 12.4 kHz (shaded rectangles
in the plot). Gradient strengths in G/cm (length in ms) are g1 = 5.0
(1.0), g2 = 4.0 (0.5), g3 = 10.0 (1.0), g4 = 8.0 (0.5), g5 = 25.0 (1.0),
g6 = 15.0 (1.25), g7 = 4.0 (0.5), g8 = 14.8 (0.125), g9 = 20.0 (3.5),
g10 = 20.0 (2.0). The phase cycle employed is φ1 = (x,−x), φ2 = y,
φ3 = 2(x), 2(y), 2(−x), 2(−y), φ4 = x, φrec = (x,−x,−x, x). DIPSI-2 has
initial rf field applied along x. For arginine side-chain 15Nε R2 measure-
ment, the rectangular 15N 180◦ pulse marked by (*) should be replaced
with r-SNOB pulse332 with ∼ 15 ppm bandwidth, and 15N 180◦ pulses in
the CPMG train need to be changed into REBURP shapes333 with ∼ 15
ppm bandwidth covering 15Nε resonances, but not 15Nη.
In the pulse sequence Figure 3.2, proton decoupling is extended to also cover t1
evolution period. It is well known that proton decoupling during t1 generally leads to
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sharper spectral peaks334,335. This is particularly important for IDPs where the spec-
tra are highly crowded. Under physiological conditions, IDPs experience fast solvent
exchange which efficiently destroys two-spin modes such as 2NxHz
327. For conven-
tional HSQC experiment, this causes substantial line broadening in 15N dimension
resulting in poor-quality spectra. In contrast, decoupled HSQC experiment records
the evolution of pure in-phase coherence, Nx, and therefore avoids this problem.
In order to obtain accurate measurement results for 15N R2 rates with PD-CPMG,
the 15N 180◦ CPMG pulses should be calibrated with care, which can be performed
with HSQC-based calibration scheme. The calibration of 1H 90◦ pulse for DIPSI-
2 decoupling does not need to be particularly accurate since PD-CPMG sequence
is highly tolerant to pulse calibration errors on 1H. However, it is important that
the duration of τcp should be calculated rigorously according to the synchronization
condition and always corresponds to integer number of DIPSI-2 cycles, see Equation
(3.2).
Note that fast solvent exchange partially cancels the advantage of the sensitivity
enhancement in the pulse sequence Figure 3.2. A maximum potential gain from the
use of the sensitivity enhancement scheme is given by a factor of
√
2336. However, the
sequence requires an extra transfer step of ∼ 5 ms duration. Assuming that amide
solvent exchange rate is 100 s−1 , it is easy to estimate that the loss of signal due
to solvent exchange completely offsets the sensitivity gain. Nevertheless, for most
samples of practical interest the exchange rate is lower than 100 s−1 and therefore
the use of the sensitivity enhancement scheme is likely justified, besides, enhanced
sensitivity element also ensures better water suppression properties.
Finally, under the conditions of fast solvent exchange there is a potential risk
associated with partial saturation of the water signal337,338. Generally speaking, the
degree of saturation is variable and, in particular, depends on τrel. Since the satura-
tion is effectively transmitted to the amide sites, the magnitude of 1HN magnetization
available prior to each scan also turns out to be dependent on τrel. This causes an
unwanted modulation of the measured relaxation curves, which can seriously compro-
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mise the accuracy of the experiment339,340. To avoid these artifacts we have chosen to
“crush” water magnetization following the acquisition period and prior to the recy-
cling delay, thus creating highly reproducible initial conditions. This design leads to
a very accurate experiment. In principle, the sensitivity is to a certain degree sacri-
ficed relative to a sequence that preserves water magnetization. However, in practice
the sensitivity is similar to the standard 15N relaxation experiments where the water
signal is strongly saturated with no regard for solvent exchange.
3.1.3.2 Results from PD-CPMG are Consistent with 15N Spin-lock Experiment
In order to confirm that PD-CPMG scheme achieves consistent results with other
commonly used R2 measurement strategies such as
15N spin-lock experiment, we have
collected both types of data on the samples of α-spectrin SH3 domain (1.5 mM) and
unfolded ubiquitin (2.0 mM). Only those peaks that do not have any significant spec-
tral overlaps have been selected for analyses (58 residues for α-spc SH3 domain and
48 residues for unfolded ubiquitin). The quality of the relaxation curves is excel-
lent in both experiments, with very low fitting residual. Importantly, the results of
the two independent measurements show an excellent correlation with each other, as
evidenced by the correlation coefficients 0.999 and 0.993, see Figure 3.3. The sys-
tematic deviation between the two datasets is very small. Specifically, the difference
between the mean values of R2 from the new PD-CPMG experiment and the stan-
dard spin-lock experiment is +0.9% in the case of α-spc SH3 and −1.3% in the case
of ubiquitin.
We have also recorded a control PD-CPMG experiment where the strength of
the DIPSI-2 decoupling was lowered from ∼ 4 kHz to ∼ 3 kHz. The results remain
virtually unchanged, as illustrated in Figure 3.4 (correlation coefficients 0.999 and
0.998). The observed amount of systematic deviation is vanishingly small, therefore
it means that PD-CPMG experiment with relatively low level of 1H decoupling power,
∼ 3 kHz, can be used to sample the relaxation profiles up to τrel ∼ 1 s and beyond.
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⟨δR2⟩ = 0.054 s
-1
rmsd = 0.097 s-1
1.5 mM α-spectrin SH3
























⟨δR2⟩ = -0.032 s
-1
rmsd = 0.063 s-1
2.0 mM unfolded ubiquitin
Figure 3.3. Comparison of 15N R2 rates from the PD-CPMG experiment
and the standard spin-lock measurement. The PD-CPMG experiment
used ∼ 4 kHz DIPSI-2 decoupling. All datasets have been corrected for
15N frequency offset effects. PD-CPMG experiment on the sample of α-
spc SH3 was carried out with 2τcp = 13.7373 ms and the set of six τrel
delays ranging from 0 to 275 ms.
It can also be used to collect the data from samples with high ionic strength where
sample heating due to deposition of the rf power needs to be reduced.
3.1.3.3 PD-CPMG Scheme Improves the Precision of 15N R2 Measurements
The PD-CPMG sequence is intended to improve the sampling of 15N relaxation
curves in the situation when R2 relaxation is relatively slow, on the order of 1–3 s
−1.
Specifically, the experiment is relevant for IDPs at or near the physiological temper-
ature. Of necessity, NMR studies of IDPs are often conducted at low concentration,
100 µM or less. Furthermore, the time frame of the measurements is usually limited,
since the samples have a tendency to rapidly deteriorate. For those samples where pH
is close to physiological, the signal-to-noise ratio is further lowered by amide solvent
exchange which in the case of IDPs affects all residues in the protein. Under these
circumstances, the precision of 15N R2 data can become a critical issue.
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⟨δR2⟩ = 0.024 s
-1
rmsd = 0.078 s-1
1.5 mM α-spectrin SH3
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⟨δR2⟩ = -0.006 s
-1
rmsd = 0.028 s-1
2.0 mM unfolded ubiquitin
Figure 3.4. Comparison of 15N R2 rates from the PD-CPMG measure-
ments using ∼ 4 kHz and ∼ 3 kHz DIPSI-2 decoupling. In the experi-
ments with ∼ 3 kHz decoupling, the data from α-spc SH3 were obtained
using m = 1, 2τcp = 9.6509 ms, and the set of six τrel delays ranging from
0 to 193 ms, whereas the data from ubiquitin were collected using m = 1,
2τcp = 9.8235 ms and the set of six τrel delays ranging from 0 to 589 ms.
In order to model this type of a situation, we have prepared two samples of un-
folded ubiquitin with protein concentration 100 and 50 µM and collected the relax-
ation data at 37 ◦C. Toward this end, we employed the standard 15N R1ρ experiment135
as well as the new PD-CPMG scheme. All experiments were recorded in duplicate
to assess the reproducibility of the results. The outcome is illustrated in Figures 3.5
and 3.6.
The relaxation curves recorded in the repeat spin-lock and PD-CPMG experiments
are illustrated in Figure 3.5. The results for residue L15 are shown as is, i.e., in a form
of R1ρ decay and apparent R
app
2 decay, with no correction for
15N frequency offset.
The quality of the fits is similar for the two experiments, as can be appreciated
from the magnitude of the fitting residual χ. However, the reproducibility of the
relaxation rates as determined in the spin-lock measurements (2.41 and 2.81 s−1) is
clearly worse than for PD-CPMG (2.67 and 2.56 s−1). This happens because the spin-
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Figure 3.5. Relaxation decay profiles for residue L15 in 0.1 mM unfolded
ubiquitin sample as obtained from the repeat measurements using 15N
spin-lock experiment (panels A and B) and PD-CPMG (panels C and D).
The measurements using 2.0 mM sample of unfolded ubiquitin yield R1ρ =
Rapp2 = 2.58 s
−1 for residue L15. Parameter χ is the rmsd (fitting residual)
between the experimental and fitted intensities.
lock experiment is limited to short τrel delays and therefore cannot properly sample
the relaxation decay profile137.
The summary of the data from the repeat experiments is shown in Figure 3.6.
Clearly, PD-CPMG achieves a much better reproducibility than the standard spin-
lock measurement135. The average absolute-value error in R1ρ data is three times
as large as in PD-CPMG Rapp2 data: 9.1% vs. 3.7% for 100 µM sample and 22.6%
vs. 7.5% for 50 µM sample. This difference in precision can be critical for stud-
ies that use 15N relaxation to quantify changes in IDPs conformational dynamics in
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av. abs. dev. = 7.5%
PD-CPMG, 50 μM sample
Figure 3.6. The reproducibility of R1ρ and R
app
2 relaxation rates as mea-
sured in the repeat spin-lock and PD-CPMG experiments using low-
concentration unfolded ubiquitin samples at 37 ◦C.
response to various perturbations, e.g., point mutations, posttranslational modifica-
tions, variations in pH, crowding effects, etc. Such changes are typically subtle and
can be successfully identified only when high-precision 15N relaxation data are avail-
able. Note that R1ρ data shown in Figure 3.6C are essentially useless in this regard
since the measurement errors are of the same magnitude as per-residue R2 variations.
In contrast, Rapp2 data shown in Figure 3.6D retain the ability to distinguish between
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mobile residues, constrained residues, and those residues that experience exchange
broadening.
3.1.3.4 Modified PD-CPMG Scheme for Arginine Side-chain 15Nε
After small modifications, the PD-CPMG scheme (Figure 3.2) can also be used
to measure R2 relaxation rates of
15Nε spins in Arg side chains. Arginine side chains
are long and flexible: in globular proteins they are typically immersed in solvent
and move in a relatively unconstrained fashion. Consequently, 15Nε R2 rates tend
to be low compared to the backbone 15N rates and thus particularly well suited for
PD-CPMG measurements. It is also worth noting that Nε are more prone to solvent
exchange than the backbone amide sites. Therefore, the favorable properties of the
PD-CPMG experiment with regard to solvent exchange are especially useful in the
context of 15Nε measurements.
The pulse sequence requires some alterations compared with the PD-CPMG se-
quence shown in Figure 3.2. The main source of difficulties is the weak 15Nε–15Nη
two-bond coupling with the magnitude ∼ 1 Hz341. This coupling remains active dur-
ing the standard CPMG pulse train which employs hard nitrogen pulses. Since τrel
times employed in our measurements are long, the 2JNεNη coupling achieves partial




z during this time period, which causes partial loss of
signal and distorts the observed relaxation decay profiles.
Since 15Nε and 15Nη have significantly different chemical shifts (separated in the
spectrum by ∼ 10 ppm), this problem can be easily overcome by application of selec-
tive 180◦ 15N pulses during the CPMG period. For this purpose we have employed
REBURP pulses which have been used in the context of CPMG measurements be-
fore342,343. One of the potential problems with such strategy is that REBURP pulses
are relatively long, ∼ 4.0 ms, so that nitrogen magnetization spends part of the time
away from the transverse plane. As a result, the measured relaxation decay may
potentially represent a mixture of R2 and R1 rates. However, numerical simulations
suggest that this effect introduces only a very small error, on the order of ∼ 1%. To
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understand this result it is necessary to take several factors into consideration: (i) RE-
BURP pulses are applied relatively infrequently, 2τcp ∼ 10 ms. (ii) REBURP pulses
are applied on-resonance or close to resonance since 15Nε chemical shifts are confined
to a relatively narrow range. Under these conditions the magnetization mostly re-
mains in the transverse plane during the REBURP pulse. (iii) REBURP pulses are
applied with [0013] phase cycle. Considering Nx magnetization, it should be locked
by the first two pulses within each cycle, such that no R1 character is introduced into
spin relaxation. Similarly Ny magnetization is locked by the last two pulses within
each cycle. (iv) In rapidly moving Arg side chains, R2 and R1 rates tend to be similar.
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rmsd = 0.007 s-1
⟨δR2⟩ = -0.002 s
-1
   r = 1.000 s-1
1.5 mM α-spectrin SH3 (Arg Nε )
Figure 3.7. Comparison of arginine 15Nε R2 rates from the PD-CPMG
experiment and the standard spin-lock measurement. The results are
from two arginine residues in α-spc SH3 domain, R21 and R49.
Ultimately the comparison with R1ρ experiment is necessary in order to confirm
that PD-CPMG measurement is error-free. Importantly, R1ρ experiment is insensitive
to the effect of 2JNεNη. Numerical simulations show that given a relatively large
chemical shift offset between 15Nε and 15Nη, ∼ 10 ppm, moderate spin-lock strength,
∼ 1.5–2 kHz, very weak coupling, ∼ 1 Hz, and relatively short τrel delays, ∼ 100
ms, it is safe to neglect Hartmann–Hahn transfer during the spin-lock period. The
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comparison between the R2 rates obtained from the standard R1ρ experiment with
those measured by 15Nε PD-CPMG is shown in Figure 3.7. The two datasets are
consistent within 0.5%, which is approximately the same as the level of agreement
previously observed for the backbone amide sites. This result provides validation
for the modified version of the PD-CPMG sequence aimed at 15Nε spins. Potential
gains in precision in this case should be even more significant than for backbone
measurements.
3.1.4 Experimental Details
3.1.4.1 15N Offset Dependence
One significant shortcoming of the traditional CPMG experiment is that it requires
a numerical procedure to correct for 15N offset effect which is not quite straightfor-
ward139. In contrast, the PD-CPMG experiment using [0013] phase cycle that allows
for a simple analytical correction330:
Rapp2 ≈ R2 + (R1 − R2)µ2 (µ = νNoff/νN(180)1 ) (3.1)
Rapp2 is the apparent decay rate as obtained directly from the PD-CPMG measure-
ment, νNoff is the nitrogen frequency offset for a given amide resonance, and ν
N(180)
1
is the field strength of the hard 15N 180◦ CPMG pulses in the units of Hz. For the
experimental settings used in this study the magnitude of µ2 does not exceed 0.03.
Consequently, it is safe to ignore higher-order corrections that are proportional to µ4.
The comparison for 15N offset properties between PD-CPMG and spin-lock ex-
periments is shown in Figure 3.8. In Figure 3.8A it illustrates the dependence of the
apparent Rapp2 rate on
15N frequency offset νNoff . Shown are the simulated R
app
2 rates
(red circles) as well as the predictions using Equation (3.1) (black curve). The true
value of R2 is indicated by the horizontal dashed line. This result suggests that the
rates measured via PD-CPMG experiment and corrected by means of Equation (3.1)
provide a very accurate measure of R2 relaxation.
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Figure 3.8. Simulated dependencies (A) Rapp2 vs. ν
N
off for the PD-CPMG
experiment and (B) R1ρ vs. ν
N
off for the spin-lock experiment. The results
from numerical simulations are shown with red circles (red lines), from
analytical formulas are shown with solid black lines, and the target value
of R2 is shown with the horizontal dashed line. The CPMG and spin-
lock pulse sequence elements are modeled with the same settings as used
experimentally. In particular, proton DIPSI-2 decoupling is assumed to
be applied on-resonance with the rf field strength 4 kHz.
It can also be noted that the offset dependence illustrated in Figure 3.8A is rather
weak. This is not surprising since PD-CPMG employs a train of hard 15N 180◦ pulses
which effectively refocus nitrogen magnetization across the entire spectrum. In fact,
if the offset dependence is ignored the resulting error in determination of R2 does not
exceed 1%. In most cases the error of this magnitude can be tolerated and therefore
it is safe to assume that R2 = R
app
2 . This obviates the need for
15N R1 measurement
which is otherwise needed to calculate the offset correction according to Equation
(3.1). Finally, it is worth noting that the result shown in Figure 3.8A is independent
of the rf field inhomogeneity on both 15N and 1H channels (assuming any reasonable
rf field distribution).
In Figure 3.8B it shows the 15N offset dependence for 15N spin-lock experiment,
R1ρ vs. ν
off
N . Notably, there is a shift between the simulated R1ρ rates (red circles) and
the standard correction formula, R1ρ = R2 sin
2 θ + R1 cos
2 θ (black curve). The shift
has a magnitude of 0.03–0.04 s−1, which mainly arises from the interplay between
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the spin-lock, 1JNH coupling, and
1H 180◦ pulses used to suppress DD/CSA cross-
correlations135. Even though 1H 180◦ pulses are applied infrequently, they can still
give rise to a discernible error. In relative terms, this error can be safely neglected
for slowly tumbling globular proteins, but not necessarily so for highly mobile IDPs.
3.1.4.2 1H Decoupling and Choice of τcp
In order to obtain accurate 15N R2 measurement from PD-CPMG, it is necessary to
ensure that proton decoupling is synchronized with 15N CPMG pulse train according
to the synchronization condition:
2τcp + pN(180) = m∆DIPSI2 (3.2)
For this purpose, one should calibrate the proton 90◦ pulse at the chosen decoupling
power (3–4 kHz), calculate the duration of the decoupling cycle ∆DIPSI2, and then set
τcp accordingly.
Some undesirable properties may show up if such synchronization condition is
violated. DIPSI-2 sequence is designed to achieve near-complete suppression of 1JNH
over the time period ∆DIPSI2. However, if at some point during ∆DIPSI2 one applies
a 15N 180◦ pulse this would interfere with the decoupling scheme, leading to less-
than-perfect suppression of 1JNH. As a consequence, nitrogen spin would experience
a certain amount of scalar-coupled evolution and suffer from additional magnetization
loss (e.g., due to dephasing of 2NyHz under the effect of the proton rf field). From
the perspective of PD-CPMG measurements, this would result in overestimated 15N
R2 rates. Indeed, this effect has been confirmed via simulations and experimentally—
when PD-CPMG experiment is set up with no regard for synchronization conditions,
the determined 15N R2 rates prove to be systematically higher which could lead to
significant measurement errors.
The choice m = 2 corresponds to the strength of the effective rf field νCPMG1 =
1/4τcp = 36 Hz. This is much lower than the strength of the rf field used for proton
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decoupling, 4.1 kHz. Thus, the experiment should be safe with regard to a potential
risk of Hartmann–Hahn transfer. Indeed, our simulations predict that the outcome
of the experiment is independent of the choice of m, confirming that Hartmann–
Hahn transfer is not an issue. In principle, any integer value of m can be chosen
for PD-CPMG, however, in practice too large m leads to too long τcp according to
Equation (3.2), therefore relatively few points can be sampled within a given upper
limit of relaxation time period. On the other hand, in reality 1H decoupling is not
as perfect as modeled in the numerical simulation, therefore it still relies on 15N
180◦ pulses to aid 1H decoupling and suppress 1JNH. Based on these considerations,
it is recommended to set 15N 180◦ pulse interval 2τcp ∼ 10–15 ms, which typically
corresponds to m = 1–2 for ∼ 3–4 kHz 1H decoupling rf power.
Several different 1H decoupling sequences have been tested for PD-CPMG. DIPSI-
2 was selected primarily for its excellent J-coupling suppression properties. The de-
coupling bandwidth is a secondary consideration (particularly for disordered proteins
with their narrow range of 1HN chemical shifts). The PD-CPMG measurements using
DIPSI-3 decoupling produce the results that are virtually identical to those obtained
with DIPSI-2. Choosing between the two, DIPSI-2 is preferrede since it offers a
benefit of a shorter cycle. Accurate results have also been obtained using WALTZ-
16. However, in this case the experiment becomes more sensitive to synchronization
condition—away from the correct setting expressed by Equation (3.2) the measured
R2 rates turn out to be significantly overestimated (confirmed with both numerical
simulation and experiments). Along these lines the appearance of bias in the earlier
implementations of PD-CPMG can be explained317. Finally, GARP-1 decoupling se-
quence shows relatively poor performance, which is not surprising since GARP offers
excellent bandwidth, but mediocre J-coupling suppression properties344.
3.1.4.3 The Importance of Using External 2H lock
It is clearly desirable to study IDPs at or near physiological conditions. However,
such studies have been rare so far345. The main difficulties arise from fast solvent
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exchange, kex ∼ 10–100 s−1, which undercuts the sensitivity of HSQC experiment and
worsens the situation with spectral overlaps. There are also other, more technical,
problems associated with solvent exchange that can compromise the accuracy of 15N
relaxation measurements.
Most biological NMR samples are prepared with 5–10% D2O for the purpose of
frequency locking. However, under fast solvent exchange conditions the presence of
D2O in the sample could have a number of undesirable consequences for
15N R2 mea-
surements305: (i) Standard relaxation experiments use 1HN(15N) sites as a point of
origin. During the course of the sequence, and in particular during τrel, the original
1HN(15N) groups are partially converted into unobservable 2HN(15N). This transition
process modulates the recorded decay profile and thus interferes with R2 determina-
tion. (ii) If solvent exchange is fast on the time scale of τrel, the measured R2 rate
represents a weighted average of 15N(1HN) and 15N(2HN) relaxation rates. (iii) In
the latter case, 15N(2HN) relaxation contains a sizable contribution from the scalar
mechanism due to fast deuterium relaxation and solvent exchange. In PD-CPMG ex-
periment this contribution can be only partially suppressed by infrequent application
of 180◦ 15N pulses. (iv) In addition, the apparent R2 may include an Rex-type term
which stems from the isotopic frequency shift between 15N(1HN) and 15N(2HN).
To avoid all of these complications, it is necessary to use the external frequency
lock, i.e., 100 µL D2O placed in a coaxial insert fitted into the standard NMR tube.
Such strategy has been widely used in many studies involved with fast solvent ex-
change labile protons140,346, besides, it has been shown that the samples using coaxial
inserts are less likely to suffer from convection flow effects347.
3.1.4.4 Manipulating Water Magnetization
As discussed above, PD-CPMG sequence is intended for use with intrinsically
disordered proteins at physiological temperature. If sample pH is also close to phys-
iological, then solvent exchange becomes a major factor. Specifically, the accuracy
of the measurements can be compromised by the transfer of the saturation from wa-
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ter to amides mediated by fast exchange. Other transfer mechanisms, such as (i)
intermolecular NOE and (ii) solvent exchange involving hydroxyl and amine groups
followed by intramolecular NOE, can also potentially add to the problem. Additional
damage can be caused by radiation damping.
Instead, we have chosen to apply water purge element321 following the acquisition
period and prior to the recycling delay. This method guarantees that the amount of
water magnetization present at the beginning of each scan always remains the same.
Consider the situation where solvent exchange is fast on the time scale of spin–lattice
relaxation, kex ∼ 10 s−1 or higher. In this case the recovery of amide magnetization
is controlled by the water R1 rate, which is ∼ 0.2 s−1 at 37 ◦C348. Under these
circumstances, the optimal recycling delay is approximately 5.0 s. The long recovery
time means that the sensitivity of the experiment would suffer—it is ∼ 2-fold lower
compared to the schemes that preserve water magnetization. However, this is the
sacrifice that is necessary to ensure the accuracy of R2 measurements.
3.1.4.5 Contribution from Solvent Exchange to Rapp2
Two potential complications associated with solvent exchange have been discussed
above: (i) proton–deuterium exchange in a D2O-containing sample and (ii) saturation
transfer from H2O to amide protons. In this section we focus on a third mechanism
whereupon solvent exchange can interfere with 15N R2 measurements. In the absence
of proton decoupling, the in-phase Nx magnetization interconverts with the anti-phase
2NyHz . The latter is destroyed by solvent exchange, which physically separates the
two correlated spins327. When solvent exchange is sufficiently fast on the time scale
of 1JNH, the resulting loss of magnetization can be described as scalar relaxation of
the second kind349.
In the PD-CPMG and spin-lock experiments, although 1JNH evolution during τrel is
suppressed. the scalar relaxation is not completely absent. For spin-lock experiment,
the standard expression for scalar relaxation rate Rsc2 = (piJHN)
2τex/(1 + (2piν1τex)
2)
immediately suggests that the effect can be significant349. A similar outcome can be
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expected for the PD-CPMG experiment, although no analytical formula is available
to address the situation involving DIPSI-2 decoupling.
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Figure 3.9. Dependence of R1ρ and R
app
2 rates from
15N spin-lock and PD-
CPMG experiments on solvent exchange rate kex. The dependence arises
from the loss of 1HN–15N spin correlations due to amide solvent exchange.
Solid lines correspond to the conditions of practical interest; black dashed
horizontal line represents the true value of R2. kex is given in the units of
s−1.
The simulated R1ρ and R
app
2 constants for a range of solvent exchange rates kex are
shown in Figure 3.9. The graph demonstrates that slow exchange, kex < 10 s
−1, has
virtually no effect on the extracted relaxation rates. As the exchange rate increases
to 10–100 s−1, a significant amount of error is generated. The R1ρ experiment using
1 kHz spin lock is particularly vulnerable (green curve). The R1ρ experiment using 2
kHz spin lock and PD-CPMG experiment using 4 kHz DIPSI-2 decoupling produce
a similar amount of error, which is not necessarily negligible (orange and red curves,
respectively). One should be mindful of this effect when conducting measurements
under somewhat extreme conditions where kex exceeds several tens of s
−1. In this
situation it may be advisable to collect the data using higher decoupling power,
which helps to eliminate the contribution from solvent exchange into Rapp2 .
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The range kex ∼ 10–100 s−1 is relevant for IDPs under physiological conditions350.
This is also the range where 15N relaxation can be measured using the standard
HSQC-based schemes. The remaining portion of Figure 3.9 shows that the scalar
contribution into R1ρ or R
app
2 reaches several s
−1 when exchange rate increases to
∼ 10000 s−1. With further increase in kex the scalar relaxation declines. This phe-
nomenon is known as self-decoupling; in principle, self-decoupling leads to complete
suppression of 1JNH evolution and allows for extraction of accurate R2 rates (all pro-
files in the plot converge to the dashed horizontal line). For spin-lock experiment, the
numeric results shown in Figure 3.9 are in quantitative agreement with the calcula-
tions using Redfield-theory formula for scalar relaxation349.
3.1.5 Discussion and Conclusion
The new proton-decoupled CPMG (PD-CPMG) experiment has been developed
with the goal to improve the precision of 15N R2 measurements in intrinsically disor-
dered proteins at or near physiological conditions. In this work we have demonstrated
the favorable properties of this pulse sequence with denatured ubiquitin at 37 ◦C, 8
M urea and pH 3.0. Under real physiological conditions for studying IDPs (e.g., 37
◦C, pH 7.4 and without urea), amide solvent exchange presents a potentially grave
problem, and the exchange rates in disordered proteins mostly fall in the range 20–200
s−1, causing significant line broadening and potentially compromising the accuracy
of relaxation measurements350. Although PD-CPMG measurements under these con-
ditions should be possible, it should still be extremely demanding due to too fast
solvent exchange rates. In this situation it may be advisable to lower pH to 7.0, as
this value remains relevant for cytosol351. Given that histidine side chains in IDPs
titrate near pH 6.0, it should be possible to lower the pH without significantly altering
the charges on the protein352.
The ion content of the cytosol is typically assumed to be equivalent to 150 mM
NaCl. We executed the PD-CPMG experiment on a sample containing this amount of
salt and found that the temperature of the sample increased by 1.3 ◦C. This amount
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of heating is tolerable and does not affect the appearance of the spectra as verified
experimentally. The increase in temperature can be compensated by adjusting the
setting of the VT unit. Therefore PD-CPMG measurements can be equally well
conducted using the samples with physiologically relevant salt concentrations.
Finally, considering solvent viscosity and the effect of co-solvents, since the inside
of the cells is known to be crowded, it may cause substantial increases in 15N R2
rates353. Similarly, the 8 M urea in the presence of ubiquitin measurements led to
elevated R2 values, both through increased solvent viscosity and coordination of urea
to the unfolded protein354. In contrast, NMR samples of IDPs are usually prepared
without crowding agents or osmolytes. The 15N R2 rates in such samples are typically
found to be 2–3 s−1 at the temperatures 15–20 ◦C127,355,356, which corresponds to R2
of ∼ 1 s−1 at the temperature of 37 ◦C. For such slow relaxation decay, the advantages
of the proposed PD-CPMG scheme should be even more significant. In other words,
the gains in precision would surpass the factor of 3 found in this study.
The issue of precision can be critical for 15N relaxation measurements in IDPs.
Because of the propensity to aggregate and precipitate, the samples of IDPs often
need to be prepared with low protein concentration, in the range of 10–100 µM.
Furthermore, the measurement time is often limited to 1–10 h because the samples
tend to quickly deteriorate. Solvent exchange further compounds to the problem,
causing line-broadening in the already crowded spectra and further lowering signal-
to-noise ratio. Under such circumstances it can be difficult to obtain high-quality
data. At the same time it is very important that the data are precise. Indeed,
15N relaxation measurements in IDPs typically pursue the effects that are subtle in
nature. For instance, this may be a tenuous α-helical propensity which distinguishes
physiologically relevant IDP from a random-coil-like peptide chain or a putative local
cluster which is formed in response to a certain point mutation. In each case we
rely on small changes in 15N R2 rates to pinpoint the effect of interest therefore the
data should be collected with high precision, and the new PD-CPMG experiment is
expected to be quite helpful in this regard.
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The accuracy of the new experiment has been established through comparison
with well-established R1ρ scheme. Such comparison was carried out for both unfolded
and folded protein samples. We have determined that PD-CPMG experiment has a
number of favorable properties. First, it records pure in-phase evolution during t1
period and therefore offers an advantage in sensitivity and resolution. The signal-to-
noise ratio in the PD-CPMG spectra of α-spc SH3 and ubiquitin are ∼ 15% higher
than in the comparable R1ρ spectra. This advantage becomes dramatic for proteins
or peptides experiencing significant solvent exchange. Second, PD-CPMG data can
be easily corrected for 15N offset effect. In fact, this correction is small and can
even be neglected, thus obviating the need for companion R1 experiment. Third,
the experiment is designed in such a way that solvent exchange does not interfere
with the measurements. We avoid adding D2O to the sample and maintain the
constant degree of water saturation. The contribution from scalar relaxation of the
second kind arising from solvent exchange remains minimal. Fourth, the experiment
is highly stable with regard to pulse miscalibration and rf field inhomogeneity. The
amount of sample heating is on par with the R1ρ measurements. Fifth, possible Rex
contributions into 15N R2 rates, which may arise from transient oligomerization or
other potentially interesting effects, are largely retained in the PD-CPMG experiment
because of the low repetition rates of CPMG pulses. This is arguably preferable to
the standard measurement schemes where the application of strong spin-lock field
or frequent 15N 180◦ pulses leads to partial suppression of Rex. Sixth, PD-CPMG
experiment has been adapted to probe Nε spins in Arg side chains which are likely
to be a valuable target for future studies of protein internal dynamics. All of these
attractive properties make PD-CPMG 15N R2 experiment a valuable addition to the
arsenal of NMR experiments targeted at intrinsically disordered proteins.
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3.2 1H–15N HSQC Study of Disordered Proteins with CP-HISQC
3.2.1 Introduction
Two-dimensional 1H–15N correlation spectroscopy is the most widely used class of
experiments in the field of protein NMR. There are a number of reasons for continued
popularity of these experiments. Bacterially expressed recombinant proteins with
15N labeling can be produced using conventional protocols at very little extra cost.
HSQC-type experiments generally have high sensitivity and yield the spectra that
are well dispersed and free from interference of the water signal. Furthermore, these
spectra are exquisitely sensitive to changes in protein status, such as ligand binding or
conformational rearrangements. The HSQC-based sequences are also used to measure
15N relaxation rates, paramagnetic relaxation enhancements (PREs), residual dipolar
couplings (RDCs), and other experimental parameters of prime importance.
For all of its strengths, 1H–15N correlation spectroscopy is not ideally suited for
measurements at or near physiological conditions (pH 7.4, 37 ◦C). Under these condi-
tions the quality of the spectra deteriorates due to rapid 1HN solvent exchange which
causes both loss of intensity and line broadening. In the case of folded soluble pro-
teins only those amides that lie on the surface of the protein and have a significant
degree of solvent exposure are affected. However, among these affected residues one
often finds key catalytic residues, as well as residues which are critically important
for ligand binding357–359. A similar situation is encountered in the samples of mem-
brane proteins reconstituted in lipids or detergents; in this case solvent exchange has
an effect on water-exposed loops360. Of particular importance for this study, sol-
vent exchange can have severe adverse impact on 1H–15N spectroscopy of intrinsically
disordered proteins (IDPs). The degree of water exposure is typically very high for
most residues in IDPs. As a consequence, event at room temperature and pH 6.0
the quality of the spectra already starts to visibly deteriorate. This happens regard-
less of residual secondary structure. Indeed, the presence of transient, low-populated
α-helices or β-turns offers little protection against solvent exchange111,361,362. Even
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in the case of molten globule proteins, solvent exchange can thoroughly degrade the
quality of 1H–15N spectra363.
In principle, the problems associated with solvent exchange can be avoided if one
resorts to pulse sequences employing non-labile protons or heteronuclei. A number
of experiments have been developed along these lines including, notably, 13C-based
experiments364–367. However, given the substantial cost of 13C-labeling and low sen-
sitivity of the proton-less pulse schemes, the 1H–15N spectroscopy still remains the
first choice for NMR studies of IDPs.
It has been recognized long time ago that in the presence of moderately fast solvent
exchange it is important to preserve water magnetization337,368. The FHSQC pulse
sequence is developed along these lines, which offers excellent water preservation
properties369. Transfer of magnetization from water to labile protein sites makes
it possible to relatively quickly replenish 1HN magnetization. As a result, FHSQC
experiment can be executed with relatively short recycling delays. The same is true
for the more recent SOFAST-HMQC experiment370. The superior performance of
SOFAST-HMQC under moderately fast exchange conditions, kex ∼ 1–10 s−1 has also
been demonstrated371.
While the experiments such as FHSQC and SOFAST-HMQC offer superior sensi-
tivity, they also suffer from one potential setback. Specifically, these sequences utilize
multispin modes such as 2NxHz or 2NxHx to record the evolution in t1 domain. Under
the effect of solvent exchange, such multispin modes undergo rapid decay, resulting
in dramatic line broadening327. As a result, the increased solvent exchange leads to
loss of spectral resolution in nitrogen dimension.
This problem has been addressed in another pulse sequence, which has been orig-
inally termed proton-decoupled HSQC334. This experiment relies on Nx coherence to
record the evolution in t1 domain. In the presence of robust proton decoupling, Nx
evolves essentially independently of solvent exchange. In the case of highly mobile
disordered protons, the spectra can be recorded with very narrow linewidth in 15N
dimension. The favorable properties of proton-decoupled HSQC with respect to sol-
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vent exchange have been pointed out already in the original report334. Later the same
strategy has been used to record the spectra of lysine side-chain NH3 groups, which
are otherwise difficult to observe due to the fast solvent exchange140. The lysine ex-
periment was termed heteronuclear in-phase single quantum coherence spectroscopy
(HISQC). This scheme has also been used in the context of 15N R2 measurement for
IDPs in PD-CPMG pulse sequence132.
In this report we present the proton-decoupled HSQC experiment which uses cross-
polarization (CP) element as a starting point. The new pulse sequence is termed
CP-HISQC. As demonstrated below, the CP element makes efficient use of water




For the sample conditions that are close to physiological, the use of the CP scheme
affords significant gain in sensitivity compared to the previously reported HISQC se-
quence. At the same time, CP-HISQC offers dramatically improved spectral resolu-
tion compared to conventional experiments such as FHSQC and SOFAST-HMQC.
The combination of superior resolution and good sensitivity makes CP-HISQC se-
quence particularly well-suited for studies of IDPs at or near physiological conditions.
It can also be useful for studies of globular proteins or membrane proteins if the goal
is to capture the signals from surface sites undergoing rapid solvent exchange.
Setting up the experiment is sufficiently easy, and the efficient CP transfer is
achieved simultaneously for those residues that experience fast solvent exchange and
for those residues that are protected. This property has been demonstrated on the
sample of N-terminal SH3 domain of adaptor protein drk, which contains both folded
and unfolded forms of the protein372. Using CP-HISQC sequence we have recorded
high-quality backbone 1HN–15N spectra for drkN SH3 at 30 ◦C, pH 7.5. In addition,
we have also recorded arginine side-chain 1Hε–15Nε spectra of ten-residue peptide
from guanine nucleotide exchange factor Sos197. These data were collected at pH 6.0
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in the range of temperatures from 23 to 37 ◦C. Using the sample of Sos peptide we
have also shown that CP-based 1HN → 15N magnetization transfer step still remains
efficient even in the presence of very fast solvent exchange under the condition of 50
◦C, kex ∼ 600 s−1.
3.2.2 Materials and Methods
Sos peptide has been expressed in 13C, 15N enriched M9 media in a form of GB1–
Sos fusion construct and purified by cation-exchange and gel-filtration FPLC. The
peptide was subsequently cleaved by application of formic acid373 and purified by
reverse phase HPLC. The concentration of the peptide has been determined by com-
paring the volume of V4 Hγ peak in 1D 1H spectrum of Sos with the corresponding
signal from 10 mM reference sample of valine. The conditions of the Sos sample were
1.0 mM Sos, 20 mM phosphate buffer in H2O, pH 6.0, 0.02% NaN3. drkN SH3 has
been expressed in 15N enriched M9 media and purified according to the standard
protocol374. Protein concentration has been determined via UV absorbance at 280
nm. The sample conditions were 2.0 mM drkN SH3, 20 mM phosphate buffer in H2O,
pH 7.5, 0.02% NaN3. In both samples, Sos and drkN SH3, D2O has been added into
coaxial insert (Wilmad, WGS-5BL) to serve as external lock. This strategy avoids nu-
merous complications that arise from the use of H2O/D2O solvent under fast solvent
exchange conditions132,305.
All NMR measurements were performed on Varian Inova 600 MHz spectrometer
equipped with a z-gradient HCN triple-resonance probe. 1D CP-HISQC experiment
has been used to optimize rf field settings for the CP element. In doing so, 15N
power levels were scanned with fixed 1H power level. The CP-HISQC arginine side-
chain experiments on Sos have been recorded at 23, 30, and 37 ◦C (temperature
calibrated using methanol). The spectra were collected with spectral width 6 ppm in
15N dimension (t1 = 175 ms) and 15 ppm in
1H dimension (t2 = 46.5, 23.3, and 11.8
ms for the three respective temperatures, chosen according to the formula t2 = 2/kex
since the decay of the useful signal is dominated by solvent exchange). The data were
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apodized using phase-shifted sine-bell squared window function and zero-filled to the
size 512× 4096. The CP-HISQC spectrum of drkN SH3 was recorded at 30 ◦C with
spectral width 30 ppm in 15N dimension and 15 ppm in 1H dimension (t1 = 177 ms, t2
= 40 ms, chosen according to the formula t2 = 2/kex based on the compromise value
kex = 50 s
−1 for solvent exchange rate). The data were apodized and zero-filled to the
size 2560 × 4096. The peak intensities have been obtained using nlinLS subroutine in
NMRPipe261. The average noise level was estimated with the help of the showApod
subroutine. The solvent exchange rates were measured based on previous developed
strategy375 implemented with some minor modifications (e.g., the altered sequence
evolves Nx coherence during the t1 period instead of 2NxCz).
The efficiency of proton-to-nitrogen CP and INEPT transfer in two-spin 1H–15N
system has been simulated using in-house Maple and Python scripts. All coherent
evolution mechanisms such as chemical shifts, J-couplings and rf pulses have been in-
cluded in the simulations in a fully realistic fashion. The modeling of solvent exchange
effect follows the previous described scheme327, where all two-spin modes experience






z modes exchange magnetization
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magnetization to protein proton magnetization is assumed to be 1000:1, reflecting
protein concentration ∼ 1 mM and assuming that a small-sized protein contains 100
exchangeable protons. The results do not change if the ratio is assumed as 10000:1,
corresponding to ∼ 0.1 mM sample. Given that spin relaxation in IDPs at or near
physiological temperature is relatively slow and the mixing time τmix is short, we
ignore DD and CSA spin relaxation. Likewise, we have neglected the potential effect
of radiation damping noticing that water magnetization is either locked by strong rf
field during CP element or dephased by application of pulsed field gradients during
INEPT element. The size of the Liouville superoperator matrix used in the simu-
lations is 18 × 18 (comprising 15 modes from (1HN,15N) spin system and 3 modes
from water 1H spin). The initial conditions have been chosen assuming that equilib-
rium magnetization is available for both 1HN and water. Alternatively, we considered
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somewhat artificial scenario where the water is initially saturated, but 1HN retains
the full amount of magnetization (see Figure 3.14). More details about the numerical
simulation setup for CP-HISQC are included in Appendix C.
3.2.3 Results
3.2.3.1 CP-HISQC Pulse Sequence
The new pulse sequence CP-HISQC (cross-polarization assisted heteronuclear in-
phase single-quantum correlation) is shown in Figure 3.10. The initial hard 1H 90◦
pulse followed by high-power DIPSI-2 pulse train lock both amide and water magne-
tization along the x axis. As amides undergo solvent exchange, the HNx magnetiza-
tion on amides is gradually replaced with Hwaterx magnetization from water. At the
same time HNx is continuously transformed into Nx via the cross-polarization transfer
(Equation (3.3)). The ability of the CP element to efficiently utilize the influx of
new water magnetization is the most important factor for the superior performance
of CP-HISQC.
Following the CP element, Nx magnetization is
15N-frequency-labeled during the
evolution period t1, while proton decoupling is applied to suppress
1JNH and thus
prevent the build-up of anti-phase magnetization. The use of the in-phase nitrogen
magnetization greatly improves the quality of the spectra compared to the standard
scheme (where 2NxHz evolves during t1, suffering dramatic losses due to rapid solvent
exchange). Following the evolution period, refocused INEPT is used to return mag-
netization to amide protons for detection. While CP element is strongly preferred
for the initial proton-to-nitrogen transfer, there are much fewer advantages of CP
over other schemes (such as INEPT) during the reverse magnetization transfer step
(i.e., 15N → 1HN), therefore CP element is only employed during the initial step of
coherence transfer (i.e., 1HN → 15N).
Special care has been taken to preserve water magnetization throughout the pulse


























Figure 3.10. CP-HISQC pulse sequence for 1H–15N correlation spec-
troscopy. Proton carrier is initially placed at the middle of the amide
1HN region (∼ 8.20 ppm). At the point indicated by vertical arrow,
the carrier is jumped to water resonance. The durations of delays are
τa = 0.8× 1/(4JNH) = 2.15 ms and τa = 0.9× 1/(4JNH) = 2.40 ms that
have been optimized assuming kex = 100 s
−1. The spacing between the
consecutive pulses in 3-9-19 WATERGATE376 is 183 µs. The phase cycle
employed is: φ1 = y,−y; φ2 = −y, y; φ3 = 2(y), 2(−y); φ4 = 4(x), 4(−x);
φrec = x,−x,−x, x,−x, x, x,−x. DIPSI-2 and WALTZ-16 sequences are
applied with initial phase along x. Gradient strengths in G/cm (length in
ms) are: g1 = 5.0 (1.0), g2 = 10.0 (1.0), g3 = 15.0 (1.25), g4 = 11.0 (1.0).
element; likewise, it is locked during t1 period by means of the WALTZ sequence of
phase x. Finally, during the refocused INEPT water magnetization is maintained
along the z axis. As a result, at the end of each scan water retains ∼ 75% of its
equilibrium magnetization, which is then quickly transferred to amide sites through
solvent exchange. In this manner it avoids long recycling delays which would otherwise
be necessary to allow for recovery of water magnetization.
The sequence shown in Figure 3.10 is similar to the well-known proton-decoupled
HSQC experiment334, as well as the more recent HISQC experiment140 developed for
Lys side-chain NH3 groups. The main distinction of CP-HISQC pulse sequence is
the use of CP element which leads to significantly better sensitivity. We have also
found that 3-9-19 WATERGATE376 offers better water preservation compared to the
version that employs 90◦ soft rectangular pulses140.
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The CP element has been designed such as to lock both water and 1HN magne-
tizations along the x axis. We have determined that optimal results are obtained
when (i) carrier is set on 1HN and (ii) the strength of DIPSI rf field is at least two
times greater than the frequency offset between 1HN and water (i.e., νH1 /∆ ≥ 2.0).
In principle, increasing the rf field strength beyond this level leads to even better
results, but the coherence transfer efficiency is only slightly higher than νH1 /∆ = 2.0.
Strictly speaking, the rf field strength νH1 = 2∆ is insufficient to properly align
water magnetization along the x axis. Following the initial hard 90◦ pulse, water
magnetization lands on the x axis. Subsequently, under the effect of off-resonance
DIPSI-2, water magnetization travels on a complicated trajectory on the surface of
a unit sphere (while maintaining a significant x projection). This situation can be
described in terms of water magnetization being partially locked. After full DIPSI-2
cycle is completed, water is returned to the x axis, reflecting excellent offset compen-
sation properties of the DIPSI-2 composite pulse. At this point the second hard 90◦
pulse is applied, returning water magnetization to the z axis. This scheme ensures
good preservation of water magnetization, which is essential for the sensitivity of the
measurements.
The necessary condition for this favorable scenario is that the length of the CP
period, τmix, is proportional to the integer number of DIPSI-2 cycles. In practice,
we have found that good results are obtained already with semi-integer number of
DIPSI-2 cycles, τmix = (n/2) × TDIPSI2. On the other hand, the length of τmix is
dictated by the requirements of cross-polarization transfer. In the absence of solvent
exchange, the optimal transfer is achieved when τmix = 1/
1JNH = 10.8 ms. Although
it seems hard to reconcile these two requirements at the same time, however, it turns
out that in the presence of rapid solvent exchange, high efficiency of the CP transfer
can be attained in a broad interval of τmix. Specifically, the range of τmix ∼ 10–13 ms
can be recommended (see Figure 3.14). Within this range it is easy to accommodate
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τmix as semi-integer number of DIPSI-2 cycles. For example, for the study on drkN
SH3 backbone amide group, τmix = (3/2) × TDIPSI2 = 10.705 ms was used.
3.2.3.2 CP-HISQC Spectra of 15Nε–1Hε Groups from Arg Side Chains
Sos peptide with the primary sequence PPPVPPRRRR is a proline-rich fragment
from guanine nucleotide exchange factor Sos. This fragment is responsible for the
interaction with SH3 domains of various adaptor proteins197. The signals from four
arginine 15Nε–1Hε groups in Sos are largely overlapped; the spectrum contains two
resolved peaks of unequal height (see Figure 3.11, bottom row).
Solvent exchange rates for 15Nε–1Hε sites can be measured by means of the ex-
periment that records (13Cδ,1Hδ) correlation map375. In the case of Sos peptide, this
spectrum features a single four-fold degenerate peak. As a consequence, kex constant
obtained in this experiment represents an effective average of the four exchange rates.
Given that four arginines are contiguously located at the C-terminus of the Sos pep-
tide and are dynamically disordered, it is reasonable to assume that their individual
exchange rates are all similar to each other and close to the experimentally mea-
sured kex. Using
13C-labeled sample of Sos with pH 6.0 and pulse sequence adapted
from previous developed scheme375, we determined 15Nε–1Hε solvent exchange rate
at three different temperatures: 43 s−1 at 23 ◦C, 86 s−1 at 30 ◦C and 170 s−1 at 37
◦C. This range of kex is well suited for testing the performance of the new CP-HISQC
experiment.
The 15Nε–1Hε spectral maps from the new CP-HISQC experiment have been com-
pared with the spectra from four other popular experiments with optimized sensitivity
and/or resolution: SOFAST-HMQC108, FHSQC369, HISQC140, and HISQC-wg3919
(the modification for original HISQC sequence that utilizes 3-9-19 WATERGATE ele-
ment376). The latter three experiments are specifically designed for samples with fast
solvent exchange. All spectra were recorded using the recycling delays optimized for
best signal-to-noise ratio: 0.2 s for SOFAST-HMQC and FHSQC, 1.0 s for HISQC,



















































































Figure 3.11. Arginine 1Hε–15Nε correlation maps obtained for the sample
of Sos peptide at three different temperatures using five different exper-
imental schemes (as indicated in the plot). The side panels show 1D
cross-sections at 7.2 ppm; the number next to each peak indicates the
corresponding signal-to-noise ratio. All spectra measured at the same
temperature are plotted with the same scale. The separation between the
two 15Nε resonances is ∼ 0.3 ppm.
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one should bear in mind that cross-polarization element creates a certain load on the
probe (4.0 kHz 15N rf field applied for 10.7 ms), although this is not a factor for the
latest-generation probes which can easily handle such amount of power and require
only short recycling delays315. All experiments illustrated in Figure 3.11 use the same
INEPT delays, which have been optimized based on model calculations assuming kex
= 100 s−1.
The data in Figure 3.11 show that the SOFAST-HMQC and FHSQC sequences
which rely on the evolution of two-spin coherences (2NxHx and 2NxHz, respectively)
suffer from fast solvent exchange, causing broadening of spectral peaks in indirect
dimension. In contrast, the three HISQC sequences which record the evolution of in-
phase coherence (Nx) produce much sharper signals. Given this distinctive behavior,
we have set up the experiments such as to obtain optimal performance in relation to
their intrinsic properties.
For simplicity let us focus on the data in the right column, where the effect of fast
solvent exchange is especially prominent. The SOFAST-HMQC and FHSQC data
shown in the right column have been recorded with only 4 increments in indirect
dimension (t1 = 8 ms); because of the rapid loss of magnetization there is no need in
lengthy evolution period. The line broadening is extreme and the spectral resolution
is poor, making it impossible to identify two distinct peaks separated by ∼ 0.3 ppm in
15N dimension. Due to excellent water preservation properties, 1Hε magnetization is
quickly replenished in these experiments. As a consequence, the data can be recorded
with high repetition rate, which makes the experiments highly sensitive (cf. panels
K and L in Figure 3.11).
On the other hand, all three HISQC sequences have been recorded with 64 in-
crements (t1 = 175 ms). The decay of Nx magnetization is slow, which allows for
long t1 evolution and translates into high resolution in
15N dimension. If desired, the
resolution can be further improved by extending t1 period, thus taking advantage of
the fact that intrinsic 15N R2 relaxation in peptides and disordered proteins is typi-
cally very slow at the physiological temperature of 37 ◦C, on the order of ∼ 1 s−1. In
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principle, it is possible to obtain spectra with very sharp 15N resonances along these
lines, reminiscent of small molecules. Recording such spectra would require somewhat
longer experimental time, ∼ 1–2 h.
While HISQC experiments clearly display superior resolution, their sensitivity is
a source of concern. A substantial amount of signal is lost due to solvent exchange
during the refocused INEPT periods. Furthermore, the water preservation properties
are not as good as in SOFAST experiment, which necessitates the use of longer
recycling delays. All of this translates into mediocre sensitivity. The panel M in
Figure 3.11 illustrates arginine 15Nε–1Hε spectrum recorded by means of the HISQC
sequence140. The two peaks are borderline detectable, with S/N ratios of 11 and 6.
Certain improvement can be obtained by implementing a better water preservation
scheme. Specifically, we have found that 3-9-19 WATERGATE376 achieves better
results than the original version employing water flip-back pulses. To quantitate this
(trivial) improvement, we have set up the experiment which is different from the
original HISQC only in that it uses 3-9-19 WATERGATE (HISQC-wg3919). The
obtained moderate improvement can be judged by examining the data in panel N.
Of greater interest, however, are the gains associated with the use of CP element
to transfer magnetization from 1H to 15N. Replacing the first refocused INEPT period
in the pulse sequence with CP element results in twofold gain in peak intensity (cf.
panels N and O in Figure 3.11). The S/N ratios of the two observed peaks are
increased to 31 and 16. Of note, CP-HISQC is the only experiment which obtains
a fully satisfactory spectrum in ∼ 10 min, allowing for reliable detection of the two
well-resolved peaks.
Finally it is worth pointing out that original HISQC sequence has been developed
for lysine side-chain NH3 groups; in these four-spin systems the maximum attainable
efficiency for both refocused INEPT and CP element does not exceed ∼ 44%, however,
CP-HISQC still retains its advantage over the regular HISQC also in this case. On
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the other hand, the application to arginine side-chain HεNε or backbone amide HNN
sites does not suffer from such efficiency loss due to the property of two-spin systems.
3.2.3.3 CP-HISQC Spectra of Backbone Amides
The N-terminal SH3 domain of the Drosophila adaptor protein drk (drkN SH3
domain) is a well-established model system for studies of protein disorder377. The
protein is marginally stable; in vitro it exists in a state of dynamic equilibrium between
folded (F) and unfolded (U) forms. The exchange between the two states is slow, so
that the spectra feature two distinct sets of peaks, therefore it is an attractive model
for complex protein system, which combines the elements of order and disorder. Such
complex systems increasingly become the focus of advanced NMR studies378.
For our experimental measurements we have used the sample of drkN SH3 at pH
7.5, 30 ◦C. The proportion of F and U species under these conditions is approxi-
mately 1:1374. The unfolded form of drkN SH3 offers little protection against solvent
exchange265. Therefore, it is appropriate to calculate solvent exchange rates using the
simple algorithm which has been originally developed for random-coil peptides350,379.
The results are dependent on protein primary sequence; for the unfolded drkN SH3,
the majority of the predicted kex values fall in the range 15–150 s
−1, which just belongs
to the regime where CP-HISQC is expected to be useful.
In what follows we compare CP-HISQC with four other experiments that have
been designed with fast solvent exchange in mind. Similar to the previous section, we
have set up each experiment with consideration for its individual properties. Specifi-
cally, SOFAST-HMQC and FHSQC have been recorded with 72 increments in indirect
dimension, t1 = 39 ms, and short recycling delays, d1 = 0.2 s. At the same time, all
HISQC experiments were recorded with 320 increments, t1 = 177 ms, and standard
recycling delay, d1 = 1.0 s. Similar to the previous section, the best results have been
obtained from SOFAST-HMQC (high sensitivity) and CP-HISQC (superior resolu-
tion in combination with reasonably good sensitivity). The corresponding spectra,














































































Figure 3.12. (A) CP-HISQC and (B) SOFAST-HMQC backbone amide
spectra of drkN SH3. The regions enclosed in rectangular boxes are mag-
nified in panels (C, D). Black vertical lines indicate the position of 1D
traces (displayed in side panels). The peak from residue A3 belonging
to the unfolded form of drkN SH3 is labeled in the graph. For the pur-
pose of plotting, the spectra were scaled such that the noise level in all
two-dimensional spectral maps is the same.
The results in Figure 3.12 demonstrate a dramatic improvement in resolution af-
forded by CP-HISQC experiment. The effect is especially obvious in panels C and
D, which represent the most crowded portion of the spectrum. Indeed, a significant
number of signals that are partially or fully overlapped in the SOFAST-HMQC spec-
trum turn out to be nicely resolved in CP-HISQC (cf. also 1D traces displayed in the
side panels). This result is of major importance for studies of intrinsically disordered
proteins or, more broadly, protein systems with elements of disorder. It is well known
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that the spectra of IDPs tend to be crowded and therefore high resolution is often
key to the success of NMR studies. The increase in the number of quantifiable peaks
should be very useful for various HSQC-based titration experiments. It also makes
CP-HISQC a potentially useful template for 15N R2 experiment, PRE experiment,
and other similar measurements.
In addition to superior spectral resolution, CP-HISQC experiment also offers rea-
sonably good sensitivity. This can be appreciated by looking at A3 resonance which
is labeled in the spectral map. The signal-to-noise ratio for this peak, which belongs
to the U subspectrum, is 85:1 (see Figure 3.12C, side panel). This is comparable to
the S/N ratio found in the SOFAST-HMQC spectrum, 123:1 (Fig. 3.12D, side panel).
To further characterize the sensitivity of the two experiments, we have selected
22 peaks belonging to the U subspectrum which are well resolved and can be unam-
biguously assigned in all of the spectra380. For each of these spectral peaks we have
determined the signal-to-noise ratio. The results are shown in Figure 3.13A, where
the x axis represents the intensity of CP-HISQC signals, while the y axis represents
the relative intensity of CP-HISQC with respect to SOFAST-HMQC. On average,
the sensitivity of the CP-HISQC experiment proves to be 0.51 of that achieved by
SOFAST-HMQC. It is worth noting, however, that CP-HISQC becomes increasingly
competitive for the weaker signals (cf. the negative correlation in Figure 3.13A). For
the weakest peak, that from residue S10, the sensitivity of the CP-HISQC experiment
relative to SOFAST-HMQC reaches 0.78.
A similar comparative analysis can be performed for the peaks from the F sub-
spectrum. For the most part the F peaks are insensitive to exchange and therefore
have much higher intensity than U peaks. Using the data from 44 well-resolved F
resonances, we have found that the relative sensitivity of CP-HISQC compared to
SOFAST-HMQC on average amounts to 0.36. In the case of surface residue N35,
which experiences fast solvent exchange, this parameter rises to 0.57. In this connec-
tion it should be noted that CP-HISQC experiment has been designed to target U
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Figure 3.13. Sensitivity of CP-HISQC experiment relative to SOFAST-
HMQC, regular HISQC, and HISQC-wg3919 experiments (A, B, and C,
respectively). Plotted along x axis: signal-to-noise ratio (SNR) of the
individual peaks in the U subspectrum of CP-HISQC spectrum of drkN
SH3. Plotted along y axis: relative signal-to-noise ratio of the same peaks,
as obtained from comparison with other experiments. The SNR values
are calculated using peak intensities (i.e., fitted maximum amplitudes),
normalized by the noise level.
sites rather than well-protected F sites. At the same time, SOFAST-HMQC is known
to be very efficient for F species, i.e., small globular proteins.
Of note, standard experiments such as SOFAST-HMQC cannot be easily opti-
mized for simultaneously collecting data from U and F components at or near phys-
iological conditions. Indeed, in U species the 2NxHx mode which is employed in
SOFAST-HMQC undergoes rapid decay due to solvent exchange, kex ∼ 15–150 s−1.
On the other hand, in F species this mode is relatively long-lived, RDQ/ZQ ∼ 1–5
s−1 assuming the temperature 30–37 ◦C. This imposes conflicting requirements on
the length of the t1 evolution period. The new CP-HISQC experiment is free of this
complication, since CP-HISQC utilizes the Nx mode which decays slowly in both U
and F species.
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Of major interest to us is the contribution of the CP element. Figure 3.13B
illustrates the sensitivity of CP-HISQC experiment relative to the previously reported
HISQC experiment. For those U peaks that are well resolved and unambiguously
assigned, the average increase in sensitivity proves to be 1.38. The most significant
gain, 1.75, is again observed for the weakest peak, S10.
In part, these gains are due to the more efficient water preservation scheme im-
plemented in CP-HISQC. To quantify this factor, we have implemented the reference
experiment HISQC-wg3919. The only difference between CP-HISQC and HISQC-
wg3919 is that the former starts with CP element, while the latter relies on refocused
INEPT. The relative sensitivity of the two measurements is illustrated in Figure
3.13C. The average gain from the use of the CP element is described by the factor
1.34.
Finally, CP element also works well for F species. All of the 44 selected F peaks
are stronger in the CP-HISQC spectrum than in the HISQC-wg3919 spectrum. On
average, the improvement is expressed by the factor 1.10. The biggest gain, 1.38, is
again found in residue N35.
Based on all of the above, we suggest that CP-HISQC is the best choice of experi-
ment for 1HN–15N spectroscopy of drkN SH3 at or near physiological conditions. The
HISQC scheme achieves critical improvement in resolution, whereas the CP element
offers significant boost in sensitivity.
3.2.4 Discussion
3.2.4.1 The Efficiency of CP Scheme: Dependence on τmix
The advantage of CP-HISQC over more conventional schemes, such as HSQC,
FHSQC, SOFAST-HMQC, mainly stems from three factors:
(i) The reliance on the in-phase Nx evolution during the t1 period. It is well
appreciated that Nx has more favorable relaxation properties compared to
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2NxHz or 2NxHx
334. In the context of this study it is especially important
that Nx is immune to the effects of solvent exchange, whereas 2NxHz and
2NxHx suffer heavy losses
140.
(ii) The ability of the CP element to efficiently utilize the influx of Hx mag-
netization from the H2O proton pool, converting Hx into the desired Nx
magnetization.
(iii) The more favorable properties of the CP element relative to the INEPT
scheme with regard to spin relaxation381 as well as solvent exchange. Both
CP and refocused INEPT generate multispin modes on the route from Hx
to Nx. However, the refocused INEPT has a higher content of multispin
modes and, therefore, suffers greater losses due to solvent exchange.
The advantages associated with property (i) have been previously documented,
although to the best of our knowledge the application to backbone amides undergoing
fast solvent exchange is new. This aspect is also illustrated above (cf. the sharpening
of spectral peaks in the HISQC family of spectra, Figures 3.11 and 3.12). Therefore
in what follows we focus on properties (ii) and (iii) wherein lies the novelty of our
approach.
To analyze the details of CP transfer in the presence of fast solvent exchange we
have conducted a series of numeric simulations. Briefly, we have simulated the behav-
ior of the two-spin system, 1HN–15N, undergoing exchange with the large water proton
pool. For simplicity, we have neglected DD and CSA relaxation. Other aspects, such
as DIPSI-2 pulse train which is applied on-resonance or close to resonance with 1HN
signal but off-resonance relative to the water line, are modeled in a fully realistic
fashion. In Figure 3.13 we analyze the efficiency of the CP transfer, i.e., the amount
of the generated Nx magnetization, as a function of the mixing time τmix. Since the
focus of this simulation is on the CP element, water preservation outside the CP
element is of no interest at this point. Accordingly, we disregard the synchronization
condition τmix= (n/2) × TDIPSI2.
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CP (water along x)
CP (water saturated)
refocused INEPT
Figure 3.14. Numerical simulations of proton-to-nitrogen magnetization
transfer using CP or refocused INEPT element in the presence of solvent
exchange with kex = 100 s
−1. The simulations model the conditions and
setup of the actual backbone experiment, including the use of DIPSI-2
sequence with νH1 = ν
N
1 = 4.0 kHz and proton rf carrier positioned on-
resonance with 1HN spin at 8.2 ppm. Water magnetization is assumed to
be initially aligned along x (blue and black profiles) or otherwise saturated
(red profile). The refocused INEPT is assumed to be slightly asymmetric,
τa/τb = 0.9, same as in the experimental measurement.
Shown in Figure 3.14 are three different profiles. The blue curve corresponds to
the CP element as implemented in our experiment. Initially it is assumed that full
amount of 1H magnetization is available both on the amide and the water protons.
Water 1H magnetization is first aligned along the x axis and then effectively locked
by the DIPSI-2 train. The resulting transfer profile is very different from the con-
ventional (1/2)(1− cos(piJHNτmix)) oscillatory pattern normally associated with the
cross-polarization transfer. As can be seen from the plot, the transfer efficiency actu-
ally converges towards the plateau value of ∼ 0.70. This behavior can be understood
by noticing that fresh proton magnetization is constantly injected into the amide site
via solvent exchange and then transformed into Nx. After sufficiently long τmix the
system reaches a state of quasi equilibrium, Hx  2(HyNz + HzNy) Nx , where the
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loss of HyNz, HzNy due to solvent exchange is compensated by continuous influx of
Hx from the large water pool.
The maximum transfer efficiency 0.79 is achieved with τmix of 11.6 ms. This is
somewhat longer than the standard duration of the cross-polarization period, τmix
= 1/1JNH = 10.8 ms. The additional time is required to utilize a portion of the
incoming water polarization, maximizing the output of Nx. Note, however, that
transfer efficiency remains very good in a broad range of τmix, from ∼ 10 to ∼ 13 ms.
This provides us with the freedom to adjust τmix such as to satisfy the requirement
of τmix = (n/2) × TDIPSI2. The distinctive dependence on τmix as seen in Figure 3.14
has also been verified experimentally.
The red profile in Figure 3.14 describes the situation which is in every way similar,
except it is assumed that water magnetization is saturated and remains zero through-
out the course of the CP period. This scenario leads to a rather different outcome.
Initially, amide magnetization Hx is transformed into Nx, with maximum transfer
efficiency 0.54 reached at τmix = 9.6 ms. As mixing time is increased beyond this
level, amide 1HN magnetization is nullified due to the exchange with saturated water
magnetization. Furthermore, the existing Nx magnetization is transformed back into
Hx and subsequently destroyed through solvent exchange. As a result, the efficiency
of the transfer drops to a very low level.
Finally, the black profile in Figure 3.14 corresponds to the refocused INEPT trans-
fer, where τmix = 2τa + 2τb. In this case the behavior of water magnetization is differ-
ent and deserves a special discussion. During the delays τa both amide and water
1H
magnetizations undergo free precession. Their precession frequencies are different by
several thousand Hz. As a result, when water magnetization enters the amide site,
it does so with a random phase relative to the amide magnetization. Consequently,
the input from water magnetization cancels out and the situation becomes generally
similar to the previous scenario, where water signal is saturated.
The main lessons that can be learned from these results is that the biggest advan-
tage associated with CP sequence stems from its ability to utilize water magnetization
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(blue curve). If water signal is saturated, the performance of the CP scheme deterio-
rates (red curve). In fact, the efficiency of the CP element becomes comparable to that
of the refocused INEPT (black curve). Hence it is mostly the water magnetization
which makes the CP element successful, cf. factor (ii) in the above list.
At the same time we note that CP element is less susceptible to the exchange
losses than refocused INEPT, corresponding to factor (iii) in the above discussion.
This becomes apparent from the comparison of red and black profiles in Figure 3.14.
In both simulations there is no influx of magnetization from water, yet CP holds an
advantage since it is less affected by the loss of 2HyNz and 2NyHz. This advantage,
however, is not as significant as the gain from water magnetization. Therefore we
conclude that it is mainly factor (ii) which makes CP scheme superior, whereas factor
(iii) plays a smaller role. This observation holds true for the entire range of kex rates
relevant to our experiment.
3.2.4.2 The Efficiency of CP Scheme: Dependence on kex
Amide exchange rates in disordered proteins are dependent on the primary se-
quence. As a result, an IDP sample presents a spectroscopist with relatively broad
range of kex values. If the sample also includes partially or fully folded components,
as is the case with drkN SH3, then there is an additional set of signals with very
low kex. Generally one may expect to encounter the situation where the peaks in the
spectrum show a range of kex extending from 0 to ∼ 200 s−1. Ideally, all of these
peaks should be captured in a single experiment. As it turns out, the CP scheme can
effectively deal with this situation: one τmix setting is sufficient to capture all reso-
nances with near-optimal sensitivity. Specifically, the consensus setting τmix = 10.7
ms achieves transfer efficiency within 6% of the optimal level over the entire range of
kex rates. The refocused INEPT scheme is somewhat less forgiving, i.e., a single τmix
value cannot accommodate the range of kex values quite as well.
The range of kex rates from 0 to ∼ 200 s−1 is generally suitable for 1HN–15N
spectroscopy. In this region the advantage of the CP element over refocused INEPT
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CP, τmix = 10.7 ms
INEPT, τmix = 9.2 ms
Figure 3.15. The efficiency of CP element versus refocused INEPT transfer
as a function of amide 1HN solvent exchange rate kex.
is expressed by the average factor 1.5 (see Figure 3.15). The area outside this region is
more problematic from the perspective of 1HN–15N spectroscopy. For solvent exchange
rates exceeding 500 s−1 refocused INEPT becomes completely inefficient, although CP
element retains a reasonably good performance. In what follows we investigate the
performance of CP element on the sample of Sos at elevated temperature where kex
reaches 620 s−1. It is demonstrated that even under these extreme conditions it is
possible to obtain CP transfer with ∼ 70% efficiency (which also requires even longer
τmix).
We have also conducted spin dynamics simulations for Lys NH3 groups. The
results were found to be similar to those shown in Figure 3.15, suggesting that CP
element should be equally useful in the context of lysine side-chain experiments140.
As a caveat, note that the maximum transfer efficiency in this four-spin system cannot
exceed ∼ 44% (this limit holds for both refocused INEPT and CP schemes).
3.2.4.3 The Efficiency of CP Scheme: Dependence on rf Field Settings
Two conditions need to be met in order to achieve high efficiency of the CP el-
ement: (i) cross-polarization transfer per se should be effective, i.e., amide proton
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magnetization should be locked and fulfill Hartmann–Hahn condition, νH1 = ν
N
1 , and
(ii) water magnetization should be effectively locked along the same axis as amide
proton magnetization. Both requirements could be readily satisfied if infinitely strong
rf fields were available. In practice, however, νN1 is subject to rather stringent tech-
nical limitations, which automatically puts a limit on νH1 (= ν
N
1 ). As a consequence,
νH1 is actually comparable to the offset ∆ between the amide
1HN resonances and the
water signal.









































Figure 3.16. The efficiency of CP element for backbone amides as a func-
tion of (A) 1HN chemical shift and (B) the strength of rf field used in CP
mixing, νH1 (= ν
N
1 ), relative to the offset between the proton carrier and
the water signal, ∆. The simulations assume DIPSI-2 mixing with τmix =
10.7 ms, proton rf carrier positioned at 8.2 ppm, and kex = 100 s
−1. The
results in (B) additionally assume that proton rf carrier is on-resonance
with 1HN spin.
To address this aspect of the problem we have conducted a series of numerical
simulations. In particular, the simulated data shown in Figure 3.16A (red curve)
imitate the conditions of our drkN SH3 experiment. In these simulations we assume
that proton rf carrier is placed in the middle of the amide region, 8.2 ppm, such
that the offset relative to that water signal is 3.5 ppm (∆ = 2.1 kHz). We further
assume that the strength of the DIPSI-2 rf field is νH1 = 4.0 kHz and the solvent
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exchange rate is kex = 100 s
−1. Using this set of parameters we have calculated the
CP “excitation profile”, i.e., determined the amount of Nx magnetization generated
by the CP element for the range of 1HN chemical shifts. As it turns out, the entire
amide region extending from 7.2 to 9.2 ppm is covered in a fairly uniform fashion
(red curve in Figure 3.16A). Somewhat higher efficiency is achieved at the upfield
end of the spectrum compared to the downfield end, 0.80 vs. 0.72. This observation
can be readily understood. Recall that CP transfer is more efficient when amide and
water magnetization are both locked along the x axis. This is easier to achieve for
1HN magnetization precessing at 7.2 ppm than for 1HN magnetization precessing at
9.2 ppm.
For the problem at hand the following relationship always holds true: νH1 ,∆ 
kex. Under this condition it can be shown that the efficiency of the CP element
depends on the dimensionless ratio νH1 /∆. Figure 3.16B shows how the efficiency of
CP transfer changes with the increase of νH1 /∆. It is clearly desirable to use stronger
rf fields in order to boost the sensitivity of the experiment. The inspection of the
simulated data in Figure 3.16B suggests that νH1 /∆ ∼ 2.0 should be considered a
reasonable target for CP-HISQC measurements. Increasing the strength of rf field
beyond this level produces only marginal improvement (cf. the curve in the graph
which levels off and converges towards the plateau). In our experimental study of
drkN SH3 the parameter νH1 /∆ was 1.93. The corresponding CP excitation profile
is shown in Figure 3.16A. In the study of the Sos peptide νH1 /∆ was 2.70 since
1Hε
resonates closer to the water resonance and hence the offset ∆ is smaller.
As for the choice of proton carrier setting. From the perspective of Hartmann–
Hahn transfer, it is advisable to set proton rf carrier in the middle of the amide region,
at around 8.2 ppm. On the other hand, to simultaneously lock amide and water
magnetizations one may prefer to place the carrier between the two respective signals,
at around 6.5 ppm. The simulation results indicate that 8.2 ppm is very close to an
optimal choice. A small improvement can be obtained by slightly shifting the carrier
towards water. For νH1 /∆ = 2.00 this improvement becomes inconsequential (0.2%).
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Therefore, the standard choice of proton carries setting 8.2 ppm corresponding to the
middle of the 1HN produces near optimal results and can be used in most cases about
backbone amide group study.
3.2.4.4 Water Magnetization Preservation Properties in CP-HISQC
For labile protons in our drkN SH3 experiment solvent exchange rates mostly fall
in the range 15–150 s−1. On the other hand, the duration of the recycling delay d1 is
1.0 s. Under these conditions, it is clear that amide 1HN magnetization is completely
replaced with water magnetization during d1 and therefore the optimal length of the
recycling delay is dictated by recovery of water (rather than the relaxation properties
of 1HN). Consequently, it is important to prevent water saturation during the pulse
sequence, and water magnetization should be well preserved throughout, such as to
avoid long recovery periods.
CP-HISQC sequence is designed such as to ensure good water magnetization
preservation properties. First, water magnetization is placed along the x axis by
hard 1H pulse. Then it is effectively locked by a train of DIPSI-2 pulses, all of which
have phase x or −x. After that water magnetization is returned to the z axis prior to
application of the pulsed field gradient. Note that this scheme is subject to certain
requirements regarding the synchronization of τmix with TDIPSI2 and the choice of ν
H
1 ,
which have already been discussed earlier. The same tactics is used during the t1
period, where the water is first placed along x, then effectively locked by the train
of (on-resonance) WALTZ pulses with phase x or −x, and after that returned to z
axis. Finally, during the refocused INEPT period, the effort is made to keep water
magnetization along the z axis. The success of the water-preservation strategy can
be conveniently characterized by the so-called water flip-back ratio f , which simply
reflects the ratio of water magnetizations after and before each scan382.
We have determined the value of f for different experimental sequences used in
this study according to previous developed procedure382 (all measurements were con-
ducted on the sample of Sos at 30 ◦C). Considering 1D version of the experiments
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(i.e., t1 set to zero) we have found that FHSQC and SOFAST-HMQC have flipback
ratio f of 97 and 98%, respectively. Given that these sequences nicely preserve water
magnetization, they can be executed with very short recycling delays. On the other
hand, the HISQC-family sequences do not fare as well, with f = 0.89 found in the
original HISQC, 0.93 in HISQC-wg3919, and 0.94 in CP-HISQC. These values typi-
cally require recycling delays on the order of 1 s. For f = 0.94 and d1 = 1 s it is easy
to estimate that CP-HISQC experiment reaches the steady state where ∼ 75% of the
equilibrium water magnetization are available prior to each scan382.
The coefficients f also show substantial dependence on t1. For instance, in the CP-
HISQC experiment water magnetization experiences certain loss while being locked
by WALTZ pulse train during t1 period. For long t1 evolution time, t1 = 175 ms, this
loss amounts to ∼ 15%. Therefore the f values derived from 1D experiments may
not be ideally suited to determine the optimal recycling delays. As an alternative, we
have recorded several trial 2D spectra and thus determined the d1 values which ensure
(near) optimal S/N ratio. Based on this standard procedure, the interscan delay was
set to 0.2 s for SOFAST-HMQC and FHSQC experiments, while it was set to 1.0 s
for HISQC, HISQC-wg3919, and CP-HISQC. All of these settings are consistent with
the duty cycle requirements.
3.2.4.5 CP Transfer for Amides with Very Fast Solvent Exchange
Although HSQC-style scheme can be used with the samples where solvent ex-
change rates kex approach ∼ 200 s−1, however, above this threshold HSQC-type
experiments become impractical because of extensive line broadening and loss of
magnetization during the coherence transfer steps involved with labile 1H. This is
especially relevant for Lys and Arg side chains, where solvent exchange at pH 7.4, 37
◦C is exceedingly fast. Many of the backbone 1HN–15N sites also suffer from very fast
solvent exchange under physiological conditions.
In this situation one may opt for an alternative sequence design, different from a
regular HSQC-like scheme. Specifically, let us consider a design where magnetization
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transfer starts from 1HN, whereas detection is done on another spin, such as 1Hα or
13C′ 141,383,384. In what follows, we demonstrate that CP-based magnetization transfer
HNx → Nx is well suited for use in any of such pulse sequence. In fact, the CP element
proves to be indispensable if the spectra are to be recorded in the presence of very
fast solvent exchange. Indeed, the simulations shown in Figure 3.15 suggest that CP
transfer remains fairly efficient for kex up to 1000 s
−1. This is in stark contrast to
INEPT which becomes totally ineffective in this regime.
In order to test these predictions experimentally, we have implemented a special-
ized pulse sequence for use on Arg side chains. Briefly, the magnetization transfer
follows the path Hεx → Nεx(t1)→ Cδx → Hδx(t2). The first transfer step is accomplished
by means of the CP element which is identical to the one described in Figure 3.10.
The remaining steps are implemented in a standard fashion. The new sequence has
been termed (HE)NE(CD)HD (Figure 3.17).
The (HE)NE(CD)HD spectra have been recorded on the sample of Sos peptide
at pH 6.0. In addition to the data at 37 ◦C, we have also collected the data at 44
and 50 ◦C with the goal to emulate fast solvent exchange conditions observed under
physiological pH. Since the signals from four arginine residues are heavily overlapped,
a single effective kex value has been obtained at each temperature: kex = 170, 330
and 620 s−1, respectively.
Figure 3.18 shows the build-up of (HE)NE(CD)HD signal as a function of CP
mixing time. In addition to the experimental data (circles), the plot also contains the
simulated profiles (solid lines). These profiles have been calculated on the basis of the
independently determined kex values, as described above. The only adjustment made
in Figure 3.18 involves the overall intensity scaling; other than that, no adjustable
parameters have been used in generating this plot. We note that the level of agreement
between the experimental and simulated data is highly satisfying.
As already pointed out, the shape of the Nx build-up profile in the presence of
fast solvent exchange is different from the familiar oscillating curve. The transfer of































Figure 3.17. (HE)NE(CD)HD pulse sequence for recording (15Nε,1Hδ)
spectral correlation map for arginine side chains. Proton carrier is
set on water resonance except for the duration of the DIPSI-2 period
when it is shifted to the middle of the 1Hε region, 7.2 ppm (carrier
jumps are indicated by vertical arrows). The delays are τa = τb = 1.80
ms, τc = 22.0 ms, τmix variable. The spacing between the consecutive
pulses in 3-9-19 WATERGATE376 is 183 µs. The phase cycle employed
is: φ1 = y,−y; φ2 = −y, y; φ3 = 2(y), 2(−y); φ4 = 4(x), 4(−x); φ5 = x;
φrec = x,−x,−x, x,−x, x, x,−x. Gradient strengths in G/cm (length in
ms) are: g1 = 20.0 (3.5), g2 = 20.0 (2.0), g3 = 5.0 (1.0), g4 = 10.0 (1.0),
g5 = 11.0 (1.0).
by solvent exchange, which is a stochastic process in essence. As a result, the CP
buildup profiles acquire smooth character typical of stochastic processes (e.g., spin
relaxation).
Note that in order to obtain efficient CP transfer it is necessary to employ longer
τmix. Considering the data where kex = 620 s
−1 (red curve in Figure 3.18), the transfer
efficiency ∼ 50% is achieved after 15 ms and the transfer efficiency ∼ 70% after 30 ms.
This should be borne in mind if CP element is to be used in the presence of ultra-fast
solvent exchange, kex > 1000 s
−1. In this case the need for long τmix may constitute
a technical limitation because of potential probe heating problem. Note also that in
the case of long τmix the partial loss of water magnetization during this period may
not be neglected (due to the relaxation effect of water magnetization itself).
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Figure 3.18. The efficiency of CP transfer vs. INEPT transfer in a system
with very fast solvent exchange (arginine side-chain NεHε sites in Sos pep-
tide). The experimental data have been collected using (HE)NE(CD)HD
pulse sequence employing proton-to-nitrogen CP element (circles) or, al-
ternatively, refocused INEPT (crosses). The numeric simulation results
for CP and refocused INEPT transfer have also been shown (continuous
and dashed lines, respectively).
Also shown in Figure 3.18 are the data from (HE)NE(CD)HD experiment where
the starting CP element is replaced with a regular refocused INEPT. The experimental
data obtained at 37 ◦C are indicated by blue crosses; the simulated data pertaining
to three different temperatures are shown as dashed curves. Clearly, the efficiency of
INEPT transfer in the presence of very fast solvent exchange is low. For instance,
in the case where kex = 620 s
−1 the efficiency of the INEPT transfer is meager 5%
(red dashed curve in Figure 3.18). Obviously, it is not practical to use 1H-to-15N or
15N-to-1H INEPT transfer under very fast solvent exchange conditions.
Measurements targeting arginine, lysine, and histidine side chains, including side-
chain sites undergoing very fast solvent exchange, play increasingly prominent role in
protein NMR studies346,385–389. The use of the CP element in this context is expected
to be highly helpful: the fact that CP element still retains its high efficiency in the
presence of very fast solvent exchange indicates that this element can be incorporated
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into many other pulse sequences to help boost signal-to-noise. For example, many
heteronuclei detection experiments developed for studying IDPs totally avoid labile
1H involved in the pulse sequence141. However, since 1H has much larger γ than
most other heteronuclei (e.g., γH ' 4γC, γH ' 10γN), much better signal-to-noise can
be achieved in those experiments if CP element is employed for the initial step of
coherence transfer that starts from labile 1H (such as amide group 1HN), and provided
that water magnetization is well preserved throughout the pulse sequence.
3.2.5 Conclusion
Hartmann–Hahn cross-polarization in liquids is a highly efficient way of transfer-
ring magnetization. It has been shown that CP element has somewhat more favorable
relaxation properties than refocused INEPT381. CP transfer is also better protected
against losses associated with conformational exchange390. Furthermore, CP element
using DIPSI-2 significantly outperforms refocused INEPT in the presence of substan-
tial rf field inhomogeneity391. Although it has been recognized in some earlier studies
that CP transfer is also more efficient than refocused INEPT for amide sites under-
going fast solvent exchange392, however, the pulse sequence for general-use HSQC
spectroscopy has never been proposed, and in this study we have addressed this
omission by integrating the CP element into high-resolution HISQC experiment.
NMR studies of intrinsically disordered proteins are confronted with a number
of significant challenges. The main difficulty arises from poor dispersion of chemical
shifts in the spectra of IDPs. One should also bear in mind that the samples of
IDPs often need to be prepared with low protein concentration because of the IDPs’
propensity to aggregate and precipitate. Along the same lines, the measurement time
is often limited because the samples tend to quickly deteriorate. If one attempts to
conduct the measurements close to physiological conditions, the situation is further
exacerbated by fast solvent exchange. Fast solvent exchange leads to intensity loss
and dramatic line-broadening in the conventional HSQC-type spectra, making the
spectroscopic studies very difficult or impossible.
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In this work we have demonstrated that those complications associated with fast
solvent exchange can be largely avoided and even turned into an advantage. Proton-
decoupled experiment (HISQC) allows one to record the spectra with narrow peak
width in 15N dimension. Raising the temperature to (physiologically relevant) 37 ◦C
achieves further sharpening of the signals in 15N dimension, which effectively compen-
sates for exchange-induced broadening in 1H dimension. While the idea of proton-
decoupled HSQC experiment (HISQC) is well-known, the benefits of this scheme in
the context of backbone 1HN–15N spectroscopy of IDPs have never received much
appreciation.
The fact that water protons rapidly exchange into 1HN sites can also be used
to one’s advantage. First, as has been long realized, fast solvent exchange makes it
possible to shorten the recycling delays. Second, as has been found in this study,
fast solvent exchange can be used to boost the efficiency of the CP transfer. The CP
element is also a natural fit with the proton-decoupled HISQC scheme, thus leading
to the CP-HISQC sequence described in this work.
The use of the CP-HISQC scheme does not need to be limited to HSQC-style ap-
plications. This sequence can be used as a template for the experiments to measure
paramagnetic relaxation enhancements (PREs), residual dipolar couplings (RDCs),
etc. In particular, CP-HISQC sequence employs Nx coherence and thus it is perfectly
suited for 15N R2 relaxation measurements. More broadly, the concepts used in CP-
HISQC are also applicable to 3D sequences such as HNCO, HNCA, and others. Of
interest, it has been found that the properly designed CP element remains efficient
even under very fast solvent exchange conditions, kex ∼ 500–1000 s−1. This observa-
tion suggests that proton-to-nitrogen CP transfer can be used as starting point in the
pulse sequences that use non-labile 1H or 13C spins for detection. We have experi-
mentally demonstrated this strategy for HεNε sites in arginine side chains. Generally
we believe that the pulse sequences and concepts presented in this work should signif-
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icantly facilitate the spectroscopic characterization of disordered proteins at or near
physiological conditions.
3.3 Major Contribution into This Thesis by Other Investigators
Yi Xue provided some helpful suggestions for the NMR pulse sequence design and
numerical simulation setup.
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CHAPTER 4. PROTEIN–PEPTIDE ENCOUNTER COMPLEX STUDIED WITH
CRK–SOS MODEL SYSTEM
4.1 Introduction
The interplay between order and disorder is an essential feature of any proteome.
Those proteins in which disorder prevails are known as intrinsically disordered pro-
teins (IDPs). They can be identified with relative ease on the basis of primary se-
quence: proteins with significant net charge and a low proportion of hydrophobic
residues tend to be disordered393,394. Additional parameters, such as flexibility and
bulkiness of amino acids, can also be incorporated into prediction algorithms395. Es-
timates obtained along these lines suggest that as many as 50% of eukaryotic proteins
contain long stretches of disordered residues396, and more than 20% can be described
as predominantly disordered395. These statistics demonstrate that IDPs cannot be
dismissed as a rare quirk of nature: on the contrary, they represent one of the broad
and fundamentally important classes of proteins395.
Of interest, the proportion of IDPs in eukarya appears to be much higher than
in archaea or prokarya (in the case of archaea, only 2% of proteins are predicted to
have long disordered regions)397. Thus, IDPs can be viewed as an advanced type of
molecular machinery that evolved in higher organisms. As it happens, disordered pro-
teins are typically involved in cell signaling and regulation398,399. In this context, the
unfoldedness of IDPs confers a number of functional advantages. IDPs can literally
wrap themselves around their binding targets, thus making use of multiple binding
sites400–402. This mechanism creates new possibilities in terms of binding affinity and
specificity. For example, an intrinsically flexible protein may be able to bind sev-
eral structurally different partners. Such multitasking helps in the development of
efficient, highly integrated signaling networks, in which every protein serves in more
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than one role. In addition, IDPs offer the benefit of economy because they present
large binding interfaces but do not require large supporting scaffolds71.
The functional requirements for an IDP binding to its structured target in the
context of cell signaling are summarized as below: First, sufficiently high specificity
is to be expected of any such interaction. This implies a fairly extensive pattern of
contacts between an IDP and its folded target. To form these contacts, IDP needs
to adopt an appropriate spatial conformation. Given that intrinsically disordered
proteins normally go through a multitude of different conformations, this requirement
should effectively slow the binding process and lead to low on rates (kon). At the same
time, there is an evolutionary pressure to maintain a high off rate (koff), which is
necessary to ensure a rapid response to changing external stimuli. The combination
of a low kon and a high koff is expected to produce a large dissociation constant
(Kd = koff/kon). In a cellular milieu, where the concentrations of proteins are typically
low, this should render the entire mechanism unsustainable.
As it appears, nature has found a way to resolve this conundrum. As already
pointed out, IDPs usually carry a significant net charge (which often includes a con-
tribution from post-translational modifications, such as phosphorylation)403–405. This
fundamental characteristic of IDPs makes it possible to rely on the so-called electro-
static steering mechanism to boost kon during the association process
153. Briefly,
long-range electrostatic forces pull an IDP towards the relevant acidic (or basic)
patch on the surface of a target protein, thus establishing contact in the vicinity of
the binding site. The resulting state, in which IDP is loosely anchored at the periph-
ery of the binding site, has been termed as “electrostatic encounter complex”146. This
mechanism effectively increases the local concentration of the ligand in the vicinity
of the binding site and thus promotes binding. The on rates in excess of 107 M−1s−1
are invariably associated with this mechanism155,406.
After the electrostatic encounter complex is formed, it quickly evolves into the
final complex, which is structured and usually has a reasonably high affinity. During
this transition, the IDP adopts a suitable conformation to make multiple binding
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contacts. This process has been described as “folding upon binding”407, therefore the
binding of IDPs to their folded target falls under the rubric of “induced fit” (although
the elements of “conformational selection” have also been noted408,409). It has also
been observed that the individual segments of the IDP “coalesce” around the multiple
attachment points on the surface of the target protein410,411. The electrostatic inter-
actions continue to play a significant role at this late stage in the binding process.
It has been pointed out that electrostatic complementarity is essential for binding
specificity in the case of IDP complexes412. It has also been suggested that the fold-
ing is greatly accelerated by a pattern of charged residues surrounding the binding
site156,413.
In this work we focus on the details of the electrostatic interactions involved in the
formation of the electrostatic encounter complex. The combined use of the experi-
mental nuclear magnetic resonance (NMR) data as well as molecular dynamics (MD)
simulations allows us to obtain a realistic model for these interactions. Recent ad-
vances in computer hardware and MD algorithms made it possible to simulate binding
of a small IDP to its folded target using regular (unbiased) MD simulations in explicit
solvent. This has been demonstrated for binding of peptides to modular domains such
as SH2414 and SH3198, where the peptides can be viewed as a minimal model for an
IDP. At the same time, quite a few NMR studies for low-affinity electrostatic com-
plexes have been carried out mainly based on PRE experiments, such as the study for
complex formed by short peptides with the sequence XKKKK and electron transfer
protein plastocyanin150. In this work, we pursue a synergistic approach to combine
experimental NMR data with MD simulations. Of note, we have used a rigorous
MD protocol with a state-of-the-art force field, as opposed to coarse-grained simula-
tions413, replica exchange simulations415, or Monte Carlo modeling150,416, which were
all successfully applied in the context of peptide docking. The use of bona fide MD
allows us to draw a direct comparison with the NMR measurables.
For the purpose of this study, we have selected a system consisting of the N-
terminal SH3 domain from adaptor protein c-Crk and a 10-residue peptide from Ras
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activator protein Sos. Cellular Crk is ubiquitously expressed in a wide range of cells
and tissues417. In its role as an adaptor protein, c-Crk appears at the center of a
vast and complex signaling network: the function of c-Crk is to bring together var-
ious proteins that bind to its several modular domains (SH2 and one or two SH3
domains210,418,419). In particular, the N-terminal SH3 domain of c-Crk binds a num-
ber of guanine nucleotide exchange factors, and these interactions have been directly
linked to the high motility of cancerous cells420. One of the nucleotide exchange fac-
tors that binds to c-Crk N-SH3 is the Ras activator protein Sos421,422. The proline-
rich sequence that is responsible for this binding belongs to the disordered carboxyl-
terminal segment of Sos. The corresponding 10-residue peptide, PPPVPPRRRR, has
been crystallized in complex with murine c-Crk N-SH3197. The resulting crystallo-
graphic structure has also been used in an earlier MD simulation study featuring a
shorter version of the Sos peptide, PPPVPPRR198.
Figure 4.1. Schematic representation of the binding mechanism between
the 10-residue peptide Sos and c-Crk N-SH3 domain. The hydrophobic
residues in Sos are colored gold, positively charged Arg residues in Sos are
colored blue, the negatively charged Glu and Asp residues at the periphery
of the peptide binding site on the surface of the SH3 domain are colored
red, hydrophobic residues lining up the peptide binding site on the surface
of the SH3 domain are colored green.
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In the first part of this study, we focus on the interaction between the wild-type
murine c-Crk SH3 (wtSH3) and the 10-residue Sos peptide (Sos). The presumed bind-
ing mechanism is illustrated in Figure 4.1, which shows the transition from the free
state of the peptide (Sos) to the putative electrostatic encounter complex (Sos·wtSH3)
and further to the finally formed tight-binding complex (Sos:wtSH3). The formation
of the hypothetical encounter complex is underpinned by the interaction between four
arginines at the C-terminus of the Sos peptide (blue) and the Glu/Asp-rich patch on
the surface of wtSH3 (red). The final complex is then formed as the side chains of the
two conserved Sos prolines (gold) are tucked into the shallow hydrophobic grooves on
the surface of wtSH3 (green). As a matter of convention, the formation of Sos·wtSH3
is classified as binding (rate constants kon and koff) and the subsequent transition to
Sos:wtSH3 is viewed as folding (rate constants kf and ku).
The Sos:wtSH3 complex has a relatively high binding affinity (Kd ∼ 1 µM), there-
fore it behaves as a tight-binding complex but does not display much encounter com-
plex features. The backbone and side-chain 15N relaxation parameters for the bound
form Sos as well as the spectral frequency shifts caused by the binding have been
measured. Besides, we have also recorded a long MD trajectory of Sos:wtSH3 in ex-
plicit solvent with the Amber ff99SB*-ILDN force field201–203, and another long MD
trajectory representing the free Sos peptide. The MD data have been used to predict
NMR parameters, and the calculated results were subsequently compared with the
experimental data. This comparison revealed a systematic problem with the MD
simulation—as it turned out, the salt bridge interactions in Sos:wtSH3 were consis-
tently overemphasized. This issue has also been recognized in several other recent
MD simulation studies based on small molecule model systems423,424. To address this
problem, we have introduced an ad hoc correction to the MD force field. Specifically,
the parameters of the pairwise Lennard–Jones potential between the ionized groups
in the Arg and Glu/Asp side chains have been slightly adjusted. Using this modified
version of the force field, we were able to successfully reproduce the experimental data
for the Sos:wtSH3 complex. Furthermore, we were able to simulate the entire binding
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process beginning from free Sos, progressing to the Sos·wtSH3 encounter complex, and
ultimately undergoing the transition to form the final binding complex Sos:wtSH3.
This MD trajectory also produced consistent results with the experimental NMR data
in the part pertaining to the Sos:wtSH3 state.
In the second part of this study, we focus on the electrostatic encounter com-
plex formed between Sos and c-Crk N-SH3. The experimental characterization of
encounter complexes involved with IDPs poses a serious challenge. First, they tend
to be sparsely populated and short-lived. Second, they are comprised of many inter-
converting conformational species. Third, they are typically found in rapid exchange
with the heavily populated free and/or bound states. NMR spectroscopy, which is
the most important experimental technique in this arena, is affected by all of these
complications. In principle, encounter complexes involving IDPs can be targeted us-
ing those experiments that are highly sensitive to the presence of minor species such
as relaxation dispersion425,426, chemical exchange saturation transfer427,428 or param-
agnetic relaxation enhancements429. Yet it still remains extremely difficult to capture
the three-state exchange process (such as illustrated in Figure 4.1).
In this situation, we resort to an alternative strategy. Specifically, we have mod-
ified the interaction of Sos with c-Crk N-SH3 such as to mimic the electrostatic en-
counter complex. Towards this goal, we introduced two point mutations in the area
of two shallow hydrophobic grooves in the SH3 domain (green ribbon in Figure 4.1).
These two mutations, Y186L and W169F, are supposed to abrogate the hydrophobic
component of binding that is responsible for formation of the final complex. At the
same time, these mutations preserve the electrostatic Arg-to-(Asp/Glu) interactions.
The main idea is to shift the thermodynamic balance away from Sos:SH3 tight-binding
state and towards the Sos·SH3 electrostatic encounter complex state.
The altered system is designed to boost the population of the electrostatic en-
counter complex. This opens the door for standard NMR experiments, which do
not need to be sensitive to weakly populated species. In particular, in the case of
the electrostatic encounter complex between Sos and the double-mutant SH3 domain
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(dmSH3), we have recorded HSQC titration data which provide information about
the dissociation constant Kd (∼ 200 µM), the backbone and side-chain 15N relaxation
rates reporting on the mobility of the Sos peptide, and the corresponding 1H and
15N chemical shift perturbations. Using our adaptation of the Amber force field, we
were also able to produce an MD model that proved to be in good agreement with
the experimental data from the Sos·dmSH3 system. The combined MD and NMR
analyses allow us to learn much details about the structural and dynamic properties
of protein–peptide electrostatic encounter complex based on Crk–Sos model system,
such strategy can also be utilized for studying many other encounter complexes that
are involved with disordered proteins or peptides.
4.2 Overview of Protein–Peptide Complex Formed by c-Crk SH3 and Sos
The crystal structure of the complex between c-Crk N-SH3 and the Sos-derived
peptide, PPPVPPRRRR, has already been determined (PDB 1CKB197). A schematic
diagram of the binding interface is shown in Figure 4.2. The peptide is a class II ligand
with consensus sequence PxhPx+ (x is any amino acid, h is a hydrophobic amino
acid, and + is arginine or lysine)430,431. Over most of its length, the peptide adopts a
left-handed polyproline type II helix conformation. The helix has a triangular cross
section: residues at the base of the triangle interact with the SH3 domain. The
side chains of the two conserved prolines, P2 and P5, are tucked into the shallow
hydrophobic grooves on the surface of SH3 (buried surface areas of 487 and 377 A˚2
for the peptide and protein, respectively). The grooves are defined by the side chains
of conserved hydrophobic residues in the SH3 domain (represented by rounded boxes
in Figure 4.2).
The positively charged C-terminus of the Sos peptide is delocalized and, therefore,
partially absent from the crystallographic structure (there is no electron density for
R10, R9, or the side chain of R8). The side chain of R7 is observed in the electron
density map, even though crystallographic refinement reveals a substantial amount
of variability at this site: the R7 guanidinium group forms salt bridges with carboxyl
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Figure 4.2. Schematic representation of the binding interface formed be-
tween Sos peptide and wild-type c-Crk N-SH3 (wtSH3) according to X-
ray structure 1CKB197. The intermolecular distances indicated in the
plot correspond to the nearest pairs of carbon atoms from hydrophobic
residues (blue dashed lines) and nitrogen–oxygen pairs in the salt bridges
or hydrogen bonds (pink dotted lines).
groups from D150, D147, and E149 (represented by rectangular boxes in Figure 4.2).
It can be expected that there could also exist certain amount of interactions between
the side chain of R8 with E166 and E167 in a similar fashion197, although it must
be significantly impacted by conformational disorder therefore cannot be directly ob-
served in the X-ray structure. Recall that electrostatic interactions involving the
stretch of Arg residues in the Sos peptide anchor the putative encounter complex
Sos·wtSH3. Given the dynamic nature of these interactions, this complex cannot be
productively studied by X-ray crystallography. This situation calls for the develop-
ment of new NMR-based methods.
The complex formed between Sos and wild-type c-Crk N-SH3 (wtSH3) displays
relatively high binding affinity (Kd ∼ 1 µM), therefore it is difficult to study elec-
trostatic encounter complex based on this system. However, it has been shown that
the population of encounter complex can be much elevated by introducing certain
mutations that disrupt the tight-binding property, such modified systems are better
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suited for encounter complex studies432. The program FoldX209 is utilized to eval-
uate the effects of residue mutations on wtSH3. Several hydrophobic residues near
the binding interface of wtSH3 (e.g., F141, W169 and Y186) have been selected as
mutation targets, since these mutations should not disrupt electrostatic interactions
that contribute to encounter complex formation. All possible amino acid substitu-
tions have been scanned at each mutation site, the free energy changes for free SH3
domain (dG) and for the complex formed with Sos (dGbinding) are evaluated with
FoldX. Ideally, the introduced mutation should not affect the stability of SH3 do-
main itself (i.e., dG ≤ 0), while it can much perturb the interaction between SH3 and
Sos (i.e., dGbinding > 0). Based on these considerations, several single mutations on
wtSH3 have been selected, such as F141W, W169F and Y186L. The FoldX calculation
results for Y186 mutation site are shown in Figure 4.3.
(a) dG caused by mutations on Y186 (b) dGbinding caused by mutations
on Y186
Figure 4.3. FoldX calculation results about the effects of Y186 mutations
on wtSH3.
Based on results from FoldX calculations, we have constructed several single-
mutant SH3 domains (smSH3) such as Y186L, however, the preliminary 15N relax-
ation data indicate that the complex formed between Sos and smSH3 still belongs to
tight-binding complex but does not display much encounter complex properties. We
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continued to construct several double-mutant SH3 domains (dmSH3), finally we chose
the one with mutations W169F and Y186L. Our MD and NMR data indicate that
the complex formed between dmSH3 and Sos peptide displays many typical features
which have also been observed on many other well-studied electrostatic encounter
complexes.
4.3 Experimental Results
4.3.1 Kd Determination for Sos:wtSH3 with ITC
ITC experiments were carried out to determine the dissociation constant Kd for
the interaction between Sos and wtSH3. Isothermal calorimetry measurements were
conducted at 23.4 ◦C in 20 mM phosphate buffer (same as used for NMR studies)
using an iTC200 instrument (MicroCal). The solution of wtSH3 (concentration 0.1
mM, volume 300 µL) was titrated with Sos (concentration 10 mM, injection volume






which is the reduction of the three-state scheme as shown in Figure 4.1. (The no-
tations kON and kOFF are reserved specifically for the two-state scheme in Equation
(4.1), and they are distinct from kon and koff used in the three-state binding scheme)
The ITC titration fitting suggests single-site binding with a Kd of 1.5± 0.1 µM.
The dissociation constant of Kd = 5.2± 0.2 µM for the binding of Sos to wtSH3
in the presence of 150 mM NaCl has been reported before200. This result was also
reproduced by our fluorescence titration experiments targeting at the intrinsic fluo-
rescence from residue W169 (which resides at the ligand binding interface and thus
is sensitive to Sos binding), and a dissociation constant of 5.9± 0.2 µM was obtained
under identical conditions. On the other hand, our ITC data were collected under
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low-salt conditions as used for NMR measurements, therefore, the decrease in the
solution ionic strength leads to stronger electrostatic attraction and thus even tighter
binding433. The affinity of 0.1–10 µM is typical for binding of proline-rich peptides
to SH3 domains and, more generally, for binding of peptides to their protein tar-
gets200,434. Such moderately strong binding is consistent with the signaling function
that requires, on the one hand, a meaningful level of complex formation and, on the
other, a rapid release of ligand in response to changing stimuli.
The binding affinity is important from the perspective of NMR characterization.
Our 15N relaxation measurements and chemical shift determinations have been con-
ducted mostly on samples containing 0.5 mM 15N-labeled Sos and 2.0 mM unlabeled
wtSH3. It is easy to verify that under such conditions > 99.9% of Sos peptide is in
bound form. Therefore, the experimental NMR data pertain solely to the bound form
Sos peptide.
We also carried out ITC experiments to determine Kd for the complex formed by
Sos with dmSH3, however, the obtained ITC titration curve was less than perfect
such that it is difficult to extract accurate Kd from the curve fitting. It turns out
that this complex has much lower binding affinity than Sos:wtSH3 (Kd > 100 µM
as determined from NMR titration data). Such low binding affinity locates outside
the optimal range for ITC studies, therefore Kd cannot be determined in a reliable
fashion435.
4.3.2 kon and ∆δSos Determination for Sos:wtSH3 with NMR (Forward) Titration
NMR (foward) titration study was conducted by adding unlabeled wtSH3 stock
(3.0 mM) into the sample of 15N-labeled Sos (0.2 mM), and the results are shown in
Figure 4.4A. Large titration shifts are observed for residues V4, R7, and R8; for all
these sites, the on-off exchange falls in the fast-to-intermediate exchange regime. The
line shape analysis of V4 titration yields kON values of 1.6×109 and 2.0×109 M−1s−1
for 15N and 1H dimensions respectively (see Figure 4.4B). At the same time, the joint
treatment of all titration data from V4, R7, and R8 produces the global kON value
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of 1.5 × 109 M−1s−1 (Kd = 1.5 µM was fixed during the fitting according to results
from ITC). Based on Kd and kon, the koff value thus can be determined according to
kOFF = Kd · kON, which is ∼ 2× 103 s−1. Such approach that ITC data are combined
with NMR to obtain a complete kinetic characterization has been commonly used for






































































Figure 4.4. 1H–15N HSQC titration of 15N-labeled Sos with unlabeled
wtSH3. (A) The series of HSQC spectra recorded during the titration:
the starting point corresponds to 0.20 mM Sos without wtSH3 (red con-
tour); the final point corresponds to 0.18 mM Sos and 0.35 mM wtSH3
(blue contour). The minor peaks (labeled with asterisks) represent dis-
tinct conformational species arising from cis–trans isomerization of pro-
line residues in Sos437. (B) Titration of spectral peak V4 (nitrogen and
proton dimensions). The traces from HSQC spectra were fitted using
LineShapeKin438.
The extremely high on rate kON is consistent with the prominent role of elec-
trostatic interactions in bringing together Sos and wtSH3433,439–441. In fact, proteins
that associate with kON > 10
7 M−1s−1 always seem to utilize the electrostatic steering
mechanism. Previously, kON values of up to 5× 109 M−1s−1 have been measured for
the binding of barnase mutants to barstar433. The kON value as high as 1.7 × 1010
M−1s−1 was found for the complex of the AD2 fragment from the intrinsically dis-
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ordered N-terminal transactivation domain of tumor suppressor p53 with the zinc
finger 2 domain of the CREB-binding protein442. These are extreme cases in which
the proteins are propelled towards each other by strong electrostatic interactions.
The kON value can also be predicted based on atomic coordinates in many different
programs. In particular, the program TransComp produces results that are accurate
to within one order of magnitude155. Although this program has been originally
designed for folded proteins, it can also generate reasonable predictions for IDPs411.
Selected MD frames that represents the approach of Sos to wtSH3 and subsequent
binding were used as input for the TransComp calculations. The kON rate estimated
in this manner, ∼ 0.5 × 109 M−1s−1, is in good agreement with the experimental
result.
The NMR (forward) tirtation also allows us to quantify 1H and 15N peak shifts for
Sos peptide (∆δSos) upon binding to wtSH3 (Figure 4.4A). A number of prominent
shifts have been observed. In particular, a large down field shift of the amide resonance
from R8 (+1.1 ppm on 1HN and +2.7 ppm on 15N) is due to the hydrogen bond443 with
the side-chain carboxyl group of E166. A sizable up field shift of the signal from the R7
side chain (0.4 ppm on 1Hε and 1.7 ppm on 15Nε) is caused by a ring current in W169,
with which R7 forms a cation–pi contact. Likewise, the down field shift of the amide
signal from V4 (+0.3 ppm on 1HN and and +1.3 ppm on 15N) is caused by the ring
current from Y186. At the same time, residues R9 and R10 show very small binding
shifts; apparently, these two residues remain extended into the solvent and are highly
disordered. Consistent with crystallographic data, two terminal arginines are only
transiently involved in the interactions with wtSH3, although they contribute a lot
to the kinetics of Sos–wtSH3 association through the initial electrostatic attraction.
4.3.3 NMR (Reverse) Titration Study for Sos:wtSH3 Complex
The titration experiments between Sos and wtSH3 were also carried out in the
reverse fashion, by adding unlabeled Sos stock (10 mM) into 15N-labeled wtSH3 (0.2
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mM). A series of 1H–15N HSQC spectra were recorded during the titration process,








































































Figure 4.5. 1H–15N HSQC titration of 15N-labeled wtSH3 with unlabeled
Sos. The starting point corresponds to 0.20 mM wtSH3 without Sos (red
contour); the final point corresponds to 0.18 mM wtSH3 and 1.18 mM Sos
(purple contour), such that it finally achieves [Sos]/[wtSH3] ' 6.5:1.
The results from the reverse titration experiment basically agree with the informa-
tion as obtained from the X-ray structure 1CKB—the most significant chemical shift
perturbations on wtSH3 (∆δSH3) came from residues in the vicinity of the binding site
(e.g., W169, V184), whereas residues far away from the binding interface display very
little peak shifts. The chemical shift perturbation map for wtSH3 generated based
on the reverse titration data is shown in Figure 4.6.
138
Figure 4.6. Chemical shift perturbation map for wtSH3 binding with
Sos. The data are obtained from the pair of 1H–15N HSQC spectra
recorded at the beginning or by the end of the reverse titration. The





N, where δH and δN are proton and nitrogen reso-
nance shifts expressed in Hz (for data collected at 600 MHz). The residues
with ∆δSH3 less than 30 Hz are painted blue, with ∆δSH3 between 30 and
150 Hz are painted yellow, with ∆δSH3 in excess of 150 Hz are painted red.
Four proline residues and residue N144, whose resonance is unobservable
and presumably due to extreme exchange broadening, are painted grey.
4.3.4 NMR Titration Study for Sos·dmSH3 Complex
The same series of titration experiments were also carried out for studying the
interactions between Sos peptide and dmSH3. In the forward titration experiment,
unlabeled dmSH3 stock (2.8 mM) was added into 15N labeled Sos (0.2 mM), the results
are shown in Figure 4.7A. Residue R8 still shows the largest amount of binding shift
∆δSos, however, the absolute magnitude of ∆δSos (∼ 0.1 ppm) is much smaller than
the corresponding ∆δSos as obtained from the titration with wtSH3. Residues V4
and R7 also show certain amount of binding shifts during the titration, but also with
much smaller ∆δSos than the titration with wtSH3. Since in general Kd is correlated
with the magnitude of binding shift ∆δ, these results qualitatively indicate that the






















































Figure 4.7. 1H–15N HSQC titration of 15N-labeled Sos with unlabeled
dmSH3. (A) The series of HSQC spectra recorded during the titra-
tion: the starting point corresponds to 0.20 mM Sos without dmSH3
(red contour); the final point corresponds to 0.11 mM Sos and 1.21 mM





N) from all residues during the titration.
Since all peaks display very little change of the line shape during the titration, it
is difficult to extract kinetics data for this complex based on the line shape analysis.
However, Kd can be extracted based on the binding shifts ∆δSos during the titration,
which produces Kd = 192 µM from the global fitting. Since the strength of electro-
static interactions for forming Sos·dmSH3 or Sos:wtSH3 complexes should be quite
similar, it can be assumed that kON for these two complexes are about the same, such
that kOFF for Sos·dmSH3 can be determined as ∼ 3×105 s−1, which indicates that the
average residence time of Sos peptide on the surface of dmSH3 is ∼ 3 µs (=1/kOFF).
The reverse titration was carried out by adding unlabeled Sos stock (10 mM) into
15N-labeled dmSH3 (0.2 mM), the results are shown in Figure 4.8. The largest binding
shifts of dmSH3 (∆δSH3) still come from residues in the vicinity of the binding interface
(e.g., V184, F169), however, the absolute magnitude of ∆δSH3 on most residues are
again much smaller than the titration with wtSH3, therefore it also indicates that the







































































Figure 4.8. 1H–15N HSQC titration of 15N-labeled dmSH3 with unlabeled
Sos. The starting point corresponds to 0.20 mM dmSH3 without Sos (red
contour); the final point corresponds to 0.17 mM wtSH3 and 1.67 mM Sos
(purple contour), such that it finally achieves [Sos]/[dmSH3] ' 10:1.
4.3.5 Tumbling Time τR Determination for Free wtSH3
The rotational tumbling correlation time τR usually needs to be determined ex-
perimentally to facilitate relaxation rates calculations from MD trajectories, since
it is a well-known issue that τR obtained from MD simulations may not be accu-
rate and it is affected by many factor such as the choice of water models444. For
free wtSH3 in an aqueous solution, the calculation using HYDRONMR445 predicts a
nearly isotropic diffusion tensor with a τR of 3.91 ns and a D‖/D⊥ of 1.05 (see Table
4.1). To experimentally determine the parameters of overall tumbling, we relied on
the 15N R2/R1 data as analyzed by the program r2r1 diffusion
309. The residues in-
cluded in the analyses were selected according to previous developed prescription308
that excludes flexible regions within the protein from τR determination. Using the
15N relaxation data from a dilute sample of free wtSH3 (protein concentration of
0.2 mM) and assuming that diffusion tensor is axially symmetric, we obtained τR =
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4.08 ns and D‖/D⊥ = 1.14, in close agreement with expectations. However, as the
concentration of the protein is increased to 2.0 mM, the experimentally determined
τR value shoots up to 6.64 ns. At the same time, the tumbling anisotropy remains
nearly unchanged (D‖/D⊥ = 1.18) and the orientation of the long axis of the dif-
fusion tensor changes only insignificantly, by 16◦ (Table 4.1). This kind of behavior
points towards low-affinity nonspecific (or weakly specific) dimerization, as has been
previously observed for a variety of small globular proteins446–448.
Table 4.1.
Diffusion parameters for wild-type c-Crk N-SH3 in the free form or bound
form with Sos peptidea.
Conditions τR [ns]





wtSH3 HYDRONMRd 3.91 1.05 23 240 53 – 2.62 –
0.2 mM wtSH3 (15N) 4.08/4.08 1.14 14 298 41 0.16 2.73 –
2.0 mM wtSH3 (15N) 6.62/6.64 1.18 26 331 39 0.49 5.31 –
2.0 mM wtSH3 (15N)
+ 0.5 mM Sos (15N)
6.77/6.77 1.22 29 320 40 0.57 5.51 5.50e
4.0 mM wtSH3
+ 1.0 mM Sos (15N)
8.69/– 8.34f
a All 15N relaxation measurements were conducted at 600 MHz spectrometer; the same field
strength has been assumed in the HYDRONMR calculations.
b Results for isotropic model/axially symmetric model.
c Number of residues.
d The calculation is based on PDB 1CKB (with Sos peptide deleted).
e The data are based on Sos peptide residues V4 and R8, which are part of the well-structured
Sos:wtSH3 complex.
f The data are based on Sos peptide residues V4, R7, and R8, which are part of the well-
structured Sos:wtSH3 complex. These data are also used to calculate τR of the complex
assuming that the tumbling motion is isotropic.
To quantitatively characterize the self-association effect in wtSH3, we have con-
ducted another 1HN–15N HSQC titration over the range of protein concentrations
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from 0.2 to 2.0 mM. A large number of signals are observed to titrate, shifting by a
small amount (< 0.06 ppm and < 0.3 ppm in the proton and nitrogen dimensions,
respectively). The data have been fitted assuming that the protein undergoes fast
exchange between the monomeric and dimeric forms:
δ = pmonoδmono + pdimδdim (4.2)
pmono = Kd(
√
1 + 8(c/Kd)− 1)/(4c), pmono + pdim = 1
pmono and pdim are fractions of monomer and dimer respectively, δmono and δdim are
the corresponding chemical shifts, c is the total protein concentration.
The results of the fitting are presented in Figure 4.9. Briefly, a dimerization
site with an affinity constant in the range of 3–8 mM is found in the RT loop. In
addition, there are multiple other sites with affinities of > 10 mM that are broadly
distributed over the surface of the protein. This is consistent with the notion that at
a concentration of 2 mM roughly half of the protein is in the dimeric form, as can
be deduced from 15N relaxation data. The dimerization appears to be only weakly
specific, which also agrees with the 15N relaxation analyses as mentioned earlier.
4.3.6 Tumbling Time τR Determination for Sos:wtSH3 and Sos·dmSH3 Complexes
The τR of the wtSH3:Sos complex has been determined using the same sample
conditions that were used in the main series of relaxation measurements: 2 mM 15N-
labeled wtSH3 with 0.5 mM 15N-labeled Sos. The addition of the peptide resulted
only in a small increase in τR, ca. 2% (see Table 4.1). Considering that only one-fourth
of the protein molecules are loaded with the peptide under the current experimental
conditions, we estimate that the τR of the Sos:wtSH3 complex is 7.2 ns (assuming an
isotropic tumbling model).
Importantly, this result lends itself to direct experimental verification. The sample
used to collect R2/R1 data was prepared with both wtSH3 and Sos peptide labeled
with 15N. Several of the Sos resonances are well-resolved in the spectra, including
143
Figure 4.9. Results from 1H–15N HSQC titration that report monomer–
dimer equilibrium of wtSH3. (A) Concentration-dependent chemical shifts
of wtSH3 during the titration. (B) Structure of wtSH3 highlighting those
residues with strongest binding affinities. Painted in gold are four residues
with Kd between 3 and 8 mM (corresponding to the gold fitting curves
in panel (A)). Painted in grey are four prolines and residue N144, whose
resonance is unobservable.
those from V4 and R8 that are in rigid contact with the protein (see the crystallo-
graphic structure PDB 1CKB197). The R2/R1 ratio for these two residues translates
into a tumbling time of 6.8 ns for the Sos:wtSH3 complex. More sophisticated model-
free analysis using data collected at two magnetic field strengths yields values of 7.1
and 6.8 ns for the two peptide residues at hand. We conclude that the τR value of
7.0±0.2 ns represents an accurate and reliable result for the Sos:wtSH3 complex. For
the purpose of subsequent MD analyses, it is reasonable to assume that the tumbling
is isotropic: the modest anisotropy effect can be safely neglected.
The τR for Sos·dmSH3 complex has been determined based on a similar series of
samples, mostly focusing on 15N relaxation rates measured for 15N-labeled dmSH3.
All results are similar to those as obtained from Sos:wtSH3 complex, therefore we
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conclude that this complex also has τR ∼ 7.0 ns. These results have been used in all
subsequent 15N relaxation parameter calculations based on MD trajectories.
4.3.7 15N Relaxation Parameter Measurement for 15N-labeled Sos Peptide
In order to learn about ps∼ns timescale dynamics of the Sos peptide, 15N relaxation
parameters have been measured on a series of 15N-labeled Sos peptide samples, in both
free form and bound form with wtSH3 or dmSH3.
For the study about Sos:wtSH3, the major focus is on dynamics-modulated elec-
trostatic interactions involving the C-terminal tail of Sos. Accordingly, the NMR data
have been measured using the sample of 15N-labeled Sos in the presence of unlabeled
wtSH3. The sample was prepared with a 0.5 mM 15N-labeled Sos with 2.0 mM un-
labeled wtSH3 to ensure that the spectral signals originate entirely from the bound
Sos. Using the standard (1H,15N) experiments, five resolved peaks were observed from
the non-proline backbone amide sites in Sos (see Figure 4.4A). In addition, we were
also able to record the signals from four (1Hε,15Nε) sites in the arginine side chains,
although two of the side-chain resonances are overlapped (R9 and R10).
The standard set of 15N relaxation data, comprised of R1 and R2 rates as well as
1HN–15N saturation transfer NOEs (15N–{1H} NOE), has been recorded as described
in Materials and Methods. Initially, we reckoned with the possibility that R2 rates
may contain an exchange contribution Rex, although we have not identified any ex-
change mechanisms that could potentially cause exchange broadening in Sos:wtSH3.
From the perspective of MD modeling, the Rex term represents a problem because
it normally cannot be simulated (unless an ultralong trajectory is available183). To
address this issue, we chose to measure transverse cross-correlated relaxation rates
ηxy that carry the same dynamic information as R2 but are insensitive to motions
on the µs–ms timescale449,450. All relaxation data have been collected at two static
magnetic field strengths, 500 and 600 MHz. In this work, the comparison between
experimental and MD simulation results mainly focus on data measured under 600
MHz. The experimental data from all these sites are plotted in Figures 4.12 and 4.15
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as a function of residue number. Panels A–D and E–G show 15N relaxation data for
the backbone and side-chain sites, respectively. Panels H–J show the binding shifts
∆δSos.
The 15N relaxation data for Sos·dmSH3 complex have been measured under the
same sample condition (0.5 mM 15N-labeled Sos with 2.0 mM unlabeled dmSH3).
However, the low binding affinity of this complex (Kd ∼ 200 µM) indicates that even
four-fold molar excess of dmSH3 still cannot produce ∼ 100% bound form Sos peptide.
Based on the determined Kd for this complex, it can be shown that ∼ 90% Sos peptide
is in bound form under such sample conditions, therefore 15N relaxation parameters
(and also binding shifts ∆δSos) corresponding to the bound form Sos peptide can be




1 + (1− pbound)Rfree1 (4.3)
In this way, we have determined 15N relaxation parameters and binding shifts
∆δSos corresponding to bound form Sos peptide within Sos·dmSH3 complex, these
results have been used to compare with MD simulation data (Figures 4.21, 4.23).
The arginine side-chain region of Sos peptide within Sos·dmSH3 complex produces
two groups of peaks with similar intensity in 1Hε–15Nε HSQC spectra. Based on the
comparison with 1Hε–15Nε HSQC spectra obtained from free Sos peptide or bound
form within Sos:wtSH3 complex, we conclude that the most reasonable assignment
is that one group of peaks come from residues R7 and R8, while another group come
from residues R9 and R10.
4.4 MD Simulation Results
4.4.1 Results about Sos:wtSH3 Tight-binding Complex
In this study, the main MD simulation results about Sos:wtSH3 complex are based
on the following three MD trajectories:
146
(i) The 3.06 µs trajectory of Sos:wtSH3 starting from the crystallographic coor-
dinates 1CKB recorded with the standard Amber ff99SB*-ILDN force field,
λ = 1.00. This trajectory is termed MD(wt-xray, λ = 1.00).
(ii) The 3.20 µs trajectory of Sos:wtSH3 starting from the crystallographic co-
ordinates 1CKB recorded with the altered Amber ff99SB*-ILDN force field,
λ = 1.03. This trajectory is termed MD(wt-xray, λ = 1.03).
(iii) The 2.28 µs trajectory that represents the binding of Sos to wtSH3 starting
from a random configuration. This trajectory has been recorded using the
altered Amber ff99SB*-ILDN force field, λ = 1.03, and is termed MD(wt-
rand, λ = 1.03).
4.4.1.1 Simulation of Sos:wtSH3 Using Amber ff99SB*-ILDN
The trajectory of Sos:wtSH3 has been recorded using the Amber 11 package with
the ff99SB force field201,451. A number of recent comparative studies, in partic-
ular those based on the experimental NMR data, favor this force field over oth-
ers193,195,452–454. In addition, recent corrections for selected backbone202 and side-
chain203 torsional potentials have been employed. The revised force field is known
as ff99SB*-ILDN455. The initial coordinates for the MD simulation have been taken
from the crystallographic structure 1CKB. The C-terminal residues in Sos that are
missing from the crystallographic model have been rebuilt using MODELLER456.
The system was hydrated using TIP3P water457. Given that the C-terminal portion
of Sos is dynamic and occasionally becomes lifted off the surface of wtSH3, we opted
for a large water box (minimum 14 A˚ separation between any of the peptide or pro-
tein atoms and the water box boundaries). The resulting MD trajectory has a length
3.06 µs. In what follows, this simulation is termed MD(wt-xray, λ = 1.00). The label
indicates that the initial coordinates have been taken from the X-ray structure and
the force field parameters have been used as is without any modifications (λ is the
scaling coefficient that will be discussed with more details in later sections).
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Figure 4.10. Position of the peptide Sos on the surface of wtSH3 ac-
cording to the data from the 3.06 µs simulation MD(wt-xray, λ = 1.00).
MD frames were aligned by superimposing the SH3 coordinates, the sam-
pling interval for MD frames was 1 ns. The peptide was represented by
the center of mass of its N-terminus (residues P1–P6, gold spheres) and
C-terminus (residues R7–R10, blue spheres). For wtSH3, the charged
residues at the binding interface are colored red (D147–D150, E166 and
E167), the hydrophobic residues are colored green (F141, F143, W169,
P183, P185 and Y186). Shown are the side view (A) and the top view
(B) of the complex.
Figure 4.10 illustrates the dynamics of the Sos peptide bound to the surface of
the wtSH3 domain. The gold spheres indicate the instantaneous position of the
center of mass of the hydrophobic N-terminal segment of Sos (PPPVPP). The blue
spheres correspond to the center of mass of the charged C-terminal segment (RRRR).
It is apparent that the N-terminal portion of the peptide is well-localized, whereas
the C-terminal portion moves a great deal. The data shown in the graph can be
used to calculate the root-mean-square fluctuation for the respective mass centers,
which can be conveniently expressed in a form of crystallographic B factors458. The
values calculated for N- and C-terminal segments are 35 and 209 A˚2, respectively,
underscoring the different dynamic status of the two regions.
The top panel in Figure 4.11 shows the root-mean-square deviation (rmsd) trace
of the MD trajectory as calculated for the atoms of the Sos peptide using the crystal
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Figure 4.11. rmsd, hydrogen bond and salt bridge properties as calcu-
lated from the 3.06 µs MD(wt-xray, λ = 1.00) trajectory. (A) rmsd of
the peptide atomic coordinates relative to the crystallographic structure
1CKB. (B) Peptide–protein hydrogen bonds and (C) salt bridges in the
same Sos:wtSH3 trajectory. The trajectory has been divided into 1 ns
intervals, and the content of hydrogen bonds or salt bridges has been de-
termined for each interval. If the hydrogen bond or salt bridge is present
for more than half of the time during the 1 ns interval, then the dot is
placed in the corresponding position in the graph.
structure 1CKB as a reference. These results pertain to the ordered portion of the
peptide for which the atomic coordinates are listed in the PDB file. The peptide
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clearly maintains the correct binding pose for the entire duration of the trajectory.
For almost half of the time the rmsd remains below 2.0 A˚, while the average rmsd
value is just under 2.3 A˚. The pattern of hydrogen bonds and salt bridges as seen
in the crystal structure is also preserved in the MD simulation (Figure 4.11B,C).
In particular, the signature hydrogen bonds P2–Y186 and P5–W169, as well as the
R7–D150 salt bridge, persist throughout the simulation.
At the same time, occasional departures from the crystallographic structure are
also observed. For example, at the point in time ∼ 500 ns the peptide undergoes a
certain amount of twist. The resulting conformation is stabilized by the P6–W169
hydrogen bond that replaces the canonical P5–W169 bond (see Figure 4.11B). This
conformation survives for approximately 200 ns, before reverting to the original state.
Another notable transition occurs at approximately 1300 ns. At this point in time,
residue R8 moves away from E166 and E167 and instead engages D147 and E148. At
the same time, the side chain of R7 shifts in the opposite direction, i.e., away from
D150 and towards E166. This rearrangement leads to an appreciable increase in the
rmsd, reaching ∼ 4 A˚ (see Figure 4.11A).
The dynamic behavior of the charged C-terminal tail of Sos is one of the major
interests in this study, since this part is central to the formation of the electrostatic
encounter complex. This arginine-rich tail is accommodated in the cleft between the
RT loop and the n-Src loop, both of which carry stretches of negatively charged amino
acids (see Figure 4.10B). The tail moves mostly in a sideways direction, sweeping over
the surface of the protein. In doing so, it sporadically forms hydrogen bonds with
wtSH3 as well as multiple salt bridges (see Figure 4.11B,C). Some of these interactions
are stable and exist for a significant fraction of time, while others make only a brief
appearance. Importantly, at each point in time, the C-terminal tail of Sos is tied to
wtSH3 via a significant number of interactions (on average, 4.8 interactions, counting
both salt bridges and the relevant hydrogen bonds in panels B and C of Figure 4.11).
After a while, the tail rearranges itself, breaking some of its interactions with wtSH3
and establishing a new pattern of contacts.
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The experimental data measured for Sos (e.g., ∆δSos,
15N relaxation rates) offers
a good opportunity to put our MD model to a rigorous test. There is a long history
of validating MD simulations via spin relaxation rates453,459,460. Briefly, the MD
data are used to directly compute the dipolar (as well as CSA) temporal correlation
functions for the individual amide sites. These correlation functions are subsequently
converted into spectral densities, which are in turn used to calculate 15N relaxation
parameters. Spin relaxation is directly influenced by fast internal dynamics, i.e., the
motions with correlation times on the order of τR or shorter, and indirectly by slower
motional processes. For example, 15N relaxation can be indirectly affected by rare
conformational transitions as seen in Figure 4.11. Indeed, formation and dissolution
of salt bridges are expected to have an effect on the fast local dynamics of Sos bound to
the surface of wtSH3. From this perspective, it is important that the MD simulation
is sufficiently long, 3.06 µs, to sample such relatively rare events.
To calculate binding shifts, we used the knowledge-based prediction program
SHIFTX2461. The program was first applied to the MD trajectory representing free
Sos and then to the trajectory in which Sos is bound to wtSH3, thus allowing for
the calculation of ∆δSos = δ
bound
Sos − δfreeSos . A number of studies have appeared recently
where chemical shift predictors have been applied to the frames from the MD simu-
lations195,462,463. Moreover, a new generation of predictors has been developed specif-
ically for this purpose464,465. Note, however, that these previous applications have a
somewhat different focus—namely, they seek to improve the prediction of chemical
shifts by taking into consideration the local dynamics of proteins. In our work, the
calculated shifts are used to validate the dynamic scenario seen in the MD simulation.
In particular, ∆δSos values are sensitive to the (dynamically modulated) hydrogen
bonds, cation–pi contacts, and salt bridges such as those formed by several residues
in the C-terminal portion of Sos. Hence, the comparison of the calculated and ex-
perimental shifts should shed light on these interactions and their dynamic status
(degree of motional averaging). Of note, SHIFTX2 employs well-established and re-
liable algorithms for calculating shifts caused by hydrogen bonds and ring currents.
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This makes it well-suited for the purpose of our study, i.e., to probe the interactions
between Sos and wtSH3.
In principle, it should also be possible to use ∆δSH3 measured in the reverse
titration experiment to further validate the MD data, along the same lines as what
has been done with ∆δSos. In practice, however, we have found that such analysis
is of no value. None of the backbone amide groups in wtSH3 forms a hydrogen
bond with Sos. Furthermore, Sos contains no aromatic rings. Thus, two of the
largest sources of binding shifts are eliminated in this case. As a consequence, the
measured ∆δSH3 values are small to moderate: none of the shifts exceeds 0.5 ppm in
the 1HN dimension or 1.3 ppm in the 15N dimension. Both the MD simulation and the
SHIFTX2 algorithm are unable to properly capture and process the subtle structural
and dynamic changes that cause shifts of this magnitude. As a result, the computed
∆δSH3 values display little or no correlation with the experimental data (r = 0.40 for
1HN shifts, and r = 0.19 for 15N shifts). This cannot be construed as evidence against
the MD model but rather reflects the limitations of the method.
Figure 4.12 presents the summary of Sos 15N relaxation data and the binding
shifts, as measured experimentally (red symbols) and calculated on the basis of the
MD trajectory (blue symbols). Let us first focus on the backbone relaxation data
from residues V4, R7, and R8. These data are reasonably well reproduced by molec-
ular dynamics. Although certain discrepancies are seen in the R2 plot (panel B),
the agreement is nearly perfect for all other parameters, including transverse cross-
correlated relaxation ηxy (panel D). As already mentioned, ηxy is one of the more
accurate measures of protein dynamics that is free of the exchange effect; in terms
of information content, ηxy is equivalent to R2. Generally, the backbone amide sites
of V4, R7, and R8 can be categorized as tightly bound. They are essentially inte-
grated with the rigid wtSH3 scaffold: their spin relaxation is controlled by the overall
tumbling motion of the complex and, to a certain degree, small local fluctuations.
On the other hand, the backbone relaxation data for residues R9 and R10 as
well as side-chain data for R7, R8, R9, and R10 show clear systematic deviations
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Figure 4.12. Comparison of the experimental (red) and simulated (blue)
15N relaxation parameters and 1H,15N binding shifts for the Sos peptide
in complex with wtSH3 based on MD(wt-xray, λ = 1.00) trajectory. Sim-
ulation MD(wt-xray, λ = 1.00) uses the original Amber ff99SB*-ILDN
force field and starts from the crystallographic coordinates 1CKB. The
magnitude of experimental errors is less than or comparable to the size of
the symbols.
between the experiment and the MD model (panels A–G). Specifically, the simulated
R2 and ηxy rates are higher than the corresponding experimental values. Likewise,
the simulated 1HN–15N saturation transfer NOEs are higher than the corresponding
experimental values. This clearly indicates that MD simulation underestimates the
amount of local mobility for all of these sites.
153
According to the MD model, the C-terminal tail of Sos is attached to wtSH3
through the network of salt bridges. While this network is occasionally rearranged,
it still has a strong restraining effect on the tail (see Figures 4.10 and 4.11). As a
result, the relaxation properties of the tail are rather similar to those of the rest of
the complex, which is well-structured and can be viewed as rigid (cf. blue profiles in
panels A–G of Figure 4.12). The experimental data, however, paint a rather different
picture. It appears that the pair of C-terminal residues in Sos and all the arginine
side chains enjoy a degree of motional freedom much greater than that suggested by
the MD simulation. This dynamic scenario is also supported by the crystallographic
evidence. It is also worth noting that the MD simulation fails to accurately reproduce
the large binding shift of 1HN in residue R8 (panel H). This observation implicates
the side chain of residue E166, which forms an on–off hydrogen bond with this amide
as well as transient interactions with several other sites in Sos.
4.4.1.2 Searching for Alternative MD Setup Strategies
In order to find out the root cause of the discrepancy between experimental and
MD simulation results on Sos peptide within Sos:wtSH3 complex (especially for C-
terminal arginines), we have tested several alternative MD simulation setups. For
example, we first tried to use several different water models since the choice of water
model is known to affect protein hydration466–468 as well as conformational preferences
and dynamics of disordered peptides469,470. Using the Amber ff99SB*-ILDN force
field, we have tested TIP3P457, SPC/E471, and TIP4P-EW472 models. In addition,
we have also tested a polarizable model SWM4-NDP473 (supported in the GROMACS
package). However, no significant improvement has been observed in any of these trial
trajectories, consistent with the recent findings424. We have also addressed several
other details pertaining to the MD procedure. For example, phosphate ions have
been included in the MD setup to reflect the presence of 20 mM phosphate in the
NMR buffer. In principle, phosphate ions can form strong interactions with Arg
side chains474, thus competing with the Sos:wtSH3 salt bridges. However, this tactic
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also failed to produce any improvements. Likewise, increasing the non-bonded cutoff
distance from 8 to 10 A˚ had no effect on the simulation results. While none of these
trials can be considered in any way definitive, we note that our results are consistent
with the recent small molecule studies423,424.
Since all of these alternative MD simulation setups cannot resolve the problem
encountered for simulating Sos:wtSH3 complex, we hypothesize that the root cause of
the observed discrepancies is due to the deficiency of the MD force field, specifically,
the exaggerated strength of the salt bridge interactions423,424. In order to demonstrate
the validity of this hypothesis, several alternative MD force fields have been tested
for simulating Sos:wtSH3 complex.
Two groups of force field parameters are of principal significance for ionic or
salt bridge interactions: partial charges and Lennard–Jones parameters. As far as
partial charges are concerned, there is a considerable amount of variability between
different families of force fields, as well as different generations in the same family.
For instance, the charge assigned to Nη atoms in the arginine side chain is 0.62 in
CHARMM22*, 0.80 in CHARMM27, 0.86 in Amber ff99SB, 0.69 in Amber ff03,
and 0.26 in GROMOS 53A6. Besides, there are also significant variations in the
Lennard–Jones parameters between different force fields: these variations are largely
responsible for dramatic differences in the radial distribution functions associated
with salt bridge interactions423. In a very recent study which uses small molecules
(guanidinium and acetate ions) to model Arg–Asp/Glu salt bridges424, it has been
found that six popular force fields, including CHARMM22*, CHARMM27, Amber
ff99SB, Amber ff03, and the newest Amber ff13α force field, all overestimate the
population of such salt bridges by a factor of roughly 2. This result essentially does
not depend on the choice of water model (TIP3P, SPC/E, TIP4P-EW, etc.).
It can be inferred based on those results as obtained from small molecules that
such problems could also exist for MD simulations on proteins, since certain functional
groups have very similar properties in small molecules or proteins (e.g., guanidinium–
acetate pair also exists within Arg–Asp/Glu residue pair). With this goal in mind,
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we have tested AMBER ff03475 (Amber 11 platform), CHARMM22*476 (Desmond
platform), GROMOS 53A6477 (GROMACS 4.5.5 platform), and AMOEBA polariz-
able force field478 (TINKER 6.0.05 platform using the OpenMM library to support
the GPU acceleration). In each case, we have recorded MD trajectories of Sos:wtSH3
using the crystallographic structure as a starting point; the durations of the simula-
tions were 445, 345, 108, and 19 ns, respectively. These trajectories were subsequently
analyzed in the same fashion as described above. None of these trials produced the
results that we had hoped for. AMBER ff03 shows less propensity to form salt
bridges. However, three native hydrogen bonds connecting the backbone of Sos with
side chains of wtSH3 are almost completely lost in this simulation, leading to poor
predictions of chemical shifts. Similar behavior has been noted for this force field
previously479. In the CHARMM22* trajectory, two of the native hydrogen bonds
are greatly weakened, while arginine side chains remain over-restrained. Chemical
shift predictions using this trajectory also prove to be poor. Finally, GROMOS 53A6
significantly underestimates the strength of electrostatic interactions: all salt bridges,
including the native R7–D150 bridge, virtually disappear, whereas hydrogen bonds
become transient and weak. As a consequence, the bound peptide experiences rapid
dynamic fluctuations; in turn, this leads to large systematic deviations between the
predicted and experimental 15N relaxation rates.
Of special interest are the results from the 19 ns trajectory of Sos:wtSH3 recorded
with the AMOEBA polarizable force field. The polarizability effects are deemed
to be important in the context of salt bridge formation480–482, and polarizable force
fields have demonstrated their usefulness in the context of protein–ligand binding and
protein structure refinement483,484. Although there have been reports of the protein
instability in AMOEBA simulations478, in our case the protein structure remains
intact (within 1.5 A˚ of the crystal coordinates viz. the Cα rmsd). However, three
native hydrogen bonds linking Sos and wtSH3 are absent in this simulation, and
there are only two salt bridges, R7–D150 and R7–D147. Chemical shift predictions
have been only partially successful, and there are indications that the C-terminal
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segment of Sos remains over-restrained. Given that the simulation is short on the
absolute scale, these observations should not be over-interpreted; because of the high
computational cost, we have not attempted to extend this AMOEBA trajectory.
Aside from these tests, we also tried to apply the so-called MDEC (molecular
dynamics in electronic continuum) model485–487. This model focuses on electrostatic
interactions involving ionized side chains, which allows modeling the polarization
effect in MD simulations in an implicit fashion. In all conventional force fields, ionized
side chains are assigned a net charge of +1 or −1 and their electrostatic interactions
are calculated accordingly. The MDEC model, however, argues that this approach
fails to take into consideration the effect of electronic dielectric screening. To remedy
this defect, this model suggests to scale the respective point charges with the factor
of α = 1/
√
εel, where the electronic (high-frequency) dielectric constant for a protein
in aqueous solution is estimated to be εel ' 2. We have implemented the MDEC
strategy in the Amber ff99SB force field and subsequently recorded a number of trial
trajectories with different settings of α. The best results were obtained for α = 0.9,
which is significantly different from the prescribed value (α ' 0.7). The MDEC
approach is admittedly empirical: a rigorous implementation of this concept would
require consistent reparametrization of all force field parameters487. The rescaling
of side-chain point charges should have an effect on many aspects of the system,
including side-chain solvation, in a manner that is not easily predictable. Therefore,
we abandoned this strategy in favor of a more targeted approach to fine-tune salt
bridge interactions for Sos:wtSH3 complex.
4.4.1.3 Fine-tuning Salt Bridge Interactions for Amber ff99SB*-ILDN Force Field
The interaction between two charged atoms is quantum mechanical in nature.
When the two atoms are far apart, the interaction energy can be well approximated
by the classical Coulomb’s law. In contrast, when they approach each other such that
the electron clouds start to overlap, the interaction becomes much more complex.
In particular, there is an effect of induced polarization that gives rise to attractive
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dispersion forces; at short distances, there is also a strong repulsive force due to
Pauli interaction. In classical molecular dynamics, all deviations from the standard
Coulomb’s law are empirically modeled by the Lennard–Jones (LJ) potential (see
Equation (4.4)). For the pair of atoms indexed i and j, the potential is defined by
two parameters: the interatomic distance at which the LJ energy is at its minimum,
rij0 , and the depth of the corresponding energy well, ε
ij. After the atomic charges are
set, the LJ parameters determine how close the two atoms can approach each other
and are thus strongly related to the magnitude of their optimal interaction energy.
In conventional MD force fields, the pairwise LJ parameters are normally deter-
mined by simple combination rules. In particular, each atom type is assigned a van
der Waals radius, and the sum of the two radii for any two atoms is taken to be the
distance rij0 for this particular pair. It has been increasingly recognized, however,
that in certain cases the simple combination rules require additional fine-tuning to
reproduce the desired interatomic interactions. For example, a slight increase in rij0
between Na+ (K+) and Cl− (over the default value derived from the standard com-
bination rule) made it possible to correct for the otherwise excessive ion pairing in
the simulations of simple electrolytes488. The LJ parameters for the cation–carbonyl
oxygen pairs have also been refined to better reproduce the energetics of K+ ions
in a protein channel489. Similarly, a small adjustment in rij0 has been used to avoid
excessively strong binding of the cations to the negatively charged lipid headgroups,
leading to an excellent agreement with experimental data205. The same approach
has been employed to fine-tune the interactions between various metal ions and DNA
phosphates, thus avoiding clustering artifacts in the DNA simulations490. Other very
recent examples include interaction of Mg2+ with di- and triphosphate nucleotides491,
as well as interaction between Ca2+ and acetate (viewed as an analogue of Asp and
Glu side chains)207. Finally, pairwise-specific LJ parameters have been implemented
for aqueous solutions of alkanes, alcohols, and ethers in the CHARMM Drude po-
larizable force field, leading to accurate values of the corresponding hydration free
energies204.
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Here we use this philosophy to correct for the effect of overstabilized Arg–Asp/Glu
salt bridges in Amber ff99SB*-ILDN simulations. Toward this end, a number of trial
trajectories have been recorded where the Lennard–Jones r0 distance for N
η–Oδ/ε pairs
has been rescaled. Specifically, we have tested scaling factors λ = 1.01, 1.02, 1.03,
1.04, 1.05, 1.10, 1.15 and 1.20. In each case, the MD data have been processed along
the same lines as shown above (Figures 4.10–4.12). Unsurprisingly, large corrections
to r0 led to dramatic attenuation of salt bridges. A good indicator is the native
salt bridge between R7 and D150, which is observed in the X-ray structure 1CKB.
This salt bridge is present for 86% of the time in the original simulation, λ = 1.00
(trajectory length 3.06 µs), 70% of the time in the altered simulation with λ = 1.03
(3.2 µs), 24% of the time in the altered simulation with λ = 1.05 (0.8 µs), and is
completely lost in the simulations with λ = 1.10 or higher. This result, as well as
direct comparison of the simulated and experimental 15N relaxation rates and binding
shifts, led us to identify λ = 1.03 as the optimal scaling factor. While this is clearly
an ad hoc choice, we find that such strategy could also produce better agreement
between MD simulation results and experimental data for the encounter complex
Sos·dmSH3 formed by double-mutant c-Crk N-SH3 (shown in later sections), which
provides as independent validation for such MD force field modification strategy.
It is worth noting that LJ distance parameters have been reoptimized together
with partial charges in the new Amber force field ff13α. In particular, the r0 distance
for Nη–Oδ/ε pairs increased by 6%492. This new force field remains a work in progress:
in its current state, Amber ff13α still shows a tendency to significantly overestimate
the strength of salt bridge interactions424. Besides, another latest version of Amber
force field ff14ipq also suggests that LJ parameters should be fine-tuned for each
specific MD simulation as a general routine493, therefore it is clear that any solution
to this problem is likely to involve the Lennard–Jones parameters.
Finally, it is worth mentioning that MD simulations of proteins using implicit
solvent are also faced with the problem of overstabilized salt bridges. This problem has
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been solved by adjusting the Born radii of the atoms that form the salt bridge494–496.
Conceptually, this approach is similar to that described above.
4.4.1.4 Simulation of Sos:wtSH3 Using Modified Version of Amber ff99SB*-ILDN
The calibration of Lennard–Jones parameters for Nη–Oδ/ε pairs, as discussed in
the previous section, favors the distance rij0 that is 3% longer compared to the original
setting. The new rij0 value has been coded into the ff99SB*-ILDN force field, thus
overriding the standard combination rule for these particular off-diagonal LJ terms.
Using the amended force field, we have recorded a 3.20 µs trajectory of Sos:wtSH3
beginning from the crystal coordinates. In what follows, this simulation is referred to
as MD(wt-xray, λ = 1.03) according to the choice of scaling factor λ. Aside from the
change in the force field, all other details of the MD protocol were exactly the same
as in the original 3.06 µs trajectory, MD(wt-xray, λ = 1.00). The new simulation is
analyzed using the same format as before; the results are shown in Figures 4.13–4.15.
Figure 4.13. Position of the peptide Sos on the surface of wtSH3 according
to the data from the 3.20 µs simulation using the modified force field,
MD(wt-xray, λ = 1.03). The plotting conventions are the same as in
Figure 4.10.
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Figure 4.13 illustrates the fluctuations of the Sos peptide when attached to the
canonical binding site on the surface of wtSH3. Gold and blue spheres in the graph
represent the centers of mass of the hydrophobic N-terminal segment of Sos and the
arginine-rich C-terminal segment, respectively. The results are rather similar to those
previously obtained from the conventional simulation (cf. Figure 4.10), although one
can also notice certain differences. In the new trajectory, the hydrophobic portion of
Sos is somewhat better localized in the binding site. The scatter of the gold spheres
in Figure 4.13 corresponds to a temperature factor of 31 A˚2, which is slightly lower
than the previously obtained value of 35 A˚2. At the same time, the arginine-rich
portion of the peptide acquires a somewhat greater degree of motional freedom, 229
A˚2 vs 209 A˚2.
These observations lead us to conclude that there is a certain amount of strain
in the Sos:wtSH3 complex. Specifically, formation of strong salt bridges by the C-
terminal portion of Sos has a certain destabilizing effect on the binding of the N-
terminal portion of Sos. Conversely, weakening of the salt bridges in the λ = 1.03
simulation creates conditions for tighter binding of the N-terminal segment. This
kind of behavior is also manifested in Figures 4.11A and 4.14A. Shown in these
graphs is the rmsd trace of the Sos peptide, calculated for the structured portion of
Sos (those atoms for which the crystallographic coordinates are available). The graph
from MD(wt-xray, λ = 1.03) simulation clearly displays less dynamic fluctuations: in
particular, there are no large-amplitude long-lived fluctuations such as those observed
in the MD(wt-xray, λ = 1.00) trajectory. The average Sos rmsd in the new simulation
is 2.1 A˚, somewhat lower than that registered previously, 2.3 A˚. Hence, reducing
the strength of salt bridges appears to enhance peptide binding, which is associated
primarily with the well-structured N-terminal portion of the peptide.
An interesting picture emerges from these observations. The electrostatic attrac-
tion associated with Arg–Glu/Asp pairing pulls the peptide towards its target, thus
efficiently increasing the kon rate. However, once the peptide is bound the same
electrostatic interactions involving the C-terminal portion of Sos may no longer be
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Figure 4.14. rmsd, hydrogen bond and salt bridge properties as calcu-
lated from the 3.20 µs MD(wt-xray, λ = 1.03) trajectory. (A) rmsd of
the peptide atomic coordinates relative to the crystallographic structure
1CKB. (B) Peptide–protein hydrogen bonds and (C) salt bridges in the
same Sos:wtSH3 trajectory. All conventions are the same as in Figure
4.11.
conducive to binding because these interactions are not necessarily compatible with
hydrophobic contacts and hydrogen bonds formed by the N-terminal portion of the
peptide. In other words, the propensity to form salt bridges may cause an increase
in ku (see Figure 4.1), thus slightly degrading the binding affinity. This highlights
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the dual role of electrostatic interactions in the context of peptide binding: they
are responsible for dramatic gains in the on rate, but they may also have a certain
destabilizing effect on the bound state.
The traces shown in panels B and C of Figure 4.14 illustrate the time dependence of
hydrogen bonds and salt bridges connecting Sos and wtSH3 throughout the course of
the MD(wt-xray, λ = 1.03) simulation. Obviously, the propensity of the C-terminal
tail to form salt bridges is greatly diminished. On average, at any given point in
time, the C-terminus forms 2.3 salt bridges. This is a 2-fold decrease compared
to the original simulation, where the corresponding number was 4.3. At the same
time, the hydrogen bond contacts are somewhat strengthened, 2.1 in the altered
simulation versus 1.7 in the original simulation. As already discussed above, the
reduced propensity to form salt bridges removes some of the steric strain, which, in
turn, leads to better hydrogen bonding.
Another way of looking at it would be to determine the number of contacts formed
by the structured portion of the peptide (for which the crystallographic coordinates
are available) and the remaining unstructured segment. For the structured portion
of Sos, the average number of contacts is 3.0 as determined from the MD(wt-xray,
λ = 1.03) trajectory. This includes the native salt bridge R7–D150, which is largely
preserved in the new simulation, see Figure 4.14C. The result is quite similar to
the one obtained from the original trajectory MD(wt-xray, λ = 1.00), where the
average number of contacts is found to be 3.1. At the same time, the data from
the unstructured portion of Sos display some significant differences. The altered MD
simulation predicts, on average, 1.3 contacts in this area (salt bridges as well as
hydrogen bonds), whereas the original trajectory predicts 2.9 such contacts.
Similar conclusions can be drawn from the analysis of the solvent accessible surface
areas. Considering the N-terminal segment of Sos, the average buried surface area is
essentially the same in the two simulations, 546 and 544 A˚2. At the same time, there
is a significant difference in how the C-terminal segment is packed against the protein
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surface—the packing is less tight in the modified simulation protocol, 439 A˚2 vs 574
A˚2.






























































































Figure 4.15. Comparison of the experimental (red) and simulated (blue)
15N relaxation parameters and 1H,15N binding shifts for the Sos peptide
in complex with wtSH3 based on MD(wt-xray, λ = 1.03) trajectory. The
MD(wt-xray, λ = 1.03) simulation uses the modified version of the Amber
ff99SB*-ILDN force field in which the strength of salt bridge interactions
involving Arg and Glu/Asp side chains has been adjusted.
Finally, the most important element of the validation scheme is the direct compari-
son between the MD-derived NMR parameters and the experimentally measured data
(Figure 4.15). A brief survey of these results indicates a big improvement compared
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to the standard implementation of molecular dynamics (Figure 4.12). In particular,
the relaxation rates of the backbone amide groups belonging to residues R9 and R10
are now in perfect agreement with the experiment. The arginine side-chain results
for residues R8 and R9/R10 are also greatly improved. Furthermore, there is also a
noticeable improvement in binding shifts: specifically, the large shift experienced by
1HN from residue R8 is now successfully reproduced by the MD-based calculations.
At the same time, for those sites that belong to the well-structured portion of the
peptide, e.g., V4, the level of agreement between the simulations and experiment
remains unchanged (cf. Figures 4.12 and 4.15).
The structure and dynamics basis for the improvement observed in Figure 4.15
can be well understood through the dipolar correlation functions g(τ) underlying the
15N relaxation rates. The full complement of these correlation functions, for both
backbone and Arg side-chain sites in Sos, is shown in Figure 4.16. The plots in the
first and third columns show the correlation functions g(τ) computed to 80% of the
trajectory length. In each case, g(τ) are supposed to converge to a plateau, reflecting
the long-term averaging properties of the particular 1H–15N vector. Although the
convergence behavior is far from perfect, the data are generally sufficient to judge the
amount of disorder at each site. As far as we can tell, the plateau values derived from
MD(wt-xray, λ = 1.00) and MD(wt-xray, λ = 1.03) trajectories are similar within the
uncertainty associated with incomplete convergence (cf. blue and red curves, first and
third columns in Figure 4.16). Consider, for instance, the data for residues R9 and
R10. The backbone and side-chain correlation functions in R9 and R10 essentially
decay to zero. This means that in both trajectories the respective proton–nitrogen
vectors experience complete orientational averaging.
The observations concerning the plateaus of the correlation functions (i.e., the
order parameters) lead us to conclude that the amplitudes of internal motions in
MD(wt-xray, λ = 1.00) and MD(wt-xray, λ = 1.03) trajectories are actually similar.
This conclusion agrees with the analysis illustrated in Figures 4.10 and 4.13, where
the differences between the two trajectories are relatively minor. Therefore, it is not
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Figure 4.16. 1H–15N dipolar correlation functions g(τ) for backbone and
arginine side-chain sites in Sos as extracted from MD(wt-xray, λ = 1.00)
and MD(wt-xray, λ = 1.03) trajectories of Sos:wtSH3 (blue and red
curves, respectively). The correlation functions have been calculated to
80% of the trajectory length. The expanded view of the initial portion
of g(τ), which is relevant for spin relaxation, is shown in the second and
fourth columns.
the motional amplitudes that cause the differences in the simulated 15N relaxation
rates. Rather, it is the time scale of internal dynamics that plays the key role. The
panels in the second and fourth columns of Figure 4.16 illustrate the expansion of
the simulated correlation functions to 30 ns. This is the time interval that is relevant
for spin relaxation in the Sos:wtSH3 complex where the tumbling time is τR = 7 ns.
From these expansion plots, it is obvious that the internal dynamics in Sos is faster in
the altered MD(wt-xray, λ = 1.03) simulation than it is in the original MD(wt-xray,
λ = 1.00) simulation. This observation is relevant for C-terminal residues, R8–R10;
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the effect is particularly striking for arginine side-chain sites (fourth column in Figure
4.16).
The analysis described above suggests the following picture of the simulated Sos
dynamics. In the MD(wt-xray, λ = 1.00) trajectory, the C-terminal segment of Sos
samples different conformations, where it often becomes trapped for extended periods
of time because of the overstabilized salt bridges. In contrast, in the MD(wt-xray,
λ = 1.03) simulation, Sos tends to interconvert between different conformations more
rapidly. Consequently, this model is more successful in reproducing the experimental
15N relaxation rates.
Finally, valuable insight into internal dynamics can be obtained from relaxation
data collected at multiple magnetic field strengths. With this goal in mind, we have
measured the 15N relaxation in Sos:wtSH3 also at 500 MHz field strength. The
experimental results are summarized in the left column of Figure 4.17, where solid
and dashed lines represent 600 and 500 MHz data, respectively. The right column
shows the equivalent data calculated on the basis of the MD(wt-xray, λ = 1.03)
trajectory. Insofar as the field dependence is concerned, the agreement between the
experiment and the simulation is very convincing. For relatively rigid sites such as
V4, the outcome is dictated mainly by the overall tumbling time, τR = 7 ns. However,
in the case of flexible residues such as R10, the results reflect a shorter correlation
time, corresponding to the internal peptide dynamics (cf., for example, panels D and
H in Figure 4.17).
4.4.1.5 Simulations of the Binding Process Between Sos and wtSH3
It has been shown in some earlier study that it is possible to use MD simulations
in explicit solvent to reproduce peptide binding in a system that is very similar
to Sos:wtSH3198. Here we set out to reinvestigate this problem using the modified
ff99SB*-ILDN force field (λ = 1.03) and significantly longer simulations. For this
purpose, we have implemented a special protocol to select the initial conformation of
the peptide randomly from a 2.1 µs trajectory of free Sos. The peptide was then placed
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Figure 4.17. Experimental and simulated backbone 15N relaxation rates
in the Sos peptide bound to wtSH3 at 600 and 500 MHz spectrometer
frequencies (solid and dashed lines, respectively). The simulated results
are from the MD(wt-xray, λ = 1.03) trajectory.
at a certain distance from the surface of the protein (∼ 15 A˚ considering the distance
from the center of mass of Sos to the surface of wtSH3). The initial orientation of
Sos was assigned randomly. The resulting system was used to construct a water box,
allowing for a generous amount of water. Illustrated in Figure 4.18A is the initial
setup that has been used to record one of the MD(rand, λ = 1.03) trajectories. Along
with the single simulated wtSH3 molecule, the graph also shows three periodic images
of wtSH3. This representation makes it possible to appreciate the amount of water
in the system (the empty space in the graph is filled with TIP3P water). In this
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particular trajectory, the effective concentration of the protein is 7.8 mM, which is
not too far from the experimentally accessible concentrations (up to 4 mM in our
experimental measurements, see Table 4.1). Consequently, there is enough room in
this simulation for the Sos peptide to fully explore the conformational space available
to it, without being squeezed by the protein molecules.
Figure 4.18. (A) Initial placement of the peptide and the protein in the
2.28 µs MD(wt-rand, λ = 1.03) trajectory. (B) rmsd of the peptide atomic
coordinates relative to the crystallographic structure 1CKB.
Using this type of procedure, we have recorded thirty MD trajectories in order to
model the binding process of Sos to wtSH3, and those MD trajectories have length
ranging from 20 to 265 ns. In nine of these trajectories the Sos peptide and wtSH3
formed a complex that was found to be very similar, although not identical, to the
crystal structure 1CKB. Of these nine trajectories, we have selected one that was
subsequently extended to 2.28 µs. This trajectory, termed MD(wt-rand, λ = 1.03),
was used to simulate the NMR observables, which were subsequently compared with
the experimental values.
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In the starting frame of the MD(wt-rand, λ = 1.03) trajectory, the Sos peptide
is sufficiently far removed from the surface of wtSH3 (see Figure 4.18). Initially, the
displacement of the Sos peptide (i.e., rmsd relative to the coordinates of the bound
Sos as found in the crystal structure 1CKB) amounts to 17.6 A˚. As the Sos·wtSH3
encounter complex is formed, the rmsd drops rapidly to ∼ 8 A˚. The first salt bridge,
R8–E167, is observed already after 4 ns. However, this turns out to be a transient
interaction that immediately dissipates and subsequently makes only a few brief ap-
pearances throughout the trajectory. It is not before 45 ns that the two salt bridges
are established in a sufficiently stable manner, R8–D150 and R8–D147. Both of these
salt bridges are non-native. The resulting conformational state deserves a brief discus-
sion. The pose of the peptide at this point generally resembles the binding pose found
in 1CKB. In particular, the N-terminal portion of Sos hovers over the hydrophobic
grooves where it is supposed to bind. However, the conformation of the peptide is not
conducive to binding (there is a certain amount of twist): the peptide lies high above
the surface of the protein and fails to form two signature hydrogen bonds, P2–Y186
and P5–W169. The hydrophobic buried surface area remains relatively small, and
the peptide occasionally swings away from the surface of wtSH3, which causes the
large spikes in the initial portion of the graph in Figure 4.18B.
After some time, this labile state is transformed into a bona fide complex. At
around 270 ns, several conformational transitions take place, proline rings P2 and
P5 slide into the shallow hydrophobic grooves on the surface of wtSH3, and the
native hydrogen bonds P2–Y186 and P5–W169 are established. At around 290 ns,
the (weak) native salt bridge R7–E149 is formed. At 320 ns, the non-native salt
bridge R8–D150 is dissolved and replaced with the native salt bridge R7–D150. As
a result of these transformations, by 340 ns the coordinate rmsd of the Sos peptide
drops to 1.3 A˚. However, large fluctuations continue to occur until 550 ns when the
complex is stabilized by the hydrogen bond between the R8 amide group and the E166
side chain, as well as certain additional salt bridges. After that, the peptide mostly
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remains within 2 A˚ of the crystallographic structure, although it still experiences
substantial fluctuations involving the rearrangements of the C-terminal tail.






























































































Figure 4.19. Comparison of the experimental (red) and simulated (blue)
15N relaxation parameters and 1H,15N binding shifts for the Sos peptide
in complex with wtSH3 based on MD(wt-rand, λ = 1.03) trajectory.
The 2.28 µs simulation MD(wt-rand, λ = 1.03) starts from the random
placement of the peptide, and it uses the modified version of the Amber
ff99SB*-ILDN force field in which the strength of salt bridge interactions
involving Arg and Glu/Asp side chains has been adjusted.
The MD(wt-rand, λ = 1.03) trajectory has also been utilized to calculate 15N re-
laxation parameters and binding shifts ∆δSos to compare with experimental data. For
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this purpose, we have chosen the portion of the trajectory that begins at 400 ns (the
point at which the Sos:wtSH3 complex is fully formed). The results are presented in
Figure 4.19. Briefly, they are virtually identical to those shown in Figure 4.15 with one
exception—backbone shifts of residue R8 are significantly smaller than those observed
experimentally (and those predicted based on the MD(wt-xray, λ = 1.03) trajectory).
This deviation is caused by effective weakening of the hydrogen bond between R8 and
the side chain of E166. In the selected time interval from 400 to 2280 ns, this hydro-
gen bond is identified in only 35% of all frames. By comparison, in the MD(wt-xray,
λ = 1.03) trajectory, this proportion reaches 50%. Most likely, the difference can
be attributed to the less-than-perfect convergence of the MD analyses. As already
indicated, 2–3 µs simulations are sufficient to reliably reproduce 15N relaxation rates,
but not necessarily the binding shifts. However, in principle, we cannot rule out
another possibility. It is conceivable that formation of the Sos:wtSH3 complex has
not been fully completed in the 2.28 µs MD(wt-rand, λ = 1.03) simulation. Indeed,
there are certain systematic differences between MD(wt-rand, λ = 1.03) and MD(wt-
xray, λ = 1.03) trajectories—for example, the former features three intermittent salt
bridges involving D147 that are virtually absent in the latter.
Finally, it is worthwhile to discuss the characteristic time scales as seen in the
MD(rand, λ = 1.03) simulation. Using the values of kON and kOFF experimentally
determined in this study and the effective concentration of wtSH3 in the MD simula-
tion, it can be estimated that the Sos:wtSH3 complex should be formed with a time
constant of ∼ 100 ns and dissolve with a time constant of ∼ 500 µs. These estimates
are consistent with the actual simulation, in which the final complex is formed after
∼ 400 ns and the peptide never becomes separated from the protein over the entire
duration of the MD trajectory. Note that we have been successful in observing the
peptide binding only due to electrostatic interactions—diffusion-limited binding is
much slower and thus most likely cannot be reproduced in the relatively short MD
simulations.
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4.4.2 Results about Sos·dmSH3 Electrostatic Encounter Eomplex
The MD simulations for Sos·dmSH3 electrostatic encounter complex have been
carried out with both original and modified versions of Amber ff99SB*-ILDN force
fields. The main results are based on the following three MD trajectories:
(i) The 6.0 µs trajectory of Sos:dmSH3 starting from the crystallographic coor-
dinates 1CKB recorded with the standard Amber ff99SB*-ILDN force field,
λ = 1.00. This trajectory is termed MD(dm-xray, λ = 1.00).
(ii) The 6.0 µs trajectory of Sos:dmSH3 starting from the crystallographic co-
ordinates 1CKB recorded with the altered Amber ff99SB*-ILDN force field,
λ = 1.03. This trajectory is termed MD(dm-xray, λ = 1.03).
(iii) The 6.0 µs trajectory that represents the binding of Sos to dmSH3 starting
from a random configuration. This trajectory has been recorded using the
altered Amber ff99SB*-ILDN force field, λ = 1.03, and is termed MD(dm-
rand, λ = 1.03).
4.4.2.1 Simulation of Sos·dmSH3 using Amber ff99SB*-ILDN
The MD simulation for Sos·dmSH3 complex has been carried out with the original
Amber ff99SB*-ILDN force field, still using X-ray structure (PDB 1CKB) as the initial
conformation. All parameters used for MD simulations such as the choice of water
model and the size of water box were the same as those used for recording MD(wt-
xray, λ = 1.00) trajectory. This MD trajectory has been extended to 6.0 µs. 15N
relaxation parameters and binding shifts of Sos peptide ∆δSos have been calculated
from this MD trajectory to compare with experimental data.
The center-of-mass distribution of Sos peptide around dmSH3 generated from this
MD trajectory is shown in Figure 4.20. By comparing center-of-mass distributions
obtained from Sos·dmSH3 and Sos:wtSH3 (Figures 4.20 and 4.10), it is quite clear
that Sos peptide within Sos·dmSH3 complex should behave much more flexible than
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Figure 4.20. Position of the peptide Sos on the surface of dmSH3 according
to the data from the 6.0 µs simulation MD(dm-xray, λ = 1.00). The
plotting conventions are the same as used in Figure 4.10, except for using
2 ns sampling interval for MD frames.
within Sos:wtSH3 complex. The N-terminal portion of Sos peptide frequently jumps
outside the binding pocket of dmSH3, which is mainly due to weakened binding
affinity caused by introduced mutations, and such behavior has never been observed
on MD trajectories from Sos:wtSH3 complex. It can also be recognized that Sos
peptide still stays around the original binding interface most of the time, it only
occasionally shows up at some other sites around the surface of dmSH3.
The comparison between MD simulation and NMR experimental results are shown
in Figure 4.21, the agreement between the two datasets is not satisfactory. The main
problem is similar to the case of simulating Sos:wtSH3—several residues show much
elevated 15N relaxation parameters (such as R2, ηxy and NOE) than experimental
data, which strongly suggests that the motional freedom of Sos peptide is still too
much restricted in this MD trajectory. In previous studies about Sos:wtSH3, the
problem caused by overestimated electrostatic interactions (i.e., salt bridges) has
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Figure 4.21. Comparison of the experimental (red) and simulated (blue)
15N relaxation parameters and 1H,15N binding shifts for the Sos peptide
in complex with dmSH3 based on MD(dm-xray, λ = 1.00) trajectory.
Simulation MD(dm-xray, λ = 1.00) uses the original Amber ff99SB*-
ILDN force field and starts from the crystallographic coordinates 1CKB.
been resolved by applying modified Amber ff99SB*-ILDN force field, therefore such
strategy could also help to overcome the issue encountered for simulating Sos·dmSH3.
4.4.2.2 Simulation of Sos·dmSH3 Using Modified Version of Amber ff99SB*-ILDN
The MD simulation for Sos·dmSH3 complex with modified Amber ff99SB*-ILDN
force field has been carried out with X-ray structure as initial conformation. The
modified version of Amber force field still applies λ = 1.03 to adjust LJ parameters
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(i.e., the equilibrium distance σ) on specific atom pairs based on results from studying
Sos:wtSH3 complex. All other parameters are the same as used for recording MD(dm-
xray, λ = 1.00) trajectory, this MD trajectory MD(dm-xray, λ = 1.03) has also been
extended to 6.0 µs.
Figure 4.22. Position of the peptide Sos on the surface of dmSH3 according
to the data from the 6.0 µs simulation MD(dm-xray, λ = 1.03). The
plotting conventions are the same as used in Figure 4.20.
The behavior of Sos peptide in this MD trajectory can be recognized from the
center-of-mass distribution plot (Figure 4.22). By comparing Figure 4.22 and Figure
4.20, it is easy to see that Sos peptide in MD(dm-xray, λ = 1.03) trajectory be-
haves much more flexible than in MD(dm-xray, λ = 1.00) trajectory—both N- and
C-terminal portions produce even larger center-of-mass distributions, besides, Sos
peptide also spends more time on some other binding sites other than the original
X-ray binding site, therefore this encounter complex exists as a heterogeneous confor-
mational ensemble. Such structural features have also been observed on some other
well-studied encounter complexes, such as cytochrome c and cytochrome c peroxi-
dase145. The large mobility of Sos peptide within electrostatic encounter complex is
necessary to ensure that it can perform complete conformational search in order to
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find the correct final binding site. Figure 4.22 also indicates that the center-of-mass
of Sos peptide still locates near the X-ray binding site most of the time, therefore
the conformational search is not completely random, but it still prefers those con-
formations that are more likely to form the correct final binding pose. This feature
also agrees with results as obtained from the reverse titration experiment, which also
suggests that Sos peptide interacts with dmSH3 near the X-ray binding site mostly.






























































































Figure 4.23. Comparison of the experimental (red) and simulated (blue)
15N relaxation parameters and 1H,15N binding shifts for the Sos peptide
in complex with dmSH3 based on MD(dm-xray, λ = 1.03) trajectory.
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The comparison of 15N relaxation parameters and binding shifts ∆δSos for Sos
peptide between MD simulation and experimental results are shown in Figure 4.23.
The agreement is much better than obtained from the original Amber force field
(Figure 4.21), specifically, 15N relaxation parameters such as R2, ηxy and NOE are
much closer to experimental data, which is mainly due to the larger mobility of Sos
peptide within this MD trajectory. Since MD(dm-xray, λ = 1.00) and MD(dm-xray,
λ = 1.03) only differ on LJ parameters for specific atomic pairs within Arg–Asp/Glu
residue pairs, it indicates that those LJ parameters are crucial for correctly modeling
the behavior of Sos·dmSH3 encounter complex, although such modification is quite
subtle (i.e., from λ = 1.00 to λ = 1.03). The fact that modified Amber ff99SB*-
ILDN force field (λ = 1.03) produces better agreement with experimental data for
both Sos:wtSH3 and Sos·dmSH3 complexes indicates that such modification is likely
to be universal and it should also be applied for simulating other similar systems.
However, the determination of more accurate rescaling parameter λ may still require
further rounds of MD force field optimizations, based on more systematic force field
refinement strategy.
During the MD(dm-xray, λ = 1.03) trajectory, Sos peptide frequently jumps be-
tween different binding sites on dmSH3 (sometimes it flies away from dmSH3), which
induces the large conformational heterogeneity of this complex. Such feature basically
agrees with experimentally determined koff (∼ 3× 105 s−1), which indicates that the
average lifetime of Sos·dmSH3 complex is ∼ 3 µs, therefore it is possible to observe
multiple dissociation events from ∼µs timescale MD simulations, and this cannot be
achieved for Sos:wtSH3 due to the much lower koff . Whenever Sos peptide dissociates
from dmSH3, it always quickly re-associates with the original copy or another peri-
odic image of dmSH3 due to strong electrostatic attraction forces. Therefore during
the whole length of 6.0 µs MD(dm-xray, λ = 1.03) trajectory, Sos peptide is in un-
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bound state only for a very small fraction of time (< 1%), such that the original 15N
relaxation parameter calculation strategy for Sos peptide should still remain valid.
4.4.2.3 Simulation of Sos·dmSH3 with Different Initial Conformations
Although MD simulation results from MD(dm-xray, λ = 1.03) trajectory are in
good agreement with experimental data, since Sos peptide displays large amount of
motional freedom, it is worth considering the effects of using different initial con-
formations. The most ideal case is that the same results can always be reproduced
and are close to experimental data, such that the correct behavior of encounter com-
plexes can always be captured with any choice of initial conformation. In order to
investigate that we have recorded another ten MD trajectories with Sos peptide ran-
domly placed around dmSH3. It turns out that the behavior of Sos peptide as well as
simulated 15N relaxation parameters show large variations among different MD tra-
jectories, even though each MD trajectory has been extended to at least ∼ 1 µs. In
certain MD trajectories, Sos peptide behaves too rigid and get trapped at one single
binding site, therefore it cannot produce 15N relaxation parameters in good agree-
ment with experimental data. In some other MD trajectories, Sos peptide dissociates
from and re-associates with dmSH3 too frequently, therefore it displays too much
flexibility such that cannot produce results close to experiments either. Among all
MD trajectories have been recorded, only two or three show similar properties with
MD(dm-xray, λ = 1.03) trajectory. One of those MD trajectories has been extended
to 6.0 µs for further analysis, which is termed MD(dm-rand, λ = 1.03).
The center-of-mass distribution of Sos peptide around dmSH3 as obtained from
MD(dm-rand, λ = 1.03) trajectory is shown in Figure 4.24, which displays much
similar property as from MD(dm-xray, λ = 1.03) trajectory (Figure 4.22): the center-
of-mass distribution of Sos peptide covers large fraction of dmSH3 surface area, and
still those positions near the X-ray binding site are more preferred. Besides, 15N
relaxation parameters and binding shifts of Sos peptide ∆δSos calculated from this
MD trajectory also show good agreement with experimental data (Figure 4.25).
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Figure 4.24. Position of the peptide Sos on the surface of dmSH3 according
to the data from the 6.0 µs simulation MD(dm-rand, λ = 1.03). The
plotting conventions are the same as used in Figure 4.20.
Even though the properties of Sos·dmSH3 encounter complex have been well cap-
tured by both MD(dm-xray, λ = 1.03) and MD(dm-rand, λ = 1.03) trajectories,
based on results from all the MD trajectories have been recorded, it should still be
concluded that the convergence issue still exists and there is no guarantee that the
behaviors of encounter complex can always be correctly modeled with any choice of
initial conformation. The convergence issue also commonly exists for many other
MD simulation studies, the fact that distinct properties are observed from different
MD trajectories usually indicates that different regions of the conformational space
have been sampled. In the case of Sos·dmSH3 encounter complex, since Sos peptide
displays large amount of motional freedom, the complete conformational space corre-
sponding to this complex should be quite large (at least much larger than Sos:wtSH3),
therefore it is still difficult to achieve complete conformational sampling even with
∼µs timescale MD simulations. Although different types of advanced conformational
sampling methods have been developed for overcoming such issues, they usually pro-
duce MD trajectories that are not realistic such that cannot be used to calculate
experimental parameters such as 15N relaxation data. It can be expected that it
should be possible to achieve near-complete conformational sampling based on one
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Figure 4.25. Comparison of the experimental (red) and simulated (blue)
15N relaxation parameters and 1H,15N binding shifts for the Sos peptide
in complex with dmSH3 based on MD(dm-rand, λ = 1.03) trajectory.
ultralong MD trajectory, although nowadays it is still difficult to record ∼ms timescale
MD trajectories in a routine fashion, in future this might be possible with even better
computer hardwares and MD programs. There is still another issue concerning about
the quality of MD force field itself: one important lesson has been learned from this
study is that once MD trajectory has reached very long, even a small imperfection in
MD force field may results in large discrepancy with experimental data. Therefore it
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is still essential to further optimize most existing MD force fields and improve their
qualities.
4.5 Concluding Remarks
MD modeling combined with experimental NMR studies has been enormously
popular in the context of (modestly sized) globular proteins. Such combined studies
produced a wealth of information, greatly advancing our understanding of protein
dynamics and at the same time stimulating the development of force fields. However,
much of local dynamics in globular proteins is somewhat generic: for example, small-
amplitude fluctuations of peptide planes can be accurately predicted on the basis of
protein structure, thus to some degree obviating the need in specialized MD studies.
In contrast, intrinsically disordered proteins display a rich range of dynamic behaviors
that are uniquely suited for MD and NMR studies. Yet until recently the progress in
this area has been impeded by a lack of adequate computational resources. Indeed,
proper modeling of an IDP requires a very large water box to accommodate the more
extended protein conformations; it also requires a very long trajectory to sample the
vast conformational space available to an IDP. All of this has become possible only
with the advent of new computers and the suitably adapted MD algorithms.
In our study, we investigate the protein–peptide system that features a substantial
element of dynamic disorder. For example, in the MD(wt-rand, λ = 1.03) simulation,
we model the flexible 10-residue peptide, which moves in a stochastic fashion towards
its protein target and then forms a highly dynamic intermediate before making a
transition to the bona fide complex. Furthermore, even in the bound state, the
peptide retains a substantial amount of motional freedom, especially the C-terminal
residues. Although the presence of disorder in this system clearly raises the bar for
MD studies (in terms of both the simulation length and the size of the water box),
the simulation has been successful, reproducing the experimental NMR data with
near-quantitative accuracy. We envisage that in the near future this methodology
will progress from peptides to small disordered proteins and eventually to large IDPs,
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improving our understanding of many aspects of their function, including the disorder-
to-order transition upon binding to their folded targets.
In the first part of this study, we focus on the moderately high affinity (∼ 1 µM)
complex between Sos and wild-type SH3. Comparing the experimental data (specifi-
cally, 15N relaxation rates) with the results from the state-of-the-art Amber ff99SB*-
ILDN simulation, we have found that molecular dynamics overemphasizes salt bridge
interactions between the peptide and the protein. The tendency to misjudge the
strength of salt bridges appears to be a common affliction of modern fixed-charge
force fields.
To address this problem, we have devised a targeted correction involving the
Lennard–Jones potential between the charged moieties of the Arg and Asp/Glu side
chains. This is clearly an empirical solution: the proper way of approaching this
problem would be to systematically reparameterize the entire force field. Nevertheless,
there is little doubt that off-diagonal Lennard–Jones parameters associated with salt
bridges need to be reassessed in Amber ff99SB as well as many other widely used
MD force fields. In this sense, we have likely identified an important target for future
optimization of non-polarizable force fields.
The MD trajectory of Sos:wtSH3 recorded with the altered force field, Amber
ff99SB*-ILDN (λ = 1.03), showed good agreement with the experiment, specifically,
with respect to 15N relaxation rates and binding shifts (in the latter case, the outcome
is to some degree affected by convergence). As it turns out, weakening of the salt
bridges in the C-terminal portion of Sos strengthens the binding at the N-terminal
region. This implies that there is a certain amount of conflict between, on one hand,
the salt bridge interactions implicated in formation of the electrostatic encounter
complex and, on the other hand, hydrogen bonds and hydrophobic packing indicative
of the tight complex. In other words, the interactions associated with the electrostatic
encounter complex do not necessarily constitute a subset of the interactions found in
the fully formed complex. As it appears, the weakening of the salt bridges in the
λ = 1.03 simulation has an effect not so much on the amplitudes of motion of the
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C-terminal residues but on the respective correlation times. Compared to the original
simulation, the C-terminal tail visits the same conformations but does not remain in
these conformations for quite as long. Faster conformational exchange is reflected in
the spin relaxation rates, leading to improved agreement with the experiment.















































































Figure 4.26. Comparison of the experimental and simulated 15N relaxation
parameters for the Sos peptide in three different forms. The simulated
results are all based on the modified version of the Amber ff99SB*-ILDN
force field in which the strength of salt bridge interactions involving Arg
and Glu/Asp side chains has been adjusted (i.e., λ = 1.03). The MD
simulation results for Sos:wtSH3 and Sos·dmSH3 are both based on the
MD trajectories with X-ray initial structure.
In the second part of this study, we use the same approach to directly characterize
the system that mimics the electrostatic encounter complex. Specifically, we have
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designed the double mutant of c-Crk N-SH3 (Y186L/W169F) in which the binding of
the N-terminal portion of Sos is largely abrogated and the complex is held together
mainly by the salt bridges, thus resembling the electrostatic encounter complex. The
electrostatic encounter complex Sos·dmSH3 has also been successfully characterized
via NMR measurements and modeled with the help of the (modified) MD protocol.
The relaxation parameters for Sos peptide in three different forms are summarized in
Figure 4.26. It is quite clear that the three different dynamic states of Sos peptide can
be well distinguished based on 15N relaxation parameters, besides, our MD simulation
results based on modified Amber force field well reproduce all the experimental data.
Such combined MD and NMR approach can be utilized as a general strategy to
investigate structural and dynamic properties of many other electrostatic encounter
complexes that are involved with disordered proteins or peptides.
4.6 Materials and Methods
4.6.1 NMR Sample Preparation
4.6.1.1 Protein and Peptide Expression
A primer for producing c-Crk N-SH3 was designed in house using mouse cDNA
(GenBank accession number BC031149) and GST plasmid pGEX-4T-1. For the wild-
type protein wtSH3, the original cDNA was used without any modification. For
W169F/Y186L double-mutant dmSH3, it was constructed based on wtSH3 using
QuikChange Site-Directed Mutagenesis Kit. The protein was expressed and purified
as described previously497 to produce unlabeled, 15N-labeled, or 15N- and 13C-labeled
material. The 15N-labeled Sos peptide was bacterially expressed as a fusion construct
with a solubility tag protein, the GB1 domain from protein G498,499. The Sos sequence
was subcloned into GB1-containing plasmid GEV 2, with a single spacer residue
(Asp). Following the carefully optimized expression and purification procedure, GB1-
Sos was cleaved at the Asp-Pro site using a treatment with a 50% (v/v) solution of
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formic acid (24 h at 50 ◦C). The products were separated using reverse phase HPLC
with C18 column. The sample was concentrated using a lyophilizer or SpeedVac
apparatus; the buffer exchange was conducted over a period of at least 24 h using a
dialyzer device with a 0.5 kDa membrane cutoff. The yield from this procedure was
1–2 mg of 15N-labeled Sos from 1 L of M9 medium. Unlabeled Sos, as well as Sos
selectively labeled with 15N at the V4 position, was purchased commercially.
4.6.1.2 Sample Conditions
Unless otherwise indicated, most samples used in this work have been prepared
in a buffer containing 90% H2O/10% D2O, 20 mM phosphate, and 0.02% NaN3 (pH
6.0). The concentrations of the peptide and protein were determined using NMR-
based method500, which ensures an accuracy on the order of 3%. Specifically, the
intensities of isolated methyl resonances (V4 in Sos and V184 in c-Crk N-SH3) from
one-dimensional (1D) proton spectra were determined first then compared with the
external reference (10 mM sample of valine). For c-Crk N-SH3, the results were
consistent with the standard approach based on UV absorption by aromatic residues,




NMR measurements were conducted using a Varian Inova 600 MHz spectrometer
equipped with an HCN probe; additionally, 15N relaxation parameters were measured
using a Bruker Avance DRX 500 MHz spectrometer equipped with a TXI cryoprobe.
The backbone 15N relaxation measurements were conducted using updated versions of
the standard relaxation experiments135,338,501, including the corrected 15N–{1H} NOE
sequence304. 15N DD/CSA transverse cross-correlation rate ηxy has been measured
by means of the IPAP sequence60 with an added relaxation period with a length that
is a multiple of 1/1JNH
450. For arginine side-chain 15Nε relaxation measurements, 1D
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versions of the same experiments were used, with the nitrogen rf carrier set to 80 ppm.
The data have been processed using the NMRPipe suite of programs261, including
the autofit script, and Sparky. The three-dimensional HNCACB502 experiment was
carried out for 15N-,13C-labeled dmSH3 sample to confirm the assignment of dmSH3.
4.6.2.2 Spectral Assignments
The resonance assignments for wtSH3 was already available before this work503.
The resonance assignments for dmSH3 is largely based on the assignment of wtSH3,
since most peaks in 1H–15N HSQC spectra of these two proteins show good overlap,
except for those residues close to the mutation sites of W169F and Y186L. The assign-
ment for dmSH3 is based on results from the HNCACB experiment, which correlates
HN with Cα/Cβ atoms in the same and the previous amino acid residues502. This
experiment alone can already provide unambiguous assignment for dmSH3, there-
fore there is no need to perform any additional assignment experiments (such as
HN(CO)CACB).
The resonance assignment for backbone amides in Sos is obtained from standard
NOESY and TOCSY experiments performed on a 10 mM sample of unlabeled Sos504.
The assignment has been confirmed by solvent exchange data: at pH 7.0, the reso-
nances from R8 and R9 are broadened beyond detection, which is consistent with
expectations350. They were also confirmed using a home-written triple-resonance ex-
periment correlating 1Hε,15Nε spins with 1HN,15N spins of the subsequent residue.
The spectrum of the free peptide also contains a number of minor peaks arising from
the cis conformation of adjacent proline residues505; some of these minor peaks have
also been assigned. Four arginine 1Hε–15Nε correlations in the spectrum of the free Sos
peptide are overlapped, resulting in a single unresolved peak. Two of these resonances
become resolved and can be assigned in the complex with wtSH3. In the complex with
dmSH3 it produces two groups of peaks with similar intensity. 1Hη–15Nη correlations
were found to be severely broadened and have not been used.
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4.6.3 MD Smulations
4.6.3.1 MD Simulation Setup
The main series of MD simulations has been conducted using the Amber 11 pack-
age with the AMBER ff99SB force field201,451, including ILDN side-chain correction203
and backbone helical propensity correction202. The initial coordinates of the system
were generated using two different approaches.
In the first approach, the initial coordinates were based on the crystallographic
structure 1CKB197. The missing Sos residues R9 and R10 were added with random
conformation using the program MODELLER456. The SH3 domain was simulated
without three terminal residues, G132, S133, and R191, which were present in our
NMR sample. We also conducted control simulations, in which these three residues
were added to the crystallographic structure; the results proved to be unchanged.
In the second approach, the peptide was placed over the surface of the protein in
a random fashion. Specifically, in the crystal structure 1CKB, we defined a vector
connecting the centers of mass of SH3 and Sos. The length of this vector was doubled
from 12.6 to 25.2 A˚, and the obtained point was used to place the center of mass of the
Sos peptide. The initial conformation of peptide was chosen at random from a 2.1 µs
MD simulation of the free Sos. The initial orientation of Sos was assigned randomly.
Finally, a random rotation was applied to SH3 (the amplitude of this rotation was
normally distributed with a variance of 30◦).
All Glu and Asp residues in the SH3 domain were assumed to be deprotonated
under the conditions of our experimental study (pH 6.0). This is consistent with the
calculation employing the program PROPKA251 and the crystallographic structure
1CKB. These calculated pKa values are all sufficiently low (the highest value, 5.0,
is predicted for residue E149). To verify this result, we have prepared a sample of
Sos:wtSH3 with an elevated pH (7.0) where it is safe to assume that all Asp and
Glu side chains are deprotonated. We have found that the chemical shifts of Sos,
including 1Hη and 15Nη shifts, remain essentially unchanged in this sample. Therefore,
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we can conclude that Asp and Glu residues at the Sos binding interface are already
deprotonated at pH 6.0.
The protein–peptide system thus generated was solvated using the explicit TIP3P
solvent. A truncated octahedral water box was constructed such that the boundary
of the water box was at least 12 A˚ away from any of the peptide or protein atoms.
Given that the peptide is initially placed at considerable distance from the protein,
the resulting water box contains a generous amount of water. As a result, the effective
concentration of the protein in our simulations was relatively modest, 6–8 mM. This
is not too far from the experimental NMR concentration. The above description
mainly pertains to the setup with random placement of Sos. In the case when the
initial configuration was based on 1CKB, the water box with a 14 A˚ margin was used,
however, because the 1CKB complex is sufficiently compact, the water box proved
to be even smaller than those with random placement of Sos, corresponding to an
effective protein concentration 13–15 mM.
The hydrated system was neutralized by adding one Na+ ion (for the protein
missing R191) and subjected to energy minimization (1000 steps using harmonic
restraints with a force constant of 500 kcal mol−1A˚−2, followed by 1000 steps with
no restraints), then heated from 0 to 296 K, and equilibrated for 1 ns at 296 K. The
production-stage MD simulations were conducted at 296 K using the NPT ensemble.
During the simulations, all bonds involving hydrogen atoms were constrained using
the SHAKE algorithm. The nonbonded cutoff was set to 8 A˚. The integration step
was 2 fs, and the coordinates were stored every 1 ps. The simulations were conducted
using two GPU workstations, one equipped with four NVIDIA GeForce GTX480
cards and the other with four GTX580 cards. The production rate using the CUDA
version of the pmemd program was in the range from 30 to 60 ns per day per card
(depending on the size of the water box).
To adjust the strength of the salt bridge interactions in the Amber ff99SB*-ILDN
force field, we have implemented one change in the original force field. The Lennard–
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where ε is the well depth and r0 is the equilibrium distance. We have altered the
r0 pertaining only to certain specific atom pairs, namely the nitrogen–oxygen pairs
involving Nη atoms in Arg side chains and Oε/Oδ atoms in Glu/Asp side chains. The
original Amber-generated value of r0 for these atomic pairs has been multiplied by
a scaling factor λ. Because the GPU version of the Amber 11 pmemd program does
not use look-up tables, this was accomplished by making a simple modification to the
source code (kNLCPNE.h). This modification is not necessary for the latest version
of Amber 14 pmemd program (GPU version), which also handles the nonbonded LJ
energy term using look-up tables (similar to the CPU version of pmemd program).
4.6.3.2 MD Trajectories Processing and NMR Parameter Calculation
The MD trajectories were processed using in-house C++ package trjtool. The
companion package pytrj, programmed in Python, serves to calculate and plot various
relaxation parameters such as 15N relaxation rates.
To calculate chemical shifts, we have extracted every 10th frame from a given
trajectory, processed these frames using SHIFTX2 version 1.07461, and then aver-
aged the results. All computations were conducted using the SHIFTX+ module,
which deals with the conformational dependence of chemical shifts. To investigate
the effect of sampling, we repeated the calculations using all MD frames; the results
were found to be virtually identical. Our focus is on the differential chemical shifts,
∆δSos = δ
bound
Sos − δfreeSos , which are termed binding shifts. In the calculations, the δboundSos
component has been obtained from Sos:wtSH3 trajectories whereas δfreeSos has been
obtained from the simulation of the free Sos. The effect of weak self-association of
wtSH3 on ∆δSos is inconsequential and has been ignored in these calculations.
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To calculate the relaxation rates, all MD frames were aligned with the crystal-
lographic coordinates 1CKB by superimposing the protein coordinates based on Cα
atoms from the secondary structure regions. In this way only the protein coordi-
nates have been superimposed but the motion of the peptide relative to the pro-
tein surface is fully preserved. The overall tumbling of the Sos:wtSH3 complex was
then reintroduced using the experimentally determined correlation time, τR = 7.0 ns,
which already accounts for weak self-association effect determined based on wtSH3.
The autocorrelation functions have been computed for NH vectors using a sparse
nonuniform time grid as described previously506; they were subsequently fit with six-
exponential functions, multiplied by exp(−τ/τR), and then converted into spectral
densities and further into relaxation rates507. In the case of DD/CSA cross-correlated
cross-relaxation rate ηxy, the result was multiplied by P2(cos θ) assuming that the long
axis of the 15N CSA tensor makes an angle θ = 20◦ with the NH bond508. The length
of the NH bond was assumed to be 1.02 A˚, and the magnitude of the nitrogen chem-
ical shift anisotropy was taken to be −172 ppm. More details about 15N relaxation
parameter calculation from MD trajectories are included in Appendix D.
The in-house Python script has been employed to analyze the appearance of salt
bridges and hydrogen bonds in the MD trajectory. In the case of salt bridges, at least
one nitrogen atom from the Arg side chain has been required to fall within 4 A˚ of the
oxygen from the Glu/Asp side chain. In addition, the distance between the centroids
of the two charged groups should not exceed 5 A˚. This definition covers both high-
and medium-strength ion–ion contacts, which mainly play a stabilizing role509. In
the case of hydrogen bonds, we have required that the nitrogen–oxygen distance be
< 3.2 A˚ and the deviation from linearity not exceed 30◦ 510.
The solvent-accessible surface area was calculated with per frame basis using the
program POPS using the default parameter settings511.
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4.7 Major Contribution into This Thesis by Other Investigators
This work is equally contributed by Tairan Yuwen and Yi Xue. The idea of
modifying LJ parameters benefits a lot from the discussion with Fangqiang Zhu.
Lake Paul provided some help for the setup of ITC experiments. Greg Jarvis in Prof.
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A Primers Design Strategies for Tandem α-spc SH3 Domains and Complete RDC
Datasets Measured for All Samples
A.1 Primer Design Strategy for Constructing Tandem α-spc SH3 Domains
The original pET3d plasmid encoding the cDNA for full-length α-spc SH3 (fSH3)225
was a gift from Prof. Reif. This plasmid was used as the starting point to construct
dSH3 and another three tandem α-spc SH3 domain plasmids. The construction of
dSH3 plasmid is straightforward since dSH3 can be considered as a truncated version
of fSH3 (only residues 2–6 at N-terminal are deleted). The original fSH3 plasmid is
used as PCR template, a pair of forward and reverse primers are designed to amplify
the target cDNA region, the amplified target cDNA is finally inserted back into the
original pET3d plasmid between NcoI and BamHI restriction sites.
For dSH3-sl -dSH3 and dSH3-ml -dSH3 plasmid construction, the dSH3 plasmid
is used as template. Since both dSH3-sl -dSH3 and dSH3-ml -dSH3 contain several
residues within the linker region (GSG and GGGGSGGGG respectively) that are not
present in dSH3 plasmid, additional nucleotides corresponding to those residues have
to be introduced at 5′-end of the primer. Since each tandem-SH3 protein contains
two copies of identical SH3 domains, it requires two repeated cDNA regions therefore
two separate PCR reactions have been carried out—one of the PCR products con-
tains N-terminal SH3 plus half length of the linker region, whereas the other PCR
product contains C-terminal SH3 and the other half linker region. These two pieces
of cDNA are finally glued together and inserted back into the original pET3d plasmid
between NcoI or BamHI restriction sites. Another restriction site different from NcoI
or BamHI is also required to glue together these two PCR products, BspEI restric-
tion site (recognition sequence TCCGGA) has been chosen in order to not introduce
additional residues other than Gly or Ser, besides, BspEI could also work together
with NcoI or BamHI for double digestion.
The construction for dSH3-ll -dSH3 plasmid is more challenging since its linker re-
gions is much longer. If dSH3 plasmid is used as PCR template, too many additional
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nucleotides have to be introduced at 5′-end of the primer, which may cause difficulty
for primer synthesis or PCR reactions. The dSH3-ml -dSH3 plasmid is used as PCR
template to construct dSH3-ll -dSH3, since it already contains nucleotides correspond-
ing to residues GGGGSGGGG within the linker region. Two separate PCR reactions
have been carried out following the strategy as mentioned earlier. The BspEI restric-
tion site is still used to glue together two pieces of PCR products, however, the original
BspEI restriction site within the linker region of dSH3-ml -dSH3 plasmid should be
mutated, such that each PCR product only contains one single BspEI restriction site.
All primers that have been designed and the full amino acid sequence encoded
by each plasmid are summarized as below (DNA restriction sites are marked in red,






Full amino acid sequence:
MELVLALYDYQEKSPREVTMKKGDILTLLNSTNKDWWKVEVNDRQGFVPAAYVKKLD
fSH3:
Full amino acid sequence:
MDETGKELVLALYDYQEKSPREVTMKKGDILTLLNSTNKDWWKVEVNDRQGFVPAAYVKKLD
dSH3-sl -dSH3:
Forward primer (N domain):
CATGCCATGGAGCTTGTGCTAGCACTCTATG
Forward primer (C domain):
ACGCTCCGGAGAGCTTGTGCTAGCACTCTATG
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Reverse primer (N domain):
ACGCTCCGGAACCATCTAGTTTTTTCACATAGGCAGC
Reverse primer (C domain):
ATCGATAAGCTTGGATCCCTAC




Forward primer (N domain):
CATGCCATGGAGCTTGTGCTAGCACTCTATG
Forward primer (C domain):
ACGCTCCGGAGGTGGTGGTGAGCTTGTGCTAGCACTCTATG
Reverse primer (N domain):
ACGCTCCGGAACCACCACCACCATCTAGTTTTTTCACATAGGCAGC
Reverse primer (C domain):
ATCGATAAGCTTGGATCCCTAC




Forward primer (N domain):
CATGCCATGGAGCTTGTGCTAGCACTCTATG
Forward primer (C domain):
ACGCTCCGGAGGCGGAGGCTCAGGTGGTGGTGGTTCTGGAGGTGGTGGTGAGCTTG
Reverse primer (N domain):
ACGCTCCGGACCCGCCTCCGCCTGAACCACCACCACCGGAACCACCACCACCATCTAG
Reverse primer (C domain):
ATCGATAAGCTTGGATCCCTAC
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Full amino acid sequence:
MELVLALYDYQEKSPREVTMKKGDILTLLNSTNKDWWKVEVNDRQGFVPAAYVKKLDGGGGSGGGGSGGGG
SGGGGSGGGGSGGGGELVLALYDYQEKSPREVTMKKGDILTLLNSTNKDWWKVEVNDRQGFVPAAYVKKLD
A.2 Complete RDC Datasets Measured in 5% PEG/hexanol (r = 0.85)
Experimentally measured RDCs for various constructs of α-spc SH3 domain at
pH 3.5, 20 mM sodium citrate, 5% PEG/hexanol (r = 0.85) condition are shown
in Table A.1. The high salt sample contains additionally 100 mM NaCl. For α-
spc SH3 tandems, each value represents the average between the N- and C-terminal
sites. Abbreviations are: (w) weak peak, (o) overlapped peak, (p) proline residue, (s)
misshaped peak.








































































9 w −32.4 −9.4 −20.0 12.5 12.0 2.8 −0.2 −0.5
10 w w −16.0 w 15.4 14.6 7.8 −0.5 −1.3
11 4.6 5.1 2.5 5.5 15.8 12.5 7.0 8.5 9.7
12 0.5 2.5 0.2 w w w w −2.8 −4.1
13 w s −2.3 0.0 9.9 9.3 6.7 5.7 6.5
14 −11.9 −18.0 −0.5 5.2 15.0 14.8 9.5 7.7 8.9
15 w w 11.7 17.8 15.1 14.9 9.8 11.9 13.9
16 14.6 11.8 10.4 16.8 22.9 22.1 10.8 13.3 15.4
17 w 34.2 12.5 21.9 1.1 1.3 1.5 8.3 8.9
18 w w −25.0 w 4.3 4.0 −1.1 −10.0 −11.8
19 w w 19.7 32.4 −23.0 −22.4 −9.9 −4.0 −5.1
20 p p p p p p p p p
21 32.4 w 15.3 24.8 4.5 4.8 4.9 7.3 8.9










































































23 w w −7.2 −7.0 16.3 16.1 6.3 3.0 2.6
24 −6.6 −16.2 1.9 2.8 19.3 18.6 10.1 9.8 11.1
25 25.1 33.4 14.1 w 14.1 13.7 8.4 11.1 12.7
26 25.1 24.3 8.8 w 13.3 12.4 9.1 5.8 6.5
27 5.7 6.7 −5.6 −10.3 4.0 3.1 1.9 −2.1 −3.4
28 w w −14.7 w 2.3 3.4 −0.7 −3.0 −3.0
29 36.7 o 17.0 25.9 −15.9 −15.4 o 1.3 2.0
30 −19.9 −22.8 −9.2 w o o o 3.0 3.2
31 −16.3 −23.5 −5.6 −11.9 16.7 16.1 7.4 7.1 4.8
32 −26.3 −22.2 −9.4 −21.2 −2.7 −3.5 −3.9 −5.4 −6.2
33 w w 13.5 w −26.1 −26.5 w −2.0 −2.0
34 19.7 17.9 −6.1 w 4.3 7.0 3.0 −0.6 −1.5
35 w w −21.8 w 10.1 9.8 0.6 −2.3 −2.9
36 −15.0 −20.0 −14.1 −23.4 10.1 9.6 2.7 −2.1 −3.6
37 −11.7 −20.0 0.2 −2.6 18.4 17.5 9.3 6.9 8.4
38 −14.2 −14.5 −7.9 −13.7 9.5 9.2 4.0 2.7 2.9
39 8.1 o 3.2 o −17.2 −15.6 o −2.8 −2.7
40 5.4 4.8 o o −12.4 −12.1 −5.3 −0.4 −0.1
41 −35.2 w −20.2 w −0.2 0.1 −2.8 −6.7 −7.7
42 w w −23.7 w 7.4 7.5 3.0 −4.1 −4.8
43 w w o w 5.2 5.4 −1.3 −10.3 −13.1
44 8.0 w −1.2 −4.5 −13.6 −13.0 −9.8 −9.9 −11.6
45 o o 6.6 o o o o o o
46 s s o w −26.9 −26.1 −13.3 −8.5 −9.6
47 28.7 31.8 12.2 21.2 −21.6 −21.5 −11.3 −0.7 −1.9
48 −12.1 −10.8 −9.6 −17.5 −5.7 −5.8 −5.9 −7.7 −8.7
49 9.2 8.1 12.9 24.9 o o o −0.6 −2.1










































































51 17.8 26.4 9.0 13.2 −23.9 −23.1 −11.9 −6.3 −6.5
52 26.4 30.0 10.2 17.6 −22.7 −22.6 −9.7 −6.8 −8.7
53 −34.5 −36.4 −27.4 w 4.8 4.7 −0.4 −9.4 −11.9
54 p p p p p p p p p
55 w w 15.5 w −27.4 −25.7 −11.1 −4.9 −6.3
56 40.9 w 23.4 41.5 −29.7 −29.7 −11.6 −4.7 −6.4
57 w w 12.7 w −8.0 −8.5 −3.1 2.6 3.3
58 s s −8.8 −13.9 −2.9 −2.1 −3.7 −2.1 −2.4
59 o o −11.8 o o o o o o
60 0.1 −0.2 −0.3 −1.3 12.1 11.9 5.3 6.3 6.8
A.3 Complete RDC Datasets Measured in 5% PEG/hexanol (r = 0.96)
Experimentally measured RDCs for various constructs of α-spc SH3 domain at
pH 3.5, 20 mM sodium citrate, 5% PEG/hexanol (r = 0.96) condition are shown in
Table A.2. For α-spc SH3 tandems, each value represents the average between the
N- and C-terminal sites. Abbreviations are: (w) weak peak, (o) overlapped peak, (p)
proline residue.
Table A.2.: Experimentally measured RDCs in 5 % PEG/hexanol (r = 0.96)
Residue dSH3 fSH3 dSH3-sl -dSH3 dSH3-ml -dSH3 dSH3-ll -dSH3
9 −22.3 −5.2 12.6 4.2 −0.6
10 −27.9 −8.4 14.4 11.1 −0.8
11 −0.5 1.4 12.5 7.7 5.5
12 2.2 0.1 w w −2.1
13 −16.4 −0.8 9.4 6.0 3.7
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Table A.2.: continued
Residue dSH3 fSH3 dSH3-sl -dSH3 dSH3-ml -dSH3 dSH3-ll -dSH3
14 −12.1 0.3 14.4 9.7 5.0
15 15.9 7.0 14.3 10.7 7.5
16 8.9 6.2 22.1 12.9 8.4
17 24.5 7.0 1.4 2.3 5.8
18 w −14.7 4.8 −1.0 −7.4
19 43.4 10.1 −22.7 −12.0 −1.7
20 p p p p p
21 30.0 8.4 4.1 5.7 5.1
22 −1.7 −6.3 −12.7 −6.6 −7.7
23 −19.0 −4.5 15.8 7.2 1.4
24 −8.5 0.4 17.9 10.5 5.7
25 25.9 7.7 13.2 10.4 6.9
26 17.9 5.4 11.0 8.5 4.0
27 4.9 −2.9 3.3 1.5 −2.1
28 −19.5 −8.5 3.9 −0.1 −1.9
29 39.3 9.0 −15.1 o 0.7
30 −17.7 −5.1 o o 1.6
31 −19.9 −3.2 14.4 8.3 4.5
32 −16.0 −5.5 −3.3 −4.2 −4.8
33 35.7 6.5 −26.5 −10.2 −1.1
34 2.9 −3.9 w 2.6 −0.2
35 −30.2 −11.8 9.3 3.4 −1.5
36 −11.5 −7.8 8.6 2.3 −2.3
37 −21.4 0.5 17.8 8.8 4.6
38 −11.4 −3.9 9.3 3.5 1.5
39 9.0 1.5 −16.6 o −0.7
40 4.1 o −11.0 −4.0 0.5
41 −28.0 −11.0 −0.4 −3.1 −4.5
42 w −13.0 7.5 1.7 −3.1
43 w −16.6 5.2 −1.6 −7.5
44 16.9 −1.1 −13.4 −7.9 −6.9
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Table A.2.: continued
Residue dSH3 fSH3 dSH3-sl -dSH3 dSH3-ml -dSH3 dSH3-ll -dSH3
45 o 2.9 o o o
46 20.1 8.4 −27.3 −15.8 −5.1
47 22.9 6.1 −19.7 −11.1 −2.7
48 −8.3 −6.2 −6.4 −6.1 −4.4
49 6.5 6.9 o o −0.1
50 6.0 5.2 o o o
51 20.6 4.2 −23.1 −12.4 −3.7
52 21.5 5.2 −20.1 −9.3 −4.3
53 −26.6 −14.8 4.3 −1.3 −6.7
54 p p p p p
55 30.1 7.8 −26.9 −19.1 −1.4
56 46.4 12.6 −29.3 −15.2 −2.0
57 7.6 6.8 −8.3 −2.5 2.4
58 −8.8 −5.0 −2.3 −3.6 −1.6
59 o −6.3 o o o
60 −0.2 0.2 11.8 6.5 3.6
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B Numerical Simulation for PD-CPMG Pulse Sequence
B.1 Basic Principles of Numerical Simulation for Spin Dynamics
Numerical simulation for spin dynamics is one of the most important tools for
NMR pulse sequence development134. Since NMR experiments are usually carried
out on samples containing large number of molecules (∼ 1023), it is necessary to
describe the property of the whole system based on statistical approaches rather than
focus on each single molecule. The information about quantum systems containing
large numbers of particles is encoded in the density operator ρˆ (or density matrix
ρ since it is usually expressed in matrix form), which is similar to the fact that all
information about single particle quantum system is contained in the wavefunction
|Ψ〉. The relationship between density operator ρˆ and wavefunction |Ψ〉 is:
ρˆ = |Ψ〉〈Ψ| (B.1)
the overbar indicates ensemble averaging. For NMR related studies, only those nuclear
spin degrees of freedom need to be taken into account, therefore ρˆ is usually called
spin density operator.
In order to learn about the evolution of the system during each NMR pulse se-
quence, it is necessary to evaluate the time evolution of spin density operator ρˆ, which
can be described by Liouville–von Neumann Equation (B.2):
d
dt
ρˆ(t) = −i[Hˆ(t), ρˆ(t)] (B.2)
Hˆ is Hamiltonian of the whole system. This equation is simply based on the Schro¨dinger
equation which describes the time evolution of single particle wavefunction |Ψ〉.
The solution to Equation (B.2) can be formally written as:
ρˆ(t) = exp(−iHˆt)ρˆ(0) exp(iHˆt) (B.3)
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It should be noted that the Equation (B.2) is defined in Hilbert space, since the
basis set is usually chosen as the set of eigenvectors for single particle wavefunctions
|Ψ〉. The Liouville–von Neumann equation can also be expressed in Liouville space
(i.e., the superspace of Hilbert space):
d
dt
ρˆ = −i ˆˆLρˆ (B.4)
The formal solution to Equation (B.4) can be expressed as:
ρˆ(t) = exp(−i ˆˆLt)ρˆ(0) (B.5)
ˆˆ
L is an operator in Liouville space called Liouvillian, which can also be regarded as
a superoperator in Hilbert space according to its definition:
ˆˆ
L(t) = [Hˆ(t), ] (B.6)
According to Equation (B.2) or (B.4), it is necessary to learn about Hamiltonian
Hˆ (or Liouvillian
ˆˆ
L) of the system in order to evaluate the time evolution of spin
density operator ρˆ. The calculation based on Liouville–von Neumann Equation usu-
ally requires explicit matrix manipulations, therefore it becomes tedious when the
system contains large numbers of different spin species. Some alternative strategies
have been developed to simplify such calculations, for example, product operator
formalism is another commonly used approach512. This method allows for straight-
forward evaluation of the time evolution of spin density operator ρˆ without explicit
matrix treatment, however, it can only be utilized when Hamiltonian Hˆ of the sys-
tem is relatively simple (such as only containing J-couplings and chemical shifts). As
Hamiltonian Hˆ of the system becomes more complicated, it is still necessary to resort
to explicit matrix calculation to evaluate the time evolution of spin density operator
ρˆ.
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The two different forms of Liouville–von Neumann Equations (Equations (B.2)
and (B.4)) are equivalent except that they are expressed in different spaces513, there-
fore the results as obtained from these two forms of equations should be identical.
However, there are more advantages for performing numerical calculation in Liouville
space—the eigenstates in Liouville space usually correspond to different terms of co-
herences in spin density operator ρˆ, which are directly related to different types of
observables, besides, the time evolution of spin density operator ρˆ can be described
in Liouville space more conveniently as relaxation effect is also taken into account.
The Liouville–von Neumann Equation in the presence of relaxation effects is:
d
dt
ρˆ = −i ˆˆLρˆ− ˆˆR(ρˆ− ρˆeq) (B.7)
ˆˆ
R is the relaxation superoperator that includes all the relaxation effects. ρˆeq is the




Since most NMR experiments for biomolecules are carried out at near room tem-
perature (∼ 300 K), the high-temperature approximation is always valid such that




≈ Eˆ − Hˆ/kBT
Tr{Eˆ − Hˆ/kBT}
≈ Eˆ − Hˆ/kBT
Tr{Eˆ}
≈ Eˆ/N − Hˆ/(NkBT ) (B.9)
N is the dimensionality of Hilbert space and is equal to 2M (M is the number of
spin-1/2 nuclei). Eˆ is the identity operator in Hilbert space.
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B.2 Numerical Simulation Setup for PD-CPMG
B.2.1 Two-spin System
The setup for two-spin system numerical simulation is mainly based on the prop-
erties of (1HN,15N) spin system from protein backbone amide group. Since 1H and 15N
are both spin-1/2 nuclei, the number of bases in Hilbert space is 22 = 4, such that the
spin density operator ρˆ and Hamiltonian Hˆ are both expressed as 4 × 4 matrices in
Hilbert space. In Liouville space, the density operator ρˆ is rewritten as 16× 1 vector,
the Liouvillian
ˆˆ
L is 16 × 16 matrix (corresponding to the size of superoperators in
Hilbert space), the relaxation superoperator
ˆˆ
R is also expressed as 16× 16 matrix.
In this work, all numerical simulations have been carried out in Liouville space
in order to take relaxation effects into account more conveniently (Equation (B.7)).
Since the identity matrix E does not evolve with time, it can be excluded from the
basis set such that ρˆ is expressed as 15×1 vector, ˆˆL and ˆˆR are both expressed as 15×15
matrices. However, it should be noted that in the case of ρˆeq 6= 0, the identity matrix
E should still be included in order to express the time evolution differential equation
for ρˆ as homogeneous form139. In most real pulse sequences (such as PD-CPMG), the
phase cycle effectively cancels out all equilibrium magnetizations such that ρˆeq = 0,
therefore E can be excluded. The basis set used in the numerical simulation are
constructed based on shift bases (such as H+ and H−) instead of Cartesian bases
(such as Hx and Hy). Each shift basis has characteristic Larmor precession frequency,
therefore relaxation effects between different bases can be evaluated conveniently.
The total 15 bases that have been included for simulating two-spin system are:
{N+,N−,Nz,N+H+,N−H+,NzH+,H+,
N+H−,N−H−,NzH−,H−,N+Hz,N−Hz,NzHz,Hz} (B.10)
The numerical simulation focuses only on the relaxation delay τrel period, since
15N magnetization relaxation is measured by setting different values of τrel in PD-
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CPMG. The density operator at the beginning is ρˆ(0) = Nx (= (N+ + N−)/2). The
Liouvillian
ˆˆ
L includes all coherent evolution effects such as J-couplings, rf pulses and
chemical shifts. The relaxation superoperator
ˆˆ
R includes relaxation effects caused by










R as numerical matrices for explicit matrix calculation in Python.
In PD-CPMG pulse sequence, 1H channel is continuously applied with rf pulses
for 1H decoupling (DIPSI-2 or other decoupling sequences) during τrel, and at any
time point the decoupling rf pulse has phase along x or −x. For 15N channel, there
are four different states: (i) no rf pulses applied; (ii) rf pulse along x; (iii) rf pulse
along y; (iv) rf pulse along −y. Therefore there are totally 2 × 4 = 8 forms of
Liouvillian
ˆˆ
L when considering both 1H and 15N channels. Since
ˆˆ
R always remains
the same, the whole time period of τrel can be divided into many time intervals, such
that during each interval
ˆˆ
L remains the same. The time evolution of spin density





remain constant during τ , the evolution of spin density operator ρˆ can be expressed
as (assume that ρˆeq = 0):
ρˆ(t+ τ) = exp(−i ˆˆLτ − ˆˆRτ)ρˆ(t) = exp( ˆˆKτ)ρˆ(t) (B.11)









R] 6= 0 such that exp( ˆˆKτ) 6= exp(−i ˆˆLτ) exp(− ˆˆRτ), besides, ˆˆK is usually
not a unitary matrix therefore it cannot be diagonalized. In practice, the numerical
calculation for exp(
ˆˆ
Kτ) is based on the following relationship (
ˆˆ













the results of exp(
ˆˆ
Kτ) is independent on the choice of ε as long as ε τ .
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The numerical simulation has been carried out for an array of τrel corresponding
to experimental values, Nx is evaluated at the end of each τrel, then R
app
2 is extracted
from exponential curve fitting.
In order to take solvent exchange effect into account, it is assumed that all multiple
quantum coherences involving labile 1H (such as N+H+ and N+Hz) have additional
relaxation rates as kex
327. The solvent exchange effects for H+, H− and Hz terms on
labile 1H can only be correctly modeled as water magnetization is also included into
the simulation327. However, since the initial spin density operator is Nx and very
small amount of H+, H− or Hz have been generated during τrel, it causes little errors
by neglecting water magnetizations, therefore for simplicity it is just assumed that
those single-quantum coherences on labile 1H (such as H+, H− and Hz) also have
additional relaxation rates as kex.
In summary, for two-spin system the Liouvillian
ˆˆ
L includes all contributions to
the coherent evolution:
(i) J-couplings: 1JNH (= −93 Hz)
(ii) rf pulses: ω1(H
N), ω1(N)
(iii) chemical shifts: ω(HN), ω(N)
The relaxation superoperator
ˆˆ
R includes all the relaxation effects:
(i) DD relaxation on HN, N (due to DD interaction between HN and N)
(ii) CSA relaxation on HN, N
(iii) DD/CSA cross-correlation on HN, N
(iv) Solvent exchange effect (kex) on H
N
B.2.2 Three-spin System
The setup for three-spin system numerical simulation is mainly based on the
properties of (1HN,15N) spin system from protein backbone amide group, plus an
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additional 1Hα spin within the same amino acid residue. The number of bases in
Liouville space is 43− 1 = 63 (still assume ρˆeq = 0 such that E can be excluded from
the bases), therefore ρˆ is represented by 63× 1 vector, ˆˆL and ˆˆR are both represented
by 63× 63 matrices. The basic strategy of numerical calculation is the same as used
for two-spin system.
In summary, for three-spin system the Liouvillian
ˆˆ
L includes all contributions to
the coherent evolution:
(i) J-couplings: 1JNH (= −93 Hz), 2JNHα (= 5 Hz), 3JHHα (= 10 Hz)
(ii) rf pulses: ω1(H
N), ω1(N), ω1(H
α)
(iii) chemical shifts: ω(HN), ω(N), ω(Hα),
The relaxation superoperator
ˆˆ
R includes all the relaxation effects:
(i) DD relaxation on HN, N, Hα
(ii) CSA relaxation on HN, N
(iii) DD/CSA cross-correlation on HN, N
(iv) DD/DD cross-correlation on HN, N, Hα
(v) Solvent exchange effect (kex) on H
N
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C Numerical Simulation for CP-HISQC Pulse Sequence
C.1 Spin Dynamics Simulation in the Presence of Chemical Exchange Process
The spin dynamics simulation for chemical exchange process can be carried out
in similar way as for other types of relaxation mechanisms (such as DD and CSA),
since all relaxation processes have the common feature that they conduct incoherent
magnetization transfers through stochastic processes. The Liouville equation that
takes relaxation effects into account (Equation (B.7)) can still be used to calculate
spin density operator ρˆ evolution in the presence of chemical exchange effects.
Chemical exchange process is different from many other types of relaxation mech-
anisms (such as DD and CSA) in that it usually happens on much slower timescale.
The time modulations of DD and CSA interactions are determined by molecular mo-
tions on ps∼ns timescale, which is much faster than the timescale of nuclear spin
relaxation (i.e., T1 or T2), therefore relaxation effects caused by DD or CSA inter-
actions should be evaluated according to the Redfield theory34. Chemical exchange
process is characterized by the time constant τex (= 1/kex) which is usually on ∼ms
timescale, therefore it contributes to relaxation mainly through the spectral density
component J(0), since the high-frequency spectral density component J(ω) is usually
negligible. The effects of chemical exchange process usually can be incorporated into
the relaxation superoperator
ˆˆ
R based on kex, for example, the most simple chemical
exchange model between two different magnetization species (A and B) can be de-




= − k1MA + k2MB
dMB
dt
= + k1MA − k2MB (C.1)
The chemical exchange process can be further divided into several groups depend-
ing on its detailed mechanism, such as conformational exchange or solvent exchange
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processes. The conformational exchange process is usually caused by the change of
molecular conformation, and it also includes some other effects such as proline cis–
trans isomerization, the common feature is that such process always happens within
the same molecule. The solvent exchange effects arise from the exchange of nuclear
spin magnetizations between labile protons (such as amide group 1HN) and the sol-
vent (such as water 1Hwater), therefore such process always happens between different
molecules. One of the most direct consequences of chemical exchange process is the
additional relaxation rate Rex caused by that, which may induce additional signal
loss during each coherence transfer step in NMR pulse sequence. It has been shown
that Rex caused by conformational exchange can be largely suppressed by performing
frequent pulsing, and this idea forms the basis of certain experiments such as CPMG-
HSQC515. However, Rex caused by solvent exchange process cannot be suppressed
by such strategy, therefore it poses a major challenge for studying labile 1H on dis-
ordered proteins under physiological conditions, which could significantly undermine
signal-to-noise of NMR spectra.
The spin dynamics simulation in the presence of solvent exchange process can be
carried out by including solvent exchange effects into the relaxation superoperator
ˆˆ
R.
For multi-quantum coherences involved with labile 1H (such as N+H+ and N+Hz),
the effect is simply to increase their relaxation rates by the amount of kex, which can
also be regarded as another type of second kind scalar relaxation140,349. For single
quantum coherences on labile 1H (i.e., H+, H− and Hz), since solvent exchange process
conducts magnetization exchange with water, it is necessary to also include water




z ) into spin dynamics simulation
327.
The modified form of Bloch–McConnell equation can be described as follows:
dMA
dt
= − kex(1− f)MA + kexfMB
dMB
dt
= + kex(1− f)MA − kexfMB (C.2)
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MA and MB represents
1H magnetizations on amide group and water respectively
(such as HNz and H
water
z ), f = MA/(MA + MB), kex is the solvent exchange rate
constant. It can be verified that the equilibrium amide group and water 1H magne-
tizations have been correctly preserved in Equation (C.2).
C.2 Numerical Simulation Setup for CP-HISQC
The setup of numerical simulation for CP-HISQC is mainly based on the properties
of (1HN,15N) spin system from protein backbone amide group, besides, those modes
from water magnetization 1Hwater have also been included to correctly model solvent
exchange effects. The number of bases in Liouville space is 42 + 3− 1 = 18 (assume





R are both represented by 18 × 18 matrices. The total 18 bases that








The numerical simulation for CP-HISQC mainly focuses on the cross-polarization
period τmix at the beginning part, since it is the key element for CP-HISQC and
provides much higher coherence transfer efficiency that many other schemes (such
as INEPT). During τmix time period, continuous rf pulses are applied on both
1H
and 15N channels, besides, rf pulses have alternating phases along x or −x, and
they are synchronous on 1H and 15N channels as required by DIPSI-2. Therefore
τmix can be divided into a series of time intervals, such that rf pulses have fixed
phase during each time interval τ . The spin density operator at the beginning is
ρˆ(0) = Hx(= (H+ + H−)/2), the magnitude of Nx is evaluated at the end of τmix.




R remain constant, the evolution of
spin density operator ρˆ can still be described by Equation (B.11), and in practice is
calculated with Equation (B.12).
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In order to focus on the effects of solvent exchange on spin density operator ρˆ evo-
lution, the relaxation superoperator
ˆˆ
R has ignored DD or CSA relaxation mechanisms
(also because τmix is usually very short, ∼ 10 ms, therefore DD or CSA relaxation
causes very little signal loss during τmix).
In summary, the Liouvillian
ˆˆ
L includes all contributions to the coherent evolution:
(i) J-couplings: 1JNH (= −93 Hz)
(ii) rf pulses: ω1(H
N), ω1(N), ω1(H
water)
(iii) chemical shifts: ω(HN), ω(N), ω(Hwater)
The relaxation superoperator
ˆˆ
R only includes solvent exchange effects character-
ized by kex, all other types of relaxation mechanisms such as DD, CSA and potential
radiation damping on water have been neglected.
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D Details about 15N Relaxation Parameters Calculation from MD Trajectories
D.1 Backgrounds about 15N Relaxation Parameters and the Relationship with
Protein Dynamics on ps∼ns Timescale
Nuclear spin relaxation is one of the most important tools for characterizing pro-
tein dynamics50. Detailed information about protein ps∼ns timescale dynamics can
be extracted from the analysis of backbone 15N relaxation parameters such as R1, R2
and 15N–{1H} NOE. The major advantage of analyzing 15N relaxation parameters is
due to the relatively simple local chemical environment of protein backbone amide
group, besides, 15N-labeling is one of the most economical isotope labeling strategies
for protein expression.
The 15N relaxation on protein backbone amide group is usually dominated by DD
and CSA interactions (HˆDD and HˆCSA), both types of interactions are anisotropic in













 = Iˆ ·A · Xˆ (D.1)
Iˆ is nuclear spin operator, Xˆ is magnetic field vector (B0) or another nuclear spin
operator. A is the interaction tensor that reflects the anisotropy of local interactions,
besides, A is usually second-rank tensor for most types of interactions related to NMR
studies (such as DD and CSA interactions).
Under solution state conditions, molecules undergo both overall tumbling motion
(∼ns timescale) and fast internal motion (∼ps timescale), which cause fast modulation
of Hˆint, therefore it creates random fluctuating local magnetic field that contributes
to nuclear spin relaxation. Since the timescale of those stochastic motions (ps∼ns)
is usually much shorter than the timescale of 15N magnetization relaxation (i.e., T1
or T2), the Redfield theory
34 should be utilized to evaluate the effects of random
fluctuating field on nuclear spin relaxation.
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Such random fluctuating field is stochastic in nature, one of the most commonly
used tools for characterizing such effects is the correlation function G(τ), which de-
scribes the correlation of stochastic effects (such as Hˆint) at two different time points
with interval τ :
G(τ) = 〈Hint(t)Hint(t+ τ)〉 (D.2)
besides, it is usually assumed that correlation function has exponential decay form:
G(τ) = G(0) exp(−|τ |/τc) = G(0)g(τ) (D.3)
τc is the correlation time, G(0) = 〈H2int(0)〉 reflects the absolute magnitude of stochas-
tic interactions.
The spectral density function J(ω) reflects the power distribution at different
frequencies of the random field created by stochastic process, and it can be obtained









5(1 + ω2τ 2c )
(D.5)
which has Lorentzian functional form.
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According to calculation results based on Redfield theory, the relationship between












[4J(0) + 3J(ωN)] + Rex (D.7)















the dipolar and CSA constants are d = γNγHµ0~/(4pir3HN) and c = (ωN∆σ)/3, respec-
tively. ∆σ is the magnitude of CSA on 15N, β is the polar angle of N–H bond vector
in the CSA principal frame. Rex is the additional relaxation rate caused by chemi-
cal exchange process, which only affects R2 since chemical exchange process usually
happens on much slower timescale (∼ms).
D.2 15N Relaxation Parameter Calculation from MD Trajectories
The calculation of backbone 15N relaxation parameters from MD trajectories in-
cludes several following steps. The basic idea is to calculate the spectral density
function J(ω) from MD trajectories first, then 15N relaxation parameters can be ob-
tained based on Equations (D.6)–(D.9).
(i) Since most MD simulations cannot predict molecular overall tumbling time
τR correctly, the overall tumbling motion is usually removed from the MD
trajectory by aligning all frames based on secondary structural regions (usu-
ally Cα atoms in those regions). However, when simulated molecules do not
have well-folded structures (such as disordered proteins or peptides), this
step should be skipped since it is difficult to define well-folded secondary
structure regions for those molecules.
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(ii) The vectors r formed by backbone amide group 1H and 15N are extracted per
frame basis from the MD trajectory, the correlation function is calculated
according to the following definition:




rˆ is the unit vector along the direction of N–H vector r (rˆ = r/|r|). The
upper limit of τ is typically ∼ 80% of total MD trajectory length to ensure
enough sampling for calculating g(τ).












τi is the correlation time for the i-th component (1 ≤ i ≤ 6). Such de-
composition makes subsequent calculation of spectral density function J(ω)
much easier.
(iv) If overall tumbling motion was removed in the first step, it should be added
back according to experimentally determined tumbling time τR at this step.
After that the correlation function C(τ) becomes:







ci exp(−τ/τ effi ) (D.12)
τ effi is the effective correlation time that already takes overall tumbling mo-
tion into account (1/τ effi = 1/τi + 1/τR). If step (i) was skipped then this
step should be skipped as well.
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(v) The spectral density function J(ω) is calculated from the correlation func-
tion C(τ) based on Equation (D.5). Since C(τ) is decomposed into six





5(1 + (ωτ effi )
2)
(D.13)
(vi) Once the J(ω) has been determined, 15N relaxation parameters can be cal-
culated based on Equations (D.6)–(D.9).
All steps as described above have been followed to calculate 15N relaxation pa-
rameters for Sos peptide within Sos:wtSH3 or Sos·dmSH3 complexes (including steps
(i) and (iv)). For free Sos peptide, the two steps (i) and (iv) are skipped, instead
another rescaling factor κ is introduced to correct motional timescale errors caused
by TIP3P solvent444. After applying the rescaling factor κ it produces τ effi = κτi,
therefore all motional components are slowed down as κ > 1. The rescaling factor
κ is determined mainly based on the agreement between MD simulation results and
experimental data, which is finally chosen as κ = 2.68 for the MD simulation of free
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Abstract Many proteins have modular design with mul-
tiple globular domains connected via flexible linkers. As a
simple model of such system, we study a tandem construct
consisting of two identical SH3 domains and a variable-
length Gly/Ser linker. When the linker is short, this con-
struct represents a dumbbell-shaped molecule with limited
amount of domain–domain mobility. Due to its elongated
shape, this molecule efficiently aligns in steric alignment
media. As the length of the linker increases, the two
domains become effectively uncoupled and begin to
behave as independent entities. Consequently, their degree
of alignment drops, approaching that found in the (near-
spherical) isolated SH3 domains. To model the dependence
of alignment parameters on the length of the interdomain
linker, we have generated in silico a series of conforma-
tional ensembles representing SH3 tandems with different
linker length. These ensembles were subsequently used as
input for alignment prediction software PALES. The pre-
dicted alignment tensors were compared with the results of
experimental measurements using a series of tandem-SH3
samples in PEG/hexanol alignment media. This compari-
son broadly confirmed the expected trends. At the same
time, it has been found that the isolated SH3 domain aligns
much stronger than expected. This finding can be attributed
to complex morphology of the PEG/hexanol media and/or
to weak site-specific interactions between the protein and
the media. In the latter case, there are strong indications
that electrostatic interactions may play a role. The fact that
PEG/hexanol does not behave as a simple steric media
should serve as a caution for studies that use PALES as a
quantitative prediction tool (especially for disordered pro-
teins). Further progress in this area depends on our ability
to accurately model the anisotropic media and its site-
specific interactions with protein molecules. Once this
ability is improved, it should be possible to use the align-
ment parameters as a measure of domain–domain cooper-
ativity, thus identifying the situations where two domains
transiently interact with each other or become coupled
through a partially structured linker.
Keywords Multidomain proteins  Residual dipolar
couplings  Alignment tensor  Generalized degree
of order  Domain-domain motion  Flexible linker 
Conformational ensemble  Conformational disorder 
Tandem SH3 construct  PALES software 
Steric alignment  Electrostatic alignment  PEG/hexanol
alignment media
Introduction
Modular design is a hallmark of eukaryotic proteins. A great
number of them contain adaptor domains, such as SH2, SH3,
WW, PDZ, FHA, etc., connected through stretches of pre-
dominantly flexible linker. These domains present a number
of ‘generic’ binding sites, facilitating assembly of protein
complexes that prove to be of immense importance in signal
transduction. Binding of adaptor domains to their molecular
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targets is typically characterized by relatively low affinity
(low lM) and limited specificity. As a consequence, the
complexes often have the ability to rapidly dissociate,
offering fast dynamic response to external stimuli. Because
many domains can bind multiple targets, this mechanism
gives rise to sophisticated, non-linear signaling networks,
efficiently serving the needs of higher organisms (Cesareni
et al. 2005).
As an illustration, let us briefly discuss the adaptor
protein c-Crk. In mammalian cells, c-Crk is found in two
different isoforms derived from alternative splicing. The
smaller species, c-Crk I, are comprised of an SH2 domain
followed by a *15-residue linker and an SH3 domain (N-
SH3). The larger form, c-Crk II, additionally contains a
*50-residue linker and an extra SH3 domain (C-SH3)
(Kobashigawa et al. 2007).
Through its SH2 domain, Crk binds a variety of phos-
photyrosine-containing proteins, most prominently
p130Cas. A number of important signaling pathways con-
verge at the p130Cas/Crk assembly, which contains multiple
copies of Crk and thus has an ability to bring together a
number of different Crk binding partners. The major role of
these (interconnected) pathways in cell growth, motility,
proliferation, adhesion, and apoptosis has been well docu-
mented (Feller 2001). There is also a strong link between
Crk-mediated signaling processes and various human can-
cers, including lung and breast cancers, soft-tissue sarcomas
and brain cancers (Linghu et al. 2006; Nishihara et al. 2002;
Miller et al. 2003; Takino et al. 2003; Watanabe et al. 2006).
From a structural perspective, one of the key questions
that can be asked about Crk and other modular proteins
concerns the interactions between domains. On one hand,
there is a scenario where two domains, connected through
long and flexible linker, behave as essentially independent
entities. The domain–domain coupling in this case is
minimal. On the other hand, two domains can be signifi-
cantly coupled through direct interaction and/or a con-
formationally restricted linker. In the case of Crk adaptor,
recent structural study by Inagaki and co-workers showed
that c-Crk I conforms more closely to the first scenario,
while c-Crk II represents the second type of situation
(Kobashigawa et al. 2007). More specifically, in the c-Crk I
the two constitutive domains, SH2 and N-SH3, display
significant motional freedom, whereas in the c-Crk II the
three domains, SH2, N-SH3, and C-SH3, form a compact
structure centered around the piece of the inter-SH3 linker.
This result highlights the role of the extra domain: the
binding surface in Crk C-SH3 has an unusual amino-acid
composition, which degrades its ability to bind PxxP
ligands; at the same time, C-SH3 occludes the binding site
in N-SH3, thus downregulating a number of signaling
events (Ogawa et al. 1994; Akakura et al. 2005; Mura-
lidharan et al. 2006; Sarkar et al. 2007; Kobashigawa et al.
2007). Another domain rearrangement, which has the
effect of shutting down the Crk-mediated signals, occurs
upon phosphorylation of the tyrosine residue in the inter-
SH3 linker. The subsequent (intramolecular) binding of the
pYxxP motif to the SH2 domain abrogates most of the Crk
interactions (Donaldson et al. 2002; Cipres et al. 2007;
Peterson and Long 2008; Kobashigawa et al. 2007).
The above example underscores the importance of
domain–domain coupling. Note, however, that it is not
always possible to investigate domain interactions by
straightforward structural methods. Indeed, as already
mentioned, these interactions are often dynamic in nature,
corresponding to diverse and short-lived conformational
species. Two different approaches have been developed to
address this situation. The first method relies on backbone
15N relaxation. Indeed, domain cooperativity leads to
increases in rotational correlation time sR, which can be
sensitively detected by relaxation experiments (Zhang et al.
2008; Bae et al. 2009). This effect has been recently
explored in-depth by Walsh and co-workers (Walsh et al.
2010) using protein constructs that are similar to those
employed in our work. An accurate interpretation, how-
ever, can be challenging because spin relaxation is sensi-
tive to many motional modes, including domain–domain
motions (Chen and Tjandra 2008; Wong et al. 2009). It can
also be difficult to ‘calibrate’ this method since the existing
algorithms for prediction of sR have limited accuracy (de la
Torre et al. 2000). The second method makes use of
residual dipolar couplings. In this approach, one of the
domains is loaded with a paramagnetic ion, thus achieving
a weak alignment in the external magnetic field. If the two
domains are fully coupled, then the second domain shows
the same degree of alignment as the first; conversely, if the
domains are uncoupled, then the second domain fails to
show any alignment (Bertini et al. 2004; Bertini et al.
2007). While elegant and potentially useful, this method
faces certain technical difficulties as it depends on suitably
engineered metal-binding sites or carefully designed che-
late tags (Ikegami et al. 2004; Rodriguez-Castaneda et al.
2006; Keizers et al. 2007).
In this study we turn to more conventional alignment
methods involving steric mechanism. We further focus on
the important limiting case where a pair of non-interacting
domains is connected through a variable-length flexible
linker. To model such a system, we manufactured a series
of chimera proteins consisting of two copies of chicken a-
spectrin SH3 domain (a-spc SH3) (Musacchio et al. 1992)
connected through a flexible (GGSGG)n-type linker (Hu-
ston et al. 1988). In the case of the short linker, this con-
struct represents a dumbbell-shaped molecule which
becomes efficiently oriented in a steric alignment media.
Conversely, if the linker is long, then each SH3 domain
behaves as an independent entity. Furthermore, since each
132 J Biomol NMR (2011) 51:131–150
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individual domain has a nearly spherical shape, it displays
only a small degree of alignment. Thus, we expect that the
degree of alignment changes in a sigmoidal fashion—from
high values (short linker) to low values (long linker). The
broad goal of this paper is to quantitate this dependence,
both experimentally and by means of simulations. In this
manner we seek to establish an important reference case—
that of a protein with minimal domain–domain coupling
(due to a trivial linker connectivity). Anything beyond this
minimal coupling would point toward domain cooperativ-
ity. Such cooperativity can arise from domain–domain
interactions, an increasingly structured linker region, or a
combination of these two factors.
Materials and methods
Plasmid construction
The original pET3d plasmid encoding chicken a-spectrin
SH3 domain (full-length construct fSH3) was a gift from
Prof. Bernd Reif. Since the N-terminus of a-spc SH3 is
highly disordered (Musacchio et al. 1992; Blanco et al. 1997;
Chevelkov et al. 2005), we truncated the construct by
deleting residues 2–6 (deletion construct dSH3). We have
also manufactured three chimera proteins, each of which
contained two copies of dSH3 connected via a glycine-serine
linker. To link the domains we have used the GSG,
GG(GGSGG)GG, and GG(GGSGG)5GG sequences (the
latter contains 29 residues). In what follows, these tandem
constructs are referred to as dSH3-sl-dSH3, dSH3-ml-dSH3,
and dSH3-ll-dSH3, alluding to short, medium-length, and
long linker, respectively. To produce the cDNA for tandem
constructs, two separate PCR reactions were carried out. One
PCR product encoded N-terminal dSH3 plus half of the
linker region; it was digested with restriction enzymes NcoI
and BspEI. The other PCR product encoded the remaining
half of the linker plus C-terminal SH3 domain; it was
digested with BspEI and BamHI. In the next step, the two
digested PCR products were cloned into pET3d vector and,
at the same time, fused by means of the T4 DNA ligase. Note
that the use of BspEI sites and T4 DNA ligase does not
introduce any unwanted residues in the linker sequence. All
plasmids were transformed into BL21(DE3) E. coli strain
and sequenced to check for accuracy. Primer sequences used
to produce the DNA vectors and amino-acid sequences of the
SH3 constructs are listed in Table S1.
Protein expression and purification
The bacteria transfected with plasmids were grown in 1 L of
M9 minimal media enriched with 15NH4Cl at the tempera-
ture 37C. Protein expression was induced at OD600* 0.6 by
adding 0.5 mM IPTG. After 4 h of incubation the cells were
harvested by centrifugation (15 min at 8,000 rpm) and
stored at -80C. The cell pellet was then resuspended in pH
8 lysis buffer and lysed using a French Press. fSH3 was
contained in the supernatant; it has been purified using the
previously described protocol (Chevelkov et al. 2005). All
other constructs formed inclusion bodies during the expres-
sion. To purify the precipitated protein material, we first
washed the French press lysis pellet four times using 20 mM
Tris (pH 8), 1 mM EDTA, 100 mM NaCl, 0.5% Triton
X-100 buffer. Each wash was carried out in 30 mL of the
buffer (30 min at 18,000 rpm); the last wash was done
without the Triton. The pellet was then dissolved in 30 mL of
8 M urea, 20 mM Na-citrate, pH 3.5 denaturing buffer and
heated in a water bath at 70C for 30 min. The solution was
subsequently dialyzed over the course of 1 day against
20 mM Na-citrate, pH 3.5 refolding buffer using the dialysis
bag with MW cutoff 3 kDa. The refolded protein was puri-
fied using the Superdex 75 gel filtration column and then
concentrated using the Millipore Amicon devices with
3 kDa MW cutoff. All samples have been analyzed by SDS–
PAGE to check the protein molecular weight. Protein con-
centration determined by UV absorbance at 280 nm was in
the range from 0.5 to 1.0 mM. In addition to a-spectrin SH3
domain, we have also prepared two samples of human
ubiquitin. The plasmid was supplied by Rachel Klevit lab-
oratory through Addgene repository; the expression and
purification procedure was adapted from (Lazar et al. 1997).
NMR Spectroscopy
The experimental measurements involved five constructs of
a-spectrin SH3 domain (fSH3, dSH3, dSH3-sl-dSH3, dSH3-
ml-dSH3, and dSH3-ll-dSH3) in solution with 20 mM Na-
citrate, pH 3.5, 0.02% (w/v) NaN3. One extra sample of fSH3
additionally included 100 mM NaCl (see Table 1). The
oriented samples were prepared by using 5% penta(ethylene
glycol) monododecyl ether (C12E5) and 1-hexanol (Ru¨ckert
and Otting 2000). Two series of samples were prepared with
the C12E5-to-hexanol molar ratio r = 0.85 and 0.96,
respectively. The former condition offers stable alignment
around the working temperature 25C (Ru¨ckert and Otting
2000); the latter is the most popular choice in the studies
employing PEG-hexanol media (Ulmer et al. 2003; Bewley
2001; Braddock et al. 2002). Special care was taken to
maintain the same alignment conditions throughout each
series of samples. Toward this goal, we used the stock
solutions containing 10% C12E5 and r = 0.85 (0.96) frac-
tion of 1-hexanol. The anisotropic samples were prepared by
mixing 150 lL aliquot of the stock solution with 150 lL
aliquot of the protein solution (to be placed in a Shigemi
tube). Each freshly prepared batch of protein was used to
make two or three NMR samples, including some replicate
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samples. Every sample was allowed to equilibrate in the
magnet for 2 h, before the residual quadrupolar coupling
from 10% D2O/90% H2O solvent, D(
2H), was carefully
measured. The 1HN-15N residual dipolar coupling data were
collected using the IPAP-HSQC pulse sequence (Yang and
Nagayama 1996; Ottiger et al. 1998) on a Varian Inova 600
spectrometer equipped with a triple-resonance probe and z-
axis gradient. Data sets for isotropic and partially aligned
samples were collected as (192, 576) complex matrices with
spectral widths of 1,920 and 9,000 Hz in nitrogen and proton
dimensions, respectively. Each experiment took approxi-
mately 2 h. After the data were collected, the residual 2H
coupling was re-measured; the D(2H) drift never exceeded
0.2 Hz. The IPAP spectra were processed using the NMR-
Pipe software package and peak positions were determined
by means of the nlinLS fitting routine (Delaglio et al. 1995).
In the case of tandem constructs, most of the peaks from the
N-terminal domain are neatly overlapped with their coun-
terpart peaks from the C-terminal domain. Hence, the RDC
values measured for these residues represent the average of
the N- and C-domain couplings. For a small number of sites
that give rise to two resolved peaks, we choose to average the
experimental RDCs on a pairwise basis (see Experimental
Results). The experimental data from the tandem constructs
represent, therefore, the average values (listed in Tables S2,
S3). In analyzing the results, all datasets have been restricted
to the core portion of the SH3 domain, residues 9–60.
Structural models
Each individual a-spectrin SH3 domain was modeled based
on the crystallographic structure 1U06 (resolution 1.49 A˚)
(Chevelkov et al. 2005). Protons and several missing heavy
atoms from the side chain of residue D48 were added to the
structure and optimized using the facilities of CHARMM
(Brooks et al. 2009) and XPLOR-NIH (Schwieters et al.
2003) with the CHARMM22 force field. The resulting
domain coordinates were used to build structures of tandem
dSH3 and other constructs. The structure 1U06 contains five
side chains that are modeled with two alternate conforma-
tions. In our main structural model all of them are placed in
the conformation found in the chain A of the crystallographic
Table 1 Alignment parameters from a series of samples in r = 0.85 PEG/hexanol media
The results from replicate samples are shown in shaded columns
a The RDC fits are shown in Fig. 6
b 100 mM NaCl added to the buffer solution
c The results included in Fig. 7a, b (green triangles)
d Relative to the crystallographic coordinates 1U06. The rotation as defined in PALES is inverse of the rotation used by other programs
(Skrynnikov et al. 2000; Valafar and Prestegard 2004)
e Normalized toward D(2H) = 20 Hz
f Values used to optimize the electrostatic alignment model
g Relative to dSH3
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structure. We have also tested other models, in particular the
one where the ionizable E17 side chain is placed in confor-
mation B. The energy of this alternative structure, as eval-
uated in implicit generalized Born solvent (Dominy and
Brooks 1999), was found to be within 6 kcal/mol from the
all-A structure. The structure, labeled BAAAA, was there-
fore deemed suitable for the analyses. In addition, the NMR
structure 1AEY (Blanco et al. 1997) was also used.
As an example of the SH3 tandem, let us consider the
structural model for dSH3-ml-dSH3. The amino acid
sequence for this construct is M1(E7…L61)D62-GGGG
SGGGG-(E7…L61)D62. The bracketed portions of the
sequence correspond to the structured portion of the
domains, as represented by the crystallographic coordinates
1U06. The remaining part, comprising the 10-residue linker
and single-residue termini, is modeled as a random coil. To
generate the coordinates of these segments, we used the
program TraDES (routine foldtraj, default input parameters)
(Feldman and Hogue 2000). For instance, in order to add
N-terminal residue M1 we first generate a random dipeptide
with the sequence ME. This peptide is then ‘glued’ onto the
structure of the SH3 domain by overlaying the E residue of
the peptide with E7 residue in the SH3 domain (specifically,
N, Ca, and C0 atoms are superimposed in this particular
order). Finally, all redundant atoms are deleted. This
includes all atoms from the peptide residue E, with the
exception of HN. The equivalent procedure is used for the
C-terminal residue D62. In this case, we begin with the
random dipeptide LD, which is ‘glued’ to the SH3 domain by
overlaying the L residue of the peptide with L61 from the
SH3 domain (C0, Ca, and O atoms are superimposed). Sub-
sequently, all atoms from the placeholder peptide residue L
are deleted. The same prescriptions are applied to insert the
ten-residue linker segment, DGGGGSGGGG.
The dSH3-ml-dSH3 model obtained in this fashion is
subjected to a further round of MD refinement (1 ps at
100 K). The goal of the refinement is to relieve some of the
strain caused by the ‘structure assembly’ procedure. The
relative position of the domains is preserved during this
stage (for this purpose all atoms within the domains have
been assigned an artificially large mass, 10 kDa). The
refinement protocol is implemented using the torsional
angle dynamics option in XPLOR NIH (IVM module
(Schwieters and Clore 2001)); the internal coordinates of
the domains (all dihedral angles in the residues from 7 to
61, except for the angle u in residue E7) are fixed and the
planarity of peptide planes is enforced. This algorithm is
used to produce the ensemble of 10,000 models for dSH3-
ml-dSH3. Many of these models display severe steric cla-
shes that cannot be resolved by our limited refinement
procedure. To weed out these structures, we evaluate the
energies of each model and analyze the resulting energy
distribution as discussed below.
Figure 1 shows a portion of the energy distribution for
10,000-strong ensemble of dSH3-ml-dSH3 models. The
energies are evaluated using XPLOR-NIH/CHARMM22 in
vacuo (the solvation term is inconsequential, as we seek to
identify the structures with severe steric clashes). The low-
energy part of the distribution follows the Gaussian curve
(see inset in Fig. 1). This is to be expected, since the dis-
tribution arises from variability in the random-coil linker
region. The Gaussian energy distribution for disordered
protein systems can be predicted from general consider-
ations and also has been derived from a number of theo-
retical models (Bryngelson and Wolynes 1987;
Shakhnovich and Gutin 1989; Bryngelson et al. 1995).
In Fig. 1, those structures that comply with the Gaussian
distribution constitute a bona fide conformational ensem-
ble, whereas the high-energy structures outside the
Gaussian distribution (appearing to the right in the plot)
suffer from steric conflicts. To address this problem, we
analyzed the part of the energy distribution to the right of
the dashed line (corresponding to one standard deviation r
of the fitted Gaussian curve) and eliminated a fraction of
structures that fall outside the curve. In this manner the
original ensemble of 10,000 models was trimmed down to
2,371 models. The retained structures are (1) free of sig-
nificant steric clashes and (2) have their two domains
positioned according to the conformation of the (random-
coil) linker, as generated by TraDES. Several randomly
selected structures from the resulting reduced ensemble are
shown in Fig. 2.
The same procedure as described above has been used to
build the models for other chimera proteins, as well as
fSH3 and dSH3 (the former carries a 6-residue unstructured























Fig. 1 Part of the energy distribution for 10,000-strong ensemble of
dSH3-ml-dSH3 models (red circles) fitted with the Gaussian function
(blue curve). The inset displays the expanded portion of the main
graph; the dashed line corresponds to one standard deviation r of the
Gaussian curve
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N-terminus and a single-residue C-terminus, the latter
contains two single-residue termini).
Alignment parameters
Protein alignment in liquid–crystalline media is tradition-
ally characterized by the degree of alignment Aa, rhomb-
icity R, and three Euler angles that specify the orientation
of the principal axes of the alignment tensor relative to the
molecular frame (Tjandra and Bax 1997). These parame-
ters, however, are not necessarily best suited for drawing a
comparison between different aligned samples (which
becomes especially obvious when Euler angles are com-
pared). For a suitable alternative we turn to the five-
dimensional vector space spanned by the irreducible
components of the Saupe alignment tensor (Moltke and
Grzesiek 1999; Sass et al. 1999; Prestegard et al. 2000). In
this linear space the scalar product between the two vectors











where Sij are the elements of the 3 9 3 Saupe matrices
associated with the rigid molecule or molecular fragment
(e.g. SH3 domain within the tandem construct). sample1
and sample2 designations refer to samples involving dif-
ferent alignment media or different protein constructs, that
share the same fragment (SH3 domain). Note that both
Ssample1 and Ssample2 should be expressed in the same
coordinate frame. In our case this frame is linked to the
uniquely defined coordinates of the SH3 domain (pdb
frame of the structure 1U06).
Using the definition in (1), one can introduce the Gen-
eralized Degree of Order (GDO) (Tolman et al. 2001) that












Furthermore, if the scalar product (1) is normalized, then
it can be viewed as a generalized measure for relative
















The values of the normalized scalar product (NSP) close
to 1.0 indicate that the two alignment tensors differ only by
a scaling factor, whereas the values around 0.0 suggest that
the alignment frames are ‘orthogonal’. The situation where
NSP = -1 can be described as ‘antiparallel’ alignment—
the rhombicities and alignment frames are in this case
identical, while the degrees of alignment Aa have opposite
signs. This situation is observed in stretched versus
compressed gels (Sass et al. 2000; Mohana-Borges et al.
2004), conventional versus ‘flipped’ bicelles (Opella and
De Angelis 2007; Koenig et al. 1999), and other similar
systems (Denisov et al. 2010). Although NSP defined by
Fig. 2 Five representative
structures from the final dSH3-
ml-dSH3 ensemble. The N- and
C-terminal SH3 domains
(backbone coordinates same as
in the crystallographic
structure 1U06, residues 7–61)
are plotted in green and gold,
respectively; the regions
modeled as random coil are
colored in red. The panel in the
lower right corner shows the
spatial distribution of the
centers of mass of the
C-terminal domain in the
coordinate frame of the
N-terminal domain (as plotted
for the entire ensemble)
136 J Biomol NMR (2011) 51:131–150
123
268
(3) depends also on rhombicity R, it is mainly a measure of
alignment axes orientation.
The definition of the Saupe tensor used here (Sass et al.
1999) differs by a factor of 2 from the one used elsewhere
(Bax et al. 2001). The definitions of the GDO and NSP,
however, are unambiguous. The numeric results for Saupe
matrices, as required for evaluating Eqs. (2) and (3), are
reported by the program PALES (Zweckstetter and Bax
2000; Zweckstetter 2008), both in the case of the experi-
mentally determined (fitted) and predicted alignment ten-
sors. Finally, the quality factor is defined as (Cornilescu
et al. 1998; Bax 2003):
Q ¼
PN







The alignment mechanism in PEG/hexanol media is com-
monly assumed to be steric (Ru¨ckert and Otting 2000;
Zhang and Zuiderweg 2004; Fischer and Geyer 2005;
Maltsev et al. 2008; Berlin et al. 2009). To model this
media we used the PALES procedure originally developed
for DMPC/DHPC bicelles (Bax and Tjandra 1997). The
thickness of the planar bilayer was set to 28.6 A˚ (Freys-
singeas et al. 1996). It is worth mentioning that bicelle
calculations in PALES have been programmed for DMPC/
DHPC, so that the code implicitly accounts for the pres-
ence of 5 mM free DHPC in the solvent (Ottiger and Bax
1998; Simon et al. 2005). To correct for this small con-
tribution and, in addition, account for 0.3 wt% of free
hexanol in solution (Freyssingeas et al. 1996) one should
use a slightly altered value of the liquid crystal concen-
tration. For instance, in the PALES calculations aimed at
5% PEG, r = 0.85 media the effective liquid crystal con-
centration should be set to 65 mg/ml. The order parameter
of the PEG/hexanol bicelle was assumed to be the same
(0.8) as for DMPC/DHPC.
We have also attempted to predict the alignment
parameters under the assumption that an electrostatic
mechanism plays a significant role. The corresponding
PALES calculations involve several additional variables:
charge density on the surface of the bilayer r (treated as
adjustable parameter), sample pH (actual value 3.5; also
treated as adjustable parameter), and ionic strength of the
solution (17 mM, corresponding to 20 mM citrate buffer at
pH 3.5). To determine the charges on a-spc SH3, we have
used the program PROPKA, which calculates the pKa
values of ionizable groups (Li et al. 2005; Bas et al. 2008).
Since there is significant structural variability in tandem
constructs and fSH3, we have run PROPKA on each
individual conformer from the structural ensemble. The
results (i.e. the coordinates of a given conformer plus the
charges calculated for this particular conformer) were then
used as input for PALES calculations. In principle, more
sophisticated methods for calculating charges can be used
(Gordon et al. 2005; Khandogin and Brooks 2006) and
ultimately the pKa values can be determined experimen-
tally (Tollinger et al. 2002; Andre et al. 2007). However,
such effort seems unwarranted given that the models used
for prediction of electrostatic alignment remain relatively
crude (Zweckstetter et al. 2004; Zweckstetter 2006; Wu
et al. 2006). Of note, we have found a programming error
in the PALES module responsible for computations of
electrostatic alignment. Specifically, natural logarithm is
mistakenly used in the Henderson-Hasselbalch equation
instead of the base 10 logarithm. As a result, given the set
of pKa (either default or user-supplied values) the program
fails to correctly calculate point charges at a given pH. The
problem can be circumvented by using a table of user-
supplied point charges as the PALES input. In the latest
revision of PALES this issue has been corrected
(M. Zweckstetter, personal communication, 2011).
Dipolar couplings predicted for the individual con-
formers are averaged, resulting in a single set of simulated
RDCs. When drawing comparison with the experimental
data from the tandem constructs, we further average the
computed couplings from the N- and C-terminal domains
(in accordance with our experimental protocol, see above).
Note that such averaging procedure is fully justified so long
as both domains have the same (invariant) internal struc-
ture. Indeed, RDCs by definition represent the average
between many molecular orientations. The resulting dataset
is subsequently restricted to the core portion of the a-spc
SH3 domain, residues 9–60, and fitted with the (proton-
ated) structure 1U06. In the situation when residues 9–60
are represented by one and the same set of coordinates
throughout the course of the calculations, the residual v2
from such fitting procedure is strictly zero. The alignment
parameters extracted in this fashion are then used to cal-
culate the theoretical values of the GDO and NSP, Eqs. (2)
and (3). Note that the averaging of simulated RDCs with
respect to the N- and C-terminal domains affects the final
GDO and NSP values.
Theory: general outline
Let us consider a generalized two-domain protein, where a
pair of globular, near-spherical domains is connected via a
flexible structureless linker. In the case when the linker is
short, i.e. consists of no more than several residues, the
protein has a dumbbell shape. Furthermore, a short linker
allows for little motional freedom so that domain–domain
motion is highly restricted. To a good approximation, the
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protein can be described as a rigid body with highly elon-
gated shape. Being placed in a steric alignment media, this
protein should efficiently align and display a high GDO
value, (2). The long axis of the alignment tensor should
roughly coincide with the line connecting the centers of
mass of the two domains. Generally speaking, the alignment
PAS in such a two-domain construct has no relation to the
PAS of the individual (near-spherical) domain. Therefore
the NSP between the two respective tensors (3), should
deviate from 1.0 (unless by coincidence).
Let us now consider the opposite situation, where the
flexible linker is very long. In this case the two domains
move almost freely and no longer sense each other’s
presence. Their GDOs, therefore, should approach that of
an individual domain. Given that the shape of each domain
is nearly spherical, the GDO should drop to a low value.
Likewise, the PAS orientation should generally approach
that found in the individual domain. Consequently, the
scalar product between the two alignment tensors—the one
from the domain which belongs to the tandem and the one
from the isolated domain—should converge toward 1.0.
Note that neither GDO, nor NSP are expected to show a
quantitative convergence toward the single-domain limit.
Indeed, the behavior of a tethered domain is similar, but not
identical, to that of the isolated domain. In particular, if the
shape of the domain is very close to spherical then even a
small alteration of the shape (such as caused by attachment
of the linker) can lead to a significant change in magnitude
and especially orientation of the alignment tensor. There-
fore, the convergence toward the single-domain limit
should be rather viewed as a broad trend.
To illustrate this expected behavior, we have undertaken
a series of PALES simulations for a number of protein
domains, Fig. 3. For these simulations we have chosen the
domains of different size with close-to-spherical shape; if
desired, the results can be extended to domains with elon-
gated or flattened shapes. The coordinates of the domains
have been used to generate tandem structures, which were
subsequently processed by PALES. As expected, increasing
the linker length from three residues to five, then to seven,
etc. leads to pronounced decreases in the GDO values.
Eventually, each curve approaches a plateau which is close
to, but distinct from the GDO of the isolated domain
(dashed horizontal lines in Fig. 3a). Similarly, as the linker
length is increased, the NSP value becomes closer to 1.0
(Fig. 3b). The trend, however, is weak, which means that
the orientation of the alignment frame in the tethered
domain remains quite different from the isolated domain.
It is interesting to discuss how the results scale with the
size of the system. Generally, one would expect that for the
smallest unit, disintegrin, the two domains become
‘uncoupled’ and the GDO (NSP) plateau is reached already
with a moderately long linker. Conversely, for the biggest
unit, nucleotide-binding domain (NBD), this does not
happen until the linker becomes much longer. A rough
theoretical estimate can be readily obtained for the scaling

































Fig. 3 PALES simulations of steric alignment in a series of
computer-generated tandem proteins. To generate structural ensem-
bles, the two identical domains (represented by crystallographic or
NMR coordinates and presumed to be fully rigid) were directly
connected via glycine/serine linkers. The simulated couplings from all
non-proline residues in the N-terminal domain were used to derive the
alignment parameters. Other details of the structure generation and
RDC simulations are as described in the Materials and Methods.
Shown are the results for the tandem constructs of the disintegrin
domain (structure 1MPZ (Moreno-Murciano et al. 2003), 41 residue,
radius of gyration 8.8 A˚, magenta symbols), SH2 domain (extracted
from structure 1A81 (Futterer et al. 1998), 106 residues, 13.0 A˚,
blue), and nucleotide-binding domain (3GWI (Hakansson 2009), 170
residues, 15.3 A˚, green). a Simulated GDO values for the domains
which belong to the tandems (circles) and the corresponding isolated
domains (dashed lines). b Simulated NSP values characterizing the
mutual projection of the alignment tensors from (1) the domain which
belongs to the tandem and (2) the corresponding isolated domain. The
spline curves are added to the graphs for visual guidance. To verify
the convergence of the simulations, we have regenerated this plot
using a different set of randomly generated structural ensembles. The
results are shown in Fig. S1
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properties of the two-domain constructs. The radii of
gyration of the disintegrin and NBD domains are 8.8 and
15.3 A˚, respectively. Let us accept that both domains are
spherical. The average end-to-end distance in the random
peptide chain, such as the computer-generated linker,
scales with the number of residues as N0.6 (Fitzkee and
Rose 2004). From here we can estimate the ‘scaling factor’
that relates the NBD tandem to disintegrin tandem. For
example, the NBD tandem with 25-residue linker can be
viewed as a ‘resized’ copy of the disintegrin tandem with
10-residue linker. This is roughly consistent with the trends
seen in Fig. 3a.
Generally speaking, N- and C-terminal domains in the
tandem are inequivalent: one is attached to the linker
through its C-terminal residues while the other through the
N-terminal residues. In principle, this should lead to dou-
bling of the spectral resonances. This situation is illustrated
in Fig. 4a, which shows two domains connected in tandem.
The scheme Fig. 4a suggests that some of the amide signals
from N- and C-domains should be resolved with respect to
their chemical shift. Furthermore, most of the signals
should be distinguishable with respect to dipolar couplings.
For instance, the equivalent residues from N- and C-ter-
minal domains (blue circles) sense somewhat different
chemical environment: one is located next to the fused
terminus, while the other is close to the free terminus.
Hence one can expect to observe two distinct HSQC peaks
from these sites. Moreover, the orientation of the 15N-1HN
vectors at the two sites (blue arrows) relative to the long
axis of the alignment tensor (dashed line) is also different.
Hence the residual dipolar couplings for these two sites
should be different as well. In fact, it is anticipated that
most of the N- and C-terminal residues can be differenti-
ated on the basis of their dipolar couplings. For instance,
another pair of equivalent residues (red circles) illustrates
the case where chemical shifts are likely to be degenerate,
but RDCs are very different. Figure 4b represents a ‘softer’
version of the same scenario. When N- and C-termini of
each domain are positioned close to each other, the RDCs
from the two domains may turn out to be similar. Appar-
ently, this scenario holds true for the a-spc SH3 tandem
(see Experimental Results). Similar results were recently
reported in the experimental study of GB1 construct fea-
turing a short 3-residue linker (Walsh et al. 2010). Of the
simulated constructs, see Fig. 3, NBD tandem illustrates
the situation where the couplings from the two domains are
reasonably close. The other two constructs, however, pre-
dict significant differences between the two domains.
Results
RDC data
The spectra of the dSH3 tandems turn out to be very similar
to the spectrum of the isolated dSH3. For example, Fig. 5
shows the spectrum of the two-domain construct with long
disordered linker superimposed on the spectrum of the
single domain (spectral peaks colored red and blue,
respectively). The resonances from multiple glycine resi-
dues of the random-coil GG(GGSGG)5GG sequence are all
grouped in the area of the spectrum where they do not
interfere with intra-domain peaks (outlined by the green
contour). Most of the peaks from N- and C-terminal
domains overlap. Furthermore, they overlap or fall very
close to the peaks from the isolated dSH3 domain (cf. red
and blue contours in Fig. 5), so that the assignments
(Blanco et al. 1997) can be transferred in a straightforward
fashion. The transfer of resonance assignment from a single
domain to a multidomain assembly is presently a common
practice (Tzakos et al. 2006; Gelis et al. 2007; Sprangers
and Kay 2007; Heikkinen et al. 2009; Brosey et al. 2009).
The lack of resonance shifts between the isolated domain
and the tandem confirms the absence of specific domain–
domain interactions (along the same lines, 15N relaxation
study has not found any evidence of protein aggregation in
a-spc SH3 (Chevelkov et al. 2007)).
As discussed above, a small number of residues that are
located close to the linker attachment point give rise to a






Fig. 4 Schematic structure of tandem domains with resident spins.
Blue circles represent 15N spins belonging to i-th residue in the N- and
C-terminal domains (assuming that residue numbering is the same in
the two domains); blue arrows represent the corresponding 15N-1HN
vectors. Red circles/arrows refer to the j-th residue. The dashed line
corresponds to the long axis of the steric alignment tensor
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N- and C-terminal domains (one example of this behavior
is residue V9, outlined by the grey contour in the spectral
map Fig. 5). The effect is most pronounced in the short-
linker construct, dSH3-sl-dSH3, where the two domains are
spatially close. In this sample, 18 residues show the peak
doubling effect, with half of them fully resolved. In par-
ticular, the peaks from terminal residues 7, 8 and 61, 62 are
strongly affected. Inspection of the crystallographic struc-
ture shows that these two segments are connected: there is
a backbone–backbone hydrogen bond between residues 8
and 61. Thus all of the four residues prove to be in the
immediate vicinity of the linker region, resembling the
arrangement shown in Fig. 4b. The split peaks associated
with residues 7, 8, and 61, 62 show large chemical-shift
separations, which makes it impossible to assign most of
them. Furthermore, it is likely that the conformation of
these residues in dSH3-sl-dSH3 differs from that seen in
the crystallographic structure of fSH3. Considering these
complications we choose to restrict the data analysis to the
core region of the domains, residues 9–60. This restriction
has been applied to all a-spc SH3 constructs investigated
experimentally and via simulations.
A separate question arises as to whether the resonances
from N- and C-terminal domains can be distinguished on
the basis of residual dipolar couplings. In principle, one
may expect that a pair of peaks that is completely over-
lapped in HSQC spectrum would become resolved in
IPAP-HSQC (due to potentially large differences in RDCs,
on the order of tens of Hz; see Fig. 4a and surrounding
discussion). In reality, however, we have not found any
examples of such behavior, despite high resolution of the
IPAP-HSQC spectra. In the experiments involving dSH3-
sl-dSH3, a few RDCs that have been measured separately
for the sites in the N- and C-domains differ by no more
than several Hz (e.g. in the case of V9 the difference is
0.5 Hz). At this level, RDCs alone cannot produce resolved
spectral peaks. In summary, it appears that tandem dSH3
constructs behave as indicated in the scheme Fig. 4b: the
N- and C-termini of each domain are aligned and together
form a linker attachment point; the RDCs in the two
domains are similar.
Given that only few residues allow for separate mea-
surements of RDCs associated with N- and C-terminal
domains and the measured values prove to be very similar,
we choose to average such couplings and add the results to
the bigger dataset consisting of the average RDCs. For
instance, in the case of dSH3-ll-dSH3 we have measured
44 couplings that inherently represent the average values,
plus two distinct couplings from the residue V9. After these
two couplings are averaged, the final data set consists of 45
entries (pertaining to the region 9–60 in the dSH3 domain).
The same approach has been applied to the other samples
(Tables S2, S3).
The RDC data obtained as described above have been
fitted to the crystallographic coordinates 1U06, chain A
(see Materials and Methods). Although the experimental
RDCs from the tandem constructs represent the averages
between the N- and C-terminal domains, they have been
fitted in the standard fashion, same as the data from the
isolated dSH3 and fSH3 domains. As already commented,
this approach is fully legitimate, so long as the internal



















































Fig. 5 HSQC spectra of the
isolated dSH3 domain (blue)
and dSH3-ll-dSH3 tandem
(red). The dSH3 resonances are
labeled except for Trp, Asn, and
Gln side-chain correlations. The
elliptical contours outline the
resonances from the glycine-
rich linker and from the residue
V9 which demonstrates peak
doubling effect
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dipolar couplings represent, by definition, the average
between many molecular orientations. The quality of the
RDC fits for dSH3 and dSH3-ll-dSH3 is illustrated in
Fig. 6a and b, respectively. In both cases the agreement
between the experimental and fitted couplings is good, as
evidenced by the Q factors of 0.25 and 0.26 (typical of a
small globular protein represented by a crystallographic
structure with 1.5 A˚ resolution) (Bax 2003).
Two residues consistently show poor agreement in all
fits—N47 and D48 (grey circles in Fig. 6). This discrep-
ancy should be attributed to the local conformational var-
iability at this particular site. In the crystal, N47 assumes an
unusual conformation (/  50;w  110) (Vega et al.
2000) which has a significant destabilizing effect on the
structure (Martinez et al. 1998). A similarly unfavorable
conformation is seen in solution structure (/  60;w 
75), except for one conformer (Blanco et al. 1997). The
built-in strain apparently triggers local motions at this site.
Both N47 and D48 display sharply elevated B-factors and
several of the side-chain atoms in D48 cannot be resolved
by x-ray crystallography at all. D48 is also the only residue
featuring exchange broadening in solution (Rex = 28 s
-1 at
600 MHz) (Chevelkov et al. 2010). As it turns out, the
RDC data from N47 and D48 can be accommodated using
the existing structural models. Specifically, if these two
residues are ‘grafted’ from the NMR structure 1AEY onto
the crystallographic structure 1U06, some of the resulting
hybrid models lead to a satisfactory RDC fit.
Alignment
The alignment parameters derived from multiple SH3
samples are summarized in Tables 1, 2 and in Fig. 7. As
already discussed, special care was taken to ensure that the
alignment conditions are the same throughout each series
of samples. In the case of r = 0.85 samples, the residual
quadrupolar splittings D(2H) proved to be fairly uniform
and reproducible (with the apparent exception of dSH3-ml-
dSH3, see Table 1). For r = 0.96, the splittings were lower
than expected and varied significantly from one sample to
the other (see Table 2). This latter media appears to be only
marginally stable at 25C (Ru¨ckert and Otting 2000).
Generally, the dilute PEG/hexanol media used in NMR
experiments falls close to the boundary between lamellar








































Fig. 6 Fits of the experimental
RDCs from a the isolated dSH3
domain and b dSH3-ll-dSH3
tandem with the structural
model based on the coordinate
set 1U06 (protonated, energy
minimized). The fitting is
limited to the core portion of the
protein, residues 9–60, and does
not include the data from N47
and D48 (grey circles in the
plot). The total number of the
fitted RDCs and the figure of
merit Q are indicated in the
graphs
Table 2 Alignment parameters
from a series of samples in
r = 0.96 PEG/hexanol media
The conventions are the same as
in Table 1
dSH3 fSH3 dSH3-sl-dSH3 dSH3-ml-dSH3 dSH3-ll-dSH3
Aa (10
-3) 2.23 -0.78 -1.50 -0.78 0.41
R 0.40 0.33 0.36 0.64 0.41















N 43 48 41 40 45
Q 0.25 0.21 0.22 0.26 0.25
D(2H) (Hz) 17.1 12.3 20.3 15.0 11.0
GDO (10-3) 2.76 1.32 1.54 1.18 0.80
NSP 1.0 0.90 -0.64 -0.47 0.21
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phase La and a ‘sponge phase’ L3, which itself has a
complex and variable morphology (Gaemers and Bax
2001). In this situation, minor variations in the composition
of the sample—possibly, the differences between the pro-
tein constructs themselves—may cause significant changes
in the alignment. To account for these changes, we choose
to normalize the GDO parameter according to the magni-
tude of D(2H), see Table 1. In doing so we assume that
D(2H) reflects the aligning properties of the media not only
with respect to water, but also to different a-spectrin SH3
constructs. This is an admittedly ad hoc approach, with
only limited experimental justification (Ru¨ckert and Otting
2000). Note, however, that it appears justified for a series
of samples where the alignment is dictated by the (invari-
ant) properties of the a-spc SH3 domain. At least in the
case of r = 0.85 media the alignment conditions seem to
be highly reproducible from one sample to the other.
The consistency of different sample preparations can be
verified through measurements on replicate samples. The
results from the duplicate dSH3-sl-dSH3 and dSH3-ll-dSH3
samples are in very good agreement with each other (see
Table 1; also compare squares and rectangles in Fig. 7).
Furthermore, the data taken at r = 0.85 and 0.96 are also in
good agreement insofar as rhombicity and the orientation of
the alignment frame are concerned. One apparent exception
is dSH3-ml-dSH3, cf. Tables 1 and 2. This construct dis-
plays the rhombicity R approaching the maximum value of
2/3. Under these circumstances, the labeling of the principal
axes of the alignment tensor becomes ambiguous, causing
apparent differences in the Euler angles. In fact, the two
data sets are highly consistent, as confirmed by the NSP of
the respective alignment tensors, 0.998.
The only sample where reproducibility truly appears to






Fig. 7 GDO and NSP alignment parameters in a series of constructs
of a-spc SH3 domain. a and b Experimental data from dSH3-sl-dSH3,
dSH3-ml-dSH3, and dSH3-ll-dSH3 tandem constructs (squares for
the main series of samples, triangles for replicate samples), as well as
dSH3 and fSH3 single-domain constructs (dashed and dotted
horizontal lines, respectively). The data from r = 0.85 and 0.96
samples are indicated in green and red, respectively. Spline curves are
added to guide the eye. The NSP parameter is calculated relative to
the dSH3 construct; the corresponding value for the dSH3 itself is 1.0.
c and d The corresponding PALES-based simulations using the steric
alignment model which assumes planar bicelle bilayers with the
thickness 28.6 A˚
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frame is well reproduced, the rhombicity shows a signifi-
cant amount of variation, Tables 1 and 2. Furthermore, the
GDO value varies significantly from one preparation to the
other. One thing is certain, however: the alignment of
dSH3 is unexpectedly strong in all anisotropic samples, cf.
Fig. 6 (also confirmed by the results from an additional
dSH3 sample, not shown). In what follows, this observation
is discussed in greater detail.
Figure 7a provides the experimental verification of the
concept presented in this paper, namely, that the tandem
with a short linker should align strongly, whereas the tan-
dem with a long linker should align more weakly (given
that the shape of the domains is close to spherical, the
linker is unstructured, and there is no significant domain–
domain interactions). Furthermore, it appears that the
simple steric alignment model, as implemented in PALES,
in conjunction with the conformational ensembles gener-
ated with the help of TraDES, provide an adequate
explanation for the experimental observations (compare
squares/triangles in Fig. 7a and circles in Fig. 7c). Note
that the PALES-based prediction algorithm does not
involve any adjustable parameters (see Materials &
Methods). The NSP data in Fig. 7b confirm our hypothesis
that with increase in linker length the tandem domains
begin to behave as independent entities, i.e. align similarly
to isolated domains.
From inspection of Fig. 7 it becomes obvious, however,
that the steric alignment model is only partially successful
in reproducing the experimental data. While the GDO
values for tandem constructs are predicted with reasonable
accuracy, the predictions for isolated domains, dSH3 and
fSH3, are off the mark (cf. dashed/dotted lines in Fig. 7a,
c). The case of the dSH3 is particularly instructive. This
domain represents a spheroid with modest anisotropy,
Ik=I? ¼ 0:83. Its structure is well defined: only one
N-terminal and one C-terminal residue are classified as
‘unstructured’. Assuming that the mechanism of alignment
is steric, dSH3 should show only a modest degree of
alignment. Yet the experimental GDO value is exceedingly
high (see also Fig. 6a). Moreover, the experimentally
determined alignment frame bears no similarity to the
predicted one, as indicated by the low NSP value, -0.11.
This leads us to suggest that the alignment mechanism in
the PEG/hexanol media is, in fact, different from the
simple steric model postulated in PALES.
To further investigate this possibility, we turn to the
literature reports of RDC measurements in the PEG/hexa-
nol media. For ubiquitin, the orientation of the alignment
frame is predicted by PALES with reasonable accuracy,
NSP = 0.78–0.86. However, the GDO values are overes-
timated by a factor 2.1–4.5 (Lakomek et al. 2006; Brigg-
man and Tolman 2003). Our own measurements on
ubiquitin in PEG/hexanol media at pH 3.5 led to similar
results, with GDO overestimated by 2.1–2.3 (data not
shown). The agreement becomes even poorer if the results
are scaled according to D(2H). The data from another small
protein, GB3 domain, produce NSP = 0.94 and another
poor GDO prediction, off by a factor 3.6 (Ulmer et al.
2003). Taken together with our current data for a-spectrin
SH3, these results suggest that PALES can both under- and
overestimate the degree of alignment by a wide margin.
This shortcoming seems to be specific to the PEG/hex-
anol media. In the case of DMPC/DHPC bicelles, the ste-
ric PALES model fares much better. For ubiquitin,
NSP = 0.96–0.97 and the predicted GDO value is only 1.3
times higher than the experimental value. For GB3 domain,
NSP = 0.90 and the predicted GDO is essentially exact.
Clearly, it would have been desirable to repeat our exper-
iments in the DMPC/DHPC bicelles. Unfortunately, fSH3
and especially dSH3 constructs tend to precipitate at pH
6.5–7.0 required by this alignment media (van Rossum
et al. 2003).
Alignment mechanisms
Unexpectedly, the results Fig. 7a indicate that nearly-
spherical dSH3 domain aligns stronger than the markedly
anisotropic dSH3-sl-dSH3 construct. In this section we dis-
cuss the potential sources of this behavior. While we cannot
offer any single definitive explanation, it is useful to review
various factors contributing to PEG/hexanol alignment.
The result in Fig. 7 appears paradoxical only in the light
of the simple steric model involving planar bicelles.
Alternatively, if the morphology of the media is complex,
then a steric mechanism can, in principle, lead to an arbi-
trary alignment tensor. Indeed, assume for the sake of
argument that anisotropic media contains cavities that can
(transiently) accommodate certain proteins. Assume further
that the cavities are shaped such that they form ‘lock and
key’ pair with a given protein. Clearly, the resulting
alignment tensor will be different from the one that is
predicted by PALES.
In fact, recent studies showed that the topology of the
most used liquid-crystal media is far more complex than
previously believed. The DMPC/DHPC bicelles, which
were originally described as large disks, have been instead
visualized as ‘‘two-dimensional networks of flattened,
highly branched, cylindrical micelles and lamellar sheets
perforated by large irregular holes’’ (van Dam et al. 2006).
Similar observations have been made with regard to the
PEG-hexanol media. Early on it has been noted that the La
bilayers display collective wave-like modulation (undula-
tion) (Strey et al. 1990; Jonstromer and Strey 1992).
Gaemers and Bax pointed out that dilute conditions used in
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NMR experiments bring the system close to the transitions
region where the lamellar phase La coexists with a ‘sponge
phase’ L3 (Gaemers and Bax 2001). Their diffusion data
further suggest that the motion of probe molecules between
the oriented bilayers (i.e. along the z-axis in the NMR tube)
is significantly obstructed. These obstructions may arise
from the ‘bridges’ between the adjacent bilayers, the
presence of small globular structures (e.g. micelles) in the
interbilayer space, etc. None of this potentially complex
topology is taken into consideration in the PALES model—
which may explain its apparent lack of accuracy, Fig. 7.
From a more general perspective, the failure of PALES
can be attributed to site-specific interactions between the
proteins and the media. Generally, PEG-based media are
protein-friendly in a sense that there is little protein
adsorption. Nevertheless, specific interactions involving
PEG-hexanol have been observed for short peptides (Ohni-
shi and Shortle 2003), N-terminal domain of the enzyme I
from bacterial phosphotransferase system (Suh et al. 2008),
two cytoplasmic domains of chitobiose transporter (Jung
et al. 2010), and folding intermediate of FF domain from
HYPA/FBP11 (Korzhnev et al. 2010). There is no doubt that
many more cases remain undocumented (dismissed as
unsuccessful attempts to prepare aligned samples).
PEG doped with hexanol forms a bilayer where the sur-
face is lined with hydroxyl headgroups. The interactions of
the proteins with such bilayers have been modeled in several
influential theoretical studies (Jeon et al. 1991; McPherson
et al. 1998). All-atom force field simulations have been also
reported (Lim and Herron 1992; Zheng et al. 2004; Zheng
et al. 2005). These simulations clearly identify the preferred
orientation of the protein (lysozyme) on a surface of a PEG
bilayer. Of note, the binding interface appears to be formed
by charged/polar residues interacting with PEG oxygens at
or near the surface of the bilayer (Zheng et al. 2004). Of
course, the binding is only weakly specific since many sites
on the protein surface can form such favorable contacts.
Note that electrostatic effects play a prominent role in
molecular alignment even when the media is not charged—it
is sufficient that the media is polar. These aspects has been
extensively discussed in the small-molecule studies (Emsley
et al. 1991; Terzis and Photinos 1994; Syvitski and Burnell
2000; Dingemans et al. 2003; Wardle et al. 2004).
To elucidate a possible role of electrostatics in PEG/
hexanol media, we have prepared an additional sample of
fSH3 containing 100 mM NaCl. If the alignment is purely
steric, as is commonly held, then one would not expect
to observe any significant changes upon addition of NaCl.
In reality, however, the GDO parameter jumps from
1.19 9 10-3 to 1.85 9 10-3, see Table 1.1 This result is
unexpected and, at a first glance, counterintuitive. Indeed,
if electrostatic interactions are involved, then addition of
salt should screen out these interactions and thus lower the
degree of alignment. In fact, a number of plausible expla-
nations can be suggested for this finding. The increase in
GDO may result from the interplay between the electro-
static and steric mechanisms. Furthermore, it may also
occur in the context of purely electrostatic alignment. As
described by Wu and co-workers (Wu et al. 2006),
excessive electrostatic repulsion drives the solute away
from the charged media and into the bulk, where it cannot
effectively align. Adding NaCl to the solution reverses this
process, thus increasing the degree of alignment. Details of
alignment notwithstanding, the observed dependence of the
GDO on the ionic strength of the solution suggests that an
electrostatic mechanism plays a role.
To further probe the relevance of electrostatic interac-
tions, we have undertaken an additional series of PALES
simulations. Unlike the steric model, which has no
adjustable parameters, the electrostatic model contains
several such quantities. As described in the Materials &
Methods section, the ionic strength of the solution was set
to the actual experimental value, 17 mM. The other two
parameters, pH and the surface charge density of the
medium r, were optimized in an ad hoc fashion to obtain
the best possible agreement with the five experimental
GDO values (listed in Table 1). The optimization was
conducted by means of the grid-search in the space of two
parameters. Calculations at each point on the grid involved
multiple PALES jobs (addressing five conformational
ensembles, each comprised of several thousand
conformers).
The optimized electrostatic model produced the pre-
dictions for GDO and NSP as shown in Fig. 8. The main
result of this simulation is that it is indeed possible to
recreate the situation where dSH3 and fSH3 display a
higher degree of alignment than tandem constructs, as
observed experimentally (see Fig. 7a). The parameters
obtained from the model optimization are r = 0.05 e/nm2,
effective pH 4.8. The value 0.05 is relatively low in
comparison, for example, with Pf1 phage, -0.47 e/nm2. In
principle, surface charge may arise from adsorption of ions
on the interface between water and non-ionic surfactants
(Elworthy et al. 1971; Balzer 1993; Karraker and Radke
2002; Stubenrauch and von Klitzing 2003; Wardle et al.
2004). However, it appears that the charge density on the
surface of a C12E5 bilayer in water is actually much lower
than 0.05 e/nm2 and negative (Balzer 1993; Stubenrauch
and von Klitzing 2003), even in the presence of a small
amount of ionic surfactant (Schomacker and Strey 1994;
von Berlepsch and de Vries 2000). At the same time, the
obtained effective pH value, 4.8 is significantly higher than
the actual experimental pH, 3.5.
1 In contrast, we found that alignment of ubiquitin in PEG/hexanol is
insensitive to salt.
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In judging the results of these simulations one should
keep in mind that our model of electrostatic alignment is
rather crude. Specifically, the pKa values used in the cal-
culations have a typical error of 0.5–1 unit, with maximum
error of up to 2 units (Li et al. 2005). Furthermore, the
predictions of electrostatic alignment are highly sensitive
to fine details of the charge distribution. For instance, the
predicted alignment parameters may change in response to
a conformational jump of a single charged side chain. To
demonstrate this effect, we regenerated the SH3 confor-
mational ensembles using the BAAAA structure of the SH3
domain, i.e. a structure where the single side chain, E17, is
placed in an alternative conformation (see Materials &
Methods). This minor structural modification led to sig-
nificant decrease in the predicted GDO of the fSH3 sample,
from 1.74 9 10-3 to 1.36 9 10-3.
In conclusion, the presented PALES-based electrostatic
simulation demonstrates the feasibility of the scenario in
which dSH3 and fSH3 align more efficiently than the
tandem constructs. Beyond that, we do not attach any
particular significance to the results shown in Fig. 8. One
can envisage that more sophisticated prediction tools will
be developed in future, where a fully atomistic approach
will be extended to the liquid crystal media. It can also be
expected that MD-based methods will eventually emerge.
The examples of such developments have been cited
above (Dingemans et al. 2003; Wardle et al. 2004; Zangi
and Engberts 2005; Zheng et al. 2004; Polyansky et al.
2005; Zheng et al. 2005; Aroulanda et al. 2006). The
progress in this area, however, is limited by our relatively
poor knowledge of the liquid crystal structure and
dynamics.
Conclusion
In this study we focus on proteins comprised of two
modular domains connected through a random-coil linker
(a-spc SH3 domains connected through glycine-serine
linker). When the linker is short, the tandem SH3 construct
represents a dumbbell-shaped molecule with relatively
little domain–domain mobility. Being placed in steric
alignment media, such as PEG/hexanol, this molecule is
expected to display a high degree of alignment. As the
length of the linker is increased, the domains become
effectively uncoupled and start behaving as independent
entities. Consequently, the degree of alignment observed in
each of the tandem domains approaches that of the isolated
SH3 domain.
In qualitative terms, it has been noted before that dif-
ferential domain alignment conveys information about in-
terdomain mobility (Braddock et al. 2001; Ulmer et al.
2002; Poon et al. 2007; Holland et al. 2008; Wang et al.
2009). Here we attempted to quantify the dependence of
the alignment parameters (amplitude and orientation) on
the length of the linker. The form of the corresponding
transition curves depends on the details of the system, e.g.
the shape of the individual domains and the linker attach-
ment points. In the case of electrostatic alignment, the
trend can be easily reversed, i.e. the degree of alignment
may increase with lengthening of the linker. The transition
phenomenon itself, however, is sufficiently general.
To translate the proposed intuitive model into quantita-
tive predictions, we generated a series of conformational
ensembles representing a-spc SH3 constructs with different
linker lengths (the disordered linkers and terminal sequences
×10-3
A B
Fig. 8 The GDO and NSP alignment parameters for a-spc SH3 constructs as obtained from PALES-based electrostatic simulations. The
optimized model assumes planar bicelle bilayers with surface charge density r = 0.05 e/nm2, and effective sample pH 4.8
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were built using the program TraDES). These ensembles
were used to predict the parameters of steric alignment
(program PALES). To test the validity of the theoretical
predictions, we prepared three tandem constructs of a-spc
SH3 and two variants of the isolated SH3 domain. These
chimeras were used to measure backbone 1HN-15N RDCs in
two series of PEG/hexanol samples (r = 0.85 and 0.96). It
was found that the alignment of tandem proteins is in line
with expectations and agrees reasonably well with the
results from PALES-based simulations. The isolated
domains, however, displayed much stronger alignment than
expected. Furthermore, the degree of alignment turned out to
be sensitive to the ionic strength of the solution, which is
generally not expected to be the case for a well-behaved
steric alignment media.
Several factors may potentially contribute to this situa-
tion. First, the topology of the liquid crystal media is
known to be more complex than envisaged in the simple
PALES model (i.e. planar bilayers). Furthermore, there is a
possibility that the phase equilibrium of the liquid crystal
changes in response to addition of protein or salt (these
changes may not necessarily be fully reflected in D(2H))
(Ottiger and Bax 1998). It is also likely that protein
alignment in PEG/hexanol significantly depends on (weak)
site-specific interactions. In particular, an electrostatic
mechanism appears to play a role, visibly affecting the
alignment of isolated domains.
In summary, it seems that PEG/hexanol bears little
resemblance to an idealized alignment media envisioned in
PALES. One would be well-advised to keep this in mind,
especially in the context of studies where PALES is used to
simulate RDC data from disordered proteins dissolved in
PEG-based media (Alexandrescu and Kammerer 2003;
Bernado et al. 2005; Jensen et al. 2008; Pinheiro et al.
2011). Indeed, if we cannot reliably predict the alignment
of globular proteins, the predictions should be even less
reliable for disordered proteins. In this latter case, all res-
idues can potentially form site-specific contacts with the
media and, furthermore, these contacts may significantly
skew the original conformational equilibrium (for those
protein molecules that are in the vicinity of the media and
give rise to observable RDCs).
The chimera protein investigated in this work is com-
prised of two non-interacting domains connected by a
variable-length random linker. It can thus be described as
an example of the system with minimal domain coupling.
This example provides an important point of reference for
future studies of the proteins with substantial domain
coupling, either through domain–domain interactions (e.g.
Crk adaptor protein (Kobashigawa et al. 2007), Syk kinase
(Zhang et al. 2008)) or through a structured linker (e.g.
calmodulin (Ikura et al. 1991), troponin (Slupsky et al.
1995)). In the case of popular PEG/hexanol media, the
usefulness of this approach is presently limited by lack of
precise information about the morphology of the oriented
phase and the details of alignment mechanism. We expect
that the DMPC/DHPC media offers a better chance of
success, although it is far more restrictive in terms of
sample conditions. Further progress in this area depends on
development of more accurate alignment prediction tools.
Ultimately, such tools should be based on all-atom MD
simulations modeling the interactions between the protein
and the alignment media.
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a b s t r a c t
15N R2 relaxation is one of the most informative experiments for characterization of intrinsically disor-
dered proteins (IDPs). Small changes in nitrogen R2 rates are often used to determine how IDPs respond
to various biologically relevant perturbations such as point mutations, posttranslational modifications
and weak ligand interactions. However collecting high-quality 15N relaxation data can be difficult. Of
necessity, the samples of IDPs are often prepared with low protein concentration and the measurement
time can be limited because of rapid sample degradation. Furthermore, due to hardware limitations stan-
dard experiments such as 15N spin-lock and CPMG can sample the relaxation decay only to ca. 150 ms.
This is much shorter than 15N T2 times in disordered proteins at or near physiological temperature. As
a result, the sampling of relaxation decay profiles in these experiments is suboptimal, which further low-
ers the precision of the measurements.
Here we report a new implementation of the proton-decoupled (PD) CPMG experiment which allows
one to sample 15N R2 relaxation decay up to ca. 0.5–1 s. The new experiment has been validated through
comparison with the well-established spin-lock measurement. Using dilute samples of denatured ubiq-
uitin, we have demonstrated that PD-CPMG produces up to 3-fold improvement in the precision of the
data. It is expected that for intrinsically disordered proteins the gains may be even more substantial.
We have also shown that this sequence has a number of favorable properties: (i) the spectra are recorded
with narrow linewidth in nitrogen dimension; (ii) 15N offset correction is small and easy to calculate; (iii)
the experiment is immune to various spurious effects arising from solvent exchange; (iv) the results are
stable with respect to pulse miscalibration and rf field inhomogeneity; (v) with minimal change, the
pulse sequence can also be used to measure R2 relaxation of
15Ne spins in arginine side chains. We antic-
ipate that the new experiment will be a valuable addition to the NMR toolbox for studies of IDPs.
 2013 Elsevier Inc. All rights reserved.
1. Introduction
15N relaxation measurement is one of the most useful NMR
experiments – it is fast, reasonably simple to interpret, and imme-
diately provides information on protein backbone flexibility. This
information can be further used to characterize the role of motions
(i.e. conformational entropy) in ligand binding [1,2], protein stabil-
ity [3,4], allosteric regulation [5,6], etc.
The spin context of 15N relaxation is fairly straightforward. It is
normally assumed that nitrogen relaxation is driven by 1HN–15N
dipolar interaction and, to a lesser degree, by 15N CSA mechanism.
Nevertheless, even in this sufficiently simple spin system there is
room for uncertainty – the appropriate length of N–H bond was
a subject of debate and the degree of anisotropy and site-to-site
variation of the 15N CSA tensors have also been widely discussed
[7,8]. Furthermore, small and difficult-to-quantify Rex contribu-
tions into 15N R2 appear to be more common than previously
thought [9].
In addition to these fundamental sources of uncertainty, there
are also a number of errors associated with specific measurement
schemes that have been uncovered in recent years. For example, it
has been found that frequent application of 1H pulses during the
spin-lock period with the intention to suppress dipolar-CSA
cross-correlation may actually re-introduce the undesirable J-cou-
pling evolution [10]. In 1HN–15N saturation-transfer NOE experi-
ment it was found that the standard saturation sequence tends
to create a number of unwanted spin modes [11]. The artefacts
associated with solvent exchange were also recently exposed [12].
Finally, there are also uncertainties associated with the choice
of the model. The most common approach is to choose from sev-
eral versions of the model-free model which make different
assumptions about the underlying dynamics – in particular, with
regard to local motions on 1 ns time scale [13–15]. While there
are statistical criteria that guide this choice, it has been shown that
the outcome is often influenced by the random noise-like errors
1090-7807/$ - see front matter  2013 Elsevier Inc. All rights reserved.
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and depends on availability of data measured at different magnetic
fields [16–18]. An additional level of complexity is added by the
protein’s overall tumbling, which should be properly modeled
using a fully asymmetric diffusion tensor [19–22].
With all of these sources of uncertainty combined, it is not sur-
prising that 15N-relaxation-derived motional parameters are not
necessarily very accurate. Consider, for example, the well-studied
model protein ubiquitin, where several groups independently mea-
sured and analyzed 15N relaxation in solution [20,23–25]. The
backbone order parameters reported in these studies differ signif-
icantly from each other: the rms deviations between the indepen-
dently determined sets of S2 are in the range from 0.02 to 0.07 and
the correlation coefficients are in the range from 0.56 to 0.94.
In practice, however, the perceived lack of accuracy is not very
important so long as most experimental studies focus on the differ-
ence in order parameters, DS2, rather than the absolute values. It is
reasonably safe to assume that systematic biases subtract out in
calculating DS2 and the result correctly represents changes in local
dynamics. The examples include changes in order parameters in
response to ligand binding, point mutations, various post-transla-
tional modifications, etc. [26–29]. Given that such changes are typ-
ically small, on the order of 0.05 or less, the primary concern is the
precision of the data – i.e. it is important to ensure that small DS2
values can be experimentally reproduced and quantitated in a reli-
able fashion.
These considerations are especially relevant for intrinsically
disordered proteins (IDPs), which have emerged as the area of ma-
jor biomedical interest [30]. IDPs do not lend themselves to the
standard methods of structural characterization. Instead, the
dynamics-oriented experiments play a prominent role. In particu-
lar, 15N relaxation and paramagnetic relaxation enhancements
(PREs) are arguably two most informative experiments in the field
of intrinsically disordered proteins. At the same time, it is often
considerably more difficult to achieve high precision in measuring
15N relaxation rates in IDPs. Many disordered proteins are prone to
aggregation which makes it necessary to work with low-concen-
tration NMR samples, often in the range 10–100 lM, and/or collect
the data over a short period of time to avoid sample degradation
[31–33]. If the studies are conducted at or near physiological con-
ditions (37 C, pH 7.4), the quality of the already crowded spectra
suffers from the line-broadening caused by solvent exchange,
which further lowers the signal-to-noise ratio. Finally, there is
one other issue that is concerned specifically with 15N R2 measure-
ments as discussed below.
For disordered proteins at 37 C the 15N T2 relaxation times are
relatively long, on the order of 0.5–1.0 s. On the other hand, the
length of the spin-lock period srel in the standard R1q experiment
does not exceed ca. 100–150 ms, as dictated by hardware limita-
tions. It is clearly not possible to properly sample the magnetiza-
tion decay curve over such a short interval of time. This situation
is illustrated in Fig. 1a, which shows the R1q decay curve from res-
idue L15 in a 100 lM sample of denatured ubiquitin at 37 C. The
expansion of this relaxation profile in Fig. 1b demonstrates the
problem with such measurement – generally, when srel is much
shorter than T2 the decay profile appears flat, which makes it diffi-
cult to accurately determine the relaxation rate constant. A rigor-
ous treatment indicates that the best results are obtained when
srel is extended beyond T2 [34].
The restrictions concerning the maximum length of srel are ulti-
mately due to low gyromagnetic ratio of nitrogen, x1 = cNB1. In
order to generate sufficiently strong 15N rf field which is necessary
to suppress the effect of 1JNH coupling, a very strong current should
be applied to the transmitter coil. This pushes the probe to the lim-
its of its performance. In the case of spin-lock measurements, the
room-temperature probe can sustain 1.7 kHz nitrogen rf field for
a period of time ca. 150 ms. In the case of R2 CPMG measurements,
the probe can withstand the pulse train with the repetition time of
1 ms for ca. 100 ms. For early-generation cryogenic probes the
power limits are even more restrictive. Extending srel beyond these
limits can lead to excessive heating of the sample and cause probe
arcing [35] which severely degrades the performance of the pulse
sequence. In the worst-case scenario, the probe can be perma-
nently damaged.
It appears that the latest-generation hardware and particularly
new cryogenic probes should make it possible to run spin-lock
experiment with long srel [36]. Preliminary data obtained by Ban
and Lee suggest that nitrogen rf field with the strength of 3 kHz
can be maintained for 500 ms using reasonable duty cycle of 20%
(personal communication). In these trial experiments rf power re-
mains stable (i.e. there is no observable amplifier drooping) and rf
coil experiences little or no heating. The sample heating is also
modest, even for high-salt samples, which can be attributed to
the improvements in probe head design. These favorable proper-
ties can potentially lead to a robust R2 experiment well suited for
application to samples of IDPs at or near physiological conditions.
However, to the best of our knowledge, such strategy has never
been tested experimentally. One should also bear in mind that
the latest-generation hardware which is necessary for such mea-
surements is available only to a handful of research groups.
The problem can also be managed without recourse to ad-
vanced hardware. For example, Palmer and co-workers demon-
strated that 1JNH coupling can be suppressed by using relatively
weak 15N spin lock plus a small number of strategically placed
1H pulses [37]. This experiment, however, is semi-selective – to
collect a complete R1q dataset one needs to repeat the measure-
ments several times using different 15N carrier settings.
The alternative solution, which we pursue in this report, is to
use 1H decoupling to suppress 1JNH. Because of the high gyromag-
netic ratio of the proton, it is easy to generate a sufficiently strong
rf field without overloading the probe. In the presence of proton
decoupling, 15N 180 pulses can be applied only infrequently (for
the purpose of refocusing chemical shift evolution). Using this ap-
proach, srel can be extended by at least a factor of 5 without risking
adverse consequences to a probe.
A suitable pulse sequence, proton-decoupled CPMG (PD-CPMG),
has been introduced a long time ago and used to measure 15N
relaxation in proteins [38–41]. Essentially all of these reports note
the presence of bias in R2 rates measured with PD-CPMG, on the
order of 5% [38,39,41]. Because of this unresolved issue PD-CPMG
has seen little use over the last two decades.
Here we present a new and upgraded version of PD-CPMG
which can reliably reproduce the results of the well-established
R1q spin-lock experiment. The new pulse sequence allows one to
extend the observation window srel to 500 ms and beyond,
Fig. 1c. The proper sampling of the relaxation decay curve, down
to the level of 0.2 on the relative intensity scale, facilitates the
accurate determination of R2. For the samples at hand, the preci-
sion of the relaxation measurements is improved by up to a factor
of 3 compared to the standard R1q experiment. In addition to the
extended observation window, the new version of PD-CPMG
experiment offers a number of other valuable properties, as dis-
cussed below.
2. Results
2.1. PD-CPMG pulse sequence for 15N R2 measurements
The new pulse sequence shown in Fig. 2 is essentially a decou-
pled, sensitivity-enhanced HSQC, similar to what has been previ-
ously used for 15N R1q measurements [10]. Inserted in this
sequence is the proton-decoupled CPMG element of the net
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duration srel. The CPMG pulse train uses [0013] phase cycle which
was recently shown to have favorable compensation properties
[42–45]. The pulse repetition rate in the PD-CPMG sequence is rel-
atively low, with the pulse spacing 2sCP ca. 14 ms. The proton
decoupling during the CPMG train is achieved by application of
the DIPSI-2 sequence [46] with the rf field strength 4 kHz. The rel-
atively low level of combined 1H and 15N rf power allows us to ex-
tend srel period to 500 ms and beyond.
In the pulse sequence Fig. 2 proton decoupling is extended to
also cover t1 evolution period. It is well known that proton decou-
pling during t1 generally leads to sharper spectral peaks [47,48].
This is particularly important for IDPs where the spectra are highly
crowded. Under physiological conditions, IDPs experience fast sol-
vent exchange which efficiently destroys two-spin modes such as
2NxHz [49]. For conventional HSQC experiment, this causes sub-
stantial line broadening in 15N dimension resulting in poor-quality
Fig. 1. Examples of relaxation curves from 15N R1q spin-lock experiment (panels A and B) and R2 PD-CPMG experiment (panel C). The data are from residue L15 in 100 lM
sample of unfolded ubiquitin at 37 C. Panel (B) is the expansion of panel (A).
Fig. 2. PD-CPMG pulse sequence for measuring 15N R2 relaxation rates. The design is based on the experiment by Korzhnev et al. [10]; the portions of the sequence which are
new and distinct are enclosed in red boxes. The pulse and delay settings listed below are for the measurements on denatured ubiquitin (see Section 5 for sample conditions).
Hard 1H pulses are applied with the carrier set on water resonance and rf field strength of 40 kHz. Two consecutive water purge pulses [51] have the durations of 6.0 and 3.7 ms
and use the rf field of 12.4 kHz (shaded rectangles in the plot). DIPSI-2 decoupling [46] is applied with the carrier shifted to the middle of the amide region (8.3 ppm). The
decoupling rf field corresponds to 90 pulse of duration 61 ls (rf field strength 4.1 kHz). Considering that one DIPSI-2 cycle corresponds to 10,360 rotation, the duration of the
cycle is determined to be DDIPSI2 = 7.0218 ms. The 15N CPMG sequence is applied in a form of ½sCP  180x  sCP  sCP  180x  sCP  sCP  180y  sCP  sCP  180y  sCP n
pulse train, where n is an integer number. When n = 0 this element becomes nil, i.e. it does not contain any pulses or delays. The interval between the consecutive 180 15N
CPMG pulses should be adjusted according to the synchronization condition 2sCP + pN(180) = mDDIPSI2, where pN(180) is the duration of 180 15N pulse and m is an integer
number. In ourmain series ofmeasurements we used the settingm = 2 corresponding to 2sCP = 13.9676 ms. All 15N pulses, including 180 CPMG pulses, have been appliedwith
the maximum rf field strength, in our case 6.6 kHz (pN(180) = 76 ls). WALTZ-16 decoupling during the acquisition period employs 1.1 kHz rf field. The delay settings are
sa = 2.25 ms, sb = 1/(4JNH) = 2.75 ms, and d = 0.75 ms. The recycling delay employed is d1 = 2 s. Gradient strengths in G/cm (length in ms) are g1 = 5.0 (1.0), g2 = 4.0 (0.5),
g3 = 10.0 (1.0), g4 = 8.0 (0.5), g5 = 25.0 (1.0), g6 = 15.0 (1.25), g7 = 4.0 (0.5), g8 = 14.8 (0.125), g9 = 20.0 (3.5), g10 = 20.0 (2.0). The phase cycle employed is /1 = (x, x), /2 = y,
/3 = 2(x), 2(y), 2(x), 2(y), /4 = x, /rec = (x, x, x, x), with DIPSI-2 rf field applied along x. Quadrature detection in F1 is achieved by using the enhanced sensitivity approach
[52,53] whereby separate spectra are recorded with (/4, g6) and (/4 + p, g6) settings for each t1 increment. Phase /2 is inverted in concert with the receiver phase for each t1
increment such as to shift axial peaks to the edge of the spectrum [54]. While the sequence is primarily aimed at the backbone amide sites, it can also be adapted to measure
arginine side-chain 15Ne R2 relaxation rates. For this purpose 15N carrier needs to be set to 85 ppm, rectangular 15N 180 pulse marked by () should be replaced with r-SNOB
pulse [55] with ca. 15 ppm bandwidth, and 15N 180 pulses in the CPMG train need to be changed into REBURP shapes [56] with ca. 15 ppm bandwidth covering 15Ne
resonances, but not 15Ng.
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spectra. In contrast, decoupled HSQC experiment records the evo-
lution of pure in-phase coherence, Nx, and therefore avoids this
problem. The sequence shown in Fig. 2 is conceptually similar to
the previously published scheme [50], although the objectives of
the two experiments and the technical details are different (dis-
cussed later in the article).
As discussed in detail below, the 15N 180 CPMG pulses should
be calibrated with care for the purpose of PD-CPMG measure-
ments. However, standard calibration scheme is sufficient – we
recommend using the HSQC-based calibration experiment.1 The
calibration of proton 90 pulse for DIPSI-2 decoupling does not need
to be particularly accurate since PD-CPMG sequence is highly toler-
ant to pulse calibration errors. It is advisable to use the HSQC-based
calibration experiment, but water-based calibration is also accept-
able. It is important, however, that the duration of sCP is calculated
rigorously according to the synchronization condition. For example,
the experiment described in Fig. 2 was set up with 2sCP = 13.9676 -
ms, even though for the sake of brevity we refer to it as 2sCP = 14 ms
(see figure caption for details).
Note that fast solvent exchange partially cancels the advantage
of the sensitivity enhancement in the pulse sequence Fig. 2. A max-
imum potential gain from the use of the sensitivity enhancement




. However, the sequence requires
an extra transfer step of ca. 5 ms duration. Assuming that amide
solvent exchange rate is 100 s1, it is easy to estimate that the loss
of signal due to solvent exchange completely offsets the sensitivity
gain. Nevertheless, for most samples of practical interest the ex-
change rate is lower than 100 s1 and therefore the use of the sen-
sitivity enhancement scheme is likely justified (also due to its
excellent water suppression properties).
Finally, under the conditions of fast solvent exchange there is a
potential risk associated with partial saturation of the water signal
[57,58]. Generally speaking, the degree of saturation is variable
and, in particular, depends on srel. Since the saturation is effec-
tively transmitted to the amide sites, the magnitude of 1HN magne-
tization available prior to each scan also turns out to be dependent
on srel. This causes an unwanted modulation of the measured
relaxation curves, which can seriously compromise the accuracy
of the experiment [59,60]. To avoid these artefacts we have chosen
to ‘‘crush’’ water magnetization following the acquisition period
and prior to the recycling delay, thus creating highly reproducible
initial conditions. This design leads to a very accurate experiment.
In principle, the sensitivity is to a certain degree sacrificed relative
to a sequence that preserves water magnetization. However, in
practice the sensitivity is similar to the standard 15N relaxation
experiments where the water signal is strongly saturated with no
regard for solvent exchange.
2.2. The results from PD-CPMG are consistent with 15N spin-lock
experiment
In order to confirm that PD-CPMG scheme achieves consistency
with other commonly used R2 measurement strategies such as 15N
spin-lock experiment, we have collected both types of data on the
samples of chicken a-spectrin SH3 domain (1.5 mM) and unfolded
ubiquitin (2.0 mM). Only those peaks that do not have any signifi-
cant spectral overlaps have been selected for processing and anal-
yses (58 residues for a-spc SH3 domain and 48 residues for
unfolded ubiquitin). The quality of the relaxation curves is excel-
lent in both experiments, with very low fitting residual. Impor-
tantly, the results of the two independent measurements show
an excellent correlation with each other, as evidenced by the cor-
relation coefficients 0.999 and 0.993, see Fig. 3. The systematic
deviation between the two datasets is very small. Specifically,
the difference between the mean values of R2 from the new PD-
CPMG experiment and the standard spin-lock experiment is
+0.9% in the case of a-spc SH3 and 1.3% in the case of ubiquitin.
Even though such differences are negligibly small, we have a fairly
good idea of what causes them. In the case of ubiquitin, the con-
ductivity of the acidic sample is relatively high and therefore it
experiences a substantial amount of heating [61]. PD-CPMG se-
quence heats the sample a little more than spin-lock sequence,
0.45 vs. 0.30 C, leading to slightly lower R2 rates. For a-spc SH3
the amount of heating generated by both experiments is small, less
than 0.1 C. However, one has to bear in mind that a-spc SH3 is a
folded protein with broadly dispersed 1HN spectrum. DIPSI-2
decoupling does not work quite as well in this case, leading to a
small magnetization loss and consequently slightly overestimated
R2 rates. Both aspects – the performance of proton composite
decoupling and sample heating – are discussed in greater detail
in what follows.
We have also recorded a control PD-CPMG experiment where
the strength of the DIPSI-2 decoupling was lowered from ca.
4 kHz to ca. 3 kHz. The results remain virtually unchanged, as illus-
trated in Fig. 4 (correlation coefficients 0.999 and 0.998). The ob-
served amount of systematic deviation is vanishingly small (and
can be rationalized along the same lines as above). Importantly,
this result means that PD-CPMG experiment with relatively low le-
vel of decoupling power, ca. 3 kHz, can be used to sample the relax-
ation profiles up to srel  1 s and beyond. It can also be used to
collect the data from samples with high conductivity (high ionic
strength) where sample heating due to deposition of the rf power
needs to be reduced.
2.3. PD-CPMG scheme improves the precision of 15N R2 measurements
The PD-CPMG sequence is intended to improve the sampling of
15N relaxation curves in the situation when R2 relaxation is rela-
tively slow, on the order of 1–3 s1. Specifically, the experiment
is relevant for IDPs at or near the physiological temperature. Of
necessity, NMR studies of IDPs are often conducted at low concen-
tration, 100 lM or less. Furthermore, the time frame of the mea-
surements is usually limited, since the samples have a tendency
to rapidly deteriorate. For those samples where pH is close to phys-
iological, the signal-to-noise ratio is further lowered by amide sol-
vent exchange which in the case of IDPs affects all residues in the
protein. Under these circumstances, the precision of 15N R2 data
can become a critical issue.
In order to model this type of a situation, we have prepared two
samples of unfolded ubiquitin with protein concentration 100 and
50 lM and collected the relaxation data at 37 C. Toward this end,
we employed the standard 15N R1q experiment [10] as well as the
new PD-CPMG scheme. All experiments were recorded in duplicate
to assess the reproducibility of the results. The outcome is illus-
trated in Figs. 5 and 6.
The relaxation curves recorded in the repeat spin-lock and PD-
CPMG experiments are illustrated in Fig. 5. The results for residue
L15 are shown as is, i.e. in a form of R1q decay and apparent R
app
2
decay, with no correction for 15N frequency offset. The quality of
the fits is similar for the two experiments, as can be appreciated
from the magnitude of the fitting residual v. However, the repro-
ducibility of the relaxation rates as determined in the spin-lock
measurements (2.41 and 2.81 s1) is clearly worse than for PD-
CPMG (2.67 and 2.56 s1). This happens because the spin-lock
experiment is limited to short srel delays and therefore cannot
properly sample the relaxation decay profile [34].
The summary of the data from the repeat experiments is shown
in Fig. 6. Clearly, PD-CPMG achieves a much better reproducibility
1 Specifically, 1D version of 1HN–15N HSQC, where a variable-length nitrogen pulse
is inserted following the initial INEPT period (Daiwen Yang and Lewis Kay,
unpublished).
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than the standard spin-lock measurement [10]. The average abso-
lute-value error in R1q data is three times as large as in PD-CPMG
Rapp2 data: 9.1% vs. 3.7% for 100 lM sample and 22.6% vs. 7.5% for
50 lM sample. This difference in precision can be critical for stud-
ies that use 15N relaxation to quantify changes in IDPs conforma-
tional dynamics in response to various perturbations, e.g. point
mutations, posttranslational modifications, variations in pH,
crowding effects, etc. Such changes are typically subtle and can
be successfully identified only when high-precision 15N relaxation
data are available. Note that R1q data shown in Fig. 6c are essen-
tially useless in this regard since the measurement errors are of
the same magnitude as per-residue R2 variations. In contrast, R
app
2
data shown in Fig. 6d retain the ability to distinguish between mo-
bile residues, constrained residues, and those residues that experi-
ence exchange broadening.
2.4. Modified PD-CPMG scheme for arginine side-chain 15Ne
After small modifications, the PD-CPMG scheme Fig. 2 can also
be used to measure R2 relaxation rates of 15Ne spins in Arg side
chains. Arginine side chains are long and flexible; in globular pro-
teins they are typically immersed in solvent and move in a rela-
tively unconstrained fashion. Consequently, 15Ne R2 rates tend to
be low compared to the backbone 15N rates and thus particularly
well suited for PD-CPMG measurements. It is also worth noting
that Ne are more prone to solvent exchange than the backbone
amide sites. Therefore, the favorable properties of the PD-CPMG
experiment with regard to solvent exchange are especially useful
in the context of 15Ne measurements.
The pulse sequence requires some alterations, as described in
the caption of Fig. 2. The main source of difficulties is the weak
15Ne–15Ng two-bond coupling with the magnitude ca. 1 Hz [62].
This coupling remains active during the standard CPMG pulse train
which employs hard nitrogen pulses. Since srel times employed in
our measurements are long, the 2JNeNg coupling achieves partial




z during this time period. This causes
partial loss of signal and distorts the observed relaxation decay
profiles.
Since 15Ne and 15Ng have significantly different chemical shifts
(separated in the spectrum by ca. 10 ppm), this problem can be
easily overcome by application of selective 180 pulses during
the CPMG period. For this purpose we have employed REBURP
Fig. 3. Comparison of 15N R2 rates from the PD-CPMG experiment and the standard spin-lock measurement [10]. Each experiment took ca. 2 h to record. The PD-CPMG
experiment used 4 kHz DIPSI-2 decoupling. All datasets have been corrected for 15N frequency offset effects (see below for details). PD-CPMG experiment on the sample of
a-spc SH3 was carried out with 2sCP = 13.7373 ms and the set of six srel delays ranging from 0 to 275 ms.
Fig. 4. Comparison of 15N R2 rates from the PD-CPMG measurements using ca. 4 kHz and 3 kHz DIPSI-2 decoupling. In the experiments with 3 kHz decoupling, the data from
a-spc SH3 were obtained using m = 1, 2sCP = 9.6509 ms, and the set of six srel delays ranging from 0 to 193 ms, whereas the data from ubiquitin were collected using m = 1,
2sCP = 9.8235 ms and the set of six srel delays ranging from 0 to 589 ms.
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pulses which have been used in the context of CPMG measure-
ments before [63,64]. One of the potential problems with such
strategy is that REBURP pulses are relatively long, 4.0 ms, so that
nitrogen magnetization spends part of the time away from the
transverse plane. As a result, the measured relaxation decay may
potentially represent a mixture of R2 and R1 rates. However,
numerical simulations suggest that this effect introduces only a
very small error, on the order of 1%. To understand this result,
one should take into consideration several factors. (i) REBURP
pulses are applied relatively infrequently, 2sCPP 10 ms. (ii) RE-
BURP pulses are applied on-resonance or close to resonance (since
15Ne chemical shifts are confined to a relatively narrow range). Un-
der these conditions the magnetization mostly remains in the
transverse plane during the REBURP pulse. (iii) REBURP pulses
are applied with [0013] phase cycle. Considering Nx magnetiza-
tion, we observe that it is locked by the first two pulses, such that
no R1 character is introduced into spin relaxation. Similarly Ny
magnetization is locked by the last two pulses. (iv) In rapidly mov-
ing Arg side chains, R2 and R1 rates tend to be similar.
Ultimately we rely on the comparison with R1q experiment to
confirm that PD-CPMG measurement is error-free. Importantly,
R1q experiment is insensitive to the effect of 2JNeNg. Numerical sim-
ulations show that given a relatively large chemical shift offset be-
tween 15Ne and 15Ng, ca. 10 ppm, moderate spin-lock strength,
1.5–2 kHz, very weak coupling, 1 Hz, and relatively short srel
delays, 100 ms, it is safe to neglect Hartmann–Hahn transfer dur-
ing the spin-lock period. In Fig. 7 we compare the R2 rates obtained
from the standard R1q experiment with those measured by 15Ne
PD-CPMG. The two datasets are consistent within 0.5%, which is
approximately the same as the level of agreement previously ob-
served for the backbone amide sites, see Fig. 3a. This result pro-
vides validation for the modified version of the PD-CPMG
sequence aimed at 15Ne spins. Potential gains in precision in this
case should be even more significant than for backbone
measurements.
3. Experimental details
3.1. 15N offset dependence
One significant shortcoming of the traditional CPMG experi-
ment is that it requires a numerical procedure to correct for 15N
offset effect [65]. In contrast, the PD-CPMG experiment using
[0013] phase cycle allows for a simple analytical correction [44]:
Rapp2  R2 þ ðR1  R2Þl2 ð1Þ
l ¼ mNoff=mNð180Þ1
Here Rapp2 is the apparent decay rate as derived directly from the PD-
CPMGmeasurement, mNoff is the nitrogen frequency offset for a given
amide resonance, and mNð180Þ1 is the field strength of the hard
15N
180 CPMG pulses in the units of Hz. For the experimental settings
used in this study the magnitude of l2 does not exceed 0.03. Conse-
quently, it is safe to ignore higher-order corrections which are pro-
portional to l4.
The formula Eq. (1) reflects the fact that during srel period (or
more specifically during 2sCP intervals) 15N magnetization moves
on a path which takes it away from the transverse plane. By the
end of each [0013] cycle, however, the magnetization is returned
to the transverse plane as a result of the good self-compensation
properties of this cycle. The original correction formula published
by Bain et al. contains an extra term which describes spin relaxa-
tion during 15N 180 pulses [44]. In our case this additional term
can be safely neglected because 15N 180 pulses are very short
compared to 2sCPP 10 ms. The resulting simple expression Eq.
(1) can be easily inverted to determine the true relaxation rate con-
stant R2.
The validity of Eq. (1) has been tested by means of numeric sim-
ulations. Briefly, spin evolution in the two-spin (1HN, 15N) system
was modeled using full product operator basis of dimension 15.
Fig. 5. Relaxation decay profiles for residue L15 in 0.1 mM sample of unfolded ubiquitin as obtained from the repeat measurements using 15N spin-lock experiment (panels A
and B) and PD-CPMG (panels C and D). For reference, the measurements using 2.0 mM sample of unfolded ubiquitin yield R1q = R
app
2 ¼ 2:58 s1 (uncorrected for 15N offset
effects). Parameter v indicated in the plot is the rmsd between the experimental and fitted intensities.
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All coherent evolution mechanisms were included (chemical shift,
rf pulses, scalar coupling) as well as the standard relaxation mech-
anisms (dipolar and CSA). In terms of rf pulses, the simulations
reproduce the experimental setup described in the caption of
Fig. 2. We have also included the effects of 15N rf field inhomoge-
neity which was modeled via Gaussian distribution with the width
2r ¼ 0:1 mN1 . Further details can be found in Materials &
Methods.
In Fig. 8a we illustrate the dependence of the apparent Rapp2 rate
on 15N frequency offset mNoff . Shown are the simulated R
app
2 rates
(red circles) as well as the predictions using Eq. (1) (black curve).
The true value of R2 is indicated by the horizontal dashed line. This
result suggests that the rates measured via PD-CPMG experiment
and corrected by means of Eq. (1) provide a very accurate measure
of R2 relaxation.
Note also that the offset dependence illustrated in Fig. 8a is
rather weak. This is not surprising since PD-CPMG employs a train
of hard 15N 180 pulses which effectively refocus nitrogen magne-
tization across the entire spectrum. In fact, if the offset dependence
is ignored the resulting error in determination of R2 does not ex-
ceed 1%. In most cases the error of this magnitude can be tolerated
and therefore it is safe to assume that R2 ¼ Rapp2 . This obviates the
need in 15N R1 measurement which is otherwise needed to calcu-
late the offset correction according to Eq. (1). Finally, it is worth
noting that the result shown in Fig. 8a is independent of the rf field
Fig. 6. The reproducibility of R1q and R
app
2 relaxation rates as measured in the repeat spin-lock and PD-CPMG experiments using low-concentration samples of unfolded
ubiquitin at 37 C. Each experiment was recorded in a total of ca. 2 h.
Fig. 7. Comparison of arginine 15Ne R2 rates from the PD-CPMG experiment and the
standard spin-lock measurement. The results are from two arginine residues in
a-spc SH3 domain, R21 and R49. Protein concentration in the sample is 1.5 mM. The
PD-CPMG sequence has been adapted to measure 15Ne relaxation as discussed in
the text. In running this experiment one has to be mindful of 15Ne and 15Ng
chemical shifts specific to a given protein. The spin-lock sequence [10] was used as
is, with nitrogen rf carrier set to 85 ppm. Both datasets have been corrected for 15N
frequency offset effects.
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inhomogeneity on both 15N and 1H channels (assuming any rea-
sonable rf field distribution).
For comparison, in Fig. 8b we show the equivalent dependence
for the spin-lock experiment, R1q vs. mNoff [10]. Notably, there is a
shift between the simulated R1q rates (red circles) and the standard
correction formula, R1q = R2 sin2h + R1 cos2h (black curve). The
shift, which has a magnitude of 0.03–0.04 s1, can also be found
in the Korzhnev’s original report (see Figs. 2 and 3 therein). It arises
from the interplay between the spin-lock, 1JNH coupling, and 1H
180 pulses used to suppress dipolar-CSA cross-correlations [10].
Even though such pulses are applied infrequently, they can still
give rise to a discernible error. In relative terms, this error can be
safely neglected for slowly tumbling globular proteins, but not nec-
essarily so for highly mobile IDPs.
As it turns out, in the case of high-conductivity ubiquitin sam-
ple the systematic error associated with spin-lock experiment,
Fig. 8b, is compensated by the effect from sample heating (see be-
low). Such error cancelation, however, is fortuitous. For samples
with low conductivity the error would persist at the level of ca.
2%. Furthermore, the magnitude of the error is sensitive to the de-
tails of 15N rf field inhomogeneity and may potentially increase be-
yond this level.
3.2. 1H decoupling and choice of sCP
As already pointed out, proton decoupling should be synchro-
nized with 15N CPMG pulse train according to
2sCP þ pNð180Þ ¼mDDIPSI2 ð2Þ
For this purpose, one should calibrate the proton 90 pulse at the
chosen decoupling power (3–4 kHz), calculate the duration of the
decoupling cycle DDIPSI2, and then set sCP accordingly (see caption
of Fig. 2).
What happens if the synchronization condition is not met? DIP-
SI-2 sequence is designed to achieve near-complete suppression of
1JNH over the time period DDIPSI2. However, if at some point during
DDIPSI2 one applies a 15N 180 pulse this would interfere with the
decoupling scheme, leading to less-than-perfect suppression of
1JNH. As a consequence, nitrogen spin would experience a certain
amount of scalar-coupled evolution and suffer from additional
magnetization loss (e.g. due to dephasing of 2NyHz under the effect
of the proton rf field). From the perspective of PD-CPMG measure-
ments, this would result in overestimated nitrogen R2 rates. In-
deed, we have been able to reproduce this effect via simulations
and experimentally. When PD-CPMG experiment is set up with
no regard for synchronization conditions, the determined R2 rates
prove to be systematically higher. For example, in trial experi-
ments involving unfolded ubiquitin we observed the bias of ca.
0.07 s1. While such relatively small deviations can usually be ne-
glected for slowly tumbling globular proteins, they are not neces-
sarily insignificant in the case of IDPs.
The undesirable effects can be avoided by enforcing the syn-
chronization condition Eq. (2). In principle, the value of m used
in the synchronization condition should be even. However in prac-
tice odd values of m are equally acceptable (verified both experi-
mentally and by simulations). This is so because one-half of the
standard DIPSI-2 cycle still offers excellent decoupling properties.
For example, in the case of ubiquitin measurements described in
the caption of Fig. 2 the synchronization condition reads 2sCP = (-
m	7.0218–0.0760) ms, where m = 1, 2, 3, . . . .
The choice m = 2 corresponds to the strength of the effective rf
field mCPMG1 = 1/4sCP = 36 Hz. This is much lower than the strength
of the rf field used for proton decoupling, 4.1 kHz. Thus, the exper-
iment should be safe with regard to a potential risk of Hartmann–
Hahn transfer. Indeed, our simulations predict that the outcome of
the experiment is independent of the choice of m, confirming that
Hartmann–Hahn transfer is not an issue.
However, the experimental tests revealed a different type of
complication. As it turns out, the measurements using large values
of m (i.e. long sCP delays) yield slightly higher than expected R2
rates. For instance, in the case of ubiquitin, increasing m from 2
to 6 leads to 0.1 s1 increase in the average R2 value. The trend is
reverse of what could be expected from Hartmann–Hahn cross-
polarization. It also cannot be explained by a variable degree of
sample heating (the effect is also observed in a-spectrin SH3,
where there is very little heating). We have considered a number
of possible scenarios: (i) dispersion-like effect associated with per-
vasive small Rex contributions; (ii) the effect from small scalar cou-
plings between 15N and 1Ha, 1Hb; (iii) the effect from small scalar
couplings between 15N and natural-abundance 13C; (iv) the effect
of dipole–dipolar cross-correlations in a three-spin system 15N,
1HN, and 1Ha (1Hb); (v) the effect of diffusion (convection flow) in
inhomogeneous static magnetic field. Using additional experimen-
tal tests and/or numeric simulations we were able to rule out each
of these explanations.
Instead, we hypothesize that the performance of DIPSI-2 decou-
pling is not quite as efficient as suggested by numeric simulations.
Small instrumental defects such as finite pulse rise time, phase
transients, or amplifier drooping have a subtle, yet discernible ef-
fect on the real-life performance of the decoupling sequence. To
demonstrate the feasibility of this hypothesis we conducted addi-
tional experimental measurements. Specifically, the PD-CPMG
experiment was repeated with 1H rf carrier shifted from 8.3 ppm
to 6.5 ppm. The numeric simulations (including carefully designed
Fig. 8. Simulated dependencies (A) Rapp2 vs. mNoff for the PD-CPMG experiment and (B) R1q vs. mNoff for the spin-lock experiment. The results from numeric simulations are shown
with red circles (red lines), the calculations using analytical formulas are shown with solid black lines, the target value of R2 is shown with the horizontal dashed line. The
CPMG and spin-lock pulse sequence elements are modeled with the same settings as used in the experimental study (see Fig. 2 and Section 5). In particular, proton DIPSI-2
decoupling is assumed to be applied on-resonance with the rf field strength 4 kHz.
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three-spin simulations) predict that such carrier jump should have
no effect on the measured R2 rates. Yet the experimentally mea-
sured R2 values in the sample of unfolded ubiquitin increased on
average by 0.03 s1. In the case of a-spc SH3 with its widely dis-
persed 1HN spectrum the increase was more substantial, 0.06 s1.
This lends support to our hypothesis that the real-life performance
of proton decoupling is less perfect than can be inferred from the
simulations.
This result makes us suggest that DIPSI-2 decoupling is less effi-
cient than expected in suppressing 1JNH coupling. In this situation
we rely on 15N 180 pulses to assist with decoupling. In order to
fully suppress 1JNH evolution, nitrogen pulses should be applied
sufficiently frequently. It is also important that nitrogen pulses
are applied with maximum power, in our case 6.6 kHz.2 To summa-
rize, the PD-CPMG experiment presented in this paper should be
executed with proton decoupling rf power of 3–4 kHz and 2sCP -
 10–15 ms (subject to synchronization condition, m = 1–2). Use of
the lower decoupling power or longer sCP delays results in a small
but measurable bias, leading to overestimated R2 rates.
Finally, we would like to comment on the choice of proton
decoupling scheme. DIPSI-2 was selected primarily for its excellent
J-coupling suppression properties. The decoupling bandwidth is a
secondary consideration (particularly for disordered proteins with
their narrow range of 1HN chemical shifts). The PD-CPMGmeasure-
ments using DIPSI-3 decoupling produce the results that are virtu-
ally identical to those obtained with DIPSI-2. Choosing between the
two, we prefer the latter scheme since it offers a benefit of a short-
er cycle. Accurate results have also been obtained using WALTZ-16.
However, in this case the experiment becomes more sensitive to
synchronization condition – away from the correct setting ex-
pressed by Eq. (2) the measured R2 rates turn out to be significantly
overestimated (confirmed both experimentally and by simula-
tions). Along these lines we can explain the appearance of bias in
the earlier implementations of PD-CPMG [38]. Finally, GARP-1
decoupling sequence shows relatively poor performance. This is
not surprising since GARP offers excellent bandwidth, but medio-
cre J-coupling suppression properties [66].
3.3. Rf pulse miscalibration
The numeric simulations modeling the effect of rf pulse miscal-
ibration on the measured Rapp2 and R1q rates are illustrated in Fig. 9.
The PD-CPMG experiment turns out to be remarkably stable with
respect to miscalibration of proton pulses in the DIPSI-2 decou-
pling scheme (red circles3 in Fig. 9a). This reflects excellent self-
compensation properties of the DIPSI-2 sequence as manifested in
our simulations. On the other hand, the miscalibration of 15N 180
pulses leads to nitrogen magnetization spending part of the time
away from the transverse plane. This results in the increased R1
character of the spin relaxation and lower Rapp2 rates (blue circles).
Note that in practice 15N pulse calibration should be accurate to at
least within ±5%. Hence the actual miscalibration factor is likely con-
fined to the narrow range 0.95–1.05. In this range the Rapp2 rates ob-
tained from the PD-CPMG measurements remain essentially
unchanged. We have also considered the scenario where both 15N
and 1H pulses are miscalibrated. The results are no different from
the situation where 15N pulses alone are misset.
As a point of comparison, the effect of rf field miscalibration on
R1q experiment is also illustrated, Fig. 9b. There is certain amount
of error associated with this experiment as manifested in the shift
between the simulated and the target relaxation rates (see Fig. 8
and related discussion). Varying the strength of on-resonance 15N
spin lock in the interval from 1.2 to 2.2 kHz modulates the magni-
tude of error as shown in the plot; the sinusoidal modulation pat-
tern is similar to the one previously observed [10]. There is also an
additional element of bias associated with spin-lock experiment
which is not reflected in Fig. 9b. The failure to correctly determine
mN1 leads to an error in applying the
15N offset correction. The
amount of error can be substantial, on the order of 0.1 s1. This
is much worse than in the case of PD-CPMG experiment, which
is fairly insensitive to the 15N offset effects (see Fig. 8).4
Finally, we have conducted additional experimental measure-
ments to test the validity of the simulations illustrated in Fig. 9a.
For this purpose we have deliberately misset the proton pulse in
the DIPSI-2 decoupling sequence – instead of the properly cali-
brated value, pH(90) = 61 ls, we have used 56 or 66 ls. Using this
altered experimental setup, we repeated the PD-CPMG measure-
ments on the sample of unfolded ubiquitin. The results proved to
be in perfect agreement with the previously obtained data, thus
confirming that PD-CPMG experiment is immune to miscalibration
of the DIPSI-2 proton pulses. Along the same lines we have tested
the incorrect settings for nitrogen CPMG pulses: instead of
pN(180) = 76 ls we have used 66 or 86 ls. As expected, this led to
appreciable decreases in the measured R2 rates (on average by
0.09 and 0.06 s1, respectively). One should keep in mind, however,
that these tests involve a significant element of exaggeration. In
Fig. 9. The effect of rf pulse miscalibration on (A) Rapp2 rates from PD-CPMG experiment and (B) R1q rates from spin-lock experiment. The miscalibration factor represents the
ratio of the actual m1 to the target m1. The simulations have been conducted assuming mNoff ¼ 0 and 2r ¼ 0:1 mN1 . For proton channel, the effects of frequency offset and rf field
inhomogeneity were found to be negligibly small.
2 If CPMG pulses are applied with reduced level of power (4 kHz) some of the
recorded decay curves become slightly distorted. This effect occurs only at certain
specific values of 15N frequency offset.
3 For interpretation of color in Fig. 9, the reader is referred to the web version of
this article.
4 As for the proton pulses, their sole purpose in the spin-lock experiment is to
suppress the dipolar-CSA cross-correlation. In this role they remain efficient even
when their actual flip angle is varied between 130 and 230 (red circles in Fig. 9b).
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practice, hard 15N pulses are calibrated with much better accuracy,
on the order of ±1 ls. Under these conditions the PD-CPMG exper-
iment is essentially insensitive to the effects of pulse
miscalibration.
3.4. The importance of using external 2H lock
It is clearly desirable to study IDPs at or near physiological con-
ditions. However, so far such studies have been rare [67]. The main
difficulties arise from fast solvent exchange, kex  10–100 s1,
which undercuts the sensitivity of HSQC experiment and worsens
the situation with spectral overlaps. There are also other, more
technical, problems associated with solvent exchange that can
compromise the accuracy of 15N relaxation measurements.
Most biological NMR samples are prepared with 5–10% D2O for
the purpose of frequency locking. However, under fast solvent ex-
change conditions the presence of D2O in the sample could have a
number of undesirable consequences for 15N R2 measurements
[12]. (i) Standard relaxation experiments use 1HN(15N) sites as a
point of origin. During the course of the sequence, and in particular
during srel, the original 1HN(15N) groups are partially converted
into unobservable 2HN(15N). This transition process modulates
the recorded decay profile and thus interferes with R2 determina-
tion. (ii) If solvent exchange is fast on the time scale of srel, the
measured R2 rate represents a weighted average of 15N(1HN) and
15N(2HN) relaxation rates. (iii) In the latter case, 15N(2HN) relaxa-
tion contains a sizable contribution from the scalar mechanism
due to fast deuterium relaxation and solvent exchange. In PD-
CPMG experiment this contribution is only partially suppressed
by infrequent application of 180 15N pulses. (iv) In addition, the
apparent R2 may include an Rex-type term which stems from the
isotopic frequency shift between 15N(1HN) and 15N(2HN).
To avoid all of these complications, we use the external fre-
quency lock, i.e. 100 lL D2O placed in a coaxial insert fitted into
the standard NMR tube. Such inserts can be purchased inexpen-
sively from a number of vendors (we usedWGS-5BL fromWilmad).
They have been widely used in the past in the studies dealing with
fast solvent exchange [68,69]. It has been shown that the samples
using coaxial inserts are less likely to suffer from convection flow
effects [70]. On the downside, such inserts are currently unavail-
able for Shigemi tubes.
3.5. Manipulating water magnetization
As discussed above, PD-CPMG sequence is intended for use with
intrinsically disordered proteins at physiological temperature. If
sample pH is also close to physiological, then solvent exchange be-
comes a major factor. Specifically the accuracy of the measure-
ments can be compromised by the transfer of the saturation
from water to amides mediated by fast exchange. Other transfer
mechanisms, such as (i) intermolecular NOE and (ii) solvent ex-
change involving hydroxyl and amine groups followed by intramo-
lecular NOE, can potentially add to the problem. Additional
damage can be caused by radiation damping.
There are several ways of dealing with this complication. For in-
stance, one can try to preserve water magnetization during the
course of the pulse sequence. In principle, this is feasible since DIP-
SI-2 sequence can be used to lock water magnetization [71]. How-
ever, in practice this method is not well suited for our experiment.
During the long srel delays,  0.5–1 s, spin-locked water magneti-
zation undergoes significant relaxation decay and therefore fails
to be conserved. The alternative approach is to use very long recy-
cling delays allowing for complete recovery of water magnetiza-
tion. For obvious reasons this is also impractical.
Instead, we have chosen to apply water purge element [51] fol-
lowing the acquisition period and prior to the recycling delay. This
method guarantees that the amount of water magnetization pres-
ent at the beginning of each scan always remains the same. Con-
sider the situation where solvent exchange is fast on the time
scale of spin–lattice relaxation, kex  10 s1 or higher. In this case
the recovery of amide magnetization is controlled by the water
R1 rate, which is 0.2 s1 at 37 C [72]. Under these circumstances,
the optimal recycling delay is approximately 5.0 s. Long recovery
time means that the sensitivity of the experiment suffers – it is
ca. 2-fold lower compared to the schemes that preserve water
magnetization. However, this is the sacrifice that is necessary to
ensure the accuracy of R2 measurements. Note that there is also
a positive aspect to longer recycling delays as they help to reduce
sample heating (discussed below).
The same problems are encountered in the standard relaxation
experiments when applied to IDPs at or near physiological condi-
tions. For example, in the standard R1q experiment the status of
water magnetization changes depending on the number of 1H
180 pulses applied during srel. This gives rise to a distinctive mod-
ulation pattern in the recorded relaxation curves (data not shown).
To avoid such spurious effects, we have also inserted the water-
crusher element in the standard R1q pulse sequence [10]. All R1q
measurements reported in this work were conducted using this
amended version of the original sequence (see Materials &
Methods).
3.6. Contribution from solvent exchange to Rapp2
Above we have discussed two potential complications associ-
ated with solvent exchange: (i) proton-deuterium exchange in a
D2O-containing sample and (ii) saturation transfer from H2O to
amide protons. In this section we discuss a third mechanism
whereupon solvent exchange can interfere with 15N R2 measure-
ments. In the absence of proton decoupling, the in-phase Nx mag-
netization interconverts with the anti-phase 2NyHz. The latter is
destroyed by solvent exchange, which physically separates the
two correlated spins [49]. When solvent exchange is sufficiently
fast on the time scale of 1JHN the resulting loss of magnetization
can be described as scalar relaxation of the second kind.
In the PD-CPMG and spin-lock experiments, 1JHN evolution dur-
ing srel is suppressed. Therefore, one may expect that scalar relax-
ation should be absent. This is not quite so. For spin-lock
experiment, the standard expression for scalar relaxation rate
Rsc2 ¼ ðpJHNÞ2sex=ð1þ ð2pm1sexÞ2Þ [73] immediately suggests that
the effect can be significant.5 A similar outcome can be expected
for the PD-CPMG experiment, although no analytical formula is
available to address the situation involving DIPSI-2 decoupling.
The simulated R1q and R
app
2 constants for a range of solvent ex-
change rates kex are shown in Fig. 10. The graph demonstrates that
slow exchange, kex < 10 s1, has virtually no effect on the extracted
relaxation rates. As the exchange rate increases to 10–100 s1, a
significant amount of error is generated. The R1q experiment using
1 kHz spin lock is particularly vulnerable (green curve). The R1q
experiment using 2 kHz spin lock and PD-CPMG experiment using
4 kHz DIPSI-2 decoupling produce a similar amount of error, which
is not necessarily negligible (orange and red curves, respectively).
One should be mindful of this effect when conducting measure-
ments under somewhat extreme conditions where kex exceeds sev-
eral tens of s1. In this situation it may be advisable to collect the
data using higher decoupling power, which helps to eliminate the
contribution from solvent exchange into Rapp2 . For example, we
have successfully recorded PD-CPMG experiment with 6 kHz DIP-
SI-2 decoupling and srel extending to 640 ms (data not shown). Un-
der certain circumstances one may also want to collect the data at
5 In this expression sex ¼ k1ex and m1 is the strength of the spin-lock.
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two decoupling field strengths, 3 and 4 kHz, to identify the rates af-
fected by solvent exchange.
The range kex  10–100 s1 is relevant for IDPs under physio-
logical conditions [74]. This is also the range where 15N relaxation
can be measured using the standard HSQC-based schemes. The
remaining portion of Fig. 10, corresponding to ultra-fast solvent
exchange, is mainly of academic interest (although suitable exper-
imental schemes have also been developed [75,76]). The scalar
contribution into R1q and R
app
2 reaches several s
1 when exchange
rate increases to ca. 10,000 s1 (the simulated data fall outside
the area of the plot). With further increase in kex the scalar relax-
ation declines. This phenomenon is known as self-decoupling; in
principle, self-decoupling leads to complete suppression of 1JNH
evolution and allows for extraction of accurate R2 rates (all profiles
in the plot converge to the dashed horizontal line). For spin-lock
experiment, the numeric results shown in Fig. 10 are in quantita-
tive agreement with the calculations using Redfield-theory for-
mula for scalar relaxation [73].
3.7. Sample heating
Sample heating is a potential concern in all heteronuclear spin–
spin relaxation experiments as they deposit a copious amount of rf
power into the sample. This is also true for the PD-CPMG scheme
where proton decoupling is applied for a lengthy period of time,
up to 0.5–1.0 s. The problem is exacerbated for samples with high
conductivity. When using a sample of ubiquitin with pH 2.0 and
recording PD-CPMG experiment with 6 kHz DIPSI-2 decoupling,
we have observed heating-related artefacts such as characteristi-
cally distorted peak shapes [77]. This is attributable to the high
content of H+ ions in acidic solution; the problem disappears in
the pH 3.0 sample (see below).
To mitigate the effect of heating, we have programmed the
pulse sequence Fig. 2 in an interleaved fashion. In our scheme t1
incrementation is controlled by an outer loop, whereas the array
of srel is parsed by an inner loop, alternating between short and
long delays (e.g. 0, 560, 112, 448, 224, and 336 ms in the case of
ubiquitin measurements). In this manner the degree of heating re-
mains near-constant throughout the experiment. If necessary, the
interleaved scheme can be further improved as described by Orek-
hov and co-workers [78]. The heat-equalizing element [77] can
also be included into the sequence.
With the experimental setup used in our study it is straightfor-
ward to monitor the change in temperature during the PD-CPMG
experiment. Toward this goal we have prepared a buffer solution
of 8 M urea in D2O, pH 3.0, which imitates ubiquitin sample. This
solution was placed into NMR tube while the coaxial insert was
filled with methanol. The original pulse sequence was then modi-
fied such as to allow for observation of the methanol 1H spectrum
(see Materials & Methods for details). This sequence was used to
record a dataset which was equivalent to the original PD-CPMG
in every way, except that each FID contained a strong methanol
signal. The FIDs pertaining to the same srel value have been added
together, and the resulting methanol spectrum was used to deter-
mine the effective temperature associated with this particular srel
[79]. The results of this procedure are presented in Fig. 11.
Fig. 11 demonstrates that the sample heating in PD-CPMG
experiment is close to uniform, as desired. In the absence of any
rf pulsing, the temperature of the sample is determined to be
37.0 C. The application of PD-CPMG sequence with 4 kHz DIPSI-
2 decoupling and 2 s recycling delay raises the temperature to be-
tween 37.4 and 37.5 C (green circles in the plot). When proton
decoupling power is lowered to 3 kHz, the temperature is stabi-
lized just under 37.4 C (red circles). This is comparable to the
spin-lock experiment employing srel from 5 to 140 ms, where the
similar interleaved setup heats the sample to slightly more than
37.3 C (blue circles).
How significant is this level of heating? The data on 15N R2
relaxation in denatured ubiquitin are available at several different
temperatures ([80,81], this work). From these data one can readily
estimate that the temperature dependence of nitrogen R2 is ca.
0.1 s1/C. For the experiment at hand the increase in temperature
amounts to ca. 0.4–0.5 C, which translates into approximately 2%
bias in the measured relaxation rates. While this amount of error
may be tolerable, it can as well be eliminated by adjusting the set-
ting of variable-temperature unit (in our case, to 36.5–36.6 C).
Note the results illustrated in Fig. 11 pertain to the sample with
moderately high conductivity. In contrast, for the sample in low
conductivity buffer (a-spc SH3) the heating generated by spin-lock
experiment is only 0.1 C. For the same sample the PD-CPMG
experiment employing 4 kHz DIPSI-2 decoupling and srel delays
as long as 843 ms produces only 0.2 C heating.
4. General discussion and concluding remarks
The concepts used in our PD-CPMG experiment are similar to
those previously used in the context of relaxation dispersion mea-
surements [50,82]. In particular, Hansen et al. developed a con-
stant-time CW-CPMG experiment where the loss of the signal is
measured as a function of n180tot , the total number of 180
15N pulses.
The use of the proton decoupling allows one to focus on the in-
phase coherence Nx which has more favorable relaxation proper-
ties than the combination of Nx and 2NyHz previously used in the
context of relaxation-compensated CPMG experiment [83]. The
Fig. 10. Dependence of R1q and R
app
2 rates from
15N spin-lock and PD-CPMG experiments on solvent exchange rate kex. The dependence arises from the loss of 1HN–15N spin
correlations due to amide solvent exchange. The simulations have been conducted using the same model as in Fig. 8, with mNoff ¼ 0. Solid lines correspond to the conditions of
practical interest; black dashed horizontal line represents the true value of R2. kex is given in the units of s1.
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new scheme can also be employed with a smaller number of pulses
n180tot , which improves the sampling of relaxation dispersion profiles
at low frequency mCPMG1 . As it should become clear from this brief
discussion, the objectives of CW-CPMG experiment are quite dif-
ferent from what is described in this paper, and the technical de-
tails are different as well. In fact, it would be difficult to adapt
CW-CPMG for the purpose of 15N R2 measurements since this se-
quence uses a continuous-wave proton decoupling with a rela-
tively high level of power, 15 kHz.
The new proton-decoupled CPMG experiment has been devel-
oped with the goal to improve the precision of 15N R2 measure-
ments in intrinsically disordered proteins at or near physiological
conditions. However, the test measurements described in this pa-
per only partially satisfy these conditions. While ubiquitin data
have been collected at 37 C, the sample was chemically denatured
by application of 8 M urea, the pH was 3.0, and no particular atten-
tion has been paid to the ionic strength of the solution. How will
our experiment fare if the measurements are conducted under
more physiologically relevant conditions?
At 37 C, pH 7.4 amide solvent exchange presents a potentially
grave problem. Under these conditions, the exchange rates in dis-
ordered proteins mostly fall in the range 20–200 s1 [74], causing
significant line broadening and potentially compromising the
accuracy of relaxation measurements. Although PD-CPMG mea-
surements under these conditions should be possible, they will
be extremely demanding. In this situation it may be advisable to
lower pH to 7.0, as this value remains relevant for cytosol [84]. Gi-
ven that histidine side chains in IDPs titrate near pH 6.0 [85], it
should be possible to lower the pH without significantly altering
the charges on the protein.
The ion content of the cytosol is typically assumed to be equiv-
alent to 150 mM NaCl. We executed the PD-CPMG experiment on a
sample containing this amount of salt and found that the temper-
ature of the sample increased by 1.3 C. This amount of heating is
tolerable and does not affect the appearance of the spectra (verified
experimentally). The increase in temperature can be compensated
by adjusting the setting of the VT unit. We conclude that PD-CPMG
measurements can be conducted using the samples with physio-
logically relevant salt concentrations.
Finally, let us consider solvent viscosity and the effect of co-sol-
vents. The inside of the cells is known to be crowded, which causes
substantial increases in 15N R2 rates [86]. Similarly, in our ubiquitin
measurements the presence of 8 M urea led to elevated R2 values,
both through increased solvent viscosity and coordination of urea
to the unfolded protein [87]. In contrast, NMR samples of IDPs
are usually prepared without crowding agents or osmolytes. The
15N R2 rates in such samples are typically found to be 2–3 s1 at
the temperatures 15–20 C [88–90], which corresponds to R2 of
ca. 1 s1 at our target temperature 37 C. For relaxation decay that
is so slow, the advantages of the proposed PD-CPMG scheme
should be even more significant. In other words, one may expect
gains in precision that would surpass the factor of 3 found in this
study.
The issue of precision can be critical for 15N relaxation measure-
ments in IDPs. Because of the propensity to aggregate and precip-
itate, the samples of IDPs often need to be prepared with low
protein concentration, in the range of 10–100 lM. Furthermore,
the measurement time is often limited to 1–10 h because the sam-
ples tend to quickly deteriorate. Solvent exchange further com-
pounds to the problem, causing line-broadening in the already
crowded spectra and further lowering signal-to-noise ratio. Under
such circumstances it can be difficult to obtain high-quality data.
At the same time it is very important that the data are precise. In-
deed, 15N relaxation measurements in IDPs typically pursue the ef-
fects that are subtle in nature. For instance, this may be a tenuous
a-helical propensity which distinguishes physiologically relevant
IDP from a random-coil-like peptide chain or a putative local clus-
ter which is formed in response to a certain point mutation. In each
case we rely on small changes in 15N R2 rates to pinpoint the effect
of interest. Thus we are faced with the situation where it is essen-
tial, but at the same time very difficult, to collect high-precision
15N R2 data. The new PD-CPMG experiment is expected to be quite
helpful in this regard.
The accuracy of the new experiment has been established
through comparison with well-established R1q scheme. Such com-
parison was carried out for both unfolded and folded protein sam-
ples. We have determined that PD-CPMG experiment has a number
of favorable properties. First, it records pure in-phase evolution
during t1 period and therefore offers an advantage in sensitivity
and resolution. The signal-to-noise ratio in the PD-CPMG spectra
of a-spc SH3 and ubiquitin are ca. 15% higher than in the compara-
ble R1q spectra. This advantage becomes dramatic for proteins or
peptides experiencing significant solvent exchange. Second, PD-
CPMG data can be easily corrected for 15N offset effect. In fact, this
correction is small and can even be neglected, thus obviating the
need for companion R1 experiment. Third, the experiment is de-
signed in such a way that solvent exchange does not interfere with
the measurements. We avoid adding D2O to the sample and main-
tain the constant degree of water saturation. The contribution from
scalar relaxation of the second kind arising from solvent exchange
remains minimal. Fourth, the experiment is highly stable with re-
gard to pulse miscalibration and rf field inhomogeneity. The
amount of sample heating is on par with the R1q measurements.
Fifth, possible Rex contributions into 15N R2 rates, which may arise
from transient oligomerization or other potentially interesting ef-
fects, are largely retained in the PD-CPMG experiment because of
the low VCPMG1 . This is arguably preferable to the standard measure-
ment schemes where the application of strong spin-lock field or
Fig. 11. True temperature associated with different srel values as sampled by the PD-CPMG and spin-lock experiments (denatured ubiquitin, 8 M urea, pH 3.0). The same
amount of heating is generated when one uses the sample with neutral pH and 50 mM NaCl.
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frequent 15N 180 pulses leads to partial suppression of Rex. Sixth,
PD-CPMG experiment has been adapted to probe 15Ne spins in
Arg side chains which are likely to be a valuable target for future
studies of protein internal dynamics. We have also verified that
PD-CPMG sequence can be employed with 13C-labeled samples
using the setting 2sCP5–10 ms (to be reported elsewhere). All of
these attractive properties make us believe that PD-CPMG 15N R2
experiment will become a valuable addition to the arsenal of
NMR experiments targeted at intrinsically disordered proteins.
5. Materials and methods
5.1. Protein samples
SH3 domain from chicken a-spectrin and human ubiquitin have
been expressed in 15N enriched M9 media and purified as de-
scribed previously [91,92]. Protein concentrations were deter-
mined using UV absorbance at 280 nm. The sample of 1.5 mM a-
spc SH3 has been prepared in H2O, 20 mM citrate, 0.02% NaN3,
pH 3.5. The sample of 2.0 mM unfolded ubiquitin was prepared
in H2O, 8 M urea, pH 3.0. Two additional ubiquitin samples were
prepared with protein concentration 50 and 100 lM. Sample vol-
ume in each case was 500 lL, with 100 lL of D2O added into the
coaxial insert of the NMR tube (Wilmad, WGS-5BL) to serve as
external lock.
5.2. NMR spectroscopy
All NMR experiments were performed on Varian Inova-600
spectrometer equipped with triple-resonance z-axis gradient
probe. The measurements were carried out at 25 C for a-spc
SH3 and 37 C for unfolded ubiquitin. The backbone amide spectra
were recorded with 15N carrier at 119 ppm and 15N spectral width
of 30 ppm (a-spc SH3) or 22 ppm (ubiquitin). The data were col-
lected with 64 t1 increments and 1800 points in t2 domain. The
spectra of Arg (1He,15Ne) in a-spc SH3 were recorded with 15N car-
rier as 85 ppm, 15N spectral width of 10 ppm, and 16 t1 increments.
All data were collected with 4 scans per t1 increment. The spectra
were processed using NMRPipe [93]. Squared phase-shifted sine-
bell window function was applied in both dimensions and the
spectra were zero-filled to the size 4096  512 (1HN,15N) or
4096  256 (1He,15Ne).
To ensure a clean comparison between PD-CPMG and spin-lock
experiments, we have amended the standard R1q sequence [10] by
adding a water-crusher element (red box on the right side of
Fig. 2). In the spin-lock experiment we have used the following srel
delays: 5(1), 30(1), 60(2), 90(3), 120(4), and 140(4) ms (shown in
brackets is the number of 1H 180 pulses used to suppress dipo-
lar-CSA cross-correlations). The 15N spin-lock has been applied
with rf field strength 1.7 kHz. All other experimental settings were
the same as in PD-CPMG experiment, including the recycling delay
d1 = 2 s. 15N R1 data have also been recorded in order to determine
15N offset correction for both R1q and PD-CPMG data (cf. Eq. (1)).
The spectra were integrated using the autoFit/nlinLS routines
from the NMRPipe package. These routines operate on the entire
‘‘stack’’ of spectral planes, making an assumption that the peak po-
sition and the linewidths do not change significantly from one
plane to the other and hence can be fitted in a global sense. This
approach is especially helpful for quantitation of the weak peaks.
The data were fitted assuming Gaussian peak shapes, as appropri-
ate for the squared sine-bell apodization. The spectral assignments
of a-spc SH3 and denatured ubiquitin were obtained from the pre-
vious reports [94,95].
To monitor sample temperature during the PD-CPMG experi-
ment we have developed a special scheme based on the pulse se-
quence Fig. 2. Specifically, we changed the original sequence
beginning with the acquisition period. Starting from this point
the modified sequence reads: g11  sblank  pH(90)  t2  d1. Here
g11 is the clean-up gradient with the strength 20 G/cm and dura-
tion 3.5 ms, sblank is 100 ms delay during which time the 15N
WALTZ-16 decoupling is turned on, pH(90) is hard proton pulse with
the same phase as the receiver, t2 is the acquisition period of 0.5 s,
and d1 is the recycling delay of 1.5 s. The purpose of this sequence
is to record 1D spectrum of methanol (which is contained in the
NMR tube coaxial insert) under the conditions that emulate the ac-
tual PD-CPMG measurement. We recommend using this accessory
experiment when working with high conductivity (high ionic
strength) samples, provided that accurate absolute values of R2
are of interest.
5.3. Numerical simulations
We have simulated spin evolution of the two-spin (1HN, 15N)
and three-spin (1HN, 15N and 1Ha) systems during the srel period
of the PD-CPMG and spin-lock experiments. Taken into consider-
ation were all sources of coherent evolution: rf fields, frequency
offsets, and scalar couplings. In addition, Redfield matrix has been
generated by rigorously including dipolar and CSA contributions. In
the 2-spin simulations we have also included the ‘‘external’’ 1Ha
spin, which manifested itself through dipolar contribution into
the auto-relaxation rates of (1HN, 15N) spin modes. In the 3-spin
simulations, 1Ha was treated as a part of the spin system. We have
assumed that 3JHNHa = 10 Hz, 2JNHa = 5 Hz which is the upper limit
for the respective experimentally observed couplings [96,97]. 15N
and 1HN CSA tensors were modeled according to the literature data
[8,98]; 1Ha CSA tensor was assumed to be zero. The distance be-
tween 1HN and 1Ha was set to 1.84 Å. In order to emphasize the ef-
fect of dipole–dipolar cross-correlations, the angle between
15N–1HN and 1HN–1Ha vectors was set to zero. All simulations used
a simple form of Lipari-Szabo spectral density [99], where it was
assumed that sC = 2 ns, S2 = 0.5, and sfast = 0. This parameterization
is consistent with the previous analyses of 15N relaxation in dena-
tured protein [100] and correctly reproduces typical R1 and R2 val-
ues observed in denatured ubiquitin at 37 C (Fig. 3b). Rf pulses
were simulated with finite length. To model the effect of rf field
inhomogeneity, the simulations were repeated for 100 discrete val-
ues of rf field strength uniformly distributed in the interval
[m1  2r, m1 + 2r]. The signal intensity was then calculated as a
weighted average of the results from multiple simulations. Solvent
exchange was modeled as described previously [49]. Specifically,
we recognize that any multi-spin mode combining 15N and 1HN
spin operators undergoes exchange-induced decay with the rate
kex.
The simulations featuring 15  15 and 63  63 propagator
matrices were repeated for the same set of srel delays as used
experimentally. The simulated signal intensities were then fitted
with a single exponential, yielding the values of R1q or R
app
2 . The re-
sults from 2- and 3-spin simulations proved to be virtually identi-
cal. This is not surprising considering that: (i) DIPSI-2 sequence has
been designed to perform well in the presence of homonuclear
couplings, such as 3JHNHa, (ii) the train of 15N 180 CPMG pulses
is sufficient to eliminate the effect of the small 2JNHa coupling, with
off-resonance DIPSI-2 providing additional insurance, and (iii)
three-spin modes generated by dipole–dipolar cross-correlations
are effectively dephased by DIPSI-2 decoupling.
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Abstract 1H–15N HSQC spectroscopy is a workhorse of
protein NMR. However, under physiological conditions the
quality of HSQC spectra tends to deteriorate due to fast
solvent exchange. For globular proteins only a limited
number of surface residues are affected, but in the case of
intrinsically disordered proteins (IDPs) HSQC spectra are
thoroughly degraded, suffering from both peak broadening
and loss of intensity. To alleviate this problem, we make
use of the following two concepts. (1) Proton-decoupled
HSQC. Regular HSQC and its many variants record the
evolution of multi-spin modes, 2NxHz or 2NxHx, in indirect
dimension. Under the effect of fast solvent exchange these
modes undergo rapid decay, which results in severe line-
broadening. In contrast, proton-decoupled HSQC relies on
Nx coherence which is essentially insensitive to the effects
of solvent exchange. Moreover, for measurements involv-
ing IDPs at or near physiological temperature, Nx mode
offers excellent relaxation properties, leading to very sharp
resonances. (2) Cross-polarization 1H-to-15N transfer. If CP
element is designed such as to lock both 1HN and water
magnetization, the following transfer is effected: Hwaterx !
HNx ! Nx: Thus water magnetization is successfully
exploited to boost the amount of signal. In addition, CP
element suffers less loss from solvent exchange, confor-
mational exchange, and dipolar relaxation compared to the
more popular INEPT element. Combining these two con-
cepts, we have implemented the experiment termed CP-
HISQC (cross-polarization assisted heteronuclear in-phase
single-quantum correlation). The pulse sequence has been
designed such as to preserve water magnetization and
therefore can be executed with reasonably short recycling
delays. In the presence of fast solvent exchange,
kex * 100 s
-1, CP-HISQC offers much better spectral
resolution than conventional HSQC-type experiments. At
the same time it offers up to twofold gain in sensitivity
compared to plain proton-decoupled HSQC. The new
sequence has been tested on the sample of drkN SH3
domain at pH 7.5, 30 C. High-quality spectrum has been
recorded in less than 1 h, containing resonances from both
folded and unfolded species. High-quality spectra have also
been obtained for arginine side-chain HeNe groups in the
sample of short peptide Sos. For Arg side chains, we have
additionally implemented (HE)NE(CD)HD experiment.
Using 13C-labeled sample of Sos, we have demonstrated
that proton-to-nitrogen CP transfer remains highly efficient
in the presence of solvent exchange as fast as
kex = 620 s
-1. In contrast, INEPT transfer completely fails
in this regime.
Keywords 1H–15N correlation spectroscopy 
Proton-decoupled HSQC  Cross-polarization 
Amide solvent exchange  Intrinsically
disordered proteins  Arginine
side-chain HeNe group
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Two-dimensional 1H–15N correlation spectroscopy is the
most widely used class of experiments in the field of pro-
tein NMR. There are a number of reasons for continued
popularity of these experiments. Bacterially expressed
recombinant proteins with 15N labeling can be produced
using conventional protocols at very little extra cost.
HSQC-type experiments generally have high sensitivity
and yield the spectra that are well dispersed and free from
interference of the water signal. Furthermore, these spectra
are exquisitely sensitive to changes in protein status, such
as ligand binding or conformational rearrangements. The
HSQC-based sequences are also used to measure 15N
relaxation rates, paramagnetic relaxation enhancements,
residual dipolar couplings, and other experimental param-
eters of prime importance.
For all of its strengths, 1H–15N correlation spectroscopy
is not ideally suited for measurements at or near physio-
logical conditions (pH 7.4, 37 C). Under these conditions
the quality of the spectra deteriorates due to rapid 1HN
solvent exchange which causes both loss of intensity and
line broadening. In the case of folded soluble proteins only
those amides that lie on the surface of the protein and have
a significant degree of solvent exposure are affected.
However, among these affected residues one often finds
key catalytic residues, as well as residues which are criti-
cally important for ligand binding (Mueller et al. 2001;
Amezcua et al. 2002; Haddad et al. 2005). A similar situ-
ation is encountered in the samples of membrane proteins
reconstituted in lipids or detergents; in this case solvent
exchange has an effect on water-exposed loops (Fernandez
et al. 2004). Of particular importance for our study, solvent
exchange can have severe adverse impact on 1H–15N
spectroscopy of intrinsically disordered proteins (IDPs).
The degree of water exposure is typically very high for
most residues in IDPs. As a consequence, already at room
temperature and pH 6.0 the quality of the spectra visibly
deteriorates. This happens regardless of residual secondary
structure. Indeed, the presence of transient, low-populated
a-helices or b-turns offers little protection against solvent
exchange (Croke et al. 2008; Hsu et al. 2009; Gray et al.
2012). Even in the case of molten globule proteins, solvent
exchange can thoroughly degrade the quality of 1H–15N
spectra (Loh et al. 1995).
In principle, the problems associated with solvent
exchange can be avoided if one resorts to pulse sequences
employing non-labile protons or heteronuclei. A number of
experiments have been developed along these lines
including, notably, 13C-based experiments (Bermel et al.
2006; Pasat et al. 2008; Felli and Brutscher 2009; Werbeck
et al. 2013). However, given the substantial cost of 13C-
labeling and low sensitivity of the proton-less pulse
schemes, the 1H–15N spectroscopy remains the first choice
for NMR studies of IDPs.
It has been recognized early on that in the presence of
moderately fast solvent exchange it is important to preserve
water magnetization (Grzesiek and Bax 1993; Farrow et al.
1994). Along these lines van Zijl and co-workers developed
FHSQC sequence, which offers excellent water preservation
properties (Mori et al. 1995). Transfer of magnetization from
water to labile protein sites makes it possible to relatively
quickly replenish 1HN magnetization. As a result, FHSQC
experiment can be executed with relatively short recycling
delays. The same is true for the more recent SOFAST-HMQC
experiment (Schanda and Brutscher 2005). The superior
performance of SOFAST-HMQC under moderately fast
exchange conditions, kex * 1–10 s
-1, has been recently
documented (Yao et al. 2011).
While the experiments such as FHSQC and SOFAST-
HMQC offer superior sensitivity, they also suffer from one
potential setback. Specifically, these sequences utilize
multispin modes such as 2NxHz or 2NxHx to record the
evolution in t1 domain. Under the effect of solvent
exchange, such multispin modes undergo rapid decay,
resulting in dramatic line broadening (Skrynnikov and
Ernst 1999). As a result, the increased solvent exchange
leads to loss of spectral resolution in nitrogen dimension.
This problem has been addressed in another pulse
sequence, which has been originally termed proton-
decoupled HSQC (Bax et al. 1990). This experiment relies
on Nx coherence to record the evolution in t1 domain. In the
presence of robust proton decoupling, Nx evolves essen-
tially independently of solvent exchange. In the case of
highly mobile disordered protons, the spectra can be
recorded with very narrow linewidth in 15N dimension. The
favorable properties of proton-decoupled HSQC with
respect to solvent exchange have been pointed out already
in the original report (Bax et al. 1990). Later the same
strategy has been used to record the spectra of lysine side-
chain NH3 groups, which are otherwise difficult to observe
due to the fast solvent exchange (Iwahara et al. 2007). The
lysine experiment was termed heteronuclear in-phase sin-
gle quantum coherence spectroscopy or HISQC. Very
recently, we have used this scheme in the context of 15N R2
measurements in IDPs (Yuwen and Skrynnikov 2013).
In this report we present the proton-decoupled HSQC
experiment which uses cross-polarization (CP) element as
a starting point. The new pulse sequence is termed CP-
HISQC. As demonstrated below, the CP element makes







For the sample conditions close to physiological the use
of the CP scheme affords significant gain in sensitivity
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compared to the previously reported HISQC sequence. At
the same time, CP-HISQC offers dramatically improved
spectral resolution compared to conventional experiments
such as FHSQC and SOFAST-HMQC. The combination of
superior resolution and good sensitivity makes CP-HISQC
sequence particularly well-suited for studies of IDPs at or
near physiological conditions. It can also be useful for
studies of globular proteins (membrane proteins) if the goal
is to capture the signals from surface sites undergoing rapid
solvent exchange.
Setting up the experiment is sufficiently easy, and the
efficient CP transfer is achieved simultaneously for those
residues that experience fast solvent exchange and for
those residues that are protected. This property has been
demonstrated on the sample of N-terminal SH3 domain of
adaptor protein drk, which contains both folded and
unfolded forms of the protein (Farrow et al. 1995). Using
CP-HISQC sequence we have recorded a high-quality
backbone 1HN–15N spectrum of drkN SH3 at 30 C, pH
7.5. In addition, we have also recorded arginine side-chain
1He–15Ne spectra of ten-residue peptide from guanine
nucleotide exchange factor Sos (Wu et al. 1995). These
data were collected at pH 6.0 in the range of temperatures
from 23 to 37 C. Using the sample of Sos peptide we have
also shown that CP transfer remains efficient even in the
presence of very fast solvent exchange (50 C,




The new pulse sequence CP-HISQC (cross-polarization
assisted heteronuclear in-phase single-quantum correlation)
is shown in Fig. 1. The initial hard 1H 90 pulse followed
by high-power DIPSI-2 pulse train lock both amide and
water magnetization along the x axis. As amides undergo
solvent exchange, the Hx magnetization on amides is
gradually replaced with Hx magnetization from water. At
the same time Hx is continuously transformed into Nx via
the cross-polarization transfer. The ability of the CP
Fig. 1 CP-HISQC pulse sequence for 1H–15N correlation spectros-
copy. The parameters below are for backbone amide measurements
using the sample of drkN SH3 (unless indicated otherwise). Proton
carrier is initially placed at the middle of the amide region, 8.20 ppm.
At the point indicated by vertical arrow, the carrier is jumped to water
resonance, 4.71 ppm. Hard 90 proton pulses have duration 6.1 ls.
90 water flip-back pulse has rectangular shape and duration 880 ls.
DIPSI-2 cross-polarization element (Rucker and Shaka 1989) uses
4.0 kHz rf field on both channels (corresponding to 90 pulses of
duration 62 ls). WALTZ-16 decoupling (Shaka et al. 1983) is applied
with rf field strength 5.0 kHz (the same as for the flanking 90
pulses). This is sufficient to minimize the loss of Nx coherence due to
solvent exchange (scalar relaxation) (Yuwen and Skrynnikov 2013).
Nitrogen carrier has been set at 119 ppm. Hard 15N pulses are of
duration 38 ls. WURST-40 decoupling (Kupce and Freeman 1996)
during the acquisition period uses rf field strength 0.6 kHz. The
durations of delays sa = 0.8 9 1/(4JNH) = 2.15 ms and
sb = 0.9 9 1/(4JNH) = 2.40 ms have been optimized based on the
model calculations assuming kex = 100 s
-1. The duration of the CP
element smix is (3/2) 9 TDIPSI2, where TDIPSI2 is the length of full
DIPSI-2 cycle corresponding to 10360 rotation. This translates into
smix = 10.705 ms, as used in the actual experiment. The spacing
between the consecutive pulses in 3-9-19 WATERGATE (Sklenar
et al. 1993) is 183 ls. The phase cycle employed is: /1 = y, -y;
/2 = -y, y; /3 = 2(y), 2(-y); /4 = 4(x), 4(-x); /rec = x, -x, -x,
x, -x, x, x, -x. DIPSI-2 and WALTZ-16 sequences are applied with
(initial) phase x. The TPPI scheme is implemented by inverting /4 in
concert with /rec (Marion et al. 1989). Quadrature detection in F1 is
achieved by incrementing /4 by p/2. Four scans per t1 increment are
sufficient to obtain high-quality spectra free from any artefacts.
Gradient strengths in G/cm (length in ms) are: g1 = 5.0 (1.0),
g2 = 10.0 (1.0), g3 = 15.0 (1.25), g4 = 11.0 (1.0). We choose not to
employ the enhanced sensitivity scheme (Palmer et al. 1991; Kay
et al. 1992) since it requires ca. extra 5 ms transfer time, which
translates into significant loss of signal in the presence of solvent
exchange with kex * 100 s
-1. When recording 1He–15Ne correlation
map for Arg side chains, proton rf carrier is initially placed in 1He
region, 7.2 ppm, and then jumped to water. Nitrogen carrier is
positioned at 85 ppm. The 1He–15Ne spectra have been recorded using





yÞ carbon pulse has been inserted in the middle
of the t1 evolution period (net duration 66 ls, rf carrier at 118 ppm).
Other settings, including the CP element, are the same as in the
backbone experiment
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element to efficiently utilize the influx of new water
magnetization is the key to its superior performance.
Following the CP element, Nx magnetization is
15N-fre-
quency-labeled during the evolution period t1, while proton
decoupling is applied to suppress 1JNH and thus prevent the
build-up of anti-phase magnetization. The use of the in-phase
nitrogen magnetization greatly improves the quality of the
spectra compared to the standard scheme (where 2NxHz
evolves during t1, suffering dramatic losses due to rapid
solvent exchange). Following the evolution period, refo-
cused INEPT is used to return magnetization to amide pro-
tons for detection. While CP scheme is strongly preferred for
the initial proton-to-nitrogen transfer, the reverse transfer is
best accomplished using INEPT (the practical consider-
ations dictating this choice are discussed below).
Special care has been taken to preserve water magneti-
zation throughout the pulse sequence. As already pointed
out, water magnetization is locked during the CP element;
likewise, it is locked during t1 period by means of the
WALTZ sequence of phase x. Finally, during the refocused
INEPT water magnetization is maintained along the z axis.
As a result, at the end of each scan water retains ca. 75 %
of its equilibrium magnetization, which is then quickly
transferred to amide sites through solvent exchange. In this
manner we avoid long recycling delays which would
otherwise be necessary to allow for recovery of water
magnetization.
The sequence shown in Fig. 1 is similar to the well-
known proton-decoupled HSQC experiment (Bax et al.
1990), as well as more recent HISQC experiment (Iwahara
et al. 2007) developed for Lys side-chain NH3 groups. The
main distinction of our sequence is the use of the CP ele-
ment which leads to significantly better sensitivity (see
below). We have also found that 3-9-19 WATERGATE
(Sklenar et al. 1993) offers better water preservation
compared to the version employing 90 selective rectan-
gular pulses (Iwahara et al. 2007).
The CP element has been designed such as to lock both
water and 1HN magnetization along the x axis. We have
determined that optimal results are obtained when (i) car-
rier is set on 1HN and (ii) the strength of DIPSI rf field is at
least two times greater than the frequency offset between
1HN and water, mH1 =D 2:0: In principle, increasing the
strength of rf field beyond this level is useful, but the gains
tend to level off (discussed in what follows).
Strictly speaking, the rf field strength mH1 ¼ 2D is
insufficient to properly align water magnetization along the
x axis. Following the initial hard 90 pulse, water magne-
tization lands on the x axis. Subsequently, under the effect
of off-resonance DIPSI, water magnetization travels on a
complicated trajectory on the surface of a unit sphere
(while maintaining a significant x projection). This
situation can be described in terms of water magnetization
being partially locked. After full DIPSI-2 cycle is com-
pleted, water is returned to the x axis, reflecting excellent
offset compensation properties of the DIPSI-2 composite
pulse. At this point the second hard 90 pulse is applied,
returning water magnetization to the z axis. This scheme
ensures good preservation of water magnetization, which is
essential for the sensitivity of the measurements.
The necessary condition for this favorable scenario is
that the length of the CP period, smix, is proportional to the
integer number of DIPSI-2 cycles. In practice, we have
found that good results are obtained already with semi-
integer number of DIPSI-2 cycles, smix = (n/2) 9 TDIPSI2.
On the other hand, the length of smix is dictated by the
requirements of cross-polarization transfer. In the absence
of solvent exchange, the optimal transfer is achieved when
smix = 1/JNH = 10.8 ms. How to reconcile these two
requirements as per the length of smix?
It turns out that in the presence of rapid solvent
exchange high efficiency of the CP transfer is attained in a
broad interval of smix. Specifically, the range of smix ca.
10–13 ms can be recommended (see Fig. 5 below). Within
this range it is easy to accommodate the semi-integer
number of DIPSI-2 cycles. For example, in our backbone
drkN SH3 experiment we have used smix = (3/2) 9
TDIPSI2 = 10.705 ms.
CP-HISQC spectra of 15Ne–1He groups from Arg side
chains
Sos peptide with the primary sequence PPPVPPRRRR is a
proline-rich fragment from guanine nucleotide exchange
factor Sos. This fragment is responsible for the interaction
with SH3 domains of various adaptor proteins (Wu et al.
1995). The signals from four arginine 15Ne–1He groups in
Sos are largely overlapped; the spectrum contains two
resolved peaks of unequal height (see Fig. 2, bottom row).
Solvent exchange rates for 15Ne–1He sites can be mea-
sured by means of the experiment that records 13Cd,1Hd
correlation map (Segawa et al. 2008). In the case of Sos
peptide, this spectrum features a single four-fold degener-
ate peak. As a consequence, kex constant obtained in this
experiment represents an effective average of the four
exchange rates. Given that four arginines are contiguously
located at the C-terminus of the Sos peptide and are
dynamically disordered, it is reasonable to assume that
their individual exchange rates are all similar to each other
and close to the experimentally measured kex. Using
13C-
labeled sample of Sos with pH 6.0 and pulse sequence
adapted from (Segawa et al. 2008) we determined 15Ne–1He
solvent exchange rate at three different temperatures:
43 s-1 at 23 C, 86 s-1 at 30 C, and 170 s-1 at 37 C.
178 J Biomol NMR (2014) 58:175–192
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This range of kex is well suited for testing the performance
of the new CP-HISQC experiment.
The 15Ne–1He spectral maps from the new CP-HISQC
experiment have been compared with the spectra from four
other popular experiments with optimized sensitivity and/or
resolution: SOFAST-HMQC (Schanda et al. 2005), FHSQC
(Mori et al. 1995), HISQC (Iwahara et al. 2007), and HIS-
QC-wg3919 (our modification of the original HISQC
sequence utilizing 3-9-19 WATERGATE element). The
latter three experiments are specifically designed for sam-
ples with fast solvent exchange. All spectra were recorded
using the recycling delays optimized for best signal-to-
noise ratio: 0.2 s for SOFAST-HMQC and FHSQC, 1.0 s
for HISQC, HISQC-wg3919, and CP-HISQC. When
choosing the recycling delay for CP-HISQC, one should
bear in mind that cross-polarization element creates a cer-
tain load on the probe (4.0 kHz 15N rf field applied for
10.7 ms), although this is not a factor for the latest-gener-
ation probes which can easily handle such amount of power
while requiring only short recycling delays (Ban et al.
2012). All experiments illustrated in Fig. 2 use the same
INEPT delays, which have been optimized based on model
calculations assuming kex = 100 s
-1.
The data in Fig. 2 show that the SOFAST-HMQC and
FHSQC sequences which rely on the evolution of two-spin
coherences (2NxHx and 2NxHz, respectively) suffer from
fast solvent exchange, causing broadening of spectral peaks
in indirect dimension. In contrast, the three HISQC
Fig. 2 Arginine 1He–15Ne
correlation maps obtained for




indicated in the plot). The
durations of all experiments are
approximately equal, ca.
10 min. The side panels show
1D cross-sections at 7.2 ppm;
the number next to each peak
indicates the corresponding S/N
ratio. All spectra taken at the
same temperature are plotted
with the same scale. The
separation between the two 15Ne
resonances is 0.3 ppm
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sequences which record the evolution of in-phase coherence
(Nx) produce much sharper signals. Given this distinctive
behavior, we have set up the experiments such as to obtain
optimal performance in relation to their intrinsic properties.
For simplicity let us focus on the data in the right col-
umn, where the effect of fast solvent exchange is especially
prominent. The SOFAST-HMQC and FHSQC data shown
in the right column have been recorded with only 4
increments in indirect dimension (t1 = 8 ms); because of
the rapid loss of magnetization there is no need in lengthy
evolution period. The line broadening is extreme and the
spectral resolution is poor, making it impossible to identify
two distinct peaks separated by 0.3 ppm in 15N dimension.
Due to excellent water preservation properties, 1He mag-
netization is quickly replenished in these experiments. As a
consequence, the data can be recorded with high repetition
rate, which makes the experiments highly sensitive (cf.
panels K and L in Fig. 2).
On the other hand, all three HISQC sequences have been
recorded with 64 increments (t1 = 175 ms). The decay of
Nx magnetization is slow, which allows for long t1 evolu-
tion and translates into high resolution in 15N dimension. If
desired, the resolution can be further improved by
extending t1 period, thus taking advantage of the fact that
intrinsic 15N R2 relaxation in peptides and disordered
proteins is typically very slow at the physiological tem-
perature of 37 C, on the order of 1 s-1. In principle, along
these lines one can obtain spectra with very sharp 15N
resonances, reminiscent of small molecules. Recording
such spectra would require somewhat longer experimental
time, ca. 1–2 h.
While HISQC experiments clearly display superior
resolution, their sensitivity is a source of concern. A sub-
stantial amount of signal is lost due to solvent exchange
during the refocused INEPT periods. Furthermore, the
water preservation properties are not as good as in SO-
FAST experiment, which necessitates the use of longer
recycling delays. All of this translates into mediocre sen-
sitivity. The panel M in Fig. 2 illustrates arginine 15Ne-1He
spectrum recorded by means of the HISQC sequence
(Iwahara et al. 2007). The two peaks are borderline
detectable, with S/N ratios of 11 and 6. Certain improve-
ment can be obtained by implementing a better water
preservation scheme. Specifically, we have found that 3-9-
19 WATERGATE (Sklenar et al. 1993) achieves better
results than the original version employing water flip-back
pulses. To quantitate this (trivial) improvement, we have
set up the experiment which is different from the original
HISQC only in that it uses 3-9-19 WATERGATE (HISQC-
wg3919). The obtained moderate improvement can be
judged by examining the data in panel N.
Of greater interest, however, are the gains associated
with the use of CP element to transfer magnetization from
1H to 15N. Replacing the first refocused INEPT period in
the pulse sequence with CP element results in twofold gain
in peak intensity (cf. panels N and O in Fig. 2). The S/N
ratios of the two observed peaks are increased to 31 and 16.
Of note, CP-HISQC is the only experiment which obtains a
fully satisfactory spectrum in ca. 10 min, allowing for
reliable detection of the two well-resolved peaks.
Finally it is worth pointing out that original HISQC
sequence has been developed for lysine side-chain NH3
groups; in these four-spin systems the maximum attainable
efficiency for both refocused INEPT and CP element does
not exceed 44 %. Note, however, that CP-HISQC retains
its advantage over the regular HISQC also in this case. The
application to arginine HeNe sites discussed above is free of
this limitation, and so is the application to backbone HNN
sites, which is described in the next section.
CP-HISQC spectra of backbone amides
The N-terminal SH3 domain of the Drosophila adaptor
protein drk (drkN SH3 domain) is a well-established model
system for studies of protein disorder (Marsh and Forman-
Kay 2009). The protein is marginally stable; in vitro it
exists in a state of dynamic equilibrium between folded
(F) and unfolded (U) forms. The exchange between the two
states is slow, so that the spectra feature two distinct sets of
peaks. From our perspective this is an attractive model for
complex protein system, which combines the elements of
order and disorder. Such complex systems increasingly
become the focus of advanced NMR studies (Bista et al.
2012).
For our experimental measurements we have used the
sample of drkN SH3 at pH 7.5, 30 C. The proportion of F
and U species under these conditions is approximately 1:1
(Zhang and Forman-Kay 1995). The unfolded form of
drkN SH3 offers little protection against solvent exchange
(Chevelkov et al. 2010). Therefore, it is appropriate to
calculate solvent exchange rates using the simple algorithm
which has been originally developed for random-coil
peptides (Bai et al. 1993; Connelly et al. 1993). The results
are dependent on protein primary sequence; for the unfol-
ded drkN SH3, the majority of the predicted kex values fall
in the range 15–150 s-1. This is the regime where CP-
HISQC is expected to be useful.1
In what follows we compare CP-HISQC with four other
experiments that have been designed with fast solvent
exchange in mind. Similar to the previous section, we have
set up each experiment with consideration for its individual
1 The alternative sample conditions could be pH 7.2, 37 C. These
conditions are relevant for cytosol (Orij et al. 2009). They give rise to
very similar kex rates and are also suitable for CP-HISQC
measurements.
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properties. Specifically, SOFAST-HMQC and FHSQC
have been recorded with 72 increments in indirect dimen-
sion, t1 = 39 ms, and short recycling delays, d1 = 0.2 s.
At the same time, all HISQC experiments were recorded
with 320 increments, t1 = 177 ms, and standard recycling
delay, d1 = 1.0 s. Similar to the previous section, the best
results have been obtained from SOFAST-HMQC (high
sensitivity) and CP-HISQC (superior resolution in combi-
nation with reasonably good sensitivity). The correspond-
ing spectra, both of which have been collected in ca.
50 min, are shown in Fig. 3.
The results in Fig. 3 demonstrate a dramatic improve-
ment in resolution afforded by CP-HISQC experiment. The
effect is especially obvious in panels C and D, which
represent the most crowded portion of the spectrum.
Indeed, a significant number of signals that are partially or
fully overlapped in the SOFAST-HMQC spectrum turn out
to be nicely resolved in CP-HISQC (cf. also 1D traces
displayed in the side panels). This result is of major
importance for studies of intrinsically disordered proteins
or, more broadly, protein systems with elements of disor-
der. It is well known that the spectra of IDPs tend to be
crowded and therefore high resolution is often key to the
success of NMR studies. The increase in the number of
quantifiable peaks should be very useful for various HSQC-
based titration experiments. It also makes CP-HISQC a
potentially useful template for 15N R2 experiment, PRE
experiment, and other similar measurements.
In addition to superior spectral resolution, CP-HISQC
experiment also offers reasonably good sensitivity. This can
be appreciated by looking at A3 resonance which is labeled
in the spectral map. The signal-to-noise ratio for this peak,
which belongs to the U subspectrum, is 85:1 (see Fig. 3c,
side panel). This is comparable to the S/N ratio found in the
SOFAST-HMQC spectrum, 123:1 (Fig. 3d, side panel).
To further characterize the sensitivity of the two experi-
ments, we have selected 22 peaks belonging to the U sub-
spectrum which are well resolved and can be unambiguously
assigned in all of the spectra (Zhang et al. 1994) (the assign-
ment is shown in Fig. S1). For each of these spectral peaks we
have determined the signal-to-noise ratio. The results are
shown in Fig. 4a, where the x axis represents the intensity of
CP-HISQC signals, while the y axis represents the relative
intensity of CP-HISQC with respect to SOFAST-HMQC. On
Fig. 3 (a, b) CP-HISQC and SOFAST-HMQC backbone amide
spectra of drkN SH3. Each spectrum has been acquired in 50 min.
The regions enclosed in rectangular boxes are magnified in panels (c,
d). Black vertical lines indicate the position of 1D traces (displayed in
side panels). The peak from residue A3 belonging to the unfolded
form of drkN SH3 is labeled in the graph. For the purpose of plotting
the spectra were scaled such that the noise level in all two-
dimensional spectral maps is the same
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average, the sensitivity of the CP-HISQC experiment proves
to be 0.51 of that achieved by SOFAST-HMQC. It is worth
noting, however, that CP-HISQC becomes increasingly
competitive for the weaker signals (cf. the negative correlation
in Fig. 4a). For the weakest peak, that from residue S10, the
sensitivity of the CP-HISQC experiment relative to SOFAST-
HMQC reaches 0.78.
A similar comparative analysis can be performed for the
peaks from the F subspectrum. For the most part the F
peaks are insensitive to exchange and therefore have much
higher intensity than U peaks. Using the data from 44 well-
resolved F resonances, we have found that the relative
sensitivity of CP-HISQC compared to SOFAST-HMQC on
average amounts to 0.36. In the case of surface residue
N35, which experiences fast solvent exchange, this
parameter rises to 0.57. In this connection it should be
noted that CP-HISQC experiment has been designed to
target U sites rather than well-protected F sites. At the
same time, SOFAST-HMQC is known to be very efficient
for F species, i.e. small globular proteins.
Of note, standard experiments such as SOFAST-HMQC
cannot be easily optimized for simultaneously collecting data
from U and F components at or near physiological conditions.
Indeed, in U species the 2NxHx mode which is employed in
SOFAST-HMQC undergoes rapid decay due to solvent
exchange, kex * 15–150 s
-1. On the other hand, in F species
this mode is relatively long-lived, RDQ/ZQ * 1–5 s
-1
assuming the temperature 30–37 C. This imposes conflicting
requirements on the length of the t1 evolution period. The new
CP-HISQC experiment is free of this complication. Recall that
CP-HISQC utilizes the Nx mode which decays slowly in both
U and F species.
Of major interest to us is the contribution of the CP
element. Figure 4b illustrates the sensitivity of CP-HISQC
experiment relative to the previously reported HISQC
experiment. For those U peaks that are well resolved and
unambiguously assigned, the average increase in sensitivity
proves to be 1.38. The most significant gain, 1.75, is again
observed for the weakest peak, S10.
In part, these gains are due to the more efficient water
preservation scheme implemented in CP-HISQC. To
quantify this factor, we have implemented the reference
experiment HISQC-wg3919. The only difference between
CP-HISQC and HISQC-wg3919 is that the former starts
with CP element, while the latter relies on refocused
INEPT. The relative sensitivity of the two measurements is
illustrated in Fig. 4c. The average gain from the use of the
CP element is described by the factor 1.34.
Finally, CP element also works well for F species. All of
the 44 selected F peaks are stronger in the CP-HISQC
spectrum than in the HISQC-wg3919 spectrum. On aver-
age, the improvement is expressed by the factor 1.10. The
biggest gain, 1.38, is again found in residue N35.
Based on all of the above, we suggest that CP-HISQC is
the best choice of experiment for 1HN–15N spectroscopy of
drkN SH3 at or near physiological conditions. The HISQC
scheme achieves critical improvement in resolution,
whereas the CP element offers significant boost in
sensitivity.
Discussion
The efficiency of CP scheme: dependence on smix
The advantage of CP-HISQC over more conventional
schemes, such as HSQC, FHSQC, SOFAST-HMQC, stems
from three factors:
Fig. 4 Sensitivity of CP-HISQC experiment relative to SOFAST-
HMQC, regular HISQC, and HISQC-wg3919 experiments (a, b, and
c, respectively). Plotted along x axis: signal-to-noise ratio (SNR) of
the individual peaks in the U subspectrum of CP-HISQC spectrum of
drkN SH3. Plotted along y axis: relative signal-to-noise ratio of the
same peaks, as obtained from comparison with other experiments.
The SNR values are calculated using peak intensities (i.e. fitted
maximum amplitudes), normalized by the noise level
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(i) The reliance on the in-phase Nx evolution during the t1
period. It is well appreciated that Nx has more
favorable relaxation properties compared to 2NxHz
or 2NxHx (Bax et al. 1990). In the context of this study
it is especially important that Nx is immune to the
effects of solvent exchange, whereas 2NxHz and
2NxHx suffer heavy losses (Iwahara et al. 2007).
2
(ii) The ability of the CP element to efficiently utilize the
influx of Hx magnetization from the H2O proton pool,
converting Hx into the desired Nx magnetization.
(iii) The more favorable properties of the CP element
relative to the INEPT scheme with regard to spin
relaxation (Levitt 1991) as well as solvent exchange.
Both CP and refocused INEPT generate multispin
modes on the route from Hx to Nx. However, the
refocused INEPT has a higher content of multispin
modes and, therefore, suffers greater losses due to
solvent exchange.
The advantages associated with property (i) have been
previously documented, although to the best of our
knowledge the application to backbone amides undergoing
fast solvent exchange is new. This aspect is also illustrated
above (cf. the sharpening of spectral peaks in the HISQC
family of spectra, Figs. 2 and 3). Therefore in what follows
we focus on properties (ii) and (iii) wherein lies the novelty
of our approach.
To analyze the details of CP transfer in the presence of
fast solvent exchange we have conducted a series of
numeric simulations. The results are presented in Figs. 5,
6, 7, 8 below. Briefly, we have simulated the behavior of
the two-spin system, 1HN–15N, undergoing exchange with
the large water proton pool. For simplicity, we have
neglected (dipolar and CSA) relaxation. Other aspects,
such as DIPSI-2 pulse train which is applied on-resonance
or close to resonance with 1HN signal but off-resonance
relative to the water line, are modeled in a fully realistic
fashion. In Fig. 5 we analyze the efficiency of the CP
transfer, i.e. the amount of the generated Nx magnetization,
as a function of the mixing time smix. Since the focus of
this simulation is on the CP element, water preservation
outside the CP element is of no interest at this point.
Accordingly, we disregard the synchronization condition
smix = (n/2) 9 TDIPSI2.
Shown in Fig. 5 are three different profiles. The blue
curve corresponds to the CP element as implemented in our
experiment. Initially it is assumed that full amount of 1H
magnetization is available both on the amide and the water
protons. Water 1H magnetization is first aligned along the x
axis and then effectively locked by the DIPSI-2 train. The
resulting transfer profile is very different from the con-
ventional (1/2)(1–cos(pJHNsmix)) oscillatory pattern nor-
mally associated with the cross-polarization transfer. As
can be seen from the plot, the transfer efficiency actually
converges toward the plateau value of ca. 0.70. This
behavior can be understood by noticing that fresh proton
magnetization is constantly injected into the amide site via
solvent exchange and then transformed into Nx. After
sufficiently long smix the system reaches a state of quasi
equilibrium, Hx¢ 2(HyNz ? HzNy)¢ Nx, where the loss
of HyNz, HzNy due to solvent exchange is compensated by
continuous influx of Hx from the large water pool.
The maximum transfer efficiency 0.79 is achieved with
smix of 11.6 ms. This is somewhat longer than the standard
duration of the cross-polarization period, smix = 1/JHN =
10.8 ms. The additional time is required to utilize a portion
of the incoming water polarization, maximizing the output
of Nx. Note, however, that transfer efficiency remains very
good in a broad range of smix, from ca. 10 to ca. 13 ms.
This provides us with the freedom to adjust smix such as to
satisfy the synchronization condition (see Fig. 1 and sur-
rounding discussion). The distinctive dependence on smix
Fig. 5 Numerical simulations of proton-to-nitrogen magnetization
transfer using CP or refocused INEPT element in the presence of
solvent exchange with kex = 100 s
-1. The simulations model the
conditions and setup of the actual backbone experiment, including the
use of DIPSI-2 sequence with mH1 ¼ mN1 ¼ 4:0 kHz and proton rf
carrier positioned on-resonance with 1HN spin at 8.2 ppm (see
‘‘Materials and Methods’’ for additional details). Water magnetization
is assumed to be initially aligned along x (blue and black profiles) or
otherwise saturated (red profile). The refocused INEPT is assumed to
be slightly asymmetric, sa/sb = 0.9, same as in the experimental
measurement
2 In principle, loss of multispin correlations due to solvent exchange
can also be described as ‘‘relaxation’’. However, we prefer to reserve
this term for faster processes—specifically for the dynamic regime
where JNH/kex B 1 (including Redfield limit where JNH/kex « 1 and
the formula for scalar relaxation of the first kind applies (Abragam
1961)). Since in our study these conditions are not necessarily
fulfilled we prefer a more general description referring to the ‘‘loss of
multispin correlations due to solvent exchange’’ (Skrynnikov and
Ernst 1999). In what follows the term ‘‘relaxation’’ refers to dipolar
and CSA mechanisms.
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as seen in Fig. 5 has been verified experimentally (shown
in what follows).
The red profile in Fig. 5 describes the situation which is
in every way similar, except it is assumed that water
magnetization is saturated and remains zero throughout the
course of the CP period. This scenario leads to a rather
different outcome. Initially, amide magnetization Hx is
transformed into Nx, with maximum transfer efficiency
0.54 reached at smix = 9.6 ms. As mixing time is increased
beyond this level, amide 1HN magnetization is nullified due
to the exchange with saturated water magnetization. Fur-
thermore, the existing Nx magnetization is transformed
back into Hx and subsequently destroyed through solvent
exchange. As a result, the efficiency of the transfer drops to
a very low level.
Finally, the black profile in Fig. 5 corresponds to the
refocused INEPT transfer, where smix = 2sa ? 2sb. In this
case the behavior of water magnetization is different and
deserves a special discussion. During the delays sa both
amide and water 1H magnetizations undergo free preces-
sion. Their precession frequencies are different by several
thousand Hz. As a result, when water magnetization enters
the amide site, it does so with a random phase (relative to
the amide magnetization). Consequently, the input from
water magnetization cancels out and the situation becomes
generally similar to the previous scenario, where water
signal is saturated.3
What are the main lessons that can be learned from
Fig. 5? Clearly, the biggest advantage associated with CP
sequence stems from its ability to utilize water magneti-
zation (blue curve). If water signal is saturated, the per-
formance of the CP scheme deteriorates (red curve). In
fact, the efficiency of the CP element becomes comparable
to that of the refocused INEPT (black curve). Hence it is
mostly the water magnetization which makes the CP ele-
ment successful, cf. factor (ii) in the above list.
At the same time we note that CP element is less sus-
ceptible to the exchange losses than refocused INEPT,
corresponding to factor (iii) in the above discussion. This
becomes apparent from the comparison of red and black
profiles in Fig. 5. In both simulations there is no influx of
magnetization from water, yet CP holds an advantage since
it is less affected by the loss of 2HyNz and 2NyHz. This
advantage, however, is not as significant as the gain from
water magnetization. Therefore we conclude that it is
mainly factor (ii) which makes CP scheme superior,
whereas factor (iii) plays a smaller role. This observation
holds true for the entire range of kex rates relevant to our
experiment.
What are the ramifications of the results in Fig. 5 for the
pulse sequence Fig. 1 and possible alternative schemes?
First, it is worth noting that refocused INEPT element
does not need to be symmetric. In fact, the first half of the
refocused INEPT, Hx ? 2HyNz, is more vulnerable to
solvent exchange than the second half, 2NyHz ? Nx.
Indeed, in the context of the INEPT scheme Hx, 2HyNz,
and 2NyHz are all effectively destroyed by solvent
exchange, whereas Nx remains unaffected. Additional
simulations establish that asymmetric INEPT using
sa/sb = 0.9 shows a slightly better performance, with
transfer efficiency increased by ca. 1 %. Generally, it is
common to use somewhat different settings for sa and sb in
the refocused INEPT, and we follow this path both in our
experimental measurements and in numeric simulations.
Second, the conventional INEPT scheme can be modi-
fied such as to effectively lock water magnetization and
utilize it toward generating Nx. Specifically, this can be
accomplished by means of CPMG-INEPT (Muller et al.
1995; Mulder et al. 1996) with sufficiently high pulse
repetition rate. We have simulated such hypothetical
experiment and found that is indeed more sensitive than its
conventional counterpart. However, the improvement
proves to be limited, well below the level achieved by the
CP scheme. This can be readily understood by noticing that
CPMG-INEPT is useful only with regard to Hx ? 2HyNz
transfer, i.e. as first half of the refocused INEPT, but does
not contribute anything during the second half. Therefore,
we have not pursued this idea any further.
Third, we have considered the idea of a pulse sequence
using two CP elements (for direct and reverse transfer).
Relying on CP element to transfer magnetization from 15N
to 1H has only limited advantages. Indeed, in this case
water magnetization cannot be used to boost the signal. On
the other hand, CP element remains less susceptible to
exchange losses, cf. factor (iii) in the preceding discussion.
In principle, this property offers ca. 10–15 % gain in
observed signal (see Fig. 5) in addition to what has been
achieved in the current CP-HISQC experiment. However,
in practice the design using two CP elements is problem-
atic. In particular, inserting CP element prior to the
acquisition period makes it difficult to preserve water
magnetization while at the same time minimizing residual
water signal. Furthermore, second CP element increases
the load on the probe, possibly requiring longer recycling
delays. Considering these complications, we did not make
any attempt to implement such experiment.
The efficiency of CP scheme: dependence on kex
Amide exchange rates in disordered proteins are dependent
on primary sequence. As a result, an IDP sample presents a
spectroscopist with relatively broad range of kex values. If
3 This general discussion is also valid in the situation when INEPT
element includes pulsed field gradients.
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the sample also includes partially or fully folded compo-
nents, as is the case with drkN SH3, then there is an
additional set of signals with very low kex. Generally one
may expect to encounter the situation where the peaks in
the spectrum show a range of kex extending from 0 to
*200 s-1. Ideally, all of these peaks should be captured in
a single experiment. As it turns out, the CP scheme can
effectively deal with this situation: one smix setting is
sufficient to capture all resonances with near-optimal sen-
sitivity. Specifically, the consensus setting smix = 10.7 ms
achieves transfer efficiency within 6 % of the optimal level
over the entire range of kex rates. The refocused INEPT
scheme is somewhat less forgiving, i.e. a single smix value
cannot accommodate the range of kex values quite as well.
The range of kex rates from 0 to ca. 200 s
-1 is generally
suitable for 1HN–15N spectroscopy. In this region the
advantage of the CP element over refocused INEPT is
expressed by the average factor 1.5 (see Fig. 6). The area
outside this region is more problematic from the perspec-
tive of 1HN–15N spectroscopy. For solvent exchange rates
exceeding 500 s-1 refocused INEPT becomes completely
inefficient, although CP element retains a reasonably good
performance. In what follows we investigate the perfor-
mance of CP element on the sample of Sos at elevated
temperature where kex reaches 620 s
-1. It is demonstrated
that even under these extreme conditions it is possible to
obtain CP transfer with ca. 70 % efficiency (although this
requires the use of longer mixing times).
We have also conducted spin dynamics simulations for
Lys NH3 groups. The results were found to be similar to
those shown in Fig. 6, suggesting that CP element should
be equally useful in the context of lysine side-chain
experiments (Iwahara et al. 2007). As a caveat, note that
the maximum transfer efficiency in this four-spin system
cannot exceed 44 % (this limit holds for both refocused
INEPT and CP schemes).
The efficiency of CP scheme: dependence on rf field
settings
Two conditions need to be met in order to achieve high
efficiency of the CP element: (i) cross-polarization transfer
per se should be effective, i.e. amide proton magnetization
should be locked and fulfill Hartmann-Hahn condition,
mH1 ¼ mN1 , and (ii) water magnetization should be effectively
locked along the same axis as amide proton magnetization.
Both requirements could be readily satisfied if infinitely
strong rf fields were available. In practice, however, mN1 is
subject to rather stringent technical limitations, which
automatically puts a limit on mH1 ð¼ mN1 Þ. As a consequence,
mH1 is actually comparable to the offset D between the amide
1HN resonances and the water signal.
To address this aspect of the problem we have con-
ducted a series of numeric simulations. In particular, the
simulated data shown in Fig. 7a (red curve) imitate the
conditions of our drkN SH3 experiment. In these simula-
tions we assume that proton rf carrier is placed in the
middle of the amide region, 8.2 ppm, such that the offset
relative to that water signal is 3.5 ppm (D = 2.1 kHz). We
further assume that the strength of the DIPSI–2 rf field is
mH1 ¼ 4:0 kHz and the solvent exchange rate is
kex = 100 s
-1. Using this set of parameters we have cal-
culated the CP ‘‘excitation profile’’, i.e. determined the
amount of Nx magnetization generated by the CP element
for the range of 1HN chemical shifts. As it turns out, the
entire amide region extending from 7.2 to 9.2 ppm is
covered in a fairly uniform fashion (red curve in Fig. 7a).
Somewhat higher efficiency is achieved at the upfield end
of the spectrum compared to the downfield end, 0.80 vs.
0.72. This observation can be readily understood. Recall
that CP transfer is efficient when amide and water mag-
netization are both locked along the x axis. This is easier to
achieve for 1HN magnetization precessing at 7.2 ppm than
for 1HN magnetization precessing at 9.2 ppm.
For the problem at hand the following relationship
always holds true: mH1 ; D  kex:Under this condition it can
be shown that the efficiency of the CP element depends on
the dimensionless ratio mH1 =D.
4 Figure 7b shows how the
efficiency of CP transfer changes with the increase in
mH1 =D. It is clearly desirable to use stronger rf fields in order
to boost the sensitivity of the experiment. The inspection of
the simulated data in Fig. 7b suggests that mH1 =D 2:0
should be considered a reasonable target for CP-HISQC
Fig. 6 The efficiency of CP element versus refocused INEPT transfer
as a function of amide solvent exchange rate kex. The simulation
parameters, including smix settings, are the same as used in the actual
experimental measurements (see ‘‘Materials and Methods’’)
4 This parameter is the same as tan h, where h is the standard tilt
angle.
J Biomol NMR (2014) 58:175–192 185
123
308
measurements. Increasing the strength of rf field beyond
this level produces only marginal improvement (cf. the
curve in the graph which levels off and converges toward
the plateau). In our experimental study of drkN SH3 the
parameter mH1 =D was 1.93. The corresponding CP excita-
tion profile is shown in Fig. 7a. In the study of the Sos
peptide mH1 =D was 2.70 since
1He resonates closer to the
water resonance and hence the offset D is smaller.
As already indicated, the limiting factor in setting up the
CP-HISQC experiment is the nitrogen rf power. Excessive
power leads to sample heating and may cause probe arcing
(Keifer 1999) which severely degrades the performance of
the pulse sequence. In the worst-case scenario, the probe
can be permanently damaged. In our drkN SH3 measure-
ments we have applied mN1 ¼ mH1 ¼ 4:0 kHz for 10.7 ms and
found these settings to be safe. To quantify the amount of
heating, we have prepared the sample where the coaxial
insert tube was filled with methanol. This sample has been
used to determine the temperature during the course of the
CP-HISQC experiment as recently described (Yuwen and
Skrynnikov 2013). The sample heating proved to be
modest, 0.4 C. Roughly half of the effect comes from the
CP element, whereas the other half is due to proton
decoupling during t1. We have repeated these measure-
ments on a sample additionally containing 100 mM NaCl
and found that in this case the temperature increased by
0.8 C. If necessary, one can compensate for such heating
effects by adjusting the setting of variable-temperature
unit.
It is worth noting that the problems associated with rf
power are greatly alleviated in the latest-generation probes
(Ban et al. 2012). The new probes can easily meet and
surpass the mH1 =D ¼ 2:0 condition. This is true not only for
500–600 MHz spectrometers, but also for higher field
machines. The sample heating remains modest, even for
high-salt samples, which can be attributed to the
improvements in probe head design.5 There is also an
additional benefit from using stronger rf fields during the
CP period as it helps to preserve water magnetization (see
next section). All of this augurs well for future applications
of the CP-HISQC experiment.
Next let us turn to the question of the proton carrier
setting. From the perspective of Hartmann-Hahn transfer, it
is advisable to set proton rf carrier in the middle of the
amide region, at around 8.2 ppm. On the other hand, to
simultaneously lock amide and water magnetization one
may prefer to place the carrier between the two respective
signals, at around 6.5 ppm. Which choice is better from the
standpoint of the overall transfer efficiency? The simula-
tions demonstrate that 8.2 ppm is very close to an optimal
choice. A small improvement can be obtained by slightly
shifting the carrier toward water. For mH1 =D ¼ 2:00 this
improvement becomes inconsequential (0.2 %). Therefore,
we advocate 8.2 ppm, corresponding to the middle of the
1HN spectral region, as a standard choice for proton carrier
setting.
Finally, let us touch upon the issue of pulse calibration.
Significant miscalibration of the DIPSI-2 proton pulse
reduces the efficiency of the Hartmann-Hahn transfer and,
in addition, has an adverse effect on water preservation.
Nevertheless, a small amount of error is well tolerated—
deliberately mis-setting DIPSI-2 pulses by ±2 ls (3 %)
causes virtually no change in the performance of CP-
Fig. 7 The efficiency of CP element for backbone amides as a
function of (a) 1HN chemical shift and (b) the strength of rf field used
in CP mixing, mH1 ¼ mN1
 
; relative to the offset between the proton
carrier and the water signal, D. The simulations assume DIPSI-2
mixing with smix = 10.7 ms, proton rf carrier positioned at 8.2 ppm,
and kex = 100 s
-1. The results in (b) additionally assume that proton
rf carrier is on-resonance with 1HN spin
5 With this new hardware it is likely possible to execute the CP-
HISQC experiment with shorter recycling delays. If in addition one
can speed up the recovery of water magnetization, e.g. by introducing
paramagnetic water relaxation agents (Hiller et al. 2005; Theillet et al.
2011), this can further improve the sensitivity of the CP-HISQC
experiment. One should be mindful, however, that relaxation agents
may perturb a delicate conformational equilibrium in the sample of an
IDP.
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HISQC. While it is recommendable to use HSQC-based
sequence to calibrate proton pulses, it is also fine to use the
standard water-based calibration procedure.
Preserving water magnetization
For labile protons in our drkN SH3 experiment solvent
exchange rates mostly fall in the range 15–150 s-1. On the
other hand, the duration of the recycling delay d1 is 1.0 s.
Under these conditions, it is clear that amide 1HN magne-
tization is completely replaced with water magnetization
during d1 and therefore the optimal length of the recycling
delay is dictated by recovery of water (rather than the
relaxation properties of 1HN). Consequently, it is important
to prevent water saturation during the pulse sequence6 and
instead preserve water magnetization, such as to avoid long
recovery periods.
CP-HISQC sequence is designed such as to ensure good
water preservation properties. First, water magnetization is
placed along the x axis by hard 1H pulse.7 Then it is
effectively locked by a train of DIPSI-2 pulses, all of which
have phase x or -x. After that water magnetization is
returned to the z axis prior to application of the pulsed field
gradient. Note that this scheme is subject to certain
requirements regarding the synchronization of smix with
TDIPSI2 and the choice of mH1 , which have already been
discussed above. The same tactics is used during the t1
period, where the water is first placed along x, then
effectively locked by the train of (on-resonance) WALTZ
pulses with phase x (-x), and after that returned to z axis.
Finally, during the refocused INEPT period, the effort is
made to keep water magnetization along the z axis. The
success of the water-preservation strategy can be conve-
niently characterized by the so-called water flip-back ratio
f, which compares water magnetization before and after
each scan, f ¼ Mafterz;H2O=Mbeforez;H2O (Hiller et al. 2005).
We have determined the value of f for different experi-
mental sequences used in this study (all measurements were
conducted on the sample of Sos at 30 C). In doing so we
followed the procedure described by Hiller and co-workers.
Considering 1D version of the experiments (i.e. t1 set to zero)
we have found that FHSQC and SOFAST-HMQC boast flip-
back ratio f of 97 and 98 %, respectively. Given that these
sequences preserve water magnetization so nicely, they can
be executed with very short recycling delays. On the other
hand, the HISQC-family sequences do not fare as well, with
f = 0.89 found in the original HISQC, 0.93 in HISQC-
wg3919, and 0.94 in CP-HISQC. These values typically
require recycling delays on the order of 1 s. For f = 0.94 and
d1 = 1 s it is easy to estimate that CP-HISQC experiment
reaches the steady state where ca. 75 % of the equilibrium
water magnetization are available prior to each scan (Hiller
et al. 2005). This result has been confirmed by additional
experimental measurements (not shown).
Note that the coefficients f show substantial dependence
on t1. For instance, in the CP-HISQC experiment water
magnetization experiences certain loss while being locked
by WALTZ pulse train during t1 period. For long t1 evo-
lution time, t1 = 175 ms, this loss amounts to ca. 15 %.
Therefore the f values derived from 1D experiments may
not be ideally suited to determine the optimal recycling
delays. As an alternative, we have recorded several trial 2D
spectra and thus determined the d1 values which ensure
(near) optimal S/N ratio. Based on this standard procedure,
the interscan delay was set to 0.2 s for SOFAST-HMQC
and FHSQC experiments, while it was set to 1.0 s for
HISQC, HISQC-wg3919, and CP-HISQC. All of these
settings are consistent with the duty cycle requirements.
Finally, in all of our measurements we have used
external lock, with D2O added into coaxial insert tube
(Wilmad, WGS-5BL). Conversely, adding D2O directly to
the protein sample in the presence of fast solvent exchange
may cause a number of undesirable effects (Yuwen and
Skrynnikov 2013).
CP transfer for amides with very fast solvent exchange
In the previous sections we have demonstrated that HSQC-
style scheme can be used with the samples where solvent
exchange rates kex approach 200 s
-1. Above this threshold,
however, HSQC-type experiments become impractical
because of extensive line broadening and loss of magne-
tization during the transfer steps. This is especially relevant
for Lys and Arg side chains, where solvent exchange at pH
7.4, 37 C is exceedingly fast. Many of the backbone
1HN–15N sites also suffer from very fast solvent exchange
under physiological conditions.
In this situation one may opt for an alternative sequence
design, different from a regular HSQC-like scheme. Spe-
cifically, let us consider a design where magnetization
transfer starts from 1HN, whereas detection is done on
another spin, such as 1Ha or 13C’ (Bermel et al. 2009;
Novacek et al. 2011; Gil et al. 2013). In what follows, we
demonstrate that CP-based transfer Hx ? Nx is well suited
for use in any such sequence. In fact, the CP element
6 Note that in the case of (fully or partially) folded proteins the
saturation of the water signal does not only hurt labile 1HN protons,
but also those protons that are protected from solvent exchange.
Specifically, the saturation is transferred via spin diffusion from
solvent-exposed protons on the surface of the protein to protons in the
hydrophobic core, thus reducing the amount of magnetization across
the board.
7 Of interest, certain advanced schemes exist to align water
magnetization along the effective rf field (Hansen and Kay 2007).
These schemes, however, are only useful for spin-lock experiment
and do not help in the case of phase-alternated pulse trains such as
DIPSI-2.
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proves to be indispensable if the spectra are to be recorded
in the presence of very fast solvent exchange. Indeed, the
simulations shown in Fig. 6 suggest that CP transfer
remains fairly efficient for kex up to 1,000 s
-1. This is in
stark contrast to INEPT which becomes totally ineffective
in this regime.
In order to test these predictions experimentally, we
have implemented a specialized pulse sequence for use on
Arg side chains. Briefly, the magnetization transfer follows
the path Hex ! Nexðt1Þ ! Cdx ! Hdxðt2Þ. The first transfer
step is accomplished by means of the CP element which is
identical to the one described in Fig. 1. The remaining
steps are implemented in a standard fashion. The new
sequence has been termed (HE)NE(CD)HD (see Fig. S2).
The (HE)NE(CD)HD spectra have been recorded on the
sample of Sos peptide at pH 6.0. In addition to the data at
37 C, we have also collected the data at 44 and 50 C with
the goal to emulate fast solvent exchange conditions
observed under physiological pH. The exchange rates for
Arg side-chain HeNe sites were determined using the adapted
version of the pulse sequence by (Segawa et al. 2008). Since
the signals from four arginine residues are heavily over-
lapped, a single effective kex value has been obtained at each
temperature: kex = 170, 330 and 620 s
-1, respectively.
Figure 8 shows the build-up of (HE)NE(CD)HD signal
as a function of CP mixing time. In addition to the
experimental data (circles), the plot also contains the
simulated profiles (solid lines). These profiles have been
calculated on the basis of the independently determined kex
values, as described above. The only adjustment made in
Fig. 8 involves the overall intensity scaling; other than that,
no adjustable parameters have been used in generating this
plot. We note that the level of agreement between the
experimental and simulated data is highly satisfying.
As already pointed out, the shape of the Nx build-up
profile in the presence of fast solvent exchange is different
from the familiar oscillating curve. The transfer of mag-
netization from water to amine (or amide) proton and far-
ther on to 15N is controlled by solvent exchange, which is
essentially a stochastic process. As a result, the CP build-
up profiles acquire smooth character typical of stochastic
processes (e.g. spin relaxation).
Note that in order to obtain efficient CP transfer, one
needs to employ long smix. Considering the data where
kex = 620 s
-1 (red curve in Fig. 8), the transfer efficiency
ca. 50 % is achieved after 15 ms and the transfer efficiency
ca. 70 % after 30 ms. This should be borne in mind if CP
element is to be used in the presence of ultra-fast solvent
exchange, kex [ 1,000 s
-1. In this case the need for long
smix may constitute a technical limitation because of
potential probe heating problem. Note also that in the case
of long smix one has to reckon with partial loss of water
magnetization during the mixing period (in part due to
saturation transfer from protein to water).
Also shown in Fig. 8 are the data from (HE)NE(CD)HD
experiment where the starting CP element is replaced with
Fig. 8 The efficiency of CP transfer vs. INEPT transfer in a system
with very fast solvent exchange (arginine side-chain NeHe sites in Sos
peptide). The experimental data have been collected using
(HE)NE(CD)HD sequence employing proton-to-nitrogen CP element
(circles) or, alternatively, refocused INEPT (crosses). The experiment
was executed in 1D mode; the efficiency of the transfer has been
estimated based on the intensity of the signal which represents four
(overlapped) Hd resonances. The solvent exchange rates kex listed in
the legend have been measured independently using the suitably
adapted version of the experiment by (Segawa et al. 2008). Also
shown are the results of numeric simulations for CP and refocused
INEPT transfer (continuous and dashed lines, respectively). To enable
the comparison between the experiment and the simulations, the
overall intensity scaling has been applied to the data. Specifically, for
all data recorded at 37 C, including both CP and INEPT data, the
signal intensities have been multiplied by a constant scaling factor.
This factor has been adjusted such as to match the simulated profile.
The same procedure has been used for the data collected at two other
temperatures
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a regular refocused INEPT. The experimental data obtained
at 37 C are indicated by blue crosses; the simulated data
pertaining to three different temperatures are shown as
dashed curves. Clearly, the efficiency of INEPT transfer in
the presence of very fast solvent exchange is low. For
instance, in the case where kex = 620 s
-1 the efficiency of
the INEPT transfer is meager 5 % (red dashed curve in the
plot Fig. 8). Obviously, it is not practical to use 1H-to-15N
or 15N-to-1H INEPT transfer under very fast solvent
exchange conditions.
Measurements targeting arginine, lysine, and histidine
side chains, including side-chain sites undergoing very fast
solvent exchange, play increasingly prominent role in
protein NMR studies (Takayama et al. 2008; Trbovic et al.
2009; Blaum et al. 2010; Diehl et al. 2010; Esadze et al.
2011; Hu et al. 2012). The use of the CP element in this
context is expected to be highly helpful.
Conclusion
Hartmann-Hahn cross-polarization in liquids is a highly
efficient way of transferring magnetization. It has been
shown that CP element has somewhat more favorable
relaxation properties than refocused INEPT (Levitt 1991).
CP transfer is also better protected against losses associated
with conformational exchange (Krishnan and Rance 1995).
Furthermore, CP element using DIPSI-2 significantly out-
performs refocused INEPT in the presence of substantial rf
field inhomogeneity (Majumdar and Zuiderweg 1995).
Fifteen years ago it has been shown that CP transfer is
also more efficient than refocused INEPT for amide sites
undergoing fast solvent exchange (Zangger and Armitage
1998). However, this observation was made in the context
of a rather specialized experiment, exchange-edited HSQC.
The pulse sequence developed for that purpose did not take
advantage of in-phase (Nx) evolution in the indirect
dimension. Also no special effort has been made to pre-
serve water magnetization. Indeed, the role of water in the
CP transfer has not been properly understood. As a con-
sequence, the findings of that work have never found way
into general-use HSQC spectroscopy. In our study we have
addressed this omission by integrating the CP element into
high-resolution HISQC experiment.
NMR studies of intrinsically disordered proteins are
confronted with a number of significant challenges. The
main difficulty arises from poor dispersion of chemical
shifts in the spectra of IDPs. One should also bear in mind
that the samples of IDPs often need to be prepared with low
protein concentration because of the IDPs’ propensity to
aggregate and precipitate. Along the same lines, the mea-
surement time is often limited because the samples tend to
quickly deteriorate. If one attempts to conduct the
measurements close to physiological conditions, the situ-
ation is further exacerbated by fast solvent exchange. Fast
solvent exchange leads to intensity loss and dramatic line-
broadening in the conventional HSQC-type spectra, mak-
ing the spectroscopic studies very difficult or impossible.
In this paper we demonstrate how the complications
associated with fast solvent exchange can be largely avoi-
ded and even turned into an advantage. Proton-decoupled
experiment (HISQC) allows one to record the spectra with
narrow peak width in 15N dimension. Raising the temper-
ature to (physiologically relevant) 37 C achieves further
sharpening of the signals in 15N dimension, which effec-
tively compensates for exchange-induced broadening in 1H
dimension. While the idea of proton-decoupled HSQC
experiment (HISQC) is well-known, the benefits of this
scheme in the context of backbone 1HN–15N spectroscopy
of IDPs have not been previously appreciated.
The fact that water protons rapidly exchange into 1HN
sites can also be used to one’s advantage. First, as has been
long realized, fast solvent exchange makes it possible to
shorten the recycling delays. Second, as we found in this
study, fast solvent exchange can be used to boost the
efficiency of the CP transfer. The CP element is also a
natural fit with the proton-decoupled HISQC scheme, thus
leading to the CP-HISQC sequence described in this paper.
The use of the CP-HISQC scheme does not need to be
limited to HSQC-style applications. This sequence can be
used as a template for the experiments to measure para-
magnetic relaxation enhancements (PREs), residual dipolar
couplings (RDCs), etc. In particular, CP-HISQC sequence
employs Nx coherence and thus it is perfectly suited for
15N
R2 relaxation measurements. More broadly, the concepts
used in CP-HISQC are also applicable to 3D sequences such
as HNCO, HNCA, and others. Of interest, we have found that
the properly designed CP element remains efficient even
under very fast exchange conditions, kex * 500–1000 s
-1.
This observation suggests that proton-to-nitrogen CP trans-
fer can be used as starting point in the pulse sequences that
use non-labile 1H or 13C spins for detection. We have
experimentally demonstrated this strategy for HeNe sites in
arginine side chains. Generally we believe that the pulse
sequences and concepts presented in this work should sig-
nificantly facilitate the spectroscopic characterization of
disordered proteins at or near physiological conditions.
Materials and methods
Sample preparation
Sos peptide has been expressed in 13C, 15N enriched M9
media in a form of GB1-Sos fusion construct and purified by
cation-exchange and gel-filtration FPLC. The peptide was
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subsequently cleaved by application of formic acid (Vidovic
et al. 2009) and purified by reverse phase HPLC. The con-
centration of the peptide has been determined by comparing
the volume of V4 Hc peak in 1D 1H spectrum of Sos with the
corresponding signal from 10 mM reference sample of
valine. The conditions of the Sos sample were 1.0 mM Sos,
20 mM phosphate buffer in H2O, pH 6.0, 0.02 % NaN3.
drkN SH3 has been expressed in 15N enriched M9 media and
purified according to the standard protocol (Zhang and
Forman-Kay 1995). Protein concentration has been deter-
mined via UV absorbance at 280 nm. The sample conditions
were 2.0 mM drkN SH3, 20 mM phosphate buffer in H2O,
pH 7.5, 0.02 % NaN3. In both samples, Sos and drkN SH3,
D2O has been added into coaxial insert (Wilmad, WGS-5BL)
to serve as external lock. This strategy avoids numerous
complications that arise from use of H2O/D2O solvent under
fast exchange conditions (Jurt and Zerbe 2012; Yuwen and
Skrynnikov 2013).
NMR spectroscopy
All NMR measurements were performed on Varian Inova
600 MHz spectrometer equipped with a z-gradient TXI
triple-resonance probe (after this study had been com-
pleted, CP-HISQC sequence was translated and success-
fully tested on Bruker DRX 500 MHz machine). 1D CP-
HISQC experiment has been used to optimize rf field set-
tings for the CP element. In doing so, we scanned 15N
power levels while maintaining 1H power level fixed; we
found it unnecessary to use fine power adjustments. The
CP-HISQC arginine side-chain experiments on Sos have
been recorded at 23, 30, and 37 C (temperature calibrated
using methanol). The spectra were collected with spectral
width 6 ppm in 15N dimension (t1 = 175 ms) and 15 ppm
in 1H dimension (t2 = 46.5, 23.3, and 11.8 ms for the three
respective temperatures, chosen according to the formula
t2 = 2/kex since the decay of the useful signal is dominated
by solvent exchange, see Fig. 2). The data were apodized
using phase-shifted sine-bell squared window function and
zero-filled to the size 512 9 4,096. The CP-HISQC spec-
trum of drkN SH3 was recorded at 30 C with spectral
width 30 ppm in 15N dimension and 15 ppm in 1H
dimension (t1 = 177 ms, t2 = 40 ms, chosen according to
the formula t2 = 2/kex based on the compromise value
kex = 50 s
-1 for solvent exchange rate). The data were
apodized and zero-filled to the size 2,560 9 4,096. The
peak intensities have been obtained using nlinLS function
in NMRPipe (Delaglio et al. 1995). The average noise level
was estimated with the help of the function showApod. The
solvent exchange rates were measured using the experi-
ment by (Segawa et al. 2008) implemented with some
minor modifications (e.g. the altered sequence evolves Nx
coherence during the t1 period instead of 2NxCz).
Numerical simulations
The efficiency of proton-to-nitrogen CP and INEPT
transfer in two-spin 1H–15N system has been simulated
using in-house Maple and Python scripts. All coherent
evolution mechanisms such as chemical shifts, J-couplings
and rf pulses have been included in the simulations in a
fully realistic fashion. The modeling of solvent exchange
effect follows the scheme of (Skrynnikov and Ernst 1999),
where all two-spin modes experience decay with the rate
kex, whereas Hx
N mode exchanges magnetization with the
corresponding water mode. The ratio of water magnetiza-
tion to protein proton magnetization is assumed to be
1,000:1, reflecting protein concentration ca. 1 mM and
assuming that a small-sized protein contains 100
exchangeable protons. The results do not change if one
assumes the ratio 10,000:1, corresponding to ca. 0.1 mM
sample. Given that spin relaxation in IDPs at or near
physiological temperature is relatively slow and the mixing
time smix is short, we ignore dipolar and CSA spin relax-
ation. Likewise, we have neglected the potential effect of
radiation damping noticing that water magnetization is
either locked by strong rf field (CP) or dephased by
application of pulsed field gradients (INEPT). The size of
the Liouville superoperator matrix used in the simulations
is 18 9 18 (comprising 15 modes from 1HN–15N spin
system and 3 modes from water 1H spin). The initial
conditions have been chosen assuming that equilibrium
magnetization is available for both 1HN and water. Alter-
natively, we considered somewhat artificial scenario where
the water is initially saturated, but 1HN retains the full
amount of magnetization (see Fig. 5).
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ABSTRACT: Intrinsically disordered proteins (IDPs) often rely on
electrostatic interactions to bind their structured targets. To obtain
insight into the mechanism of formation of the electrostatic
encounter complex, we investigated the binding of the peptide
Sos (PPPVPPRRRR), which serves as a minimal model for an IDP,
to the c-Crk N-terminal SH3 domain. Initially, we measured 15N
relaxation rates at two magnetic field strengths and determined the
binding shifts for the complex of Sos with wild-type SH3. We have
also recorded a 3 μs molecular dynamics (MD) trajectory of this
complex using the Amber ff99SB*-ILDN force field. The
comparison of the experimental and simulated data shows that
MD simulation consistently overestimates the strength of salt bridge
interactions at the binding interface. The series of simulations using
other advanced force fields also failed to produce any satisfactory
results. To address this issue, we have devised an empirical correction to the Amber ff99SB*-ILDN force field whereby the
Lennard-Jones equilibrium distance for the nitrogen−oxygen pair across the Arg-to-Asp and Arg-to-Glu salt bridges has been
increased by 3%. Implementing this correction resulted in a good agreement between the simulations and the experiment.
Adjusting the strength of salt bridge interactions removed a certain amount of strain contained in the original MD model, thus
improving the binding of the hydrophobic N-terminal portion of the peptide. The arginine-rich C-terminal portion of the
peptide, freed from the effect of the overstabilized salt bridges, was found to interconvert more rapidly between its multiple
conformational states. The modified MD protocol has also been successfully used to simulate the entire binding process. In doing
so, the peptide was initially placed high above the protein surface. It then arrived at the correct bound pose within ∼2 Å of the
crystallographic coordinates. This simulation allowed us to analyze the details of the dynamic binding intermediate, i.e., the
electrostatic encounter complex. However, an experimental characterization of this transient, weakly populated state remains out
of reach. To overcome this problem, we designed the double mutant of c-Crk N-SH3 in which mutations Y186L and W169F
abrogate tight Sos binding and shift the equilibrium toward the intermediate state resembling the electrostatic encounter
complex. The results of the combined NMR and MD study of this engineered system will be reported in the next part of this
paper.
The interplay between order and disorder is an essentialfeature of any proteome. Those proteins in which disorder
prevails are known as intrinsically disordered proteins (IDPs).
They can be identified with relative ease on the basis of primary
sequence; proteins with significant net charge and a low
proportion of hydrophobic residues tend to be disordered.1−3
Additional parameters, such as flexibility and bulkiness of amino
acids, can also be incorporated into prediction algorithms.4
Estimates obtained along these lines suggest that as many as
50% of eukaryotic proteins contain long stretches of disordered
residues,5 and more than 20% can be described as
predominantly disordered.4 These statistics demonstrate that
IDPs cannot be dismissed as a rare quirk of nature; on the
contrary, they represent one of the broad and fundamentally
important classes of proteins.
Of interest, the proportion of IDPs in eukarya appears to be
much higher than in archaea or prokarya (in the case of
archaea, only 2% of proteins are predicted to have long
disordered regions).6 Thus, IDPs can be viewed as an advanced
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type of molecular machinery that evolved in higher organisms.
As it happens, disordered proteins are typically involved in cell
signaling and regulation.7,8 In this context, the unfoldedness of
IDPs confers a number of functional advantages. IDPs can
literally wrap themselves around their binding targets, thus
making use of multiple binding sites.9−13 This mechanism
creates new possibilities in terms of binding affinity and
specificity. For example, an intrinsically flexible protein may be
able to bind several structurally different partners. Such
multitasking helps in the development of efficient, highly
integrated signaling networks, in which every protein serves in
more than one role. In addition, IDPs offer the benefit of
economy because they present large binding interfaces but do
not require large supporting scaffolds.14
What are the functional requirements for an IDP binding to
its structured target in the context of cell signaling? First,
sufficiently high specificity is to be expected of any such
interaction. This implies a fairly extensive pattern of contacts
between an IDP and its folded target. To form these contacts,
IDP needs to adopt an appropriate spatial conformation. Given
that intrinsically disordered proteins normally go through a
multitude of different conformations, this requirement should
effectively slow the binding process and lead to low on rates
(kon). At the same time, there is an evolutionary pressure to
maintain a high off rate (koff). This is necessary to ensure a
rapid response to changing external stimuli. The combination
of a low kon and a high koff is expected to produce a large
dissociation constant (Kd = koff/kon). In a cellular milieu, where
the concentrations of proteins are typically low, this should
render the entire mechanism unsustainable.
As it appears, nature has found a way to resolve this
conundrum. As already pointed out, IDPs usually carry a
significant net charge (which often includes a contribution from
post-translational modifications, such as phosphorylation).15−17
This fundamental characteristic of IDPs makes it possible to
rely on the so-called electrostatic steering mechanism to boost
the on rate.18 Briefly, long-range electrostatic forces pull an IDP
toward the relevant acidic (or basic) patch on the surface of a
target protein, thus establishing contact in the vicinity of the
binding site. The resulting state, in which IDP is loosely
anchored at the periphery of the binding site, has been
described as “electrostatic encounter complex”.19 This mech-
anism effectively increases the local concentration of the ligand
in the vicinity of the binding site and thus promotes binding.
The on rates in excess of 107 M−1 s−1 are invariably associated
with this mechanism.20,21
After the electrostatic encounter complex is formed, it
quickly evolves into the final complex, which is structured and
has a (reasonably) high affinity. During this transition, the IDP
adopts a suitable conformation to make multiple binding
contacts. This process has been described as “folding upon
binding”.22 (In general, binding of IDPs to their folded target
falls under the rubric of “induced fit”, although the elements of
“conformational selection” have also been noted.23,24) It has
also been observed that the individual segments of the IDP
“coalesce” around the multiple attachment points on the
surface of the target protein.25,26 The electrostatic interactions
continue to play a significant role at this late stage in the
binding process. It has been pointed out that electrostatic
complementarity is essential for binding specificity in the case
of IDP complexes.27 It has also been suggested that the folding
is greatly accelerated by a pattern of charged residues
surrounding the binding site.28,29
In this paper and the following paper, we focus on the details
of the electrostatic interactions involved in the formation of the
electrostatic encounter complex. We use the experimental
nuclear magnetic resonance (NMR) data as well as molecular
dynamics (MD) simulations to obtain a realistic model for
these interactions. Recent advances in computer hardware and
MD algorithms made it possible to simulate binding of a small
IDP to its folded target using regular (unbiased) MD
simulations in explicit solvent. This has been demonstrated
for binding of peptides to modular domains such as SH2 and
SH3 (where the peptides can be viewed as a minimal model for
an IDP).30,31 At the same time, Ubbink’s laboratory recently
presented an NMR study of low-affinity electrostatic complexes
formed by short peptides with the sequence XKKKK and
electron transfer protein plastocyanin.32 In our work, we pursue
a synergistic approach, seeking to combine experimental NMR
data with MD simulations. Of note, we have used a rigorous
MD protocol with a state-of-the-art force field, as opposed to
coarse-grained simulations, replica exchange simulations, or
Monte Carlo modeling, which were all successfully applied in
the context of peptide docking.29,32−34 The use of bona fide
MD allows us to draw a direct comparison with the NMR
measurables.
For the purpose of this study, we have selected a system
consisting of the N-terminal SH3 domain from adaptor protein
Figure 1. Schematic representation of the binding mechanism between the 10-residue peptide Sos and c-Crk N-SH3 domain. The images are from
MD trajectories and are for the purpose of illustration only. The proteins are colored as follows: blue for positively charged Arg residues in Sos, red
for negatively charged Glu and Asp residues that form an acidic patch at the periphery of the peptide binding site on the surface of the SH3 domain,
gold for hydrophobic residues in Sos, and green for hydrophobic residues lining up the peptide binding site on the surface of the SH3 domain. Note
that in reality free Sos and Sos·SH3 are mixtures of highly diverse conformational species.
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c-Crk and a 10-residue peptide from Ras activator protein Sos.
Cellular Crk is ubiquitously expressed in a wide range of cells
and tissues.35,36 In its role as an adaptor protein, c-Crk appears
at the center of a vast and complex signaling network; the
function of c-Crk is to bring together various proteins that bind
to its several modular domains (SH2 and one or two SH3
domains).37−39 In particular, the N-terminal SH3 domain of c-
Crk binds a number of guanine nucleotide exchange factors;
these interactions have been directly linked to the high motility
of cancerous cells.40−42 One of the nucleotide exchange factors
that binds to c-Crk N-SH3 is the Ras activator protein Sos.43−45
The proline-rich sequence that is responsible for this binding
belongs to the disordered carboxyl-terminal segment of Sos.46
The corresponding 10-residue peptide, PPPVPPRRRR, has
been crystallized in complex with murine c-Crk N-SH3.47 The
resulting crystallographic structure was used in the recent MD
simulation study featuring a shorter version of the Sos peptide,
PPPVPPRR.30
In the first part of our study (this paper, hereafter termed
paper 1), we focus on the interaction between the wild-type
murine c-Crk SH3 (wtSH3) and the 10-residue Sos peptide
(Sos). The presumed binding mechanism is illustrated in Figure
1, which shows the transition from the free state of the peptide
(Sos) to the putative electrostatic encounter complex (Sos·
wtSH3) and further to the fully formed complex (Sos:wtSH3).
The formation of the hypothetical encounter complex is
underpinned by the interaction between four arginines at the
C-terminus of the Sos peptide (blue) and the Glu/Asp-rich
patch on the surface of wtSH3 (red). The final complex is then
formed as the side chains of the two conserved Sos prolines
(gold) are tucked into the shallow hydrophobic grooves on the
surface of wtSH3 (green). As a matter of convention, the
formation of Sos·wtSH3 is classified as binding (rate constants
kon and koff) and the subsequent transition to Sos:wtSH3 is
viewed as folding (rate constants kf and ku).
For the Sos:wtSH3 complex, which has a relatively high
affinity, we have experimentally measured backbone and side-
chain 15N relaxation rates in the bound Sos as well as spectral
frequency shifts caused by the binding. We have also recorded a
long MD trajectory of Sos:wtSH3 in explicit solvent under the
Amber ff99SB*-ILDN force field,48−50 as well as another long
MD trajectory representing the free Sos peptide. The MD data
have been used to predict NMR measurables, and the
calculated results were subsequently compared with the
experimental data. This comparison revealed a systematic
problem with the MD simulationas it turned out, the salt
bridge interactions in Sos:wtSH3 were consistently over-
emphasized. This is a known problem with the most popular
force fields.51,52 To address this problem, we have introduced
an ad hoc correction to the force field. Specifically, the
parameters of the pairwise Lennard-Jones potential between the
ionized groups in the Arg and Glu/Asp side chains have been
slightly adjusted. Using this modified version of the force field,
we were able to successfully reproduce the experimental data
from the Sos:wtSH3 complex. Furthermore, we were able to
simulate the entire binding process beginning from free Sos,
progressing to the Sos·wtSH3 encounter complex, and
ultimately undergoing the transition to the final Sos:wtSH3
complex. This MD trajectory was also consistent with the
experimental NMR data in the part pertaining to the
Sos:wtSH3 state.
As a next step, we focused on the investigation of the
electrostatic encounter complex between Sos and c-Crk N-SH3
(second part of this work, termed paper 2, to be submitted for
publication). The experimental characterization of encounter
complexes of IDPs poses a serious challenge. First, they tend to
be sparsely populated and short-lived. Second, they are
comprised of many interconverting conformational species.
Third, they are typically found in rapid exchange with the
heavily populated free and/or bound states. NMR spectrosco-
py, which is the most important experimental technique in this
arena, is affected by all of the complications mentioned above.
In principle, encounter complexes involving IDPs can be
targeted using those experiments that are highly sensitive to the
presence of minor species: relaxation dispersion,53,54 chemical
exchange saturation transfer,55,56 or paramagnetic relaxation
enhancements.57 Yet it remains extremely difficult to capture
the three-state exchange process such as that illustrated in
Figure 1. For instance, a recent relaxation dispersion study of
the Fyn SH3 domain binding 12-residue peptide failed to
produce any direct evidence of the encounter complex.58
In this situation, we resort to an alternative strategy.
Specifically, we have modified the interaction of Sos with c-
Crk N-SH3 such as to mimic the electrostatic encounter
complex. Toward this goal, we introduced two point mutations
in the area of two shallow hydrophobic grooves in the SH3
domain (green ribbon in Figure 1). These two mutations,
Y186L and W169F, are supposed to abrogate the hydrophobic
component of binding that is responsible for formation of the
final complex. At the same time, these mutations preserve the
electrostatic Arg-to-(Asp/Glu) interactions. The idea is to shift
the thermodynamic balance away from Sos:SH3 and toward the
Sos·SH3 electrostatic encounter complex.
The altered system is designed to boost the population of the
electrostatic encounter complex. This opens the door for
standard NMR experiments, which do not need to be sensitive
to weakly populated species. In particular, in the case of the
electrostatic encounter complex between Sos and the double
mutant SH3 domain (dmSH3), we have recorded HSQC
titration data reporting on kon and koff rates, backbone and side-
chain 15N relaxation rates reporting on the mobility of the Sos
peptide, the corresponding 1H and 15N chemical shifts, and the
temperature coefficients pertaining to these chemical shifts.
Using our adaptation of the Amber force field, we were able to
produce an MD model that proved to be in good agreement
with the experimental data from the Sos·dmSH3 system. All of
the results pertaining to Sos·dmSH3 will be discussed in paper
2.
■ MATERIALS AND METHODS
Protein and Peptide Expression. A primer for producing
c-Crk N-SH3 was designed in house using mouse cDNA
(GenBank accession number BC031149) and GST plasmid
pGEX-4T-1. The protein was expressed and purified as
described elsewhere59 to produce unlabeled, 15N-labeled, or
15N- and 13C-labeled material. The 15N-labeled Sos peptide was
bacterially expressed as a fusion construct with a solubility tag
protein, the GB1 domain from protein G.54,60,61 The Sos
sequence was subcloned into GB1-containing plasmid GEV 2,
with a single spacer residue (Asp). Following the carefully
optimized expression and purification procedure, GB1-Sos was
cleaved at the Asp-Pro site using a treatment with a 50% (v/v)
solution of formic acid (24 h at 50 °C). The products were
separated using C18 column chromatography. The sample was
concentrated using a lyophilizer or SpeedVac apparatus; the
buffer exchange was conducted over a period of at least 24 h
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using a dialyzer device with a 0.5 kDa membrane cutoff. The
yield from this procedure was 1−2 mg of 15N-labeled Sos from
1 L of M9 medium. Unlabeled Sos, as well as Sos selectively
labeled with 15N at the V4 position, was purchased
commercially (Peptide 2.0 Inc.).
Sample Conditions. Unless indicated otherwise, the
samples used in this work have been prepared in a buffer
containing a 90% H2O/10% D2O buffer, 20 mM phosphate,
and 0.02% NaN3 (pH 6.0). The concentrations of the peptide
and protein were determined using the NMR method by Wider
and Dreier, which ensures an accuracy on the order of 3%.62,63
Specifically, we determined the intensities of isolated methyl
resonances from one-dimensional (1D) proton spectra (V4 in
Sos and V184 in c-Crk N-SH3) and compared them with the
external reference (10 mM sample of valine). For c-Crk N-SH3,
the results were consistent with the standard approach based on
UV absorption by aromatic residues, A280. All NMR data were
collected at 23.4 °C.
NMR Measurements. NMR measurements were con-
ducted using a Varian Inova 600 MHz spectrometer equipped
with an HCN probe; additionally, 15N relaxation parameters
were measured using a Bruker Avance DRX 500 MHz
spectrometer equipped with a TXI cryoprobe. The backbone
15N relaxation measurements were conducted using updated
versions of the standard relaxation experiments,64−66 including
the recently corrected heteronuclear NOE sequence.67 15N
CSA-dipolar transverse cross-correlation rate ηxy has been
measured by means of the IPAP sequence68 with an added
relaxation period with a length that is a multiple of 1/1JNH.
69
For arginine side-chain 15Nε relaxation measurements, 1D
versions of the same experiments were used, with the nitrogen
rf carrier set to 80 ppm. The data have been processed using
the nmrPipe suite of programs,70 including the autof it script,
and Sparky.71
Spectral Assignments. The resonance assignments of
wtSH3 are from ref 72. The resonance assignment for
backbone amides in Sos is obtained from standard NOESY
and TOCSY experiments performed on a 10 mM sample of
unlabeled Sos.73 The assignment has been confirmed by solvent
exchange data: at pH 7.0, the resonances from R8 and R9 are
broadened beyond detection, which is consistent with expect-
ations.74 They were also confirmed using a triple-resonance
experiment correlating 1Hε,15Nε spins with 1HN,15N spins of the
subsequent residue (unpublished). The spectrum of the free
peptide also contains a number of minor peaks arising from the
cis conformation of adjacent proline residues;75 some of these
minor peaks have also been assigned. Four arginine 1Hε−15Nε
correlations in the spectrum of the free Sos peptide are
overlapped, resulting in a single unresolved peak. Two of these
resonances become resolved and can be assigned in the
complex with wtSH3. 1Hη−15Nη correlations were found to be
severely broadened and have not been used.
Kd and kon for Binding of Sos to wtSH3. Isothermal
calorimetry measurements were conducted at 23.4 °C in NMR
buffer using an iTC200 instrument (MicroCal). The solution of
wtSH3 (concentration 0.1 mM, volume 300 μL) was titrated
with Sos (concentration 10 mM, injection volume 2 μL, total of
18 injections). The data were fit using MicroCal Origin,
assuming two-state exchange:






which is the reduction of the three-state scheme shown in
Figure 1. (The notations kON and kOFF are reserved specifically
for the two-state scheme in eq 1; they are distinct from kon and
koff used in the three-state scheme in Figure 1.) The fitting
suggests single-site binding with a Kd of 1.5 ± 0.1 μM (see
Figure 2).
NMR titration was conducted by adding unlabeled wtSH3 to
the sample of 15N-labeled Sos (see Figure 3A). Large titration
shifts are observed for residues V4, R7, and R8; for all these
sites, the on−off exchange falls in the intermediate regime. The
line shape analysis of V4 titration yields kON values of 1.6 × 10
9
and 2.0 × 109 M−1 s−1 (15N and 1H dimensions, respectively;
see Figure 3B). At the same time, the joint treatment of all
titration data from V4, R7, and R8 produces the global kON
value of 1.5 × 109 M−1 s−1.
Tumbling Time of wtSH3. The rotational correlation time
of the protein needs to be known to complement MD
simulations and facilitate the calculation of relaxation rates. For
free wtSH3 in an aqueous solution, the calculation using
HYDRONMR79 predicts a nearly isotropic diffusion tensor
with a τrot of 3.91 ns and a D∥/D⊥ of 1.05 (see Table S1 of the
Supporting Information for details). To experimentally
determine the parameters of overall tumbling, we relied on
the 15N R2/R1 data as analyzed by the program r2r1_dif fu-
sion.80 The residues included in the analyses were selected
according to the prescription of Tjandra et al.81 Using the 15N
relaxation data from a dilute sample of free wtSH3 (protein
concentration of 0.2 mM) and assuming that diffusion tensor is
axially symmetric, we obtained τrot = 4.08 ns and a D∥/D⊥ =
1.14, in close agreement with expectations. However, as we
increase the concentration of the protein to 2 mM, the
experimentally determined τrot value shoots up to 6.64 ns. At
the same time, the tumbling anisotropy remains nearly
Figure 2. Calorimetric titration of wt c-Crk N-SH3 with Sos. The
obtained affinity constant is 1.5 μM.
Biochemistry Article
dx.doi.org/10.1021/bi500904f | Biochemistry 2014, 53, 6473−64956476
319
unchanged (D∥/D⊥ = 1.18), and the orientation of the long axis
of the diffusion tensor changes only insignificantly, by 16°
(Table S1 of the Supporting Information). This kind of
behavior points toward low-affinity nonspecific (or weakly
specific) dimerization, as has been previously observed for a
variety of small globular proteins.82−86
Weak Dimerization of wtSH3. To quantitatively charac-
terize the self-association effect in wtSH3, we have conducted a
1HN−15N HSQC titration over the range of protein
concentrations from 0.2 to 2.0 mM. A large number of signals
are seen to titrate, shifting by a small amount (<0.06 and <0.3
ppm in the proton and nitrogen dimensions, respectively). The
data have been fit assuming that the protein undergoes fast
exchange between the monomeric and dimeric forms. The
results of the fitting are presented in Figure S1 of the
Supporting Information. Briefly, a dimerization site with an
affinity constant in the range of 3−8 mM is found in the RT
loop. In addition, there are multiple other sites with affinities of
>10 mM that are broadly distributed over the surface of the
protein. This is consistent with the notion that at a
concentration of 2 mM roughly half of the protein is in the
dimeric form, as can be deduced from 15N relaxation data. The
dimerization appears to be only weakly specific, which also
agrees with the 15N relaxation analyses (see above).
Tumbling Time of Sos:wtSH3. The τrot of the wtSH3:Sos
complex has been determined using the same sample
conditions that were used in the main series of relaxation
measurements: 2 mM SH3 and 0.5 mM Sos. Addition of the
peptide resulted only in a small increase in τrot, ca. 2% (see
Table S1 of the Supporting Information). Considering that
only one-fourth of the protein molecules are loaded with the
peptide under the current experimental conditions, we estimate
that the τrot of the Sos:wtSH3 complex is 7.2 ns (assuming an
isotropic tumbling model).
Importantly, this result lends itself to direct experimental
verification. The sample used to collect R2/R1 data was
prepared with both wtSH3 and Sos peptide labeled with 15N.
Several of the Sos resonances are well-resolved in the spectra,
including those from V4 and R8 that are in rigid contact with
the protein (see the crystallographic structure Protein Data
Bank entry 1CKB47). The R2/R1 ratio for these two residues
translates into a tumbling time of 6.8 ns for the Sos:wtSH3
complex. More sophisticated model-free analysis using data
collected at two magnetic field strengths yields values of 7.1 and
6.8 ns for the two peptide residues at hand. We conclude that
the τrot value of 7.0 ± 0.2 ns represents an accurate and reliable
result for the Sos:wtSH3 complex. For the purpose of
subsequent MD analyses, it is reasonable to assume that the
tumbling is isotropic; the modest anisotropy effect can be safely
neglected.
MD Simulations. The main series of MD simulations has
been conducted using the Amber 11 package with the ff99SB
force field,48,87 including ILDN side-chain correction50 and
backbone helical propensity correction.49 The initial coordi-
nates of the system were generated using two different
approaches.
In the first approach, the initial coordinates were based on
the crystallographic structure 1CKB.47 The missing Sos
residues R9 and R10 were added with random conformation
using the program MODELLER.88 The SH3 domain was
simulated without three terminal residues, G132, S133, and
R191, which were present in our NMR sample. We also
conducted control simulations, in which these three residues
were added to the crystallographic structure; the results proved
to be unchanged.
Figure 3. (A) 1HN−15N HSQC titration of 15N-labeled Sos with unlabeled wtSH3. The starting point corresponds to 0.20 mM Sos without wtSH3
(red contour in the plot); the final point corresponds to 0.18 mM Sos, after accounting for dilution, and 0.35 mM wtSH3 (blue contour in the plot).
During the course of the titration, the peak from residue R8 disappears and then reappears far downfield. The minor peaks, labeled with asterisks,
represent distinct conformational species arising from cis−trans isomerization of proline residues in Sos;76,77 one of them has been identified as
belonging to the valine residue (V4*). Minor peaks do not shift upon titration because the alternative conformational species Sos* have a much
lower affinity for wtSH3. At the same time, these peaks gradually disappear as the protein:peptide ratio approaches 1:1. Indeed, with the addition of
the protein, the Sos* ⇄ Sos ⇄ Sos:wtSH3 equilibrium becomes shifted to the right, thus depleting the population of the minor conformational
species Sos*. The titration of the arginine side-chain Nε sites has been recorded separately using the appropriate 15N carrier setting (not shown). (B)
Titration of spectral peak V4 (nitrogen and proton dimensions). The traces from HSQC spectra were fit using LineShapeKin.78 Briefly, this program
uses a fixed value of Kd as obtained from the ITC measurements; the line widths and intrinsic resonance frequencies are determined from the spectra
of the free and protein-saturated Sos (bottom and top traces, respectively). The data from nitrogen and proton dimensions have been fit separately;
the resulting kON values are indicated in the plot. The code of LineShapeKin has been slightly modified to obtain the desired graphics.
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In the second approach, the peptide was placed over the
surface of the protein in a random fashion. Specifically, in the
crystal structure 1CKB, we defined a vector connecting the
centers of mass of wtSH3 and Sos. The length of this vector
was doubled from 12.6 to 25.2 Å, and the obtained point was
used to place the center of mass of the Sos peptide. The initial
conformation of peptide was chosen at random from a 2.1 μs
MD simulation of the free Sos. The initial orientation of Sos
was assigned randomly. Finally, a random rotation was applied
to wtSH3 (the amplitude of this rotation was normally
distributed with a variance of 30°).
All Glu and Asp residues in the SH3 domain were assumed
to be deprotonated under the conditions of our experimental
study (pH 6.0). This is consistent with the calculation
employing the program PROPKA89 and the crystallographic
structure 1CKB. These calculated pKa values are all sufficiently
low (the highest value, 5.0, is predicted for residue E149). To
verify this result, we have prepared a sample of Sos:wtSH3 with
an elevated pH (7.0) where it is safe to assume that all Asp and
Glu side chains are deprotonated. We have found that the
chemical shifts of Sos, including 1Hη and 15Nη shifts, remain
essentially unchanged in this sample. Therefore, we can
conclude that Asp and Glu residues at the Sos binding interface
are already deprotonated at pH 6.0.
The protein−peptide system thus generated was solvated
using the explicit TIP3P solvent. A truncated octahedral water
box was constructed such that the boundary of the water box
was at least 12 Å away from any of the peptide or protein
atoms. Given that the peptide is initially placed at considerable
distance from the protein, the resulting water box contains a
generous amount of water. As a result, the effective
concentration of the protein in our simulations was relatively
modest, 6−8 mM. This is not too far from the experimental
NMR concentration. (The above description pertains to the
setup with random placement of Sos. In the case when the
initial configuration was based on 1CKB, we used the water box
with a 14 Å margin. Because the 1CKB complex is sufficiently
compact, the water box proved to be smaller, corresponding to
an effective protein concentration 13−15 mM.)
The hydrated system was neutralized by adding one Na+ ion
(for the protein missing R191) and subjected to energy
minimization (1000 steps using harmonic restraints with a force
constant of 500 kcal mol−1 Å−2, followed by 1000 steps with no
restraints), then heated from 0 to 296 K, and equilibrated for 1
ns at 296 K. The production-stage MD simulations were
conducted at 296 K using the NPT ensemble. During the
simulations, all bonds involving hydrogen atoms were con-
strained using the SHAKE algorithm. The nonbonded cutoff
was set to 8 Å. The integration step was 2 fs, and the
coordinates were stored every 1 ps. The simulations were
conducted using two GPU workstations, one equipped with
four NVIDIA GeForce GTX480 cards and the other with four
GTX580 cards (assembled by Electronics Nexus, Binghamton,
NY, and Colfax International, Sunnyvale, CA). The production
rate using the CUDA version of the pmemd program was in the
range from 30 to 60 ns per day per card (depending on the size
of the water box).
To adjust the strength of the salt bridge interactions in the
Amber ff99SB*-ILDN force field, we have implemented one
change in the original force field. The Lennard-Jones energy for
a pair of atoms separated by distance r is parametrized in
Amber as follows:























where ε is the well depth and r0 is the equilibrium distance. We
have altered the r0 pertaining only to certain specific atom pairs,
namely the nitrogen−oxygen pairs involving Nη atoms in Arg
side chains and Oε/Oδ atoms in Glu/Asp side chains. The
original Amber-generated value of r0 for these atomic pairs has
been multiplied by the scaling factor λ = 1.03. Because the GPU
version of the Amber 11 pmemd program does not use look-up
tables, this was accomplished by making a simple modification
to the source code (kNLCPNE.h).
The three main MD trajectories discussed in this paper are as
follows:
• (i) The 3.06 μs trajectory of Sos:wtSH3 starting from the
crystallographic coordinates 1CKB recorded with the
standard force field, λ = 1.00. This trajectory is termed
MD(xray,λ = 1.00).
• (ii) The 3.20 μs trajectory of Sos:wtSH3 starting from
the crystallographic coordinates 1CKB recorded with the
altered force field, λ = 1.03. This trajectory is termed
MD(xray,λ = 1.03).
• (iii) The 2.28 μs trajectory that represents the binding of
Sos to wtSH3 starting with the random configuration as
described above. This trajectory has been recorded using
the altered force field, λ = 1.03, and is termed MD(rand,
λ = 1.03).
In addition, to quantitate NMR resonance shifts that occur in
Sos upon binding to wtSH3, we have also recorded the 2.1 μs
trajectory of the free Sos (because the peptide contains no Asp
or Glu residues, there is no difference between the original and
altered force fields in this case). Other MD trajectories
recorded as a part of this study are discussed where appropriate
in the text.
Processing of the MD Trajectories and Prediction of
NMR Parameters. The MD trajectories were manipulated
using in-house C++ package trjtool. This package supports
both text and binary formats for coordinate files and various
output files, includes a convenient batch file processing mode,
and offers a range of functions (extracting atomic coordinates
and torsional angles, superimposing structures, evaluating
correlation functions and order parameters, etc.). Some of the
functionalities have been adapted for use with the GPU. The
companion package pytrj, programmed in python, serves to
calculate and plot various relaxation parameters (including 15N
relaxation rates and PREs). Both packages are available upon
request.
To calculate chemical shifts, we have extracted every 10th
frame from a given trajectory, processed these frames using
SHIFTX2 version 1.07,90 and then averaged the results. All
computations were conducted using the SHIFTX+ module,
which deals with the conformational dependence of chemical
shifts. To investigate the effect of sampling, we repeated the
calculations using all MD frames; the results were found to be
virtually identical. Our focus is on the differential chemical
shifts, ΔδSos = δSosbound − δSosfree, which are termed binding shifts. In
the calculations, the δSos
bound component has been obtained from
Sos:wtSH3 trajectories whereas δSos
free has been obtained from the
simulation of the free Sos. The effect of weak self-association of
wtSH3 on ΔδSos is inconsequential and has been ignored in
these calculations.
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To calculate the relaxation rates, all MD frames were aligned
with the crystallographic coordinates 1CKB by superimposing
the protein coordinates (those of Cα atoms from the secondary
structure residues). Note that only the protein coordinates have
been superimposed; the motion of the peptide relative to the
protein surface is fully preserved. The overall tumbling of the
Sos:wtSH3 complex was then reintroduced using the
experimentally determined correlation time, τrot = 7.0 ns (this
value accounts for the effect of weak self-association as
observed for wtSH3, see above). The autocorrelation functions
have been computed for NH vectors using a sparse nonuniform
time grid as described previously;91 they were subsequently fit
with six-exponential functions, multiplied by exp(−τ/τrot), and
then converted into spectral densities and further into
relaxation rates.92 In the case of CSA-dipolar cross-correlated
cross-relaxation rate ηxy, the result was multiplied by P2(cos θ)
assuming that the long axis of the 15N CSA tensor makes an
angle θ = 20° with the NH bond.93 The length of the NH bond
was assumed to be 1.02 Å, and the magnitude of the nitrogen
chemical shift anisotropy was taken to be −172 ppm.
The in-house python script has been employed to analyze
the appearance of salt bridges and hydrogen bonds in the MD
trajectory. In the case of salt bridges, at least one nitrogen atom
from the Arg side chain has been required to fall within 4 Å of
the oxygen from the Glu/Asp side chain. In addition, the
distance between the centroids of the two charged groups
should not exceed 5 Å. This definition covers both high- and
medium-strength ion−ion contacts, which mainly play a
stabilizing role.94 In the case of hydrogen bonds, we have
required that the nitrogen−oxygen distance be <3.2 Å and the
deviation from linearity not exceed 30°.95
Finally, the solvent-accessible surface area has been calculated
on a per frame basis using the program POPS with the default
parameter settings.96
■ RESULTS AND DISCUSSION
Overview of the Sos:wtSH3 Complex. The crystal
structure of the complex between c-Crk N-SH3 and the Sos-
derived peptide, PPPVPPRRRR, was determined by Wu and
co-workers.47 A schematic diagram of the binding interface is
shown in Figure 4. The peptide is a class II ligand with
consensus sequence PxhPx+ (x is any amino acid, h is a
hydrophobic amino acid, and + is arginine or lysine).97,98 Over
most of its length, the peptide adopts a left-handed polyproline
type II helix conformation. The helix has a triangular cross
section; residues at the base of the triangle interact with the
SH3 domain. The side chains of the two conserved prolines, P2
and P5, are tucked into the shallow hydrophobic grooves on
the surface of SH3 (buried surface areas of 487 and 377 Å2 for
the peptide and protein, respectively). The grooves are defined
by the side chains of conserved hydrophobic residues in the
SH3 domain (represented by rounded boxes in Figure 4).
The positively charged C-terminus of the Sos peptide is
delocalized and, therefore, partially absent from the crystallo-
graphic structure (no electron density for R10, R9, and the side
chain of R8). The side chain of R7 is observed in the electron
density map, even though crystallographic refinement reveals a
substantial amount of variability at this site; the R7 guanidinium
group forms salt bridges with carboxyl groups from D150,
D147, and E149 (represented by rectangular boxes in Figure
4). One may expect that the side chain of R8 similarly interacts
with E166 and E167,47 although it must be significantly
impacted by conformational disorder. Recall that electrostatic
interactions involving the stretch of Arg residues in the Sos
peptide anchor the putative encounter complex Sos·wtSH3.
Given the dynamic nature of these interactions, this complex
cannot be productively studied by X-ray crystallography. This
situation calls for the development of new NMR-based
methods.
Figure 4. Binding of the Sos peptide to wild-type c-Crk N-SH3 as seen in the X-ray structure 1CKB.47 The intermolecular distances indicated in the
plot correspond to the nearest pairs of carbon atoms from hydrophobic residues (blue dashed lines) and nitrogen−oxygen pairs in the salt bridges or
hydrogen bonds (pink dotted lines).
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The dissociation constant (Kd = 5.2 ± 0.2 μM) has been
previously reported for the binding of Sos to wtSH3 in the
presence of 150 mM NaCl.99 We were able to reproduce this
result using the intrinsic fluorescence of residue W169 that
resides at the ligand binding interface and thus is sensitive to
Sos binding. Under identical conditions, our fluorescence
titration data (not shown) yield a dissociation constant of 5.9 ±
0.2 μM. On the other hand, the ITC data collected under low-
salt conditions, as also used in our NMR measurements, yield a
Kd of 1.5 ± 0.1 μM (see Materials and Methods). As expected,
the decrease in the ionic strength of the solution leads to
stronger electrostatic attraction and, therefore, tighter bind-
ing.100 The affinity of 0.1−10 μM is typical for binding of
proline-rich peptides to SH3 domains and, more generally, for
binding of peptides to their protein targets.99,101 Such
moderately strong binding is consistent with the signaling
function that requires, on the one hand, a meaningful level of
complex formation and, on the other, a rapid release of ligand
in response to changing stimuli.
We have also analyzed the peak shapes from the NMR
titration of the 15N-labeled Sos with unlabeled wtSH3 (see
Materials and Methods). The global fitting of the titration data
using the fixed value of Kd as obtained in the ITC measurement
allowed us to determine the on rate (kON = 1.5 × 10
9 M−1 s−1).
The off rate is then simply kOFF = KdkON. The approach in
which ITC data are combined with NMR data to obtain a
complete kinetic characterization of the system is similar to that
employed by Demers and Mittermaier.58
The extremely high on rate obtained in our experiments is
consistent with the prominent role of electrostatic interactions
in bringing together Sos and wtSH3.100,102−104 In fact, proteins
that associate with rates >107 M−1 s−1 always seem to utilize the
electrostatic steering mechanism. Previously, kON values of up
to 5 × 109 M−1 s−1 have been measured for binding of barnase
mutants to barstar.100 An on rate as high as 1.7 × 1010 M−1 s−1
was recently found for the complex of the AD2 fragment from
the intrinsically disordered N-terminal transactivation domain
of tumor suppressor p53 with the zinc finger 2 domain of the
CREB-binding protein.105 These are extreme cases in which the
proteins are propelled toward each other by strong electrostatic
interactions.
Significant progress has been made in predicting kON based
on atomic coordinates. In particular, the program TransComp
produces results that are accurate to within 1 order of
magnitude.20 Although this program has been originally
designed for folded proteins, it can also generate reasonable
predictions for IDPs.26 We used the selected MD frames as
input for the TransComp calculations. Specifically, we have
chosen the frames from the MD trajectory that represents the
approach of Sos to wtSH3 and subsequent binding (see below).
The kON rate estimated in this manner, ∼0.5 × 109 M−1 s−1, is
in good agreement with the experimental result.
The binding affinity is important from the perspective of
NMR characterization. Our 15N relaxation measurements and
chemical shift determinations have been conducted on a sample
containing 0.5 mM 15N-labeled Sos and 2.0 mM unlabeled
wtSH3. It is easy to verify that under these conditions 99.9% of
Sos is bound. Therefore, the experimental NMR data pertain
solely to the bound peptide.
Simulation of Sos:wtSH3 Using Amber ff99SB*-ILDN.
Comparison with Experimental Data. The trajectory of
Sos:wtSH3 has been recorded using the Amber 11 package with
the ff99SB force field.48,87 A number of recent comparative
studies, in particular those based on the experimental NMR
data, favor this force field over others.106−111 In addition, recent
corrections for selected backbone49 and side-chain50 torsional
potentials have been employed. The revised force field is
known as ff99SB*-ILDN.112 The initial coordinates for the MD
simulation have been taken from the crystallographic structure
1CKB. The C-terminal residues in Sos that are missing from
the crystallographic model have been rebuilt using MOD-
ELLER.88 The system was hydrated using TIP3P water.113
Given that the C-terminal portion of Sos is dynamic and
occasionally becomes lifted off the surface of wtSH3, we opted
for a large water box (minimum 14 Å separation between any of
the peptide or protein atoms and the water box boundaries).
The resulting MD trajectory has a length 3.06 μs. In what
follows, this simulation is termed MD(xray,λ = 1.00). The label
indicates that the initial coordinates have been taken from the
Figure 5. Position of the peptide Sos on the surface of wtSH3 according to the data from the 3.06 μs simulation MD(xray,λ = 1.00). To generate this
plot, MD frames were first aligned with 1CKB by superimposing the SH3 coordinates (one frame per nanosecond). The peptide was then
represented by the center of mass of its N-terminus (residues P1−P6, gold spheres) and C-terminus (residues R7−R10, blue spheres). In wtSH3, the
charged residues at the binding interface are colored red (D147, E148, E149, and D150 in the RT loop and E166 and E167 in the n-Src loop) and
the hydrophobic residues are colored green (F141, F143, W169, P183, P185, and Y186). Shown are the side view (A) and the top view (B) of the
complex.
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X-ray structure and the force field parameters have been used as
is without any modifications (λ is the scaling coefficient that is
discussed in detail below).
Figure 5 illustrates the dynamics of the Sos peptide bound to
the surface of the wtSH3 domain. The gold spheres indicate the
instantaneous position of the center of mass of the hydrophobic
N-terminal segment of Sos (PPPVPP). The blue spheres
correspond to the center of mass of the charged C-terminal
segment (RRRR). It is apparent that the N-terminal portion of
the peptide is well-localized, whereas the C-terminal portion
moves a great deal. The data shown in the graph can be used to
calculate the root-mean-square fluctuation for the respective
mass centers, which can be conveniently expressed in a form of
crystallographic B factors.114 The values calculated for N- and
C-terminal segments are 35 and 209 Å2, respectively,
underscoring the different dynamic status of the two regions.
The top panel in Figure 6 shows the root-mean-square
deviation (rmsd) trace of the MD trajectory as calculated for
the atoms of the Sos peptide using the crystal structure 1CKB
as a reference. These results pertain to the ordered portion of
the peptide for which the atomic coordinates are listed in the
PDB file. The peptide clearly maintains the correct binding
pose for the entire duration of the trajectory. For almost half of
the time the rmsd remains below 2.0 Å, while the average rmsd
value is just under 2.3 Å. The pattern of hydrogen bonds and
salt bridges as seen in the crystal structure is also preserved in
the MD simulation (Figure 6B,C). In particular, the signature
hydrogen bonds P2−Y186 and P5−W169, as well as the R7−
D150 salt bridge, persist throughout the simulation.
At the same time, occasional departures from the crystallo-
graphic structure are also observed. For example, at the point in
time ca. 500 ns the peptide undergoes a certain amount of
twist. The resulting conformation is stabilized by the P6−W169
hydrogen bond that replaces the canonical P5−W169 bond
(see Figure 6B). This conformation survives for approximately
200 ns, before reverting to the original state. Another notable
transition occurs at approximately 1300 ns. At this point in
time, residue R8 moves away from E166 and E167 and instead
Figure 6. (A) rmsd of the peptide atomic coordinates relative to the crystallographic structure 1CKB as calculated for a 3.06 μs simulation of
Sos:wtSH3 MD(xray,λ = 1.00). To generate this plot, MD frames were first aligned with 1CKB by superimposing the SH3 coordinates, and then the
rmsd was computed for Sos atoms. Included in the rmsd calculation were all of the Sos atoms for which the crystallographic coordinates are available.
(B) Peptide−protein hydrogen bonds and (C) salt bridges in the same Sos:wtSH3 trajectory (see Materials and Methods for definitions). The
following procedure was used to generate these plots. The trajectory has been divided into 1 ns intervals, and the content of hydrogen bonds (salt
bridges) has been determined for each interval. If the hydrogen bond (salt bridge) is present for more than half of the time during the 1 ns interval,
then the dot is placed in the corresponding position in the graph. In generating panel B, we included only those hydrogen bonds that originate at the
backbone of Sos and are populated at the level of at least 3%. In generating panel C, we have taken into consideration all possible combinations
between the four Arg residues from the Sos peptide and the six Glu/Asp residues from the complementary acidic patch on the surface of the wtSH3
domain.
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engages D147 and E148. At the same time, the side chain of R7
shifts in the opposite direction, i.e., away from D150 and
toward E166. This rearrangement leads to an appreciable
increase in the rmsd, reaching ∼4 Å (see Figure 6A).
Of major interest for us is the dynamic behavior of the
charged C-terminal tail of Sos, which is central to the formation
of the electrostatic encounter complex. This arginine-rich tail is
accommodated in the cleft between the RT loop and the n-Src
loop, both of which carry stretches of negatively charged amino
acids (see Figure 5B). The tail moves mostly in a sideways
direction, sweeping over the surface of the protein. In doing so,
it sporadically forms hydrogen bonds with wtSH3 as well as
multiple salt bridges (see Figure 6B,C). Some of these
interactions are stable and exist for a significant fraction of
time, while others make only a brief appearance. Importantly, at
each point in time, the C-terminal tail of Sos is tied to wtSH3
via a significant number of interactions (on average, 4.8
interactions, counting both salt bridges and the relevant
hydrogen bonds in panels B and C of Figure 6). After a
while, the tail rearranges itself, breaking some of its interactions
with wtSH3 and establishing a new pattern of contacts.
As indicated above, the main focus of this study is on
dynamics-modulated electrostatic interactions involving the C-
terminal tail of Sos. Accordingly, the NMR data have been
measured using the sample of 15N-labeled Sos in the presence
of unlabeled wtSH3. The sample was prepared with a 4-fold
excess of wtSH3 to ensure that the spectral signals originate
entirely from the bound Sos (see above). Using the standard
1H,15N experiments, we observed five resolved peaks from the
non-proline backbone amide sites in Sos (see Figure 3A). In
addition, we were also able to record the signals from four
1Hε,15Nε sites in the arginine side chains, although two of the
side-chain resonances are overlapped (R9 and R10). The
experimental data from all these sites are plotted in Figure 7 as
a function of residue number. Panels A−D and E−G of Figure
7 show 15N relaxation data for the backbone and side-chain
sites, respectively. Panels H−I and J show the binding shifts.
The standard set of 15N relaxation data, comprised of R1 and
R2 rates as well as
1H−15N saturation transfer NOEs, has been
recorded as described in Materials and Methods. Initially, we
reckoned with the possibility that R2 rates may contain an
exchange contribution Rex, although we have not identified any
exchange mechanisms that could potentially cause exchange
broadening in Sos:wtSH3. From the perspective of MD
modeling, the Rex term represents a problem because it
normally cannot be simulated (unless an ultralong trajectory is
available).115 To address this issue, we chose to measure
transverse cross-correlated relaxation rates ηxy that carry the
Figure 7. Comparison of the experimental (red) and simulated (blue) 15N relaxation parameters and 1H,15N binding shifts for the Sos peptide in
complex with wtSH3. Simulation MD(xray,λ = 1.00) uses the original Amber ff99SB*-ILDN force field and starts from the crystallographic
coordinates 1CKB. Shown are the data from the backbone amide sites in the five non-proline residues in Sos, as well as the data from four arginine
side-chain 1Hε,15Nε sites. The 1Hε,15Nε signals from R9 and R10 are overlapped in the NMR spectra; therefore, the corresponding experimental data
effectively represent an average with respect to these two residues. To allow a comparison with experiment, the simulated data from these two sites
have also been averaged. SHIFTX2 software used in our work does not predict 15Nε chemical shifts; therefore, the corresponding binding shifts have
not been included in the comparison. The magnitude of the experimental errors is less than or comparable to the size of the symbols. To investigate
the convergence properties of MD-based calculations, we recorded an additional 1.7 μs MD trajectory of Sos:wtSH3. The results (not shown) are
similar to those plotted above. However, in the case of the binding shifts, the agreement is less than perfect because the simulated values are affected
by rare events, such as the rupture of the R7−D150 salt bridge (cf. Figure 6).
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same dynamic information as R2 but are free from μs−ms
exchange effects.116,117 All relaxation data have been collected
at two static magnetic field strengths, 500 and 600 MHz. For
the sake of clarity, only the latter data set is illustrated in Figure
7 (the discussion of field dependence is deferred until later).
In addition, we have also quantified 1H and 15N peak shifts
that occur in the spectrum of Sos upon binding to wtSH3 (cf.
Figure 3A). A number of prominent shifts have been observed.
In particular, a large downfield shift of the amide resonance
from R8 (+1.1 ppm on 1HN and +2.7 ppm on 15N) is due to
the hydrogen bond118 with the side-chain carboxyl group of
E166. A sizable upfield shift of the signal from the R7 side chain
(−0.4 ppm on 1Hε and −1.7 ppm on 15Nε) is caused by a ring
current in W169, with which R7 forms a cation−π contact.
Likewise, the downfield shift of the amide signal from V4 (+0.3
ppm on 1HN and +1.3 ppm on 15N) is caused by the ring
current from Y186. At the same time, residues R9 and R10
show very small binding shifts; apparently, these two residues
remain extended into solvent and highly disordered. Consistent
with crystallographic data, two terminal arginines are only
transiently involved in the interactions with wtSH3, although
they contribute to the kinetics of Sos−wtSH3 association
through the initial electrostatic attraction.
This array of experimental data offers a good opportunity to
put our MD model to a rigorous test. There is a long history of
validating MD simulations via spin relaxation rates.106,119−121
Briefly, the MD data are used to directly compute the dipolar
(as well as CSA) temporal correlation functions for the
individual amide sites. These correlation functions are
subsequently converted into spectral densities, which are in
turn used to calculate 15N relaxation parameters. Spin relaxation
is directly influenced by fast internal dynamics, i.e., the motions
with correlation times on the order of τrot or shorter, and
indirectly by slower motional processes. For example, 15N
relaxation can be indirectly affected by rare conformational
transitions as seen in Figure 6. Indeed, formation and
dissolution of salt bridges are expected to have an effect on
the fast local dynamics of Sos bound to the surface of wtSH3.
From this perspective, it is important that the MD simulation is
sufficiently long, 3.06 μs, to sample such relatively rare events.
To calculate binding shifts, we used the knowledge-based
prediction program SHIFTX2.90 The program was first applied
to the MD trajectory representing free Sos and then to the
trajectory in which Sos is bound to wtSH3, thus allowing
calculation of ΔδSos = δSosbound − δSosfree. A number of studies have
appeared recently where chemical shift predictors have been
applied to the frames from the MD simulations.110,122,123
Moreover, a new generation of predictors has been developed
specifically for this purpose.124,125 Note, however, that these
previous applications have a somewhat different focus
namely, they seek to improve the prediction of chemical shifts
by taking into consideration the local dynamics of proteins. In
our work, the calculated shifts are used to validate the dynamic
scenario seen in the MD simulation.
In particular, Δδ values are sensitive to the (dynamically
modulated) hydrogen bonds, cation−π contacts, and salt
bridges such as those formed by several residues in the C-
terminal portion of Sos. Hence, the comparison of the
calculated and experimental shifts should shed light on these
interactions and their dynamic status (degree of motional
averaging). Of note, SHIFTX2 employs well-established and
reliable algorithms for calculating shifts caused by hydrogen
bonds and ring currents. This makes it well-suited for the
purpose of our study, i.e., to probe the interactions between Sos
and wtSH3.
We have also measured binding shifts in the reverse
direction, i.e., the shifts in 15N-labeled wtSH3 upon binding
of unlabeled Sos. The results are graphically represented in
Figure S2 of the Supporting Information. As expected, the most
significant chemical shift perturbations are localized in the
vicinity of the binding site. In principle, it should be possible to
use ΔδSH3 to further validate the MD data, along the same lines
as what has been done with ΔδSos. In practice, however, we
have found that such analysis is of no value. None of the
backbone amide groups in wtSH3 forms a hydrogen bond with
Sos. Furthermore, Sos contains no aromatic rings. Thus, two of
the largest sources of binding shifts are eliminated in this case.
As a consequence, the measured ΔδSH3 values are small to
moderate; none of the shifts exceeds 0.5 ppm in the 1HN
dimension or 1.3 ppm in the 15N dimension. Both the MD
simulation and the SHIFTX2 algorithm are unable to properly
capture and process the subtle structural and dynamic changes
that cause shifts of this magnitude. As a result, the computed
ΔδSH3 values display little or no correlation with the
experimental data (r = 0.40 for 1HN shifts, and r = 0.19 for
15N shifts). This cannot be construed as evidence against the
MD model but rather reflects the limitations of the method.
Figure 7 presents the summary of Sos 15N relaxation data and
the binding shifts, as measured experimentally (red symbols)
and calculated on the basis of the MD trajectory (blue
symbols). Let us first focus on the backbone relaxation data
from residues V4, R7, and R8. These data are reasonably well
reproduced by molecular dynamics. Although certain discrep-
ancies are seen in the R2 plot (panel B), the agreement is nearly
perfect for all other parameters, including transverse cross-
correlated relaxation ηxy (panel D). As already mentioned, ηxy is
one of the more accurate measures of protein dynamics that is
free of the exchange effect; in terms of information content, ηxy
is equivalent to R2. Generally, the backbone amide sites of V4,
R7, and R8 can be categorized as tightly bound. They are
essentially integrated with the rigid wtSH3 scaffold; their spin
relaxation is controlled by the overall tumbling motion of the
complex and, to a certain degree, small local fluctuations.
On the other hand, the backbone relaxation data for residues
R9 and R10 as well as side-chain data for R7, R8, R9, and R10
show clear systematic deviations between the experiment and
the MD model (panels A−G). Specifically, the simulated R2
and ηxy rates are higher than the corresponding experimental
values. Likewise, the simulated 1HN−15N saturation transfer
NOEs are higher than the corresponding experimental values.
This clearly indicates that MD simulation underestimates the
amount of local mobility for all of these sites.
According to the MD model, the C-terminal tail of Sos is
attached to wtSH3 through the network of salt bridges. While
this network is occasionally rearranged, it still has a strong
restraining effect on the tail (see Figures 5 and 6). As a result,
the relaxation properties of the tail are rather similar to those of
the rest of the complex, which is well-structured and can be
viewed as rigid (cf. blue profiles in panels A−G). The
experimental data, however, paint a rather different picture. It
appears that the pair of C-terminal residues in Sos and all the
arginine side chains enjoy a degree of motional freedom much
greater than that suggested by the MD simulation. This
dynamic scenario is also supported by the crystallographic
evidence (reviewed above). It is also worth noting that the MD
simulation fails to accurately reproduce the large binding shift
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of 1HN in residue R8 (panel H). This observation implicates the
side chain of residue E166, which forms an on−off hydrogen
bond with this amide as well as transient interactions with
several other sites in Sos.
Surveying the results shown in Figure 7, we hypothesize that
the root cause of the observed discrepancies is the deficiency in
the MD force field, specifically, the exaggerated strength of the
salt bridge interactions.51,52 This issue is discussed at length
below.
Simulations of Sos:wtSH3 Using Alternative MD
Setups. Two groups of force field parameters are of principal
significance for ionic (salt bridge) interactions: partial charges
and Lennard-Jones parameters (see the next section). As far as
partial charges are concerned, there is a considerable amount of
variability between different families of force fields, as well as
different generations in the same family. For instance, the
charge assigned to Nη atoms in the arginine side chain is −0.62
in CHARMM22*, −0.80 in CHARMM27, −0.86 in Amber
ff99SB, −0.69 in Amber ff03, and −0.26 in GROMOS53A6.
There are also significant variations in the Lennard-Jones
parameters between different force fields; these variations are
largely responsible for dramatic differences in the radial
distribution functions associated with salt bridge interactions.51
A very recent study by Debiec et al. used small molecules
(guanidinium and acetate) to model Arg−Asp/Glu salt
bridges.52 It has been found that six popular force fields,
including CHARMM22*, CHARMM27, Amber ff99SB, Amber
ff03, and the newest Amber ff13α force field, all overestimate
the population of such salt bridges by a factor of roughly 2. This
result essentially does not depend on the choice of water model
(TIP3P, SPC/E, TIP4P-Ew, etc.).
While the results of Debiec and co-workers strongly suggest
that there is a problem with parametrization of salt bridge
interactions, these results are relevant for small molecules and
thus may not accurately reflect the situation in peptides and
proteins. Indeed, it is conceivable that in protein simulations
salt bridge interactions are partially offset by the interactions
between charged side chains and backbone amides. If true, this
may have an effect of partial error cancellation. Therefore, it
should be instructive to investigate this problem directly in the
context of protein MD simulation employing different force
fields.
With this goal in mind, we have tested AMBER ff03 (Amber
11 platform), CHARMM22* (Desmond platform), GROMO-
S53A6 (GROMACS 4.5.5 platform), and AMOEBA polarizable
force field (TINKER 6.0.05 platform using the OpenMM
library to support the GPU acceleration).126−130 In each case,
we have recorded MD trajectories of Sos:wtSH3 using the
crystallographic structure as a starting point; the durations of
the simulations were 445, 345, 108, and 19 ns, respectively.
These trajectories were subsequently analyzed in the same
fashion as described above. None of these trials produced the
results that we had hoped for. AMBER ff03 shows less
propensity to form salt bridges. However, three native
hydrogen bonds connecting the backbone of Sos with side
chains of wtSH3 are almost completely lost in this simulation,
leading to poor predictions of chemical shifts. Similar behavior
has been noted for this force field previously.131 In the
CHARMM22* trajectory, two of the native hydrogen bonds
are greatly weakened, while arginine side chains remain over-
restrained. Chemical shift predictions using this trajectory also
prove to be poor. Finally, GROMOS 53A6 significantly
underestimates the strength of electrostatic interactions: all
salt bridges, including the native R7−D150 bridge, virtually
disappear, whereas hydrogen bonds become transient and
weak. As a consequence, the bound peptide experiences rapid
dynamic fluctuations; in turn, this leads to large systematic
deviations between the predicted and experimental 15N
relaxation rates.
Of special interest are the results from the 19 ns trajectory of
Sos:wtSH3 recorded with the AMOEBA polarizable force field.
The polarizability effects are deemed to be important in the
context of salt bridge formation,132−134 and polarizable force
fields have demonstrated their usefulness in the context of
protein−ligand binding and protein structure refine-
ment.135−139 Although there have been reports of the protein
instability in AMOEBA simulations,130 in our case the protein
structure remains intact (within 1.5 Å of the crystal coordinates
viz. the Cα rmsd). However, three native hydrogen bonds
linking Sos and wtSH3 are absent in this simulation, and there
are only two salt bridges, R7−D150 and R7−D147. Chemical
shift predictions have been only partially successful, and there
are indications that the C-terminal segment of Sos remains
over-restrained. Given that the simulation is short on the
absolute scale, these observations should not be over-
interpreted; because of the high computational cost, we have
not attempted to extend this AMOEBA trajectory.
In a further attempt to improve the situation, we
experimented with different water models. The choice of
water model is known to affect protein hydration140−142 as well
as conformational preferences and dynamics of disordered
peptides.143,144 Using the Amber ff99SB*-ILDN force field, we
have tested TIP3P, SPC/E, and TIP4P-EW models.113,145,146 In
addition, we have also tested a polarizable model SWM4-NDP
(supported in the GROMACS package).147 No significant
improvement has been observed in any of these trial
trajectories, consistent with the recent findings.52 We have
also addressed several other details pertaining to the MD
procedure. For example, phosphate ions have been included in
the MD setup to reflect the presence of 20 mM phosphate in
the NMR buffer. In principle, phosphate ions can form strong
interactions with Arg side chains,148 thus competing with the
Sos:wtSH3 salt bridges. However, this tactic also failed to
produce any improvements. Likewise, increasing the non-
bonded cutoff distance from 8 to 10 Å had no effect on the
simulation results. While none of these trials can be considered
in any way definitive, we note that our results are consistent
with the recent small molecule studies.51,52
Finally, we have tested the so-called MDEC (molecular
dynamics in electrostatic continuum) model.149−151 This model
focuses on electrostatic interactions involving ionized side
chains. In all conventional force fields, ionized side chains are
assigned a net charge of +1 or −1 and their electrostatic
interactions are calculated accordingly. The authors of the
MDEC model argue that this approach fails to take into
consideration the effect of electronic dielectric screening. To
remedy this defect, the authors suggest to scale the respective
point charges with the factor α = 1/(εel)
1/2, where the
electronic screening constant for a protein in aqueous solution
is estimated to be εel = 2. We have implemented the MDEC
strategy in the Amber ff99SB force field and subsequently
recorded a number of trial trajectories with different settings of
α. The best results were obtained for α = 0.9, which is
significantly different from the prescribed value (α = 0.7). The
MDEC approach is admittedly empirical; a rigorous imple-
mentation of this concept would require consistent reparamet-
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rization of all force field parameters.149 The rescaling of side-
chain point charges should have an effect on many aspects of
the system, including side-chain solvation, in a manner that is
not easily predictable. Therefore, we abandoned this strategy in
favor of a more targeted approach, as described in the next
section.
Adjustment to Amber ff99SB*-ILDN. Fine-Tuning Salt
Bridge Interactions. The interaction between two charged
atoms is quantum mechanical in nature. When the two atoms
are far apart, the interaction energy can be well approximated
by the classical Coulomb’s law. In contrast, when they approach
each other such that the electron clouds start to overlap, the
interaction becomes much more complex. In particular, there is
an effect of induced polarization that gives rise to attractive
dispersion forces; at short distances, there is also a strong
repulsive force due to Pauli interaction. In classical molecular
dynamics, all deviations from the standard Coulomb’s law are
empirically modeled by the Lennard-Jones (LJ) potential, eq 2.
For the pair of atoms indexed i and j, the potential is defined by
two parameters: the interatomic distance at which the LJ energy
is at its minimum, r0
ij, and the depth of the corresponding
energy well, εij. After the atomic charges are set, the LJ
parameters determine how close the two atoms can approach
each other and are thus strongly related to the magnitude of
their optimal interaction energy.
In conventional MD force fields, the pairwise LJ parameters
are normally determined by simple combination rules. In
particular, each atom type is assigned a van der Waals radius,
and the sum of the two radii for any two atoms is taken to be
the distance r0
ij for this particular pair. It has been increasingly
recognized, however, that in certain cases the simple
combination rules require additional fine-tuning to reproduce
the desired interatomic interactions. For example, a slight
increase in r0
ij between Na+ (K+) and Cl− (over the default value
derived from the standard combination rule) made it possible
to correct for the otherwise excessive ion pairing in the
simulations of simple electrolytes.152 The LJ parameters for the
cation − carbonyl oxygen pairs have also been refined to better
reproduce the energetics of K+ ions in a protein channel.153
Similarly, a small adjustment in r0
ij has been used to avoid
excessively strong binding of the cations to the negatively
charged lipid headgroups, leading to an excellent agreement
with experimental data.154 The same approach has been
employed to fine-tune the interactions between various metal
ions and DNA phosphates, thus avoiding clustering artifacts in
the DNA simulations.155 Other very recent examples include
interaction of Mg2+ with di- and triphosphate nucleotides,156 as
well as interaction between Ca2+ and acetate (viewed as an
analogue of Asp and Glu side chains).157 Finally, pairwise-
specific LJ parameters have been implemented for aqueous
solutions of alkanes, alcohols, and ethers in the CHARMM
Drude polarizable force field, leading to accurate values of the
corresponding hydration free energies.158
Here we use this philosophy to correct for the effect of
overstabilized Arg−Asp/Glu salt bridges in Amber ff99SB*-
ILDN simulations. Toward this end, a number of trial
trajectories have been recorded where the Lennard-Jones r0
distance for Nη−Oδ/ε pairs has been rescaled (see Materials and
Methods). Specifically, we have tested scaling factors λ = 1.01,
1.02, 1.03, 1.04, 1.05, 1.10, 1.15, and 1.20. In each case, the MD
data have been processed along the same lines as shown above
(Figures 5−7). Unsurprisingly, large corrections to r0 led to
dramatic attenuation of salt bridges. A good indicator is the
native salt bridge between R7 and D150, which is observed in
the X-ray structure 1CKB. This salt bridge is present for 86% of
the time in the original simulation, λ = 1.00 (trajectory length
3.06 μs), 70% of the time in the altered simulation with λ =
1.03 (3.2 μs), 24% of the time in the altered simulation with λ =
1.05 (0.8 μs), and is completely lost in the simulations with λ =
1.10 or higher. This result, as well as direct comparison of the
simulated and experimental 15N relaxation rates and binding
shifts, led us to identify λ = 1.03 as the optimal scaling factor.
While this is clearly an ad hoc choice, we provide an
independent validation for it in paper 2, where we investigate
the fuzzy complex between Sos and the double mutant of c-Crk
N-SH3 (Sos·dmSH3).
It is worth noting that LJ distance parameters have been
reoptimized together with partial charges in the new Amber
force field ff13α. In particular, the r0 distance for N
η−Oδ/ε pairs
increased by 6%.159 This new force field remains a work in
progress; in its current state, Amber ff13α still shows a
tendency to significantly overestimate the strength of salt
bridge interactions.52 Nevertheless, it is clear that any solution
to this problem is likely to involve the Lennard-Jones
parameters.
Figure 8. Position of the peptide Sos on the surface of wtSH3 according to the data from the 3.20 μs simulation using the modified force field,
MD(xray,λ = 1.03). The plotting conventions are the same as in Figure 5.
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Finally, it is worth mentioning that MD simulations of
proteins using implicit solvent are also faced with the problem
of overstabilized salt bridges. This problem has been solved by
adjusting the Born radii of the atoms that form the salt
bridge.160−162 Conceptually, this approach is similar to that
described above.
Simulations of Sos:wtSH3 Using a Modified Version of
Amber ff99SB*-ILDN. Comparison with Experimental
Data. The calibration of Lennard-Jones parameters for Nη−
Oδ/ε pairs, as discussed in the previous section, favors the
distance r0
ij that is 3% longer compared to the original setting.
The new r0
ij value has been coded into the ff99SB*-ILDN force
field, thus overriding the standard combination rule for these
particular off-diagonal LJ terms. Using the amended force field,
we have recorded a 3.20 μs trajectory of Sos:wtSH3 beginning
from the crystal coordinates. In what follows, this simulation is
referred to as MD(xray,λ = 1.03) according to the choice of
scaling factor λ. Aside from the change in the force field, all
other details of the MD protocol were exactly the same as in
the original 3.06 μs trajectory, MD(xray,λ = 1.00). The new
simulation is analyzed using the same format as before; the
results are shown in Figures 8−10.
Figure 8 illustrates the fluctuations of the Sos peptide when
attached to the canonical binding site on the surface of wtSH3.
Gold and blue spheres in the graph represent the centers of
mass of the hydrophobic N-terminal segment of Sos and the
arginine-rich C-terminal segment, respectively. The results are
rather similar to those previously obtained from the conven-
tional simulation (cf. Figure 5), although one can also notice
certain differences. In the new trajectory, the hydrophobic
portion of Sos is somewhat better localized in the binding site.
The scatter of the gold spheres in Figure 8 corresponds to a
temperature factor of 31 Å2, which is slightly lower than the
previously obtained value of 35 Å2. At the same time, the
arginine-rich portion of the peptide acquires a somewhat
greater degree of motional freedom, 229 Å2 vs 209 Å2.
These observations lead us to conclude that there is a certain
amount of strain in the Sos:wtSH3 complex. Specifically,
formation of strong salt bridges by the C-terminal portion of
Sos has a certain destabilizing effect on the binding of the N-
terminal portion of Sos. Conversely, weakening of the salt
bridges in the λ = 1.03 simulation creates conditions for tighter
binding of the N-terminal segment. This kind of behavior is
also manifested in Figures 6A and 9A. Shown in these graphs is
the rmsd trace of the Sos peptide, calculated for the structured
portion of Sos (those atoms for which the crystallographic
coordinates are available). The graph from MD(xray,λ = 1.03)
simulation clearly displays less dynamic fluctuations; in
particular, there are no large-amplitude long-lived fluctuations
such as those observed in the MD(xray,λ = 1.00) trajectory.
Figure 9. (A) rmsd of the peptide atomic coordinates relative to the crystallographic structure 1CKB as calculated for the 3.20 μs simulation of
Sos:wtSH3 MD(xray,λ = 1.03). (B and C) Time traces representing the occurrence of peptide−protein hydrogen bonds and salt bridges in the
trajectory. All conventions are the same as in Figure 6. Prominent hydrogen bonds and salt bridges are the same as those found in the
crystallographic structure 1CKB (see Figure 4).
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The average Sos rmsd in the new simulation is 2.1 Å, somewhat
lower than that registered previously, 2.3 Å. Hence, reducing
the strength of salt bridges appears to enhance peptide binding,
which is associated primarily with the well-structured N-
terminal portion of the peptide.
An interesting picture emerges from these observations. The
electrostatic attraction associated with Arg−Glu/Asp pairing
pulls the peptide toward its target, thus efficiently increasing the
kon rate. However, once the peptide is bound the same
electrostatic interactions involving the C-terminal portion of
Sos may no longer be conducive to binding because these
interactions are not necessarily compatible with hydrophobic
contacts and hydrogen bonds formed by the N-terminal
portion of the peptide. In other words, the propensity to form
salt bridges may cause an increase in ku (see Figure 1), thus
slightly degrading the binding affinity. This highlights the dual
role of electrostatic interactions in the context of peptide
binding; they are responsible for dramatic gains in the on rate,
but they may also have a certain destabilizing effect on the
bound state.
The traces shown in panels B and C of Figure 9 illustrate the
time dependence of hydrogen bonds and salt bridges
connecting Sos and wtSH3 throughout the course of the
MD(xray,λ = 1.03) simulation. Obviously, the propensity of the
C-terminal tail to form salt bridges is greatly diminished. On
average, at any given point in time, the C-terminus forms 2.3
salt bridges. This is a 2-fold decrease compared to the original
simulation, where the corresponding number was 4.3. At the
same time, the hydrogen bond contacts are somewhat
strengthened, 2.1 in the altered simulation versus 1.7 in the
original simulation. As already discussed above, the reduced
propensity to form salt bridges removes some of the steric
strain, which, in turn, leads to better hydrogen bonding.
Another way of looking at it would be to determine the
number of contacts formed by the structured portion of the
peptide (for which the crystallographic coordinates are
available) and the remaining unstructured segment. For the
structured portion of Sos, the average number of contacts is 3.0
as determined from the MD(xray,λ = 1.03) trajectory. This
includes the native salt bridge R7−D150, which is largely
preserved in the new simulation, see Figure 9C. The result is
quite similar to the one obtained from the original trajectory
MD(xray,λ = 1.00), where the average number of contacts is
found to be 3.1. At the same time, the data from the
unstructured portion of Sos display some significant differences.
The altered MD simulation predicts, on average, 1.3 contacts in
this area (salt bridges as well as hydrogen bonds), whereas the
original trajectory predicts 2.9 such contacts.
Similar conclusions can be drawn from the analysis of the
solvent accessible surface areas. Considering the N-terminal
segment of Sos, the average buried surface area is essentially the
same in the two simulations, 546 and 544 Å2. At the same time,
there is a significant difference in how the C-terminal segment
is packed against the protein surfacethe packing is less tight
in the modified simulation protocol, 439 Å2 vs 574 Å2.
Finally, the most important element of the validation scheme
is the direct comparison between the MD-derived NMR
parameters and the experimentally measured data (Figure 10).
A brief survey of these results indicates a big improvement
compared to the standard implementation of molecular
dynamics (Figure 7). In particular, the relaxation rates of the
backbone amide groups belonging to residues R9 and R10 are
now in perfect agreement with the experiment. The arginine
Figure 10. Comparison of the experimental (red) and simulated (blue) 15N relaxation parameters and 1H,15N binding shifts for the Sos peptide in
complex with wtSH3. The MD(xray,λ = 1.03) simulation uses the modified version of the Amber ff99SB*-ILDN force field in which the strength of
salt bridge interactions involving Arg and Glu/Asp side chains has been adjusted.
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side-chain results for residues R8 and R9/R10 are also greatly
improved. Furthermore, there is also a noticeable improvement
in binding shifts; specifically, the large shift experienced by 1HN
from residue R8 is now successfully reproduced by the MD-
based calculations. At the same time, for those sites that belong
to the well-structured portion of the peptide, e.g., V4, the level
of agreement between the simulations and experiment remains
unchanged (cf. Figures 7 and 10).
What is the structure/dynamics basis for the improvement
observed in Figure 10? To answer this question, we turn to
dipolar correlation functions underlying the 15N relaxation
rates. The full complement of these correlation functions, for
both backbone and Arg side-chain sites in Sos, is shown in
Figure 11. The plots in the first and third columns show the
correlation functions g(τ) computed to 80% of the trajectory
length. In each case, g(τ) are supposed to converge to a plateau,
reflecting the long-term averaging properties of the particular
1H−15N vector. Although the convergence behavior is far from
perfect, the data are generally sufficient to judge the amount of
disorder at each site. As far as we can tell, the plateau values
derived from MD(xray,λ = 1.00) and MD(xray,λ = 1.03)
trajectories are similar within the uncertainty associated with
incomplete convergence (cf. blue and red curves, first and third
columns in Figure 11). Consider, for instance, the data for
residues R9 and R10. The backbone and side-chain correlation
functions in R9 and R10 essentially decay to zero. This means
that in both trajectories the respective proton−nitrogen vectors
experience complete orientational averaging.
The observations concerning the plateaus of the correlation
functions (i.e., the order parameters) lead us to conclude that
the amplitudes of internal motions in MD(xray,λ = 1.00) and
MD(xray,λ = 1.03) trajectories are actually similar. This
conclusion agrees with the analysis illustrated in Figures 5
and 8, where the differences between the two trajectories are
relatively minor. Therefore, it is not the motional amplitudes
that cause the differences in the simulated 15N relaxation rates.
Rather, it is the time scale of internal dynamics that plays the
key role. The panels in the second and fourth columns of
Figure 11 illustrate the expansion of the simulated correlation
functions to 30 ns. This is the time interval that is relevant for
spin relaxation in the Sos:wtSH3 complex where the tumbling
time is τrot = 7 ns. From these expansion plots, it is obvious that
the internal dynamics in Sos is faster in the altered MD(xray,λ =
1.03) simulation than it is in the original MD(xray,λ = 1.00)
simulation. This observation is relevant for C-terminal residues,
R8−R10; the effect is particularly striking for arginine side-
chain sites (fourth column in Figure 11).
The analysis described above suggests the following picture
of the simulated Sos dynamics. In the MD(xray,λ = 1.00)
trajectory, the C-terminal segment of Sos samples different
conformations, where it often becomes trapped for extended
periods of time because of the overstabilized salt bridges. In
Figure 11. 1H−15N dipolar correlation functions g(τ) for backbone and arginine side-chain sites in Sos as extracted from MD(xray,λ = 1.00) and
MD(xray,λ = 1.03) trajectories of Sos:wtSH3 (blue and red curves, respectively). The correlation functions have been calculated to 80% of the
trajectory length. The expanded view of the initial portion of g(τ), which is relevant for spin relaxation, is shown in the second and fourth columns.
The results reflect internal dynamics of the Sos:wtSH3 complex, with the overall reorientational motion (tumbling) factored out as described in
Materials and Methods. Although it is difficult to tell with certainty, the plateau of the correlation function for backbone amides in residues R7 and
R8 appears to be lower in the MD(xray,λ = 1.00) simulation than in the MD(xray,λ = 1.03) simulation. If this is true, this means that weakening of
the salt bridges in the latter trajectory actually has a partial stabilizing effect on those two residues (similar to what has been discussed in relation to
Figure 8). However, for the sake of discussion, we simply suggest here that the plateau values are similar within the uncertainty of calculations.
Finally, note that the MD(xray, λ=1.03) trajectory, which features faster dynamics, shows better convergence properties than its MD(xray, λ=1.00)
counterpart.
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contrast, in the MD(xray,λ = 1.03) simulation, Sos tends to
interconvert between different conformations more rapidly.
Consequently, this model is more successful in reproducing the
experimental 15N relaxation rates.
Finally, valuable insight into internal dynamics can be
obtained from relaxation data collected at multiple magnetic
field strengths. With this goal in mind, we have measured the
15N relaxation in Sos:wtSH3 also at a proton Larmor frequency
of 500 MHz. The experimental results are summarized in the
left column of Figure 12, where solid and dashed lines represent
600 and 500 MHz data, respectively. The right column shows
the equivalent data calculated on the basis of the MD(xray,λ =
1.03) trajectory. Insofar as the field dependence is concerned,
the agreement between the experiment and the simulation is
very convincing. For relatively rigid sites such as V4, the
outcome is dictated mainly by the overall tumbling time, τrot =
7 ns. However, in the case of flexible residues such as R10, the
results reflect a shorter correlation time, corresponding to the
internal peptide dynamics (cf., for example, panels D and H in
Figure 12).
Simulations of the Binding Process between Sos and
wtSH3. Several years ago, Ahmad, Gu, and Helms30 showed
that it is possible to use MD simulations in explicit solvent to
reproduce peptide binding in a system that is very similar to
Sos:wtSH3 (the only difference is that these authors used a
shorter peptide containing only two C-terminal arginines
instead of four). Here we set out to reinvestigate this problem
using the modified ff99SB*-ILDN force field (λ = 1.03) and
significantly longer simulations. For this purpose, we have
implemented a special protocol (see Materials and Methods).
The initial conformation of the peptide was chosen randomly
from a 2.1 μs trajectory of free Sos. The peptide was then
placed at a certain distance from the surface of the protein
(∼15 Å considering the distance from the center of mass of Sos
to the surface of wtSH3). The initial orientation of Sos was
assigned randomly. The resulting system was used to construct
a water box, allowing for a generous amount of water.
Illustrated in Figure 13A is the initial setup that has been
used to record one of the MD(rand,λ = 1.03) trajectories.
Along with the single simulated wtSH3 molecule, the graph also
shows three periodic images of wtSH3. This representation
makes it possible to appreciate the amount of water in the
system (the empty space in the graph is filled with TIP3P
water). In this particular trajectory, the effective concentration
of the protein is 7.8 mM, which is not too far from the
Figure 12. Experimental and simulated backbone 15N relaxation rates
in the peptide Sos bound to wtSH3 at 600 and 500 MHz spectrometer
frequencies (solid and dashed lines, respectively). The simulated
results are from the MD(xray,λ = 1.03) trajectory.
Figure 13. (A) Initial placement of the peptide and the protein in the
2.28 μs MD(rand,λ = 1.03) trajectory. Along with the actual simulated
protein molecule, the plot also shows three periodic images. The space
between the protein molecules is filled by TIP3P solvent. Even though
the proline-rich sequence in Sos is sterically constrained, it remains
sufficiently flexible in the MD simulation. (B) rmsd of the peptide
atomic coordinates relative to the crystallographic structure 1CKB
(same plotting conventions as in Figure 6). The lowest rmsd value is
just under 1 Å. The simulation is 10-fold longer than those reported by
Ahmad et al.30
Biochemistry Article
dx.doi.org/10.1021/bi500904f | Biochemistry 2014, 53, 6473−64956489
332
experimentally accessible concentrations (up to 4 mM in our
experimental measurements, see the Supporting Information).
Consequently, there is enough room in this simulation for the
Sos peptide to fully explore the conformational space available
to it, without being squeezed by the protein molecules.
Using this type of procedure, we have recorded thirty
trajectories modeling the binding of Sos to wtSH3, with the
trajectory length ranging from 20 to 265 ns. In nine of these
trajectories the Sos peptide and wtSH3 formed a complex that
was found to be similar, although not identical, to the crystal
structure 1CKB. Of these nine trajectories, we have selected
one that was subsequently extended to 2.28 μs. This trajectory,
termed MD(rand,λ = 1.03), was used to simulate the NMR
observables, which were subsequently compared with the
experimental values.
In the starting frame of the MD(rand,λ = 1.03) trajectory, the
Sos peptide is sufficiently far removed from the surface of
wtSH3, see Figure 13. Initially, the displacement of the Sos
peptide (i.e., rmsd relative to the coordinates of the bound Sos
as found in the crystal structure 1CKB) amounts to 17.6 Å. As
the Sos·wtSH3 encounter complex is formed, the rmsd drops
rapidly to ca. 8 Å. The first salt bridge, R8−E167, is observed
already after 4 ns. However, this turns out to be a transient
interaction that immediately dissipates and subsequently makes
only a few brief appearances throughout the trajectory. It is not
before 45 ns that the two salt bridges are established in a
sufficiently stable manner, R8−D150 and R8−D147. Both of
these salt bridges are non-native. The resulting conformational
state deserves a brief discussion. The pose of the peptide at this
point generally resembles the binding pose found in 1CKB. In
particular, the N-terminal portion of Sos hovers over the
hydrophobic grooves where it is supposed to bind. However,
the conformation of the peptide is not conducive to binding
(there is a certain amount of twist); the peptide lies high above
the surface of the protein and fails to form two signature
hydrogen bonds, P2−Y186 and P5−W169. The hydrophobic
buried surface area remains relatively small, and the peptide
occasionally swings away from the surface of wtSH3 (large
spikes in the initial portion of the graph in Figure 13B).
After some time, this labile state is transformed into a bona
fide complex. At around 270 ns, several conformational
transitions take place, proline rings P2 and P5 slide into the
shallow hydrophobic grooves on the surface of wtSH3, and the
native hydrogen bonds P2−Y186 and P5−W169 are
established. At around 290 ns, the (weak) native salt bridge
R7−E149 is formed. At 320 ns, the non-native salt bridge R8−
D150 is dissolved and replaced with the native salt bridge R7−
D150. As a result of these transformations, by 340 ns the
coordinate rmsd of the Sos peptide drops to 1.3 Å. However,
large fluctuations continue to occur until 550 ns when the
complex is stabilized by the hydrogen bond between the R8
amide group and the E166 side chain, as well as certain
additional salt bridges. After that, the peptide mostly remains
within 2 Å of the crystallographic structure, although it still
experiences substantial fluctuations involving the rearrange-
ments of the C-terminal tail.
The MD(rand,λ = 1.03) trajectory can be used to simulate
relaxation data and binding shifts that can be subsequently
compared with the experimental data, in the same way as
demonstrated previously. For this purpose, we have chosen the
portion of the trajectory that begins at 400 ns (the point at
which the Sos:wtSH3 complex is fully formed). The results are
presented in Figure S3 of the Supporting Information. Briefly,
they are virtually identical to those shown in Figure 10 with one
exceptionbackbone shifts of residue R8 are significantly
smaller than those observed experimentally (and those
predicted on the basis of the MD(rand,λ = 1.03) trajectory).
This deviation is caused by effective weakening of the hydrogen
bond between R8 and the side chain of E166. In the selected
time interval from 400 to 2280 ns, this hydrogen bond is
identified in only 35% of all frames. By comparison, in the
MD(xray,λ = 1.03) trajectory, this proportion reaches 50%.
Most likely, the difference can be attributed to the less-than-
perfect convergence of the MD analyses. As already indicated,
2−3 μs simulations are sufficient to reliably reproduce 15N
relaxation rates, but not necessarily the binding shifts. However,
in principle, we cannot rule out another possibility. It is
conceivable that formation of the Sos:wtSH3 complex has not
been fully completed in the 2.28 μs MD(rand,λ = 1.03)
simulation. Indeed, there are certain systematic differences
between MD(rand,λ = 1.03) and MD(xray,λ = 1.03)
trajectoriesfor example, the former features three intermit-
tent salt bridges involving D147 that are virtually absent in the
latter.
Finally, it is worthwhile to discuss the characteristic time
scales as seen in the MD(rand,λ = 1.03) simulation. Using the
values of kON and kOFF experimentally determined in this study
and the effective concentration of wtSH3 in the MD simulation,
we can estimate that the Sos:wtSH3 complex should be formed
with a time constant of ca. 100 ns and dissolve with a time
constant of ca. 500 μs. These estimates are consistent with the
actual simulation, in which the final complex is formed after ca.
400 ns and the peptide never becomes separated from the
protein over the entire duration of the trajectory. Note that we
have been successful in observing the peptide binding only due
to electrostatic interactions; diffusion-limited binding is much
slower and thus most likely cannot be reproduced in the
relatively short MD simulations.
■ CONCLUSION
MD modeling combined with experimental NMR studies has
been enormously popular in the context of (modestly sized)
globular proteins. Such combined studies produced a wealth of
information, greatly advancing our understanding of protein
dynamics and at the same time stimulating the development of
force fields. However, much of local dynamics in globular
proteins is somewhat generic; e.g., small-amplitude fluctuations
of peptide planes can be accurately predicted on the basis of
protein structure, thus to some degree obviating the need in
specialized MD studies. In contrast, intrinsically disordered
proteins display a rich range of dynamic behaviors that are
uniquely suited for MD and NMR studies. Yet until recently
the progress in this area has been impeded by a lack of adequate
computational resources. Indeed, proper modeling of an IDP
requires a very large water box to accommodate the more
extended protein conformations; it also requires a very long
trajectory to sample the vast conformational space available to
an IDP. All of this has become possible only with the advent of
new computers and the suitably adapted MD algorithms.
In our study, we investigate the protein−peptide system that
features a substantial element of dynamic disorder. For
example, in the MD(rand,λ = 1.03) simulation, we model the
flexible 10-residue peptide, which moves in a stochastic fashion
toward its protein target and then forms a highly dynamic
intermediate before making a transition to the bona fide
complex. Furthermore, even in the bound state, the peptide
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retains a substantial amount of motional freedom, especially the
C-terminal residues. Although the presence of disorder in this
system clearly raises the bar for MD studies (in terms of both
the simulation length and the size of the water box), the
simulation has been successful, reproducing the experimental
NMR data with near-quantitative accuracy. We envisage that in
the near future this methodology will progress from peptides to
small disordered proteins and eventually to large IDPs,
improving our understanding of many aspects of their function,
including the disorder-to-order transition upon binding to their
folded targets.
In this study, we focus on the moderately high affinity (∼1
μM) complex between Sos and wild-type SH3. Comparing the
experimental data (specifically, 15N relaxation rates) with the
results from the state-of-the-art Amber ff99SB*-ILDN simu-
lation, we have found that molecular dynamics overemphasizes
salt bridge interactions between the peptide and the protein.
The tendency to misjudge the strength of salt bridges appears
to be a common affliction of modern fixed-charge force fields.
To address this problem, we have devised a targeted
correction involving the Lennard-Jones potential between the
charged moieties of the Arg and Asp/Glu side chains. This is
clearly an empirical solution; the proper way of approaching
this problem would be to systematically reparameterize the
entire force field. Nevertheless, there is little doubt that off-
diagonal Lennard-Jones parameters associated with salt bridges
need to be reassessed in Amber ff99SB as well as other widely
used force fields. In this sense, we have likely identified an
important target for future optimization of non-polarizable
force fields.
The MD trajectory of Sos:wtSH3 recorded with the altered
force field, Amber ff99SB*-ILDN (λ = 1.03), showed good
agreement with the experiment, specifically, with respect to 15N
relaxation rates and binding shifts (in the latter case, the
outcome is to some degree affected by convergence). As it
turns out, weakening of the salt bridges in the C-terminal
portion of Sos strengthens the binding at the N-terminal
region. This implies that there is a certain amount of conflict
between, on one hand, the salt bridge interactions implicated in
formation of the electrostatic encounter complex and, on the
other hand, hydrogen bonds and hydrophobic packing
indicative of the tight complex. In other words, the interactions
associated with the electrostatic encounter complex do not
necessarily constitute a subset of the interactions found in the
fully formed complex. As it appears, the weakening of the salt
bridges in the λ = 1.03 simulation has an effect not so much on
the amplitudes of motion of the C-terminal residues but on the
respective correlation times. Compared to the original
simulation, the C-terminal tail visits the same conformations
but does not remain in these conformations for quite as long.
Faster conformational exchange is reflected in the spin
relaxation rates, leading to improved agreement with the
experiment.
In this study, we have found the way to probe, via both MD
simulation and experiment, the interactions that are key to the
electrostatic encounter complex. In the second part of this
work, we use the approach developed here to directly
characterize the system that mimics the electrostatic encounter
complex. Specifically, we have designed the double mutant of c-
Crk N-SH3 (Y186L/W169F) in which the binding of the N-
terminal portion of Sos is largely abrogated and the complex is
held together mainly by the salt bridges, thus resembling the
electrostatic encounter complex. The Sos·dmSH3 model has
also been successfully characterized via NMR measurements
and modeled with the help of the (modified) MD protocol.
The results of this work will be described in paper 2.
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