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Abstract
The dictionary learning problem concerns the task of representing data as sparse linear sums
drawn from a smaller collection of basic building blocks. In application domains where such
techniques are deployed, we frequently encounter datasets where some form of symmetry or
invariance is present. Based on this observation, it is natural to learn dictionaries where such
symmetries are also respected. In this paper, we develop a framework for learning dictionaries
for data under the constraint that the collection of basic building blocks remains invariant under
these symmetries. Our framework specializes to the convolutional dictionary learning problem
when we consider translational symmetries. Our procedure for learning such dictionaries re-
lies on representing the symmetry as the action of a matrix group acting on the data, and
subsequently introducing a convex penalty function so as to induce sparsity with respect to the
collection of matrix group elements. Using properties of positive semidefinite Hermitian Toeplitz
matrices, we apply our framework to learn dictionaries that are invariant under continuous shifts.
Our numerical experiments on synthetic data and ECG data show that the incorporation of such
symmetries as priors are most valuable when the dataset has few data-points, or when the full
range of symmetries is inadequately expressed in the dataset.
Keywords: sparse coding, equivariance, atomic norms, circulant matrices, orbitopes.
1 Introduction
The dictionary learning problem (also known as sparse coding in the literature) concerns the task
of representing data as sparse linear sums of a smaller collection of basic building blocks: Given a
dataset {y(i)}ni=1 ⊂ Rd, compute a collection vectors {aj}qj=1 ⊂ Rd so that
y(i) ≈
q∑
j=1
x
(i)
j aj , where x
(i) = (x
(i)
1 , . . . , x
(i)
q )
ᵀ is sparse for all i. (1)
The dictionary learning task is motivated by the prevalence of sparse representations in a wide
range of data processing applications. Sparse representations form the basis of numerous procedures
for storage, compression, as well as communication of data. In addition, numerous computational
procedures for downstream processing tasks such as denoising and the imputation of missing entries
heavily rely on data admitting sparse representations for its success.
A fundamental ingredient for applying these methods is that we identify a suitable transfor-
mation – frequently referred to as a basis – under which our dataset of interest admits sparse
representations. The traditional process of identifying such transformations relies on extensive
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knowledge about the data. For instance, we frequently deploy the collection of wavelets transforms
and discrete cosine transforms in image processing applications because of well-known properties
about natural images. The dictionary learning procedure may be viewed as a data-driven alterna-
tive in which an appropriate choice of basis is learned directly from data [2, 19, 28, 30, 31]. As the
resulting basis is specifically tuned to the dataset, it enjoys better performance compared to choices
of bases specified using prior knowledge in many instances [19, 20]. More importantly, dictionary
learning is useful in instances where one lacks the appropriate domain specific knowledge to identify
a basis – one simply applies dictionary learning techniques to learn a suitable choice of basis.
1.1 Group Invariant Dictionaries
Symmetries and invariances occur in a wide range of scientific and engineering domains. For
instance, in image processing applications where the data takes the form of image patches segmented
from larger natural images, one might expect that these patches possess some form of translation
or rotation invariance. In time series analyses where the data takes the form of short time series
segmented from longer time series, one might expect that these time series possess some form of
shift invariance occurring across time. In view of the prevalence of such symmetries arising in
applications, it is natural to consider learning dictionaries that also respect such symmetries.
There are several concrete advantages to learning such dictionaries. First, the incorporation of
symmetries allows us to identify multiple basis elements as being equivalent up to an appropriate
transformation. This identification allows us to reduce the degrees of freedom that are involved in
the dictionary learning task, and subsequently learn bases with greater statistical relevance. Second,
the incorporation of such symmetries prevents the learned dictionary from introducing unintended
biases; for instance, in learning dictionaries for image patches, we may prefer dictionaries that do
not favor upright orientations of certain basis elements.
In the following, we make the case for learning dictionaries that incorporate the appropriate
invariance priors via a numerical experiment on synthetically generated data. Our description is
brief, and we defer further experimental details to Section 4. Given a vector (d1, . . . , dq)
ᵀ, we define
a shift as any vector of the form (dk, dk+1, . . . , dq, d1, . . . , dk−1)ᵀ for some k, 0 ≤ k ≤ q − 1. We
consider learning a dictionary from a dataset {y(i)}10000i=1 ⊂ R30 that is generated from a dictionary
that possesses shift invariance – that is, each data-point y(i) is expressible as the linear sum of a
small number of shifts of a collection of vectors. In Figure 1 we compare the performance of two
different dictionary learning algorithms – the first incorporates shift invariances as a prior and is
an instantiation of our framework, and the second is regular dictionary learning which does not
incorporate such a prior. We repeat the experimental set-up over 10 different random initializations
of both algorithms, and we compare the distance between the ground truth dictionary and each
iterate of both algorithms. We observe that our framework converges to the ground truth dictionary
in about 30 iterations whereas the iterates from regular dictionary learning do not converge to the
ground truth, even after 100 iterates.
1.2 Prior Works
Convolutional Dictionary Learning. The inspiration for our work comes a body of work
focusing on learning dictionaries that possess shift invariance. Concretely, let D ⊂ Rq be a collection
of vectors. We say that D is shift invariant if a ∈ D implies that all shifts of a are also in
D. The goal in Convolutional Dictionary Learning is to learn dictionaries that are shift invariant
[5, 23,25,27,32,34,43].
The Convolutional Dictionary Learning problem admits a more compact description by means
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Figure 1: Comparison of learning a shift invariant dictionary using an algorithm that incorporates
shift invariance as a prior (our framework – dashed lines) with an algorithm that does not (classical
dictionary learning – solid lines).
of convolutions (as its name suggests): Given vectors u,v ∈ Rd, the convolution u ∗ v is the d-
dimensional vector whose i-th coordinate is the sum
∑q
k=1 ukvi−k. The Convolutional Dictionary
Learning problem can thus be described as one of learning a collection of vectors {aj}qj=1 such
that data is well approximated as linear sums of convolutions of these aj ’s with a corresponding
collection of vectors of equal dimension:
y(i) ≈
q∑
j=1
aj ∗ x(i)j , where x(i)j ∈ Rd, x(i)j is sparse for all i, j. (2)
Convolutional Dictionary Learning techniques are used in a range of application domains where
data exhibit shift invariances, with image processing and audio processing being prominent exam-
ples [5, 23,25,34].
Extensions of Convolutional Neural Networks. Broadly speaking, convolutional neural net-
works can be viewed as instances of neural networks that incorporate an appropriate form of shift
invariances. Such techniques have been empirically observed to be significantly more powerful
(and perhaps considered state-of-the-art) than traditional neural network architectures that do not
incorporate such priors in tasks such as image classification [26].
There is a body of work that seeks to extend the ideas of convolutional neural networks to
more general symmetries [12, 22, 44]. The central concern in these networks is that the output
from applying transformations (such as shifts or rotations) in the input layer should yield the same
outcome had we only apply the same set of transformations on the output layer. Such a property is
known as equivariance, and is key for generalizing the structure of convolutional neural networks to
more general symmetries. In contrast, our dictionary learning problem is structurally quite different,
and so the techniques from these works are not comparable. Nevertheless, it would be interesting
to see if the techniques introduced in our work could yield generalizations of convolutional neural
networks over infinite symmetries, for which progress has been extremely limited [44].
1.3 Our Contributions
In this paper, we introduce a framework for learning dictionaries that are invariant under more
general symmetries. In particular, our framework generalizes prior methods for Convolutional
Dictionary Learning.
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The key technical difficulty in generalizing these prior works lies in identifying a suitable param-
eterization of a dictionary that is group invariant. Prior methods for regular dictionary learning as
well as Convolutional Dictionary Learning operate on the basis of performing updates in alternating
directions in which (i) we fix a linear map D ∈ Rd×q representing dictionary elements and, given
data vectors {y(i)}ni=1 ∈ Rd, compute sparse vector {x(i)}ni=1 ∈ Rq such that y(i) ≈ Dx(i), and
(ii) fix the sparse vectors {x(i)}ni=1 ∈ Rq and update a linear map D so that y(i) ≈ Dx(i). These
methods require us to express the entire dictionary D explicity, and hence are no longer feasible if
the number of elements in D is exceedingly large or infinite.
We address such difficulties by focusing on symmetries that are expressible as a matrix group
action. More specifically, we require every dictionary element to be expressible as the orbit of some
matrix group acting on a collection of generators:
D =
{
ρ(g) a : g ∈ G,a ∈ {aj}qj=1
}
. (3)
The matrix group {ρ(g) : g ∈ G}, ρ(g) ∈ GL(n,R), expresses the symmetry, and the collection
of generators {aj}qj=1 are the basic atoms from which we describe the entire dictionary.1 As we
show in Section 2, the procedure for obtaining sparse representations with respect to the dictionary
D (analogous to step (i) in our earlier description of algorithms for dictionary learning) can be
formulated as a regularized least squares minimization in which the penalty function we apply is
the following norm:
‖x‖D = inf
Zj
q∑
j=1
‖Zj‖G s.t. x =
q∑
j=1
Zjaj . (4)
Here, the norm ‖ · ‖G is defined as follows:
‖Z‖G := inf{t : tZ ∈ conv({ρ(g) : g ∈ G}).
The norms ‖ · ‖D and ‖ · ‖G are known as atomic norms in the literature [11]. As we further
elaborate in Section 2.1, such norms are useful for promoting stucture as succinct representations
with respect to certain collections of structured signals in optimization-based approaches for solving
ill-posed linear inverse problems [11]. In our set-up, the norms ‖ · ‖D and ‖ · ‖G promote succinct
representations with respect to the collections D and {ρ(g) : g ∈ G} respectively. In Section 3, we
show that the procedure for updating the dictionary elements D can be expressed as a minimization
over the variables {aj}qj=1. This connection we make is particularly important for examples of
symmetries that result in infinitely many dictionary elements – we can learn such dictionaries so
long as they are expressible via a finite collection of basic variables {aj}qj=1 (we make this more
precise later).
Finally, we remark that our requirement that the dictionary is expressible in the form (3) is
not particularly restrictive as many types of transformations we encounter in practice such as
translations as well as phase shifts satisfy such a condition – we describe some these examples in
further detail in Section 4.
2 Framework
We define a dictionary D ⊂ Rd to be a collection of vectors. The dictionary represents the basic
building blocks from which we describe our dataset of interest. As such, the dictionary learning
1There are occasions where one might wish to consider data residing in Cd. In such instances, it is natural to also
consider matrix groups in GL(n,C). Our framework is also applicable to complex matrix groups.
4
problem can be described as one of computing an appropriate dictionary for a given dataset so that
each data-point is well approximated as the linear sum of few dictionary elements.
We let G denote the collection of transformations acting on data. The first stipulation of our
framework is that we require each transformation g ∈ G to be expressible as an element from a
matrix group acting on the vector space Rd where the data belongs. Stated differently, we require
a mapping ρ : G→ GL(d,R) satisfying:
g · x = ρ(g) x for all g ∈ G, x ∈ Rd. (A1)
We say that a dictionary D is invariant with respect to G if a ∈ D implies that g ·a = ρ(g) a ∈ D
for all g ∈ G and all a ∈ D.
The second stipulation in our framework concerns finite generation. We say that a subset A ⊆ D
is a collection of generators for D if every element in D is expressible as the action of some group
transformation g ∈ G acting on some generator: D = {ρ(g) a : a ∈ A, g ∈ G}. We say that the
dictionary D is finitely generated if it is expressible using a finite collection of generators:
D = {ρ(g) a : a ∈ A, g ∈ G}, where A = {a1, . . . ,aq}. (A2)
The second stipulation of our framework is that we require D to be finitely generated.
The third assumption is that the matrix group contains the negative identity matrix −I:
− I ∈ {ρ(g) : g ∈ G}. (A3)
Note that we can make such an assumption without loss of generality – it simply reflects the fact
that if d is a dictionary element, then we may freely assume that its negation −d is also contained
in D.
Succinct Representations with respect to a Dictionary. Our algorithm for learning a
group invariant dictionary requires us to perform the following task as a sub-routine: Given a
(finitely generated) dictionary D ⊂ Rd and a vector y ∈ Rd, compute an approximation of y˜ ≈ y
such that y˜ is expressible as the linear sum of few elements from D.
The analogue of the above procedure when specialized to regular dictionary learning entails the
computational task of recovering as sparse vector from affine measurements: Given a linear map
D ∈ Rd×q and a vector y ∈ Rd, compute a suitably sparse vector x ∈ Rq so that y ≈ y˜ = Dx.
Here, the columns of the linear map D are the dictionary elements, and the constraint that x is
sparse is equivalent to the requirement that we use few dictionary elements in the approximation
of y.
The na¨ıve solution is to employ a combinatorial search, which is infeasible for problem instances
in moderate to large dimensions. However, due to its importance in a wide range of statistical and
signal processing tasks, numerous procedures that work well in practice and provably work in
certain instances have been developed. One such class of methods is based on a convex relaxation
in which we estimate x by minimizing a least squares loss augmented with a L1-norm [8,16,17]:
argmin
x
1
2
‖y −Dx‖22 + λ‖x‖1. (5)
Here, λ denotes a (positive) regularization parameter. Such methods are particularly powerful
because these are based on solutions of a tractable optimization instance, and are provably effective
at finding the sparsest solutions to the problem [8, 16, 17]. In the next section, we introduce the
appropriate generalization of (5) for our set-up.
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2.1 Succinct Representations via Atomic Norms
Let C ⊂ Rd be a compact collection of vectors. We say that a vector y ∈ Rd admits a succinct
representation with respect to the collection C if it is expressible as the linear sum of a small number
of elements from C:
y =
∑
i∈I
ciai where ai ∈ C, and |I|  d.
We remark that the cardinality of the set C is permitted to be arbitrarily large; in particular, the set
C may be infinite or uncountable. This notion of succinct representations generalizes several notions
of structured signals arising in applications. For instance, the collection of structured objects when
C = {±ej : 1 ≤ j ≤ q} is specialized to the collection of signed standard basis vectors corresponds to
sparse vectors. Similarly, the collection of structured objects when C = {uv′ : ‖u‖2 = ‖v‖2 = 1} is
specialized to the collection of rank-one matrices with unit Frobenius-norm corresponds to low-rank
matrices. We refer the interested reader to [11] for a more extensive list of examples.
The key property concerning objects that admit succinct representations with respect to some
collection C ⊂ Rd is that the atomic norm induced by the convex hull of C is a convex penalty
function that is effective at inducing structure as succinct representations with respect to C. More
formally, we define the atomic norm with respect to C as the following function [11]:
‖x‖C = inf {t : x ∈ t · conv(C)}. (6)
The function ‖ · ‖C is also known as the gauge function or the Minkowski functional defined with
respect to conv(C). The convexity of ‖ ·‖C follows from the fact that conv(C) is convex. In order for
the function ‖ · ‖C to define a true norm, we also require the set conv(C) to be centrally symmetric
– that is, x ∈ conv(C) if and only if −x ∈ conv(C). In the sequel we take C to be the set D, and
hence ‖ · ‖C defines a true norm whenever the condition −I ∈ {ρ(g) : g ∈ G} is satisfied.
Under the additional assumption that the centroid of the set conv(C) is at the origin – this is
satisfied if C is centrally symmetric and compact – then we have an alternative characterization of
the atomic norm [6]:
Proposition 2.1. Suppose the centroid of conv(C) is the origin. Then
‖x‖C = inf
{∑
cj : x =
∑
cjaj ,aj ∈ C, cj > 0
}
.
The atomic norm generalizes choices of convex penalty functions that are widely used to induce
structure as sparse vectors or low-rank matrices. Specifically, the atomic norm when specialized to
C = {ej : 1 ≤ j ≤ q} being the collection of standard basis vectors recovers the L1-norm, and the
atomic norm when specialized to C = {uv′ : ‖u‖2 = ‖v‖2 = 1} being the collection of rank-one
matrices with unit Frobenius-norm recovers the matrix nuclear-norm (also known as the Schatten
1 norm).
2.2 Atomic Norms for Group Invariant Dictionary Learning
We proceed to specialize the ideas from the previous section to our task of learning dictionaries
that are invariant to general symmetries.
Our framework require the solution for the following task as a sub-routine: Let A = {a1, . . . ,aq}
be a finite collection of atoms, and let D = {ρ(g) a : g ∈ G,a ∈ A} be the dictionary generated by
A. Given a vector y ∈ Rd, find an approximation y˜ ≈ y such that y˜ is expressible as the linear
sum of few elements from D.
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A prominent class of methods for representing an input sparsely with respect to some given
basis is based on the soft-thresholding operator [15, 18]. These operators employ a least squares
minimization penalized with a convex regularization function that induces desired structure. A
natural approach to representing y succinctly with respect to D is to apply the soft-thresholding
operator whose regularization function is the following atomic norm [4]:
‖ · ‖C where C := {ρ(g) a : g ∈ G, a ∈ A}.
Subsequently, we obtain the approximation y˜ as the solution to the following convex program:
y˜ ∈ arg min
z∈Rd
1
2
‖y − z‖22 + λ‖z‖C . (7)
Tractable Descriptions of the Atomic Norm. Our final ingredient is to provide descrip-
tions of the atomic norm ‖ · ‖C that are amenable to computation.
First, we define the following norm ‖ · ‖G over the space of matrices Rd×d:
‖Z‖G := inf{t : tZ ∈ conv({ρ(g) : g ∈ G}). (8)
Here, (8) defines a norm because of assumption (A3). By relying on assumptions (A1) and (A2),
we obtain the following equivalent expression for the atomic norm ‖ · ‖C :
Proposition 2.2. Let A = {a1, . . . ,aq} be a collection of distinct generators, and suppose that
{ρ(g) : g ∈ G} is a matrix group acting on Rd and that contains −I. Define C = conv({ρ(g) a : a ∈
A, g ∈ G}). Then
‖x‖C = inf
Zj∈Rd×d,1≤j≤q

q∑
j=1
‖Zj‖G : x =
q∑
j=1
Zjaj
 .
Proof of Proposition 2.2. Let LHS := ‖x‖C , and let RHS denote the optimal value of the right
hand side expression. Let  > 0 be arbitrary. Suppose that x =
∑
k ckρ(gk) bk where ck > 0,
gk ∈ G, bk ∈ A, and
∑
ck < LHS + . Let Zj =
∑
k ckδ(bk,aj)ρ(gk), where δ(·, ·) is the Kronecker
delta function that evaluates to one if and only if the two arguments are equal. Then
∑q
j=1 Zjaj =∑q
j=1((
∑
k ckδ(bk,aj)ρ(gk))aj) =
∑
k((
∑q
j=1 ckδ(bk,aj)ρ(gk))aj) =
∑
k(ckρ(gk)bk) = x; i.e., the
matrices Zj form a feasible solution to the convex program on the right hand side. Based on
Proposition 2.1, it follows that ‖Zj‖ ≤
∑
k ckδ(bk,aj). Summing across j, we have
∑
j ‖Zj‖ ≤∑
j
∑
k ckδ(bk,aj) =
∑
k(
∑
j ckδ(bk,aj)) =
∑
k ck < LHS + . Finally, we take  → 0 to conclude
that LHS ≤ RHS.
An essentially similar set of arguments applied in the opposite direction gives us the reverse
inequality LHS ≥ RHS, from which we conclude the proof.
Based on characterization result in Proposition 2.2, our procedure for finding an approximation
of y as a linear sum of few elements from D is to compute the optimal solution for the following
minimization instance:
arg min
{Zj}qj=1⊂Rd×d
1
2
‖y −
∑
j
Zjaj‖22 + λ
∑
j
‖Zj‖G
 . (9)
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2.3 Learning Group Invariant Dictionaries via Matrix Factorization
We put the pieces together, and formally state our framework for learning group invariant dictionar-
ies. Let {y(i)}ni=1 ⊂ Rd denote the dataset of interest, let G denote the collection of transformations,
and let ρ : G→ GL(d,R) be its representation. We learn a dictionary that is invariant under G by
solving the following minimization instance:
arg min
{Z(i)j }q,nj=1,i=1⊂Rd×d,{aj}qj=1⊂Rd
n∑
i=1
1
2
‖y(i) −
∑
j
Z
(i)
j aj‖22 + λ
∑
j
‖Z(i)j ‖G
 . (10)
Let Aˆ := {aˆj}qj=1 denote the optimal set of generators obtained from (10). Then the learned
dictionary is given by D = {ρ(g) a : a ∈ Aˆ, g ∈ G}.
Intermission. This is a good juncture to make a series of useful remarks concerning our
framework.
1. From a conceptual perspective, Proposition 2.2 decouples the atomic norm ‖ · ‖D into two
components: The first of which is the penalty function ‖ · ‖G, and it depends purely on the
symmetry group G. The second of which is the affine equality x =
∑q
j=1 Zjaj , and it depends
purely on the data.
2. Since the penalty term in the objective (9) is an atomic norm, we know that the optimal solu-
tion typically admits succinct representations with respect to the set {ρ(g) : g ∈ G}. However,
we do not – generally speaking – know how the optimal solution decomposes succinctly as
elements in {ρ(g) : g ∈ G}.
3. Despite our earlier point, we do not require the decomposition of an optimal solution into its
atomic constituents to learn a dictionary. We make this point clearer with regular dictionary
learning: Consider the step in which we compute a sparse vector x(i) such that y(i) ≈ Dx(i)
for every data vector y(i). Suppose we perform the dictionary update via a least squares
minimization or a gradient descent. Then the only ingredient we require is that the vectors
{x(i)}ni=1 are sparse – the location of the non-zero entries of each x(i) is immaterial.2
4. The implementation of our framework still requires descriptions of ‖ ·‖G that are amenable to
computation. In this paper, we will encounter examples of matrix groups G for which we are
able to state tractable descriptions of ‖ · ‖G. That said, we are not aware of a general recipe
that allows us to specify tractable descriptions of ‖ · ‖G (whenever possible) given generic
matrix groups {ρ(g) : g ∈ G}.
3 Algorithm
In this section, we describe our algorithm for learning group invariant dictionaries. Our procedure
is based on minimizing the objective (10) in alternating directions. It relies on the observation
that the objective (10) – when keeping the variables {aj} or the variables {Z(i)j } fixed – leads to a
convex program. Our algorithm also generalizes prior methods for regular dictionary learning and
convolutional dictionary learning.
2To be absolutely clear, there are classes of regular dictionary learning algorithms such as the K-SVD [2] and
the ITKM [38] that do depend on knowing the support. Roughly speaking, these algorithms update the dictionary
elements sequentially, and as such require knowledge of the location of non-zero entries.
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Algorithm 1 Group Invariant Dictionary Learning Algorithm based on Alternating Minimization
Input: Initialization {aj}qj=1, Data {y(i)}ni=1
Require: Normalized dictionary generators {aj}qj=1
Algorithm: Repeat until convergence
1.[Fix ai, update Z
(i)
j ] Solve the convex program
(
Z
(i)
1 , . . . , Z
(i)
q
)
← arg min
Z1,...,Zq
1
2
‖y(i) −
∑
j
Zjaj‖22 + λ
∑
j
‖Zj‖G
 , 1 ≤ i ≤ n.
2.[Fix Z
(i)
j , update aj ] Solve the least squares problem
(a1, . . . ,aq)← arg min
a1,...,aq
n∑
i=1
‖y(i) −
∑
j
Z
(i)
j aj‖22.
3.[Normalize] aj ⇐ aj/‖aj‖2
Non-uniqueness and a normalization scheme. We begin by addressing issues arising from
ambiguities in our minimization task. The optimal solution to (10) is not unique but is instead
specified up to an equivalence class. More precisely, let ({aˆj}, {Zˆ(i)j }) be an optimal solution pair
to (10). Let pi : {1, . . . , q} → {1, . . . , q} be any permutation, and let {cj}qj=1 be any sequence of
non-zero scalars. Then ({cj aˆpi(j)}, {(1/cj)Zˆ(i)pi(j)}) specifies a different solution pair that evaluates
to the same value in (10). In other words, each optimal set of generators in (10) is defined up to a
permutation and a scale.
The lack of a unique factorization introduces two complications. First, we may run into nu-
merical issues if we do not control the sizes of the dictionary generators over multiple iterations.
Second, the atomic norm that we apply in the update step (10) is not well-defined.
To address these issues, we propose scaling the dictionary generators {aj}qj=1 to be of unit
Euclidean norm at each iteration of our algorithm:
aj ← aj/‖aj‖2 1 ≤ j ≤ q.
The proposed scheme coincides with normalization procedures used in regular dictionary learning
as well as Convolutional Dictionary Learning. We note that the normalization scheme is sufficient
for our purposes even though it does not address ambiguities due to permutation. In particular,
requiring that the dictionary generators are of unit-norm suffices to define a unique atomic norm.
In the following, we provide a detailed description of our algorithm for computing (10), and we
summarize our description in Algorithm 1.
3.1 Sparse Representations via Atomic Norm Regularization
The first step of each iteration of our algorithm is an update step in which we keep the variables
{aj}qj=1 fixed, and we minimize the objective (10) with respect to the variables {Z(i)j }q,nj=1,i=1. This
leads to the following convex program:
(
Z
(i)
1 , . . . , Z
(i)
q ∈ Rq×q
)
← arg min
Z1,...,Zq
1
2
‖y(i) −
∑
j
Zjaj‖22 + λ
∑
j
‖Zj‖G
 , 1 ≤ i ≤ n. (11)
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The update step (11) will typically be the most expensive step of our algorithm. As such, it
is of important practical interest to develop methods to mitigate the required computational cost.
We suggest some possible measures in the following:
Parallelization. First we observe that (11) is decoupled across the data variables y(i) for
1 ≤ i ≤ n. As such, the update step (11) can be performed in parallel.
Solve (11) approximately. Alternatively, one can attempt to solve (11) approximately or
even very crudely at each iteration. In our numerical experiments in Sections 4 and 5, we solve
(11) via first order methods in which we apply a very modest amount of iterations. Our numerical
experiments, and in particular those on synthetic data in Section 4, suggest that solving (11) crudely
is frequently sufficient to make progress in the overall algorithm.
Convex Relaxations. A different approach to solving (11) approximately is via convex re-
laxations in which we replace the penalty function ‖ · ‖G with an different penalty function that
leads to a computationally cheaper program in (11). Let G˜, {ρ(g) : g ∈ G} ⊆ G˜, be a convex outer
approximation for the set {ρ(g) : g ∈ G}, and let ‖x‖G˜ := inf{t : x ∈ t · G˜} be its resulting induced
norm. We replace the penalty function ‖ · ‖G with ‖ · ‖G˜ for choices of outer approximations whose
induced norm is cheaper to evaluate compared to ‖ · ‖G.
Convex relaxations are used in a wide range of applications as a principled procedure for obtain-
ing cheaper approximations of intractable optimization instances. In our specific context, applying
convex relaxations to solve (11) is useful in settings where the set conv({ρ(g) : g ∈ G}) is in-
tractable to describe, or if significantly cheaper convex relaxations are available. In Section 6, we
briefly discuss the connection between convex relaxations and groups that contain or are contained
by {ρ(g) : g ∈ G}.
3.2 Dictionary Update
In the second step of each iteration, we update the estimates of the dictionary generators {aj}qj=1
while keeping the variables {Z(i)j }q,nj=1,i=1 fixed. As the variables {aj}qj=1 only appear in the squared
error loss objective function (10), the update step reduces to the solution of a least squares system:
(a1, . . . ,aq)← arg min
a1,...,aq
n∑
i=1
‖y(i) −
∑
j
Z
(i)
j aj‖22.
4 Numerical Experiments on Synthetically Generated Data
In this section, we demonstrate our framework over a series of numerical experiments using syn-
thetically generated data.
In the following section as well as the remainder of this paper, we use the following distance
measure between dictionaries to quantify progress within our algorithm. Let D be the dictionary
generated by A = {a1, . . . ,aq}, and let D′ be another dictionary. Then the following quantity
measures the mean squared error between every generator in A from an element in D′:
dist(D,D′) = 1
q
q∑
i=1
inf
d∈D′
‖ai − d‖22. (12)
4.1 Learning a Shift Invariant Dictionary
Our first set of numerical experiments consider learning dictionaries that are shift invariant. As we
noted in the introduction, this problem is precisely Convolutional Dictionary Learning.
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We begin by describing the specialization of our framework for learning shift invariant dictio-
naries. Recall that a circulant matrix takes the following form:
circulant
(
(z0, . . . , zd−1)
)
=

z0 zd−1 . . . z2 z1
z1 z0 zd−1 . . . z2
... z1 z0
. . .
...
zd−2
...
. . .
. . . zd−1
zd−1 zd−2 . . . z1 z0

We define Tr to be the circulant matrix whose leading column is a vector whose r-th entry is
equal to one (here, we use the convention that the leading coordinate is the 0-th coordinate), and
whose remaining entries are equal to zero. Then a shift by r coordinates can be represented by
left multiplication by the matrix Tr = (T1)
r. In the language of our framework, we let ρ(gr) = Tr,
where gr denotes a shift by r coordinates. By applying the description in (8), the associated atomic
norm ‖ · ‖G we apply in (11) is given by the absolute sum of its entries:
‖Z‖A =
d∑
k=1
|zk|, Z =

z0 z1 . . . zd−1
zd−1 z0 . . . zd−2
...
...
. . .
...
z1 z2 . . . z0
 . (13)
Note that linear combinations of Tr’s are circulant matrices, and hence the resulting matrices Z
(i)
j ’s
as in (10) are also circulant. As such, the atomic norm (13) is only defined for circulant matrices.
Signal Model. We draw q = 3 unit Euclidean-norm {a?j : 1 ≤ j ≤ q} ⊂ Rd with d = 30
from the uniform measure. We define a shift invariant dictionary D? = {T r · a?j : dj ∈ Rd, 1 ≤ j ≤
q, 0 ≤ r ≤ d − 1}; that is, D? is the shift invariant dictionary generated by {a?j}qj=1. We generate
n = 10000 data-points according to the following model:
y(i) =
s∑
j=1
c
(i)
j d
(i)
j , dj ∈ D?.
Here, the coefficients cj ∼ N (0, 1) are i.i.d. normal random variables, and the dictionary elements
dj are chosen from the dictionary D? uniformly at random (u.a.r.). In addition, we choose the
sparsity parameter s = 5.
Recovering the Underlying Dictionary. We apply our algorithm in Section 3 with the
choice of regularization parameter λ = 0.4, and we supply the correct number of generators q = 3.
We repeat the same experimental set-up over 10 different random initializations. The left sub-plot
of Figure 2 shows the distance between each iterate of our algorithm from the underlying dictionary
D? according to the distance measure (12), and across each instance of random initialization. We
observe that our algorithm recovers the underlying dictionary in every instance – here, we briefly
remark that the eventual dictionary is ≈ 0.02 rather than numerical zero because the presence of
a regularization term in our minimization instance (10) introduces a small bias into the solution.
Comparison with Regular Dictionary Learning. Next, we compare the performance of
our framework with regular dictionary learning. One can view our framework one that incorporates
shift invariance in the dictionary as a prior, and regular dictionary learning as one that does not
include such priors.
First, we apply our framework to learn a dictionary using a dataset comprising 1000 data-
points, and we show the results of this experiment in Figure 3 (see the dashed lines in both plots).
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Figure 2: Recovering a Shift Invariant Dictionary from synthetically generated data. The left shows
the error from the ground truth, and the right shows the error between successive estimates. The
graphs show the errors after each iterate, and across 10 different random initializations.
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Figure 3: Comparison of learning a shift invariant dictionary using an algorithm that incorporates
shift invariance as a prior (our framework – dashed lines) with an algorithm that does not (regular
dictionary learning – solid lines). In the left sub-plot we compare our framework with regular
dictionary learning on the same dataset comprising 1000 data-points; in the right sub-plot we
compare our framework using 1000 data-points with regular dictionary learning applied over 10000
data-points.
We repeat this experimental set-up over 10 different random initializations. We observe that our
algorithm recovers the underlying dictionary with an error of approximately 0.05 in all instances.
Second, we apply regular dictionary learning on the same dataset, and we show the results of these
runs in the left-subplot of Figure 3. As before, we repeat the experimental set-up over 10 different
random initializations. We observe that in most of these instances the algorithm converges to a
dictionary that has an error of approximately 0.2 from the underlying dictionary. We repeat the
previous set of experiments using regular dictionary learning but with 10000 data-points, and we
show the corresponding set of results in the right sub-plot of Figure 3. We observe that the error
improves to 0.1 in the latter set-up, but is still poorer than the results obtained using our framework
and with a tenth of the dataset.
Our results suggest that incorporating the appropriate invariance structure into the dictionary
learning framework is useful for learning dictionaries that better represent the data, particularly
when data is limited. Such a phenomenon can be explained by noting that incorporating priors
such as in our example reduces the degrees of freedom in the estimation problem significantly.
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Algorithmic Simplifications and Numerical Implementations. We observe that the in-
trinsic dimension of the circulant matrices Z
(i)
j ’s is d whereas its ambient dimension is d
2. This
observation suggests that numerical computations need not be performed with respect to the am-
bient space. In fact, a common approach in Convolutional Dictionary Learning is to apply a
Discrete Fourier Transform (DFT), and in which case convolutions can be computed via point-wise
multiplications.
More specifically, let ω := ω(d) = exp(2ipi/d), and let W ∈ Cd×d be the following (normalized)
DFT matrix:
W =
1√
d

ω0·0 ω0·1 . . . ω0·(d−1)
ω1·0 ω1·1 . . . ω1·(d−1)
...
...
...
ω(d−1)·0 ω(d−1)·1 . . . ω(d−1)·(d−1)
 . (14)
Then each circulant matrix can be diagonalized as circulant((z0, . . . , zd−1)) = WΛ((z0, . . . , zd−1))W †,
where Λ((z0, . . . , zd−1)) is the following diagonal matrix:
diag(
(∑
k
zkω
0·(d−k),
∑
k
zkω
1·(d−k), . . . ,
∑
k
zkω
(d−1)·(d−k)
)
). (15)
The update step (11) simplifies as follows:
arg min
z1,...,zq∈Wd
1
2
‖(Wy(i))−
∑
j
zj  (Waj)‖22 +
∑
j
λ‖(W †zj)‖1, 1 ≤ i ≤ n. (16)
Here, Wd denotes the linear subspace spanned by the diagonal entries of (15), while † denotes the
conjugate transpose.
In our numerical experiments, we implement a proximal gradient method in which we alternate
between taking a negative gradient step with respect to the loss function 12‖(Wy(i)) −
∑
j zj 
(Waj)‖22, and minimizing with respect to the regularization term
∑
j λ‖(W †zj)‖1.3 The latter
update step is frequently referred to as a proximal operation, and it takes the following closed
form:
(W †zj)k ←

(W †zj)k − λ if (W †zj)k > λ
0 if λ ≥ (W †zj)k ≥ −λ
(W †zj)k + λ if − λ > (W †zj)k
.
4.2 Learning a Shift and Phase Invariant Dictionary – An Infinite Group
Our second numerical experiment considers learning dictionaries with complex entries that are shift
and phase invariant. We define a phase shift as scalar multiplication by a unitary complex number:
a→ exp(i2piφ)a, φ ∈ [0, 1), 0 ≤ r ≤ d− 1.
We proceed to describe the specialization of our framework for learning phase invariant dictio-
naries. First, a phase shift can be expressed as the left multiplication by the scaled identity matrix,
3The latter step is typically performed for a vanishing choice of λ rather than a fixed λ in typical implementations
of the proximal gradient method. We do not pursue these details here, but instead refer the interested reader to the
well-established literature on proximal gradient methods for further details [13, 33].
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Figure 4: Recovering a Phase and Shift Invariant Dictionary from synthetically generated data.
The left shows the error from the ground truth, and the right shows the error between successive
estimates. The graphs show the errors after each iterate, and across 10 different random initializa-
tions.
and a shift can be expressed as the left multiplication by a circulant matrix. Subsequently, the set
of matrices {ρ(g) : g ∈ G} can be described as:
{ρ(g) : g ∈ G} = {exp(i2piφ)T r : φ ∈ [0, 1), 0 ≤ r ≤ d− 1} .
Based on the definition in (8), the atomic norm ‖ · ‖G is the absolute sum of its entries. Here, we
note that the linear span of the matrices ρ(g)’s are complex circulant, and hence the atomic norm
is defined over the subspace of complex circulant matrices.
Signal Model. We draw q = 3 vectors of unit Euclidean norm {a?k : 1 ≤ k ≤ q} ⊂ Cd with
d = 30 from the uniform measure. We define D? to be the shift and phase invariant dictionary
generated using {a?k : 1 ≤ k ≤ q}. In other words, D? = {exp(i2piθ)T r · a?k : 1 ≤ k ≤ q, θ ∈
[0, 1), 0 ≤ r ≤ d− 1}. We generate n = 10000 data-points according to the following model
y(i) =
s∑
j=1
c
(i)
j d
(i)
j , dj ∈ D?.
Here, the coefficients cj ∼ N (0, 1) ∈ C are i.i.d. normal random variables, and the atoms dj are
drawn from the dictionary D? uniformly at random. We choose the sparsity parameter s = 4.
Results. We apply our algorithm in Section 3 with the choice of regularization parameter
λ = 1.2, and over 50 iterations. We show the results over 10 different initializations in Figure 4.
Algorithmic Simplifcations and Numerical Implementations. The set of simplifications
we performed in our earlier discussion in Section 4.1 are applicable in this set-up. By applying a
DFT transform, the update step (11) simplifies to the following:
arg min
z1,...,zq∈Cd
1
2
‖(Wy(i))−
∑
j
zj  (Waj)‖22 +
∑
j
λ‖(W †zj)‖1, 1 ≤ i ≤ n. (17)
Note that the L1-norm in (17) is defined as the sum of the modulus of every entry, and that the
vectors z1, . . . , zq are now in the ambient space Cd rather than the subspace Wd as we saw in
Section 4.1.
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We implement a proximal gradient to solve (17) in our numerical experiments. Here, the
proximal map takes the following form
(W †zj)k ←
{ |(W †zj)k|−λ
|(W †zj)k| (W
†zj)k if |(W †zj)k| > λ
0 if λ ≥ |(W †zj)k|
.
5 Continuous Shift Invariant Dictionaries with an Application to
ECG Data
In this section, we consider learning dictionaries that exhibit shift invariance of a continuous nature.
Our task can be viewed as a continuous analog of Convolutional Dictionary Learning as in Section
4.1.
Motivation. Our motivation for learning such dictionaries comes from time series analysis.
Suppose that we observe a continuous signal at regular (discrete) intervals. It is further known to
us that the signal contains elements of periodicity. Our goal is to learn a collection of localized
functions so that segments of the continuous signal are well approximated as linear sums of few of
these functions shifted appropriately in time.
Based on the task we describe, it is natural to ascribe some notion of similarity for basis functions
that are time-shifts of each other. In the sequel, we learn a collection of periodic functions whereby
pairs of functions are considered to be equivalent if they are related by a time-shift.
In fact, our task of learning a continuous shift-invariant dictionary has been previously studied
[39]. The authors in [39] refer to such a problem as learning a dictionary off the grid, and they
introduce an appropriate form of interpolation to learn a dictionary of continuous signals from
discrete observations. Our framework is substantially different – it begins by considering generic
symmetries from the outset, and it seamlessly translates to a procedure for learning continuous
shift-invariant dictionaries.
Notation. In the following, we let Hd denote the set of d× d complex Hermitian matrices, we
let Hd+ denote the set of d× d complex Hermitian positive semidefinite (PSD) matrices, and we let
Td denote the set of d× d complex Hermitian Toeplitz matrices.
5.1 Problem Statement
Let F be following (2d+ 1)× (2d+ 1) dimensional (normalized) DFT matrix
F =
1√
d

ω(−d)·0 ω(−d)·1 . . . ω(−d)·(2d)
ω(−d+1)·0 ω(−d+1)·1 . . . ω(−d+1)·(2d)
...
...
...
ω(d)·0 ω(d)·1 . . . ω(d)·(2d)
 . (18)
Note that the matrix F is precisely the matrix in (14) whose rows are cyclically shifted downwards
by d coordinates. We choose this rearrangement because it leads to neater notation in the sequel.
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Let ω = exp(2ipi/(2d+ 1)). Let L(φ) ∈ C(2d+1)×(2d+1) be the following diagonal matrix:
L(φ) =

ω(−d)·φ
ω(−d+1)·φ
. . .
ω(0)·φ
ω(1)·φ
. . .
ω(d)·φ

.
Let x and x˜ be two vectors in R2d+1. We say that x and x˜ are equivalent up to a continuous shift
if they satisfy the following relation:
x ∼ x˜ if x˜ = (F †L(φ)F )x, for some φ ∈ [0, 1).
Formally stated, our task is as follows: Given a collection of data {y(j)}nj=1 ⊂ R2d+1, our goal is
to learn a dictionary D ⊂ R2d+1 with the property that (F †L(φ)F )d ∈ D for all φ ∈ [0, 1) whenever
d ∈ D. Subsequently, these dictionary elements represent the discretization of a continuous periodic
function f(·) ∈ [0, 1] such that f(k/(2d+2)) = dk, 1 ≤ k ≤ 2d+1. The connection to shift invariant
dictionary learning is as follows: the matrices of the form F †L(φ)F for φ = k/(2d+ 1), 0 ≤ k ≤ 2d,
are circulant matrices representing a shift by k coordinates.
5.2 A Semidefinite Programming-based Description for the Convex Hull of
Continuous Shifts
We proceed to provide a semidefinite programming (SDP)-based description for the following set
Cctsshifts := conv
({
F †L(φ)F : φ ∈ [0, 1)
})
.
To do so, we apply a sequence of simplifying steps. First we note that the linear transformation
F is unitary, and hence it suffices to describe following set in the transformed basis:
Cftctsshifts := conv ({L(φ) : φ ∈ [0, 1)}) .
Second we denote the following subspace:
W2d+1 := { (f−d, . . . , f−1, f0, f1, . . . , fd) : fi = (f−i)∗, − d ≤ i ≤ d } ⊂ C2d+1.
The subspace W2d+1 represents the image of the real vector space R2d+1 under the DFT matrix F .
The matrices L(φ) are complex diagonal, and whose diagonal entries reside in W2d+1. It is easy to
check that the linear span of {L(φ) : φ ∈ [0, 1)} is W2d+1, and that the origin lies in the interior
of conv({L(φ) : φ ∈ [0, 1)}). Subsequently, we conclude that the atomic norm induced by Cctsshifts
evaluates to a finite value for every element in R2d+1.
The SDP-based description of the atomic norm relies on useful properties concerning matrices
that are PSD Toeplitz. We begin by stating an intermediate result that summarizes the connection
between such matrices and continuous shifts. First, we denote
v(φ) :=
(
exp(i(2pi)0 · φ) exp(i(2pi)1 · φ) . . . exp(i(2pi)d · φ) )ᵀ .
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Proposition 5.1. Let x ∈ R×Cd. Then the minimal values of the following optimization instances
are equal:
inf
{ ∑
ci : x =
∑
civ(φi), ci > 0
}
, (19)
and
inf
{
z : x =
(
z
z0
)
,
(
z z†0
z0 ?
)
is PSD Toeplitz
}
. (20)
Proposition 5.1 is based on a similar description for an atomic norm for signals that possess
continuous shift invariance and phase invariance [41]. The proof of Proposition 5.1 relies on the
existence of a Vandermonde decomposition for every PSD Toeplitz matrix, and is likewise based
on a similar result in [41].
Proposition 5.2 ( [9, 10, 42]). Let X ∈ Cd×d be a Positive Semidefinite Toeplitz matrix. Then X
admits a Vandermonde decomposition of the form X = V DV †, where V is a d× d′ Vandermonde
matrix of the form
V =

exp(iθ1 · 0) exp(iθ2 · 0) . . . exp(iθd′ · 0)
exp(iθ1 · 1) exp(iθ2 · 1) . . . exp(iθd′ · 1)
...
...
exp(iθ1 · (d− 1)) exp(iθ2 · (d− 1)) . . . exp(iθd′ · (d− 1))
 ,
and Λ+ is a diagonal matrix with positive entries.
Proof of Proposition 5.1. Let OPT1 be the optimal value to (19), and let OPT2 be the optimal
value to (20).
We begin by showing that OPT1 ≥ OPT2. Suppose x =
∑
j∈J cjv(φj) where cj > 0 for all
j ∈ J . Construct the matrix Z = ∑j∈J cjv(φj)v(φj)†. It is easy to see that Z is PSD Toeplitz, and
that the first column of Z is precisely x; i.e., Z is a feasible matrix in (20). By taking the infimum
over all possible decompositions of the form x =
∑
j∈J cjv(φj), it follows that OPT1 ≥ OPT2.
Next, we show that OPT2 ≥ OPT1. Let Z be a feasible matrix. By Proposition 5.2, Z
admits a Vandermonde decomposition of the form Z =
∑
j∈J cjv(φj)v(φj)
†. Note that we have
x =
∑
j∈J cjv(φj). By taking the infimum over all feasible solutions to (20), and by noting that
z =
∑
cj , it follows that OPT2 ≥ OPT1.
Theorem 5.3. Let x ∈W2d+1. Then
‖x‖ctsshifts = inf
{
z+ + z− : z+, z− ∈ R, z+,0, z−,0 ∈ Cd
Fx =
 z∗+,0z+
z+,0
−
 z∗−,0z−
z−,0

(
z+ z
†
+,0
z+,0 ?
)
,
(
z− z
†
−,0
z−,0 ?
)
is PSD Toeplitz
}
.
Specialization of Theorem 5.3 for Dictionary Learning. We proceed to specialize Theo-
rem 5.3 into our framework. Let y ∈ R2d+1 be the data vector and let {ai}qi=1 ∈ R2d+1 be generators
for the dictionary. Let y˜ := Fy and a˜i := Fai be the data and the generator expressed in the
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transformed basis, and let  denote pointwise multiplication. Then the loss can be re-written as
follows:
‖y −
∑
i
(
F †L(φ)F
)
ai‖22 = ‖(Fy)−
∑
i
L(φ)(Fai)‖22 = ‖y˜ −
∑
i
l(φ) a˜i‖22.
Based on Theorem 5.3, the step in which we represent y as succinctly with respect to D is given
by the following optimization instance:
argmin
zi,+,zi,−∈R,zi,+,zi,−∈Cd
1
2
∥∥∥∥∥∥y˜ −
q∑
i=1
a˜i 
 z∗i,+zi,+
zi,+
−
 z∗i,−zi,−
zi,−
∥∥∥∥∥∥
2
2
+ λ
q∑
i=1
(zi,+ + zi,−)
s.t.
(
zi,+ z
†
i,+
zi,+ ?
)
,
(
zi,− z
†
i,−
zi,− ?
)
is PSD and Toeplitz
. (21)
5.3 A First Order Method for Computing the Atomic Norm induced by Con-
tinuous Shifts
In the following, we describe a first order method for solving the optimization instance (21). We
acknowledge that (21) is an instance of a semidefinite program, and hence can be solved using
standard software [29, 35]. Nevertheless, we believe that there is value in stating our algorithm
because it exploits structural certain properties of (21), and it relies on very basic linear algebraic
computations.
We begin by writing (21) in the following form for some continuously differentiable f :
min
Z∈Hd
f(Z) s.t. Z ∈ Hd+ ∩ Td.
Our algorithm is based on projected gradient descent in which we alternate between taking steps
in the negative direction of the gradient and a projection onto the subset Hd+∩Td. We perform the
latter step using an alternating projections-based method in which we alternate between applying
projection operations onto the sets Hd+ and Td [7, 40].
Projected gradient descent-based methods are most effective whenever the projection step is
simple to compute. While such methods are most typically applied whenever the projection step
is expressible via a closed-form expression, we are not aware if projections onto Hd+ ∩ Td can be
expressed as such. Instead, we settle on a slightly more expensive operation based on alternating
projections because projections onto the sets Hd+ and Td only require simple primitives. More
specifically, let X be a Hermitian matrix with eigendecomposition UDU †. The projection of X onto
Hd+ is the matrix UD+U †, where D+ is the diagonal matrix obtained as the pointwise maximum
between D and the zero matrix [24]. The projection of X onto T is a linear operation as T is
a subspace. The procedure for computing projections onto Hd+ ∩ Td is based on a more general
procedure for computing projections onto the intersection of two convex sets using projections of
each of these convex sets as basic primitives. The more general algorithm was first proposed by
Boyle and Dykstra [7], and subsequently adapted to our set-up by Suffridge and Hayden [40]. We
summarize the procedure for computing projections onto Hd+∩Td in Algorithm 2, and we summarize
the full procedure for minimizing (21) in Algorithm 3.
5.4 Learning Atoms for Representing ECG Data
We apply our method to learn a basis for an ECG time series. The dataset {y(j)}nj=1 ⊂ R31 contains
n = 1000 time series of length 31 segmented from a longer time series, which is an ECG signal
18
Algorithm 2 Algorithm for computing projection of X onto Hd+ ∩ Td
Input: A complex Hermitian d× d matrix X. Initialize d× d Hermitian matrices Y,Q = 0.
Algorithm: Repeat until success iterates differ by at most .
1. Project X + P onto Hd+:
– a. Compute eigendecomposition UDU † ← X + P .
– b. Compute pointwise maximum D ← max{D, 0}.
– c. Update Y ← UDU †.
2. Update P ← X + P − Y
3. Project Y +Q onto T:
– a. Set X to be the Toeplitz matrix with
X1,k ← 1
d− k + 1
d−k+1∑
i=1
(Y +Q)i,k+i−1 +
1
d− k + 1
d−k+1∑
i=1
(Y +Q)∗k+i−1,i, 1 ≤ k ≤ d,
Xk,1 ← 1
d− k + 1
d−k+1∑
i=1
(Y +Q)∗i,k+i−1 +
1
d− k + 1
d−k+1∑
i=1
(Y +Q)k+i−1,i, 1 ≤ k ≤ d.
4. Update Q← Y +Q−X
Output: X.
Algorithm 3 Algorithm for minimizing (21)
Algorithm: Repeat until success iterates differ by at most 
Input: Step size parameter η > 0. Initial matrix estimate X = 0.
1. Take negative gradient descent step: X ← X − η∇f(X)
2. Compute projection of X onto Hd+ ∩ Td using Algorithm 2
Output: X.
sampled at 36Hz. We subtract an offset from each time series so that it is zero mean, and we scale
the resulting vector to be unit-norm. The left sub-plot of Figure 5 shows a subset of our dataset
{y(j)}nj=1, and the right sub-plot of Figure 5 shows a segment of the longer time series.
We apply our method to learn a dictionary that is continuously shift invariant with q = 2
generators. We apply 20 iterations of our method, and we pick λ = 0.1 as our choice of regularization
parameter. The parameter λ is chosen to the largest extent possible while ensuring that the matrices
Zj ’s are not degenerate – we do so to maximize the impact of the atomic norm. In our experiment,
the choice of λ = 0.1 leads to a normalized squared error loss ‖y−∑Zjaj‖2/‖y‖2 of approximately
0.2.
We show the generators obtained from our method in the left sub-plot of Figure 6. We observe
that the generators resemble spikes, which is consistent with we expect from ECG signals.
We compare our results with regular dictionary learning. Specifically, we apply regular dictio-
nary learning to learn q = 2×31 = 62 dictionary atoms from the same dataset, which can be viewed
as an instantiation of our framework with the trivial group {I}. We apply 200 iterations, and we
pick λ = 0.1 as our choice of regularization parameter – this also leads to a normalized squared
error loss of approximately 0.2. We show the dictionary generators obtained using regular dictio-
nary learning in the right sub-plot of Figure 6. We observe that the learned atoms also resemble
spikes, which is consistent with the results applied using our method. The key difference between
both sets of results is that the location of the spikes obtained from regular dictionary learning span
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Figure 5: (Left) Samples of our dataset. Each datapoint is a time series of length 31 segmented
from a longer time series. (Right) A segment of the longer ECG time series.
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Figure 6: (Left) Generators of a continuously shift invariant dictionary learned using our method
applied to ECG data. (Right) Dictionary atoms learned using regular dictionary learning applied
to the same dataset.
across all 31 indices, and this is necessary because shifts of atoms are regarded as distinct in regular
dictionary learning.
5.5 Processing on Unseen Orientations
In the following, we consider a processing task involving orientations of the data not observed in
the training set. In this experimental set-up, our dataset comprises n = 1000 time series of length
31 segmented from same ECG signal as the previous instance – the difference is that these time
series only attain a maximum in the first 10 coordinates (see Figure 7 for a subset of the data). In
other words, we do not observe the entire spectrum of all possible shifts of our data.
Our first remark is that regular dictionary learning, when applied to the dataset, does not
learn atoms that capture shifts of the data beyond those observed in the dataset. Figure 8 shows
the output by applying regular dictionary learning to learn a dictionary comprising 31 atoms. In
contrast, our method when applied to the dataset with the choice of a single generator learns a
waveform that captures the signal (see Figure 9). The unbalanced nature of the data in the sense
that only a fraction of the full spectrum of orientations is represented in the data poses no difficulty
to our framework.
The incorporation of invariance priors becomes particularly useful when we wish to use the
learned atoms for processing orientations of data not observed in the training set. Consider the
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Figure 7: Subset of the dataset presented separately (left sub-plot) and superimposed on the same
plot (right sub-plot).
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Figure 8: Atoms learned from regular dictionary learning presented separately (left sub-plot) and
superimposed on the same plot (right sub-plot).
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Figure 9: Atom learned from our framework.
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Figure 10: Completing a partially observed ECG signal (left) using regular dictionary learning (in
blue – middle sub-plot), and our framework (in red – middle and right sub-plot).
following instance in which we observe a segment of the waveform – see left sub-plot of Figure 10,
and we wish to complete the missing entries. We do so by seeking the vector that minimizes the
norm induced by the learned atoms:
yopt ∈ arg min
x
‖x‖ s.t. Pobs.(x− ydata) = 0. (22)
Subsequently, the vector yopt is the solution of a convex program. In our numerical experiments,
we compute yopt using a CVXPY [1,14] implementation of CVXOPT [3].
Figure 10 shows an example of the completed signal by instantiating ‖x‖ in the above using the
norms induced by atoms learned using regular dictionary learning and our method. We repeat (22)
over 100 different time series y
(i)
data, 1 ≤ i ≤ 100. The average squared error loss using our method
1
100
∑100
i=1 ‖yopt − ydata‖22/‖ydata‖22 is 0.079 using our method, and is 350 using regular dictionary
learning.
6 Conclusion and Future Directions
In this paper, we develop a framework for representing data as sparse linear sums drawn from
a collection of basic building blocks subject to the constraint that the collection respects a pre-
specified symmetry. Our results show that the incorporation of such symmetries as priors is most
useful when dataset has few data-points, and when the full spectrum of symmetries is inadequately
represented in the dataset.
In the following, we discuss some future directions based on our work.
Misspecification, Subgroups, and Convex Relaxations. Our first future direction con-
cerns studying the robustness of our framework to misspecification of the transformation group.
One instance in which misspecification arises is when we wish to specify a sub-group rather than
the full spectrum of symmetries in the data, e.g., discrete shifts as opposed to continuous shifts.
We may do so, for instance, out of computational considerations.
We note that the atomic norms induced by the original transformation group and the sub-
group are closely related – specifically, the level set of the atomic norm induced by the sub-group of
transformations would be a convex inner approximation of the level set of the original atomic norm.
As such, we have a strong reason to expect that atoms learned using both sets of transformation
groups will be closely related. In fact, convex inner (and outer) approximations are prominently
used to develop more tractable approximations of convex programs. For such reasons, it would be
useful to understand how the learned atoms using both sets of approaches differ.
Extensions of Convolutional Neural Networks. In the Introduction, we discussed a closely
related body of work extending CNNs to more general invariances [12,22,44]. One of the limitations
of these works is that they are typically restricted to finite transformation groups. This is because
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the size of the group is related to the number of activations in the subsequent layer of a neural
network.
One key feature concerning the use of atomic norms in our framework is that it allows us to
learn data representations that are invariant to infinite groups. It would be interesting to see if the
ideas in our framework suggest the appropriate generalizations of CNNs that extends to infinite
transformation groups.
Learning atoms invariant under planar rotations. An important future direction is to
learn atoms that are invariant under planar rotations. As rotation invariance arises throughout
image processing applications, the development of procedures for learning data representations
that respect rotational symmetries has widespread implications. In the following, we sketch a
potential approach for learning dictionaries that are rotation invariant using our framework:
First, we outline an approach for learning rotationally invariant atoms under a modified grid.
The basic reason for using a modified grid is that the regular (cartesian) discretization of the plane
is ill-suited for describing rotations. Consider, for instance, rotating a m ×m-dimensional planar
patch. Then the corners of the patch fall out of the original m ×m grid under certain rotations.
Instead, consider a polar grid in which data-points are arranged in concentric circles around the
origin. Consider the region (a circular ring) whose distance from the origin lies in the interval
[r, r + 1], and discretize the region into O(r) equidistant intervals. These regions remain invariant
under rotation. Subsequently, the techniques developed in Section 5 allow to describe rotations of
a continuous nature over the resulting discretization.
The second step is to adapt our description of rotationally invariant dictionaries on a modified
grid to obtain a description appropriate for the regular cartesian grid. The basic ingredient we
need is to set up the appropriate linear operations that allow us to transform between a cartesian
discretization and a polar coordinate-based discretization of the plane. The full description of the
rotation symmetry is obtained by composing these two steps.
Generic recipes for obtaining tractable descriptions of the convex hull of matrix
groups. An important future direction is to develop a procedure for obtaining tractable descrip-
tions of convex hulls for a broad collection of matrix groups. This procedure will allow us to learn
dictionaries that are invariant to larger collections of symmetries.
A class of objects that has been widely studied in convex algebraic geometry and optimization
concerns, and is closely related to the above problem is the collection of orbitopes [37]. An orbitope
is defined to be the convex hull of the orbit of a compact algebraic group acting linearly on a vector
space [37]. The level set of the atomic norm we apply in our framework is therefore an orbitope,
provided the matrix group describing the symmtries is compact algebraic. Furthermore, the matrix
group elements can be viewed as orbits of the identity matrix I, and hence the convex hull of
these elements is also an orbitope. The algebraic properties, the geometric properties, and the
optimization-related aspects of orbitopes are areas of active research interests – in particular, there
is a body of work that concerns providing descriptions of orbitopes via semidefinite programming
[21, 36, 37]. It would be useful to build upon these techniques to further understand the types of
invariances that are expressible within our framework.
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