We present a modification of the closed-loop state space model for adaptive optics control that allows delays that are a noninteger multiple of the system frame rate. We derive the new forms of the predictive Fourier control Kalman filters for arbitrary delays and show that they are linear combinations of the whole-frame delay terms. This structure of the controller is independent of the delay. System stability margins and residual error variance both transition gracefully between integer-frame delays.
INTRODUCTION
Future adaptive optics (AO) systems have ambitious performance goals that will require advances beyond current wavefront control techniques. In particular, an advanced wavefront controller can help reduce the servo-lag (residual atmosphere) error, which scatters light close in near the point-spread-function (PSF) core. This area of research has been quite active recently, though work on applying established signal processing and control theory concepts to AO goes back to Paschall and Anderson's use of linear quadratic Gaussian (LQG) control in 1993 [1] .
More recently, Kalman filtering concepts have been used by Gavel and Wiberg [2] and Le Roux et al. [3] to formulate optimal controllers that predict the atmosphere. Kulcsár et al. [4] have examined the theoretical basis for optimal control; Looze [5] has developed a different discrete-time model to describe the hybrid continuoustime/discrete-time AO system. Experimental work has been done by Petit et al. [6] on using Kalman filtering for vibration reduction and by Hinnen et al. [7] in using datadriven H 2 -optimal control.
In our own recent work we have proposed a computationally feasible and adaptive predictive controller. This method is termed predictive Fourier control (PFC) [8] , and it builds upon the closed-loop AO control with a Kalman filtering framework that was developed by Le Roux [3] . In PFC the wavefront is reconstructed in the Fourier basis set [9] . Under the assumption of frozen-flow atmospheric turbulence, the Fourier modes are nearly uncorrelated both spatially and temporally (see Subsection 2.B of [8] for a detailed discussion of this result). This allows each complex-valued Fourier mode to be controlled independently. Closed-loop AO telemetry of the residual phase is recorded and analyzed using a temporal power spectral density (PSD) technique. This allows easy identification of atmospheric layers, which have a highly compact temporal PSD under frozen flow. State space model parameters are directly estimated from closed-loop telemetry and are then used to solve the algebraic Riccati equation (ARE), producing the steady-state Kalman filter, which predicts the atmosphere.
The state space model of Le Roux et al., on which PFC is based, is a discrete-time approximation to the hybrid continuous-time/discrete-time AO control system. This standard model (as described in [10] ) is shown in Fig. 1 . In this model the continuous-time phase aberration ͑t͒ is corrected in closed loop, with discrete measurement noise v͓t͔. The wavefront sensor (WFS) integration and deformable mirror (DM) shaping are done on intervals of length T, producing a frame rate f ao =1/T. The total computational latency of the AO system, from the end of the WFS CCD integration to the end of the write to the DM, is given by . If = T, the AO system can be described with the discrete-time model of Le Roux et al. Le Roux's model assumes the signals are sampled at each interval. Kulcsár has shown that when is an integer multiple of T, and when the discrete-time phase is the average of the continuous atmospheric phase over that interval of length T, this state space model results in the optimal control algorithm [4] . The difference between sampling and averaging is slight in our case, as the AO frame rate is much higher than the temporal evolution of the continuously varying atmosphere.
If is a different integer multiple of T, the state space model of Le Roux can be easily modified to capture that delay. It may not always be the case, however, that is an integer multiple of T. For example, in the preliminary design phase of the Gemini Planet Imager (GPI) [11] , the system's WFS integration time is T = 500 s and the delay is = 737 s. Since by its very nature a predictive controller is intimately dependent on the total system delay, it is necessary to determine what the predictive controller will be when the delay is a noninteger multiple of T. Furthermore, the models that we use to do Monte Carlo simulations of AO systems are inherently discrete time and therefore cannot simulate fractional delays.
In this paper we present a new modified state space model for PFC with arbitrary computational delays. We address the range 0 ഛ ഛ 2T; the treatment is easily extensible to longer delays, if necessary. In addition, we have removed redundant states that were present in the original model, resulting in computational savings. Though we consider only PFC in this paper, this treatment could be applied to the approach of Le Roux or other state space models.
Given this new model, a predictive controller is derived for arbitrary computational delays. Given this state space model, the PFC filter is the optimal temporal filter, since it is the Kalman filter. In this case, where the atmospheric input follows the model, use of a predictive controller provides significantly better performance than an integral controller. As shown here through simulations done in Simulink, variable-delay PFC has graceful behavior between integer time step delays. However, our model makes assumptions about both the control system and the atmosphere. Determination of whether or not this model provides the best answer in a real AO operating environment is left to future work.
STATE SPACE MODEL

A. Modeling the Asynchronous Deformable Mirror
The discrete-time state space model mentioned above is valid when the computational delay is an integer multiple of T. When the delay is a noninteger, however, the DM takes a new shape asynchronously with the rest of the system. We have chosen to address this by treating the discrete-time signals as if they are constant over an interval of length T and using linear combinations of them. This approach is logical given the DM's actual setand-hold behavior; it is also used by Hinnen [7] and Looze [5] in their own AO models. We do not distinguish between the DM command that is output by the controller and the actual DM surface. This is because we neglect DM dynamics, as is discussed below.
The asynchronicity and how we model it is illustrated in Fig. 2 . At the top is the discrete-time version, where the WFS measurement y͓t͔ is related to the atmospheric phase ͓t͔ and the DM commands d͓t͔. In the = T case of Le Roux (which PFC uses), the measurement is delayed by one time step as
Using the Kalman filter result, the new DM command d͓t +1͔ is the best estimate of the phase based on the WFS measurements up to time t as d͓t + 1͔ = ͓t + 1͉t͔. ͑2͒
To summarize, the measurement y͓t͔ sees the phase ͓t −1͔ and uses that information to calculate the DM command, which is applied at next time step d͓t +1͔. This correctly captures the two-frame delay when = T in Fig. 1 . In order to handle asynchronous DM writes, we move from a point-based model to an interval-based model. To do this we assume that all the signals are constant over intervals of length T, instead of existing at discrete points. The new model for = T is shown in the second row; the exact same equations hold. When the computational delay is less than T, the DM signals are applied earlier, which causes the DM signals to shift to the left by a fractional amount ⌬ = / T − 1, as is shown in the third row. The WFS measurement y͓t͔ still sees the phase ͓t −1͔, but it now observes two different shapes on the DM. It sees d͓t −1͔ for the first fraction of the interval and d͓t͔ for the second. Written using ⌬, the measurement is now modeled as
This simply is a linear combination of the two DM signals, with the weighting dependent on the delay. The second consequence of the asynchronicity is that the new DM command d͓t +1͔ spans two phase instances. Following the approach above, the new DM command is a linear combination of the phase estimates
When the computational delay is longer than one step, the DM signal is shifted to the right, as is shown in the fourth row of the figure. Now the measurement is
and the DM command is
In this model we treat all signals as being constant over the intervals of length T, with the DM write asynchronous with the WFS read. This constant behavior is an approximation: The atmosphere phase will in fact vary continuously. For the DM, this assumption ignores any temporal response (i.e., settling time) of the device. How much this approximation reduces the optimality of this model is left for future theoretical work.
These new measurement equations (3) and (5) will be incorporated into the state space model. The new DM command equations (4) and (6) will be used in solving the model for the predictive filter. Each Fourier mode is controlled independently. We can model the process of Shack-Hartmann wavefront sensing and Fourier transform wavefront reconstruction as if the Fourier modal coefficient of the phase were directly sensed. This is possible because we reconstruct and control the modes independently and the fact that the Fourier reconstruction filter can be customized to reconstruct the measured phase with unity gain [9] .
The model of the input atmosphere is the same as in the original PFC derivation, where we assume frozen flow of layers of atmospheric phase aberration. When controlling Fourier modes, each turbulent layer becomes a firstorder autoregressive process. A complex-valued AR(1) process has the basic form
The complex number ␣ has a magnitude of just less than one. The phase of ␣ sets how much the Fourier mode advances in a single time step. This is simply 2T times the dot product of the velocity vector of the layer with the frequency vector of that Fourier mode: −2T͑kv x + lv y ͒ / ͑Nd͒.
We assume that the atmosphere is composed of a static layer, where ␣ is a real number just less than one, and L layers of frozen flow. The state variables for these layer components are given by
and the autoregression parameters are stored in the matrix
The state space model requires the power levels of each of the driving noises, which set the amount of phase power in each layer. These are given by the covariance matrix
We have reduced the state order of the original PFC model to remove redundant states. Doing so produces a state vector that has only the atmospheric layers and the phase at the previous time step:
The evolution of this state vector is governed by the equation x͓t +1͔ = Ax͓t͔ + Bw͓t͔. Note here that unlike the original PFC model, the DM signal is not included in the state or its update equations. The state transition matrix is
͑12͒
The driving noises are incorporated with
͑13͒
This new reduced state model has a measurement equation that incorporates the DM commands as y͓t͔ = Cx͓t͔ + Du͓t͔ + v͓t͔. The measurement vector is always
which gives the ͓t −1͔ term in Eqs. (3) and (5). The DM shapes necessary in those equations are incorporated with D and u͓t͔. The exact values depend on the system delay:
͑15͒
The final necessary parameter is the variance of the measurement noise v͓t͔, which is
PREDICTIVE FILTER WITH ARBITRARY DELAY
Many AO systems use an integral controller, such as C͑z͒ = g / ͑1 − 0.99z −1 ͒. In the technique of modal gain optimization, which was developed by Gendron and Léna [13] , the gain g is optimized. This method, done in closed loop with Fourier modes, forms the GPI baseline control algorithm of optimized-gain Fourier control (OFC) [9] . For PFC we will use AO telemetry to find the C͑z͒, where the form of the predictor is given by the Kalman filter.
Given this state space model, we solve for the temporal filter. Recall that the temporal filter C͑z͒ (as shown in Fig. 1 ) is the transfer function from the latest measurement y͓t͔ to the DM command d͓t +1͔, which is applied at the next time step (as shown in Fig. 2 ).
This process begins with the Kalman estimation equation
͑16͒
The Kalman gain vector K s is a function of the steadystate error covariance matrix P s ,
The controller C͑z͒ will be a function of the entries of P s . This matrix is found by numerically solving the ARE:
͑18͒
The matrix P s is indexed by column and then row indices, e.g., p 1,0 is the second element in the topmost row vector.
A. Details of Solution for Default Case "⌬ =0…
The details of the derivation for the ⌬ = 0 case are presented here. To solve the system of equations produced by Eq. (16), we use Z-transform notation with the complex number z, and uppercase letters indicating the Z-transform of time series, e.g., A 0 ͑z͒ for â 0 ͓t ͉ t͔. Note that state variable â 0 ͓t ͉ t͔ is the estimate of the state a 0 at time t given all the measurements up to and including time t. The control law filters the present measurement y͓t͔ to give the next DM command d͓t +1͔. This produces a transfer function:
To find this transfer function, we begin with the first L + 1 scalar equations of the matrix equation (16) . These are determined using algebra and the known values of A, C, D, and P s . For k =0, . . . ,L,
where the variable Q = p L+1,L+1 + v 2 . The L + 1 equations for the atmospheric states are solved analytically with Gaussian elimination to find expressions for A 0 ͑z͒ through A L ͑z͒ as a function of Y͑z͒ and D͑z͒.
The final step requires expressing the D͑z͒ in terms of the atmospheric states. By Eq. (4), d͓t +1͔ = ͓t +1͉ t͔. The state transition matrix A shows that
which gives us
Solving for the atmospheric states and substituting them into the above equation produces a single equation that relates zD͑z͒ to Y͑z͒. This is then solved to produce the controller
͑23͒
This is the exact same controller as was originally derived for PFC [Eq. (23) of [8] ], though now the covariance matrix P s is smaller because redundant states have been removed.
B. Solution for ⌬ =−1
For the (physically unrealistic) case of ⌬ = −1, the first L + 1 equations of Eq. (16) are
͑24͒
The output of the controller d͓t +1͔ = ͓t ͉ t͔ expressed in terms of atmospheric states is
The controller is then
. ͑26͒
C. Solution for ⌬ =1
When ⌬ = 1, the first L + 1 equations of Eq. (16) are
͑27͒
The output of the controller d͓t +1͔ = ͓t +2͉ t͔ expressed in terms of atmospheric states is
When the delay is not an integer multiple of the WFS integration time T, the derivation is slightly more complex and requires an approximation. For the case −1 ഛ⌬ ഛ 0, the first L + 1 equations of Eq. (16) are
͑30͒
The output of the controller d͓t +1͔ =−⌬ ͓t ͉ t͔ + ͑1+⌬͒ ͓t +1͉ t͔, expressed in terms of atmospheric states, is
Solving for the atmospheric states and substituting in produces the controller
͑32͒
Note that when ⌬ = −1, this reduces exactly to Eq. (26), and when ⌬ = 0, this reduces exactly to Eq. (23). Executing long division on the bracketed ratio inside the final summation produces
.
͑33͒
If the angles of ␣ k 's are small, ͑1−␣ k ͒ 2 Ϸ 0 and the control law simplifies to
͑34͒
This assumption that the angles of the ␣ i 's are small is a reasonable one for PFC. Given a 20 m / s wind, the highest temporal frequency seen by PFC is around 80 Hz, or just 8% of Nyquist for GPI's 2 kHz AO. This makes the angle of ␣ = 0.25 rad, which qualifies as small. This assumption does not hold in all cases. Kalman filtering, as shown by Petit et al. [6] , can correct for vibration at half the Nyquist frequency. In that case the angle of ␣ is / 2 rad. In such a case the above approximation cannot be made.
E. Solution for 0 Ï ⌬ Ï 1
For the case 0 ഛ⌬ഛ1, the first L + 1 equations of Eq. (16) are
͑35͒
The output of the controller d͓t +1͔ = ͑1−⌬͒ ͓t +1͉ t͔ + ⌬ ͓t +2͉ t͔ expressed in terms of atmospheric states is
͑37͒
Note that when ⌬ = 0, this reduces exactly to Eq. (23), and when ⌬ = 1, this reduces exactly to Eq. (29). Again, using the small-angle approximation, the fraction inside the final summation can be simplified to produce
. ͑38͒
F. General Form and Implementation
These two forms of the predictive controller, Eqs. (34) and (38), appear to be fairly complex algebraic expressions. However, they share the same simple underlying structure, which is illustrated in the block diagram of Fig. 3 . Just as in the original PFC derivation, the predictive filter is made up of two parts: parallel first-order filters that predict each layer and a stabilizing high-pass filter. First, the residual measurement y͓t͔ is fed through a first-order filter that we term a layer-compensating inte-grator. The gain on the integral controller is given by K k . From Eqs. (34) and (38) this gain is
͑39͒
This gain predicts the WFS measurement by the proper amount for that specific layer and provides a scaling based on the relative strengths of the layers. The high-pass filter (which is a lead filter) is usually either first or second order. The two coefficients D 1 and D 2 are given by
͑40͒
and
͑41͒
This consistency in structure makes the predictor easy to implement in a system with variable computational delays. The structure is the same, while the exact filter coefficients change with delay. Each filter coefficient K i , D 1 , or D 2 can depend on both ⌬ and the entries of the steadystate error covariance matrix P s . However, P s does not depend on ⌬. This is clear based on an examination of the ARE (18) . The ARE depends only on the matrices A, B, and C, none of which depend on ⌬. This means that the ARE can be solved independently from knowledge of the exact delay . Particular filter forms and the implications of these conclusions will be discussed further in the specific example of a single layer.
G. Exploring the Predictor for One Layer
Let us look at the controller for the case of one layer for five different possible values or ranges of . For this case we assume that the atmosphere is composed of a single layer of frozen flow and that no static errors exist. The complex-valued parameter ␣ encodes the phase change with one time step. Multiplication by ␣ is equivalent to predicting by one time step. In the case of a single layer, the coefficients of the predictive filter can be parameterized by a real-valued gain g, which ranges from 0 to 1,
This gain g is a function of the signal-to-noise ratio (SNR). Given g, we can simplify the equations for the filter coefficients. We focus on Eq. (39), which is the gain of the layer integrator,
͑43͒
In the case of integer delays, the coefficient K is a gain (based on the SNR) and a prediction by the appropriate number of time steps. For example, in the = T ͑⌬ =0͒ case there is a delay of two whole steps between the WFS integration interval and the interval where the new DM commands are applied. Multiplication by ␣ 2 predicts by two steps. When the delay is a noninteger multiple of T, the coefficient K does a linear approximation with the nearest whole delays. This linear approximation is a good one, particularly when the angle of ␣ is small, which we assume it is.
The layer-integrator coefficient K has two functions-it scales the residual input by a gain g based on the SNR, and then it predicts the measurement by the correct fractional number of steps between WFS and DM. The previous DM command is always predicted by one time step, as would be expected.
In our model for arbitrary delays (see Fig. 2 ), we assumed that the WFS measurements and DM commands involved a linear combination of the overlapping intervals. The end result is a predictor that deals with noninteger delays by doing the same linear interpolation of the control for whole-integer delays. same structure for all layers 
H. Implementation
In this development (as in the original PFC derivation) we have presented the predictive controller as a filter from the current measurement to the next DM commands. Representing it as C͑z͒ allows easy implementation and analysis of the temporal frequency responses of the AO system, as will be done in the following sections. In the original PFC derivation, the state space model had several redundant states. Given this, implementing the Kalman filter as C͑z͒, as opposed to the matrix update equation (16) , provided a computational advantage. The controller described by C͑z͒ does not keep track of these redundant states, which provides computational and memory savings. Now that the order of the state space model has been reduced, there is less of an advantage to implementing C͑z͒ directly.
A much more significant benefit to reducing the number of states is the reduction in computational cost for the solving of the ARE. PFC works in a "block adaptive" fashion [14] , using telemetry to estimate model parameters. The ARE is then solved, and the predictive filter is updated. In the original proposal [8] the ARE was solved with the doubling algorithm. This algorithm was chosen for both ease of analysis and implementation in the complex-number case. However, the cost to solve the ARE was cubic in the number of states. For many layers, this made the cost of solving the ARE, even when amortized over several hundred time steps, the dominant expense. In the new reduced-state model, there are L + 2 states, not L + 6. This significantly reduces the cost; for L = 2 the doubling algorithm now requires 8 times fewer operations. (See Subsection 7.C of [8] for a detailed discussion of the computational costs.) It is possible that this cost could be reduced even further through either the use of another algorithm, such as Arnold and Laub [15] , or an analytic solution.
CONTROLLER MODELING AND ANALYSIS
In this study we measure the quality of controller performance using Simulink. This allows implementation of physically realistic AO elements and arbitrary delays. We also use an approximate Laplace transform model of the system to evaluate stability and optimize gains. First, we describe the Simulink model and AO system elements in detail. Then we discuss the Laplace model and how it is used in conjunction with Simulink.
A. Simulink Model
The hybrid continuous-time/discrete-time AO model is given in Fig. 1 . This forms the basis for the Simulink model, which is shown in Fig. 4 . Our Simulink model is similar to that in [5] .
Fourier control deals with complex-valued signals. Because Simulink blocks vary in their ability to handle complex numbers, junctions are used to switch back and forth from a single complex-valued signal and two real-valued signals (real and imaginary parts) as appropriate. The input phase aberration ͑t͒ is given by datainReal and datainImag. After DM compensation, the residual phase error ͑t͒ is given by simout. This residual error is measured by the WFS, which has its own model given at the bottom of Fig. 4 . This implements the WFS integration over an interval of length T. The sampling of the WFS output is done with the 1 / s block. WFS noise v͓t͔ is added with RandomNumber. The lag exp͑−s͒ is moved up into the WFS block, with no loss of accuracy, to ensure proper continuous-time implementation. This residual phase estimate is then sent to either an integral controller or the predictive Kalman filter. These are implemented with discrete-time blocks directly from their transfer functions. In particular, the predictive filter WFS module: is implemented exactly as given in Fig. 3 . The switch selects which control is used. The signal is then placed on the DM. A standard Simulink Zero-order hold block is used to model the DM behavior and convert from discrete to continuous. Any temporal dynamics (e.g., resonances) on the DM are ignored.
In order to capture the subsample behavior, the Simulink model operates with an internal sampling of 100f ao . The atmospheric input is generated at this sampling. This is done by first generating a random time series for each layer following the recursion in Eq. (7). These series are combined into the multilayer atmosphere and then interpolated with cubic splines from sampling at f ao to 100f ao . This makes the atmospheric input effectively to be continuously varying (as the real atmosphere is), as opposed to the model assumption that it is static over WFS integration intervals.
The Simulink model saves signals at 10f ao . Oversampling from f ao is necessary to prevent aliasing errors in signal analysis. The baseline AO run is 16384 AO steps, or roughly 8 s at our nominal sampling frequency of 2 kHz. These output signals are analyzed to produce estimates of the residual error variance, which is computed directly in the time domain as the variance of simout. This is equivalent to integrating in the frequency domain from −5f ao to 5f ao . Further increasing the sample rate of the saved signals, and hence the frequency-domain region, did not change the performance estimates. This is because there is negligible power at very high temporal frequencies, given our AO system and input phase aberration.
B. Laplace Transform Model
While the Simulink model provides our performance analysis, an analytic approach is also desirable for two reasons. First, an analytic model allows easy evaluation of system transfer functions and stability margins. Second, the determination of the optimized gain for the integral controller (i.e., OFC) is done in the temporal frequency domain. This requires the transfer functions for the system.
We use a Laplace transform model, based on the approach described by Madec [10] . This model of the hybrid continuous-time/discrete-time AO system is an approximate one. Because of sampling, the system is not linear time invariant (LTI) and hence does not strictly have transfer functions that describe it. However, this approximation is known to be good at frequencies much smaller than the Nyquist frequency, which, considering the typical distribution of the power in the turbulence disturbance, are the frequencies of interest, as long as the system has a sampling frequency greater than a few hundred hertz. We will discuss further below just how much agreement this model has to the Simulink results.
The three continuous elements in Fig. 1 are modeled with Laplace transforms. The WFS integrates over one interval from t to t + T, which in Laplace notation is W͑s͒ = ͓1 − exp͑−sT͔͒ / ͑sT͒. Note that this is exactly the implementation in the Simulink model. The actual WFS is not LTI since it really integrates and samples; this behavior is modeled by the A/D converter after W͑s͒. Likewise, the DM is not LTI; the discrete commands from the controller are placed and held on the DM. The D/A convertor deals with the first part; the set-and-hold behavior has the same transfer function as the WFS, D͑s͒ = ͓1 − exp͑−sT͔͒ / ͑sT͒. This is different from the Simulink model's DM block, which uses a zero-order hold. As above, we assume that the resonance of the DM is well above the frame rate of the system, which makes the temporal transfer function of the DM equal to 1.
The computational delay is simply exp͑−s͒. To include both the continuous and discrete transfer functions, the A/D and D/A conversions are ignored and z must be mapped to s. For restricted domains of integration, the substitution z = exp͑sT͒ is made. For extended domains (e.g., beyond f ao / 2), the bilinear transform should be used, as done in [5] .
Using this method, transfer functions can easily be generated that approximate the temporal responses of the AO system. The error transfer function, which describes the system response from atmospheric input ͑t͒ to residual error ͑t͒ is
The noise transfer function from WFS noise v͓t͔ to ͑t͒ is
These transfer functions can be used to find the margins of the system or to determine the optimal gain for the integral controller.
C. Stability
We will use the Laplace model for two important tasks: evaluating the stability of the controllers and optimizing the gain of the integral controller. These tasks will be successful only if the Laplace model agrees adequately with the actual behavior exhibited by the Simulink model, which is our best implementation of a real AO system and its temporal dynamics. In this section we discuss stability; gain optimization is discussed along with overall performance in the following section. In order to compare the models, we generate approximate transfer functions from the Simulink model. This is done by sending temporal white noise through the system either from the atmospheric input or the WFS noise input. The PSDs of either input and the residual error are estimated with the averaged, modified periodogram technique [16] from Simulink's saved time series. Following basic principles of stochastic estimation, we estimate the magnitude squared of the effective transfer function by the ratio of these PSDs. For the error transfer function, the atmosphere is temporal white noise and the WFS noise is set to zero. The error transfer function is then estimated as
where the P ͑f͒'s are the estimated PSDs. Likewise, this can be done for the noise transfer function by having zero atmospheric input and white noise on the WFS. The error transfer functions for an L = 3 predictive controller with = 1.5T, as determined by Simulink and the Laplace model, are shown in Fig. 5 . Note that there are differences between them, particularly at higher temporal frequencies. This is to be expected, because the DM transfer function used in the Laplace method is only an approximation to the actual behavior of the zero-order hold block in Simulink. When integrated over the frequency domain from f =−f ao /2 to f = f ao / 2, the actual discrepancy is quite small-the integral of the Laplace transfer function is within Ͻ1% of the Simulink result.
Though the AO control system is modeled in Simulink, the transport delay in the WFS poses significant problems when it comes to linearizing and discretizing the model for analysis of margins in Matlab. Given this, and the good agreement of the Laplace transfer functions with the Simulink model, we instead evaluate the stability margins directly by numerical analysis of the Laplace transfer functions.
Just as with the original PFC, the control law C͑z͒ itself is assured to be stable by the model structure of the Kalman filter. As long as the magnitudes of the ␣ i 's are all less than one, the Kalman filter is stable. To analyze the gain and phase margins, we examine W͑s͒C͑z = exp͑sT͒͒exp͑−s͒D͑s͒ using standard techniques [17] . The baseline stability requirements are that the phase margin be at least 45 deg, and the gain margin be at least 2. For the controllers with which we deal here, if one of these requirements is met, the other is as well. The predictor, since it has complex-valued coefficients, has slightly asymmetric margins. We always choose the minimum margin. The margins are determined for a single Fourier mode. Because the modes are controlled independently, we assume that if all modes have satisfactory margins, the AO system will as well. Figure 6 gives the phase margins for the case of a high SNR, where the controllers will be most aggressive in pushing the system margins. In fact, for most delays the optimized-gain controller is limited to the maximum gain, which produces a phase margin of 45 deg. The predictor, however, has larger margins. For the noninteger step delays, the phase margins follow a near-linear interpolation among =0, = T, and =2T. This example illustrates one advantage of the predictor over the integral controller: At high SNRs the predictor does not run into the same limitation on gain set by stability, which allows it to provide a much better correction. This will be covered in more detail below. For lower SNRs the phase margins are larger for both controllers.
RESULTS
A. Methods and Cases Examined
For performance analysis we have picked a specific case that is reasonable given GPI parameters. In this case L = 3. For i =0 to L, ͉␣ i ͉ = 0.99. The layer temporal frequencies are −40, 13, and 63 Hz. (As noted above, given a 20 m / s wind, a GPI Fourier mode will see layer frequencies up to 80 Hz.) The relative distribution of driving white-noise power is a 0 2 =3, a 1 2 =2, a 2 2 = 0.5, and a 3 2 =1. Given this distribution, the total power in ͓t͔ is normalized to be 1. Then the noise power level is set by fixing the SNR, which is defined as the ratio of the standard deviations / v . The frame rate is f ao = 2000 Hz, which makes T = 500 s. The controller delay can be varied from 125 s to 2000 s, in increments of 125 s, or T /4.
The simulations to study the performance of the predictor with variable delays was conducted in Simulink. For each configuration of system delay, 32 different random trials were run, each with a different input atmospheric time series and WFS noise. The residual error power for each trial was estimated by calculating the variance of the residual 8 s time series, which is sampled at 10f ao . The mean and standard deviation of the error power are calculated from this set of 32 different trials. Recall that the input atmosphere has a power equal to 1, and the WFS noise power is set by the SNR.
The predictive controller was determined by using the above model parameters and numerically solving the ARE (as described in detail in [8] ). For this test the predictor was compared to the baseline GPI strategy of OFC [9] . Fig. 6 . Phase margins for a high-SNR case for the optimizedgain integrator and the predictor. For most delays , the optimal gain is limited to be the maximum gain set by stability. The predictor can be more aggressive and has larger margins for all . Note how the margin gracefully transitions between integer time step delays.
B. Gain Optimization
wrong gain. First, we describe the gain optimization technique that was used here for the integral controller, and then we evaluate the quality of this gain optimization.
Gain optimization was done with the known PSDs of the wavefront, as opposed to based on data from the simulation. In the OFC proposal, the power on the measurements (given by y͓t͔ in Fig. 1) is minimized, and a Z-transform description of the system is used. For this new arbitrary control loop delay formulation, the Laplace transfer functions will be used. A second discrepancy from the proposal is that the assumption that allowed the measurements y͓t͔ to be minimized as a proxy to the residual error ͑t͒ [18] appears to be no longer valid. This assumption was based on the fact that the new WFS noise seen by the measurements is uncorrelated with the residual error. This can also be viewed as the assumption that ͐P y ͑f͒ − P ͑f͒df is not a function of the gain g. In the fractional delay case this does not hold for our model. This has implications for actual implementation of OFC with arbitrary delays, as it may require that the signal and noise PSDs be separated out of the joint estimate.
Given this, we directly minimize the residual error through the known power spectra of the input and noise and the transfer functions. This minimization of P ͑f͉͒H e ͑f͉͒ 2 + P v ͑f͉͒H n ͑f͉͒ 2 , where the transfer functions were given in Eqs. (44) and (45), produces the gain g. For any given , a maximum gain limit is determined such that the phase margin is 45 deg at this gain. For example, when = 1.5T, the maximum gain is 0.406. Because we find little discrepancy between the Laplace model and the Simulink model, the gains as optimized by Laplace produce the best performance in Simulink. This was verified by running the Simulink simulation with a variety of different gains on the integral controller. The gain optimization with the Laplace model produced the best performance in Simulink. A specific example of this, for = 1.5T and SNR= 1, is shown in Fig. 7 . The mean and standard deviation of the Simulink results are given as data points and error bars. When the error bars are not visible, they are less than the size of the data point marker. The theoretical predictions based on the Laplace analysis are given with the curves. The gain as determined by optimization with the Laplace model indeed produces the best performance across a wide range of controller gains. Figure 7 also shows the predictor performance for a variety of Q −1 's; different controllers were generated by manipulating the WFS noise variance input to the ARE solve. The state space model given in Subsection 2.A correctly produces the best performance for a family of related predictors.
For our case we have found that we can use a Laplace transform model of the AO system to optimize an integral controller and, as discussed above, evaluate stability margins. This result disagrees with the recent work of Looze [5] , who found that his specific Laplace model did not correctly pick the optimal gains for his Simulink model. There are many differences between our treatment and that of Looze, not limited to the Simulink model, the atmospheric input, the Laplace model, and the control law C͑z͒. It is beyond the scope of this paper to provide a detailed consideration of which factors contribute to the difference in the results. What is sufficient for the purposes of this paper is that our Simulink performance results, as detailed below, are not biased by using an integral controller with a nonoptimal gain.
C. Performance
System performance was determined for a variety of SNRs and delays. The residual error powers and standard deviations for low and high SNRs are shown in Fig. 8 . Again, the Laplace results are given with the curves, and the Simulink results are given as data points and error bars. There is very good agreement between the Laplace theory and the Simulink results, which should be expected since there are only small differences between the models.
This formulation of PFC for arbitrary delays allows the predictor to behave in a graceful fashion: The residual error essentially follows a linear interpolation of the performance at whole time step delays. A second important result is that the predictor improves its advantage over the integrator as delays increase. At SNR= 10, the predictor has 20% less residual error at the shortest delay and 55% less error at the longest delay. The predictor here has the same performance at =2T as the optimized integrator at = T, which means that for this specific input the predictor enables an extra delay of 500 s. At SNR= 1, the predictor starts out with 30% less error, which is increased to 40% less error at the longest delay. At SNR= 1, the predictor at all delays had less error than the integral controller at the shortest delay for this input atmosphere.
Some of the predictor's advantage comes from the fact that it can specifically notch out the higher temporal frequency layer components. Each layer that is in the model results in a notch in the error transfer function (as can be seen in Fig. 5 ), leading to improved rejection of that component. The depth of the notch is partly a function of the power in the layer. In this manner, the predictor can selectively attenuate the input while still limiting noise amplification. In contrast, the gain-optimized integrator must adjust its rejection simultaneously at all temporal frequencies. If the atmosphere does not have as much power in the layers as in this example, the predictor's advantage here will decline.
The predictor is also advantaged in that it has an adjustable lead filter, the coefficients of which are given in Eqs. (40) and (41). As the delay increases, a lead filter appears and then becomes higher order, providing the best adjustment for each delay. In contrast, the integral controller form is fixed for all delays. Which of these provides the most advantage depends on the layer strength. Following this result, an adjustable lead filter could be incorporated with the integral controller to provide better performance with variable system delays.
CONCLUSION
We have removed redundant states from our discretetime state space model of a hybrid continuous-time/ discrete-time AO control system and modified it to deal with arbitrary control loop delays. This modification is used to generate a new general formula for PFC. The fundamental structure of the predictive control law is independent of the exact system delay, resulting in ease of implementation. Furthermore, the fundamental coefficients (such as the SNR-based gain for each layer) are independent of the delay. Only the amount of prediction and the specific structure of the stabilizing lead filter depend on the delay .
The new PFC controller is essentially a linear interpolation of the controllers at integer time step delays. Consequently, system stability and performance transition gracefully between these whole step delays. A Simulink model of the hybrid system was used to analyze performance. As the computational delay increases, PFC provides more of an advantage over a gain-optimized integral controller. This is because it can selectively correct specific temporal frequency bands and adjust its lead filter to the arbitrary delay.
