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ABSTRACT
The Effect of a Second Stimulus on the First Reaction Time within the Psychological
Refractory Period Paradigm
by
Huiwen Zhang
Dr. Mark A. Guadagnoli, Examination Committee Chair 
Professor of Kinesiology 
University of Nevada, Las Vegas
This study was to examine the effects of the second stimulus and response on the 
first response by investigating RTl under controlled conditions with different S2-R2. 24 
subjects participated in this study. Results of the repeated measure ANOVA revealed that 
the effect of the second stimulus and response on the first response in PRP paradigm was 
significant. The findings of this study suggest that PRP exist not only in the processing of 
the second stimulus but also in the processing of the first stimulus and response. The 
result from this study failed to support either traditional bottleneck models or parallel 
model. An alternative model, a model consists of characteristics o f both bottleneck and 
parallel models, is proposed to explain the result of this study.
Ill
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CHAPTER 1 
INTRODUCTION
Because mental processing o f  environmental stimuli is not directly observable, 
human information processing must be inferred from behavior. In the past few decades, 
chronometric methods have been used to investigate human information processing (e.g., 
Sternberg, 1969). A typical chronometric measure utilizes reaction time, which is the 
time interval between the stimulus presentation and the initiation o f the response. Using 
the chronometric method, it is common to make inferences about human information 
processing from the analysis o f reaction-time data (McClelland, 1979; Posner, 1978). 
Currently, studies o f  reaction time have raised issue with the nature o f  human information 
processing. Specifically, the extent to which information processing proceeds in a serial 
or parallel fashion is still an unresolved question. The current study was designed to 
utilize a specific method of chronometry known as the Psychological Refractory Period 
(PRP) paradigm to investigate this issue. Therefore, the logic o f the study is imbedded 
within an understanding of human information processing and the PRP paradigm.
At least three stages of human information processing have been identified in the 
basic information processing model; stimulus identification, response selection, and 
response programming (Schmidt, 1988). In the stimulus-identification stage, the stimulus
1
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2is detected, encoded and classified. The stimulus information is transferred into 
neuro logically relevant stimulus codes which are delivered to the response-selection 
stage. After the stimulus codes are passed to the response-selection stage, one response 
fi’om a set o f possible responses is selected. The translation of a stimulus code from the 
stimulus identification stage to an appropriate response code occurs in the response 
selection stage. After the stimulus is identified and a response is selected, an overt 
response is compiled and initiated through the response-programming stage.
Based on the above model, researchers investigate whether the manner of 
operation in these three stages is serial or parallel (e.g., Sternberg, 1969). Some models 
describe these stages as operating in a serial manner, whereas others describe them as 
operating in a parallel manner. For example, Welford's (1952) single channel theory is a 
"early serial model." According to his model, humans have a single channel through 
which only one unit of information can be processed at a  time. That is, a single stimulus 
is processed in the stimulus identification stage, passed to response selection and then to 
response programming in a wise step fashion. On the other hand, McLeod (1977) 
proposed a limited capacity variable allocation parallel processing model. According to 
McLeod's (1977) model, all information can be processed at the same time but some 
competition for processing resources does occur. The predictions from these models in 
regard to reaction time data differ considerably.
Psychological Refractory Period
One manner in which the characteristics and limitation of human information
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3processing has been investigated is known as the dual stimulation paradigm, or 
psychological refractory period (PRP) paradigm (Creamer, 1963; Davis, 1959; Karlin & 
Kestenbaum, 1968; Welford, 1968). The use o f the PRP paradigm brings with it a unique 
methodology and language. The PRP paradigm requires a subject to respond to two 
closely spaced stimuli with each stimulus requiring a separate response. Using this 
paradigm, Telford (1931) discovered that there is a delay in responding to the second of 
two closely spaced stimuli. Presumably, processing the first stimulus (S,) and response 
(R,) require resources which delay the processing of the second stimulus (S,) and 
response (R,). Telford named the delay the Psychological Refractory Period (PRP). Since 
then, most PRP researchers have been interested in the effect o f the first stimulus and 
response pair (S,-R,) on the second response. From the results o f these studies, models 
have been developed to explain PRP relative to human information processing. 
Traditionally these models have suggested that human information processing is serial 
(Welford, 1952). However, some debate exists as to the extent which information 
processing is serial, with alternative models suggesting that the underlying nature of the 
system is parallel (e.g., Kahneman, 1973; McLeod, 1977).
Although it is generally the effect of the second reaction time that has been 
investigated in the PRP studies, and used for inferences regarding information processing, 
it has been suggested that simply investigating the effects on the second reaction time 
(RT,) tells only half of the PRP story (Chamberlin, 1987; Franks & Canil, 1985). This is 
because the PRP includes not only the delay in the response to but may also include a 
delay in the response to the first of two closely spaced stimuli (Chamberlin, 1987; Franks 
& Canil, 1985; Herman & Kantowitz, 1970). An interesting but rarely investigated area
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4of PRP, is how Sj-Rî.affects the first reaction time (RTJ. The effect o f  S, on the response 
to Si may shed new light into the nature o f human information processing. For example, 
it is unclear whether a person's reaction time to S, will be increased when another 
stimulus appears during the S,-R, period (e.g., a secretary types rapidly when a phone 
rings, or an acrobat tries to get two balls at the same time). If  the system is truly serial, S,- 
R, would not impact R, because S,-R, would be fully processed prior to entering the 
system.
Although a few investigators have discussed the influence of S, on RT„ the 
results and conclusions drawn fi"om these studies are equivocal and problematic. For 
example, the studies by Franks and Canil (1985) and Chamberlin (1987) showed that 
there was not a significant effect of S, on RT,. However, Karlin and Kestenbaum (1968) 
suggested that there is an effect o f S, on RT,. Additionally, previous studies may have 
left one or more uncontrolled variables (e.g., Chamberlin, 1987). Therefore, the effect of 
Si-R, on the response to S, should be further investigated. The purpose of this study is to 
determine the effect of Si-R^ pair on the response to S, in the PRP paradigm. This 
investigation is designed to use the PRP paradigm to provide evidence o f the serial or 
parallel nature of human information processing.
Experimental Logic
As indicated in the previous discussion, the information processing model is 
divided into three stages which include stimulus identification (sensory storage and 
perceptual analysis), response selection and response programming (Schmidt, 1988). 
Researchers have developed models in which information processing occurs in either a
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5serial or parallel manner. For example, Welford's (1952) single channel theory is the 
earliest serial model. According to his model, humans have a single channel in which 
only one unit of information can be processed at a time, thus suggesting that all 
information processing is o f a serial nature. Some later bottle neck models suggest 
parallel processing to a certain point in the process stages. That means human information 
processing is parallel (i.e., without interference) to a point in the processing stages, such 
as stimulus identification (Broadbent, 1958; Deutsch & Deutsch, 1963) or response 
selection (Keele, 1973). Contrasting the above bottle neck models, McLeod (1977) 
provided a limited capacity variable allocation parallel processing model. McLeod's 
(1977) model consists o f three propositions: parallel processing o f concurrent stimuli, 
fixed total processing capacity, and variable capacity allocation. Therefore, humans have 
a limited capacity for information processing, but the limited capacity is variably 
allocated depending upon the stimuli which need to be processed.
These two classes o f models, bottle neck and parallel, are o f interest in the present 
study. The main difference between the bottle neck models (Broadbent, 1958; Deutsch & 
Deutsch, 1963; Keele, 1973; Welford, 1952) and the limited capacity parallel model 
(McLeod, 1977) is where interference occurs. According to the single channel model 
(Welford, 1952), with a PRP paradigm, two stimuli can not be processed simultaneously 
in a dual stimulus paradigm. In fact, S; would not get processed at all until the S,-R, is 
completed. The later bottle neck model suggests two stimuli can be processed 
simultaneously without interference to a point (bottleneck). At this point, S, is still 
processed, but Sj is prevented from further processing until the first response is 
completed. According to the traditional bottle neck models, the second task does not
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6interfere with the processing o f the first one because the bottle neck stops the second one 
from becoming involved. However, according to McLeod's (1977) model, two stimuli 
can be processed simultaneously, but with interference. The interference depends on the 
complexity of the required processing. For example, subjects should process a first S-R 
pair with an easy second S-R pair faster than if the second S-R pair requires extensive 
processing.
Therefore, according to the above bottle neck models, RT, is independent of the 
Si-R, pair. Thus, RT, is constant regardless o f the processing requirements o f S, and R^ . 
Chamberlin (1987) showed that there was no significant delay in RT, as the complexity 
of Sj-R, was varied. Franks and Canil's study (1985) showed not only the above result but 
also the effect that RT, is independent o f inter-stimulus interval (H). Taken together, it 
may be suggested that the evidence supported serial models (Welford, 1952) o f human 
information processing. However, the extent to which their data supports the serial 
models is suspect, because it is not known if there was a significant difference between a 
control RT,, and RT, paired with S,-R,. This is a critical aspect of the PRP logic because 
depending on the serial model, the important character in the double-stimulus paradigm is 
that RT, is independent of the S^-R, task.
According to McLeod's parallel model (1977), the amount of interference between 
each of the two S-R pairs depends on the processing requirements of each pair. An 
increase in RT, may occur because of the more extensive processing requirements of the 
second S-R pair, thus requiring a shift of the limited capacity from the first to the second 
S-R. Therefore, the prediction would be that RT, is dependent on the second S-R pair.
RT, decreases as the processing requirements of the second stimulus-response pair
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7decrease. Additional evidence for a parallel model may be found in the work o f  Karlin & 
Kestenbaum (1968). They conducted an experiment in which there was a consistent 
tendency in the number of choices in S^-R, to lengthen RT, when the number o f  choices 
in S,-R, was held constant. Unfortunately, they did not compare the difference between 
control R and RT,. This is a critical PRP comparison because according to the parallel 
model, control R should be faster than RT, when influenced with a second S-R pair. 
Additionally, only four subjects were used and there was no statistical analysis in the 
study. The extent to which Karlin and Kestenbaum's (1968) results support McLeod's
(1977) model is not well understood.
Because the previous studies have been equivocal in regard to the whole PRP 
picture, the present study will attempt to move toward completion. This will be 
accomplished by investigating RT, in a control condition and conditions with different 
S,-R,. Specifically, either S, or R, will be varied to manipulate stimulus identification, 
response selection, and response programming. Through these manipulations, this study 
will not only investigate the influence of S -^R  ^on RT,, but investigate which stage(s) of 
human information processing process information in a serial manner.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2
HUMAN INFORMATION PROCESSING: A REVIEW
This chapter is a review of human information processing and Psychological 
Refractory Period (PRP), with emphasis on the degree of parallel and serial information 
processing as examined by the PRP paradigm. Typically, how the second stimulus (S^) 
influences the response to the first stimulus (S,) in the PRP paradigm is a key point in this 
study. An overview of a basic three stage model o f human information processing is 
provided, including the limitations and characteristics of information processing. The 
chapter concludes with a critical discussion o f predictions made from the existing 
findings and issues of information processing concerning to the PRP.
Basic Model o f Human Information Processing
To date, cognitive scientists have not found a direct means to investigate cognitive 
processes, such as information processing. Rather, indirect means, such as reaction time 
(R) measures have been employed to investigate human information processing (e.g., 
Posner, 1978, McClelland, 1979). R is defined as the time between the presentation o f a 
stimulus and the initiation of response, and is used in a technique known as a 
chronometric method. R has been found to be dependent on both the nature of the 
presented stimulus and nature of the required response (Hick, 1952). The fact that R  is 
dependent on the stimulus and response manipulations led researchers to identify at least
8
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9three stages of human information processing (Posner, 1978; Sternberg, 1969). These 
three stages are stimulus identification, response selection, and response programming 
(Schmidt, 1988).
The basic model of human information processing (Figure 1) brings with it 
several assumptions: 1 ) The three stages of the model are separate and non-overlapping 
and only specific information and processes occur in specific stages. For example, a 
stimulus is detected in the stimulus identification stage; 2) Information is processed and 
transferred completely within a stage before it is passed to next stage; 3) Time is required 
for processing information in each stage (Theios, 1975; McClelland, 1979; Guadagnoli, 
1990).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Response SelectionStimulus Identification Response Programming
Figure I. The basic information processing model.
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Stimulus Identification Stage
Stimulus identification involves the detection, encoding, and classification of 
environmental stimuli. In the stimulus identification stage, stimuli are transferred into a 
relevant neuro-physical code to be processed. The intensity and clarity o f  stimuli affects 
processing in the stimulus identification stage (Schmidt, 1988). For example, Posner
(1978) stated in his study that subjects respond to a stimulus with a lower contrast 
background condition slower than a stimulus with a higher contrast background 
condition. The study indicated that stimulus clarity affects the speed o f processing stimuli 
in the stimulus identification stage. Increasing stimulus clarity and intensity increases 
processing speed in the stimulus identification stage because these factors affect stimulus 
encoding (Schmidt, 1988). Another factor affecting processing in the stimulus 
identification stage is experience. Chase and Simon (1973) demonstrated that master 
chess players were better able to reconstruct the locations o f the chess pieces than the 
average-to-good chess players under real game conditions. However, when the chess 
pieces were presented in random fashion, the abilities o f the players in relocating the 
chess pieces were the same. The study indicated that the process of stimulus identification 
was improved in the master players through years o f experiences in chess game 
situations. Therefore, stimulus clarity, intensity, and experience affect the speed of 
processing in the stimulus identification stage.
After the stimulus is processed in the stimulus identification stage, it is passed to 
the second stage of information processing, the response selection stage. The response
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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selection stage is responsible for translating a stimulus code from the stimulus 
identification stage to an appropriate response code. In this stage, the selection of an 
appropriate response from a large number o f possible alternatives is determined. This 
stage has been studied in the laboratory by analyzing reaction time data in the choice 
reaction time (choice R) paradigm (e.g.. Hick, 1952; Hyman, 1953).
The choice R  paradigm requires subjects to decide which response is appropriate 
from a number of possible alternatives. For example, in the choice R paradigm, the 
subject might be presented with three stimulus lights and told that one o f  the three will be 
illuminated on a particular trial. Each o f the three lights would be associated with one of 
three different responses (e.g., pressing one o f the buttons located under each of the 
fingers of the right hand). One o f the earliest studies in the choice R paradigm was done 
by Merkel in 1885 (cited by Schmidt, 1988). Merkel studied the relationship between the 
number of possible stimuli, responses and the choice R. In Merkel’s study, the subjects 
used the fingers of right hand to response the digits 1 through 5 and the fingers of left 
hand to response the Roman numerals I through V. On any given set of trials, the subject 
knew which of the set o f 10 stimuli would be possible (e.g., 1, 5, II might be the set of 
three possible stimuli). The study showed that choice R increased as the number of 
stimulus-response alternatives increased. The relationship between choice R  and the 
number of stimulus-response alternatives was curvilinear. For example, the increase in 
choice R as the number o f alternatives was increased from one to two was about 129 
msec, the increase in choice R as the number of alternatives was increased from nine to 
ten was about 3 msec (cited by Schmidt, 1988).
Since Merkel’s (1885, cited by Schmidt, 1988) study many studies have employed
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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similar paradigms. The most widely known studies regarding the choice R paradigm were 
by Hick (1952) and Hyman (1953). Hick (1952) and Hyman's (1953) study the 
relationship between the choice R and the number of stimulus alternatives was similar as 
Merkel's. Hick (1952) and Hyman (1953) also found R increased as a function of the 
number of alternatives. Specifically, R increased linearly in relation to the amount of 
stimulus information that needed to be processed. The formal relation, generally known 
as Hick’s law, states that the choice R is linearly related to the log o f the number of 
stimulus alternatives. In equation form. Choice R = a + b [Log2(N)J, where a and b are the 
empirical constants and N is the number of stimulus-response alternatives. Hick’s law 
indicates that the time required to make a decision about a response is linearly related to 
the amount of information that must be processed. Although the law is appropriate for 
interpreting R affects attributed to response selection in the stimulus selection stage, other 
variables also influence R in this stage, such as stimulus-response (S-R) compatibility and 
practice or experience with the task.
S-R compatibility is defined by the degree to which the set of stimuli and 
associated responses are "naturally" related to each other. S-R compatibility refers to the 
extent to which the stimulus and the associated response are connected in a natural or 
obvious fashion (Fitts, 1954; Reeve & Proctor, 1984). For example in the laboratory 
setting, S-R compatibility is usually in such condition as the assignment o f response key 
to stimulus light is spatially consistent (e.g., the right hand response to the right side of 
the stimulus light). But in S-R incompatibility condition, the assignment o f response key 
to stimulus light is reciprocal(e.g., right stimulus light assigned to the left index finger 
response). Fitts and Peterson (1964) asked the subjects to move their fingers firom a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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starting key to touch the stimulus light that was illuminated as quickly as possible. In the 
S-R compatibility condition, the slope o f  the curve was only 17 msec/bit, but in the S-R 
incompatibility condition, the slope of the curve was 40 ms/bit. Because according to 
Hick’s (1952) law, the slope is interpreted as the time required to process each additional 
bit o f information, Fitts and Peterson’s (1964) study indicated that the time for processing 
one bit o f information is not fixed and is a direct fimction o f S-R compatibility. The time 
that required to select a response at least partially depends on the degree o f S-R 
compatibility. A highly compatibility stimulus to response assignment is thought to 
require less translation, resulting in faster RTs and fewer response errors (Fitts & 
Deininger, 1954). However, Leonard’s (1959) study showed the slope o f the relationship 
between choice R and Log2(N) would decrease to zero if the S-R assignment is very 
compatible. In his study, the subjects were required to place their fingers on the 
appropriate number of keys and press on the key as soon as possible when the key is 
vibrated. The study's results showed that there is an increase in R from a one choice to a 
two choice situation, but there was not a further increase in R from a two choice to an 
eight choice situation. Leonard’s data suggested that the high degree of S-R compatibility 
influenced the effects due to increased number of alternatives.
Another variable affecting Hick’s law is practice. In Mowbray and Rhoades’
(1959) two- and four-choice R study, the subjects response the 2-choice task much faster 
than the four-choice task early in practice. But after 42,000 trials of practice, the subjects’ 
speed response the two-choice task were not significantly different than the four-choice 
task. The data suggested that a great deal o f practice also affect the speed o f processing 
information in response selection stage. Therefore, the speed of processing information in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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the response selection stage appears to be contingent on the number of S-R alternative, 
the degree of S-R compatibility and enough practice.
Once the stimulus has been identified and a response selected, the overt response 
must be organized and initiated. After response selection, the next process is to translate 
this abstract idea o f a response into a set o f muscular actions that will achieve the desired 
goal (Henry & Rogers, 1960; Schmidt, 1988). This process occurs in the response 
programming stage of information processing. In a classic study of response 
programming stage, Henry and Rogers (1960) compared simple reaction times for three 
different movements in the same stimulus and response alternative condition. The three 
movements differed with regard to the complexity o f each. Henry and Rogers defined 
complexity by the more number of movement components. In the least complex 
condition, the subject was required to lift the finger firom a key. In the second most 
complex condition, the subject was required to light the finger from the key and more 
about 33 cm forward and upward to grasp a tennis ball. In the most complex condition, 
the subject was required to lift the finger from the key, moved forward and upward to 
strike a ball with the back of the hand, moved forward and downward to push a button, 
and then moved forward and upward again to strike a second ball. The result 
demonstrated that as complexity increased, so did reaction time. The increased reaction 
time as the movements were increased in complexity was interpreted as resulting from 
due to an increased amount of time required to program the movement during the 
response programming stage. More complex motor commands requires more brain
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centers to be coordinated, in term requiring more time for all o f this neurological 
complexity to be organized during reaction time.
Since the publication o f Henry and Rogers’ (1960) study, many studies with the 
similar results have been done in various tasks. For example, Fischman and Lim (1991) 
used repetitive tapping, and Klapp (1977) used key-pressing movement, Sternberg, 
Monsell, Knoll and Wright. (1978) used typed words. The finding from these various 
studies that more complex movements produce larger RTs is robust. The effect o f 
movement complexity on reaction time has been interpreted as relating to the time 
necessary to prepare the movement during the response programming stage o f reaction 
time. Another variable that affects the response programming stage is the duration of 
movement. The data from Henry and Rogers (1960) experiment showed that the more 
complex movement produced longer movement time (465 msec) than the simpler one (95 
msec), and the longer duration o f movement require longer time to prepare the movement 
than the shorter duration in the response programming stage. Klapp & Erwin (1976) 
investigated the effect o f the movement duration on response programming stage o f RT.
In this study, the subjects is required to make 10-cm movements of a slide along a 
trackway, with four conditions, four conditions had the same the number o f action in the 
response, but the duration o f  the response was varied, as the goal movement times were 
150, 300, 600 or 1200 msec, data showed that as the response duration increased up to 
600 msec, the RT to initiate the response increased as well. Some similar results have 
been done in different tasks, such as key-pressing task (Rosenbaum & Patashnik, 1980) 
and aiming response of a stylus to a target (Quinn, Schmidt, Zelanznik, Hawkins, & 
McFarquhar, 1980). Therefore, the response complexity and response duration affect the
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speed of processing information during the response programming stage o f RT. All o f the 
above findings are based to some part on the presumption that information processing is 
serial in nature.
According to the above basic model, researchers have been interested in 
investigating the operation manner of information processing in these three stages, 
including stimulus identification, response selection, and response programming. Some 
models have been developed to assume that process in these three stages is either serial or 
parallel manner(e.g., Welford, 1952, Broadbent, 1958, Keel, 1973, McLeod, 1977, 
Pashler, 1994). Welford's (1952) single channel theory is the earliest serial model (Figure 
2). According to the model humans have a single channel in which only one unit of 
information can be processed at a time, thus suggesting that all information processing is 
in a serial manner. All three stages of information processing require attention. Some 
later serial models which are called the bottleneck models (Figure 2) suggest parallel 
processing without mutual interference to a point or stage, after that bottleneck, the 
operation occurs in the serial manner. That human information processing is parallel (i.e., 
without interference) to a point or stage, such as stimulus identification(Broadbent, 1958; 
Deutsch & Deutsch, 1963) or response selection (Keele, 1973). For example, Broadbent 
(1958) stated that human information processing is parallel without mutual interference to 
the sensory storage in the stimulus identification stage. That means that all stimuli can be 
processed without mutual interference up to the sensory storage, after that point, stimuli 
must be processed one by one in consequent stages. Deutsch & Deutsch assumed that the
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bottleneck is located at perceptual analysis. Keele (1973) even put the bottleneck later in 
the response selection stage.
Contrasting to the above bottle neck models, McLeod (1977) provided a limited 
capacity variable allocation parallel processing model. McLeod's (1977) limited capacity 
variable allocation parallel processing model consists of three propositions; parallel 
processing of concurrent stimuli, fixed total processing capacity, and variable capacity 
allocation. It means that human has a limited capacity in information processing, the 
limited capacity is variable allocated depending on the stimuh need to be processed. The 
main difference between the serial models (Welford, 1952; Broadbent, 1958; Deutsch & 
Deutsch, 1963; Keele, 1973; Welford, 1952) and the limited capacity parallel model 
(McLeod, 1977) is where there is an interference in double-stimulus paradigm.
According to the single channel model (Welford, 1952), in the overlapping tasks 
paradigm, the stimuli can not be processed simultaneously. In fact S, does not get 
processed at all until the response to S, is completed. The later bottle neck model 
suggests two stimuli can be processed simultaneously without mutual interference a 
point. At this point, S, is still processed, but S; is stopped from further processing until S, 
is completed. According to the bottle neck models, the second task does not interfere with 
the processing of the first one because the bottle neck stops the second one from 
becoming involved. But according to McLeod's (1977) model, two stimuli can be 
processed simultaneously but with interference. The interference dependents on the 
complex of the tasks. For example, subjects process a stimulus paired with the second 
easy stimulus-response task faster than does the same stimulus paired with the second 
difficult task.
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Figure 2. The various human information processing models. Line 1 represents Welford’s 
(1952) single channel model, line 2 represents Broadbeat's (1958) bottleneck model, line 
3 represents Deutsch & Deutsch (1963) model, line 4 represents Keele's (1973) model, 
line 5 represents McLeod's (1977) model.
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Early Study o f Psychological Refractory Period
Based on the above basic human information processing model, a great deal of 
researchers have investigated whether stimuli are processed in a serial or parallel fashion. 
To study the character and limitation o f human information processing, researchers have 
employed the PRP paradigm. The PRP paradigm requires a subject to respond to two 
closely spaced stimuli, with each stimulus requiring a separate response. Using this 
paradigm study, Telford (1931) discovered that there is a delay in response to the second 
stimulus (Sj) while the first stimulus (S,) is being processed, and named the delay PRP. 
Since then, most PRP researchers have been interested in the effect o f S,-R, on the 
second response (RJ.
In fact, there are a plethora of studies investigating the effect o f S,-R, interfering 
with the R, (e.g.. Creamer, 1963; Davis, 1959; Karlin & Kestenbaum, 1968; Welford, 
1968). For example, the finding firom David’s (1959) study showed that the control RT, 
(when S, was not presented) was 124 msec, but RTj was 258 msec when it associated 
with S,. The study indicated that there was a refi-actory delay in RT, due to processing S,. 
David's study also indicated another important effect that the inter-stimulus interval (ISI) 
affects the delay of RTj (e.g. 50 vs. 300 msec) in that very short ISIs would yield a 
coupling o f S, and Sj whereas the PRP effect would be diminished.
Welford (1952) proposed the single-channel model to account for psychological 
refiractoriness. Welford hypothesized that if  S, entered the single channel and was being 
processed, then processing o f Sj must be delayed until the processing o f  S, is completed. 
He used an equation to RT^, as RT  ^= control RT^ + (RT, + ISI), to define this prediction.
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Karlin and Kestenbaum (1968) determined the effect of changing the number of 
alternatives in R, on R,. In their study, the number of alternative in the S,-R, was either 
one, two, or five. Their study showed that increases in RT, resulting firom increasing the 
number of choices had the effect of markedly increasing the delay in RT, at the three or 
four shortest intervals (e.g., 90,190, 290, 390 msec).
From the results o f these studies, models have been developed to explain PRP. 
The underlying presumption of these models is that human information processing is 
either serial (e.g., Welford, 1952, Keele, 1973) or parallel manner(e.g., Kahneman, 1973; 
McLeod, 1977). Perhaps the most classic examples of each type o f model are the serial 
model of Welford (1952) and the parallel model of McLeod (1977).
As mentioned, it is generally the effect of S, on RT, that is o f concern with regard 
to the PRP paradigm. However, some researchers have suggested that simply 
investigating the effect of S, on RT, tells only half o f the story about the PRP because the 
PRP includes not only the delay in the response to S, but may also include a delay in the 
response to the first of two closely spaced stimuli (Chamberlin, 1987; Franks & Canil, 
1985; Herman & Kantowitz, 1970). The interesting but neglected area of PRP is how the 
S, and/or R  ^affects RT, (Figure 2). The effect o f Sj on the response to S, in the PRP 
paradigm also indicates the limitation and characteristics of human information 
processing. For example, whether a person's RT to S, will be increased when another 
stimulus appears during the first S-R period. ( e.g. a secretary types rapidly when a phone 
rings, or an acrobat tries to get two balls at the same time.)
A few recent investigators (e.g., Chamberlin, 1987; Franks & Canil, 1985; Karlin
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& Kestenbaum, 1968; Pashler, 1994) have discussed the influence of manipulations of S,- 
R, on R,. Most of these studies was that manipulation o f the attentional load o f S^-R, was 
done by increasing the number of choice, such as presenting subjects with either a one- or 
two-choice task for both R, and R .^ The tasks were visual reaction-time task with key 
pressing in reaction to stimulus. But the results and conclusions drawn from these studies 
differed. For example, Franks and Canil (1985) investigated RT, through increasing the 
number of choice in Sj, either one- or two choice. They found that RTl was constant 
when the number of choice in S, increase from one to two. The similar result from 
Chamberlin’s (1987) study showed there is not a significant effect of S, on RT,. Karlin 
and Kestenbaum (1968) suggested from their experiment that there is a effect of Sj on 
RT,. Additionally, previous studies may have left one or more variables uncontrolled 
(e.g., Chamberlin, 1987). Therefore, the effect ofS,-R, pair on the response o f S,, which 
is equivocal in the prior PRP studies, should be further investigated. The concept of PRP 
will be more completed through investigating the degree o f mutual interference in the 
overlapping task paradigm.
There are unanswered questions in previous studies on the Effect of S2 on RTl in 
PRP paradigm. The current study is designed to conduct controlled experiments to 
answer some of those unanswered questions.
According to the previously discussed early serial and the bottle neck models 
(e.g., Welford, 1952; Broadbent, 1958; Keele, 1973), the prediction on the PRP paradigm 
would be that RT, stimulus is independent o f S -^R  ^task. Thus, RT, is constant no matter
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how complex and variation S, is or whether S, is involved. Chamberlin (1987) showed 
that there was no significant delay in RT, as the complexity of S^-R, varied in the trials of 
his experiment. Franks & Canil’s study (1985) showed not only the above result but also 
the effect that RT, is independent o f inter-stimulus interval (ISI). They suggested that the 
evidence in their experiment supported the serial model (Welford, 1952) o f central 
processing. However, the extent to which their data supports the serial models is suspect, 
because it is not known if there was a significant difference between control RT,, and RT, 
with S,-R,. This is a critical aspect o f the PRP logic because depending on the serial 
model, the important character in the double-stimulus paradigm is that RT, is 
independent of S2-R2 task. RT, is constant no matter whether S^-R, task is involved or the 
complexity of the second task is changed.
According to McLeod's (1977) parallel model, the amount o f interference with 
each o f the two tasks depends how complex each task is. RT, will be increased because a 
more complex second task requires a shift of the limited capacity from the first to the 
second task. So the prediction on the PRP paradigm would be that RT, is dependent on 
S,-R, task. RT, decreases as the complexity of the Si-Rj decreases. Karlin & Kestenbaum 
(1968) conducted an experiment in which there was a consistent tendency in the number 
of choices in S^-R, to lengthen RT, when the number of choices in S,-R, was held 
constant. However they did not compare the difference between control RT, and RT, in 
double-stimulus paradigm, because according to the parallel model, control RT, should 
be smaller than RT, in double-stimulus paradigm. Additionally, they only used four 
subjects and there was no statistical analysis in the study. The extent to which Karlin and 
Kestenbaum's (1968) results support McLeod's (1977) model is not well understood.
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On the other hand, the above studies only set the complexity of S, in one stage of 
information processing which was either in the response selection stage or the response 
programming stage. For example, Karlin and Kestenbaum's (1968), Franks and Canil 
(1985) only set the complexity of S, in the response selection stage and Chamberlin 
(1987) put the difficulty o f S, in the response programming stage. They did not detect the 
effect o f the difficulty o f S, in each of three stages on RT,. Because the previous studies 
have been equivocal in this regard, the present study will attempt to determine the effect 
o f Sj-Rj on RT, in PRP paradigm through investigating RT, in a control condition and in 
the condition with different second task, and the relationship between RT, and ISI in 
double-stimulus condition.
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S,:R, - SjiRj EXPERIMENTS
The current study is designed to investigate which human information processing 
is either serial or parallel in nature. Specifically, a PRP paradigm will be employed to 
investigate the extent to which a response to the first stimulus is affected by a second 
stimulus-response pair.
By using the PRP paradigm and comparing it with the baseline condition, one can 
investigate whether the response to the first stimulus is affected by the second stimulus- 
response pair. If  the processing o f the second stimulus does not influence the processing 
of the first stimulus, one can presume that information processing is serial in nature, in 
that a second stimulus is not processed until the first stimulus-response is completely 
processed. This finding would be consistent with bottle neck models of processing (e.g., 
Welford, 1953). However, if  the second stimulus-response pair does affect the first 
response one can assume parallel processing because the second stimulus-response was 
processed before completion of the first stimulus-response. This finding would be 
consistent with parallel models (e.g., McLeod, 1973)
Experimental Design
The experiments were designed to produce one single or two subsequent visual
25
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stimuli on the computer screen. The subjects were required to respond to those stimuli 
with appropriate key strokes accordingly in the experiments. In the single stimulus 
situation, the computer recorded the reaction time o f the subjects. In double stimuli 
situation, the computer recorded the reaction time to the first stimulus, the inter-stimuli 
interval and the reaction time to the second stimulus. There were total five experimental 
conditions which were different in number of stimuli, stimulus type and response 
requirement. Experiments of the other four conditions with second stimulus were 
arranged in a manner, that was, started with condition 1 (without the second stimulus), 
then randomly arrange conditions 2 ,3 ,4  and 5, and finally condition 1 again. The 
repeated condition 1 experiment was performed to verify if  there was any learning effect 
during the experiment. These five conditions were illustrated in Figure 3.
Condition 1. This was the baseline task experiment on the simple visual reaction 
time. During the experiment, the subjects were required to press a key (e.g., "F" key) on 
the keyboard in response to a visual stimulus (green light in a square) on the left side o f 
the computer screen. The key and the stimulus were spatially compatible. The single 
reaction time to the single stimulus was recorded. Experimental results obtained under 
this condition were used to establish the baseline simple reaction time for individual 
subjects. Experiments under this condition were conducted twice, once at the beginning 
o f the experimental procedure and again at the end o f the procedure. The second group o f 
experiments under this condition were used to verify if there was any learning effects for 
the individual subjects during the experimental procedure. In the analysis (SAS program, 
SAS output), the first condition 1 experiment was noted either as condition 1 or la, 
whereas the second (last experiment) condition 1 experiment was noted either as
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condition 6 or lb.
Condition 2. Under the second condition, the subjects were required to press a key 
(letter "K") in response to a stimulus (green light square) presented on the left side o f the 
computer monitor (baseline arrangement) and press a key " J" in response to a stimulus 
(yellow light square) presented on the right side of the computer monitor. Since two 
stimuli and two possible responses were present, both expected key letters and the actual 
response key response letters were recorded. In the analysis, only those data with correct 
key response to appropriate stimuli were considered valid.
Condition 3. The layout for the third experimental condition was quite similar to 
that for the second condition, except that the second stimulus "J" was a weak signal (low 
graylevel) in this situation. Similarly, both expected keys and actual response key strokes 
were recorded in the experiment.
Condition 4. In this condition, the subjects were required to produce a baseline 
response (green light stimulus - F response) followed by a "K" or "J" key press response 
to a stimulus presented on the right side o f the computer screen by either the right index 
or middle finger. The location of the second stimulus on the right of the screen varied.
The required keys ("J" and "K" keys) for responding the second stimulus were 
incompatibly mapped to stimulus locations on the screen. The "K" key was required to 
respond to the second stimulus at the central-right location and the "J" key was required 
to respond the to the second stimulus at the right-right location. Likewise, information 
about expected keys and actual stroked keys were recorded in the experiment. Since the 
experimental requirements for condition 4 were substantially more complex than those 
for other conditions, incorrect key response is expected. Acquired data with incompatible
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expected and response keys were considered invalid.
Condition 5. In this condition, the subjects were required subjects to produce the 
baseline response followed by a series o f  key press responses to a stimulus presented on 
the right side of the computer monitor (i.e. “K” - ‘T ’ -”L”, Figure 3).
In all o f the experimental conditions with second stimulus (S,), the inter-stimulus
interval
was randomly (ISI) varied between 50, 150, 250 and 350 ms (miniseconds) and the 
foreperiod (FP) varied randomly between 1250, 1500, 1750 and 2000 ms. The first 
stimulus-response pair was constant in all conditions, while the second stimulus-response 
pair was varied across conditions. In the baseline condition, there was no second 
stimulus-response pair. The condition 1 was used as a reference basis for other PRP 
conditions.
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Figure 3. The experimental design (5 conditions) .
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Data Acquisition
The S1:R2 - S2:R2 experiments were conducted in the kinesiology laboratory in 
the Department o f Kinesiology at University of Nevada, Las Vegas, in the Spring 
semester 1994.
Subjects. Twenty four undergraduate students from the University of Nevada, Las 
Vegas were volunteers to participate in this study. The subjects were between age 20-30. 
All subjects were right-handed as determined by handedness in their writing. All subjects 
were naive in regard to the theoretical question of the study. They all read and signed an 
informed consent prior to participation.
Apparatus. The apparatus for the experiment was a Gateway 2000 microcomputer. 
The computer monitored and recorded the reaction times, and when appropriate, 
movement times.
Procedures. Each subject was oriented to the task instructions and asked to 
respond as quickly as possible to the presented stimuli. There were two sessions in the 
experiment. First session included three o f six conditions, and second session included 
the other three. The baseline condition was used in both sessions (condition la  or lb). 
They were arranged at the beginning o f the first session and at the end of the second 
session. These two sessions were arrange in two different days. The other four conditions 
with second stimulus were assigned in a random sequence to each subject. For example, 
the first subject may complete the baseline (condition la), then condition 3, then 5 in the 
first day session, and 4, 2, and the baseline (condition lb) in the second day session.
Order of condition was counterbalanced across subjects. The reaction time of the first 
stimulus (RTl) and the reaction time o f the second stimulus (RT2), were recorded by the
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computer and constituted the dependent measure o f interest. For each condition, subjects 
were asked to complete 20 trials of the specific task as a practice followed by 40 test 
trials. The 40 test trials were recorded and used for analysis.
Table 1 gives the experimental data acquired by subject No. 1. In this table, FP is 
the foreperiod, the time given before each stimulus SI. For condition la  and 2b, RT is the 
reaction time to the only stimulus (baseline stimulus). For other conditions involving PRP 
layout (two stimuli), Keyl and Hit a are the expected and the actual key response to the 
first stimulus, Key2 and Hit2 are the expected and the actual key response to the second 
stimulus. RTl and RT2 are the reaction time given to the first and second stimuli 
respectively measured.
It was noted that in the experiments the subjects did press wrong keys or get 
distracted by other interferences and thus, produce unusual long Rts. Some extremely 
short Rts are questionable, because of anticipation, due to the fact that the subjects could 
hit the right key at almost the same time when the stimulus appears. Using simple 
statistics, the average reaction time to the first stimulus (RTl) for different foreperiod 
(FP) for different subjects was computed using the data obtained in condition la. The 
average R T ls are listed in Table 2. The rage of the RTls for these subjects was fi-om 194 
to 419 ms. Therefore we have sufficient reason to consider those observations with either 
extremely long (RT1>1000ms) or extremely short (RTKlOOms) R Tls as outliers. 
Similarly, observations with incorrect response key were excluded firom analysis.
It was also noted that the individual subjects were different in terms of the speed
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o f their response to the first stimulus (base lines experiments). Therefore the removal of 
the individual effects has been attempted in order to draw a statistical conclusion about 
the inter-relationship between RTl and S2.
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STATISTICAL ANALYSIS
There were two dependent variables (RTl and RT2) in this study. Reaction times 
less than 100 ms and greater than 1000 ms were deleted from the analysis. Four separate 
analysis o f variance (ANOVA) procedures were run on mean reaction time data. These 
four ANOVA procedures were used to test (1) the potential effect o f learning, (2) the 
effect o f the second stimulus on the reaction time o f the first stimulus (RTl), (3) the 
effect o f different experiment layouts on the RTl, and (4) the effect due to foreperiod 
(FP) and the inter-stimulus interval (ISI). The data were analyzed with the SAS system. 
All ANOVA procedures used for the analysis were written in SAS language. Appendix A 
and appendix B give the SAS programs for the study and the output of the analysis.
Because the experiment was performed over five conditions in the two-day 
sessions, one potential threat to internal validity was a learning effect. This was combated 
by counterbalancing the order of conditions. However, to assess the possibility of a 
learning effect a statistical analysis was performed. Additionally, if  the analysis reveals 
no significant effect for baseline RTl under condition la  and lb, then no significant
33
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Figure 4. Standardized RTls for two baseline conditions.
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learning effect would be expected for the other conditions.
Theoretically, a learning effect may depend on the individual's learning abilities. 
From Table 2, the differences in RTl among different subjects and for different FP levels 
can be observed. In order to compensate the individual effects, the RTls obtained in both 
conditions la  and lb are standardized using individual references at five FP levels. This 
personalized standardization is performed in this way: With reference to Table 2, denote 
the average RTl in Table 2 for a given subject at given FP level, and consider it as a 
standard reference RTl for such subject at such FP level. Then the experimental RTls 
under condition la  and lb can be "individually" standardized:
RTl
C R T 1  = 1  n n _______ ( c o n d ,  s u b  j , FP)
^ ^ ■ ^ ■ ^ ( c o n d , s u b j ,F P i  -
^ - * ' ' ^ ( C l a , s u b j , F P )
where SRTl is the standardized RTl, "cond" stands for conditions Cla or C lb  . These 
individualized transformations obviously suppressed the effects due to individual subjects 
and difference FP levels. The analysis of RT data revealed that there is not significant 
difference between condition la  and lb, F = 0.91 (p = 0.34) with mean being 100 and 
98.59 ms. No significant difference was found (F = 1.28, p = 0.28) in the five FP levels. 
The results also suggest for the standardized SRTl, both contributions from experimental 
conditions and FP level are insignificant. Therefore, combined data from C la  and C lb 
was used for future analyses.
To ascertain the effect o f the second stimulus on RTl, the same individual 
standardization to the RTls was obtained under condition 2, 3 ,4  and 5. Then the means
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were calculated for SRTl's experiments with single stimulus (conditions la  and lb) and 
the mean SRTl for experiments with paired stimuli (conditions 2 ,3 ,4 , and 5) for 
individual subjects and different FP levels were calculated respectively. That is, first 
compute:
R T lODT^i —i n n  (co n d ,  su b  j , FP)
( c o n d ,s u b i ,  -------------------------
-* - (C la ,sub j ,F P )
where cond=Cla, C2, C3, C4, C5, and Clb, "subj" stands for subject. Then for each 
subject and FP, compute:
^ S R T l ( c i a > c i b , F P )  ( C la ,  s u b j ,  FP) " ^ 5 2  ( C l b ,F P )  ^
‘■ ^C la* C lb ,F P
^ S R T l  (c 2 » c 3 -C 4 * C 5 ,F P )  m  ^ ^ " ^ ^ ( C 2 , s u b j , F P )  ( C 3 , s u b j , F P )
C 2*C 3»C 4»C 5,FP
^ ^ ^ ^ ( C 4 , s u b j , F P )  ^ R ' ^ 1  ( C 5 , s u b j , F P )  ^
where and N 2^ »c3 »c4 *c5 f p  the numbers o f valid observations for the
same FP level for conditions la, and lb, and for conditions C2 through C5 respectively. 
These numbers can be different for different FP levels, since the outliers were dropped 
out of consideration. The mean standard RTls (MSRTl) for conditions la, lb, and 
conditions 2 though 5 need to be tested. Symbolically, the hypothesis is the following: 
H02: MSRTl cia*cib =MSRT1 C2»c3+c3+c5
2 4
The appropriate model for testing this hypothesis is:
Model 2: MSRTl = Main + FP +  STIM2 
where Main is the main constant effect, FP is the foreperiod with five levels, STIM2
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indicates the existence of the second stimulus. If the observation comes from C la  or Clb, 
then STIM2=0, if the observation comes from C2 through C5, then STIM2=1. The mean 
MSRTl for C la and Clb is 100, while the mean MSRTl for condition 2 through 5 is 
133.
The results of a one-way repeated measures ANOVA on hypothesis H02 is given 
in Table 4. The analysis confirmed the validity of model 2 with F = 29.47, p<0.001. 
Further test suggest that the effect of FP in model 2 can be ignored (F=0.27, ?>0.8998), 
while the effect of STIM2 (second stimulus) is significant (F=146.28, P<0.0001). This 
suggests that the model 2 can be further written:
Model 2a: MSRTl = Main + STIM2 
The result suggests that the second stimulus had a significant effect on the processing of 
the first stimulus.
In order to verify the difference in RTl among all four conditions with the second 
stimulus, the effects due all control variables existing in all four experimental conditions 
need to be considered. There are three control variables (Cond, ISI, FP) for the 
observations under conditions 2 through 4.
The appropriate model for describing the relationship between the control variables and 
the R T l is:
Model 3:
RTI=Main+Cond+ISI+FP+Cond*ISI+Cond*FP+ISI*FP+COND*ISI*FP 
where Cond=2, 3 ,4  and 5; ISI =50, 150,250, and 350; FP=1000, 1250, 1500, 1750,
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2000. Cond*ISI, Cond*FP, ISI*FP and COND*ISI*FP are interaction variables.
The hypothesis to be tested were:
H031 : Con 2 = Cond3 = Cond4 = CondS,
ISI50 = ISI150 = ISI250 = ISI350,
FPIOOO = FP1250 = FP1500 = FP1750 = FP2000.
H032: Cond, ISI and FP is independent.
A 4(Condition)x 4  (ISI)x5 (Foreperiod) ANOVA with repeated measures on all 
factors was used to analyze the mean reaction time data for the first response (RT,). The 
results suggest that the model 3 can be rejected, since F=6.12 and p>f is only 0.0001 
(Table 5).
The results further suggest that the effects due all first order variables COND, ISI 
and FP are statistically significant. For instance, the F value for COND is F (3, 2336) =
118.38 with p<0.001. Further, the Duncan's multiple test (Table 6) result shows that 
conditions C2, C3 and C5 can be grouped together, while C4 is significantly different 
from the group of C2 , C3 and C5. The mean R Tls for these conditions are shown in 
Figure 5. This suggests that the appearance o f the second stimulus affected the responses 
of the participants to the first stimulus. The results support Neumann's (1987) model that 
many stimuli received at the same time are processed in parallel in the early stages, but 
when the selection of a certain action is made, the other processes are completely or 
partially blocked until the original action has run its course. This could account for the 
fact that the interference in processing the first stimulus due to the second stimulus is the 
same when
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second stimulus condition.
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Figure 6. RT to the first o f two closely spaced stimuli at various inter­
stimulus intervals (ISIs).
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the stages of the second stimulus has been stressed at the stimulus identification and response 
programming stage, rather than at the response selection stage.
Similarly, the eflfect due to variable ISI is significant [F(3,2336) =  17.99, p<0.0001]. 
The mean RTls for various ISI levels are plotted in Figure 6. This suggests that the ISI level 
affected the responses of the participants to the first stimulus. According to Duncan's 
multiple range test results (Table 7), ISI 50 ms and ISI 150 ms can be considered two 
different groups while ISI 250 ms and ISI 350 ms can be considered as another group (long 
ISI group). There is significant difference between ISI 50ms, 150ms and ISI 250 ms. But the 
difference between ISI 250 ms and ISI 350 ms is not significant. When ISI is shorter, the 
interference on RTl firom the second stimulus is smaller. This result supports Welford's 
finding (1952), when ISI is at 50 ms, participants treat two stimuli as one group. However, 
when ISI is at 250 ms, subjects process two stimuli separately, and the inference on RTl 
firom the second stimulus is larger. This experimental results have not been predicted by the 
filter models (e.g. Welford, 1952; Keele, 1973). According those filter models, the second 
stimulus-response does not affect the first response, since the model assumes that before the 
bottle neck, two stimuli are processed automatically without inference. As soon as the first 
stimulus arrives at the bottle neck, processing of the second stimulus is stopped until the first 
one is completed.
The effect due to foreperiod (FP) is similarly significant. The corresponding F (4, 
2366) = 5.67 with p<0.002. The mean RTl with difference FP levels are plotted in Figure 
7. Ducan's multiple range test results shows that short FP (1000 and 1250) and long FP 
(1500, 1750 and 2000) are significantly different (Table 8). It suggests that shorter 
foreperiods (e.g., 1000 and 1250 ms) increased RTl (Drazin, 1961).
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The statistics further suggest that the interactions of CONDxfSI [ F (9,2366) = 0.99, p>0.1 ], 
CONDxFP [F(12, 2366) = 0.35, p> 0.1 ], FPxfSI [F(12, 2366) = 1.40, p> 0.1] are 
insignificant. Similarly, the interaction CONxISfx FP [F(36,2366) = 0.60, p> 0.1] is also 
unsignificant.
Finally, hypothesis test for RT2's possible influential factors had been designed. The 
appropriate model is:
Model 4: RT2=Main + Cond + ISI + FP + Cond*ISI + Cond*FP + ISI*FP 
where Cond=2, 3, 4 and 5; ISI =50, 150, 250, and 350; FP=1000,1250, 1500, 1750,2000. 
Cond and ISI, Cond and FP and ISI and FP are interaction variables.
The hypotheses to be tested were:
H041: RT2 is not different in Condition 2 ,3 ,4 , and 5;
RT2 is not different in varied ISI;
H042: Cond is independent of ISI
A 4(C0ND) X 4 (ISI) ANOVA with repeated measures on all factors was used to 
analyze the mean reaction time data for the second response (RT2). The results o f the 
ANOVA are shown in Table 9. The F value for the model is 44.91 with p<0.0001. This 
suggests that the model 4 can be rejected.
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The ANOVA of RT2 further suggests that the effect due to COND is significant with F (3, 
2402) = 542.31 with p<0.001. The mean RT2s for different conditions (COND) are plotted 
in Figure 8. This suggests that the computational stress in each processing stage o f the 
second stimulus affect the responses o f the stimulus (RT2). Duncan’s test further revealed 
that the significant difference between pairs C4-C2, C4-C3, C4-C5, C5-C2 and C5-C3 are 
significant (Table 10). The difference between C2 and C3 is nonsignificant. The finding 
suggests that the stress in the response selection and the response programming stages of the 
second stimulus did affect RT2 to a significantly greater value (Keele, 1973, Henry & 
Rogers, 1960).
Similarly, the effect due to ISI is significant ( F (3, 2402) = 84.62, p<0.001). The 
average RT2s for different ISI levels are plotted in Figure 9. This suggests that the ISI level 
affected the responses to the second stimulus. The differences between all ISI levels are 
significant according to Duncan's test (Table ll).T he delay in RT2 decreased as the ISI 
increased. This finding is similar as Davis's (1959) finding that refractoriness of the second 
stimulus-response decreased as the inter-stimulus interval increased. Welford (1968) called 
this effect "grouping". When ISI was short, two signals were apparently dealt with as a 
single, more complex event. The participants produced two responses at the same time but 
with a greater RT than if only one of the responses were made to a single stimulus. When ISI 
is larger, RTl is larger and RT2 is smaller. This finding suggests that the participants may 
wait until the second stimulus is presented before responding to the first one, causing an RTl 
delay.
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The current findings have some similar characteristics to McLeod's (1973) fixed- 
capacity model. According to McLeod's model, the central nervous system has a fixed 
capacity to process information. Two stimuli can be processed at the same time with 
interference each other. Therefore, it is likely that individuals increased the response time to 
the first stimulus because some o f a fixed capacity has been allocated to process the second 
stimulus (e.g. control RTl and RTl with the second stimulus). However the results of the 
present study are not completely consistent with McLeod's (1973) model. The study shows 
that RTl is significantly decreased when ISl is shorter. Based on McLeod's model, RTl 
should be increased as ISl is shorter because when the ISI is shorter, the second stimulus and 
response should inhibit the processing of the first stimulus.
The results from this study are also somewhat consistent with characteristics of 
Keele's (1973) bottleneck model. When the second stimulus has been significantly stressed 
in the response selection (C4) stage, RTl is significantly longer than the other conditions 
(e.g., C2, C3, C5). This finding suggests that there is a bottleneck in the response selection 
stage. However, RTl is significantly shorter with a single stimulus-response pair than the 
dual stimulus-response pairs. This means that the second stimulus-response did affect the 
processes o f the first stimulus. This finding provides limited support for the traditional 
bottleneck models (Keele, 1973).
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CHAPTERS 
DISCUSSION AND FUTURE RESEARCH
Discussion
The findings from the present study suggest that PRP exits not only in the processing 
of the second stimulus but also in the processing o f the first stimulus and response. The 
current methodology manipulating and analyzing both the first and second stimulus-response 
sets allows for a more complete story about PRP as well as a unique method o f testing the 
nature o f the human information processing model. Unfortunately, certain conflicting results 
lend limited support to any one model of information processing.
The results from the study can be interpreted as not supporting traditional bottleneck 
models (e.g., Welford, 1952; Broadbent, 1958; Keele, 1973). According to the traditional 
bottleneck models, it could be inferred that there were no significant differences in RTl for 
different for conditions C1-C5. On the other hand, a serial information processing model 
suggests that the second stimulus would not impact the first response because the second 
stimulus is not processed until the completion of the first response. Neither bottleneck model 
nor serial model could be supported by the experiment, since significant differences between 
conditions was found. The finding of the experiments is not completely consistent with those 
o f previous studies. For example, Chamberlin (1987) found that there was no significant 
delay in RTl as the complexity of S2-R2 was varied. Franks and Canil (1985) showed a
48
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similar result and also demonstrated that the effect o f RTl is independent o f inter-stimulus 
interval. These studies were interpreted as supporting serial models. However a 
methodological flaw in those previous studies makes the interpretations suspect. It was not 
stated whether there was a significant difference between a control RTl and RTl paired with 
S2-R2 in their studies. The key point o f PRP logic as based on the serial model is that RTl 
is independent o f S2-R2. Again, this was tested in the present study that did not support a 
serial model but was not tested in previous studies that did support serial models.
Findings fi"om the present study are interpreted as being partially consistent with 
McLeod's model. McLeod suggests that the amount o f interference with each o f the two 
stimulus-response pairs depends on the processing requirements o f  each pair. In the present 
study there was a significant difference between control RTl (C la & Clb) and RTl paired 
with an S2-R2 pair (C2). Comparing Cl (baseline) with C2, C3 (stress in stimulus 
identification), C4 (stress in response selection), and C5 (response programming), a strong 
increase in RTl is noted. This suggests that the participants processed S2-R2 before 
completing the processing of S l-R l. Further, it was noted that C4 (response selection) was 
the strongest source of interference o f the processing o f the first stimulus. This may be an 
artifact of the nature of the task used for C4, or it may be an indication that there is a 
bottlenck in the response selection stage, as suggested by Keele (1973). One finding that is 
not in support o f McLeod's model is the ISl findings. For example, RTl was found to be 
significantly shorter as ISl was shorter. Based on McLeod's model, RTl should be increased 
as ISI is shorter. Again, this may be an artifact o f the data as explained in the Future 
Directions section.
Considering the deficiencies of both parallel models and bottleneck models, an
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alternative model is proposed that combines some characteristic o f McLeod's (1973) parallel 
model and Keele's (1973) bottleneck model to explain the limitation and character o f human 
central information processing. This alternative model suggests that information can be 
processed at the same time unless interference (processing demands) become too great. In 
the present study this interference is thought to have occurred in the response selection stage. 
As soon as processing demands become too great the first stimulus continues to be further 
processed but the second stimulus is tied until the first one is completed. This alternative 
model can be used to explain the results in the present study. For example, in C2 and C3 RTl 
is not significantly different. This is interpreted as the two stimuli being processed at the 
same time with interference before reaching the bottleneck. In C4, RTl is significantly 
slower than the other conditions, the processing demands in the response selection stage 
(bottleneck) of the second stimulus delays RTl. In C5, RTl is not significantly different than 
the other conditions, the stress in the response programming stage (after bottleneck) o f the 
second stimulus does not affect RTl.
EutureJJirections
More study should be done in the future to resolve several issues. For example, in the 
current study, participants were told that there are two stimuli and responses in conditions 
2, 3, 4, 5. Participants may have adopted a strategy to group the two stimuli as one whole 
unit. This would have affected reaction time and the interaction between reaction time and 
ISl interval. To alleviate this problem, further study should have catch trials so that the 
subject does not know whether there is one or two stimuli until the trial begins. Because RT2 
was not significantly different between conditions 2 and 3, there may not be enough
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
51
complexity in stimulus identification in the second task. Although, the stress in the response 
programming stage (C5) of the second stimulus was significant, when compared to C4, the 
stress may not be enough to elicit a significant change in RTl. More stress in the stages o f 
stimulus identification and response programming would clear up this issue.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
52
Stimulus Identification
Sensory Perceptual Response Response
Storage Analysis Selection Programming
■à
Figure 10. An alternative human information processing model suggested by the 
experiment: information can be processed parallally with interference until processing 
demand become urgent at the response selection stage.
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University of Nevada, Las Vegas 
Protocol for Research Involving Human Subjects
RESEARCH ABSTRACT
SUBJECTS:
Subjects will be 24undergraduate volunteers from the University o f Nevada, Las Vegas 
Department. The subjects will be right-handed as determined by handedness in their 
writing. All subjects will be naive in regard to the experimental question. Subjects will 
not be paid.
PURPOSE
Psychological Refractory Period (PRP) paradigm requires a subject to respond to two 
closely spaced stimuli, with each stimulus requiring a separate response. This PRP 
paradigm has been used to investigate the limitation and characteristics of human 
information processing which is either parallel or serial. Typically, the delay in the 
second of two responses due to the first stimulus/response have been evaluated in many 
early studies (e.g. Creamer, 1963, David, 1959, Telford, 1931, Welford, 1968). However 
the effect o f the second stimulus/response on the first response is an interesting but 
neglected area in the early psychological studies. The present study will examine the 
changes in the subject's response to the first o f  two stimuli in hopes o f assessing the 
degree of parallel or serial processing taking place. Data are interpreted in regard to the 
degree of parallel or serial processing taking place.
APPARATUS
The apparatus for the experiment will consist o f reaction times and movement time 
measurement system incorporating the time to response the first stimulus and a Gateway 
2000 microcomputer.
PROCEDURES
In the experiment, there will be five conditions, including the base-line condition, 
condition 1, condition 2, condition 3 and condition 4. The base-line task used will be a 
simple visual reaction time. For this task, subjects will be required to press a keyboard 
key (e.g., "F" key) in response to a visual stimulus on the computer screen. The key and 
the stimulus will be spaciously compatible on the subject's left hand side.
A first condition will require subjects to produce a key press response to a stimulus 
presented on the left side of the computer monitor (base-line arrangement) followed by a 
key press response to a stimulus presented on the right side of the computer monitor. A 
second condition will require subjects to produce the base-line response followed by a 
key press response to a weak stimulus presented on the right side o f the computer 
monitor. A third condition will require subjects to produce the base-line response 
followed by a key press response to a stimulus presented on the right side of the computer 
monitor by either the right index or middle finger. Each finger will be incompatibly 
mapped to stimulus location color. A fourth condition will require subjects to produce the
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base-line response followed by a key press response to a stimulus presented on the right 
side of the computer monitor followed immediately by moving the right hand 
approximately 35 cm forward and upward to grasp a tennis ball suspended on a string, 
followed immediately by a second key press response. The inter stimulus interval (ISI) 
will randomly vary between 50,150,250, and 350 msec in each experimental condition. 
Each subject will be oriented to the task instructions and asked to response as quickly as 
possible to the presented stimuli. Subjects will complete five trials o f the specific task as 
a practice followed by 20 test trials of that task. All subjects have 10 minutes rest 
between two tasks. Presentation of the five tasks will be randomly assigned to each 
subjects. For example, one subject may do base-line first (task I), then task 2, 3 ,4 , and 5, 
while a second subject will do task 2, then 4, 1,5, and 3. The reaction time of the first 
stimulus (RTl) will be record by the computer.
RISKS
Because the task is a simple visual-response task, there is very little risk involved in the 
proposed study.
BENEFITS
Subjects will benefit from being an active participant in the research process and from the 
knowledge gained through the study as that knowledge will be communicated to the 
subjects after data completion.
The cost/benefit ration is highly in favor o f the subject.
COST TO SUBJECTS
Approximately 60 minutes will be required o f the subjects for data collection. 
INFORMED CONSENT
Upon entering the laboratory, subjects will be seated and will read experimental 
instructions. After the instructions have been read and questions answered by the 
experimenter, subjects will be asked to sign and informed consent. After experiment 
completion the forms as well as the data are stored in a locked cabinet. Please see 
informed consent below.
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INFORMED CONSENT 
MOTOR BEHAVIOR LABORATORY 
UNIVERSITY OF NEVADA-LAS VEGAS
You are invited to participate in a study of human motor behavior. If  you decide 
to participate, the experimental session will last less than 60 minutes. During this time, 
you will be required to press a certain key as soon as a stimulus appears on the computer 
screen. There are no known risks involved in your participation. This information is 
based on a large body of experience with similar tasks.
Any information obtained in connection with this study that can be identified with 
you will remain confidential. If  you give us permission by signing this document, we plan 
to publish the results in an appropriate journal.
Your decision whether or not to participate will not prejudice your future relations 
with the University of Nevada, Las Vegas. If you have any questions please ask the 
experimenter. A telephone number to call if there are any questions is (702) 895-1241. 
Thank you for your participating in this project.
YOU ARE MAKING A DECISION WHETHER OR NOT TO PARTICIPATE. YOUR 
SIGNATURE BELOW INDICATES THAT YOU HAVE DECIDED TO 
PARTICIPATE HAVING READ THE INSTRUCTIONS AND INFORMED 
CONSENT.
Date Time Experiment Signature
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DATE: February 16, 1995
TO: Huiwen Zhang (KIN)
M/S: 3034
FROM: . Dr. William Schul2^^JdhjL>i'v-'
ipOirector, Office of Sponsored Progreuns
b St,RE: Vi atus of Human Subject Protocol entitled:
"Effect of a Second Stimulus on the First Reaction 
Time Using a Psychological Refractory Period Paradigm" 
OSP #351s0295-496e
This memorandum is official notification that the protocol for 
the project reference above has been approved. This approval is 
for a one year duration. At the end of the year, you must notify 
this office if the project will be continued.
If you have a n y questions or require any assistance, please give 
us a call.
cc : M. Guadagnoli (KIN)
OSP File 351s0295-496e
Associate Vice President for Research 
4505 Maryland Parkway • Box 451046 • Las Vegas, Nevada 89154-1046 
(702) 895-4240 • FAX (702) 8954242
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Experiment Instruction Sheet
The study which you are about to undertake will require you to press a computer 
key with your figer. You will press the key as quickly as possible when you see the light 
on the computer screen (see below). The computer will record how fast you press the key. 
You are asked to complete two 30-minute-sessions in two days.
Thank you for your participation. If  you have any questions please ask your 
experimenter.
Right Skit
Jk«y
TI» condKkm 2
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Date Name Subj# Day 1 
Condition
Day 2 
Condition
Initials Comments
1 1 2 3 4 5 1
2 I 3 2 4 5 1
3 1 2 3 5 4 1
4 1 3 2 5 4 1
5 1 2 4 3 5 I
6 1 2 4 5 3 1
7 1 4 2 3 5 I
8 1 4 2 5 3 1
9 1 2 5 3 4 1
10 I 2 5 4 3 1
11 1 5 2 3 4 1
12 I 5 2 4 3 1
13 I 3 4 2 5 1
14 I 3 4 5 2 1
15 I 4 3 2 5 1
16 1 4 3 5 2 1
17 1 3 5 2 4 1
18 1 3 5 4 2 1
19 1 5 3 2 4 1
20 1 5 3 4 2 1
21 1 4 5 2 3 1
22 1 4 5 3 2 1
23 1 5 4 2 3 1
24 1 5 4 3 2 1
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Table 1. Sample experimental data for subject No.l, where Cla, and C lb represent 
condition 1 experiment at the beginning and at the end, C2 represents condition 2
Exp.
No.
Cla
FP RT
Clb
FP RT FP Kevl Hitl
C2
RTl ISI Kev2 Hit2 RT2
1 1000 204 1000 222 1500 f  f 280 350 j 210
2 1750 206 1000 233 1000 f  f 321 150 j 314
3 1500 211 1000 213 1250 f  f 205 50 j 269
4 2000 229 1000 281 1750 f  f 211 250 j 217
5 1250 204 1000 229 2000 f  f 219 250 j 240
6 2000 448 1000 213 2000 f  f 204 350 j 170
7 1250 203 1000 318 1250 f  j 468 250 j 2007
8 1500 195 1000 278 1750 f  f 212 50 j 329
9 1000 220 1250 209 1000 f  f 222 350 j 171
10 1750 198 1250 289 1500 f  f 256 150 j 237
11 1500 421 1250 225 1750 f  f 231 150 j 243
12 1000 216 1250 395 1000 f  f 269 50 j 267
13 1750 170 1250 237 1500 f  f 235 250 j 230
14 1250 228 1250 209 1250 f  f 245 350 j 178
15 2000 211 1250 209 2000 f  f 223 50 j 268
16 2000 218 1250 221 1250 f  f 257 150 j j 230
17 1750 206 1500 204 2000 f  f 420 150 j 286
18 1250 213 1500 241 1500 f  f 226 50 j j 291
19 1000 213 1500 220 1750 f  f 236 350 j j 177
20 1500 206 1500 220 1000 f  f 235 250 j 148
21 1500 238 1500 217 1500 f  f 241 50 j j 260
22 1000 236 1500 192 2000 f  f 246 150 j j 231
23 1250 211 1500 212 1250 f  f 213 150 j j 227
24 1750 187 1500 217 1000 f  f 246 250 j j 207
25 2000 221 1750 212 1750 f  f 241 350 j j 211
26 2000 189 1750 187 2000 f  f 259 50 j j 290
27 1250 323 1750 208 1750 f  f 367 150 j j 237
28 1750 224 1750 211 1000 f  f 227 50 j j 305
29 1000 334 1750 199 1250 f  f 274 350 j j 212
30 1500 199 1750 198 1500 f  f 253 250 J j 186
31 1750 202 1750 184 1000 f  j 362 350 j j 637
32 1000 229 1750 184 1500 f  f 223 150 j j 245
33 1500 196 2000 196 1750 f  f 260 50 j j 254
34 1250 228 2000 224 2000 f  f 278 350 j j 232
35 2000 214 2000 194 1250 f  f 347 250 j j 220
36 1250 205 2000 194 1750 f  f 262 250 j j 313
37 2000 238 2000 211 1250 f  f 232 50 J j 273
38 1500 231 2000 198 2000 f  f 223 250 j j 221
39 1750 218 2000 222 1500 f  f 245 350 j j 187
40 1000 473 2000 175 1000 f  f 225 150 j j 230
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Table 1. (con’t) Sample experimental data for subject No.l, where C3 and C4 represent 
condition 3 and 4 experiments respectively.
Exp.
No. FP Kevl Hitl
C3
RTl ISI Kev2 Hit2 RT2 i FP Kevl Hitl
C4
RTl ISI Key2 Hit2 RT2
1 1500 f  f 237 350 j 148! 1000 f  f 226 250 j j 228
2 1000 f  j 335 150 j 1087| 1750 f  f 250 350 j k 216
3 1250 f  f 198 50 j 244! 1500 f  f 253 50 k k 354
4 1750 f  f 224 250 j 202= 2000 f  f 289 150 j j 310
5 2000 f  f 228 250 j 195| 1250 f  f 246 150 k k 319
6 2000 f  f 231 350 j 137! 2000 f  f 249 50 k j 314
7 1250 f  f 245 250 j 131| 1250 f  f 270 350 j j 301
8 1750 f  f 223 50 j 2511 1500 f  f 306 250 j j 288
9 1000 f  f 235 350 j 125! 1000 f  f 231 50 k j 324
10 1500 f  f 238 150 j 2331 1750 f  f 700 150 k j 598
11 1750 f  f 231 150 j 214! 1500 f  f 226 150 k k 284
12 1000 f  f 577 50 j 5031 1000 f  f 243 350 j j 285
13 1500 f  f 225 250 j 2231 1750 f  f 245 50 j j 338
14 1250 f  f 246 350 j l l | 1250 f  f 268 250 k k 296
15 2000 f  f 205 50 j 271 j 2000 f  f 261 350 j j 271
16 1250 f  f 242 150 j 12l| 2000 f  k 679 250 k k 1405
17 2000 f  f 403 150 j j 2281 1750 f  f 245 250 k k 271
18 1500 f  f 228 50 j 2281 1250 f  f 239 50 j j 340
19 1750 f  j 326 350 j j 407= 1000 f  f 343 150 k k 417
20 1000 f  j 516 250 j j 29051 1500 f  f 300 350 j k 217
21 1500 f  f 240 50 j j 286j 1500 f  f 282 350 k k 385
22 2000 f  f 328 150 j j 314| 1000 f  k 572 150 k f 400
23 1250 f  f 253 150 j j 215= 1250 f  f 288 50 j j 384
24 1000 f  f 339 250 j j 189| 1750 f  j 580 250 j j 984
25 1750 f  f 249 350 j j 196: 2000 f  f 209 250 k j 301
26 2000 f  f 235 50 j j 2811 2000 f  f 254 350 i j 263
27 1750 f  f 208 150 j j 235! 1250 f  f 290 250 k k 397
28 1000 f  f 457 50 j j 3701 1750 f  f 225 50 j j 339
29 1250 f  f 227 350 j j 213} 1000 f  f 360 350 j j 302
30 1500 f  f 237 250 j j 183j 1500 f  f 294 150 j j 298
31 1000 f  f 226 350 j j 197! 1750 f  f 294 150 k k 391
32 1500 f  f 207 150 j j 2861 1000 f  f 247 50 k j 312
33 1750 f  f 208 50 j j 2531 1500 f  f 253 250 j j 254
34 2000 f  f 220 350 j j 127j 1250 f  f 265 350 k k 183
35 1250 f  f 228 250 j j 203 j 2000 f  f 276 50 k k 321
36 1750 f  f 213 250 j j 174! 1250 f  f 274 150 j j 319
37 1250 f  f 221 50 j j 2701 2000 f  f 311 150 j j 309
38 2000 f  j 27 250 j j 2721 1500 f  f 302 50 k k 326
39 1500 f  j 330 350 j j 3931 1750 f  f 310 350 j j 223
40 1000 f  f 254 150 j j 253 j 1000 f  f 215 250 k k 214
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Table 1 (con't). Sample experimental data for subject No.l, where C5 represents
Exp. 1 
No. : FP K evl Hitl
C5
RTl ISI Kev2 Hit2 RT2
Ij 1500 f  f 245 350 j 209
i i 1000 f  f 234 150 j 215
3Î 1250 f  f 212 50 j 257
4| 1750 f  f 235 250 j 164
5\ 2000 f  j 472 250 j c 266
d 2000 f  j 343 350 j 1 106
7\ 1250 f  1 19 250 j 216
g| 1750 f  f 221 50 j 290
9! 1000 f  f 217 350 j 146
loj 1500 f  f 221 150 j 219
llj 1750 f  f 209 150 j 251
12Î 1000 f  f 235 50 j 249
13Î 1500 f  f 217 250 j 170
14Î 1250 f  f 218 350 j 128
is | 2000 f  f 220 50 j 274
id 1250 f  f 343 150 j 245
n j 2000 f  f 324 150 j 182
isj 1500 f  f 273 50 j 243
19| 1750 f  f 308 350 j 258
20| 1000 f  f 230 250 j 152
21= 1500 f  f 211 50 j 248
22Î 2000 f  f 217 150 j 251
23j 1250 f  f 239 150 j 213
24| 1000 f  f 361 250 j 107
25= 1750 f  f 362 350 j 73
261 2000 f  f 214 50 j 271
27Î 1750 f  f 234 150 j 195
28Î 1000 f  f 207 50 j 218
29Î 1250 f  f 236 350 j 146
30| 1500 f  f 215 250 j 201
3 l| 1000 f  f 243 350 j 184
32| 1500 f  f 208 150 j 210
33| 1750 f  f 213 50 j 261
341 2000 f  f 68 350 j 21
35Î 1250 f  f 172 250 j 179
36| 1750 f  f 229 250 j 150
37| 1250 f  f 398 50 j 343
38| 2000 f  f 228 250 j 214
39! 1500 f  f 224 350 j 274
40! 1000 f  f 201 150 j 149
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Table 2. Average first reaction time (RTl) for different subjects under different 
foreperiod (FP) conditions as computed using data acquired in condition la  experiment.
Subject
Average 
RTl at 
FP=1000
Average 
RTl at 
FP=1250
Average 
RTl at 
FP=1500
Average 
RTl at 
FP=1750
Average 
RTl at 
FP=2000
1 266 227 237 201 246
2 263 248 223 230 304
3 271 262 243 227 268
4 277 294 265 259 327
6 327 244 291 278 308
7 350 321 270 301 262
9 275 263 284 273 268
10 309 340 275 260 302
11 377 419 361 385 370
12 232 303 272 233 236
13 250 244 215 282 218
14 228 230 245 254 198
16 368 302 270 315 270
17 315 375 308 310 330
18 301 262 279 271 246
19 273 235 269 313 331
20 250 218 214 224 216
23 276 287 257 259 257
24 257 223 194 209 238
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Table 3. ANOVA table for testing 
hypothesis HOI:
SRTl(Cia)=SRT1(Clb) ._____________
***** T estl:C la  = Clb *****
General Linear Models Procedure 
Class Level Information 
Class Levels Values 
COND 2 1 6
FP 5 1000 1250 1500 1750 2000
Number of observations in data set = 1500
Dependent Variable: SRTl
Sum o f Mean 
Source DP Squares Square F Value Pr > F 
Model 5 4854.73410 970.94682 1.21 0.3043 
Error 1494 1203651.2968 805.65683
Corrected Total 1499 1208506.0309
R-Square C.V. Root MSE SRTl Mean 
0.004017 28.58475 28.3841 99.298017
Source DF Type I SS Mean Square F Value Pr >  F 
FP 4 4119.92238 1029.98060 1.28 0.2764 
COND 1 734.81172 734.81172 0.91 0.3397
Source DF Type HI SS Mean Square F Value Pr >  F 
FP 4 4113.59096 1028.39774 1.28 0.2771 
COND 1 734.81172 734.81172 0.91 0.3397
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Table 4. ANOVA analysis for 
testing if the existence of the 
second stimulus affecting the 
MSRTl.____________________________
***** Test2; (C2+C3+C4+C5)/4 = C l ***** 
Analysis of Variance Procedure 
Class Level Information
Class Levels Values
FP 5 1000 1250 1500 1750 2000
STIM2 2 0 1
Number o f observations in data set = 190  
Dependent Variable: MSRTl 
Model: MSRTl = Main Effect + FP effect + STIM2 
Sum o f  Mean 
Source DF Squares Square F Value Pr > F 
Model 5 52058.4584 10411.6917 29.47 0.0001 
Error 184 65008.6693 353.3080
Corrected Total 189 117067.1277
R-Square C.V. Root MSE MSRTl Mean 
0.444689 16.13530 18.7965 116.49294
Source DF Anova SS Mean Square F Value Pr >  F 
FP 4 375.2108 93.8027 0.27 0.8998 
STIM2 1 51683.2476 51683.2476 146.28 0.0001
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Table 5. ANOVA analysis for 
testing if conditions C2 through 
C5 are different.
***** Test3.1:C2=C3=C4=C5 forRTl ***** 
General Linear Models Procedure 
Dependent Variable: RTl
Class Levels Values
COND 4 2 3 4 5
ISI 4 50 150 250 350
FP 5 1000 1250 1500 1750 2000
Number o f  observations in data set = 2446
Sum o f  Mean 
Source DF Squares Square F Value Pr >  F 
Model 79 8115446.77 102727.17 6.12 0.0001 
Error 2366 39732640.35 16793.17
Corrected Total 2445 47848087.12
R-Square C.V. Root MSE RTl Mean 
0.169609 35.77097 129.588 362.273 
Source DF Type I SS Mean Square F Value Pr >  F
COND 3 5963900.67 1987966.89 118.38 0.0001 
ISI 3 906289.41 302096.47 17.99 0.0001
FP 4 380857.73 95214.43 5.67 0.0002
COND*ISI 9 150305.90 16700.66 0.99 0.4422  
COND*FP 12 70747.46 5895.62 0.35 0.9792 
1SI*FP 12 281628.57 23469.05 1.40 0.1594 
COND*ISI*FP 36 361717.03 10047.70 0.60 0.9723
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Table 6. Ducan grouping for variable 
COND._______________________________________
***** Test 3.1 : C2=C3=C4=C5 for RTl *****
Duncan's Multiple Range Test for variable: RTl
NOTE: This test controls the type I comparisonwise error rate, not the 
experimentwise error rate
Alpha= 0.05 df= 2366 MSE= 16793.17 
WARNING: Cell sizes are not equal.
Harmonic Mean o f  cell sizes= 611.3626
Number o f  Means 2 3 4 
Critical Range 14.54 15.30 15.82
Means with the same letter are not significantly different.
Duncan Grouping Mean N COND
A 447.384 615 4
B 336.824 597 3
B
B 333.943 612 5
B
B 330.420 622 2
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Table 7. Ducan grouping for ISI levels.
***** Test3.1:C2=C3=C4=C5forRTl *****
Duncan's Multiple Range Test for variable; RTl 
NOTE: This test controls the type I comparisonwise error rate, not the 
experimentwise error rate
Alpha= 0.05 df= 2366 MSE= 16793.17 
WARNING: Cell sizes are not equal.
Harmonic Mean o f cell sizes= 609.9153
Number o f  Means 2 3 4 
Critical Range 14.55 15.32 15.84
Means with the same letter are not signii
Duncan Grouping Mean N ISI
A 385.528 578 350
A
A 376.782 596 250
B 356.673 609 150
C 334.100 663 50
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Table 8. Ducan grouping for FP levels.
***** Test 3.1: C2=C3=C4=C5 forRTl *****
Duncan’s Multiple Range Test for variable: RTl 
NOTE: This test controls the type I comparisonwise error rate, not the 
experimentwise error rate
Alpha= 0.05 df= 2366 MSE= 16793.17 
WARNING: Cell sizes are not equal.
Harmonic Mean o f  cell sizes= 489.1354
Number o f  Means 2 3 4 5 
Critical Range 16.25 17.11 17.69 18.11
Means with the same letter are not significantly different.
Duncan Grouping Mean N FP
A 380.070 483 1000
A
A 374.956 498 1250
B 356.176 484 1750
B
B 350.892 493 1500
B
B 349.258 488 2000
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Table 9. ANOVA analysis for 
testing hypothesis H041 and 
H042.____________________________
***** Test 3.3: C2=C3=C4=C5 for RT2 ***** 
General Linear Models Procedure 
Class Level Information
Class Levels Values
COND 4 2 3  4 5
ISI 4 50 150 250 350
FP 5 1000 1250 1500 1750 2000
Number o f observations in data set =  2446
General Linear Models Procedure
Dependent Variable: RT2 
Stun o f  Mean 
Source DF Squares Square F Value Pr > F 
Model 43 33684293.0 783355.7 44.91 0.0001 
Error 2402 41899945.9 17443.8
Corrected Total 2445 75584238.9
R-Square C.V. Root MSE RT2 Mean 
0.445652 40.54468 132.075 325.751
Source DF Type I SS Mean Square F Value Pr > F 
COND 3 28379554.6 9459851.5 542.31 0.0001 
ISI 3 4428381.4 1476127.1 84.62 0.0001
FP 4 100855.4 25213.9 1.45 0.2164
COND*ISI 9 378466.3 42051.8 2.41 0.0101 
COND*FP 12 120821.3 10068.4 0.58 0.8622 
ISI*FP 12 276213.9 23017.8 1.32 0.1998
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Table 10. Ducan grouping for variable 
COND.______________________________________
***** Test 3.4: C2=C3=C4=C5 for RT2 *****
Duncan's Multiple Range Test for variable: RT2
NOTE: This test controls the type I comparisonwise error rate, not the 
experimentwise error rate
Alpha= 0.05 df= 2402 MSE= 17443.77 
WARNING: Cell sizes are not equal.
Harmonic Mean o f  cell sizes= 611.3626
Number o f  Means 2 3 4 
Critical Range 14.81 15.60 16.12
Means with the same letter are not significantly different.
Dimcan Grouping Mean N C
A 511.226 615 4
B 274.732 612 5
C 257.958 597 3
C
C 257.632 622 2
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Table 11. Ducan grouping for ISI 
levels.
***** Test 3.4: C2=C3=C4=C5 for RT2 *****
Duncan's Multiple Range Test for variable: RT2
NOTE: This test controls the type I comparisonwise error rate, 
not the experimentwise error rate
Alpha= 0.05 df= 2402 MSE= 17443.77 
WARNING: Cell sizes are not equal.
Harmonic Mean o f  cell sizes= 609.9153
Number o f Means 2 3 4 
Critical Range 14.83 15.62 16.14
Means with the same letter are not significantly different.
Duncan Grouping Mean N ISI
A 380.205 663 50
B 342.348 609 150
C 294.525 596 250
D 278.002 578 350
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SAS PROGRAM PROJ08.SAS
/* For testting H 01:C la = C lb  •/
/* and testing H02: C l = (C2+C3+C4+C5)/4 • /
options nocenter pagesize=62 Iinesize=75;
/•  SAS STATISTICAL ANALYSIS OF */
/* THE RTI-ISI-RT2 EXPERIMENTAL DATA •<
/* Input experimental data from disk
/* Input & sort data for condition Ia=l */ 
datadatala;
infrle filela dlm=',' missover fiTstobs=8;
%readlab;
run;/ •  PROGRAM 8: proj8.sas */
/* ANOVA Analysis • /
/•  outlier = RTl < 100 or RTl > 1000 to be deleted • /  /* Input & sort data for condition Ib=6 */
datadatalb;
fnfile filelb dIm=V missover firstobs=8;
•  %readlab; 
/••* •* ••* * •••* * •* « ••* * ••••* * •* ••* •••••* « * •* •••* * •« •«
/• • • • *  PART I • • • •* /  /•  Input & sort data for condition 2 •/
/ • • • • *  DATA INPUT PROCEDURES • • • • • /  data data2:
/**••*****••*••**••* •*« ••* •« •***••** ••••* •* •* •**«»•• jnfiie fiic2 dIm=V missover firstobs=8;
•  %rcad2345; 
/*••*«*••*•••***•*««**•******•••**••*•*•••***••••*•• run:
/ •  Input & sort data for condition 3 */
/* * * * « * * •* * ••« •••* •••« « ••••••« •* ••••* « * « * * ••* •••* •••  data data3;
/ •  Define the filenames for the disk data files • / infile file3 dlm=V missover firstobs=8;
/•  If the data files are in different directories • /  %read2345;
/* then following 6 filename statements should */ run:
/ •  be modified accordingly */
/* Input & sort data for condition 4 */
•  data data4;
filename file la  a:\data\cond I a.dal'; infile filc4 dlm=',' missover firstobs=8;
filename file I b a:\data\cond I b.dat'; %read2345;
filename file2 'a:\data\cond2.dat'; run;
filename file3 'a:\data\cond3.dat'; 
filename file4 'a:\data\cond4.dat'; 
filename fileS 'a:\data\cond5.dat';
/* Macro for reading and sorting condition la  and Ib data */ 
%macro read lab;
length Subj 4 Cond 4 ExpNo 4 FP 4 Stim2 4; 
input Subj CondO S ExpNo FP RTl ; 
ifCondO=’la’ then C ond=l; 
else Cond=6;
Stim2=0;
if  RTl < 100 or RTl > 1000 then delete; 
drop CondO ExpNo; 
proc sort; 
by FP Subj;
%mend;
/•  Macro for reading and sorting condition 2-5 data • / 
%macro read2345;
length Subj 4 Cond 4 ExpNo 4 FP 4 Stim2 4 
Keyl SI HitI SI Key2SI Hit2SI; 
input Subj Cond ExpNo FP Keyl S HitI S RTl 
ISI Key2 S Hit2 S RT2;
Stim2=I;
if  RTl < 100 or RTl > 1000 then delete; 
i f  Keyl HitI or Key2 Hit2 then delete; 
drop Keyl HitI Key2 Hit2 RT2 ExpNo; 
proc sort; 
by FP Subj;
%mend;
/•  Input & sort data for condition 5 •/ 
data dataS;
infile files dlm=V missover firstobs=8;
%read2345;
run;
data all;
set data I a datalb data2 data3 data3 data4 dataS;
proc sort data=all;
by Stim2 Cond FP ISI Subj;
proc means data=all n mean noprint;
var RTl;
by Stim2 Cond FP ISI;
output out=rawall n=Obs mean=MRTI ;
proc print data=rawall;
var Stim2 Cond FP ISI Obs MRTI ;
title I
title2 '•  Mean raw RTl (MRTI ) for all conditions 
titles
run;
/• * • • •  END of PART I
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/ • • * • •  PART II • • * • • /
/ • • * • •  DATA STANDARDIZATION PROCEDURES 
• • • • * • /
• • • • * • /
/•  Computer mean RTl for different Subj •/
/•  under all FP conditions from experiment la=l */ 
/ •  Those means can be used as references for V 
/ •  RTl o f different Subj without second stimulus. • / 
/* Those means can be further used to standardize */ 
/•  the RTl with second stimulus for different Subj. • / 
/* so that the effect due to Subj. can be reduced */
/•  to minimum. • /
/•
proc means data=datala mean maxdec=2 fw=8 noprint; 
var RTl; 
by FP Subj;
output out=MEANIa mean=average; 
run;
• • • * * • /
/* Data standardization: •/
/ •  For all conditions 2, 3 ,4 , and 5, do transformation • /
/ •  SRTl = (RTl - Mean RTl y  Mean RTl •/
/* Where Mean RTl was computed for the same FP and Subj */ 
/* under condition la. This standardization may */
/•  partially elliminate subject effect */
proc imi;
/* Subroutine: stddize for standardization */
start stddize; /* Beginning o f subroutine: stddize • /
NRI=nrow (Mat11);
print " NRO=" NRO " NRI=" NRI;
i=I;
j= i;
do while (i <= NRO);
[fp = MatOO(|i,l|);
Isubj = MatOO(li^l);
Ave = MatOO(|i,3|);
do while (Ifp=Matl I(|j.I|) & Isubj=MatI I(|jj|)):
Mat I I(li.3|) = IOO*(Matl I(b\3|)-AveyAve+IOO;
ifj<NRI then j^ + l;
else goto jump I;
end;/* end ofdo-while fo rj • /
jump I: i=i+I;
end; /* end o f do-while for i • / 
finish; /* End of subroutine: stddize */
/* Main procedure for IML • /
start main; /* Beginning o f  Main procedure •/
use MEANIa;
read all var(FP, Subj, average) into MatOO; 
close MEANIa;
NRO=nrow (MatOO);
/* standardize data I a */ 
usedatala;
read all var{FP, Subj, R Tl} into Mat 11; 
close data I a; 
run stddize;
create datalal from Matl I (|COLNAME={'FP” Subj” SRTI')|); 
append from Matl I; 
close data la l; 
free Matl I;
/* standardize datalb */ 
use datalb;
read all var{FP, Subj, RTl | into Matl I; 
close datalb; 
run stddize;
create datalb I from Matl I (|COLNAME=(’FP"Subj” SRTr>|); 
append from Matl I; 
close datalb l; 
free Matl I;
/* standardize data2 */ 
use data2;
read all var|FP, Subj, RTl ) into M atl I; 
close data2; 
run stddize;
create data2I from Matl I (|COLNAME=('FP"Subj''SRTDI); 
append from Matl I; 
close data2I; 
free Matl I;
/* standardize data3 */ 
use data3;
read all varfFP, Subj, RTl ) into M atl I; 
close data3; 
run stddize;
create data31 from Matl I (|COLNAME=|'FP' 'Subj' SR TI')|); 
append from Matl I ; 
close data3I; 
free Matl I;
/* standardize data4 */ 
use data4;
read all var(FP, Subj, R T l} into Matl I; 
close data4; 
run stddize;
create data41 from Matl I (|COLNAME={’FP” Subj’ •SRTI'H); 
append from M atl I; 
close data4I; 
free Matl I ;
/* standardize dataS */ 
use dataS;
read all var(FP, Subj, RTl ) into Matl I; 
close dataS; 
run stddize;
create dataSI from Matl I (|COLNAME={’FP"Subj” S R T r)|); 
append from M atl I; 
closedataSI; 
fiee Matl I ;
free MatOO;
finish; / ‘ End o f  Main proccdutc •/ 
run main;
/• End of IML standardization procedure • /
/* Create standardized datasets */
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data datalal; 
merge data I a  datalal; 
drop RTl; 
data datalb l; 
merge datalb datalb l; 
drop RTl; 
data d a ta ll; 
merge data! data! I ; 
drop RTl; 
data data32; 
merge data3 data31 ; 
drop RTl; 
data data42; 
merge data4 data4I; 
drop RTl ; 
data dataSl; 
merge dataS dataSI ; 
drop RTl ;
data alll;
set da ta la l d a ta lb l d a ta ll data32 d a ta ll data42 datail;
proc sort data=all2;
by Stim2 Cond FP ISI Subj;
proc means data=all2 n mean noprint;
var SRTl;
by Stim l Cond FP ISI;
output out=rawall2 n=Obs mean=MSRTI ;
proc print data=rawalI2;
var Stim l Cond FP ISI Obs MSRTl;
title I
/•  Computing means by Cond & FP for conditions la  & Ib •/ 
proc means data=alIdatIO n mean noprint; 
var SRTl ; 
by Cond FP;
output out=tmp n=Obs mcan=MSRTI ; 
proc print;
var Cond FP Obs MSRTl; 
title I
title! '•  Mean SRTl (M SRTl) for condition la  and Ib 
titles
run;
/•G L M -T estI:C Ia  = C Ib * /
/•  Cell sizes are not equal - GLM is used • /
proc gim data=alldatIO;
class Cond FP;
model SRTl = FP Cond;
means FP Cond / duncan;
means FP Cond / Isd tukey cldiff;
title I
title! •••* 
titles
TestI: C la  = C lb
• • • * * * • ■
run;
title! ’•  Mean standardized RTl (MSRTl) for all conditions 
titles
run;
/•  Procedures testing (C1+CS+C4+C5)/4=CI */
*1
■ END OF PART II
/•* • • •  PART III • * • • • /
/••**♦ STATISTICAL TESTING PROCEDURES
* • • • • * /
/* Procedures testing CI=C6 or (CIa=CIb) 
/**••*******•«•*•*•*«•**••« .*••••**«
• * * • • • /
data alldatIO;
set da ta la l da ta lb l;
drop Subj Stiml;
proc sort data=aIldatIO;
by Cond FP;
run;
/•  Prepare average SRTl data for (C1+CSt C4+C5)/4 */
/•  for all FP and ISI conditions */
proc means data=datalal mean noprint;
var SRTl;
by Stiml FP Subj;
output out=MEANIal mean=MSRTI; 
run;
datatm pi;
set d a ta ll dataSI data41 datafl; 
proc sort data=tmpl ; 
by Stiml FP Subj; 
run;
proc means data=tmpl mean noprint; 
var SRTl; 
by Stiml FP Subj;
output out=MEAN2to5 mean=MSRTI; 
run;
data alldatlO;
set MEANIa! MEANltoS; 
proc sort data=alldatlO; 
by Stiml FP; 
run;
/•  Computing means by Stim l & FP for conditions la  & 
(l+S+4+5)/4 • /
proc means data=alldatlO n mean noprint; 
var MSRTl ; 
by Stiml FP;
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output out=tmp2 n=Obs itiean=MMSRTl; 
proc print;
var Stim l ET» Obs MMSRTl ; 
title I
title l '•  Mean SRTl (MMSRTl) for conditions la &
(l+3+4+5)/4
titles
run;
/•  ANOVA - Testl: (Cl+C3+C4+C5)/4 = Cl •/
proc anova data=aIIdatlO;
class FP Stiml;
model MSRTl = FP Stiml;
means FP Stim l / duncan;
means FP Stim l / Isd tukey cldiff;
titlel
title l ' 
titles
Testl: (Cl+CS+C4+C5)/4 = Cl
run;
/ • • • • •  END OF PART III
SAS OURPUT FROM PROGRAM PROJ12.SAS
/* For testing HOS: C1=CS=C4=C5 (RTl ) •/
/* and for testing H04: C2=C3=C4=C5 (RTl) •/ • * • • • * /
/* Define the filenames for the disk data files
options nocenter pagesize=61 linesize=75;
/•  SAS STATISTICAL ANALYSIS OF */
/* THE RTI-ISI-RTl EXPERIMENTAL DATA •/
/•  PROGRAM 11 : proj 11 -sas •/
/* No standardization is used */
• • • • • /
/•  ANOVA Analysis - specially for condition 1, S, 4 & 5 • / 
/* outlier = RTl < 100 or RTl > 1000 to be deleted •/
* • • • • • /
/ • • • • •  PART I • • • • • /
/ • * • • •  DATA INPUT PROCEDURES
• * • • • * /
filename filela 'a:\data\condIa.dat'; 
filename filel a:\data\condl.dat'; 
filename fileS 'a:\data\condS.dat'; 
filename file4 a:\data\cond4.dat'; 
filename fileS ’a:\data\cond5.dat’;
/•  Macro for reading and sorting condition la  and Ib data */ 
%macro read lab;
length Subj 4 Cond 4 ExpNo 4 FP 4; 
input Subj CondO S ExpNo FP RTl; 
if  CondO=’la' then Cond=I ; 
else Cond=6;
if  RTl < 100 or RTl >  1000 then delete; 
drop CondO ExpNo; 
proc sort; 
by FP Subj;
%mend;
/* Macro for reading and sorting condition 1-5 data */ 
%macro readlS45; 
length Subj 4 Cond 4 ExpNo 4 FP 4 
Keyl SI HitI SI K eyl SI HitI SI; 
input Subj Cond ExpNo FP Keyl S HitI S RTl
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ISI K eyl S HitI S RTl; run;
if  RTl < 100 or RTl > 1000 then delete;
if  Keyl HitI or Keyl HitI then delete; / •  Computing means by Cond, ISI & FP for conditions 1 to 5 */
drop Keyl HitI K eyl HitI ExpNo; proc means data=alldat30 n mean noprint;
proc sort; var RTl ;
by FP Subj; by Cond ISI FP;
%mend; output out=tmp3 n=Obs mean=MRTI;
proc print;
/* • •* * • •* • • • • •* • •* • • • • • • • • • • • • •* * • • • •* * • • • • •* * • • • •* *  var Cond ISI FP Obs MRTI ;
• • • • • • /  titlel
/* Input experimental data from disk •/  .
******/ t i t l e l '• Mean RTl (M RTI) for conditions 1 to 5
/•  Input & sort data for condition Ia=l •/ titleS
data data I a;
infile filela dlm=',' missover firstobs=8; . . . . . . • -
%readlab; run;
run;
/•  GLM - Tests. I- l: C1=CS=C4=C5 for RTl • /
/•  Input & sort data for condition 2 • /  /•  Cell sizes are unequal - GLM is used •/
data datai; /* Since no enough memory, GLM will be run twice • /
infile filel dItiF=V missover firstobs=8;
%readlS45; /•  test S. I •/
run; proc gIm data=alldatSO;
class Cond ISI FP;
/•  Input & sort data for condition S */ model RTl = Cond ISI FP Cond*ISI Cond*FP ISI*FP
data dataS; Cond*ISI*FP;
infile files dlm=V missover firstobs=8; means Cond ISI FP Cond’ ISI Cond*FP ISI*FP Cond*ISI*FP /
%readlS45; duncan;
run; titlel
/* Input & sort data for condition 4 */ 
data data4;
infile file4 dlm=V missover firstobs=8;
%readlS45;
run;
/* Input & sort data for condition 5 • / 
data dataS;
infile fileS dlm=’,' missover firstobs=8;
%readlS45;
run;
END of PART I
/...../...../...../.....«
PART II • • •* • /
Procedures testing C2=C3=C4=C5 
Interactions are considred • • • • • /
/* Create a dataset for all conditions C2C5 •/ 
data alldatSO;
set datai dataS data4 dataS; 
drop Subj;
proc sort data=alldatSO; 
by Cond ISI FP;
titlel *••' 
titles
Test S. I : C1=CS=C4=C5 for RTl
run;
/ •  test S.1 •/
proc gim data=alldatSO;
class Cond ISI FP;
model RTl =Cond ISI FP Cond*ISI Cond*FP ISI*FP 
Cond*ISI*FP;
means Cond ISI FP Cond*ISI Cond*FP ISI*FP Cond*ISI*FP 
/Isd tukey cldiff;
titlel
......•■
titlel •*• 
titles
Test S.1: C1=CS=C4=C5 for RTl
run;
/* GLM - TestS.I-1: C1=CS=C4=C5 for RTl */
/* Cell sizes are unequal - GLM is used */
/* Since no enough memory, GLM will be run twice */
/* test S.S */
proc gim data=alldatSO;
class Cond ISI FP;
model RTl = Cond ISI FP Cond*ISI Cond*FP ISI*FP; 
means Cond ISI FP Cond*ISI Cond*FP ISI*FPCond*ISI*FP / 
duncan; 
titlel
......'.
titlel '«**** Test S.S:C2=CS=C4=C5 for R Tl *****';
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titles
run;
/ •  test S.4 •/
proc gim data=alIdatSO;
class Cond ISI FP;
model RT2 = Cond ISI FP Cond*lSI Cond*FP ISI*FP;
means Cond ISI FP Cond* IS I Cond*FP ISI*FP /Isd tukey cldifT;
titlel
titlel ****** Tukey Test S.4:C1=CS=C4=C5 for SRTl *****'; 
titles
run;
* * * * * * /
/***** END OF PART II 
* * * * * * /
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•  Mean raw RTl (MRTI) for all conditions *
OBS STIM2 COND FP ISI OBS MRTI
11 I
12 1
13 I
14 I
15 1
16 I
17 1
18 I
19 1
20 I
21 I
22 1
23 I
24 I
25 I
26 I
30 1
31 I
32 I
33 1
34 1
35 I
36 I
37 I
38 I
39 I
40 I
41 I
42 I
43 1
44 I
45 I
46 I
47 I
48 I
49 I
50 I
51 I
52 I
53 I
54 1
55 I
56 I
57 I
58 I
59 I
1 0 1 1000 . 151 287.185
2 0 I 1250 . 150 278.813
3 0 I 1500 . 152 261.664
4 0 I 1750 . 151 267.450
5 0 I 2000 . 147 275.116
6 0 6 1000 . 151 292.642
7 0 6 1250 . 151 268.464
8 0 6 1500 . 149 261.745
9 0 6 1750 . 151 247.318
10 0 6 2000 . 147 259.020 
2 1000 50 34 341.147 
2 1000 150 31 344.871 
2 1000 250 29 347.138 
2 1000 350 28 364.143 
2 1250 50 34 299.529 
2 1250 150 28 337.464 
2 1250 250 32 378.719 
2 1250 350 26 366.577 
2 1500 50 34 298.971 
2 1500 150 33 309.152 
2 1500 250 31 328.161 
2 1500 350 31 348.839 
2 1750 50 34 298.176 
2 1750 150 33 320.848 
2 1750 250 32 330.937 
2 1750 350 25 348280
27 I 2 2000 50 34 303.441
28 I 2 2000 150 28 337.679
29 I 2 2000 250 32 320.187
2 2000 350 33 3 II.8 I8
3 1000 SO 68 346.882 
3 1000 150 62 349.323 
3 1000 250 54 362.778 
3 1000 350 50 403.400 
3 1250 50 68 297.912 
3 1250 150 50 332.120 
3 1250 250 72 359.889 
3 1250 350 56 379.679 
3 1500 50 68 306.529 
3 1500 150 66 321.939 
3 1500 250 60 328.100 
3 1500 350 52 348.192 
3 1750 50 68 281.794 
3 1750 150 68 320.706 
3 1750 250 50 337.040 
3 1750 350 42 369.667 
3 2000 50 68 300.588 
3 2000 150 50 349.160 
3 2000 250 50 349.800
3 2000 350 72 340J3 3
4 1000 50 31 440.613 
4 1000 150 31 432.581 
4 1000 250 26 483.423 
4 1000 350 33 479.515 
4 1250 50 33 456.424 
4 1250 150 34 433.176 
4 1250 250 32 468.500 
4 1250 350 30 522.667 
4 1500 50 32 418.125
60 I 4 1500 150 34 414.706
61 I 4 1500 250 24 491.833
62 I 4 1500 350 29 428.862
63 I 4 1750 50 31 377.355
64 I 4 1750 150 32 433.625
65 I 4 1750 250 30 476.433
66 I 4 1750 350 31 505.645
67 I 4 2000 50 28 355.679
68 1 4 2000 150 32 426.094
69 1 4 2000 250 30 488.867
70 1 4 2000 350 32 427.937
71 I 5 1000 50 33 331.000
72 I 5 1000 150 30 328.533
73 I 5 1000 250 32 388.969
74 I 5 1000 350 28 351.071
75 1 5 1250 50 35 327.229
76 I 5 1250 150 26 328.500
77 I 5 1250 250 37 359.541
78 I 5 1250 350 28 345.250
79 I 5 1500 50 34 321.412
80 1 5 1500 150 32 332.375
81 1 5 1500 250 28 322.321
82 1 5 1500 350 28 335.143
83 I 5 1750 50 32 301.062
84 I 5 1750 150 32 313.906
85 1 5 1750 250 32 322.906
86 1 5 1750 350 26 389.923
87 I 5 2000 50 34 301.853
88 I 5 2000 150 25 344.520
89 I 5 2000 250 26 314.231
90 1 5 2000 350 34 328.941
' Mean standardized RTl (MSRTl) for all conditions
OBS STIM2 COND FP ISI OBS MSRTl
1 0 I 1000 . 151 100.000
2 0 I 1250 . 150 100.000
3 0 I 1500 . 152 100.000
4 0 1 1750 . 151 100.000
5 0 I 2000 . 147 100.000
6 0 6 1000 . 151 103.128
7 0 6 1250 . 151 97.871
8 0 6 1500 . 149 101.382
9 0 6 1750 . 151 93.864
10 0 6 2000 . 147 96.714
11 I 2 1000 50 34 120.598
12 I 2 1000 150 31 124.375
13 I 2 1000 250 29 123.618
14 I 2 1000 350 28 125.819
15 I 2 1250 50 34 107.267
16 I 2 1250 150 28 122.535
17 I 2 1250 250 32 134.099
18 I 2 1250 350 26 133.647
19 I 2 1500 50 34 115.413
20 I 2 1500 150 33 120.221
21 I 2 1500 250 31 125.268
22 I 2 1500 350 31 133.600
23 I 2 1750 50 34 113.698
24 I 2 1750 150 33 122.142
25 I 2 1750 250 32 124.961
26 I 2 1750 350 25 130.010
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27 I 2 2000 50 34 113.017 
2000 150 28 128.125 
2000 250 32 117222 
2000 350 33 113.417 
1000 50 68 125.783 
1000 ISO 62 124.572 
1000 250 54 I30 .II0  
1000 350 50 147.452 
1250 50 68 108.803 
1250 150 50 120.225 
1250 250 72 128.387 
1250 350 56 140.409 
1500 50 68 118.577 
1500 150 66 124.515 
1500 250 60 125.724 
1500 350 52 132.772 
1750 50 68 107.219 
1750 150 68 123.760 
1750 250 50 127.844 
1750 350 42 131.758 
2000 50 68 112.684 
2000 150 50 129.829 
2000 250 50 125.765 
2000 350 72 124.120 
1000 50 31 153.702 
1000 150 31 148.276 
1000 250 26 166.618 
1000 350 33 163.504 
1250 50 33 163.594 
1250 150 34 156.354 
1250 250 32 168.731 
1250 350 30 188.735 
1500 50 32 159.554 
1500 150 34 161.745 
1500 250 24 191.995 
1500 350 29 165.774 
1750 50 31 141.836 
1750 150 32 167.693 
1750 250 30 178.623 
1750 350 31 190.264
67 I 4 2000 50 28 129.643
68 I 4 2000 150 32 156.487 
2000 250 30 176.536 
2000 350 32 155.468 
1000 50 33 115.994 
lOOO 150 30 116.521 
1000 250 32 133.494 
1000 350 28 123.050 
1250 50 35 119.211 
1250 150 26 117.577 
1250 250 37 126.472 
1250 350 28 124.758 
1500 50 34 123.924 
1500 150 32 126.499 
1500 250 28 I24.I8I 
1500 350 28 127.564 
1750 50 32 112.341 
1750 150 32 121.976 
1750 250 32 121.244 
1750 350 26 145.137
28 I
29 I
30 I
31 I
32 I
33 I
34 1
35 I
36 I
37 I
38 I
39 1
40 I
41 I
42 1
43 I
44 I
45 1
46 I
47 I
48 I
49 I
50 I
51 I
52 I
53 I
54 I
55 I
56 I
57 I
58
59
I 
I
60 I
61 I
62 I
63 I
64 I
65 I
66 I
OBS COND FP OBS MSRTl
69 I
70 I
71 I
72 I
73 1
74 1
75 1
76 I
77 I
78 I
79 I
80 I
81 I
82 I
83 I
84 I
85 I
86 I
87 I 5 2000 50 34 110.792
88 1 5 2000 150 25 127.170
89 I 5 2000 250 26 117.732
90 1 5 2000 350 34 119.616
1
2
3
4
5
6
7
8
9
10
1000 151 100.000 
1250 150 100.000 
1500 152 100.000 
1750 151 100.000 
2000 147 100.000 
1000 151 103.128 
1250 151 97.871 
1500 149 I0W 82 
1750 151 93.864 
> 2000 147 96.714
Testl: C la  = Clb
General Linear Models Procedure 
Class Level Information 
Class Levels Values 
COND 2 I 6
FP 5 1000 1250 1500 1750 2000 
Number o f observations in data set = 1500
Testl: C la  = Clb
General Linear Models Procedure 
Dependent Variable: SRTl
Sum o f Mean 
Source DF Squares Square F Value Pr > F
Model 5 4854.73410 970.94682 1.2 1 0.3043
Error 1494 1203651.2968 805.65683
Conected Total 1499 1208506.0309
R-Square C.V. Root MSE SRTl Mean 
0.004017 28.58475 28.3841 99.298017
Source DF Type I SS Mean Square F Value Pr > F 
FP 4 4119.92238 1029.98060 1.28 0.2764 
COND I 734.81172 734.81172 0.91 0.3397
Source DF Type III SS Mean Square F Value Pr > F
FP 4 4113.59096 1028.39774 1.28 0.2771 
COND I 734.81172 734.81172 0.91 0.3397
T estl: C la  = Clb
General Linear Models Procedure
Duncan's Multiple Range Test for variable: SRTl
NOTE: This test controls the type I comparisonwise error rate, 
not the 
experimentwise error rate
' Mean SRTl (M SRTl) for condition la and Ib Alpha= 0.05 df= 1494 MSE= 805.6568
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WARNING: Cell sizes are not equal.
Harmonic Mean o f cell sizes= 299.9689
Number o f  Means 2 3 4 5 
Critical Range 4.604 4.842 4.994 5.109
Means with the same letter are not significantly différent
Duncan Grouping Mean N FP
A 101.564 302 1000 
A
A 100.684 301 1500 
A
A 98.932 301 1250 
A
A 98.357 294 2000 
A
A 96.932 302 1750
Comparison Limit Means Limit
1000-1500 -3.655 0.880 5.414 
1000- 1250 -1.903 2.632 7.167 
1000 - 2000 -1-355 3.207 7.768 
1000-1750 0.101 4.632 9.163 • • •
1500 - 1000 -5.414 -0.880 3.655 
1500- 1250 -2.786 1.752 6.291 
1500 - 2000 -2.239 2.327 6.892 
1500- 1750 -0.783 3.752 8.287
1250- 1000 -7.167 -2.632 1.903 
1250- 1500 -6.291 -1.752 2.786 
1250 - 2000 -3.991 0.575 5.140 
1250-1750 -2.535 2.000 6.535
2000- 1000 -7.768 -3.207 1.355 
2000 - 1500 -6.892 -2.327 2.239 
2000-1250 -5.140 -0J75 3.991 
2000- 1750 -3.136 1.425 5.987
1750-1000 -9.163 -4.632 -O.IOl 
T e s tl:C la  = C lb  * 1750- 1500 -8.287 -3.752 0.783
1750-1250 -6.535 -2.000 2.535 
1750 - 2000 -5.987 -1.425 3.136
General Linear Models Procedure
Duncan's Multiple Range Test for variable: SRTl
NOTE: This test controls the type I comparisonwise error rate, 
not the 
experimentwise error rate
Alpha= 0.05 df= 1494 MSE= 805.6568 
WARNING: Cell sizes are not equal.
Harmonic Mean o f cell sizes= 749.9987
Number o f  Means 2 
Critical Range 2.912
Means with the same letter are not significantly different
Duncan Grouping Mean N COND
A 100.000 751 I 
A
A 98.594 749 6
Testl: C la  = Clb
General Linear Models Procedure
Tukey's Studentized Range (HSD) Test for variable: SRTl
NOTE: This test controls the type I experimentwise error rate.
Alpha= 0.05 Confidence^ 0.95 df= 1494 MSE= 805.6568 
Critical Value o f  Studentized Range= 3.862
Comparisons significant at the 0.05 level are indicated by '**•’
Simultaneous Simultaneous 
Lower Difference Upper 
FP Confidence Between Confidence 
Comparison Limit Means Limit
1000-1500 -5.434 0.880 7.194 
,000 - 1250 -3.682 2.632 8.946
1000 - 2000 -3.145 3.207 9.558
Testl: C la  = C lb • * • • •  1000 - 1750 -1.677 4.632 10.940
* 1500-1000 -7.194 -0.880 5.434
General Linear Models Procedure 1500-1250 -4.567 1.752 8.071
T tests (LSD) for variable: SRTl 1500 - 2000 -4.030 2.327 8.683
1500-1750 -2.562 3.752 10.066
NOTE: This test controls the type I comparisonwise error rate 
not the 
experimentwise error rate.
Alpha= 0.05 Confidence^ 0.95 df= 1494 MSE= 805.6568 
Critical Value o f  T= 1.96155
Comparisons significant at the 0.05 level are indicated by '*
Lower Difference Upper 
FP Confidence Between Confidence
1250-1000 -8.946 -2.632 3.682 
1250-1500 -8.071 -1.752 4.567 
1250 - 2000 -5.782 0.575 6.931 
1250-1750 -4.314 2.000 8.314
2000-1000 -9.558 -3.207 3.145 
2000 - 1500 -8.683 -1321  4.030 
2000-1250 -6.931 -0.575 5.782 
2000-1750 -4.926 1.425 7.777
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1750-1000 -10.940 -4.632 1.677 7 1 1250
1750- 1500 -10.066 -3.752 2.562 8 1 1500
1750-1250 -8.314 -2.000 4.314 9 1 1750
1750 - 2000 -7.777 -1.425 4.926 10 1 2000
Testl: C la  = Clb * 
• • • • « « • • • • a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
*«•••
General Linear Models Piocedure 
T  tests (LSD) for variable: SRTl
NOTE: This test controls the type I comparisonwise error rate 
not the 
experimentwise error rate.
Alpha= 0.05 Confidence^ 0.95 dl= 1494 MSE= 805.6568 
Critical Value ofT= 1.96155
Comparisons significant at the 0.05 level are indicated by
Lower Difference Upper 
COND Confidence Between Confidence 
Comparison Limit Means Limit
1 -6  -1.459 1.406 4.281
6 -1  -4.281 -1.406 1.469
Testl: C la  = Clb
General Linear Models Procedure
Tukey’s Studentized Range (HSD) Test for variable: SRTl
NOTE: This test controls the type I experimentwise error rate.
Alpha= 0.05 Confidence® 0.95 df= 1494 MSE= 805.6568 
Critical Value of Studentized Range® 2.774
Comparisons significant at the 0.05 level are indicated by
Simultaneous Simultaneous 
Lower Difference Upper 
COND Confidence Between Confidence 
Comparison Limit Means Limit
1 -6  -1.469 1.406 4.281
6 -1  -4.281 -1.406 1.469
• * * * •
•  Mean SRTl (MMSRTl) for conditions la &  (2+3+4+5)/4 ■
• • • • •
OBS ST1M2 FP OBS MMSRTl
1 0 1000 19 100.000
2 0 1250 19 100.000
3 0 1500 19 100.000
4 0 1750 19 100.000
5 0 2000 19 100.000
6 I lOOO 19 132.075
Test2:(C2+C3+C4+C5)/4 =  C l *
Analysis o f Variance Procedure 
Class Level Information
Class Levels Values
FP 5 1000 1250 1500 1750 2000
ST1M2 2 0 1
Number o f observations in data set = 190 
« * * • *
Test2: (C2+C3+C4+C5)/4 = C l
« « * * *
Analysis o f Variance Procedure 
Dependent Variable: MSRTl 
Sum of Mean 
Source DF Squares Square F Value Pr > F
Model 5 52058.4584 10411.6917 29.47 0.0001
Error 184 65008.6693 353.3080
Conected Total 189 117067.1277
R-Square C.V. Root MSE MSRTl Mean
0.444689 16.13530 18.7965 116.49294
Source DF Anova SS Mean Square F Value Pr > F
FP 4 375.2108 93.8027 0.27 0.8998 
ST1M2 I 51683.2476 51683.2476 146.28 0.0001
* * * * *
• • • • •  Test2: (C2+C3+C4+C5)/4 = C l *
* * * * *
Analysis o f Variance Procedure
Duncan's Multiple Range Test for variable: MSRTl
NOTE: This test controls the type I comparisonwise error rate, 
not the
experimentwise error rate
Alpha® 0.05 df^  184 MSE® 353.308
Number o f Means 2 3 4 5 
Critical Range 8.566 9.008 9.292 9.506
Means with the same letter are not significantly different
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Duncan Grouping Mean N FP
A 118.058 38 1250 
A
A 117.414 38 1500 
A
A 116.946 38 1750 
A
A 116.038 38 1000 
A
A 114.010 38 2000
1750-1250 -9.620 -1.112 7.395 
1750- 1500 -8.976 -0.468 8.040 
1750 - 1000 -7.600 0.908 9.416 
1750-2000 -5.572 2.936 11.443
1000 - 1250 -10.528 -2.020 6.487 
1000-1500 -9.884 -1.376 7.132 
1000-1750 -9.416 -0.908 7.600 
1000 - 2000 -6.480 2.028 10.535
2000 - 1250 -12.556 -4.048 4.460 
2000- 1500 -11.911 -3.404 5.104 
2000- 1750 -11.443 -2.936 5.572 
2000 - 1000 -10.535 -2.028 6.480
Test2: (C2+C3+C4+C5)/4 = Cl
Analysis o f  Variance Procedure
Duncan's Multiple Range Test for variable; MSRTl
NOTE: This test controls the type 1 comparisonwise error rate, 
not the
experimentwise error rate
Alpha® 0.05 df= 184 MSE® 353.308
Number o f  Means 2 
Critical Range 5.418
Means with the same letter are not significantly different. 
Duncan Grouping Mean N ST1M2
A 132.986 95 I 
B 100.000 95 0
Test2: (C2+C34-C4+C5)/4 = Cl
Analysis of Variance Procedure
Tukey's Studentized Range (HSD) Test for variable: MSRTl
NOTE: This test controls the type I experimentwise error rate.
Alpha® 0.05 Confidence® 0.95 df= 184 MSE® 353.308 
Critical Value o f  Studentized Range® 3.896 
Minimum Significant Difference® 11.88
Comparisons significant at the 0.05 level are indicated by
Simultaneous Simultaneous 
Lower Difference Upper 
FP Confidence Between Confidence 
Comparison Limit Means Limit
1250- 1500 -11.236 0.644 12.525
Test2: (C2+C3+C4+C5)/4®Cl 1250- 1750 -10.768 1.112 12.993
1250-1000 -9.860 2.020 13.901 
1250-2000 -7.832 4.048 15.928
Analysis o f  Variance Procedure
T tests (LSD) for variable: MSRTl 1500-1250 -12.525 -0.644 11.236
1500- 1750 -11.412 0.468 12.348
1500-1000 -10.504 1.376 13.256 
1500 - 2000 -8.477 3.404 15.284
NOTE: This test controls the type I comparisonwise error rate 
not the
experimentwise error rate.
Alpha® 0.05 Confidence® 0.95 df= 184 MSE® 353.308
Critical Value ofT® 1.97294
Least Significant Difference® 8.5077
Comparisons significant at the 0.05 level are indicated by '• • • '.  
Lower Difference Upper
FP Confidence Between Confidence
Comparison Limit Means Limit
1250-1500 -7.863 0.644 9.152
1250-1750 -7.395 1.112 9.620
1250 - 1000 -6.487 2.020 10.528
1250 - 2000 -4.460 4.048 12.556
1500-1250 -9.152 -0.644 7.863
1500- 1750 -8.040 0.468 8.976
1500-1000 -7.132 1.376 9.884
1500 - 2000 -5.104 3.404 11.911
1750- 1250 
1750-1500 
1750-1000 
1750-2000
1000- 1250 
1000 - 1500 
1000-1750 
1000-2000
2000 - 1250 
2000-1500 
2000 - 1750 
2000 -  1000
-12.993 -1.112 10.768 
-12.348 -0.468 11.412 
-10.972 0.908 12.788 
-8.945 2.936 14.816
-13.901 -2.020 9.860 
-13.256 -1.376 10.504 
-12.788 -0.908 10.972 
-9.853 2.028 13.908
-15.928 -4.048 7.832 
-15.284 -3.404 8.477 
-14.816 -2.936 8.945 
-13.908 -2.028 9.853
Test2: (C2-tC3+C4+C5)/4 ® Cl
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Analysis o f  Variance Procedure 16 2
T tests (LSD) for variable: MSRTl 17 2
18 2
NOTE: This test controls the type 1 comparisonwise error rate 19 2
not the experimentwise error rate. 20 2
21 3
Alpha® 0.05 Confidence® 0.95 dP= 184 MSE® 353J0 8  22 3
Critical Value ofT® 1.97294 23 3
Least Significant Difference® 5.3808 24 3
Comparisons significant at the 0.05 level are mdicated by 25 3
26 3
Lower Difference Upper 27 3
ST1M2 Confidence Between Confidence 28 3
Comparison Limit Means Limit 29 3
30 3
1 -0  27.605 32.986 38.367 • • •  31 3
32 3
0 - 1 -38.367 -32.986 -27.605 33 3
34 3
* 35 3
• • • •*  Test2:(C2+C3+C4+C5)/4®Cl ***** 36 3
37 3
***** 38 3
Analysis o f  Variance Procedure 39 3
Tukey's Studentized Range (HSD) Test for variable: MSRTl 40 3
41 4
NOTE: This test controls the type I experimentwise error rate. 42 4
43 4
Alpha® 0.05 Confidence® 0.95 df= 184 MSE® 353.308 44 4
Critical Value o f  Studentized Range® 2.790 45 4
Minimum Significant Difference® 5.3808 46 4
47 4
Comparisons significant at the 0.05 level are indicated by '***'. 48 4
49 4
Simultaneous Simultaneous 50 4
Lower Difference Upper 51 4
ST1M2 Confidence Between Confidence 52 4
Comparison Limit Means Limit 53 4
54 4
1 -0  27.605 32.986 38.367 55 4
56 4
0 - I -38.367 -32.986 -27.605 * 57 4
58 4
59 4 
•  60 4
350 1000 28 364.143 
350 1250 26 366.577 
350 1500 31 348.839 
350 1750 25 348.280 
350 2000 33 311.818 
50 1000 34 346.882 
50 1250 34 297.912 
50 1500 34 306.529 
50 1750 34 281.794 
50 2000 34 300.588 
150 1000 31 349J23 
150 1250 25 332.120 
150 1500 33 321.939 
150 1750 34 320.706 
150 2000 25 349.160 
250 1000 27 362.778 
250 1250 36 359.889 
250 1500 30 328.100 
250 1750 25 337.040 
250 2000 25 349.800 
350 1000 25 403.400 
350 1250 28 379.679 
350 1500 26 348.192 
350 1750 21 369.667 
350 2000 36 340.333 
50 1000 31 440.613 
50 1250 33 456.424 
50 1500 32 418.125 
50 1750 31 377.355 
50 2000 28 355.679 
150 1000 31 432.581 
150 1250 34 433.176 
150 1500 34 414.706 
150 1750 32 433.625 
150 2000 32 426.094 
250 1000 26 483.423 
250 1250 32 468.500 
250 1500 24 491.833 
250 1750 30 476.433 
250 2000 30 488.867 
350 1000 33 479.515 
350 1250 30 522.667 
350 1500 29 428.862 
350 1750 31 505.645 
350 2000 32 427.938
* Mean RTl (MRTI ) for conditions 2 to 5 *
10:02 Tuesday, April 15, 1997
OBS COND ISI FP OBS MRTI
1 2 50 1000 34 341.147
2 2 50 1250 34 299.529
3 2 50 1500 34 298.971
4 2 50 1750 34 298.176
5 2 50 2000 34 303.441
6 2 150 1000 31 344.871
7 2 150 1250 28 337.464
8 2 150 1500 33 309.152
9 2 150 1750 33 320.848
10 2 150 2000 28 337.679
11 2 250 1000 29 347.138
12 2 250 1250 32 378.719
13 2 250 1500 31 328.161
14 2 250 1750 32 330.938
15 2 250 2000 32 320.188
61 5 50 1000 33 331.000
62 5 50 1250 35 327.229
63 5 50 1500 34 321.412
64 5 50 1750 32 301.063
65 5 50 2000 34 301.853
66 5 150 1000 30 328.533
67 5 150 1250 26 328.500
68 5 150 1500 32 332.375
69 5 150 1750 32 313.906
70 5 150 2000 25 344.520
71 5 250 1000 32 388.969
72 5 250 1250 37 359.541
73 5 250 1500 28 322.321
74 5 250 1750 32 322.906
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75 5 250 2000 26 314.231
76 5 350 1000 28 351.071
77 5 350 1250 28 345.250
78 5 350 1500 28 335.143
79 5 350 1750 26 389.923
80 5 350 2000 34 328.941
COND'FP 12 77007.03 6417.25 0.38 0.9703 
ISI’ FP 12 274971.95 22914.33 1.36 0.1756 
COND*ISI*FP 36 361717.03 10047.70 0.60 0.9723
* Test 3.1 : C2=C3=C4=C5 for RTl 
* * * * *
10:02 Tuesday, April 15, 1997
General Linear Models Procedure 
Class Level Information
Class Levels Values
COND 4 2 3  4 5
ISI 4 50 150 250 350
FP 5 1000 1250 1500 1750 2000
Number o f  observations in data set = 2446
* Test 3.1 : C2=C3=C4=C5 for RTl
Model 79 8115446.77 102727.17 6.12 0.0001
Error 2366 39732640.35 16793.17
Corrected Total 2445 47848087.12
R-Square C.V. Root MSE RTl Mean 
0.169609 35.77097 129.588 362.273
Source DF Type 1 SS Mean Square F Value Pr > F
COND 3 5963900.67 1987966.89 118.38 0.0001
ISI 3 906289.41 302096.47 17.99 0.0001
FP 4 380857.73 95214.43 5.67 0.0002
COND*lSI 9 150305.90 16700.66 0.99 0.4422 
COND'FP 12 70747.46 5895.62 0.35 0.9792 
ISl’ FP 12 281628.57 23469.05 1.40 0.1594
COND*ISl*FP 36 361717.03 10047.70 0.60 0.9723
Source DF Type III SS Mean Square F Value Pr > F
COND 3 5842194.95 1947398.32 115.96 0.0001
ISI 3 942547.92 314182.64 18.71 0.0001
FP 4 356755.33 89188.83 5.31 0.0003
COND*ISI 9 160996.40 17888.49 1.07 0.3854
***** Test 3.1 :C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15. 1997
General Linear Models Procedure
Duncan's Multiple Range Test for variable: RTl
NOTE: This test controls the type I comparisonwise error rate, 
not the 
experimentwise error rate
Alpha® 0.05 df= 2366 MSE® 16793.17 
WARNING: Cell sizes are not equal.
Harmonic Mean o f  cell sizes® 611.3626
Number o f  Means 2 3 4 
Critical Range 14.54 15.30 15.82
Means with the same letter are not significantly different
Duncan Grouping Mean N COND
10:02 Tuesday, April 15,1997
A 447.384 615 4
B 336.824 597 3
General Linear Models Procedure B
B 333.943 612 5
Dependent Variable: RTl B
Sum o f Mean 
Source DF Squares Square F Value Pr > F
B 330.420 622 2
Test 3.1: C2=C3®C4=C5 for RTl
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Duncan's Multiple Range Test for variable: RTl
NOTE: This test controls the type 1 comparisonwise error rate, 
not the 
experimentwise error rate
Alpha® 0.05 df^  2366 MSE® 16793.17 
WARNING: Cell sizes are not equal.
Harmonic Mean o f  cell sizes® 609.9153
Number o f Means 2 3 4 
Critical Range 14.55 15.32 15.84
Means with the same letter are not significantly different.
Duncan Grouping Mean N ISI
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A 385.528 578 350 
A
A 376.782 596 250 
B 356.673 609 150 
C 334.100 663 50
-R TI-Level o f Level o f  -----------
COND FP N Mean SD
2 1000 122 348.795082 109.903559
2 1250 120 344.025000 113.288689
2 1500 129 320.573643 96.222299
Test 3.1: C2=C3=C4=C5 for RTl
Test 3.1 : C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure
Level o f Level o f -----------
COND FP N Mean SD
-R T l-
2 1750 124 322.766129 105.140565
Duncan’s Multiple Range Test for variable: RTl 2 2000 127 317.385827 99.163569
3 1000 117 363.273504 110.526298
NOTE; This test controls the type 1 comparisonwise error rate. 3 1250 123 341.617886 114.279462
not the 3 1500 123 324.731707 94.562675
expert men twise error rate 3 1750 114 321.701754 112.463007
3 2000 120 332.883333 106.640934
AIpha= 0.05 dP= 2366 MSE= 16793.17 4 1000 121 458J63636 172.538595
WARNING: Cell sizes are not equal. 4 1250 129 468.697674 196.164854
Harmonic Mean o f  cell sizes= 489.1354 4 1500 119 434.630252 157.737492
4 1750 124 447.919355 187.487868
Number o f Means 2 3 4 5 4 2000 122 425.852459 181.896968
Critical Range 16.25 17.11 17.69 18.11 5 1000 123 350.048780 118.372838
5 1250 126 340.984127 111.645008
Means with the same letter are not significantly different 5 1500 122 327.647541 112.381061
5 1750 122 329.098361 120.914997
Duncan Grouping Mean N FP 5 2000 119 321.260504 110.946350
A 380.070 483 1000 
A
A 374.956 498 1250
B 356.176 484 1750 
B
B 350.892 493 1500 
B
B 349.258 488 2000
Level o f  Level of ------------
COND ISI N Mean SD
-RTl-
2 50 170 308.252941 77.460436
2 150 153 3 2 9 J13725 91.736785
2 250 156 340.993590 122.328300
2 350 143 346.419580 122.387828
3 50 170 306.741176 85.382627
3 150 148 333.709459 95.886218
3 250 143 348.006993 117.524076
3 350 136 366.058824 127.079198
4 50 155 411.341935 147.309703
4 150 163 427.907975 170.490860
4 250 142 481.154930 183.615127
4 350 155 472.967742 206.691420
5 50 168 316.672619 91.294516
5 150 145 328.903448 108.008894
5 250 155 343.729032 120.428203
5 350 144 348.631944 136.830187
Level o f Level o f 
ISI FP N Mean
-R T l-
SD
50
50
50
50
50
1000 
1250 
1500 
1750 
2000 
150 1000 
150 1250 
150 1500 
150 1750 
150 2000 
250 1000 
250 1250 
250 1500 
250 1750 
250 2000 
350 1000 
350 1250 
350 1500 
350 1750 
350 2000
132 363.446970
136 344.323529
134 335.037313
131 313.366412
130 313.530769 
123 364.113821
113 363.017699
132 345.166667
131 346.664122 
110 367.563636
114 393.666667
137 389.562044 
113 361.460177 
119 366.739496
113 370.150442
114 402.938596 
112 406.330357 
114 365.684211 
103 410314563
135 351.259259
117.498177
132.181238
108.460547
97.548663
87.523303
124.146873
131.117381
119.354828
138.033865
133.653566
141.646804
155.683638
138.684124
153.344326
155.600520
164.579393
171.664684
138.986872
177.969642
152.560874
Level o f Level o f Level o f ------
COND ISI FP N Mean SD
-RTl-
2 50 1000 34 341.147059 99.380851
2 50 1250 34 299.529412 69.600259
2 50 1500 34 298.970588 73.053938
2 50 1750 34 298.176471 63.575043
2 50 2000 34 303.441176 72.235805
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150 1000 31 344.870968 103.974273 
150 1250 28 337.464286 75.277502
Test 3.1: C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15,1997 
General Linear Models Procedure
Level o f Level o f Level o f ------
COND ISI FP N Mean SD
-RTl-
2 150 1500 33 309.151515 72.939667
2 150 1750 33 320.848485 110.143407
2 150 2000 28 337.678571 89.504419
2 250 1000 29 347.137931 114.698276
2 250 1250 32 378.718750 143.467257
2 250 1500 31 328.161290 108.851611
2 250 1750 32 330.937500 117.419276
2 250 2000 32 320.187500 121.990068
2 350 1000 28 364.142857 126.752519
2 350 1250 26 366.576923 135.069811
2 350 1500 31 348.838710 120.633079
2 350 1750 25 348.280000 124.435901
2 350 2000 33 311.818182 107.496062
3 50 1000 34 346.882353 111.044017
3 50 1250 34 297.911765 58.837922
3 50 1500 34 306.529412 78.746327
3 50 1750 34 281.794118 71.689051
3 50 2000 34 300.588235 88.209502
3 150 1000 31 349.322581 87.090140
3 150 1250 25 332.120000 101.233361
3 150 1500 33 321.939394 97.319686
3 150 1750 34 320.705882 99.327292
3 150 2000 25 349.160000 96.928960
3 250 1000 27 362.777778 101.004316
3 250 1250 36 359.888889 139.000468
3 250 1500 30 328.100000 101.098569
3 250 1750 25 337.040000 129.275700
3 250 2000 25 349.800000 111.121930
3 350 1000 25 403.400000 138.733858
3 350 1250 28 379.678571 127.231796
3 350 1500 26 348.192308 102.107402
3 350 1750 21 369.666667 145.700492
3 350 2000 36 340.333333 122.294259
4 50 1000 31 440.612903 136.348494
4 50 1250 33 456.424242 197.562969
4 50 1500 32 418.125000 130.213163
4 50 1750 31 377.354839 130.829036
4 50 2000 28 355.678571 101.530165
4 150 1000 31 432.580645 171.368176
4 150 1250 34 433.176471 177.743511
4 150 1500 34 414.705882 147.736360
4 150 1750 32 433.625000 180.509271
4 150 2000 32 426.093750 183.712145
4 250 1000 26 483.423077 181.940028
4 250 1250 32 468.500000 187.986444
4 250 1500 24 491.833333 168.199071
4 250 1750 30 476.433333 190.169377
4 250 2000 30 488.866667 196.589847
4 350 1000 33 479.515152 197.214053
4 350 1250 30 522.666667 219.969329
4 350 1500 29 428.862069 182.999751
4 350 1750 31 505.645161 220.810862
Test 3.1: C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15,1997
General Linear Models Procedure
Level o f  Level o f  Level o f ------------- RTl-
COND ISI FP N Mean SD
4 350 2000 32 427.937500 204.857139
5 50 1000 33 331.000000 92.266936
5 50 1250 35 327.228571 88.984825
5 50 1500 34 321.411765 104.318312
5 50 1750 32 301.062500 89.275195
5 50 2000 34 301.852941 81.157958
5 150 1000 30 328.533333 92.080824
5 150 1250 26 328.500000 98.686271
5 150 1500 32 332.375000 119.451907
5 150 1750 32 313.906250 118.024973
5 150 2000 25 344.520000 112.302464
5 250 1000 32 388.968750 127.928530
5 250 1250 37 359.540541 131.049735
5 250 1500 28 322.321429 111.053225
5 250 1750 32 322.906250 115.270890
5 250 2000 26 314.230769 97.751648
5 350 1000 28 351.071429 150.242995
5 350 1250 28 345.250000 122.200389
5 350 1500 28 335.142857 120.081983
5 350 1750 26 389.923077 148.095894
5 350 2000 34 328.941176 141.841128
. . . . .  xukey Test 3.2: C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15, 1997
General Linear Models Procedure 
Class Level Information
Class Levels Values
COND 4 2 3 4 5
ISI 4 50 150 250 350
FP 5 1000 1250 1500 1750 2000
Number o f  observations in data set = 2446
Tukey Test 3.2: C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Dependent Variable: RTl 
Sum o f  Mean 
Source DF Squares Square F Value Pr > F
Model 79 8115446.77 102727.17 6.12 0.0001
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Error 2366 39732640.35 16793.17
Corrected Total 2445 47848087.12
R-Square C.V. Root MSE RTl Mean 
0.169609 35.77097 129.588 362.273
Source DF Type ISS Mean Square F Value Pr > F
COND 3 5963900.67 1987966.89 118.38 0.0001
ISI 3 906289.41 302096.47 17.99 0.0001
FP 4 380857.73 95214.43 5.67 0.0002
COND*lSI 9 150305.90 16700.66 0.99 0.4422 
COND’ FP 12 70747.46 5895.62 0.35 0.9792 
ISI*FP 12 281628.57 23469.05 1.40 0.1594
COND*lSl*FP 36 361717.03 10047.70 0.60 0.9723
Source DF Type 111 SS Mean Square F Value Pr > F
COND 3 5842194.95 1947398J 2  115.96 0.0001
ISI 3 942547.92 314182.64 18.71 0.0001
FP 4 356755J3  89188.83 5J1  0.0003
COND*ISI 9 160996.40 17888.49 1.07 0.3854 
COND*FP 12 77007.03 6417.25 0.38 0.9703 
IS1*FP 12 274971.95 22914.33 1J6  0.1756
COND*ISl*FP 36 361717.03 10047.70 0.60 0.9723
2 - 3 -20.964 -6.405 8.155 
2 - 5 -17.992 -3.523 10.945
* Tukey Test 3.2: C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure 
T tests (LSD) for variable: RTl
NOTE: This test controls the type I comparisonwise error rate 
not the 
experimentwise error rate.
Alpha= 0.05 Confidence: 0.95 df^ 2366 MSE= 16793.17 
Critical Value ofT= 1.96097
Comparisons significant at the 0.05 level are indicated by ■•••'
Lower Difference Upper 
COND Confidence Between Confidence 
Comparison Limit Means Limit
4 - 3 95.959 110.560 1 25 .160*"
4 - 5 98.932 113.441 127.950 • • •
4 - 2 102.513 116.964 131.415***
3 - 4 -125.160-110.560 -95.959 
3 - 5  -11.737 2.881 17.499
3 - 2  -8.155 6.405 20.964
5 - 4  -127.950-113.441 -98.932***
5 - 3  -17.499 -2.881 11.737
5 - 2 -10.945 3.523 17.992
2 - 4  -131.415-116.964-102.513 *
Tukey Test 3.2: C2=C3=C4=C5 for RTl
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Tukey’s Studentized Range (HSD) Test for variable: RTl
NOTE: This test controls the type 1 experimentwise error rate.
Alpha= 0.05 Confidence: 0.95 df= 2366 MSE= 16793.17 
Critical Value o f Studentized Range= 3.636
Comparisons significant at the 0.05 level are indicated by '***’
Simultaneous Simultaneous 
Lower Difference Upper 
COND Confidence Between Confidence 
Comparison Limit Means Limit
4 - 3  91.418 110.560 129.701***
4 - 5 94.419 113.441 132.463 ***
4 - 2  98.019 116.964 135.909***
3 - 4  -129.701 -110.560 -91.418 ***
3 - 5  -16.283 2.881 22.046 
3 - 2  -12.684 6.405 25.493
5 - 4 -132.463 -113.441 -94.419 
5 - 3 -22.046 -2.881 16.283
5 - 2  -15.445 3.523 22.492
2 - 4  -135.909-116.964 -98.019 ***
2 - 3 -25.493 -6.405 12.684 
2 - 5 -22.492 -3.523 15.445
***** Tukey Test 3.2: C2=C3C4=C5 for RTl
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure 
T tests (LSD) for variable: RTl
NOTE: This test controls the type 1 comparisonwise error rate 
not the
experimentwise error rate.
Alpha: 0.05 Confidence: o.95 df= 2366 MSE= 16793.17 
Critical Value o f T= 1.96097
Comparisons significant at the 0.05 level arc indicated by '***'.
Lower Difference Upper 
ISI Confidence Between Confidence 
Comparison Limit Means Limit
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350 - 250 -6.089 8.746 23.581 
350-150 14.098 28.854 43.611 • • •  
350 - 50 36.967 51.428 65.889
250 - 350 -23.581 -8.746 6.089 
250-150 5.467 20.109 34.751 " *  
250 - 50 28.338 42.682 57.026
150 - 350 -43.611 -28.854 -14 .098"*  
150-250 -34.751 -20.109 -5.467*** 
150 - 50 8.311 22.574 36.837***
50 - 350 -65.889 -51.428 -36.967*** 
50 - 250 -57.026 -42.682 -28.338 *
50-150 -36.837 -22.574 -8.311
***** Tukey Test 3.2: C2=C3K:4=C5 for RTl
10:02 Tuesday, April 15,1997
General Linear Models Procedure
Tukey’s Studentized Range (HSD) Test for variable: RTl
NOTE: This test controls the type 1 experimentwise error rate.
Alpha: 0.05 Confidence^ 0.95 d f : 2366 M SE: 16793.17 
Critical Value o f  Studentized Range: 3.636
Comparisons significant at the 0.05 level are indicated by ’***’
Simultaneous Simultaneous 
Lower Difference Upper 
ISI Confidence Between Confidence 
Comparison Limit Means Limit
350 - 250 -10.703 8.746 28.195 
350-150 9.508 28.854 48.201 
350 - 50 32.469 51.428 70.387***
250 - 350 -28.195 -8.746 10.703 
250-150 0.913 20.109 39.304***
250 - 50 23.877 42.682 61.488***
150 - 350 -48.201 -28.854 -9.508***
150-250 -39.304 -20.109 -0.913 ***
150 - 50 3.875 22.574 41.273***
50 - 350 -70.387 -51.428 -32.469***
50 - 250 -61.488 -42.682 -23.877***
50- 150 -41.273 -22.574 -3.875***
***** Tukey Test 3.2: C2=C3C4=C5 for RTl
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure 
T tests (LSD) for variable: RTl
NOTE: This test controls the type 1 comparisonwise error rate 
not the
experimentwise error rate.
A lpha: 0.05 Confidence: 0.95 d f :  2366 M SE: 16793.17 
Critical Value o f T :  1.96097
Comparisons significant at the 0.05 level are indicated by ’***’
Lower Difference Upper 
FP Confidence Between Confidence 
Comparison Limit Means Limit
1000- 1250 -11.114 5.115 21.343 
1000 - 1750 7.551 23.895 40.239 
1000- 1500 12.909 29.178 45.447***
1000-2000 14.502 30.812 47.123 ***
1250- 1000 -21.343 -5.115 11.114 
1250- 1750 2.560 18.780 35.000***
1250- 1500 7.918 24.063 40.208 ***
1250 - 2000 9.511 25.698 41.884***
1750- 1000 -40.239 -23.895 -7.551 
1750- 1250 -35.000 -18.780 -2.560 ***
1750-1500 -10.978 5.283 21.544 
1750 - 2000 -9.384 6.917 23.219
1500- 1000 -45.447 -29.178 -12.909***
1500-1250 -40.208 -24.063 -7.918 ***
1500-1750 -21.544 -5.283 10.978 
1500 - 2000 -14.593 1.634 17.861
2000-1000 -47.123 -30.812 -14.502***
2000-1250 -41.884 -25.698 -9.511 
2000-1750 -23.219 -6.917 9.384 
2000- 1500 -17.861 -1.634 14.593
Tukey Test 3.2: C2=C3C4=C5 for RTl
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Tukey’s Studentized Range (HSD) Test for variable: RTl
NOTE: This test controls the type I experimentwise error rate.
A lpha: 0.05 Confidence: 0.95 d f :  2366 M SE: 16793.17 
Critical Value o f Studentized Range: 3.861
Comparisons significant at the 0.05 level are indicated by ’***’
Simultaneous Simultaneous 
Lower Difference Upper 
FP Confidence Between Confidence 
Comparison Limit Means Limit
1000-1250 -17.478 5.115 27.707 
1000-1750 1.142 23.895 46.648 ***
1000-1500 6.529 29.178 51.827***
1000-2000 8.106 30.812 53.518***
1250-1000 -27.707 -5.115 17.478
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1250-1750 -3.800 18.780 41.361 
1250-1500 1.587 24.063 46.539 • • •  
1250 - 2000 3.164 25.698 48.231 • • •
1750-1000 -46.648 -23.895 -1.142 
1750-1250 -41.361 -18.780 3.800 
1750-1500 -17.354 5.283 27.920 
1750 - 2000 -15.777 6.917 29.612
1500-1000 -51.827 -29.178 -6.529 • • •  
1500-1250 -46.539 -24.063 -1J87*** 
1500-1750 -27.920 -5.283 17.354
10:02 Tuesday, April 15,1997 
General Linear Models Procedure
-RTl-Level o f Level o f  -----------
COND ISI N Mean SD
4 350 155 472.967742 206.691420
5 50 168 316.672619 91.294516
5 150 145 328.903448 108.008894
5 250 155 343.729032 120.428203
5 350 144 348.631944 136.830187
Level o f  Level o f  -----------
COND FP N Mean SD
-RTl-
2 1000 122 348.795082 109.903559
2 1250 120 344.025000 113.288689
2 1500 129 320.573643 96.222299
2 1750 124 322.766129 105.140565
2 2000 127 317.385827 99.163569
3 1000 117 363.273504 110.526298
3 1250 123 341.617886 114.279462
3 1500 123 324.731707 94.562675
3 1750 114 321.701754 112.463007
3 2000 120 332.883333 106.640934
4 1000 121 458-363636 172.538595
4 1250 129 468.697674 196.164854
1500 119 
1750 124 
2000 122 
1000 123 
1250 126 
1500 122 
1750 122 
2000 119
434.630252
447.919355
425.852459
350.048780
340.984127
327.647541
329.098361
321.260504
157.737492
187.487868
181.896968
118.372838
111.645008
112.381061
120.914997
110.946350
Level o f Level o f 
ISI FP N Mean
-R Tl-
SD
1500- 2000 -20.956 1.634 24.224 50 1000 132 363.446970 117.498177
50 1250 136 344.323529 132.181238
2000- 1000 -53.518 -30.812 -8.106 50 1500 134 335.037313 108.460547
2000- 1250 -48.231 -25.698 -3.164 50 1750 131 313J66412 97.548663
2000- 1750 -29.612 -6.917 15.777 50 2000 130 313.530769 87.523303
2000- 1500 -24.224 -1.634 20.956 150 1000 123 364.113821 124.146873
150 1250 113 363.017699 131.117381
150 1500 132 345.166667 119.354828
150 1750 131 346.664122 138.033865
Level o f Level o f  ------------- RTl------------- 150 2000 110 367.563636 133.653566
COND ISI N Mean SD 250 1000 114 393.666667 141.646804
250 1250 137 389.562044 155.683638
2 50 170 308.252941 77.460436 250 1500 113 361.460177 138.684124
2 150 153 329.313725 91.736785 250 1750 119 366.739496 153.344326
2 250 156 340.993590 122.328300 250 2000 113 370.150442 155.600520
2 350 143 346.419580 122.387828 350 1000 114 402.938596 164.579393
3 50 170 306.741176 85J82627 350 1250 112 406.330357 171.664684
3 150 148 333.709459 95.886218 350 1500 114 365.684211 138.986872
3 250 143 348.006993 117.524076 350 1750 103 410.514563 177.969642
3 350 136 366.058824 127.079198
4 50 155 411.341935 147.309703 • • • • •
4 150 163 427.907975 170.490860 Tukey Test 3.2: C2=C 3C4=C5 for RTl
4 250 142 481.154930 183.615127
*«*•• 10:02 Tuesday, April 15,1997
*«**• Tukey Test 3.2: C2=C3=C4=C5 for RTl
General Linear Models Procedure
Level o f Level o f 
ISI FP N Mean
-RTI-
SD
350 2000 135 351.259259 152.560874
Level o f Level o f Level o f ------
COND ISl FP N Mean SD
-RTl-
2 50 1000 34 341.147059 99.380851
2 50 1250 34 299.529412 69.600259
2 50 1500 34 298.970588 73.053938
2 50 1750 34 298.176471 63.575043
2 50 2000 34 303.441176 72.235805
2 150 1000 31 344.870968 103.974273
2 150 1250 28 337.464286 75.277502
2 150 1500 33 309.151515 72.939667
2 150 1750 33 320.848485 110.143407
2 150 2000 28 337.678571 89.504419
2 250 1000 29 347.137931 114.698276
2 250 1250 32 378.718750 143.467257
2 250 1500 31 328.161290 108.851611
2 250 1750 32 330.937500 117.419276
2 250 2000 32 320.187500 121.990068
2 350 1000 28 364.142857 126.752519
2 350 1250 26 366.576923 135.069811
2 350 1500 31 348.838710 120.633079
2 350 1750 25 348.280000 124.435901
2 350 2000 33 311.818182 107.496062
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3 50 1000 34 346.882353 111.044017
3 50 1250 34 297.911765 58.837922
3 50 1500 34 306.529412 78.746327
3 50 1750 34 281.794118 71.689051
3 50 2000 34 300.588235 88.209502
3 150 1000 31 349J22581 87.090140
3 150 1250 25 332.120000 101.233361
3 150 1500 33 321.939394 97 J 19686
3 150 1750 34 320.705882 99.327292
3 150 2000 25 349.160000 96.928960
3 250 1000 27 362.777778 101.004316
3 250 1250 36 359.888889 139.000468
3 250 1500 30 328.100000 101.098569
3 250 1750 25 337.040000 129-275700
3 250 2000 25 349.800000 111.121930
3 350 1000 25 403.400000 138.733858
3 350 1250 28 379.678571 127.231796
3 350 1500 26 348.192308 102.107402
3 350 1750 21 369.666667 145.700492
3 350 2000 36 340.333333 122.294259
4 50 1000 31 440.612903 136.348494
4 50 1250 33 456.424242 197.562969
4 50 1500 32 418.125000 130.213163
4 50 1750 31 377.354839 130.829036
4 50 2000 28 355.678571 101.530165
4 150 1000 31 432.580645 171J68176
4 150 1250 34 433.176471 177.743511
*****
***** Tukey Test 3.2: C2=C3 =C4=C5 for
5 350 1250 28 345250000 122200389
5 350 1500 28 335.142857 120.081983
5 350 1750 26 389.923077 148.095894
5 350 2000 34 328.941176 141.841128
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure
Level o f Level o f Level o f ------
COND ISI FP N Mean SD
-RTl-
150
150
150
250
250
250
250
250
350
350
350
350
350
50
50
50
50
50
150
150
150
150
150
250
250
250
250
250
350
1500 34 
1750 32 
2000 32 
1000 26 
1250 32 
1500 24 
1750 30 
2000 30 
1000 33 
1250 30 
1500 29 
1750 31 
2000 32 
1000 33 
1250 35 
1500 34 
1750 32 
2000 34 
1000 30 
1250 26 
1500 32 
1750 32 
2000 25 
1000 32 
1250 37 
1500 28 
1750 32 
2000 26 
1000 28
414.705882
433.625000
426.093750
483.423077
468.500000 
491.833333 
476.433333 
488.866667 
479.515152 
522.666667 
428.862069 
505.645161 
427.937500 
331.000000 
327.228571 
321.411765 
301.062500 
301.852941 
328.533333
328.500000 
332.375000
313.906250 
344.520000 
388.968750 
359.540541 
322.321429
322.906250 
314.230769 
351.071429
147.736360
180.509271
183.712145
181.940028
187.986444
168.199071
190.169377
196.589847
197.214053
219.969329
182.999751
220.810862
204.857139
92.266936
88.984825
104.318312
89.275195
81.157958
92.080824
98.686271
119.451907
118.024973
112.302464
127.928530
131.049735
111.053225
115.270890
97.751648
150.242995
Test 3.3: C2=C3=C4=C5 for RT2
10:02 Tuesday, April 15, 1997
General Linear Models Procedure 
Class Level Information
Class Levels Values
COND 4 2  3 4 5
ISI 4 50 150 250 350
FP 5 1000 1250 1500 1750 2000
Number o f observations in data set = 2446
Test 3.3: C2C3=C4=C5 for RT2
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Dependent Variable: RT2 
Sum o f Mean 
Source DF Squares Square F Value Pr > F
Model 43 33684293.0 783355.7 44.91 0.0001
Error 2402 41899945.9 17443.8
Corrected Total 2445 75584238.9
R-Square C.V. Root MSE RT2 Mean
0.445652 40.54468 132.075 325.751
Source DF Type I SS Mean Square F Value Pr > F
COND 3 28379554.6 9459851.5 542.31 0.0001 
ISI 3 4428381.4 1476127.1 84.62 0.0001
FP 4 100855.4 25213.9 1.45 0.2164
COND'ISI 9 378466.3 42051.8 2.41 0.0101 
COND'FP 12 120821.3 10068.4 0.58 0.8622 
1SI*FP 12 276213.9 23017.8 1.32 0.1998
Source DF Type III SS Mean Square F Value Pr > F
COND 3 28470834.5 9490278.2 544.05 0.0001
ISI 3 4307846.6 1435948.9 82.32 0.0001
FP 4 114443.2 28610.8 1.64 0.1614
COND'ISI 9 379595.4 42177.3 2.42 0.0099 
COND*FP 12 125329.6 10444.1 0.60 0.8449 
1SI*FP 12 276213.9 23017.8 1.32 0.1998
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10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Duncan's Multiple Range Test for variable: RT2
NOTE: This test controls the type I comparisonwise error rate, 
not the 
experimentwise error rate
A lpha: 0.05 dP= 2402 M S E : 17443.77 
WARNING: Cell sizes are not equal.
Harmonic Mean of cell s izes : 611.3026
Number o f Means 2 3 4 
Critical Range 14.81 15.60 16.12
Means with the same letter are not significantly differenL 
Duncan Grouping Mean N COND
A 511.226 615 4 
B 274.732 612 5
C 257.958 597 3 
C 257.632 622 2
* * * * *
***** Test 3.3: C2=C3=C4:C5 for RT2
96
• • • • •  Test 3.3: C2=C3=C4=C5 for RT2 • • •* •
•««««
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Duncan's Multiple Range Test for variable: RT2
NOTE: This test controls the type I comparisonwise error rate, 
not the
experimentwise error rate
Alpha: 0.05 df= 2402 M SE: 17443.77 
WARNING: Cell sizes are not equal.
Harmonic Mean o f  cell sizes: 489.1354
Number o f Means 2 3 4 5 
Critical Range 16.56 17.44 18.02 18.46
Means with the same letter are not significantly differenL
Duncan Grouping Mean N FP
A 332.455 484 1750 
A
A 331.616 498 1250 
A
A 330.358 483 1000 
A
B A 322.660 488 2000 
B
B 311.793 493 1500
10:02 Tuesday, April 15, 1997
Level of Level o f -RT2-
General Linear Models Procedure COND ISI N Mean SD
Duncan's Multiple Range Test for variable: RT2 2 50 170 324.252941 78.294850
2 150 153 267.104575 84.614774
NOTE: This test controls the type I comparisonwise error rate. 2 250 156 225.000000 113.367515
not the 2 350 143 203.895105 106.215282
experimentwise em>r rate 3 50 170 306.447059 91.447208
3 150 148 257.905405 97.926763
A lpha: 0.05 dP= 2402 MSE= 17443.77 3 250 143 238.104895 151.939096
WARNING: Cell sizes are not equal. 3 350 136 218.279412 126J67992
Harmonic Mean of cell s izes : 609.9153 4 50 155 547.038710 168.963182
4 150 163 535.815951 198.960888
Number o f Means 2 3 4 4 250 142 495.697183 186.945283
Critical Range 14.83 15.62 16.14 4 350 155 463.780645 167.507909
5 50 168 357.535714 102.992523
Means with the same letter are not significantly different 5 150 145 290.448276 109.723702
5 250 155 232.251613 121.300988
Duncan Grouping Mean N ISI 5 350 144 208.027778 134.687982
A 380.205 663 50 
B 342.348 609 ISO 
C 294.525 596 250 
D 278.002 578 350
-RT2-Level of Level o f  -----------
COND FP N Mean SD
2 1000 122 262.172131 121.789189
2 1250 120 269.116667 109.567997
2 1500 129 246.689922 100.091973
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Test 3.3: C2=C3C4=C5 for RT2
Number of observations in data set = 2446
10:02 Tuesday. April 15, 1997 
General Linear Models Procedure
Level o f Level o f -----------
COND FP N Mean SD
-RT2-
Level o f Level of 
ISl FP N Mean
-RT2-
SD
50
50
50
50
50
1000 
1250 
1500 
1750 
2000 
150 1000 
150 1250 
150 1500 
150 1750 
150 2000 
250 1000 
250 1250 
250 1500 
250 1750 
250 2000 
350 1000 
350 1250 
350 1500 
350 1750 
350 2000
132 397.007576
136 384.750000
134 376.500000
131 368.893130
130 373.607692 
123 350.585366
113 349.601770
132 335.636364
131 329.709924 
110 348.790909
114 285.149123
137 308.532847 
113 256.893805 
119 309.260504
113 309.115044
114 276.570175 
112 277.187500 
114 262.543860 
103 316.398058
135 263.644444
149.011014
155.035038
152.138874
149.948414
132.225465
165.386776
190.781454
158.992547
162.872130
210.684211
161.360161
178.407706
170.803896
215.554526
183.055405
177.546901
184.473418
140.543203
202.429283
173.628935
* Tukey Test 3.4: C2=C3=C4=C5 for SRT2
10:02 Tuesday, April 15, 1997
2 1750 124 264209677 100.035301
2 2000 127 247.110236 100.626863 General Linear Models Procedure
3 1000 117 269.119658 112.634989
3 1250 123 249.048780 117.141280 Dependent Variable: RT2
3 1500 123 251.959350 109.083018 Sum of Mean
3 1750 114 266.500000 155.494885 Source DF Squares Square F Value Pr > F
3 2000 120 254.241667 114.448329
4 1000 121 509.801653 159.196661 Model 43 33684293.0 783355.7 44.91 0.0001
4 1250 129 523.945736 185.719896
4 1500 119 483.445378 180.415702 Error 2402 41899945.9 17443.8
4 1750 124 523.008065 187.635718
4 2000 122 514.311475 202.867138 Corrected Total 2445 75584238.9
5 1000 123 279.715447 140.966309
5 1250 126 274.833333 134.159234 R-Square C.V. Root MSE RT2 Mean
5 1500 122 273.524590 125.166284
5 1750 122 269.770492 126.968258 0.445652 40.54468 132.075 325.751
5 2000 119 275.798319 128.435737
Source DF Type 1 SS Mean Square F Value Pr > F
COND 3 28379554.6 9459851.5 542.31 0.0001 
ISI 3 4428381.4 1476127.1 84.62 0.0001
FP 4 100855.4 25213.9 1.45 0.2164
COND'ISI 9 378466.3 42051.8 2.41 0.0101 
COND'FP 12 120821.3 10068.4 0.58 0.8622 
ISI'FP 12 276213.9 23017.8 1.32 0.1998
Source DF Type III SS Mean Square F Value Pr > F
COND 3 28470834.5 9490278.2 544.05 0.0001
ISI 3 4307846.6 1435948.9 82.32 0.0001
FP 4 114443.2 28610.8 1.64 0.1614
COND'lSl 9 379595.4 42177.3 2.42 0.0099 
COND*FP 2 125329.6 10444.1 0.60 0.8449 
1SI*FP 12 276213.9 23017.8 1.32 0.1998
Tukey Test 3.4: C2=C3=C4=C5 for SRT2
* * * * *
* * * * * Tukey Test 3.4: C2=C3=C4=C5 for SRT2
10:02 Tuesday, April 15, 1997
General Linear Models Procedure 
Class Level Information
Class Levels Values
COND 4 2 3 4 5
ISI 4 50 150 250 350
FP 5 1000 1250 1500 1750 2000
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure 
T tests (LSD) for variable: RT2
NOTE: This test controls the type I comparisonwise error rate 
not the 
experimentwise error rate.
A lpha: 0.05 Confidence: q.95 d f :  2402 M SE : 17443.77 
Critical Value o f T :  1.96095
Comparisons significant at the 0.05 level are indicated by '***'
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Lower Difference Upper 
COND Confidence Between Confidence 
Comparison Limit Means Limit
4 - 5 221.706 236.494 2 5 1 .2 8 2 "*
4 - 3 238.388 253.268 268.148 ***
4 - 2 238.866 253.594 268.322
5 - 4 -251 -282 -236.494-221.706 ***
5 - 3  1.876 16.774 31.672***
5 - 2 2.354 17.100 31.846***
3 - 4 -268.148 -253.268 -238J88 
3 - 5 -31.672 -16.774 -1.876***
3 - 2  -14.513 0.326 15.165
2 - 4 -268.322 -253.594 -238.866 *
2 - 5 -31.846 -17.100 -2.354 ***
2 - 3  -15.165 -0.326 14.513
Tukey Test 3.4: C2=C 3C4=C5 for SRT2
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Tukey’s Studentized Range (HSD) Test for variable: RT2
NOTE: This test controls the type I experimentwise error rate.
A lpha: 0.05 Confidence: 0.95 d f :  2402 M SE: 17443.77 
Critical Value o f  Studentized R ange: 3.636
Comparisons significant at the 0.05 level are indicated by '***'
Simultaneous Simultaneous 
Lower Difference Upper 
COND Confidence Between Confidence 
Comparison Limit Means Limit
4 - 5  217.107 236.494 255.881
4 - 3 233.760 253.268 272.776 *
4 - 2 234.286 253.594 272.903
5 - 4 -255.881 -236.494-217.107 ***
5 - 3  -2.758 16.774 36.306 
5 - 2 -2.232 17.100 36.432
3 - 4 -272.776 -253.268 -233.760
3 - 5  -36.306 -16.774 2.758
3 - 2  -19.128 0.326 19.780
2 - 4 -272.903 -253.594 -234.286
2 - 5  -36.432 -17.100 2.232 
2 - 3 -19.780 -0.326 19.128
***** Tukey Test 3.4: C 2C3=C4=C5 for SRT2
General Linear Models Procedure 
T tests (LSD) for variable: RT2
NOTE: This test controls the type 1 comparisonwise error rate 
not the
experimentwise error rate.
A lpha: 0.05 Confidence: 0.95 df^ 2402 M SE: 17443.77 
Critical Value o f T :  1.96095
Comparisons significant at the 0.05 level are indicated by '***'
Lower Difference Upper 
ISI Confidence Between Confidence 
Comparison Limit Means Limit
50-150  23J20 37.857 52.394***
50-250  71.061 85.680 100.299***
50 - 350 87.465 102.203 116.942***
150 - 50 -52.394 -37.857 -23320***
150 - 250 32.900 47.823 62.746 ***
150 - 350 49.307 64.346 79.386 ***
250 - 50 -100.299 -85.680 -71.061 
250-150  -62.746 -47.823 -32.900***
250 - 350 1.404 16.523 31.643 ***
350 - 50 -116.942 -102.203 -87.465 
350- 150 -79.386 -64.346 -49.307***
350 - 250 -31.643 -16.523 -1.404***
Tukey Test 3.4: C2=C 3:C 4:C 5 for SRT2
10:02 Tuesday, April 15,1997
10:02 Tuesday, April 15, 1997
General Linear Models Procedure
Tukey's Studentized Range (HSD) Test for variable: RT2
NOTE: This test controls the type I experimentwise error rate.
A lpha: 0.05 Confidence: 0.95 d f :  2402 MSE: 17443.77 
Critical Value o f Studentized R ange: 3.635
Comparisons significant at the 0.05 level are indicated by '•**'
Simultaneous Simultaneous 
Lower Difference Upper 
ISl Confidence Between Confidence 
Comparison Limit Means Limit
5 0 - 150 18.799 37.857 56.915***
50 - 250 66.514 85.680 104.846***
50 -350  82.881 102J03 121.526***
150-50 -56.915 -37.857 -18.799 
150 - 250 28.259 47.823 67.387***
150 - 350 44.629 64.346 84.064***
250 - 50 -104.846 -85.680 -66.514***
250-150  -67.387 -47.823 -28.259***
250 - 350 -3.298 16.523 36.345
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350 - 50 -121.526-102.203 -82.881 
350 - 150 -84.064 -64J4 6  -44.629 
350 - 250 -36.345 -16.523 3.298
Tukey Test 3.4: C2=C3:C4=C5 for SRT2
10:02 Tuesday, April 15,1997 
General Linear Models Procedure 
T tests (LSD) for variable: RT2
NOTE: This test controls the type 1 comparisonwise error rate 
not the
experimentwise error rate.
A lpha: 0.05 Confidence: 0.95 df= 2402 M SE : [ 7443.77 
Critical Value o f T :  1.96095
Comparisons significant at the 0.05 level are indicated by '**•'
Lower Difference Upper 
FP Confidence Between Confidence 
Comparison Limit Means Limit
1750-1250 -15.693 0.838 17.369 
1750- 1000 -14.561 2.096 18.754 
1750 - 2000 -6.820 9.795 26.409 
1750-1500 4.089 20.661 37.234
1250-1750 -17.369 -0.838 15.693 
1250- 1000 -15.282 1.258 17.798 
1250 - 2000 -7.540 8.957 25.453 
1250-1500 3.369 19.823 36.278 " *
1000-1750 -18.754 -2.096 14.561 
1000-1250 -17.798 -1.258 15.282 
1000 - 2000 -8.925 7.698 24.321 
1000- 1500 1.984 18.565 35.146**»
2000- 1750 -26.409 -9.795 6.820 
2000- 1250 -25.453 -8.957 7.540 
2000- 1000 -24.321 -7.698 8.925 
2000- 1500 -5.671 10.867 27.405
1500- 1750 -37.234 -20.661 -4.089***
1500- 1250 -36.278 -19.823 -3.369***
1500-1000 -35.146 -18.565 -1.984***
1500 - 2000 -27.405 -10.867 5.671
10:02 Tuesday, April 15,1997 
General Linear Models Procedure 
Tukey's Studentized Range (HSD) Test for variable: RT2 
NOTE: This test controls the type I experimentwise error rate.
A lpha: 0.05 Confidence: 0.95 df= 2402 M SE: 17443.77 
Critical Value of Studentized Range: 3.861
Comparisons significant at the 0.05 level are indicated by "
Simultaneous Simultaneous 
Lower Difference Upper 
FP Confidence Between Confidence 
Comparison Limit Means Limit
1750- 1250 -22.176 0.838 23.852 
1750-1000 -21.093 2.096 25.285 
1750-2000 -13.335 9.795 32.924 
1750- 1500 -2.410 20.661 43.733
1250-1750 -23.852 -0.838 22.176 
1250-1000 -21.767 1.258 24.284 
1250-2000 -14.009 8.957 31.922 
1250-1500 -3.083 19.823 42.730
1000-1750 -25.285 -2.096 21.093 
1000-1250 -24.284 -1.258 21.767 
1000 - 2000 -15.443 7.698 30.840 
1000-1500 -4.518 18.565 41.648
2000- 1750 -32.924 -9.795 13.335 
2000- 1250 -31.922 -8.957 14.009 
2000-1000 -30.840 -7.698 15.443 
2000- 1500 -12.157 10.867 33.890
1500- 1750 -43.733 -20.661 2.410 
1500- 1250 -42.730 -19.823 3.083 
1500-1000 -41.648 -18.565 4.518 
1500-2000 -33.890 -10.867 12.157
Level o f  Level o f -----------
COND ISl N Mean SD
-RT2-
50
150
250
350
50
150
250
350
50
150
250
170 324.252941 
153 267.104575 
156 225.000000 
143 203.895105 
170 306.447059 
148 257.905405 
143 238.104895 
136 218.279412 
155 547.038710 
163 535.815951 
142 495.697183
78.294850
84.614774
113.367515
106.215282
91.447208
97.926763
151.939096
126.367992
168.963182
198.960888
186.945283
Tukey Test 3.4: C2=C3:C4=C5 for SRT2
* * * * *
***** Tukey Test 3.4: C2C3=C4=C5 for SRT2
10:02 Tuesday, April 15, 1997 
General Linear Models Procedure
Level o f  Level o f -----------
COND ISl N Mean SD
-RT2-
4 350 155 463.780645 167.507909
5 50 168 357.535714 102.992523
5 150 145 290.448276 109.723702
5 250 155 232.251613 121.300988
5 350 144 208.027778 134.687982
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Level o f  Level o f  -----------
COND FP N Mean SD
-RT2-
2 1000 122 262.172131 
2 1250 120 269.116667 
2 1500 129 246.689922 
2 1750 124 264.209677
2 2000 127 247.110236
3 1000 117 269.119658 
3 1250 123 249.048780 117 
3 1500 123 251.959350 109 
3 1750 114 266.500000
3 2000 120 254.241667
4 1000 121 509.801653 
4 1250 129 523.945736 
4 1500 119 483.445378 
4 1750 124 523.008065
4 2000 122 514.311475
5 1000 123 279.715447
5 1250 126 274.833333
5 1500 122 273.524590
5 1750 122 269.770492
5 2000 119 275.798319
121
109
100.
100
100.
112.
155
114
159
185
180
.789189
.567997
.091973
.035301
626863
634989
.141280
083018
494885
448329
.196661
719896
415702
187.635718
202.867138
140.966309
134.159234
125.166284
126.968258
128.435737
Levelo f  L<:vel o f RT2-------------
ISI FP N Mean SD
50 1000 132 397.007576 149.011014
50 1250 136 384.750000 155.035038
50 1500 134 376.500000 152.138874
50 1750 131 368.893130 149.948414
50 2000 130 373.607692 132.225465
150 1000 123 350.585366 165.386776
150 1250 113 349.601770 190.781454
150 1500 132 335.636364 158.992547
150 1750 131 329.709924 162.872130
150 2000 110 348.790909 210.684211
250 1000 114 285.149123 161J60161
250 1250 137 308.532847 178.407706
250 1500 113 256.893805 170.803896
250 1750 119 309.260504 215.554526
250 2000 113 309.115044 183.055405
350 1000 114 276.570175 177.546901
350 1250 112 277.187500 184.473418
350 1500 114 262.543860 140.543203
350 1750 103 316.398058 202.429283
• • • • *
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