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Abstract
This thesis is concerned with the exploration of field-induced dynamical phenomena arising in
dilute gases, viscous liquids and polymer chains. The problems considered herein pertain to the
slip-induced motion of a rigid, spherical or nonspherical particle in a fluid in the presence of an
inhomogeneous temperature or concentration field or an electric field, and the dynamics of charged
polymers animated by the application of an electric field.
The problems studied in this thesis are unified by the existence of a separation of length scales be-
tween the macroscopic phenomena of interest and their microscopic underpinnings, and are treated
by means of coarse-graining principles that exploit this scale separation. Specifically, the first part
of this thesis investigates the dynamics caused by the existence of a slip velocity at a fluid-solid
interface. The macroscopic slip boundary condition obtains from the asymptotic matching of the
velocity within the microscale layer of fluid adjoining the solid surface, and the velocity in the bulk
fluid. In the case of a gas, the microscopic length scale is constituted by the mean free path, and
the layer of gas adjoining the solid boundary having a thickness of the order of the mean free path is
referred to as the Knudsen layer. The parameter representing the ratio of the mean free path to the
macroscopic length scale is the Knudsen number, denoted Kn. The widely-used Navier-Stokes and
Fourier equations are valid away from the solid boundary at distances large compared to the mean
free path in the limit Kn < 1, and necessitate the imposition of continuum boundary conditions
on the gas velocity and temperature at the outer limit of the Knudsen layer. These macroscopic
equations are typically solved subject to the no-slip of velocity and the equality of the gas and
solid temperatures at the solid boundary. However, as first pointed out by Maxwell, the no-slip
boundary condition fails to explain experimentally observed phenomena when imposed at the sur-
face of a nonuniformly heated solid, and must be replaced by the thermal slip condition obtained
via the asymptotic matching of the velocity within the Knudsen layer with that in the bulk gas.
Slip has also been proposed to occur at liquid-solid boundaries under conditions of inhomogeneous
temperature or concentration.
In this thesis, we extend Faxen's laws for the force and torque acting on a spherical particle
in a fluid with a prescribed undisturbed flow field to account for the existence of fluid slip at
the particle surface. Additionally, we investigate the effect of particle asymmetry by studying
the motion of a slightly deformed sphere in a fluid having a uniform unperturbed flow field, and
demonstrate that the velocity of a force- and torque-free particle is independent of its size or shape.
While the slip-induced motions studied in this thesis are presented in the context of thermally-
induced slip arising from the existence of a temperature gradient, the results are equally applicable
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to more general phoretic transport, encompassing the electrokinetic slip condition employed in
the treatment of charged particle dynamics in an electrolytic liquid. Analogous to the thermal
slip condition imposed on a gas at the outer limit of the Knudsen layer, the electrokinetic slip
condition is imposed at the outer limit of the layer of counterions surrounding a charged surface in
an electrolytic liquid.
The studies presented in this thesis have potential applications in aerosol and colloid technology,
in the nonisothermal transport of particulates in porous media and MEMS devices, and in the
electrophoresis of charged bodies.
The behavior of a charged polymer molecule in an electric field constitutes the subject of the
second part of this thesis. Motivated by the medical and technological necessity to effect the size-
separation of DNA chains in applications ranging from the Human Genome Project to DNA-based
criminology, we consider specifically the dynamics of electric-field driven DNA chains in size-based
separation devices. The conventional technique of constant-field gel electrophoresis is ineffective
in achieving the separation of long DNA chains whose sizes exceed a few tens of kilobase pairs,
owing to the fact that the velocity becomes independent of chain size for long chains in a gel. This
limitation of gel electrophoresis has spurred the development of alternative separation devices, such
as obstacle courses confined to microchannels wherein the obstacles may be either microfabricated
or formed from the self-assembly of paramagnetic beads into columns upon the imposition of a
magnetic field transverse to the channel plane. Size separation in the latter devices arises from the
fact that longer chains, when driven through the channel by an applied electric field, are more likely
to collide with the obstacles and take longer to disentangle from the obstacle once a collision has
occurred, relative to shorter chains. Consequently, a longer chain requires more time to traverse
the array compared to a shorter chain.
As a model for the transient chain stretching occurring subsequent to the collision of an elec-
trophoresing DNA molecule with an obstacle, we study the unraveling of a single, tethered polymer
molecule in a uniform solvent flow field. In the context of a polymer, the microscopic length scale
is associated with the size of a monomer. We, however, employ a coarse-grained representation
wherein the polymer is modeled by a chain of entropic springs connected by beads, with each bead
representing several monomers, thereby enabling a continuum description of the solvent. We adopt
the method of Brownian dynamics applied to the bead-spring model of the polymer chain. We
consider both linear force-extension behavior, representative of chain stretching in a weak field, and
the finitely-extensible wormlike chain model of DNA elasticity, which dominates chain stretching
under strong fields. The results yield insight into the mechanism of tension propagation during
chain unraveling, and are more generally applicable to situations involving transient stretching,
such as chain interactions arising in entangled polymer solutions.
We next conduct investigations of chain dynamics in obstacle-array based separation devices
by means of coarse-grained stochastic modeling and Brownian dynamics simulation of a chain in
a self-assembled array of magnetic beads, and predict the separation achievable among different
chain sizes. We examine the influence of key parameters, namely, the applied electric field strength
and the spacing between obstacles, on the separation resolution effected by the device. Our results
elucidate the mechanisms of DNA dynamics in microfluidic separation devices, and are expected
to aid in the design of DNA separation devices and the selection of parameters for their optimal
operation.
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CHAPTER 1
Introduction
The first part of this thesis investigates dynamical effects in fluids animated by the presence of
potential gradients, where the role of potential may be played by a temperature, concentration, or
an electric potential field. Chapters 2 and 3 pertain to this subject, which is described in greater
detail in Section 1.1.
The subject of the second part of this thesis comprises the dynamics of charged polymers under
the imposition of an electric field, with applications to DNA dynamics in size-based separation
devices. These issues are elaborated in Chapters 4 and 5, and below in Section 1.2.
1.1 Fluid Dynamics in Inhomogeneous Fields
1.1.1 Slow, Nonisothermal Gas Flows
Hydrodynamic Equations
The solution of the classical equations of motion, applied individually to each molecule of a fluid
concurrently with the imposition of momentum and energy conservation during molecular encoun-
ters, is usually beyond the ambit of computational feasibility over spatial and temporal scales
of interest. The derivation of coarse-grained equations offers a great simplification over the de-
tailed molecular picture, both computationally and conceptually. For the special case of a dilute,
weakly-interacting gas, the coarse-graining of the reversible, Newtonian equations of motion was
1.1. Fluid Dynamics in Inhomogeneous Fields
performed by Ludwig Boltzmann in 1872 to yield the irreversible Boltzmann kinetic equation for
the one-particle probability density function fi (c, r, t) [1], namely
+C- +F-- = (1.1)
at Or 9c at coil
where c and r denote, respectively, the velocity and position of the gas molecule at time t, while
F denotes the net external force acting on the gas molecules. The term (&filt)|col denotes the
change in fi occurring due to collisions. Details of the intermolecular potential of interactions
among the gas molecules are contained within this term.
In obtaining the Boltzmann equation, only short range two-body interactions among the gas
molecules are accounted for. Moreover, in considering encounters between two gas molecules, it
is assumed that both molecules are distributed at random, and without any correlation between
velocity and position. This latter assumption, referred to as the "assumption of molecular chaos,"
is justifiable at distances large compared to the range of the two-body interaction potential. In
consequence of this assumption, the Boltzmann equation is valid only at length and time resolutions
larger than those of a two-body collision. The length scale associated with short range intermolec-
ular interactions is typically of the order of the atomic size, namely, 10-1 0 m. The typical speed of
a gas molecule at room temperature is of the order of 102 m/s, whereby the associated time scale
is of order 10-12 s.
The laws asserting the conservation of the local mass, momentum and energy follow from
the Boltzmann equation, owing to the fact that the aforementioned conserved quantities are left
unchanged by two-body collisions. The conservation equations, collectively known as the hydrody-
namic equations [1], refer to the following continuity, momentum and internal energy equations:
Op
- + V - (pv) = 0at
Ov
p- +pv.Vv = -V-P+F,
p +pVe = -V-q-P:Vv (1.2)
where we have introduced the pressure tensor P and the heat flux vector q, given by the respective
expressions P = 6P + r = p (CC) and q = p (CC 2) /2, where 6 denotes the identity tensor, P, the
hydrostatic pressure, -r, the stress tensor, p, the local gas density, and C = c - (c), the local gas
velocity with respect to its mean, having magnitude C [1]. The symbol F, represents the external
force per unit volume acting on the gas, e = (C 2/2) denotes the local average kinetic energy per
unit mass of the gas molecule, and v = (c), the local mean gas velocity. The angular brackets
represent an averaging over momentum space with respect to the normalized one-particle density
function.
Kinetic Derivation of Constitutive Equations
The hydrodynamic equations entail the specification of constitutive relations for the stress tensor P
and the heat flux vector q, and the boundary conditions to be applied at the fluid-solid boundary.
The kinetic derivation of the constitutive relations necessitates knowledge of at least an approximate
solution for the one-particle density fi from the Boltzmann equation.
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The derivation of constitutive expressions from the Boltzmann equation is facilitated by the
introduction of the Knudsen number, denoted by Kn, representing the ratio of the mean free
path of the gas to the macroscopic length scale. The mean free path of a gas molecule under
conditions of standard temperature and pressure is of order 10-7 m, and is typically far exceeded
by macroscopic length scales, resulting in the inequality Kn < 1. The one-particle density fi may
then be expanded as an asymptotic series in the Knudsen number. This solution technique, valid
in the continuum limit Kn < 1, is due to Chapman and Enskog [1]. The equations obtaining at
0(1) from the Chapman-Enskog expansion are the inviscid Euler equations, with fi being identical
to the equilibrium, Maxwellian distribution at 0(1). The Navier-Stokes and Fourier constitutive
laws follow at O(Kn), having the respective forms TNS = -2tIVv and q = -kVT, where y denotes
the gas viscosity, k, the thermal conductivity, and T, the temperature of the gas. The viscosity
and thermal conductivity are determined by the nature of intermolecular interactions among the
gas molecules. The overbar denotes the traceless, symmetric form of the tensor it surmounts. The
equations obtained at O(Kn2) are known as the Burnett equations [1].
However, it has been pointed out by Kogan et al. [2] that the Chapman-Enskog expansion
presupposes the magnitude of the gas velocity to be of the same order as the speed of sound. The
Knudsen number may be expressed as the ratio Ma/Re, where Re denotes the Reynolds number
and Ma the Mach number, representing the ratio of the magnitude of the gas velocity to the speed
of sound. Thus, the inequality Kn < 1 is satisfied in two cases: (1) Ma - 0(1), Re > 0(1),
and (2) Ma < 0(1), Re ~ 0(1). The Chapman-Enskog expansion is valid in the former case
wherein Ma 0 O(1) and Re >0 (1) [2]. The alternative case where Ma < 0(1) and Re ~ 0(1)
was considered by Kogan et al. [2], who demonstrated that, in this limit, certain terms typically
considered to be of higher order than the Navier-Stokes stress tensor, namely, the Burnett thermal
stresses, reduce to the same order as the Navier-Stokes equations and must be considered alongside
the Newtonian viscous stress tensor of the Navier-Stokes equations. The Burnett thermal stress
term is of the form rthermai = w311 2/(pT)VVT+w 5p/(pT2)VTVT, where w3 and w5 are constants
determined by the law of interactions among the gas molecules. The existence of thermal stresses at
the same order as the Newtonian viscous stress tensor was in fact noted even earlier by Maxwell [3]
in his study on the stresses arising from inequalities of temperature in a rarefied gas. An analogue
of the H theorem (which proves the existence of an irreversibly-increasing quantity that may be
identified with the entropy, consistent with the second law of thermodynamics) has recently been
established for the modified equations with the inclusion of the thermal stresses in the momentum
equation [4].
Kinetic Derivation of Boundary Conditions
We now turn to the specification of boundary conditions. The no-slip boundary condition, conven-
tionally applied to the velocity of a gas at the surface of a solid, asserts equality of the tangential
gas and solid velocities at the interface. However, under nonisothermal flow conditions, this bound-
ary condition is known to yield predictions that are inconsistent with experimental observations.
For instance, the no-slip hypothesis, when used in conjunction with the Navier-Stokes equations,
fails to explain the phenomenon of thermal transpiration, first observed by Reynolds [5] in 1879,
involving the existence of a steady-state pressure gradient in a gas contained in a closed insulated
capillary tube whose ends are maintained at different temperatures; rather, a vanishing gas velocity,
and, hence, a uniform pressure, are incorrectly predicted to exist throughout the gas.
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Another phenomenon that the no-slip condition is unable to explain is thermophoresis [6-8],
representing the experimentally-observed movement of a solid particle in a laterally-unbounded gas
confined between opposing plane walls maintained at different temperatures, the particle motion
being from the hot towards the cold wall. Tyndall's observation in 1870 [7] of the movement of
dust particles away from heated surfaces is a manifestation of this phenomenon.
These observations have motivated attempts to derive the continuum boundary conditions from
kinetic theory. As discussed by Kogan [9], in order to arrive at the continuum boundary conditions
to be imposed on the gas velocity at the solid surface, the Boltzmann equation must be solved both
inside the Knudsen layer spanning a thickness of the order of the mean free path proximate to the
surface, as well as in the bulk gas. In effecting the asymptotic solution of the Boltzmann equation,
the relevant length scale in the inner, Knudsen layer is the mean free path, whereas that in the outer,
bulk gas is the macroscopic length scale. The boundary condition at the solid boundary is such
that some fraction of the gas molecules incident on the boundary is typically reflected diffusely, i.e.,
the reflected gas molecules are in thermal equilibrium. The subsequent matching of these inner and
outer solutions at the outer limit of the Knudsen layer yields the velocity and temperature boundary
conditions to be imposed on the continuum hydrodynamic equations governing the velocity and
temperature in the bulk gas. The difference between the boundary condition on velocity thereby
obtained and the velocity of the wall arises due to thermal slip. It was established by Kogan et
al. [2] that the thermal slip condition reduces to the same order as the Navier-Stokes equations, and,
hence, replaces the conventional no-slip boundary condition in the simultaneous limits Ma < 0(1)
and Re 0 O(1). Temperature jump, arising from the inequality of the temperature at the outer
limit of the Knudsen layer and the temperature at the wall, as well as viscous slip proportional to
the normal gradient of the tangential gas velocity, have also been established to occur, but are of
higher order than the Navier-Stokes equations in the situation under consideration [2].
Various derivations of the thermal slip condition are summarized in Ref. [10], with the form of
the resulting boundary condition being given by the expression
v - U = # (6 - nn6) -VT (1.3)
pT
on the solid boundary, where U denotes the wall velocity, and n, the unit normal to the surface. The
constant 3 is an 0(1) constant governed by the details of the interactions of the gas molecules among
themselves and with the solid surface. Typical values of the slip coefficient /3(pT) are of order
10-7 m2 s-'K-1 for a gas on average at room temperature. Note that Equation 1.3 automatically
satisfies the condition n - (v - U) = 0 that the solid be impermeable to mass flow through its
surface.
An earlier derivation of the slip condition due to Maxwell in 1879 [3] was aimed at explaining
the development of a thermomolecular pressure gradient in Reynolds' [5] thermal transpiration
experiment. For a gas of Maxwellian molecules (i.e., molecules that behave as point centers of
repulsion, with the repulsive force between two molecules being inversely proportional to the fifth
power of the distance between them), the thermal slip condition of Maxwell is identical in form
to Equation 1.3, with the coefficient 0 = 3/4 [3]. However, because Maxwell's derivation of the
thermal slip condition assumes the distribution function of the gas molecules in the Knudsen layer
to be the same as that in the bulk gas, the 3/4 coefficient is subject to some uncertainty, as pointed
out by Maxwell himself [3].
The reduction of Burnett terms previously supposed to be O(Kn) higher than the Navier-Stokes
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equations has also been found to occur in the presence of concentration gradients, resulting in
concentration-stress convection and the concomitant concentration-gradient induced slip condition
[11]. However, these terms have been found, even for a binary mixture of monatomic gases, to be
complicated functions of the composition of the gas mixture and the interaction potential between
the individual components of the mixture.
While all of the preceding results derive from the kinetic theory of dilute gases, their general-
ization to dense gases and liquids is unavailable. Whereas the Boltzmann equation assumes that
molecules interact solely through uncorrelated binary collisions, dynamic molecular correlations in
dense fluids extend over length scales at least as large as the mean free path. In fact, the expansion
of the transport coefficients in powers of density (analogous to the virial expansion) has been found
to diverge in the case of dense gases or liquids, owing to the divergence of the mean free path in
the limit p -+ 0 [12].
Governing Equations of Slow, Nonisothermal Gas Flow
Further simplifications arise in situations where AT/T is sufficiently small, with AT the temper-
ature difference across the gas, as follows. It is evident from Equation 1.3 that the characteristic
velocity of gas flow induced by thermal slip scales with the ratio of its kinematic viscosity pz/p
to the length scale L = |iV In T||-I1 of the externally imposed temperature variation, wherein the
modulus bars denote an appropriate norm. Thus, when L is large compared with the characteristic
size, say a, of a small particle present in the gas whose surface constitutes the solid boundary, the
appropriate Reynolds number Re governing the gas flow scales as a/L < 1. As a result, the inertial
term pv -Vv of the momentum equation proves to be negligible in comparison with the viscous
term, ptV 2v. Similarly, the Peclet number Pe = RePr, with the Prandtl number Pr being 0(1) for
gases [1], scales as a/L, whence the convective term v -VT of the thermal energy equation proves
to be negligible in comparison with the conduction term, aV2 T. Although density is a function of
temperature, it is readily proved, by making use of the resulting heat conduction equation, in con-
junction with the fact that pT is approximately constant for ideal gases when the pressure remains
approximately constant throughout the gas, that the incompressible continuity equation, V -v = 0,
is valid.
In the presence of temperature gradients, the inclusion of the Burnett thermal stresses [1]
alongside the Newtonian viscous stress tensor of the Navier-Stokes equations is also necessary
[2]. However, as was first deduced by Maxwell, and elaborated by Galkin et al. [13], when the
imposed temperature gradient is sufficiently small, such that the inertial and convective terms of
the respective momentum and energy equations are negligible in comparison with the viscous and
conduction terms appearing therein, the contribution of such thermal stresses to the flow vanishes.
In this approximation, these stresses do not contribute to the force or torque acting on a particle
immersed in the gas [13].
As a result, the equations governing v are the equations of incompressible Stokes flow (where we,
moreover, consider only steady or quasi-steady situations in this thesis), subject to the thermal slip
boundary condition. The applicability of the Stokes equations satisfying this boundary condition
to slow, nonisothermal gas flow was established by Maxwell [3] and Galkin et al. [13]. At the same
time, the equations governing the temperature are the Fourier heat conduction equations applied
to the gas as well as to the solid (if the latter is thermally conducting). Concomitantly, the equality
of the gas and solid temperatures and heat fluxes is imposed at the boundary.
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1.1.2 Specific Objectives and Overview of Results
In Chapter 2, we provide an extension of Faxen's laws for the force and torque on a rigid sphere
in an arbitrary Stokes flow field to account for the occurrence of thermal slip on the solid surface.
Chapter 3 treats the flow around a slightly deformed sphere translating at a uniform velocity
through a fluid in the presence of an imposed temperature gradient, and demonstrates that the
thermophoretic velocity of a nonconducting, force- and torque-free particle is independent of its
shape, size and orientation. This finding is in agreement with the general conclusion of Morrison [14]
that the phoretic velocity of a force- and torque-free particle is independent of its shape or size. Our
studies have potential applications in aerosol technology, as a method of microcontamination control
in the semiconductor industry, in the fabrication of optical fibers, in microgravity manufacturing
processes, and in the nonisothermal transport of particulates in porous media or MEMS devices.
These applications are reviewed by Zheng [8].
1.1.3 Applicability to Phoretic Transport in Liquids
While the specific problems considered in this thesis are treated in the context of gas flow around
a solid particle under nonisothermal conditions, the results are also generally applicable to other
situations for which the fluid is known to slip at the surface of the solid. Thermally-induced motion
of solid particles is also known to occur in liquids, having been explained on the basis of osmotic
pressure gradients resulting from solute particle-solvent interactions [15-18], as well as by interfacial
and electrostatic screening effects [19]. It has been proposed [17] that the thermophoretic motion of
a particle in a liquid may be rationalized by first deriving the velocity profile in a thin surface layer
surrounding the particle, and subsequently using the limiting value of the liquid velocity thereby
obtained at the outer edge of this layer as the slip condition to be imposed upon the solution of
the nonisothermal Stokes flow problem of liquid flow around the particle. In fact, the transport of
solid colloidal particles by phoretic processes in liquids is typically explained via the use of a linear
slip condition of the form [20]
v - U = b(b - nn) - V# (1.4)
identical to Equation 1.3, where b is a slip coefficient and the field # may denote temperature, con-
centration or electric potential. Particle motion in the three cases is referred to as thermophoresis,
diffusiophoresis and electrophoresis, respectively. Values of the slip coefficient b for thermophoretic
particle motion in several particle-liquid systems are of order 10-8-10-7 cm2 s 'K-1 [17,21].
A distinguishing feature of phoretic transport is the existence of a scale separation between the
particle's radius and the thickness of the fluid-solid interfacial region. Therefore, boundary layer
analysis applied to the Stokes equations yields the velocity field at the outer edge of the interfacial
region, which forms the inner boundary condition for flow in the outer fluid. As an example, consider
the electrophoretic motion of a charged, electrically insulated particle in an electrolyte upon the
application of a uniform unperturbed electric field [20,22]. The fixed charge on the surface of the
particle is balanced by a diffuse counterion cloud composed of ions from the electrolytic liquid.
Taken together, the surface charge and the diffuse cloud constitute an electrically neutral double
layer. The charge density decays in the diffuse layer away from the solid surface over a characteristic
length scale referred to as the Debye length. With the assumption that the charge density relaxes
to its value in the bulk according to Boltzmann statistics, the electric potential and, hence, the
electric field are obtained from the solution of Poisson's equation. The asymptotic solution of the
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Stokes equations with account for the body force arising from the action of the electric field on the
charges in the Debye layer and in the bulk, satisfying the no-slip condition at the particle surface,
yields the slip velocity to be applied at the outer limit of the inner, Debye region identical in form
to Equation 1.4, with the slip coefficient b = e(/(47rp), where e is the fluid's dielectric constant
and C, the zeta potential at the surface, assumed constant [20]. This slip condition is to be used
concomitantly with the Stokes equations (in the absence of an electric body force term) in the
outer, bulk fluid.
Thus, with the use of an appropriate slip coefficient, our results may be applied to phoretic
motion in liquids. The results are of potential interest in connection with applications involving
phoretic transport in porous media or MEMS devices.
1.2 Dynamics of an Electric-Field Driven Polymer Chain
1.2.1 Motivation and Objectives
The necessity to effect the size-based separation of DNA fragments arises in applications as diverse
as recombinant DNA technology, gene therapy, forensics and population genetics. In fact, the avail-
ability of rapid gene sequencing techniques was instrumental in the success of the Human Genome
Project. Sequencing technologies rely on the use of chain termination methods to generate a num-
ber of small fragments from a DNA molecule, which are each terminated by a known nucleotide.
This is achieved as follows. The double-stranded DNA molecule is first denatured to yield the
single strands comprising the molecule. (The structure of DNA is described later in this Section.)
The single-stranded DNA sample is then divided into four sub-samples, to each of which is added
a mix of all four monomeric units of DNA, namely, the nucleotides A, T, G and C, and also one
known nucleotide among A, T, G, and C that has been modified so that it cannot react further
to generate a longer double-stranded DNA chain and, hence, terminates the chain sequence. The
hybridization reaction, generating several small, double-stranded DNA fragments terminated by
the known modified nucleotides, is allowed to proceed in each sub-sample. Subsequently, the four
sub-samples, each containing fragments of varying sizes, are each separated into their constituent
fragments based on size. The lengths of the fragments present in each sub-sample then signal the
positions of the corresponding chain-terminating nucleotide added to that sample, thus revealing
the sequence of the original chain. The procedure is illustrated in Fig. 1.1 below. Frequently, a
long DNA molecule is treated with restriction enzymes that cut the molecule at the location of
specific base sequences to form shorter DNA chains, which are subsequently sequenced by means
of chain termination methods, as described above.
The conventional technique for achieving the size-based separation of DNA fragments, namely,
gel electrophoresis, involves the size-dependent motion of the negatively charged DNA molecules
through a gel upon the application of a constant electric field. The interactions of the DNA chain
with the gel are size-dependent, and the retardation of the molecule by the gel increases with the
size of the molecule. The gels most commonly used to effect the separation of DNA chains are
polyacrylamide and agarose [23].
Typically, gel electrophoresis employs gels having a mean pore size smaller than the radii of
gyration of the chains. The mechanism of chain motion, therefore, involves the snake-like motion
of the chain through the gel upon the imposition of an electric field. This mechanism was termed
reptation by de Gennes [23,24]. A severe limitation of this technique, however, is that the mobility
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Figure 1.1: Sequencing of DNA by gel electrophoresis.
of long DNA chains through the gel saturates at an upper bound independent of chain size. This
behavior owes itself to the fact that the flexible DNA molecule loses its coiled conformation when
driven by a strong field through gel channels whose pore sizes are smaller than the size of the
DNA coil. Under the application of a constant electric field, the chain becomes aligned in the
field direction, whereby its electrophoretic mobility becomes independent of size. An upper limit
of typically a few tens of kilobase pairs is, consequently, imposed on the chain lengths that can be
separated via gel electrophoresis [23].
The above limitation of gel electrophoresis has stimulated the development of several techniques
that attempt to avoid this drawback. These include pulsed-field gel electrophoresis, entropic trap-
ping and obstacle-course based separation [23]. Size-based separation has also been achieved via
dilute solution capillary electrophoresis, wherein a dilute solution of neutral polymer chains is used
as the separation medium [25,26]. The separation is induced by the size-dependent entanglement of
the DNA molecules with the neutral host polymer chains [27,28]. These, as well as related studies
on the electrophoretic separation of DNA molecules, are discussed in the review of Viovy [23].
Obstacle-course based separation devices entail the electrophoresis of the DNA chains through
a microchannel enclosing an array of obstacles. The size specificity of this separation technique
arises from the fact that a larger polymer coil is more likely to collide with an obstacle, and once
a collision has occurred, a longer chain requires more time for its disengagement from the obstacle
than a shorter chain. Consequently, a longer chain requires more time to traverse the array relative
to a shorter chain. A high separation resolution between two chain sizes is achieved when a large
difference exists between their transit velocities in the array, while simultaneously, both chains
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exhibit low dispersivities, resulting in the occurrence of widely separated and narrowly peaked
concentration profiles of the two species at the array exit. Such a separation technique was pioneered
by Volkmuth and Austin (29], who employed optical microlithography to fabricate obstacle courses
in silicon dioxide, and experimentally demonstrated the efficacy of the obstacle courses in separating
DNA chains of varying lengths. Subsequently, Doyle et al. [301, followed by Minc et al. [31, 32],
have used columns of superparamagnetic beads confined in a microfluidic channel, formed from the
self-assembly of the beads upon the imposition of a magnetic field transverse to the channel plane,
to separate DNA chains of different lengths driven through the channel by the application of an
electric field.
Under conditions wherein the post spacing is larger than the chain sizes, separation in an array of
obstacles relies on the formation of hooked chain configurations following collisions. Consequently,
and in contrast to gel electrophoresis, these devices may be used to separate long DNA chains.
Thus, the use of microfluidic post arrays offers an advantage over gel electrophoresis. Post arrays
have also been fabricated and employed under conditions such that the post spacing is comparable
to the sizes of the chains to be separated [331. Figure 1.2 illustrates the formation of a hooked chain
configuration during chain motion under an imposed electric field through a self-assembled array
of magnetic beads generated by simulation.
,a 
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Figure 1.2: Formnation of a hooked chain configuration during chain motion
induced by the imposition of an electric field through a self-assembled array of
magnetic beads generated by simulation.
The separation resolution achieved in these devices has been shown to be nonmonotonic with
respect to the electric field strength and the spacing between the obstacles in an experimental
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study aimed at the size separation of A-DNA and 2A-DNA chains in a self-assembled array of
magnetic beads [31]. However, the ability to predict beforehand the separation resolution yielded
by the device as a function of the chain lengths, applied electric field strength and lattice spacing is
lacking. The development of predictive models with this ability is clearly desirable, and is expected
to facilitate the optimal design and operation of the device to achieve maximum resolution.
Recently, attempts have been made to develop predictive models of device performance. The
dynamics of DNA molecules in an array of obstacles have been modeled as being equivalent to a
continuous-time random walk by Minc et al. [34], followed by Dorfman [35]. These authors, however,
do not fully account for the influence of the electric field strength on chain dynamics. Moreover,
their models entail detailed knowledge of single chain-obstacle interactions, the probability of
chain-obstacle collision, and the mechanisms of chain unraveling and unhooking subsequent to a
collision. As elaborated in Chapter 5, several of their assumptions fail to accurately capture the
nature of single chain-obstacle interactions.
The mechanisms of chain collision with a single obstacle have been investigated in several
prior studies [36-42]. These studies provide insight into the mechanisms of chain dynamics in
an obstacle array. However, the precise nature of chain unraveling or, equivalently, the transient
tension propagation in the chain following its collision with an obstacle remains unknown. This
issue constitutes the subject of Chapter 4. Furthermore, we make use of the aforementioned studies
on collisions with single obstacles to develop an accurate continuous-time random walk model with
account for the electric-field dependence of chain dynamics in the obstacle array in Chapter 5. The
technique of analysis underlying the studies presented in this thesis is the method of Brownian
dynamics applied to the coarse-grained bead-spring model of the polymer chain, described in
Sections 1.2.2 and 1.2.3 below.
1.2.2 Coarse-Grained Modeling
Structure and Properties of DNA
Deoxyribonucleic acid, abbreviated DNA, is a nucleic acid comprised of two strands crosslinked via
hydrogen bonding to form a double helical structure. The backbone of each strand of DNA is a linear
polymer of nucleotides comprising the sugar molecule deoxyribose bonded both to a phosphate
unit, as well as to one of four nitrogenous bases, namely Adenine (A), Thymine (T), Guanine (G)
and Cytosine (C). The hydrogen bonding between the pairs A=T and G=C is instrumental in
the formation of the double helix, with each strand containing one base of each pair, and with
the symbols = and = signifying the presence of 2 and 3 hydrogen bonds, respectively. The base
sequence of each stand is, therefore, complementary to that of the other.
The presence of phosphate groups in the backbone is responsible for imparting a negative
charge to the DNA molecule. In solution, the DNA molecule is surrounded by a counterion cloud,
with the charge surrounding the backbone decaying with distance away from the molecule over a
characteristic Debye length of typically 1-3 nm in the commonly employed buffers. Hydrodynamic
interactions among the DNA segments are screened over distances that are large compared to
the Debye length [43]. Upon the application of an electric field, the DNA coil moves towards the
positive electrode in free solution at a size-independent electrophoretic velocity. The electrophoretic
mobility of DNA, defined as the velocity per unit applied electric field strength, is typically of order
10-8 m2 Vs- 1 in free solution [31, 32].
In our study of DNA dynamics, as is also the case with fluid dynamics, the macroscopic behavior
1.2. Dynamics of an Electric-Field Driven Polymer Chain
of interest to us is manifest at length scales far larger than the molecular size of a monomer. In
the case of DNA, a nucleotide has a size of about 0.33 nm [44]. The characteristic length scale
associated with the stiffness of the DNA molecule, known as the persistence length and denoted by
A, is about two orders of magnitude larger at 53 nm in vivo [45]. The double helical structure of
DNA imparts a greater stiffness to the molecule than that of many industrial polymers, resulting in
the relatively large value of its persistence length compared to the persistence lengths of industrial
polymers, which are typically of order 1 nm. Over length scales shorter than the persistence length,
the DNA backbone remains stiff, whereas at length scales large compared to the persistence length,
its configuration appears to be that of a continuous, flexible chain. The fully-extended chain
length (equivalently, the contour length, denoted by L) of the DNA of bacteriophage A, which
infects Escherichia coli, is still larger at 16.5 pm, corresponding to 48.5 kilobase pairs. This DNA
molecule, commonly known as A-DNA, is widely used in studies on the polymer physics of DNA,
and is stained with TOTO or YOYO dye for ease of observation in experimental studies. Stained
A-DNA has a contour length of about 21 pm [46]. In our studies, we use DNA chains whose sizes
are at least of the order of that of A-DNA. The global configuration of these long DNA chains does
not exhibit a significant dependence on the chemical structure of the monomeric units.
In solution under equilibrium conditions, the size of a DNA coil is far smaller than the contour
length of the fully-extended chain. The relevant length scale characterizing the equilibrium size is
the radius of gyration of the polymer coil in solution, denoted Rg. Under good solvent conditions,
wherein intrachain repulsive interactions dominate over chain-solvent repulsion, thereby resulting in
a net swelling of the coil, the experimentally measured radius of gyration of A-DNA is 0.69 pm [47].
The coil size of DNA is, hence, about an order of magnitude larger than the persistence length.
Owing to this separation of local and global length scales in DNA and several other polymers, many
global configurational properties exhibit universal behavior for a large class of polymers. The issue
of universality is explored further below.
Universality and Scaling Laws
At global length scales, large compared to the size of individual monomers, the properties of many
polymers have been found to obey universal scaling laws dependent on macroscopic characteristics
such as chain length and concentration [24]. These scaling laws are derivable from simple models
of the polymer.
As an illustration, consider the structure of polyethylene, comprised of the repeating unit
-CH 2-CH 2-. The molecule can be approximated by a freely rotating chain of rods of fixed
length representing the bonds between consecutive carbon atoms, with the valence angle between
two adjacent C-C bonds being held constant at the tetrahedral angle of 0 ; 110*. The next
bond in the sequence may rotate freely, while keeping the valence angle 0 fixed, thereby tracing
the surface of a cone whose base is orthogonal to the plane constituted by the preceding two C-C
bonds. In reality, however, bond rotation is hindered by steric interactions among the methylene
(CH2) groups, and the favorable conformations are those in which the methylene groups attached to
adjacent C atoms are in opposite (trans) positions [48]. The planar, zigzag, all-trans conformation
of the molecule possesses the globally minimum energy, while two local minina in energy exist for
so-called gauche conformations. The time scale of order 10-11 s taken to transition between the two
states is much smaller than the macroscopic time scales of interest [24]. An even simpler picture
of the molecule is that of a hypothetical freely jointed chain consisting of Nk rigid links of length
1.2. Dynamics of an Electric-Field Driven Polymer Chain
bk joined in linear sequence, with no restrictions on the angle between any two adjacent bonds.
Although real polymers do not conform to the freely jointed chain model, the global properties of
a real chain with virtually fixed 0 and restricted bond rotation are known to be similar to that of
a freely jointed chain, provided that Nk and bk are appropriately related to the number and length
of bonds in the molecule [24,48, 49]. The scale bk, which is of order 1 nm for industrial polymers,
is a coarser scale than the atomic bond lengths, which are typically of order 1 A.
The configuration of the freely jointed chain may be modeled as being equivalent to the series
of unbiased steps of equal length taken by a random walker [24,48]. The step length bk is known as
the Kuhn length. The squared radius of the polymer coil may then be equated to the mean square
end-to-end distance of the path taken by the random walker, given by the expression
R2 Nkb2 = (constant)L (1.5)
where, as before, L = Nkbk is the contour length of the fully-extended molecule. Equation 1.5 does
not take account of the self-avoidance disallowing the polymer segments from crossing each other,
and describes a "phantom" chain. The corresponding solvent condition is that of a E solvent, with
intrachain repulsion exactly balancing chain-solvent repulsion.
A model representative of a chain in a good solvent, wherein intrachain repulsion exceeds chain-
solvent repulsion, is the self-avoiding random walk, possessing the scaling behavior
R = (constant)L 2 " (1.6)
The scaling exponent v depends on the dimensionality of space. The pioneering derivation of v is
due to Flory [24,48), who utilized scaling arguments based on the balance between entropic elasticity
and intrachain excluded volume repulsion to arrive at the value v = 3/ (d + 2), where d denotes the
dimensionality of space. Numerical simulations [24] and renormalization group calculations [50]
confirm Flory's predictions. Flory's result is known to be exact for d = 1, while his values for d = 2
and d = 3 are within 1% of numerical results [24]. Equation 1.6 reduces to Equation 1.5 for v = 0.5
in a e solvent.
The scaling laws expressed by Equations 1.5 and 1.6 are obeyed by a wide range of polymers
including DNA in E and good solvents, respectively. Note, however, that the universality of
polymer behavior lies in the scaling exponent v, whereas the prefactor is dependent on the molecular
structure of the individual polymer.
Another universal aspect of polymer behavior is the functional form of the relation between
the extension of a polymer in response to a pulling force acting on its ends and the magnitude of
the pulling force, when the extension is small compared to the length of the polymer. The force-
extension behavior of a freely jointed chain in the limit of small chain extension and for Nk > 1
is given by linear Hooke's law behavior, with the associated potential function being quadratic.
Such a chain possessing linear force-extension behavior is known as a Gaussian chain in view
of the Gaussian distribution of its end-to-end vector. A Gaussian chain exhibits an increasingly
larger extension when it is acted upon by a stretching force of increasing magnitude, and is clearly
not representative of a polymer chain of finite length under the application of a large force. The
Gaussian model is most accurate under near-equilibrium conditions corresponding to the application
of a force that is weak in comparison with the magnitude of the thermal force acting on the chain.
A DNA chain is better represented as a continuous space curve rather than as a freely jointed chain;
however, at low extensions, it, too behaves as a Gaussian chain. These issues are discussed further
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below.
Bead-Rod Model
The bead-rod model is founded on the notion of a freely jointed chain representing an unbiased
random walk. This model well approximates many industrial polymers. In the bead-rod model,
each rod represents a step of size bk taken by the random walker. The extension of the bead-rod
chain in response to a stretching force applied to its ends is described by the inverse Langevin force
law [48]. In the limit of large extension, L < L, where L denotes the chain extension, the fractional
extension L/L of the bead-rod chain exhibits the dependence 1 - L/L - 1/F on the magnitude of
the pulling force F [51].
The freely jointed chain model describes many industrial polymers accurately. However, as
mentioned earlier in this Section, the double helical structure of DNA renders it stiffer than most
industrial polymers. The large force behavior of DNA, in contrast to that of the bead-rod model,
is of the form 1 - ,/L - 1/V'F [52]. The force-extension behavior of DNA is better approximated
by the wormlike chain model, which is described later in this Section. However, the gross confor-
mation of a wormlike chain whose length is large compared to its persistence length is known to be
equivalent to that of a freely-jointed chain having a Kuhn step that is twice the persistence length
of the wormlike chain [49]. Consequently, bk = 0.106 pm for DNA. The bead-rod model has been
used in previous computational studies of DNA dynamics, such as that of Ref. [53]. In this thesis,
we instead employ the further coarse-grained (and consequently, less computationally expensive)
bead-spring model, also elaborated later in this Section.
Worrmlike Chain Model
The wormlike chain model, also known as the Kratky-Porod model, treats the DNA molecule as
a continuous space curve and derives its force-extension behavior from the bending stiffness of the
chain [50]. The curve is parameterized by the arc length s measuring the distance along the curve
from the origin to any point r(s) on the curve. The wormlike chain model is illustrated in Figure
1.3. The symbol t denotes the normalized tangent vector drawn to the curve at r(s), as given by
the expression
t= Ir/I (1.7)
The characteristic length scale of decay in correlations in the tangential direction of the space curve
is termed the persistence length, as intimated earlier in this Section. The persistence length A is,
hence, defined by the equation
(t(s) - t(s')) = exp A (1.8)
where s and s' denote any two points on the curve, and the angular brackets entail the averaging
over all chain configurations beginning at s = 0 and terminating at s = L.
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Figure 1.3: The wormlike chain model represented as a space curve with contour
length L parameterized by the arc length s, with t(s) denoting the unit tangent
vector drawn to the curve at s.
The bending potential U of the wormlike chain is given by the expression
L 2
U = -J ds - (1.9)
2 as
0
where the bending stiffness K is expressed in terms of the persistence length A by the relation
, = kBTA, where kB and T denote, respectively, Boltzmann's constant and the solvent temperature
[50, 521. The response of the wormlike chain to a pulling force of magnitude F derives from the
bending potential of Equation 1.9. However, no closed-form analytical relation exists between the
force F applied to the ends of the molecule and the fractional chain extension L/L, with L the
extension of the molecule in the direction of the force. Instead, the force-extension relation is
commonly approximated by the following interpolation formula due to Marko and Siggia [52]:
FA L 1 1
kBT L 4 4(1 - L/L) 2
Under conditions of weak stretching such that L/L < 1, the Marko-Siggia law yields Hooke's law
force-extension behavior given by FA/(kBT) = 3L/(2L), corresponding to a Gaussian chain. When
L/L < 1, the Marko-Siggia law correctly predicts the behavior 1 - L/L ~ 1/v/ characteristic of
a wormlike chain acted upon by a large stretching force.
In our studies, we make use of the bead-spring model with the spring force law chosen in
accordance with Equation 1.10, as detailed below.
Bead-Spring Model
A still more coarse-grained model than those considered thus far is the bead-spring model of the
polymer chain, in which each spring encompasses several Kuhn lengths or persistence lengths, as
the case may be. The elasticity of the springs is of entropic origin, resulting from the coarse-
graining over microscopic degrees of freedom, as depicted in Figure 1.4. The spring force law must
be appropriately chosen so as to accurately reflect the force-extension behavior of the molecule in
question.
The force-extension behavior originating from the coarse-graining of a large number of Kuhn
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Figure 1.4: Coarse-gmined representation of a polymer molecule by a bead-spring chain.
steps into a single spring under conditions of small chain extension is described by Hooke's law,
and the associated spring potential is Gaussian [48]. However, as discussed earlier, the Gaussian
chain model is inappropriate under conditions of strong stretching, and is acceptable only under
near-equilibrium conditions. The spring force law most commonly employed to describe a freely
jointed chain is the FENE (finitely-extensible nonlinear elastic) law, which serves as an empirical
approximation to the inverse Langevin force law [54].
The representation of DNA employed in this thesis is that of the bead-spring model exhibiting
the force-extension behavior of a wormlike chain, with N denoting the number of beads, and with
each spring representing Nk,s Kuhn steps. Typically, in so doing, the force-extension behavior of
each spring is represented by Equation 1.10, with the fractional chain extension C/L replaced by
the fractional spring extension Q/Qo, where Q denotes the magnitude of the spring vector and Qo
the spring length at full extension. However, Underhill and Doyle [55] have noticed that errors
result from the formulation of a bead-spring model with the use of the Marko-Siggia interpolation
formula (which describes the global force-extension behavior of the polymer molecule stretched
at constant force) to determine the force-extension behavior of each spring. These errors may be
compensated in part by replacing the true persistence length with an effective persistence length
in the Marko-Siggia force law. The resulting force law [55]
F kBT Q 1 --1+ Q] QFspr(Q) = 1 - - -) 1 + 4 ](1.11)2Abk QO QO Q
is employed in this thesis. The symbols Fspr, Q and A denote, respectively, the spring tension,
the spring vector of magnitude Q and the ratio of the effective to the true persistence length. The
maximum spring length is given by the expression Qo = Nk,sbk. Consequently, the contour length
may be written in the form L = (N - 1)Qo.
In Section 1.2.3 below, we describe the dynamical equations governing the behavior of a bead-
spring chain in a solvent.
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1.2.3 Brownian Dynamics
The erratic motion of a large particle in a fluid composed of much smaller molecules was first
observed by Robert Brown in 1828, and is termed Brownian motion. Brownian motion originates
from the frequent collisions of the solvent molecules with the particle induced by thermal noise.
Such motion is described by a stochastic differential equation known as the Langevin equation [56].
The Langevin equation is a statement of force balance, and takes the form
dv
m = -(v + FB(t) (1.12)
for a particle of mass m, velocity v and drag coefficient C constrained to one dimension in an
otherwise quiescent solvent, where FB(t) denotes the Brownian force resulting from the random
impacts of the solvent molecules with the particle. This random, thermal force has the following
properties [57]:
(FB(t)) = 0
(FB(t)FB(t')) = aB 6 (t - t') (1.13)
with the angular brackets representing an average with respect to the distribution of the random
force at the given time t, and where aB is a constant.
The solution of Equation 1.12 yields the results (v) = 0 and
m (V2 = _ ( - e-2(t/m (1.14)
from which it follows that the equilibrium kinetic energy of the particle (in the limit t -+ oo) is
m (v 2) /2 = aB/(4(). We may now take recourse to the theorem of equipartition of energy, whereby
m (v 2) /2 = kBT/2 at equilibrium and consequently, aB = 2kBT(. This relationship between the
Brownian force and the drag on the bead is a special case of the fluctuation-dissipation theorem [57].
The Brownian force FB has the formal representation
FB(t)dt = \/2kBT(dW(t) (1.15)
where W(t) is a Gaussian Wiener process whose increments dW have the properties (dW(t)) = 0
and (dW(t)dW(t')) = dtg(t - t') [57].
The time scale m/(2() for typical sizes of the Brownian particle is of order 10-3-10-7 s, whereby
the neglect of inertia in Equation 1.12 is justified [57]. In the absence of external forces, the
inertia-less Langevin equation represents the balance between the drag exerted by the solvent and
the random, thermal force arising from the collisions of the solvent molecules with the particle,
and yields the following stochastic differential equation for the position r(t) of the particle [with
r(t) = v(t)] in one dimension:
2kBT
dr(t) = dW(t) (1.16)
The technique of Brownian dynamics may be adopted to derive the time-varying position of
each bead in a coarse-grained bead-spring representation of the polymer chain. The coarse-graining
of several monomeric units into a single bead whose size is large in comparison with the size of the
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solvent molecules underlies the continuum description of the solvent, and enables the application
of the Langevin equation to each bead of the chain [57]. However, for a system of N beads, the
solvent velocity field is influenced by the presence of each bead, resulting in a perturbation of the
velocity field around the remaining beads. Therefore, in its most general form, the set of Langevin
equations governing the positions of each bead must account for hydrodynamic interactions among
the beads. The general form of the coupled Langevin equations for the position vector ri of each
bead i = 1, .., N of the chain was first derived by Ermak and McCammon [58], and is given by the
expression [57,58]
N N N
dri = v kBT Di -Fet + -Di dt + v ]Bij -dW (1.17)
j=1 .7=1 ±=1
where v denotes the solvent velocity field. Equation 1.17 is a generalization of Equation 1.16 for a
three-dimensional multi-particle system in the presence of hydrodynamic interactions, interaction
forces and external forces. The term Dij/(kBT) represents the mobility tensor relating the solvent
velocity vector induced at the position of bead i to the force vector acting at the location of
bead j, with Dij a 3 x 3 submatrix of the 3N x 3N symmetric, positive-definite diffusion tensor
D for the N-bead system. The properties of symmetry and positive-definiteness of the mobility
tensor and, hence, of D arise from the properties of incompressible Stokes flows satisfying any set
of prescribed boundary conditions [59]. The net deterministic force acting on bead j is denoted
by Fet. The terms Wj, j = 1, .., N, represent N independent vector Wiener processes. Their
properties (dWj(t)) = 0 and (dWi(t)dWj(t')) = dtog3o(t - t')6, where i,j = 1,.., N and 6 is
the identity tensor, reflect the properties of vanishing mean and 6-correlation, respectively, of the
random thermal force acting on the beads. The 3 x 3 matrix Bij is a square submatrix of the
3N x 3N tensor B obtained from the Cholesky decomposition of D [58], whereby D = B -Bf,
with the superscript t representing the transposition operator. This relation between the random
thermal force term and the diffusion tensor derives from the fluctuation-dissipation theorem [57].
A simplification that arises when the solvent possesses an incompressible Stokes flow field is that
the term EN 1 B/Brj - Dij vanishes [59].
Intrachain exclusion among the beads of a bead-spring chain in a good solvent may be modeled
via the inclusion of an excluded volume force in Equation 1.17, whereby Fet = F ' + F! in the
absence of external forces, with F7 and F3 denoting, respectively, the net excluded volume force
exerted on bead j by the remaining beads and the net spring force exerted on bead j by the
adjoining springs. The latter is calculated from the expression
Fs = Fspr(Qj) - Fspr(Qj-1) (1.18)
where Qj = rj+1 - rj is the spring vector of the spring connecting beads j and j + 1. For the
special case j = 1,
Fs = Fspr(r 2 - ri) (1.19)
while for j = N,
F" = -Fspr(rN - rN-1) (1.20)
We make use of the modified Marko-Siggia law given by Equation 1.11 to model DNA elasticity
in Chapters 4 and 5, while in near-equilibrium situations adequately represented by a quadratic
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spring potential, we employ Gaussian springs exhibiting linear force-extension behavior. Intrachain
exclusion is considered in Chapter 5 by means of the following expression for the soft, repulsive
intrachain excluded volume force developed by Jendrejack et al. [60]:
F7 = vkB TN2r 4"r12 exp - rj - rk 2 (rj - rk) (1.21)
\SI k=1,k=j [ s
where v is the excluded volume parameter and S,2 = Nk,sbk/6 the mean equilibrium size of a
Gaussian spring of Nk,s Kuhn segments. Equation 1.21 derives from the energy penalty associated
with the overlap of two Gaussian coils [50, 60]. The parameter v must be chosen a priori so as
to reproduce the experimentally measured equilibrium radius of gyration of the polymer under
consideration in a good solvent.
The derivation of the exact Stokes flow field in a solvent containing N beads induced by the
application of a point force at the location of one of the beads entails the solution of the Stokes
equations in the fluid domain subject to no-slip of the solvent velocity on the surface of each bead,
and is an analytically intractable problem. The most commonly used approximation of the diffusion
tensor follows from a variational bound due to Rotne and Prager [61], derived independently by
Yamakawa [62], known as the Rotne-Prager-Yamakawa (abbreviated RPY) tensor:
D" 1 Ft 2a2 ' Sanll 2a2 \ rmrn~l
t - 1K 1+ 2 r + 1- 3 if r >2a and i j
kBT 8rp. 3r2 r r2 r3
1 Ft 9r '\3 rmrs~.
= 1 6mn+ - ifr <2a and i j
67rpta 32a 32a r .
6mn if i =j (1.22)
67rpa
where Dg". represents the matrix element of Dij associated with the induction of a velocity in
the m-direction at ri by the application of a force in the n-direction at rj, a denotes the bead
radius, y, the solvent viscosity and r = ri - rj, the vector pointing from bead j to bead i. Note
the appearance of the parameter a, an a priori knowledge of which must precede the application of
Equation 1.17 using Equation 1.22.
A simplified form of Equation 1.17 follows under the "free draining" assumption with the neglect
of hydrodynamic interactions among the beads, resulting in the equation
dri V + F )et dt + 2kB T dWi, i = 1, .. , N (1.23)
with = 67rpa representing the Stokes drag coefficient for each bead, and D = (kBT/(). The
neglect of hydrodynamic interactions is partially justified by the screening effect of the channel
walls in complicated microchannel geometries. The free draining assumption has the additional
advantage that Equation 1.23 may be applied in nondimensional form without prior knowledge of
the bead radius a. This is so because the dependence on a appears only implicitly through ( in
Equation 1.23, and kBT/( may be chosen as the unit of diffusivity. In contrast, Equations 1.17
and 1.22 necessitate the explicit specification of a. Typically, a may be selected to reproduce the
experimentally observed diffusion coefficient or relaxation time of the polymer.
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In general, Equations 1.17 and 1.23 are nonlinear and must be integrated numerically to de-
termine the bead positions as a function of time. However, in the absence of hydrodynamic in-
teractions, excluded volume interactions and all other nonlinear forces, and with the spring force-
extension behavior described by Hooke's law, Equation 1.23 yields a set of decoupled, linear stochas-
tic differential equations, and consequently, an analysis into normal modes is made possible. We
exploit this analytical solution technique in Chapter 4 and Appendix C. Such a linear, free draining
bead-spring model of a polymer chain is also known as the Rouse model [50,57]. Account for ex-
cluded volume interactions and nonlinear force-extension behavior necessitates use of a numerical
integration technique, for which we adopt the semi-implicit predictor-corrector scheme described
in Refs. [63} and [64]. The availability of the bead positions as functions of time enables the com-
putation of several other transient and steady configurational properties of the chain, such as its
extension and radius of gyration.
The free draining assumption is employed in Chapters 4 and 5, justified in part by the screening
of hydrodynamic interactions in microchannel geometries and by the counterion cloud surrounding
DNA. Additionally, we provide a parametric study of a bead-spring chain representing a DNA
molecule in a good solvent at a preselected discretization of Nk,, = 19.8 in Appendix A for the
determination of v and a so as to reproduce the experimentally measured radius of gyration [47],
diffusion coefficient [47,65] and relaxation time of DNA [66-69. Simultaneously, Appendix A also
explains in greater detail the simulation procedure adopted by us.
1.2.4 Overview of Results
In Chapter 4, we investigate the mechanism of tension propagation in a polymer chain held teth-
ered at one end following the imposition of uniform solvent flow, and demonstrate that tension
propagates diffusively in a Rouse chain, but convectively in a finitely-extensible wormlike chain
at high flow strengths. This study has relevance not only to chain unraveling subsequent to a
polymer-obstacle collision in an array of obstacles, but also in other situations involving transient
chain stretching, such as dilute solution capillary electrophoresis [25,26] and chain entanglements
occurring in flows of polymer solutions [70]. Our findings enable a critical examination of the as-
sumptions made by Minc et al. [34] and Dorfman [35] in modeling chain dynamics in an array of
obstacles.
In Chapter 5, we employ the nonseparable continuous-time random walk model [71] of chain
dynamics with account for the electric-field dependence of chain extension in the array (neglected
in the prior studies of Refs. [34] and [35]) to make analytical predictions of the mobility, dispersivity
and collision probability of a single chain and the separation resolution effected between different
chain sizes. We concomitantly perform Brownian dynamics simulations of DNA chains in a self-
assembled array of magnetic beads [72,73], and demonstrate that our stochastic model correctly
predicts the nonmonotonicity of the separation resolution with respect to the electric field strength.
These studies have applications in the design of DNA separation devices and the a priori prediction
of their efficacy.
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2.1 Derivation of Faxen's Laws with Account for Thermal Slip
In the present Chapter, we extend Faxen's creeping-flow laws [74] so as to include the effect of
thermal slip on the flow around a heat-conducting sphere present in an arbitrary, undisturbed
Stokes flow velocity field within which temperature gradients exist.
Consider the Stokes flow of a nonisothermal fluid (of temperature-independent viscosity P,
thermal conductivity k, and heat capacity c,) around a solid sphere of radius a whose thermal
conductivity is k.. Under such conditions, the fluid's velocity and pressure fields (v, p) satisfy the
incompressible creeping flow equations:
V-v=0
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The velocity field v satisfies the no-penetration condition on the sphere surface, Sp:
i. [v - (U+f x r)] = 0 at r = a (2.2)
with r the position vector drawn from the sphere center r = 0, wherein the quantity i r/r denotes
a unit radial vector; U is the velocity with which the center of the sphere translates, and Q is the
angular velocity of the sphere. In the presence of temperate gradients, a thermal slip condition [cf.
Equation 1.3], here quantified generically by the thermal slip coefficient Cs, is imposed upon the
relative tangential component of the fluid velocity at a point on Sp, namely
Is - [v - (U + n x r)] = C5 VsT at r = a (2.3)
with Vs = Is - V the surface gradient operator, and Is = I - if the surface projection dyadic, in
which I is the idemfactor.
For gases, C, is determined by the interactions among the molecules of the gas and the solid
sphere, which govern the law of molecular reflection at the surface. In the case of liquids, Semenov
[17] has provided a formula whereby Cs can be calculated from the properties of the liquid and
those of the solid particle. Values of his slip coefficient for the thermophoretic motion of silica
particles of radii a ~ 0.1 pm in water, cyclohexane, and several other solvents are of the order of
10-7 cm 2 s-1 K- 1 [17].
The steady temperature fields T and T, in the fluid and sphere are governed by the respective
convection-free energy equations
V 2T =0
V2 Ts =0 (2.4)
subject to the boundary conditions
T =Ts atr=a
i-VT = yi -VT at r = a wherey= ks/k (2.5)
VT -+ VT = const as r -- oc
where T. denotes the undisturbed temperature field and VT, is a prescribed constant. The
respective temperature fields satisfying Equations 2.4-2.5 are readily found to be
T = 1 + -a3 r - VT,,
1 2 + -y r
3
Ts = r - VT, (2.6)2 +7-
The radial gas and solid temperature gradients at the sphere surface are thus given by
.VT . - - VTS = 3- VTo (2.7)
2 +7
For convenience, we restore the appearance of a no-slip condition on the sphere by introducing
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the new "velocity" field
u = v - CVT (2.8)
such that u satisfies the no-slip condition I. - [u - (U+ x r)] = 0 on Sp. However, u, in contrast
with v, does not satisfy a no-penetration condition like Equation 2.2, since f -[u - (U + f x r)] =
-C~i -VT 0 0 in general at r = a (unless k. = 0). The field u satisfies the equations
V-u=0
pV 2 u = Vp (2.9)
which follow from Equations 2.1 and 2.41. The far-field and surface boundary conditions to be
imposed on u adopt the respective forms
u -* u0 = v0 - CVToo as r -> oo (2.10)
and
u=U+fxr-C, ir-VT atr=a (2.11)
with vm the undisturbed Stokes velocity field satisfying Equations 2.1 in the absence of the sphere.
Since u satisfies the incompressible creeping motion Equations 2.9, we may use the precursor
of Faxen's first law for the force F exerted by the fluid on the sphere, derived from the Lorentz
reciprocal theorem, in the form [75]
F = 2a (u - um)dS (2.12)Sp
where dS denotes an areal surface element on Sp. Substitution of Equation 2.11 into Equation 2.12
yields
F = FO + FT + Fo - 67rpaU (2.13)
where
FJ = - f X idS (2.14)
Sp
FT= CS dS if -VT (2.15)
Sp
and
FO = 3 u dS (2.16)
Sp
Inasmuch as um is necessarily free of singularities in the fluid domain (0 < r < a) presently
occupied by the sphere, a Taylor series expansion of umc about the sphere center in Equation
2.16, with the terms involving derivatives of order higher than the second being identically zero in
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creeping flow, yields the usual form of Faxen's first law, namely [74)
F = 67rpa ([um] 0 + a [V2 uo]0  (2.17)
where the subscript "0" denotes evaluation of the function to which it is affixed at r 0. Further-
more, since f dS = 0, it follows that Fq = 0.
Sp
To evaluate FT, we substitute Equation 2.7 into Equation 2.15 to obtain
FT= 9btCsy VTO - dS H = 6 7rap Csy VTO (2.18)
2(2+ y)a j 2+ySp
since f dS fH (4/3) 7ra21.
Sp
Upon summing the various contributions to the force in Equation 2.13 and expressing the result
in terms of v via use of Equation 2.8, we obtain the following generalization of Faxen's first law:
F = 67rpa ([vo]0 + a [V2 vO]0 - U - Cs 2 VTo) (2.19)
The precursor of Faxen's second law for the torque Lo acting on the sphere about its center is
given by the expression [75]
Lo = Jrx (u - u) dS (2.20)
Sp
Substitution of Equation 2.11 into Equation 2.20 reveals that Faxen's second law is not modified
by the presence of the uniform temperature gradient, VTO. Explicitly, making use of the fact that
V x VT = 0, and hence V x u = V x v, we recover the usual form of Faxen's second law [74]:
LO= 87rpa 3  [V x vO]O - (2.21)
2.2 Applications
Consider the application of Equations 2.19 and 2.21 to the situation wherein the spherical particle
is contained between two mass-impermeable hot and cold walls separated by a distance L. The
particle is assumed to be located at a large distance from both walls. Thus, to dominant order in
a/L < 1, the fluid far from the particle may effectively be regarded as being at rest, i.e., vo -+ 0
as r -+ oc. We find that since V x vc = 0, a torque-free sphere will not rotate: Q = 0. As a
result, the velocity of a force- and torque-free spherical particle is given by the expression
1U = -CS VTO (2.22)
1 + 'y/2
and is identical in form to that obtained from Epstein's theory [6], derived by formally solving the
detailed creeping-flow boundary-value problem with Maxwell's thermal slip condition.
2.3. Extension to Electrophoresis
Next, consider the case of a small, mobile spherical particle of radius a in a closed-ended,
laterally-insulated circular capillary tube of radius Ro and length 2L, of large aspect ratio L/Ro >
1, such that a/L < 1. As in the Reynolds [5] particle-free thermal transpiration problem, the
hot and cold ends, respectively situated at z = L and z = -L, are maintained at temperatures
Th and T. The corresponding pressures at the two ends are, respectively, denoted by ph and Pc.
The sphere center moves axially with velocity U at a distance R = b from the axis R = 0 of the
cylinder, where (R, #, z) denote a system of circular cylindrical coordinates. The sphere is assumed
to be instantaneously situated far from either end of the capillary, and to also satisfy the inequality
a/ (Ro - b) < 1. The undisturbed velocity field in the absence of the sphere (involving thermal
slip along the insulated capillary walls in accord with the relation v = CSVT at R = Ro, where
VS = Oz I R=Ro 7 in which ^ is a unit vector in the z-direction), is [3]
vO = - [12 -) C.vTo (2.23)
in which VTo = i (Th - T) /2L = constant. In the above, the fluid velocity v and sphere velocity
U are both measured relative to the fixed cylinder walls. Upon introducing Equation 2.23 into
Equation 2.19, bearing in mind that the subscript "0" refers to evaluation at R = b, we obtain
( b )2 4+ 7 _F = 67rpa [)2 ( }CVToU+ O - (2.24)Ro 2 + - Ro
As before, y refers to the ratio of the sphere's thermal conductivity to that of the fluid. A small,
neutrally buoyant sphere will thus move with the size-independent velocity
b 2 4 + CU=[2 (C + 0 ( (2.25)Ro 2 +,y Ro
and rotate with the angular velocity
0 = 2C, R x VTo (2.26)
0
where R is the unit cylindrical radial vector pointing outward from the capillary axis.
2.3 Extension to Electrophoresis
While the present work focuses on the specific case of temperature gradient-induced slip, our results
are applicable to other sources of slip occurring at solid surfaces. For instance, our scheme may be
applied to study the electrokinetic flow around a spherical particle in a capillary tube, wherein the
electric potential is governed by equations mathematically identical in form to those governing the
temperature field in the present nonisothermal situation, with the electrokinetic slip velocity at the
particle surface proportional to the gradient of the electric potential, analogous to the corresponding
thermal slip condition. A detailed solution of the problem of electrokinetic flow around a sphere in
a capillary is provided in Ref. [76].
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This Chapter is reproduced in part with permission from A. Mohan and H. Brenner, "Thermophoretic
motion of a slightly deformed sphere through a viscous fluid," SIAM Journal on Applied Mathematics 66,
787-801 (2006). Copyright @ 2006 by the Society for Industrial and Applied Mathematics.
3.1 Introduction
The thermophoretic motion of a sphere in a gas, which occurs in the direction opposite to that
of the imposed temperature gradient, was first calculated by Epstein [6] based upon Maxwell's
thermal creep condition. Subsequent analyses of the problem are summarized by Zheng [8]. Most
previous studies, however, deal only with the motion of spherical particles, whereas many particles
encountered in practical applications are irregularly shaped. Existing theoretical studies of the ther-
mophoresis of nonspherical particles are currently available only for axisymmetric flows, wherein
the imposed temperature gradient lies parallel to the particle's axis of symmetry [77,781. Refer-
ence [79] provides a numerical solution for asymmetric thermophoretic flow around a two-sphere
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aggregate. Given this dearth of information on nonsymmetric thermophoretic particle motions, we
were motivated to study a 'simple' example of such motion.
The present investigation develops an asymptotic expansion of the equations of Stokes flow
satisfying the thermal slip condition at the surface of a heat-conducting, arbitrarily deformed
sphere, wherein the deviation from the spherical shape is small, while the imposed temperature
gradient is arbitrarily oriented with respect to the particle's geometry. In principle, the asymptotic
solution may be obtained correct to any order in the perturbation parameter, which measures
the deviation from the spherical shape, for arbitrarily deformed particles. We here provide the
explicit solution, correct to the first order, for the specific case of an ellipsoidal particle. For the
special case of a force- and torque-free, thermally insulated (i.e., nonconducting) particle, it is
found that the thermophoretic velocity of the particle reduces to that of a sphere moving under
the same temperature gradient in a gas otherwise at rest. This result accords with the related
findings of Morrison [14], namely that the phoretic velocity of an insulated particle is independent
of its shape and orientation, as well as of its size. (Morrison's proof, though offered in the context
of electrophoresis, is equally applicable to the thermophoretic case, provided that the particle is
nonconducting, i.e., thermally insulated in the latter case.)
The detailed solution for the case of isothermal Stokes flow around a slightly deformed sphere
(subject to no slip at its surface) was presented by Brenner and his collaborators [74, 75, 80, 81].
That solution is here extended to allow for slip at the surface of the deformed sphere arising from
temperature inhomogeneities in the fluid.
3.2 Problem Formulation
Consider the incompressible Stokes flow around a slightly deformed sphere moving without rotation
at a velocity of U through a fluid across which an otherwise uniform temperature gradient, here
denoted by the space-fixed constant vector G, has been imposed under undisturbed flow conditions,
i.e., in the absence of the particle. It is assumed that the surface of the particle, Sp, is described
geometrically in invariant form by the equation
r= a 1+ E An Pa(f-) + O(E2) (3.1)
1 nI
where An is an 0(1) body-fixed polyadic of rank n describing the shape of the deformed body. The
n times
nth-rank polyadics P(f-) (-1)"(n!)- 1 rn+ 1VV...V(1/r) are the polyadic surface harmonics of
order n [75,81], whose argument f- is the space-fixed unit position vector, i = r/r, while E < 1 is a
small, dimensionless quantity, inseparable from the term EAn - P (i) describing the deformation
n
of the surface. The r = Irl radial coordinate is measured from an origin situated at the center of
the undeformed sphere of radius a. Since the surface spherical harmonics constitute a complete
set of orthonormal polynomials in the surface coordinates (6, #), any function thereof, say f(f-),
may be expanded in invariant form in terms of the polyadics P(i-), analogous to the well-known
scalar spherical harmonic expansion of an arbitrary function f(0, #) [82]; hence, Equation 3.1 is the
general equation characterizing the surface of any arbitrarily shaped body whose deviation from a
spherical shape is small. The symbol 7 refers to n successive dot-product contraction operations
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performed in the order prescribed by the nesting convention of [75], wherein the n indices of the
corresponding polyadics are contracted sequentially, beginning with the innermost indices. It follows
that An n Pn(-) = Pn (f) n An, whence the surface Sp may also be equivalently described by
the alternate expression
r = a [1 + EPn(i) E An + 0(E2 )] (3.2)
wherein we have here invoked the summation convention, which will be used throughout, with the
repeated index n implying a sum over that index.
The unit normal to Sp is given by the expression fi = Vf/ IVf| , with f defined by the relation
f(r) = r - a [1 + ePn n An + O(e2)] = 0. Together with the use of the gradient operator in
invariant spherical coordinates,
V = f - - (3.3)( 1)Or r &2,
one thus obtains
n = r -e7Pn n An + O( 2 ) (3.4)
wherein V = (0/8), is the surface gradient operator. In deriving the latter, we have used the
identities i- V = 0 and (I - ii) - V = V, arising from the orthonormality of the coordinate axes.
The equations of Stokes flow, describing the flow around the deformed sphere, are
V -v = 0 (3.5)
pV2V = VP (3.6)
where p denotes the pressure. The boundary conditions imposed upon the fluid's velocity require
that the latter approach the particle-free, undisturbed fluid motion at infinity,
v -+ 0 as r -> oo (3.7)
and that the thermal slip condition on Sp satisfy
v = U + CS (I - nni) -VTs (3.8)
where T denotes the temperature within the solid (with T = T on Sp), and Cs is the thermal slip
coefficient, which in the case of gases takes the value 3/4 (p/pT), according to Maxwell. In that
case, C, is a constant, owing to the inverse relationship existing between p and T from the ideal gas
law, with the transport coefficient p assumed constant, at least for small temperature gradients.
For liquids, Semenov [17] has provided a formula whereby C, can be calculated from the properties
of the liquid and the solid particle [cf. Chapter 2]. Values of C. for the thermophoretic motion
of silica particles in several solvents are found to be of the order of 10-8-10-7 cm2 s-1 K- 1 [17].
Values of similar order of magnitude for various particle-liquid systems have been found in the
experimental study of Ref. [21].
Since the boundary condition on velocity, namely Equation 3.8, may be expressed as the sum
of the particle velocity U and the thermal slip velocity Cs (I - fn) -VT, we will restrict ourselves,
initially, to solving for the flow caused by thermal slip alone. Later, the flow arising from the motion
U of the particle will be linearly superposed.
3.3. Temperature Fields
The temperature fields within the fluid and the solid are governed by the respective equations
V 2T = 0
V 2TS = 0 (3.9)
subject to the joint boundary conditions
T = Ts
i -VT = yi - VT
(3.10)
(3.11)
on Sp, where -y denotes the ratio ks/k of the thermal conductivity of the solid, ks, to
the fluid, k. In addition, we have the further conditions that the temperature within the
remains finite at r = 0, while that within the fluid at infinity is given by the expression
T (r -- oc) = const + G - r
that of
particle
(3.12)
The constant appearing in Equation 3.12 is physically irrelevant, whence we may set it to zero.
Perturbation solutions will now be developed for the flow and temperature fields in terms of the
perturbation parameter, e.
3.3 Temperature Fields
Define vector temperature fields in the fluid and the solid, T and TS, respectively, through the
relations
T=T-G
Ts Ts -G (3.13)
Since the scalar temperature fields satisfy Laplace's equation, and whereas the gradient at infinity,
G, is an arbitrary constant, it follows from Equations 3.9-3.11 that the vector temperature fields
satisfy the respective equations
V 2T = 0
V 2Ts = 0
subject to the boundary conditions
T = Ts
(3.14)
(3.15)
and
n . VT = yfi -VT (3.16)
on the surface Sp of the deformed sphere. We expand the vector temperature fields in powers of e,
T(r; E) - T(0) (r) + eT(1) (r) + O(e2 )
T,(r; e) = T(0)(r) + eT 1)(r) + O(e 2 ) (3.17)
The temperature fields inside and outside of the particle at various perturbation orders, subject
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to the boundary conditions on Sp given by Equations 3.15 and 3.16, may be obtained from the
solution of a sequence of problems satisfying appropriate boundary conditions on the surface of the
undeformed sphere. These latter boundary conditions, to be imposed on the sphere surface, are
obtained by a Taylor series expansion of Equations 3.15 and 3.16 about r = a. Thus, expansion of
Equation 3.15 while making use of Equation 3.1 furnishes the following conditions to be imposed
at r = a on the 0(1) and O(e) vector temperature fields:
T(0) = T(O) (3.18)
la S la
TT(0) =B)A P OT(
0 ()
T(1 + aAn nl Pn = T()a + aA n n "r (3.19)Ia ~ Or =Or
a a
Similarly, upon expanding VTJs, and VTsJS, in Taylor series about r = a and making use of
Equation 3.4, it follows from Equation 3.16 that
r - VT(O =f- - VT(O) (3.20)
la S a
and
i -VT(1) + aAn EP -i-VT) -@(P n] An) - VT(0 )
aOr a a
-y i -VT(1) + ayAn n P f- -VT(0 ) - Y7 (Pn n An) - VTs() (3.21)8 a Or S la S 1 a
The leading-order, undeformed sphere problem is described by the set of equations
V2 T() = 0
V2-T) = 0 (3.22)
subject to the boundary conditions given by Equations 3.18 and 3.20. Accordingly, the leading-
order vector temperature fields are readily found to be
T(O) = 1 + 1- ) a)3 ]r
2 +) r/
3
T(S) = 3r (3.23)
Upon applying the gradient operator, given by Equation 3.3, to Equation 3.23, and noting that
(&f/&i)r = I - if, we obtain
VT(o) = 1-2( ) 3] + [1+ G) 3] (I- f)
VTI) 3 1 (3.24)
Making use of Equation 3.24 furnishes the following O(e) boundary conditions from Equations
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3.19 and 3.21:
T(1) - 1) +3 ~ aAnnI PnPi (3.25)
[wherein we have substituted P1 (f) for f-], and
f --VTM la +6 (2~ -y A n PnP1 -3 (2~7) 7P n An
= i - VT(') (3.26)
S a
The O(e) vector temperature fields are governed by the equations
V2 T(1) = 0
V2-T) = 0 (3.27)
subject to the boundary conditions given by Equations 3.25 and 3.26. Since it is convenient to
expand TC1) and T(1) as linear combinations of solid harmonics, these boundary conditions must
be expressed as linear combinations of the polyadic surface harmonics.
3.4 Flow Field
Next, expand the velocity and pressure fields as perturbation expansions in e:
v(r; e) = v(0) (r) + ev() (r) + 0(e 2 )
p(r; E) = p(0)(r) + ep(1)(r) + O(e2) (3.28)
At each order, the perturbation fields v(0) and p(') obey the Stokes equations,
V. vW = 0 (3.29)
pV2v( = Vp() (3.30)
The thermal slip boundary condition on the surface Sp of a stationary particle is, upon setting
U = 0 in Equation 3.8,
v = C, (I - nn) -VT (3.31)
In addition, the velocity fields at all orders vanish at infinity. Expansion of the velocity at the
surface Sp of the deformed sphere in a Taylor series about r = a gives
8v(0)
vIs = v(o) + e (v(1) + aAn l Pn )+ O(E2) (3.32)
A similar expansion of the temperature gradient VT on Sp about r = a yields
VT5 s, = VT __+ ( VT) + aAn P I'VT(o) + 0(52) (3.33)
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Substitution of Equations 3.4, 3.32 and 3.33 into Equation 3.31 furnishes the following 0(1) and
0(E) boundary conditions at r = a:
v -) = C, (I - if) - () (3.34)
and
v) = - aA Fl Pa + C P nA )
rLa iOr
r=a
± t (Pn [n] An) i- - VT(O)I + CS (I - if) - VT )r
± Csa (An [n- Pn) (I - i) - VT(0) (335)
r=a
The leading-order velocity field, which vanishes at infinity and is subject to the thermal slip
condition, given by Equation 3.34 taken in conjunction with the leading-order temperature gradient
on S, from Equation 3.24, corresponds to the flow around an undeformed sphere. It is found, using
the method of Ref. [831, to be
v(0) = + - I (+ a 3a-3  G (3.36)2+ [k2r 2r3  2r 2r3 JJ
Equations 3.24 and 3.36 in combination with Equation 3.35 yield
v(1) -Ws (An n Pn) (I - 2ft) - G
rLa 2+7
3CS- A -
*+ -yit(Pn n An)+V^(Pn n An)f -G±2+;7
± CS (I - if) -VT ) (3.37)
r=a
We have now obtained the governing equations and concomitant boundary conditions for the
O(E) temperature and velocity problems. However, the completely general solution of these prob-
lems, requiring use of general recurrence relations relating the various polyadic surface harmonics
and their gradients, is extremely complicated algebraically. Accordingly, in lieu of attempting a
completely general calculation, we instead provide the solution only for the specific case of a general
triaxial ellipsoid by way of illustrating the general scheme.
3.5 Nonisothermal Flow around an Ellipsoid
Consider the ellipsoid,
(X)2 + )2 )2 (3.38)
a1l a2 ) a3
where (X1 , X2, x3) are Cartesian coordinates fixed in the ellipsoid, with the coordinate axes pointing
along the principal axes of the ellipsoid, and with (a1 , a2 , a3 ) the semi-lengths of these axes. Oblate
and prolate spheroids, for which two of the three principal axes are equal, are obtained as special
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cases of the ellipsoid, while a circular disk and a needle-shaped object may be approximated by an
oblate and a prolate spheroid, respectively, one of whose semi-axes shrinks to zero.
In invariant form, the equation of the ellipsoid may be expressed as [84]
r D -r 1 (3.39)
where D is the body-fixed dyadic
D = 2 + + (3.40)
a 2  a3
in which (ii, i2, 3) are body-fixed Cartesian unit vectors directed along the principal axes of the
ellipsoid. Consider the case where the ellipsoid is a slightly deformed sphere, with the semi-lengths
of the principal axes given by ai = a(1 + eal), a2 = a(1 + ea2) and a3 = a(1 + Ea3), where e < 1.
Since iiii + i2i 2 + i 3is = I, it follows that
I 2 e
D - 2 2B + 0( 2 ) (3.41)
a2 a2
where B is the body-fixed dyadic
B = 0011 + a 2i 2i 2 + a 3i 3i 3  (3.42)
For a given ellipsoid, whose volume is V = 47raia 2 a3 /3, it is convenient to choose the radius a
of the sphere such that its volume, 47ra 3 /3, is equal to that of the ellipsoid; that is, as = 1 a 2a 3.
Since ai = a(1 + ca 2 ), this requires that ai + a 2 + a 3 = 0, i.e., I : B = 0, or, alternatively,
Tr(B) = 0 (3.43)
where, for any dyadic B, Tr(B) denotes the trace, B : I.
Upon combining Equations 3.39 and 3.41 and making use of the symmetry of B together with
the identity ff- = 2P 2 (i)/3 + 1/3, we obtain
r = a [1 + -EB : P2(f-) + O(2) (3.44)3
B is diagonal, and, hence, symmetric in the body-fixed coordinate system. As a result, it is
symmetric in any basis.
The detailed derivation of the 0(E) temperature fields outside and within the ellipsoid is pre-
sented in Appendix B. The resulting solutions are
r 6 1- 2 3P + 6 (1-7 as5T(1)= (3Pi- P B (3.45)
5 2+-/ r2 5 2+-y rd
and
18 1-yT(1) y r . B (3.46)
s 5 (2 + 7)2
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The O(E) boundary condition on velocity, Equation 3.37, thus reduces to
v(1) =a 2C± [2B : P 2 (I - 2f-) + i-P 2 : B + 9 (P2 : B) i
-- 59 ) (I - i-) -B -G (3.47)
The force on the ellipsoid can be obtained without solving the detailed boundary value problem by
making use of the following expression for the force on a body of arbitrary shape [75]:
F = pa vr-a d (3.48)
231S1
where the integration is to be carried out over the surface of a unit sphere, S1, and wherein dQ = d2 f
is a differential element of solid angle. The analogous expression for the torque on the body about
the origin is [75]:
T = 3pa2s: f- vlr-a dO (3.49)
S1
where e = -I x I is the alternating unit triadic. Following Ref. [74], we introduce the translational
hydrodynamic resistance dyadic K via the expression
F = -ptK -G (3.50)
Expansion of F and K in powers of e gives, for the leading-order terms,
F(O)= 3 pa v() dQ = -pKC0 3-G (3.51)2 r La
Si
whence, from Equation 3.34 [cf. Chapter 2],
9Csa___ 12irCsaK() 9Ca (I - ii) dQ = I (3.52)
2(2+ y) 2 +y
Si
in which we have used the identity fS, (I - fr-) dff = 87rI/3. Similarly, for the first-order terms, we
find that
FM = -3pa V(1)I d = -IK')-G (3.53)
2 ri a
S1
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where
KM- 3Csa 2 JP 2 (I - 2ff-) : BdQ + f-P 2 : BdQ + VP 2 : BidQ
Si Si Si
9 (1-y 
-~ - (I f-) - BdQ (3.54)
S1
Details pertaining to the calculation of KM) are given in Appendix B, with the result being
K( 247r Ca 1 - 4- B (3.55)
5 (2+ y) 2
We have now obtained the force acting on the stationary ellipsoid due to the thermal creep-induced
flow. When the ellipsoid moves through the fluid at a velocity of U, the preceding solution is
superposed on the additional Stokes flow (v', p') satisfying the boundary conditions
V= U on Sp
v'(r -> oo) -+ 0 (3.56)
Analogous to Equations 3.34 and 3.47, we require that
V') r~= U
r=a
v' - -aAs Pa (3.57)
r=a
The leading-order velocity field v'(0) in invariant form is given by the expression [74,83]
V') = 3(I- + i) + [  (I - -) -U (3.58)L 4r 4r 1J
which, in combination with Equation 3.57, yields
v1) L= 3 (An Fj Pn) (I - f-) -U (3.59)
rLa 2
At leading order, the force on the ellipsoid is given by Stokes' law, F'(0) = -67rpaU, whereas at
O(e), we obtain
F') - 3pa v' d r -= - U (3.60)
2 rLa
31
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where
K'1 = aB: P 2 (I-if) d
Si
- 6aB (3.61)
5
Equation 3.61 is in exact agreement with the corresponding result of Ref. [75] satisfying Equation
3.56, wherein the surface of the deformed sphere was expressed as an expansion in scalar spherical
harmonics.
The net force on the ellipsoid is obtained from the superposition of the force acting on a
stationary ellipsoid under an externally imposed temperature gradient together with the force
acting on an ellipsoid translating at a velocity of U under isothermal conditions:
Fnet = -p (K -G + K' -U) (3.62)
It can be seen from Equations 3.34 and 3.47 that the torque T acting on the ellipsoid about its
center, given by Equation 3.49, vanishes. Under isothermal conditions, the centroid of the ellipsoid
is a center of hydrodynamic stress. The existence of such a center for a nonskew body such as an
ellipsoid implies that no torque acts about its centroid as the ellipsoid translates without slip [74].
Accordingly, the force- and torque-free ellipsoid will move, without rotation, under the influence
of the externally imposed temperature gradient G at a velocity U = - (K')~1 -K -G, where
K' = 67ra I - B + O(e2) (3.63)
and
127rCsa 2/1- 47K= I - I-B + O(f2) (3.64)2+- 5 2 +7
In view of the identity [I + eC + O(e2)]-1 = I - eC + O(e 2), valid for any dyadic C, this makes
U=- I+E- B+O(2) G (3.65)2+-y7 52 + -
This constitutes the principal result of our ellipsoid calculation.
In the special case where the ellipsoid is nonconducting, Y = 0, whereupon the above reduces
simply to
U = -CsG [1 + O(e 2 )] (3.66)
As such, to at least terms of first order in the deformation, the ellipsoid's thermophoretic velocity
is independent of its shape, size and orientation and, hence, is identical to that of a sphere. While
we have formally demonstrated the latter result only to the first order, according to Morrison's
theory this nonconducting result should hold to all orders in the ellipsoid deformation e.
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3.6 Discussion
We have developed an asymptotic solution of flow around a heat-conducting, slightly deformed
sphere under an imposed temperature gradient, wherein the fluid slips at the surface of the deformed
sphere. Although we have provided an explicit solution only for the case wherein the deformed
sphere is an ellipsoid, to first order in the perturbation scheme, the technique may be readily
applied to arbitrarily deformed bodies whose deviation from a spherical shape is small. In principle,
the perturbation solution can be carried out to any order. For the specific case of nonconducting
particles, we confirm Morrison's generic deduction [14] that the phoretic velocity of a particle is
independent of its size, shape and orientation.
Unraveling of a T
Chain in Uniform
e thered Polymer
Solvent Flow
This Chapter is reproduced in part with permission from A. Mohan and P. S. Doyle, "Unraveling of a teth-
ered polymer chain in uniform solvent flow," Macromolecules 40, 4301-4312 (2007). Copyright @ 2007 by
the American Chemical Society.
4.1 Introduction
The transient unraveling of a polymer chain following a polymer-obstacle collision and the forma-
tion of a hooked chain configuration are features common to several size-based DNA separation
techniques, including microfabricated obstacle courses [29], self-assembled magnetic bead arrays [30]
and dilute solution capillary electrophoresis [25,26]. In the present Chapter, we model the unrav-
eling process following chain-obstacle collision under the application of an electric field as being
equivalent to the unraveling of a tethered polymer chain in a uniform solvent flow field. This
equivalence may be rationalized as detailed in the next paragraph.
Under the assumption that the unraveling and unhooking events are decoupled, the unraveling
of each arm of the chain following its collision with an obstacle may be modeled as being equivalent
to the stretching of a chain tethered to the obstacle under an imposed field. Such a decoupling is
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allowed for even in the event that the long arm simultaneously unravels as the chain is unhooking
from the obstacle, provided that the tension propagation in the long arm is significantly faster
than the ropelike unhooking motion of the chain [41]. Additionally, we invoke the principle of
electrohydrodynamic equivalence [43,85], which states that chain stretching in an electric field is
equivalent to that in a uniform hydrodynamic flow field at a flow velocity equal to the free solution
electrophoretic velocity of the chain. Such an equivalence holds especially under the free drain-
ing conditions assumed in the present study, justified partially by the screening of hydrodynamic
interactions in complicated channel geometries. However, more generally, hydrodynamic interac-
tions arising on average from the electric field induced motion of individual polymer segments are
screened by the counterion cloud surrounding the polyelectrolytic DNA molecule over distances
exceeding the Debye length [43]. With the above assumptions, a parallel between the stretching of
a tethered chain in an electric field and that in a hydrodynamic flow field may be established.
Several studies exist on the steady state properties of a tethered chain in uniform flow. The
stretching of a tethered DNA molecule in uniform flow was experimentally visualized and the
dependence of steady fractional extension on velocity and chain length obtained by Perkins et
al. [46]. Larson et al. [86] performed Monte Carlo simulations of DNA chains used in the experiments
of Perkins et al., as well as of longer chains, whereas Cheon et al. [87] employed molecular dynamics
simulations of chains of several lengths. These studies concentrated on the steady state behavior
of chain extension. Scaling arguments were proposed for the steady extension of a chain modeled
as a string of nondraining blobs in uniform flow by Brochard-Wyart [88,89], based on the trumpet
picture for moderate stretching, and the stem-and-flower picture for strong stretching. Several
static properties of a tethered chain in a uniform flow field, including end-to-end distance, drag
and tension distribution, have been investigated by Zimmermann and his coworkers [90,91], using
the bead-spring model both with and without account for excluded volume and hydrodynamic
interactions, and analytical calculations based on the equilibrium configurational distribution or
the blob model. These authors employ the Gaussian, FENE and freely jointed chain models.
The dynamics of stretching, however, remain relatively unexplored. Scaling arguments have
been proposed by Brochard-Wyart and her coworkers [89,92] for the transient extension of a tethered
chain stretched by the application of a constant force at the free end or by a flow field in the trumpet
regime, and for stretching in a flow field and relaxation upon cessation of flow in the stem-and-
flower regime. Existing simulation studies of chain dynamics in uniform flow are restricted to the
near-equilibrium or near-steady state regimes. Avramova et al. provide a Monte Carlo study of the
near-equilibrium stretching of a chain upon the imposition of flow and its relaxation following the
cessation of flow [93]. Conformational fluctuations of tethered Rouse and FENE chains in flow at
steady state have been studied in detail by Rzehak and Zimmermann [94,95] and Rzehak [96]. A
few recent studies have theoretically treated tension propagation in stiff polymers under external
fields [97], and in semiflexible polymers under the application of a pulling force [98]. However, a
description of the transient stretching of a semiflexible, wormlike chain in flow is lacking.
The aim of the present investigation is to provide a comprehensive study of chain unraveling in
uniform flow. One of our objectives is to test the assumption of convective tension propagation in a
chain unraveling in an external field, which was hypothesized by Randall and Doyle in their study of
single chain-obstacle collisions [41]. The Rouse model is selected for its analytical tractability. The
consequences of finite extensibility are examined via Brownian dynamics simulations of DNA chains
described by the wormlike chain model, in the absence of other nonlinear effects such as excluded
volume and hydrodynamic interactions. In Section 4.2, we describe the problem under consideration
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and the methods of analysis adopted. Analytical results for the Rouse model are presented in
Section 4.3. Section 4.4 provides a comparison between the behavior of Rouse and wormlike chains,
and describes the scaling behavior of the latter model. Results for tension propagation in Rouse
and wormlike chains are presented in Section 4.5. Section 4.6 contains a summary of our findings.
4.2 Problem Definition and Methodology
In this study, we employ the bead-spring model of the polymer chain, whereby the chain is dis-
cretized into N beads, indexed from 0 to N - 1, with each pair of adjacent beads connected by a
spring. The first bead of the chain is held tethered. The chain is initially in an equilibrium, coiled
configuration, and at time t = 0, a uniform flow of solvent is imposed, with v = vk denoting the
unperturbed solvent velocity, and k the unit vector in the flow direction. Under the free draining
assumption, the set of Langevin equations [cf. Equation 1.23] governing the evolution of the chain
is
dro = 0 (4.1)
drj = V+ 1Fe) dt+ 2k TdW , j=1,..,N -1 (4.2)
where ri, i = 0,.., N - 1, denotes the position vector of bead i relative to the origin, chosen here to
lie at the location of the tethered bead (ro = 0). In the absence of excluded volume interactions and
external forces, Fdet is identical to the spring force exerted on bead j by the adjoining springs. The
drag coefficient ( for a single bead is given by Stokes' law, and kBT denotes the thermal energy. The
terms W represent the three-dimensional Wiener processes introduced in Section 1.2 possessing
the properties (dWj(t)) = 0 and (dWi(t)dW(t')) = dt6ij6(t - t')6, where ij = 1,.., N - 1 and 6
is the identity tensor.
We consider DNA molecules of five lengths, namely, A-DNA (having a contour length of 21 pm
when stained with YOYO dye in the ratio of 4 base pairs of DNA per molecule of dye), 2A-DNA,
4A-DNA, 6A-DNA and 10A-DNA. The persistence length of DNA, assumed unchanged on staining,
is known to be 53 nm. We maintain a constant level of discretization in our study, and vary the
number of beads N in the bead-spring model to accommodate chains of different lengths. As a
compromise between achieving satisfactory resolution of the chain into springs while concurrently
ensuring an acceptable computational speed, we select a discretization of Nk,s = 19.8 Kuhn lengths
per spring.
We employ the modified Marko-Siggia force law, given by Equation 1.11, and adopt the ratio
A = 1.1 of the effective persistence length to the true persistence length, found by Underhill
and Doyle to eliminate errors at 50% mean fractional chain extension [55]. In the linear regime
corresponding to Q < Qo, the modified Marko-Siggia force law reduces to Hooke's law with a
spring constant of H = 3kBT/(Ab Nk,s), employed in our solution of the Rouse model.
We characterize the strength of the solvent flow by means of a Peclet number, defined as
Pe = vN(/ (kBT/bk), physically equivalent to the dimensionless drag force acting on a chain of N
beads. The diffusivity underlying our definition of Pe is, therefore, that of an unconstrained, free
draining chain of N beads as given by D = kBT/(N(). (However, in the limit of large N, the
difference between the use of N or N - 1 in the definition of the Peclet number and elsewhere is
immaterial. Such differences will be ignored throughout this study.) This definition of the Peclet
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number is motivated by the observation that the fractional chain extension at steady state is a
universal function of the drag force acting on the chain, regardless of chain length [46, 86, 901.
Furthermore, steady state results for a tethered freely jointed chain are known to reduce to the
corresponding results for a Gaussian chain in situations wherein Pe < 1 [90]. Therefore, we may
expect a crossover from the linear, near-equilibrium regime to a regime of strong chain stretching
dominated by finite extensibility at a Peclet number of the order of 1. In the present investigation,
we consider a range of Peclet numbers from 1 to 100. Assuming a temperature of 298 K, a Peclet
number of 100 corresponds to a drag force of 4 pN on a DNA chain, which falls significantly below
the value of 65 pN at which the stretching phase transition occurs. The Marko-Siggia law remains
valid for DNA molecules stretched to an extension of up to 97%, or up to a Peclet number of
Pe = 600 [52].
Equations 4.1 and 4.2, with the spring force law given by Hooke's law in the Rouse model,
reduce to a linear set of Langevin equations, and are amenable to an analysis into normal modes.
The wormlike chain model is treated via Brownian dynamics simulations. Initial equilibrium con-
figurations are generated by employing the Marko-Siggia force law to simulate the evolution to
equilibrium of Gaussian coils. The radius of gyration of an initially Gaussian configuration con-
verges to its steady, equilibrium value within 5 relaxation times for all the simulated chain lengths,
and the resulting configuration is subsequently sampled at intervals of 1 relaxation time to obtain
starting configurations for our simulations. We adopt the semi-implicit predictor-corrector scheme
of Ref. [63] for the integration of Equation 4.2. A time step of 5 x 10-4(Q2/(kBT) is used. The
equilibrium radius of gyration and chain stretch of A-DNA in the absence of flow were found to
vary by less than 2% upon reducing the time step by a factor of 5. Averages are performed over
an ensemble of 100 chains. Upon doubling the ensemble size to 200 chains, the equilibrium ra-
dius of gyration and chain stretch were found to differ by less than 1% from the corresponding
values obtained from an ensemble of 100 chains for A-DNA in the absence of flow, with thermal
noise being further attenuated in the presence of flow. However, in order to facilitate an accurate
determination of the instantaneous chain length under tension in flow, the results presented for a
61-bead wormlike chain at Pe = 10 and Pe = 30 derive from ensemble sizes of 10 000 and 1000,
respectively.
Except where dimensional notation proves convenient, nondimensional variables will be em-
ployed in the remainder of this study, and will be denoted by the symbol "~" surmounting the
corresponding dimensional variable. We utilize a length scale of Q0 and a time scale of CQ2/(kBT).
Consequently, the unit of force employed by us is kBT/Qo, with the spring constant expressed in
units of kBT/Q2-
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In this Section, we summarize our results for the end-to-end distance and the tension distribution
in a Rouse chain, and highlight their relevant features. The details of the normal mode solution
are relegated to Appendix C. We obtain
~ Pe Nk N- - exp (-fami) (4.3)Le =H N -- N-1,mjm am
m~j=1
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Nks N-i 1 - exp (-amJ
Fpr 1, x = Pe N Z nimfjm am (4.4)
m,j=1
and
N N-1 1 - exp -Yam
Fspr k, x = Pe (km - k-1,m) jm , k = 2,..,N - 1 (4.5)
m,j=1
where Le and spr k, x denote, respectively, the mean end-to-end distance and spring tension in
spring k in the flow direction, with the index k = 1, .., N - 1 measured from the tethered end. The
end-to-end distance is measured by the x-coordinate of the bead at the free end of the chain. The
elements of the matrix 0, composed of the normalized eigenvectors of the Rouse matrix, are given
by [95]
Qjm 1 sin 2m-1 (4.6)
2 4
corresponding to the eigenvalues
am= 4sin2(2m - 1 7r(4.7)am 4sn22N - 1 2 O
It is evident from Equations 4.3-4.7 that the relaxation times of a tethered Rouse chain may be
identified with
1
Tm = ~ (4.8)
H am
Equations 4.3-4.5 may be simplified by means of elementary trigonometric identities, and the
summations 'j £jm and the term QN-1,m approximated in the limit of large N, yielding
L - Pe Nks N-1 +11 - exp -i9mLe = --- (- ~ 1)m+ 1e (-i )(4.9)e H 4N2 3 (2m-1 irm=1 sin 2N-1 2)
and
NksN-1 2m-17 x -m
spr k, x = Pe Z cos (2mn-1 (2k - 1) - exp (im) k= 1, .. ,N-1 (4.10)2N2 =1 2N - 1 2) s2 (2m-1 7rm=1 sin 2N
The scaling behavior of Rouse chains is manifest in Equations 4.9 and 4.10. Owing to the
linearity of the Rouse model, the dependence on Pe is trivial. The behavior of the chain extension
and tension distribution as N is varied may be gauged from the fact that the slow modes dominate
the dynamics, except very close to i = 0. This is true particularly as the dependence on am, which
rapidly increases with m, approaching a value of 4 as m approaches N - 1, arises not only in the
decaying exponent but also in the form of inverse powers of am in Equations 4.9 and 4.10. Similar
to the case of an unconstrained Rouse chain, am ~ 1/N 2 and consequently, Tm oc N2 for the slow
modes (m < N) and for long chains (N > 1). It then follows that the chain extension expressed
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Figure 4.1: Fractional extension (a) and tension in the first spring (b) as func-
tions of the rescaled time coordinate i/N 2 for Rouse chains of several lengths
N at a Peclet number of 1.
as a fraction of the contour length, namely, LeIN, and the tension in the first spring, Fspr 1, x,
which balances the drag acting on the chain at steady state and is equivalent to the restoring force
experienced at the tethered chain end, are universal functions of the rescaled time coordinate F/N 2
at fixed Pe. Similarly, the tension distributions for chains of varying lengths, compared at fixed Pe
and at equal values of F/N 2 , collapse when plotted as functions of (2k - 1)/(2N - 1). This behavior
is demonstrated in Figures 4.1 and 4.2.
Equation 4.9 reveals that the contributions from the various modes to the chain extension
alternate in sign, with the dominant, positive contribution being that of the slowest mode, m =
1. As a result, Equation 4.9 may be well-approximated by a single exponential relaxation to
steady state with time constant ri, an approximation that marginally overestimates the chain
extension (resulting in a maximum error of about 5% for a chain of 61 beads at Pe = 1). The same
approximation predicts the spring tensions with varying degrees of accuracy as k is varied, owing
to the fact that the cosine term in Equation 4.10 varies in sign as its argument varies for k > 1,
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Figure 4.2: Tension profiles for Rouse chains of 41 and 61 beads as functions of
the rescaled spring index (2k - 1)/(2N - 1) at a Peclet number of 1 at several
points in time, compared at i/N 2 = 6.0 x 104, 6.7 x 10-4, 1.3 x 10-3, 5.4 x
10-3, 1.1 x 10-2 and 1.6 x 10-2 for both chain sizes.
resulting in a maximum error of about 20% for the case k = 1 and N = 61 at Pe = 1. Several
modes are required to yield accurate tension profiles, with the use of the first 10 modes being found
to adequately capture the shape of the transient tension profiles for the case N = 61.
Equations 4.3-4.5 lead to simplified predictions in the short time limit of i< i for all values
of m, yielding the convective behavior Le = vt and Fspr 1, x = Hvt in dimensional units. An initial
region of vanishing tension is predicted for the remaining springs, indexed k > 1. The assumption
i < TN-1 is, however, valid only in an extremely narrow time window. With N = 61, we obtain
TN-1~- 5 x 10-3, leading to a time interval barely discernible in Figure 4.1. The chain extension
measured by the end-to-end distance does, however, show convective behavior. This behavior arises
from the fact that the bead at the free end of the chain is initially convected by the flow, until the
preceding spring begins to deform. This issue is discussed further in Section 4.5.
Single exponential relaxation is predicted by Equations 4.3-4.5 in the long time limit of i > ;2,
while simultaneously, t > fi. Owing to the existence of almost an order of magnitude difference
between the relaxation times of the two slowest modes, the range of validity of this approximation
is reasonably large. For instance, for a chain of 61 beads, r2 ~ 3, whereas f1 ~ 28.
4.4 The Wormlike Chain Model
The approximation of a wormlike spring by a Gaussian spring is valid for spring extensions be-
low approximately 30%, i.e., under near-equilibrium conditions [52]. A comparison between the
fractional chain extension and the tension in the first spring predicted by the Rouse and wormlike
chain models for N = 61 at Peclet numbers of 1 and 100 is presented in Figures 4.3 and 4.4. The
Rouse model is seen to provide a reasonable approximation of a wormlike chain at a Peclet number
of 1, but as the Peclet number is increased, deviations from Gaussian behavior are apparent. The
seeming agreement between the two models in predicting the chain end-to-end extension, as shown
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Figure 4.3: Fractional extension as a function of time for 61-bead Rouse chains
and wormlike chains (abbreviated WLC) at Peclet numbers of (a) 1 and (b) 100.
Also shown is the fractional extension predicted in the affine deformation limit,
namely, Le = vt.
by Figure 4.3, arises due to the convective transport of the free chain end at high Peclet numbers.
In particular, at a Peclet number of 100, the affine movement of the chain end of a wormlike chain,
leading to the behavior Le = vt, is seen to occur almost until steady state is reached.
Figure 4.5 shows the evolution of the fractional chain extension as a function of time nondi-
mensionalized by the convective time scale, i.e., tv/L, for a wormlike chain of 61 beads at several
flow strengths. The curves initially show affine behavior, corresponding to a line of unit slope
passing through the origin. The duration of affine deformation increases with the Peclet number,
and in the limit Pe -- oo, affine deformation is expected to occur until steady state. The steady
chain extension of a strongly stretched wormlike chain acted upon by a stretching force f may be
estimated from the large force limit of the Marko-Siggia law [cf. Equation 1.10, where the large
force limit implies that L/L is close to 1 and the dominant term on the right hand side is the last
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Figure 4.5: Fractional extension as a function of time nondimensionalized by
the convective time scale L/v for a 61-bead wormlike chain at several values of
the Peclet number.
term, with L = Le ], given in dimensional form by the expression
fbk 1 (4.11)
kBT 2 (1 - Le/L)2
With the neglect of the nonuniformity in tension along the chain, f may be replaced by the drag
force acting on the chain, vN(, to yield
1 - Le = (2Pe)-1/2 (4.12)L
The components of the spring vectors in the flow direction are plotted against time for several
springs of a wormlike chain with N = 61 at Pe = 10 and 100 in Figure 4.6. At a moderate Peclet
number of 10, the simultaneous, nonlinear deformation of several springs contributes to the chain
extension once the spring at the free end of the chain, with k = 60, begins to deform. On the
other hand, at a high Peclet number of 100, spring 60 does not deform almost until steady state is
reached. As a result, bead 61 is freely convected, and the chain extension shows affine deformation
almost until steady state. The region where nonlinear behavior is manifest in Figure 4.5 shrinks as
Pe is increased.
These features point to the inherent differences between Gaussian and finitely extensible springs.
The Gaussian springs close to the tether point of a Rouse chain can extend continuously until the
chain extension reaches steady state. On the other hand, the springs of a wormlike chain close
to the tether point, where the drag force exerted by flow is maximum, are quickly stretched close
to their steady values, after which they exhibit little deformation. These issues also arise in the
qualitatively different nature of tension propagation in Rouse and wormlike chains.
Motivated by the scaling behavior of Rouse chains, we next investigate the collapse of data
for wormlike chains of different chain lengths. Figures 4.7 and 4.8 demonstrate the collapse of the
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Figure 4.6: Spring extension in the flow direction, Qspr k, x, plotted against time
for several springs of a 61-bead wormlike chain at Peclet numbers of (a) 10 and
(b) 100. The label k refers to the spring index measured from the tether point.
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fractional chain extension and the tension in the first spring, respectively, when plotted as functions
of i/N 2 for several chain lengths at three values of the Peclet number. The tension profiles are
found to collapse when compared at equal values of t/N 2 for different values of N on replacing the
discrete spring index k with a continuous measure of distance along the chain, k/N. This behavior
is depicted in Figure 4.9 at Pe = 10 and 100.
4.5 Tension Propagation
A strongly stretched wormlike chain exhibits linear tension profiles at all times after an initial
period of Gaussian stretching, and a clear demarcation exists between the portion of the chain
under tension and the remainder of the chain up to the free end. This moving front remains
well-defined with time. Such behavior is clearly manifest in Figure 4.9(b) at a Peclet number of
100. The behavior of the Rouse chain at the same Peclet number may be inferred by exploiting
the linearity of the Rouse model to amplify the scale of the y-axis of Figure 4.2 by a factor of
100. A subsequent comparison with Figure 4.9(b) reveals that tension propagates more gradually
in a Rouse chain, as evidenced by its curved tension profiles. The Rouse chain takes longer than
the wormlike chain to attain a steady, linear profile. At steady state, the tension in each spring
balances the drag on the remainder of the chain up to the free end, and force balance implies that a
linear tension profile exists regardless of the spring force law selected. Note that the linearity of the
tension profiles at intermediate times indicates that the portion of a wormlike chain under tension
at any instant behaves like a shorter, tethered chain at steady state whose length is identical to
that of the tension-bearing segment, and that the remainder of the chain not under tension is freely
convected by the flow, consequently experiencing no drag.
A further comparison between Rouse and wormlike chains is provided in Figure 4.10. At early
time points, the tension profiles of Rouse and wormlike chains are similar, although the springs of a
wormlike chain very close to the tether point become highly stretched even at short times at a high
Peclet number. Moreover, tension propagates very quickly in a wormlike chain, and the steady,
linear tension profile is evident in a wormlike chain even as the Rouse chain continues to deform.
We next investigate the evolution of the chain length under tension with time. For the sake of
definiteness, we associate the number of springs under tension, as illustrated in Figure 4.11, with
the intercept made by the tangent to the tension profile at the tether point on the x-axis. Thus,
the symbol nt denotes the number of springs under tension at time t, and is determined in a like
manner for Rouse and wormlike chains. We allow nit to be nonintegral.
Figure 4.12 shows the evolution of nit with time for Rouse chains of several lengths. Due to the
linearity of the Rouse model, nit is independent of the Peclet number, although the spring tensions
themselves grow linearly with the Peclet number. The collapse of data for different chain lengths
at early time points reveals that while the deformation of the chain starts at the tether point, the
springs closer to the free end continue to be convected by the flow for a longer duration. At longer
times, a collapse of data is achieved by a rescaling of the axes, as discussed in Section 4.3.
As a simplified model of tension propagation in a Rouse chain, we consider a semi-infinite chain
of beads connected by identical linear springs, lying along the positive x-axis and held fixed at
x = 0. We further assume that the beads are constrained to move only along the x-axis, and that
the random thermal forces acting on the beads are negligible. These assumptions are justified upon
the imposition of a solvent flow at an unperturbed velocity of v in the positive x-direction at t = 0.
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Figure 4.11: Spring tension as a function of spring index k for a 61-bead Rouse
chain at a Peclet number of 100 and at time i = 2. The dashed line represents
the tangent to the tension profile at the tether point of k = 1. The intercept
made by the tangent on the x-axis is denoted by nt, and is interpreted as the
number of springs under tension at time t.
Upon going to the continuous limit [50], we obtain the inhomogeneous diffusion equation
Os H 92S
- + (4.13)
governing the bead x-displacements s(n,t), where n, denoting the bead index, is now treated as a
continuous variable analogous to x. The variable s in Equation 4.13 is analogous to the temperature
of a one dimensional, semi-infinite, heat conducting rod with a constant heat production rate per
unit length, and with the temperature at x = 0 being held fixed at the uniform initial temperature
of the rod. Equation 4.13 may be solved subject to the boundary condition s(n = 0, t) = 0 and the
initial condition s(n, t = 0) = 0, yielding [99]
Ct + vnt C2 Cn
s(n, t) =Vt + n2) erf ( + CV2n2t exp -(vn2 (4.14)2H 2 1/H t|C VrH 4Ht 2H
The growth of s(n, t), given by Equation 4.14, is suggestive of the diffusive scaling nt ~ o-5.
Furthermore, Equation 4.14 enables a comparison between the tension profiles obtained from the
normal mode analysis of a finite Rouse chain and those following from the continuous approximation
of a semi-infinite chain. The tension in spring n in the continuous limit of the chain is given by
the expression Fspr n, x = Hk~/an in nondimensional form. Hence, use of Equation 4.14 yields the
expression
PeNk,5  n ± I ( n2
Fspr n, x N [ n erf )+ 2 -- exp -- - n (4.15)
'N 2 vfi-t Hr 4Ht)
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Figure 4.12: Tension propagation in Rouse chains at a Peclet number of 1.
(a) nt as a function of time for chains of several lengths (open symbols), and
that predicted by Equation 4.17 in the continuous limit of a semi-infinite Rouse
chain (solid line). (b) Consequent to the rescaling of both axes, a collapse of
data for several chain lengths occurs at long time scales.
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for the spring tensions. A comparison between the tension profiles predicted by Equation 4.15 and
those obtained for a chain of 101 beads from Equations 4.4 and 4.5 is illustrated in Figure 4.13 at
three time points. The tension profiles predicted in the two cases agree when the finite chain is
far from steady state. However, as the finite Rouse chain approaches steady state, it is no longer
well-approximated by a semi-infinite chain. As expected, the failure of the approximation at later
time points is most evident near the free end of the finite chain.
The tangent T ,(i) to the instantaneous tension profile Fspr n, x(i) from Equation 4.15 at the
tethered end n = 0 is of the form
T(i)= ' e ( - - n) (4.16)N 7r
and consequently,
4Ht
nL - (4.17)
Equation 4.17 establishes that tension propagation in a semi-infinite Rouse chain obeys diffusive
scaling.
The existence of a power law dependence of nt on time for Rouse chains over intermediate time
scales is evident from Figure 4.12(a). For chains of lengths N = 41, 61 and 101, the linear region of
Figure 4.12(a) exhibits the scaling behavior nt ~ ta over two decades in time, with a = 0.43, 0.45
and 0.46, respectively. Also shown in Figure 4.12(a) is the diffusive behavior predicted by Equation
4.17 in the continuous limit of a semi-infinite Rouse chain. We attribute the deviations from diffusive
behavior to errors originating from discretization at early time points until the spring closest to the
tether point is stretched significantly (beyond its equilibrium root mean square length). As steady
state is approached, the finiteness of the chain length causes deviations from the behavior expected
of a semi-infinite chain.
Finally, we test the hypothesis proposed by Randall and Doyle [41] that the length of a tethered
DNA chain under tension, denoted here by it, grows linearly in time at a rate equal to the velocity of
flow, i.e., it = vt. We hereafter refer to this model as the convective model of tension propagation.
While our simulations of wormlike chains provide us with data on the evolution of nj with time,
the deduction of the corresponding chain length under tension requires an estimate of the spring
extensions. We obtain such an estimate by first assuming that the lengths of all springs in the
tension-bearing segment of the chain at any instant are identical. While this assumption may be
justified at a high Peclet number (of the order of 100), we expect it to prove less satisfactory at
moderate Peclet numbers of the order of 10.
We are now in a position to estimate the number of springs under tension from the convective
model. For this purpose, we employ the large force limit of the Marko-Siggia interpolation formula
[ cf. Equations 4.11 and 4.12, again with the neglect of the tension variation along the chain], in
which Le/L is replaced by the fractional spring extension ls/Qo, in conjunction with the hypothesis
that lt (= ntls) = vt. We thereby obtain the following estimate for the number of springs under
tension from the convective model:
nt= 1QO (4.18)
1 - (2Pe)-'/
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Figure 4.14: Tension propagation in a 61-bead wormlike chain at a Peclet
number of 100. The circles represent nt/N as a function of i for a worm-
like chain, and are found to superimpose on the rescaled tension in the first
spring Fspr 1, x/(N,sPe), scaled to reach a value of unity at steady state (shown
by the solid line). Also shown for comparison are the corresponding nt/N vs.
t curve for a Rouse chain of identical length (diamonds) and that predicted by
the convective model of tension propagation (dashed line).
Figure 4.14 provides a comparison between the prediction of nt obtained from the convective
model and that obtained from simulation at a Peclet number of 100 for a 61-bead wormlike chain.
The convective model predicts a slope of 34.9 for nt as a function of i at Pe = 100, while a slope of
34.4 with 95% confidence limits of (34.0, 34.8) is obtained from a linear regression fit to 19 points
from simulation. The agreement between the two is impressive, particularly given the assumption
of equal spring extensions estimated from the large force limit of the Marko-Siggia law. The
corresponding nt versus 1 curve for a Rouse chain, shown for comparison, emphasizes the relatively
rapid propagation of tension in a wormlike chain.
The transient behavior of the tension in the first spring of the wormlike chain is also illustrated
in Figure 4.14. At a high Peclet number of 100, the tension at the tether point rises linearly from
an initial value of zero to its steady value equal to the steady state drag on the chain, corresponding
to Fspr 1, x = Nk,8Pe. Steady state is reached once tension propagates up to the free chain end,
corresponding to a time of t ~- Nls/v. The close accord between nt/N and Fspr 1, x/(Nk,sPe),
where both quantities have been rescaled to attain a value of unity at steady state, reinforces our
conclusion that the tension-bearing segment of a wormlike chain instantaneously acts like a shorter,
tethered chain at steady state, and the drag it experiences is balanced by the tension at the tether
point.
The prediction of the convective model is also tested under moderate conditions of Pe = 10 and
Pe = 30. The results are presented in Figure 4.15, again for a 61-bead chain. At early times, the
evolution of n in a wormlike chain closely mimics the behavior of a Rouse chain, as expected for
stretching in the linear regime. As tension propagates up to the free end of the chain, the springs
near the free end, where the drag force is minimum, tend to be weakly stretched in comparison
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with the springs close to the tether point. Therefore, at moderate flow strengths and at long times,
the assumption of equal spring extensions in the portion of the chain under tension and the use
of the large force limit of the Marko-Siggia law become increasingly likely to fail. (This feature
is also apparent in Figure 4.6, providing a comparison between the spring extensions at Pe = 10
and Pe = 100.) Consequently, deviations from the prediction of the convective model are again
manifest as steady state is approached. There is, however, an intermediate region during which
nt grows linearly in time, and a comparison with the prediction of the convective model may be
made in this region. At Pe = 10, the convective model predicts a slope of 4.18 for nt versus t. A
slope of 4.11 with 95% confidence limits of (3.91, 4.32) is obtained from a linear regression fit to
the 10 points constituting the linear region obtained from simulation. At Pe = 30, the slope of 11.2
predicted by the convective model compares well to the value of 10.6 with 95% confidence limits of
(10.4, 10.7) obtained via simulation from a linear regression fit to 11 points.
The time point at which the crossover occurs from Rouse to convective behavior may be esti-
mated by imposing the equality of the slope dnt/di for a semi-infinite Rouse chain, derived from
Equation 4.17, and that predicted by the convective model, obtained from Equation 4.18. We
thereby obtain the expression
~ fI 1 - (2Pe)-1/2
tc =r - kP (4.19)
for the nondimensional crossover time tc. A crossover time of tc = 1.1 is predicted by Equation 4.19
at a Peclet number of 10, which is close to the value tc = 1.0 obtained from the simulation data of
Figure 4.15(a). At a Peclet number of 30, the predictions of Equation 4.19 and the simulation data
of Figure 4.15(b) are, respectively, tc = 0.15 and tc= 0.24. At a Peclet number of 100, Equation
4.19 yields tc = 0.015. However, the prediction of tc from the simulation data of Figure 4.14 is
hindered by the nonavailability of data points very close to t = 0, owing to the discretization error.
Figure 4.15 reveals that the rescaled tension in the first spring, Fspr 1, x/(Nk,sPe), scaled to
reach unity at steady state, closely mirrors the evolution of nt/N with time at Peclet numbers
of 10 and 30. This is consistent with the existence of a similar trend at Pe = 100. However,
such a correspondence between nt and the tension in the first spring is not observed in a Rouse
chain, where the rescaled tension in the first spring falls significantly below the nt/N versus i curve
at intermediate time points before steady state is reached. These observations suggest that the
tension-bearing segment of a wormlike chain, but not of a Rouse chain, behaves instantaneously
like a shorter, tethered chain of identical length at steady state.
4.6 Discussion
The present investigation provides an analysis of transient chain stretching in a uniform flow field
for a free draining polymer chain modeled as a Rouse chain or as a wormlike chain. The Rouse
model is found to provide a satisfactory approximation of a finitely extensible DNA chain at Peclet
numbers of the order of 1 or smaller, under which conditions the chain has not been significantly
perturbed from the linear, near-equilibrium stretching regime. The dynamic scaling behavior of the
Rouse model is readily inferred from the analytical solution of the set of linear Langevin equations
governing Rouse dynamics.
As the Peclet number is increased, finite extensibility is found to play a dominant role in de-
termining chain dynamics and in controlling the propagation of tension in the chain. For wormlike
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Figure 4.15: Tension propagation in a 61-bead wormlike chain at Peclet numbers
of (a) 10 and (b) 30. The circles represent nt/N vs. i for a wormlike chain.
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the corresponding curve for a wormlike chain. Also shown for comparison are
the results for a Rouse chain under identical conditions (diamonds). Each solid
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chains, as for Rouse chains, the transient fractional extension and spring tensions are found to be
universal functions of t/N 2 for different chain lengths N at a fixed value of the Peclet number. The
wormlike chain model, unlike the Rouse model, exhibits a nonlinear dependence on the Peclet num-
ber, with the chain extension being determined by the cooperative stretching of strongly stretched
springs governed by the nonlinear Marko-Siggia force law.
Our results for the time evolution of the chain length under tension indicate a diffusive propa-
gation of tension in Rouse chains. For a wormlike chain, a comparison with the predictions of the
convective model of tension propagation is effected by assuming that the springs in the tension-
bearing section of the chain have identical extensions, derived from the large force limit of the
Marko-Siggia force law. Our results for the tension propagation in a wormlike chain at high Peclet
numbers of the order of 100 corroborate the convective model proposed by Randall and Doyle [41].
At a moderate Peclet number of the order of 10, our results suggest a transition from Rouse behav-
ior at early times to convective tension propagation at later times, and an estimate of the time at
which the transition occurs is provided. At still longer times, deviations from convective behavior
are observed, possibly because the weak stretching of the springs near the free chain end induces
errors in our estimate of the spring lengths. Furthermore, the linearity of the tension profiles and
the close agreement between the tension in the first spring and the number of springs under ten-
sion at any given point in time suggest that the portion of a wormlike chain under tension acts
instantaneously like a steady chain of length identical to that of the tension-bearing section.
A comparison may be made with the scaling arguments of Brochard-Wyart and her coworkers
[89,92], derived for nondraining blobs in a good solvent. Our results for the short time behavior of
the chain extension agree with the convective behavior predicted by those authors. This, however,
has been interpreted by us as arising from the affine movement of the free chain end, especially at
high Peclet numbers. The long time behavior of chain extension is predicted by Brochard-Wyart
et al. from the trumpet picture [92] to be an exponential relaxation to steady state with a time
constant that is inversely proportional to the flow velocity. In the stem-and-flower regime, Brochard-
Wyart's arguments for the long time limit of chain stretching [89] imply an exponential relaxation
of the chain extension to its steady value with a time constant that is inversely proportional to
the square of the flow velocity. These predictions are not reproduced in our results. The linearity
of the Rouse model imposes a decoupling of the relaxation times from the solvent velocity. The
wormlike chain model predicts a nonlinear dependence of the chain extension on the Peclet number
different from that predicted by Brochard-Wyart and her coworkers, resulting from the simultaneous
stretching of strongly extended wormlike springs. Furthermore, the results of these researchers
predict a steady fractional extension proportional to 1- f~1, in accord with the behavior of a freely
jointed chain acted upon by a drag force of f [51]. The steady fractional extension of a strongly
stretched wormlike chain is, on the other hand, proportional to 1 - f-1/ 2 [52]. A reformulation of
the blob model in a theta solvent under free draining conditions leads to results in accord with the
predictions of the Rouse model.
As previously stated in Section 4.1, hydrodynamic interactions have been neglected in the
present work. Experimental studies of DNA dynamics are typically carried out in microchannels
whose heights are far exceeded by the chain contour lengths. For example, the experiments of Ref.
[41] employing A-DNA and T4-DNA having contour lengths of 21 Pm and 70 p1m, respectively, were
conducted in a microchannel of height 2 pm. Hydrodynamic interactions among chain segments
are screened under such conditions, thus partially justifying the free draining assumption.
Our results elucidate the mechanism of transient chain unraveling in uniform flow, relevant to
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disentanglement processes occurring in post arrays subsequent to a DNA chain-obstacle collision
[29,30], in dilute solution capillary electrophoresis [25-28], and in flows of polymer solutions [70].

Stochastic Modeling and Simulation of
Electrophoretic Separation in
Microfluidic Obstacle Array
5.1 Introduction
The use of microfluidic post arrays for the size-based separation of electric field driven DNA chains of
different lengths, actuated by their size-dependent collisions with the posts, has been experimentally
established [29, 30]. The chain dynamics in the obstacle array may be decomposed into three
sequential, cyclically repeating steps [34, 35], namely, the collision of the chain with an obstacle
and the unraveling of the two arms on either side of the obstacle, the unhooking of the chain,
and the unhindered motion of the chain until its next collision with an obstacle. This process
has been modeled by Minc et al. [34] as a nonseparable continuous-time random walk (CTRW)
on a lattice [71,100]. The model of Minc et al. involves a random waiting time subsequent to a
collision encompassing both the duration of the collision, as well as the transit time at the free
solution electrophoretic velocity between successive collisions. The DNA chain was thus modeled
as a "leaper" [71], and was assumed to transition instantaneously from one lattice site to the next.
Minc et al., following the analysis of Popelka et al. [101], assumed the unraveling time for each
arm of the chain to be proportional to the fraction of the chain represented by that arm. However,
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as explained in Chapter 4 and Ref. [102], upon modeling the post as a tether point during the
unraveling process, the unraveling of the arms under conditions of strong field strengths occurs
via a convective mechanism, whereby the transient arm length grows linearly in time at a rate
equal to the free solution electrophoretic velocity and independent of its length. The analysis of
Minc et al., therefore, overestimates the unraveling time, and, hence, the duration of the collision.
Another drawback of the analysis is that the collision probability at each obstacle was set equal
to the areal post density, irrespective of the size of the chain. Moreover, Minc et al. equated the
chain extension at the end of the unraveling process to the contour length of the chain, thereby
neglecting its field-dependence. Consequently, their model failed to predict the experimentally
observed field-dependence of the separation resolution [31].
Recently, an attempt was made to take into account the incomplete extension of the chain during
collisions at finite field strengths by Dorfman [35]. This study modeled the unraveling process as
being equivalent to the unraveling of a tethered polymer chain in a uniform solvent flow field at a
solvent velocity equal to the free solution electrophoretic velocity. With this assumption, use may
be made of the results of Brochard-Wyart [89] relating the steady state extension of a tethered chain
to the solvent velocity, upon replacing the solvent velocity with the relative velocity of the solvent
with respect to the extending chain arm, and solving for the rate of chain growth as a function
of the instantaneous chain length, under the assumption of quasisteady stretching. However, the
study of Ref. [35] instead equated the relationship between the steady state chain extension and
the free solution electrophoretic velocity to that between the transient chain extension and its rate
of growth, thereby rendering the analysis invalid.
The development of a more accurate model of chain dynamics in an obstacle array requires
knowledge of chain-obstacle interactions during and subsequent to a collision. Several studies have
focused on the mechanism of collision of a chain with a single, stationary obstacle. Nixon and
Slater [103] have provided a rope-over-pulley model of chain unhooking, assuming Gaussian and
uniform distributions of the initial difference in arm lengths on either side of the obstacle following
a collision. These authors have found that the mean and variance of the unhooking time exhibit the
same scaling dependence on the chain length regardless of the initial distribution of arm lengths.
A strong dependence of the collision probability and the duration of a collision on the impact
parameter has been demonstrated in Refs. [36] and [37]. More complicated configurations involving
the hooking of a single chain around two or more obstacles have been theoretically studied in
Ref. [38].
More recently, as described in a series of papers, Randall and Doyle [39-41] have provided de-
tailed experimental investigations of polymer-obstacle collisions in PDMS microchannels enclosing
an obstacle or a dilute array of obstacles, and have proposed physical mechanisms for the dynam-
ics of chain unraveling and unhooking subsequent to a collision. These authors have classified
polymer-obstacle collisions into J- or U-collisions (according as the initial lengths of the two arms
of the chain are unequal or equal) involving the sequential unraveling and ropelike unhooking of the
two arms of the chain, X-collisions, wherein the long arm of the chain continues to unravel as the
chain is unhooking from the post, and rare, metastable W-collisions, resulting from the formation
of entangled chain configurations [41]. Different models were proposed for the unhooking time and
the holdup time during which center of mass motion is obstructed by the obstacle following X- and
J-collisions, inspired by the distinct mechanisms operative in the two cases. X-collisions were found
to occur predominantly under conditions of strong electric fields, or, equivalently, at high Peclet
numbers. These findings were corroborated by the simulation study of Kim and Doyle [42], based on
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Brownian dynamics simulations of collisions of A-, 2A- and T4-DNA with a single post. The latter
study revealed that a crossover from the predominance of X-collisions to J-collisions occurs at an
initial short arm fraction of approximately 0.4, with X-collisions being predominant at initial short
arm fractions below this value. Kim and Doyle further provided comparisons of the unhooking time
and center of mass holdup time as predicted by the collision models of Ref. [41] with simulation
data. In accord with the experimental observations of Ref. [41], it was discovered that the ropelike
unhooking time of a chain at constant extension provides an excellent approximation of the center
of mass holdup time during a polymer-obstacle collision for the entire range of field strengths and
chain lengths studied for both X- and 3-collisions. Although the holdup times for W-collisions
observed in simulations differed from the predicted holdup times of the X- and J-models, as well
as from the ropelike unhooking time, such collisions are rare and may be neglected. Furthermore,
Kim and Doyle also observed the probability distribution of the initial short arm fraction to be
increasingly well-approximated by a uniform distribution as the field strength is increased.
In the present study, we make use of the insight gained into chain-obstacle collisions from
the aforementioned studies to develop a more accurate CTRW model of chain dynamics in the
array. The center of mass holdup time following each collision is well-approximated by the ropelike
unhooking time, as described in the preceding paragraph. We employ the low-force and large-
force limits of the Marko-Siggia interpolation formula for the wormlike chain [52], which best
describes DNA elasticity, to derive the dependence of chain extension on the field strength [42].
Furthermore, we account for the dependence of the collision probability at each obstacle on the
chain size, and generalize the model of Minc et al. [34,35] to allow for finite transit times between
successive collisions. Concomitantly, we perform Brownian dynamics simulations of DNA chains
of three sizes, namely, A-DNA and the two shorter chains A/3-DNA and 2A/3-DNA resulting from
its digestion with the restriction enzyme Xho I [30], in microfluidic post arrays formed from the
self-assembly of magnetic beads [72, 73]. We analyze the shortcomings of the model in light of
the results for chain mobility, dispersivity, collision probability, mean distance covered between
successive collisions, and the separation resolution obtained from simulation.
5.2 CTRW Model of Chain Dynamics
In this Section, we present the revised CTRW model of DNA motion in the obstacle array. The
chain is modeled as a random walker commencing from position r = 0 and moving in the field
direction at the free solution electrophoretic velocity pOE between successive collisions, with p1 the
free solution electrophoretic mobility and E the magnitude of the electric field strength. When a
collision occurs at an obstacle, representing a "turning point", the chain waits at the location of
the obstacle during the unraveling and unhooking processes before continuing at the free solution
electrophoretic velocity until the next collision. The turning points can occur only at the location
of the obstacles, r = na, where a denotes the lattice constant and n is an integer.
Let p(r, t) denote the probability density function of the random variable R(t) representing
the position of the walker at time t, and let R1 and T denote, respectively, the random variables
representing the distance between consecutive collisions and the time taken to execute the transition
from the start of one chain-obstacle collision to the next. Then p(r, t) is governed by the evolution
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equation [71]
00 t
p(r,t) = Jdr' drq(r,tIr', )x(r',r ) + J dr' drp(r - r',t - T )x(r',-r) (5.1)
t 0
In the above, X(r', T) represents the joint probability density function of R 1 and T1 . The term
q(r, tir', T), with t < T, denotes the conditional probability density function for the position of the
chain at time t before the first turning point from the origin is reached, given that the turning
point lies at r', and is reached at time T. For the DNA chain,
q(rtjr',T) = 6(r) for 0 < t < TH (5.2)
6(r - poEt) for TH < t < T
where TH is the holdup time [41] during which the center of mass motion is obstructed by the
obstacle.
We approximate the holdup time with the expression
TH = - in(1 ~ 2ro) (5.3)
representing the ropelike unhooking time of a chain at constant extension, with ro the initial
fraction of the chain contained in the short arm and L the total chain extension at the start of
the unhooking process. Equation 5.3 has been found to provide an excellent approximation to the
holdup time for a wide range of chain lengths and field strengths [42]. The short arm fraction
at the start of each collision, ro = xi(0)/L, with xi(0) the short arm length at the start of the
unhooking process, is assumed to be uniformly distributed in the interval [0, 0.5]. The assumption
of uniformly distributed initial short arm fraction has been found to hold at high field strengths [42].
The use of other distributions at low field strengths, such as the Gaussian distribution, may have
a quantitative effect on the results [103].
The transition probability density function may be written as
x(r, r) = g(Tr)h(r) (5.4)
where the term g(Tir) denotes the conditional probability density of the transition time T 1 , given
that the next collision occurs a distance r away, with the transition time being the sum of the
holdup time TH and the transit time until the next collision occurring a distance r = na away, i.e.,
T1= TH + na (5.5)poE
It follows from Equations 5.3 and 5.5, in conjunction with the assumption that ro is uniform in
[0, 0.5], that
g(rr = na) = Eexp - T - na (5.6)
L [-L ( poE
with r [na/(poE), oo], where n is an integer. Following Minc et al. [34], we assume that no
collisions occur along the extended backbone of the chain and set the probability h(r) that successive
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collisions are separated by a distance R1 = r to be
h(r) P(1 - p)-* for r = na, n > n*
0 otherwise
where p is the collision probability at any obstacle and n* is the first lattice position at which the
next collision can occur, given by the expression [34]
n* = - (5.8)
a
The discreteness of the lattice necessitates that n* be at least 1, a condition that we enforce in all
our calculations. Note that the mean distance covered between successive collisions obtained from
Equation 5.7 is
a (n) = a (P + n* (5.9)
Equations 5.4, 5.6 and 5.7 combine to yield
2poE ~ 2puoE ( r'\
X(r, r) = exp - r - )] p(1 - p)r/a-n 6 (r - na) (5.10)
L L poE>n*
where the last term on the right hand side enforces the condition that the turning point location
be an integral multiple of a.
The long time asymptotic behavior of p(r, t) is governed by the asymptotic behavior of its
Fourier-Laplace transform, denoted p*(k, u), in the limit u -> 0 [71]. The long time asymptotic
mean velocity U and dispersivity D are related as usual for diffusion processes to the mean and
variance of the random walker's position R(t) in the long time limit of t --+ oo, or u -+ 0 (i.e.,
(R(t)) = Ut and (R(t)2) - (R(t))2 = 2Dt in the long time limit). We proceed by computing the
Fourier-Laplace transform p*(k,u) from Equation 5.1, with use of Equations 5.2 and 5.10, and
expanding the result in powers of k. The first two moments of the walk derive from the coefficients
of the first and second powers of k, respectively. These moments, in turn, are related to the long
time asymptotic mean velocity U and dispersivity D in the limit u -> 0. We then obtain the results
y 2 (1 - p + pn* (511
yo 3 pn* + 2 (1 - p)
and
D - 2*2p 2 + p( 2 n* -3) + p2 (n 1 (5.12)
poEa [3 pn* + 2 (1 - p)]3
where we have introduced the mobility p via the relation U = pLE.
The analysis of Minc et al. [34 corresponds to the situation q(r, tir', -r) = 6(r), under the
assumption that the DNA molecule behaves as a leaper, instantaneously transitioning from one
turning point to the next. In general, depending on the form of x(r, r), use of Equation 5.2 rather
than the leaper model may quantitatively impact the results [71]. With the form of X(r, T) chosen
here, the results are unchanged upon using the leaper model.
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The collision probability p and the field-dependence of the chain extension L at the start of
unhooking remain to be specified. We postulate that p may be approximated by the expression
p = R (5.13)
a
where Rg is the radius of gyration of the chain. Equation 5.13 attempts to account for the depen-
dence of the collision probability on the chain size and is expected to be best-suited to situations
wherein the post diameter is small compared to the coil size, which in turn is small compared to
the lattice constant, under the assumption that the chain instantaneously relaxes to its equilibrium
coil shape following a collision. We, however, make use of Equation 5.13 even in situations wherein
the chain radius of gyration is comparable to the post radius.
The chain extension will be derived from the low- and large-force limit of the Marko-Siggia
formula [cf. Equation 1.10] in the regime of weak and strong stretching, respectively. The former,
Gaussian regime derives from the Marko-Siggia rule in the limit L/L < 1, while the latter cor-
responds to the limit L/L < 1, where L denotes the contour length of the chain. The crossover
from weak stretching to strong stretching occurs at Pechain ~ 1 [102], where we have introduced
the Peclet number
_0 IOE~chain A
Pechain - kBT (5.14)
Note that the definition of the Peclet number here is based on the persistence length A rather than
on the Kuhn length bk as was done in Chapter 4. However, the two definitions differ only by a factor
of 2, and conclusions based on order of magnitude analyses are unaffected. In Equation 5.14, (chain
refers to the drag coefficient for the chain. Note that Equation 5.14 represents the nondimensional
drag force acting on the chain, whereby the value Pechain ~ 1 delineates the regimes of weak and
strong chain stretching, as also seen in Chapter 4 and Ref. [102]. The Marko-Siggia interpolation
rule then yields ( LPechain Pechain 1
L L (1 - Pe hain), Pechain > 1 (.5
where an effective force equivalent to one-fourth of the drag force pOE~chain has been employed
to account for the nonuniformity in drag along the chain [42,52]. As intimated by Equation 5.15,
the dependence of the chain extension on the Peclet number is deduced from the Marko-Siggia
interpolation formula under the assumption that a sharp transition from weak to strong stretching
occurs at Pechain = 1, although no such sharp transition occurs in reality. We have verified that
the results are hardly affected upon instead assuming the transition to occur at Pechain = 2,
corresponding to roughly 30% chain extension.
Equations 5.11 and 5.12 may now be substituted in the expression [34]
_ U1 -U 2 1 L5 (U 1 U2Rs = (5.16)U1 + U2 16 \D i D2
for the separation resolution R,, where the subscripts 1 and 2 refer to the two species to be separated,
and L. is the separation length.
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5.3 Brownian Dynamics Simulations
5.3.1 Chain Simulations
We adopt the technique of Brownian dynamics applied to the bead-spring model of the chain to
simulate its behavior in a post array. Chain dynamics in an electric field are described by the
Langevin equation [cf. Equation 1.23]
drj= poE + (F) + Fjv) dt+ TdWj, j = 1, .., N (5.17)
applied to each bead j = 1, .., N of the chain, where rj denotes the position vector of bead j relative
to the origin, while Fj and F7 refer, respectively, to the spring force and the net excluded volume
force acting on bead j. The distortion of the electric field E caused by the presence of finite-size,
nonconducting posts is neglected. The force exerted on the negatively charged DNA chain by the
electric field is accounted for via the inclusion of the term poE in Equation 5.17 [43]. Contrary to
convention, we assign the direction of E to that of the electric force experienced by a negative test
charge, so that po is positive. Free draining conditions are assumed, whereby (chain = N(, with
C the Stokes drag coefficient for each bead. The terms Wj represent independent vector Wiener
processes, as described in Section 1.2 and Chapter 4. The x-coordinate is measured along the
direction of the electric field E.
We consider DNA molecules of three lengths, namely, A-DNA (having 48 502 base pairs with
a contour length of 20.5 pm when stained with YOYO dye in the ratio of 4 base pairs of DNA
per molecule of dye), and the two fragments 2A/3-DNA (containing 33 497 base pairs) and A/3-
DNA obtained from the digestion of A-DNA with the restriction enzyme Xho I [30]. We adopt
the discretization used by Kim and Doyle to model A-DNA [42], and select Nk,s = 5.23bk, with
bk = 0.106 pm. At this discretization, used in conjunction with a sufficiently small time step as
described later in this Section, we are assured that aphysical configurations, wherein the chain
appears to intersect an obstacle, are forbidden from arising. We, therefore, select N = 38 beads
to model A-DNA, whereas 2A/3-DNA and A/3-DNA are modeled by N = 27 and N = 12 beads,
respectively. The corresponding chain lengths of 2A/3-DNA and A/3-DNA, 14.4 pm and 6.1 pm,
respectively, differ slightly from the values 14.2 pm and 6.3 pm, respectively, estimated by assuming
a linear dependence of the contour length on the number of base pairs.
We perform simulations at a number of experimentally accessible field strengths expressed in
terms of a Peclet number as defined by Equation 5.14 where (chain = NC, with PeA, based on the
value N = 38 selected for A-DNA, varying from 0.1 to 50. The corresponding values of Pechin
for 2A/3-DNA and A/3-DNA are obtained by means of the equality Pechain = PeANhain/38, where
Nchain is the number of beads modeling the chain of interest. This range of values corresponds to
electric field strengths ranging from 0.5 to 100 V/cm, estimated from Equation 5.14 for a A-DNA
molecule having a radius of gyration of 0.69 pm and a thickness of 2 nm [47] at T = 298 K in a
solvent of viscosity 1 cP by making use of the Zimm drag coefficient for a coil [24,501 at Pex = 0.1
and the drag coefficient for a rod [63] at PeA = 50, and using the experimentally measured value
of so [31]. In addition, for A-DNA, we also provide data for chain dispersivity at PeA = 0.01 and
0.05.
We employ the modified Marko-Siggia law, given by Equation 1.11, to describe the force-
extension behavior of the springs. Following Kim and Doyle [42], we adopt the low-force criterion
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of Underhill and Doyle [55], and employ the ratio A = 1.91 of the effective persistence length to the
true persistence length.
Following Kim and Doyle [42], we employ the soft, repulsive intrachain excluded volume force
developed by Jendrejack et al. [60], given by Equation 1.21. We employ the value v = 0.0004 pm 3 for
the excluded volume parameter, determined by Kim and Doyle to accurately reproduce the radius
of gyration of A-DNA with the present discretization. With the above parameters, the equilibrium
radii of gyration obtained from simulations of 2A/3-DNA and A/3-DNA in free solution are 0.59 pm
and 0.37 pm, respectively, which are close to the values 0.56 pm and 0.34 pm obtained from the
good solvent scaling law Rg ~ L0.589 [50].
We consider channel heights large compared to the size of the chain [31], and ignore interactions
between the beads and the channel walls. As a result, the dynamic behavior of interest to us is
confined to the two dimensions spanning the channel plane. The interactions between the chain and
the obstacles in the array are modeled by hard-sphere exclusion implemented via the Heyes-Melrose
algorithm [104], whereby an overlap between a bead and an obstacle resulting from the integration
of Equation 5.17 at any time point is subsequently corrected by displacing the bead along the line of
centers of the bead and the obstacle away from the obstacle center, until the bead and the obstacle
are just touching. The beads are modeled as having no hard-sphere volume [42]. Since hard-sphere
exclusion is implemented independent of time stepping, the possibility exists that a spring may
be overstretched as a result of its implementation. This problem is alleviated by using sufficiently
small time steps. Simultaneously, the time step must also be small compared to the relaxation time
of a single spring. At a Peclet number below 0.1 for each chain, a time step of 0.01(Q2/(kBT) was
found to suffice, with the time step at stronger field strengths chosen to be inversely proportional to
the Peclet number. Under these conditions, overstretching is largely eliminated. In the extremely
rare instances when overstretching occurred (in fewer than a millionth of the total number of time
steps for a typical trajectory), the spring force was calculated by linearly extrapolating the modified
Marko-Siggia force law [cf. Equation 1.11] from the value of the force at 99% spring extension.
We adopt the semi-implicit predictor-corrector scheme described in Ref. [63] for the integration
of Equation 5.17. Averages are performed over an ensemble of between 100 and 1 000 chains.
The array geometries employed are described in Section 5.3.2. Initial equilibrium configurations
are generated by employing the Marko-Siggia force law to simulate the evolution to equilibrium of
initially Gaussian coils [102]. These coil configurations are placed upstream of the array at the start
of the simulation, and simulated in the array until the chain stretch equilibrates, reaching a steady
value. A time duration corresponding to the time taken to cross a distance of 50 to 100 lattice
spacings at the free solution electrophoretic velocity is found sufficient to ensure equilibration.
Subsequently, the equilibrated chain is simulated further in the array for the same time duration.
The long time mean velocity and dispersivity are obtained from the mean and variance of the
distribution of the center of mass x-coordinates (denoted xcm) for an ensemble of chains at the end
of the simulation, measured relative to their values at the end of the equilibration process, by fitting
to a normal distribution and using the relations (Xcm) = Ut and var(xcm) = 2Dt, where t is the
time duration of the simulation following the equilibration process. In all cases, the assumption of
normality is confirmed by performing the Kolmogorov-Smirnov test [105]. Additionally, we define a
collision to have occurred when a portion of the chain is present in all four quadrants of a coordinate
plane whose origin lies at the obstacle center [41, 42], and enforce the conditions that a collision
with a given obstacle occur only once per trajectory, and (although the situation did not arise in
our simulations) that a collision at a given time step with multiple obstacles be counted as a single
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collision. We deduce the mean probability of collision at each obstacle from simulation by dividing
the number of collision events occurring in a trajectory by the number of lattice spacings covered by
the chain center of mass in that trajectory following equilibration, averaged over the ensemble. We
also measure the mean distance covered by the chain center of mass between successive collisions
in each trajectory after equilibration, averaged over the ensemble, while excluding trajectories in
which fewer than 2 collisions occur in performing the ensemble-average.
5.3.2 Selection of Array Geometries
We chose a hexagonal geometry as being representative of the lattice pattern resulting from the
self-assembly of magnetic colloids [72,73], and conducted an initial set of simulations of A-DNA in
a planar, semi-infinite hexagonal array occupying the right-half plane x > 0, composed of obstacles
of diameter d = 1 pLm at a lattice constant of a = 3 Im. The array orientation was such that
the separation between adjacent lattice points along the x-axis was equal to the lattice constant.
Hard-sphere exclusion between the chain and the obstacles was enforced by exploiting the regularity
of the lattice to identify the obstacles in the vicinity of each bead of the chain at every time step.
Figure 5.1 illustrates the results of these simulations. It is clear from Figure 5.1 that the obstacles
in a regular, dilute lattice provide straight channels through which the chain can pass without
hindrance, and the mobility and normalized dispersivity of the chain rapidly asymptote to yo and
0, respectively, as the Peclet number is increased. This observation is consistent with the finding
of Patel and Shaqfeh [53] that disordered post arrangements are essential for separation.
We were motivated by the above finding to employ an array more representative of a magnetic
colloid assembly, generated via free draining Brownian dynamics simulations of a collection of hard
spheres, each of diameter d = 1 im, with repulsive point dipoles at their centers in two dimensions,
with a magnetic field applied normal to the plane and with the neglect of mutual induction between
the colloids' [72,73). The magnetic particles are confined to the portion of the x-y plane bounded
by x = 0, x = X, y = 0 and y = Y by means of periodic boundary conditions. X and Y, denoting
the length and width of the periodically repeating unit constituting the semi-infinite, planar array
occupying the region x > 0, are chosen to be 600.1 pm and 129.9 ym, respectively. The initial
condition corresponds to a perfect hexagonal lattice, with four times as many particles placed along
the x-axis as along the y-axis. This condition, in conjunction with the ratio Y/X = v/5/8 of the
unit cell dimensions, was chosen to yield an array orientation such that the separation between
adjacent lattice points along the x-axis was equal to the lattice constant.
The dimensionless interaction energy scale for the magnetic colloid system is defined as [72,73]
r = A(5.18)
2 R
where R = asin(7r/3), a denotes the lattice spacing, and A is the ratio of the interaction potential
between two dipoles oriented parallel to each other and separated by a distance d, to the thermal
energy [72,73]. All two-dimensional systems at the same value of F behave identically if R is the
only relevant length scale in the system, provided that the system size is large enough that finite
size effects are negligible [72,73]. We chose the value F = 12, at which the lattice possesses neither
'We are grateful to Dr. Ramin Haghgooie of Massachusetts General Hospital and MIT for providing the code for
the generation of the arrays used in this thesis.
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Figure 5.1: Normalized mobility (a) and dispersivity (b) of A-DNA as a function
of PeX calculated from simulation in a regular, hexagonal array having a lattice
constant of 3 pm.
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translational nor long-range orientational order, and, hence, lies in the liquid phase. The value of F
was held constant at 12, and the number of colloids Nc in the unit cell and A were varied in order
to vary the lattice spacing while holding fixed the remaining lattice characteristics, by means of
the relation a = [_/5Nc/(2XY)] -1/2 [72,73]. In all simulations, pairwise dipole-dipole interactions
were considered only between pairs of particles separated by a distance less than a cutoff of 7R.
The simulations were run until the defect concentration reached steady state [73], at a time step of
approximately 10-3('d 2/(kBT), where (' is the drag coefficient for each magnetic colloid. Following
the attainment of steady state, the positions of the magnetic colloids were held constant, and were
not allowed to evolve further once the chain was introduced in the array. The reader is referred
to Refs. [72] and [73] for further details on the simulation methods adopted for magnetic colloid
systems and their characteristics.
We employ assemblies of Nc = 40 000, 10 000, 4 900, 2 500, 1 600 and 900 colloidal particles,
yielding mean lattice spacings averaged over nearest-neighbor pairs [72, 73] of 1.53, 3.06, 4.37,
6.12, 7.65 and 10.21 pm, respectively. The corresponding defect concentrations (where a defect is
defined as a particle with greater or fewer than six nearest neighbors) are 0.306, 0.301, 0.292, 0.307,
0.311 and 0.332, respectively. The slight increase in defect concentration for the system containing
Nc = 900 particles may be the result of finite size effects associated with the relatively small size
of the system. However, finite size effects are not significant at l = 12, which is sufficiently far
from the phase boundary [72,73]. The assembly having a mean lattice spacing of a = 3.06 pm is
employed to study the behavior of the chain at varying field strengths. This lattice is illustrated
in Figure 5.2, which provides a comparison between a regular, hexagonal lattice and the former
quasi-regular array of magnetic colloids, as well as an experimentally generated lattice of magnetic
colloids from the study of Doyle et al. [30]. In studies where the mean lattice spacing is varied, the
field strength is held constant at its value corresponding to Pe), = 5.
Upon the introduction of the chain in the array, the implementation of hard-sphere chain-
obstacle exclusion and the identification of hooked chain configurations require that a search be
performed over obstacles at each time step. This is facilitated by binning the obstacles in the unit
cell at the start of the simulation via a linked list implementation of neighbor lists within each
bin [106]. The bin dimensions are chosen to be comparable to the mean lattice spacing. Periodic
boundary conditions are imposed on the chain at the boundaries of the unit cell by periodically
reconstructing the unit cell in the vicinity of the chain. Subsequently, chain-obstacle overlaps may
be detected by searching only the bin containing the position of each bead of the chain and the
eight surrounding bins, and similarly, hooked chain configurations may be identified by searching
only the bins enclosed by the maximum and minimum chain coordinates.
The results of our simulations in the self-assembled magnetic colloid arrays are described in
Section 5.4.
5.4 Comparison of Model Predictions and Simulation Results
5.4.1 Varying Field Strengths
Figures 5.3, 5.4 and 5.5 provide comparisons between the normalized mobility and dispersivity,
and the mean distance covered between successive collisions obtained from simulations and those
predicted by the CTRW model for the three chain lengths studied at various field strengths at a
fixed mean lattice spacing of 3.06 pm. Furthermore, Figure 5.6 provides a comparison between
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Figure 5.2: (a) A regular, hexagonal lattice, (b) a portion of a self-assembled
array of magnetic beads having a mean lattice spacing of 3.06 pm and (c) a
portion of an experimentally genenrated self-assembled array of magnetic beads
from the experimental study of Ref. [301 corresponding to a section of width
40 jim.
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the mean collision probability observed in simulations, and those assumed in the present CTRW
model, i.e., Rg/a, and in the study of Minc et al., i.e., d/a. The mobility is normalized with respect
to its free solution value 1o, and the dispersivity with respect to poEa. The error bars for the
mobility and dispersivity are obtained from the 95% confidence limits for the mean and variance
upon fitting the distribution of center of mass x-coordinates at the end of the simulation relative
to their equilibrated values to a normal distribution [105]. Similarly, the error bars for the mean
distance covered between collisions and the mean collision probability represent 95% confidence
limits for the means of the respective distributions, again upon fitting to a normal distribution.
The predictions of the CTRW model for the normalized mobility and dispersivity derive from
Equations 5.11 and 5.12, respectively, taken in conjunction with Equations 5.8, 5.13, 5.14 and 5.15.
The mean distance between collisions following from the CTRW model is stated in Equation 5.9.
The simulation data depicted in Figures 5.3-5.6 enable the identification of three regimes de-
lineated by the Peclet number for the chain, namely, (i) Pechain < 0 (A/Rg), (ii) 0 (A/Rg) <
Pechain < 0(1), and (iii) Pechain > 0(1). Below, we investigate the physical mechanisms operative
in these three regimes.
The transition occurring at Pechain - 0(1) was encountered earlier in Equation 5.15, and
corresponds to the transition from the regime of weak stretching to strong stretching. For Pechain <
0(1), the chain is in the near-equilibrium, Gaussian regime and its elasticity is well-described by
linear Hooke's law behavior, corresponding to the limit L/L < 1 of the Marko-Siggia law. However,
as the Peclet number is increased, the behavior of the chain is increasingly dominated by its finite
extensibility, and for Pechain > 0(1), we approach the opposite limit LIL < 1 [102].
Figures 5.3 and 5.5 reveal the existence of minima in the chain mobility and the mean distance
covered between successive collisions at an 0(1) value of Pechain. These minima correspond well
with the occurrence of a maximum in the collision probability at an 0(1) value of Pechain, as seen
in Figure 5.6. The existence of a minimum in the chain mobility at an 0(1) value of the chain
Peclet number was also noted by Patel and Shaqfeh in their study of chain dispersion in random
arrays [53]. These authors have interpreted the chain Peclet number as representing the ratio of
the escape time for the chain to diffuse away from the obstacle to the hairpin formation time.
The time scale R'/Dhain [with Dchain = kBT/(N()] for center of mass diffusion over a distance
equal to the equilibrium chain radius represents a time scale for escape, enabling the chain to
diffuse away from the obstacle, and, hence, avoid hooking, while a time scale of L/(poE) represents
a time scale for the formation of a hooked chain configuration. As the ratio of the former to the
latter, poE/Dchain(R2/L) ~ Pechain, increases to an 0(1) value, the probability of hooking collisions
increases. We caution that the identification of Pechain with the aforementioned ratio of time scales
is strictly valid only in a E solvent. Upon taking account of the intrachain exclusion arising under
good solvent conditions, a weak dependence on the chain length appears in the scaling relation
poE/Dchain(R2/L) ~ Nk.Pechain, deriving from the scaling law R2  Nkb2 for a self-avoiding
walk of Nk Kuhn steps [50]. However, for the chain sizes presently under consideration, Nk ~ 100
and, consequently, NO.2  1, whereby our conclusions remain valid.
In consequence of the preceding scaling arguments, the probability of forming a hooked, hairpin
configuration upon encounter with an obstacle initially increases as the Peclet number increases to
approach an 0(1) value. However, as the Peclet number is further increased beyond a value of 1, the
chain becomes highly stretched during collisions and the cross-sectional area subsequently presented
to the obstacles decreases. As a result, the collision probability decreases, and the mobility and
mean distance covered between collisions increase as the Peclet number is increased beyond 0(1)
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Figure 5.3: Normalized mobility of (a) A-DNA, (b) 2A/3-DNA, and (c) A/3-
DNA as a function of the Peclet number for A-, 2A/3- and A/3-DNA, respec-
tively, obtained by simulation in a self-assembled array of magnetic beads having
a mean lattice spacing of 3.06 pm (open circles), that predicted by the model
(solid line), and that predicted by the model of Minc et al. (dashed line). The
error bars represent 95% confidence bounds on simulation results.
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Figure 5.4: Normalized dispersivity of (a) A-DNA, (b) 2A/3-DNA, and (c) A/3-
DNA as a function of the Peclet number for A-, 2A/3- and A/3-DNA, respec-
tively, obtained by simulation in a self-assembled array of magnetic beads having
a mean lattice spacing of 3.06 pm (open circles), that predicted by the model
(solid line), and that predicted by the model of Minc et al. (dashed line). The
error bars represent 95% confidence bounds on simulation results.
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Figure 5.5: Mean distance (n) a covered between successive collisions by (a) A-
DNA, (b) 2A/3-DNA, and (c) A/3-DNA as a function of the Peclet number for
A-, 2A/3- and A/3-DNA, respectively, obtained by simulation in a self-assembled
array of magnetic beads having a mean lattice spacing of 3.06 pm (open cir-
cles), that predicted by the model (solid line), and that predicted by the model
of Minc et al. (dashed line). The error bars represent 95% confidence bounds
on simulation results. The simulation data shown for A/3-DNA correspond to
PeA/3 = 1.58 and higher only, since collisions were observed to occur in fewer
than 10% of the simulated trajectories at lower field strengths.
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Figure 5.6: Mean collision probability p of (a) A-DNA, (b) 2 A/3-DNA, and (c)
A/3-DNA, calculated as the number of chain-obstacle collisions per lattice col-
umn crossed by the chain center of mass, as a function of the Peclet number for
A-, 2A/3- and A/3-DNA, respectively, obtained by simulation in a self-assembled
array of magnetic beads having a mean lattice spacing of 3.06 pm (open circles).
The error bars represent 95% confidence bounds on simulation results. Also
shown for comparison are the mean collision probability assumed in the model,
p = Rg/a, and the areal post density, dia. The areal post density is not plotted
in (c) due to its much higher value relative to the simulation results.
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values. The location of these extrema is shifted to higher values of Pechain in the case of A/3-DNA,
possibly owing to finite size effects arising in shorter chains.
We next consider the behavior of the chain at Peclet numbers of the order of A/Rg, or, equiva-
lently, 0.1 for the chain sizes under consideration. We introduce a second parameter Pecil, defined
as follows:
Pecoil =uEN = Pechain A (5.19)kBT /Rg A
Pecoil represents the ratio of the drag force to the thermal force acting on the chain in its equilibrium,
coil configuration. An 0(1) value of Pecoil marks the onset of Gaussian chain stretching, whereas
the chain configuration is dominated by thermal forces at lower values of Pecil [52, 891. For the
systems under consideration, this transition occurs at an 0(0.1) value of Pechain. Consequently, for
0(0.1) or lower values of Pechain, the chain retains its coil configuration. The mobilities increase
in this regime as the field strength is increased, since the dominant mechanism of chain motion
gradually changes from thermal diffusion to convection by the field. Due to the near-absence of
chain stretching, the probability of hooking collisions is very low. The apparent increase in collision
probability suggested by Figures 5.6(a) and (b) in this regime is merely an artifact of its definition
as the number of collisions per lattice spacing covered by the chain, since at low values of Pechain,
the chain center of mass does not cover a significant distance. Moreover, the chain, by darting
around obstacles without forming a hooked configuration, is able to satisfy the condition imposed
by us to identify collisions that a portion of the chain be present in all four quadrants surrounding
the obstacle center. For the same reason, the apparent decrease in the distance covered between
successive collisions suggested by Figures 5.5(a) and (b) is also an artifact of the criteria adopted
by us for its measurement.
In the regime where Pecil < 1, we may expect the approximation of the DNA coil by a rigid
sphere of equivalent radius to be valid. The mobility and diffusivity of a particle in periodic and
random lattices under the application of a field have been studied by Gauthier and Slater, and
Gauthier et al. via Monte Carlo simulations [107,108]. These authors found that the mobility and
diffusivity of the particle remain constant independent of the field in the regime Pecoil < 1, while
the diffusivity exhibits a power-law dependence on Peco0 i with an exponent of 2 for Pecoil > 1, where
Peco0 i is now interpreted as the ratio of the force exerted by the field to the thermal force acting over
a length scale equal to the particle dimension. Consistent with these findings in the regime Pecij < 1
or, equivalently, Pechain < 0.1, Figure 5.7 reveals that the dispersivity of the chain normalized with
respect to its free solution value remains relatively unaffected by the field for Pechain < 0.1. The
approximation of the chain by a rigid sphere is no longer valid as Pechain is increased beyond this
value. Figure 5.7 suggests a power-law dependence of dispersivity on the chain Peclet number for
Pechain > 0.1, with an exponent of approximately 1.3. The faster-than-linear rise in dispersivity
with the chain Peclet number is also manifest in Figure 5.4, and is attributed to the fact that while
collisions become increasingly rare at high field strengths, those that do occur involve long holdup
times.
We are now in a position to evaluate the ability of the CTRW model to predict the behavior of
the chain. The CTRW mechanism is not realized for Pecoil 0 O(1), owing to the rarity of hooking
events, and consequently, the model fails in the regime Pechain 0 O (A/Rg). The model is able to
predict the dispersivity reasonably well, as depicted by Figure 5.4. However, the model fails to
predict the minima in the mobility and the mean distance covered between successive collisions,
instead predicting a monotonic decrease in mobility and a monotonic increase in the distance
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covered between collisions, respectively, beyond Pechain = 1, as illustrated by Figures 5.3 and 5.5.
This failure of the model may be attributed in part to the use of a fixed collision probability
p = Rg/a regardless of the field strength. Consequently, the model does not account for the
existence of a maximum in p at an 0(1) chain Peclet number. We also note that the dependence
of p on the size of the chain is manifestly evident in Figure 5.6, rendering inaccurate the use
of the areal post density d/a for p. In fact, the dependence on the size appears to be stronger
than that assumed by Equation 5.13, as suggested by the increase in the disparity between the
simulation results and Equation 5.13 as the chain size decreases. Moreover, our use of Equation
5.13 for the collision probability presupposes instantaneous chain relaxation to equilibrium, and
fails to take into account the reduction in the transverse radius of gyration, and, hence, the chain
cross-section transverse to the electric field direction following a collision at high field strengths.
A further shortcoming of Equation 5.13 is that it fails to take into account the dependence of the
collision probability on the impact parameter [36,37,39] and the distortion of the electric field by
the obstacles [39].
Figure 5.8 provides a comparison between the resolution predicted by the model and that
obtained from simulation data by means of Equation 5.16 for each pair of chains as a function of
the field strength (expressed in terms of PeA). The mean velocity and dispersivity, measured in the
long time limit after the chain has equilibrated in the array, are independent of the array length
for a sufficiently long array. In the present study, we consistently employ a separation length of
L. = 1 cm, which is similar to the values used in prior studies [31, 531. The error bars for the
simulation results were computed from the differential error analysis of Equation 5.16, treating the
velocities and dispersivities of the two species as independently measurable quantities. The model
successfully predicts the nonmonotonic behavior of the resolution with respect to the field strength.
The attainment of a high resolution is contingent on the existence of a low dispersivity for both
chains and a large velocity difference between the chains. These conditions are met at an 0(1) value
of PeA. The decrease in the resolution at high field strengths may be attributed to the increase in
dispersivity with the field strength. Furthermore, although the model fails to predict the existence
of a minimum in the mobility, it is able to qualitatively capture the decline in the chain mobilities
in the region Pechain - 0(1), and, consequently, the initial increase in resolution in this region.
Also depicted in Figures 5.3-5.5 and Figure 5.8 are the results for the corresponding quantities
predicted by Minc et al. [34] under the same conditions. The model of Minc et al. clearly fails to
predict the field-dependence of the chain dynamics and, consequently, the nonmonotonic depen-
dence of the resolution on the electric field strength observed in the simulations conducted in the
present study, as well as in previous experimental work [31]. Quantitatively, as manifest in Figure
5.3, Minc et al. predict far lower values of the chain mobility than those observed in simulations,
owing to their overestimation of the collision probability and the chain extension.
5.4.2 Varying Mean Lattice Spacings
Figures 5.9-5.12 provide comparisons between the simulation results and model predictions at
varying lattice spacings, at a fixed field strength corresponding to PeA = 5, with the error bars
again representing 95% confidence bounds on the simulation results. The CTRW model is unable
to predict the normalized mobility and dispersivity at a mean lattice spacing of 1.53 pm. The
effective mean pore size available to the chain in this array, a - d = 0.53 pm, is exceeded by the
coil diameters of all three DNA chains under consideration. Equation 5.13 predicts an unphysical,
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diverging collision probability as a decreases to 0, leading to the divergence of the dispersivity [cf.
Equation 5.12] in this limit, while the mobility [cf. Equation 5.11] approaches a constant value
of 2/3. The CTRW mechanism is not realized when a - d < 2Rg, and the mechanism is better
described by the reptation model [23] or the entropic barrier model [1091. The CTRW model
performs well at the remaining lattice spacings, and is able to predict the asymptotic approach of
the mobility and dispersivity to yo and 0, respectively, as the lattice spacing increases.
As evident from Figure 5.12, the collision probability assumed in the CTRW model agrees
well with the corresponding simulation results for A-DNA and 2A/3-DNA. Figure 5.11 reveals that
the mean distance covered between successive collisions as predicted by the model accords with
simulation results for A-DNA and 2A/3-DNA at mean lattice spacings below 7.65 pm. However, at
mean lattice spacings of 7.65 pm and 10.21 pm, fewer than 2 collisions were observed to occur in as
many as up to 50% of all simulated trajectories, which were excluded from the calculation of (n) a.
As a result, the simulation results do not reflect the increase in the distance between collisions
predicted by the model under these conditions. The field strength at PeA = 5 yields the values
Pe2A/3 = 3.55 and PeA/3 = 1.58. At these 0(1) values of Pechain, the collision probability reaches
a maximum with respect to the Peclet number and is close to that predicted by Equation 5.13 for
A-DNA and 2A/3-DNA, thus explaining the success of the model. The location of this maximum
occurs at a higher value of Pehain for A/3-DNA, as pointed out earlier. As a result, there is a
large disparity between the collision probability predicted by Equation 5.13 and the much lower
values observed in simulations for A/3-DNA. The corresponding predictions for the mean distance
covered between collisions are exceeded by the results obtained from simulation. Collisions were
rarely observed to occur at large lattice spacings for A/3-DNA.
Figure 5.13 depicts the resolution predicted by the model and that obtained from simulation
data for each pair of chains as a function of the lattice spacing. The error bars have been computed
as before from the differential error analysis of Equation 5.16. The CTRW model predicts the
existence of a maximum in the resolution with respect to the lattice spacing, and the decrease
of the resolution to 0 at both small and large lattice spacings. In the regime a - d > 2Rg, the
CTRW model correctly predicts the decrease in the resolution between A-DNA and A/3-DNA, and
between A/3-DNA and 2A/3-DNA, as the lattice spacing is increased. The quantitative differences
between model predictions and simulation results may be attributed to the failure of the model to
correctly describe the collision probability for A/3-DNA. Again in the regime of its validity, the
resolution predicted by the model between A-DNA and 2A/3-DNA is close to that obtained from
simulation within error bars. Unfortunately, it is not possible to conclusively identify the existence
of a maximum in the resolution from the simulation data of Figure 5.13(b), owing to the size of
the error bars.
The predictions of Minc et al. [34], also illustrated in Figures 5.9-5.11 and Figure 5.13, do
not adequately capture the chain dynamics with increase in the lattice spacing. As apparent from
Figure 5.9, Minc et al. predict much lower values of the mobility than those observed in simulations.
Moreover, as shown in Figure 5.10, they predict the existence of a maximum in the normalized
dispersivity with respect to the lattice spacing, not seen to occur in simulations. Their predictions
fail to reflect the rapid decline in the resolution with increase in the lattice spacing seen in the
simulation data of Figure 5.13. At the field strength under consideration, the chains are relatively
strongly stretched, and the assumptions made by Minc et al. [34] regarding the holdup time and
the collision probability, rather than their neglect of the field-dependence of chain extension, may
be responsible for the discrepancies between their predictions and the simulation results.
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5.5 Discussion
In the present study, we provide a generalization of the CTRW model of DNA dynamics in an
array of obstacles [34] with account for the electric field dependence of the chain extension during
collisions. We make use of a semi-empirical expression recently developed from studies on chain
collisions with single obstacles [42] for the holdup time during which the chain center of mass motion
is impeded by the obstacle following a collision. In addition, we take into account the dependence
of the collision probability on the chain size.
We evaluate the model by comparing its predictions with the results obtained from Brownian
dynamics simulations of bead-spring models of A-DNA, 2A/3-DNA and A/3-DNA in obstacle ar-
rays. The use of a regular, hexagonal lattice yields high mobilities approaching the free solution
electrophoretic mobility, and very low dispersivities, and, hence, proves ineffective in achieving
separation between chains of different sizes. Instead, we select a self-assembled array of magnetic
colloids as being representative of arrays used in experimental studies [30-32]. These arrays are
generated via Brownian dynamics simulations of magnetic colloids that interact with each other
via a repulsive point dipolar potential and mutual hard-sphere exclusion in two dimensions [72,73].
Our studies are conducted in an array having a mean lattice spacing of 3.06 pim at several ex-
perimentally accessible electric field strengths, and at a constant electric field strength equivalent
to a Peclet number of PeA = 5 at several values of the mean lattice spacing. Our neglect of hy-
drodynamic interactions in all simulations is partially justified by the screening of hydrodynamic
interactions in complicated microchannel geometries. We also neglect the distortion of the electric
field due to the presence of obstacles, a factor that may have adversely impacted our ability to
accurately model the probability of chain-obstacle collision [39).
Our simulation studies of chain dynamics at varying Peclet numbers enable the identification of
three regimes demarcated by the chain Peclet number. The regime Pechain < 0 (A/Rg) corresponds
to the situation wherein thermal equilibrium has yet to be disturbed, i.e., the drag on the chain,
ptoEN(, is exceeded by the thermal force kBT/Rg acting on the chain in its equilibrium, coil
configuration. Under such conditions, the formation of hooked chain configurations is unlikely,
and the mechanism of the CTRW model is not realized. The range 0 (A/Rg) < Pechain < 0(1)
is associated with chain stretching in the Gaussian regime, whereby the chain extension is well-
described by the low-force limit of the Marko-Siggia formula [52]. The chain mobility reaches
a minimum at an 0(1) value of Pechain, corresponding to the attainment of a maximum in the
collision probability. For Pechain > 0(1), the chain extension is derived from the large-force limit
of the Marko-Siggia law [52]. In this regime, the probability of chain-obstacle collision decreases,
and consequently, the mobility increases. At the same time, the chain dispersivity increases with
the field strength, owing to the fact that while collisions are rare, they involve long holdup times
when they do occur.
The CTRW model, in failing to account for the dependence of the collision probability on
the field strength, is unable to predict the existence of a minimum in the chain mobility with
respect to the Peclet number. However, it satisfactorily predicts the increase in dispersivity with
increasing field strength and the initial decline in the mobility at 0(1) values of the Peclet number,
and consequently, is able to predict the existence of a maximum in the separation resolution with
respect to the field strength. Under conditions of constant electric field strength, the CTRW model
is able to provide reasonable predictions of the chain dynamics as the lattice spacing is varied in
the regime of its applicability, when the mean pore size available to the chain in between obstacles
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exceeds the chain size.
The use of a constant collision probability, independent of the electric field strength, is an
obvious weakness of the model. The model also does not account for the effect of the distortion
of the electric field lines in the vicinity of the obstacles and the impact parameter on the collision
probability [36,37,39]. Yet another source of error is the assumption that the chain instantaneously
relaxes to a coil at the location of its leading end following a collision, and subsequently moves at
its free solution electrophoretic velocity poE until the next collision occurs.
Owing to the paucity of experimental studies on the systems under consideration, we are able
to provide only limited comparisons with experiment. The nonmonotonicity of the separation res-
olution with respect to the electric field strength, as predicted by us, was observed by Minc et al.
in studies on the separation of A-DNA and 2A-DNA chains [31]. These authors also observed the
separation resolution to increase upon changing the lattice spacing from 3.8 pm to 4.1 pm. This
observation, taken in conjunction with the decrease in resolution that must necessarily follow at
large lattice spacings upon approaching the single-obstacle limit, renders the resolution nonmono-
tonic with respect to the lattice spacing. However, in the latter study, the obstacle diameters were
concurrently changed from 1 Im to 1.4 tim, whereby the increase in resolution cannot conclusively
be attributed to the increase in the lattice spacing. We are unable to confirm the existence of
a maximum in the separation resolution with respect to the lattice spacing, as predicted by our
model, owing to the size of the error bars associated with our simulation results.
Our findings shed light on the behavior of field-driven polymers in post arrays wherein the pore
size is large compared to the coil size of the polymer. Moreover, our results are expected to aid in
the appropriate selection of parameters for the operation of obstacle arrays employed for the size
separation of DNA chains and similar molecules.
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Figure 5.7: Dispersivity of A-DNA (circles), 2A/3-DNA (diamonds), and A/3-
DNA (squares) normalized with respect to the free solution diffusion coefficient
of a free draining chain, i.e., Do = kBT/ (No), as a function of the Peclet
number for A-, 2A/3- and A/3-DNA, respectively, obtained by simulation in a
self-assembled array of magnetic beads having a mean lattice spacing of 3.06 pm.
The error bars represent 95% confidence bounds on simulation results. Above
a Peclet number of 0.1 for each chain length, DIDo exhibits a power-law de-
pendence on Pechain with an exponent of approximately 1.3. Also shown for
comparison is a line of slope 2, representing the power-law dependence of the
normalized diffusivity DIDo of a rigid particle on the field strength in a lattice
of periodic obstacles [108].
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Figure 5.8: Separation resolution between (a) \- and A/3-DNA, (b) A- and
2A/3-DNA, and (c) \/3- and 2A/3-DNA as a function of PeA calculated by
simulation in a self-assembled array of magnetic beads having a mean lattice
spacing of 3.06 um (open circles) and that predicted by the model (solid line)
for a separation length of Ls = 1 cm. The error bars represent 95% confidence
bounds on simulation results. Also shown for comparison is the separation
resolution predicted by the model of Minc et al. (dashed line).
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Figure 5.9: Normalized mobility of (a) A-DNA, (b) 2A/3-DNA, and (c) A/3-
DNA as a function of the mean lattice spacing obtained by simulation in a
self-assembled array of magnetic beads at Pex = 5 (open circles), that predicted
by the model (solid line), and that predicted by the model of Minc et al. (dashed
line). The error bars represent 95% confidence bounds on simulation results.
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Figure 5.10: Normalized dispersivity of (a) A-DNA, (b) 2A/3-DNA, and (c)
A/3-DNA as a function of the mean lattice spacing obtained by simulation in a
self-assembled array of magnetic beads at Pex = 5 (open circles), that predicted
by the model (solid line), and that predicted by the model of Minc et al. (dashed
line). The error bars represent 95% confidence bounds on simulation results.
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Figure 5.11: Mean distance covered between successive collisions by (a) A-DNA,
(b) 2A/3-DNA, and (c) A/3-DNA as a function of the mean lattice spacing ob-
tained by simulation in a self-assembled array of magnetic beads at PeA = 5
(open cincles), that predicted by the model (solid line), and that predicted by the
model of Minc et al. (dashed line). The error bars represent 95% confidence
bounds on simulation results. The simulation data shown for A/3-DNA corre-
spond to a = 1.53 pim, a = 3.06 psm, and a = 4.37 pim only, since collisions
were found to occur in fewer than 10% of the simulated trajectories at larger
values of the mean lattice spacing.
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Figure 5.12: Mean collision probability p of (a) A-DNA, (b) 2A/3-DNA, and (c)
A/3-DNA as a function of the mean lattice spacing, calculated from simulation
as the number of chain-obstacle collisions per lattice column crossed by the
chain center of mass at PeA = 5 in a self-assembled array of magnetic beads.
Also shown for comparison are the mean collision probability assumed in the
model, p = Rg/a, and the areal post density, d/a.
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Figure 5.13: Separation resolution between (a) A- and A/3-DNA, (b) A- and
2A/3-DNA, and (c) A/3- and 2A/3-DNA as a function of the mean lattice
spacing calculated by simulation in a self-assembled array of magnetic beads
at PeA = 5 (open circles) and that predicted by the model (solid line) for a sep-
aration length of L. = 1 cm. The error bars represent 95% confidence bounds
on simulation results. Also shown for comparison is the separation resolution
predicted by the model of Minc et al. (dashed line).
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CHAPTER 6
Conclusions and Outlook
This thesis is concerned with dynamical effects induced by the existence of potential gradients,
where the potential field may be equated with a temperature, concentration or an electric potential
field. Particle motions in incompressible Stokes flow under conditions of inhomogeneous tempera-
ture or concentration, or upon the imposition of an electric field, are considered in Chapters 2 and
3. The dynamics of an electric field driven DNA chain in microfluidic separation devices comprise
the subject of Chapters 4 and 5.
6.1 Fluid Dynamics in Inhomogeneous Fields
In Chapters 2 and 3, we consider the motion of spherical and nonspherical particles in Stokes
flows induced by the existence of slip at the fluid-particle interface. Our studies are presented
in the context of thermally-induced slip of a gas at the surface of a nonuniformly heated solid.
However, more generally, slip is also known to occur at liquid-solid interfaces under conditions
of inhomogeneous temperature or concentration. Particle motion in the two cases is referred to
as thermophoresis and diffusiophoresis, respectively. Another instance of phoretic transport is
the motion of a charged particle in an electrolytic liquid upon the imposition of an electric field,
referred to as electrophoresis and explained by the imposition of an electrokinetic slip condition at
the particle-liquid interface.
The imposition of a slip condition at the fluid-particle interface is rationalized in all cases by
the existence of a scale separation between the thickness of the interfacial layer of fluid proximate
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to the solid surface and the macroscopic size of the solid particle. For instance, the characteristic
thickness of the layer of gas adjoining the solid surface (termed the Knudsen layer) is the mean free
path of the gas. The asymptotic solution of the Boltzmann equation in the Knudsen layer and in
the bulk gas subject to diffuse reflection of gas molecules at the solid surface yields the velocity at
the outer limit of the inner, Knudsen layer, which serves as the continuum boundary condition to
be imposed on the flow of the outer, bulk fluid [9]. Similarly, in the case of phoretic transport in
liquids, the phoretic slip condition to be imposed on bulk liquid flow is equated to the velocity of
the liquid at the outer limit of the inner, interfacial region adjacent to the particle surface, though
the velocity satisfies no-slip at the particle surface [20]. Moreover, the thermal slip condition first
proposed by Maxwell [3] and later derived rigorously from the kinetic theory of gases [2,9,10] is
identical in form to the slip condition employed to describe phoretic transport in liquids [20]. As a
result, our studies are equally applicable to both situations.
In Chapter 2, we extend Faxen's laws for the force and torque on a spherical particle in an arbi-
trary incompressible Stokes flow field to include the effect of slip at the particle surface. Our results
may be employed to study thermophoretic, diffusiophoretic or electrophoretic particle motions in
arbitrary geometries. We treat the motion of a nonspherical particle in Chapter 3. Specifically,
we study the flow field around a uniformly translating triaxial ellipsoid modeled as a slightly de-
formed sphere in the presence of thermal slip in an otherwise quiescent fluid, and confirm that the
thermophoretic velocity of a force- and torque-free, thermally insulated particle is independent of
its shape, size and orientation. Our general technique may be applied to study the slip-induced
motion of other nonspherical, asymmetric particles.
6.2 DNA Dynamics in Microfluidic Separation Devices
The size-based separation of DNA chains driven by the imposition of an electric field through an
array of obstacles has been experimentally established to occur [29, 30]. However, simple models
enabling the accurate a priori prediction of the efficacy of these separation devices have yet to be
developed. The development of such models is expected to facilitate device design and operation
in such a way as to maximize the separation resolution between chains of different sizes.
The development of a predictive model of device performance requires detailed knowledge of
chain-obstacle interactions in the array. While several studies have focused on single chain-obstacle
collisions, the nature of tension propagation, which governs the unraveling of the two arms of the
chain on either side of the obstacle subsequent to a chain-obstacle collision, remains unknown from
prior studies. We investigate this issue in Chapter 4, wherein we study the unraveling of Rouse
and wormlike chains upon the imposition of solvent flow (or equivalently, under an imposed electric
field). We employ normal mode analysis to investigate the behavior of linear, Rouse chains, and
perform Brownian dynamics simulations of the bead-spring model to simulate DNA behavior in
strong fields. We subsequently demonstrate that the tension propagation in Rouse chains (repre-
sentative of DNA stretching in weak fields) is diffusive, whereas that in wormlike chains (modeling
DNA dynamics under conditions of strong fields) is convective. These results are of relevance not
only to chain unraveling subsequent to chain-obstacle collisions in an obstacle array, but also to
other situations involving chain entanglement and transient chain unraveling. These include dilute
solution capillary electrophoresis [25,26] and flows of polymer solutions [70].
The insight into single chain-obstacle collisions provided by the study of Chapter 4 enables
the critical reexamination of modeling assumptions made in prior studies [34, 35], as well as the
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development of a more accurate model of DNA dynamics in an array of obstacles. In Chapter 5, we
extend the continuous-time random walk model [71] of DNA dynamics in the array to account for
the dependence of chain dynamics on the electric field strength, and make analytical predictions
of the resolution achievable between different chain sizes. Concurrently, we perform Brownian
dynamics simulations of DNA chains in an obstacle array for comparison with the model predictions.
For this purpose, an obstacle array constituted by magnetic beads modeled as hard spheres with
point repulsive magnetic dipoles at their centers at a magnetic field strength such that the array
lies in the liquid phase (and, hence, lacks both translational and orientational order) is employed
[72,73]. We study the effect of electric field strength and lattice spacing on the separation resolution
between different chain sizes, and demonstrate that our analytical model correctly predicts the
nonmonotonicity of separation resolution with respect to the electric field strength, as observed in
experiments [31].
One open issue that bears investigation is the effect of array order on chain dynamics. A
perfectly ordered, hexagonal lattice provides straight channels, enabling the DNA coil to transit
through the array without suffering collisions. Disorder is essential in inducing chain-obstacle
collisions. The degree of order in a two-dimensional array of magnetic beads may be varied by
varying the magnetic field strength at which the array is generated. At an infinite magnetic field
strength (or equivalently, at zero temperature), the array is a perfectly ordered crystal, whereas
at finite magnetic field strengths, the thermal motion of the magnetic beads causes defects and
dislocations to exist in the crystal. At very low magnetic field strengths, the array possesses neither
long range translational order nor long range orientational order, and lies in the liquid phase. In our
simulations thus far, we have employed arrays in the liquid phase. As the magnetic field strength
is increased from zero, a phase transition from the liquid to the hexatic phase involving the onset
of quasi-long range orientational order in the hexatic phase occurs at some specific magnetic field
strength, followed by a transition to the solid phase possessing quasi-long range translational order
as the magnetic field strength is further increased [110]. Preliminary investigations conducted
by us (not presented in this thesis) reveal that DNA undergoes a transition from the stretched
conformation to the coiled conformation in the array as the phase of the array is changed from the
liquid to the solid phase. The coiled conformation of DNA in the array reveals the existence of
straight channels through which the chain can pass without hindrance, and such array structures are
ineffective in achieving separation. These studies further enable the appropriate design of obstacle
arrays to achieve optimal size-based DNA separation.

Appendix A
Parameter Estimation for Brownian
Dynamics Simulation of A-DNA with
Hydrodynamic Interactions
A.1 Simulation Procedure
In this Appendix, we provide the results of a parametric study of A-DNA modeled by a bead-spring
chain having N = 11 beads at a discretization of Nk,s = 19.8 Kuhn steps per spring at equilibrium
under good solvent conditions. Hydrodynamic interactions among the beads are modeled via the
RPY tensor [cf. Equation 1.22], and Cholesky decomposition [111) is employed to calculate the B
tensor from the diffusion tensor D. We make use of the modified Marko-Siggia spring force law
given by Equation 1.11 and adopt the mid-force criterion of Underhill and Doyle [55]. This criterion,
which is known to eliminate the error between the wormlike chain force-extension behavior and
that predicted by the bead-spring model at 50% mean fractional chain extension, yields the value
A = 1.1 for the ratio of the effective to the true persistence length with Nk,, = 19.8 [55). Equation
1.21 is employed to account for intrachain exclusion in a good solvent. Moreover, we replace the
Gaussian Wiener processes dWj, j = 1, .., N, appearing in Equations 1.17 and 1.23 with a vector
of random deviates uniformly distributed in the interval [-0.5,0.5], whereby the last term on the
right hand side of Equations 1.17 and 1.23 is replaced with v/'2llBij -n and V/24dt(kBT/C)ni,
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respectively, where nj, j = 1,..,N, are random vectors whose three components are uniform in
[-0.5,0.5] [49,112. Algorithms for the generation of uniform pseudorandom variables are described
in Ref. [111]. We adopt the semi-implicit predictor-corrector method [63,64] for the integration of
Equations 1.17 and 1.23 with v = 0 by means of Brownian dynamics simulation.
We wish to determine values of the parameters v and a, representing the excluded volume pa-
rameter and the bead radius, respectively, in such a way as to most closely reproduce the behavior
of a A-DNA molecule in a good solvent. For this purpose, we attempt to reproduce the experimen-
tally measured equilibrium radius of gyration, diffusion coefficient and relaxation time of A-DNA
through Brownian dynamics simulation.
The radius of gyration of stained A-DNA under good solvent conditions has been computed
by Smith et al. [65], who made measurements of chain diffusivity and used the Zimm model to
relate the radius of gyration to the diffusivity [50]. These authors report the values Rg = 0.73 pm
and D = 0.47 pm2/s for the radius of gyration and diffusivity, respectively, at a temperature of
T = 297 K in a solvent of viscosity 7 = 0.95 cP. More recently, Chen et al. [47] have reported the
values Rg = 0.69 pm and D = 0.45 Im2/s for the radius of gyration and diffusivity, respectively, at
a temperature of T = 294 K in a solvent of viscosity 7 = 1.08 cP. By means of the proportionality
D oc T/, the measurements of Smith et al. [65] yield the slightly lower value 0.41 pm2/s for the
diffusivity under the conditions at which the study of Chen et al. [471 was conducted. In this
Appendix, we determine v and a so as to best match the measurements of Chen et al. [47].
The relaxation time of stained A-DNA was reported by Perkins et al. [66] and Smith and
Chu [67] to be r = 3.89 s in a solvent of viscosity 41 cP. We employ the relation r oc q [491 to
deduce the value r = 0.1 s in a solvent of viscosity 77 = 1.08 cP. Relaxation times as high as twice
this value have been reported by Babcock et al. [68] and Li et al. [69], although these differences
have been attributed to errors in viscosity measurement [49,68). We here determine a so as to best
reproduce the value r = 0.1 s in a solvent of viscosity q = 1.08 cP. (Note that the studies cited
above report the longest stress relaxation time, whereas the relaxation times defined in Chapter 4
are conformational relaxation times.)
We employ the nondimensionalization introduced earlier in Chapter 4, and set the units of
length, energy and diffusivity equal to the maximum spring length Qo, kBT and kBT/, respectively,
where ( = 67rpa is the Stokes drag coefficient for a single bead of radius a. Consequently, our unit
of force becomes kBT/Qo, and the unit of time adopted by us is (Q'/(kBT). Following the notation
introduced in Chapter 4, nondimensional variables are denoted by the symbol "~" surmounting the
corresponding dimensional variable. In our simulations, we employ a nondimensional time step size
of 5 x 10-4, corresponding to 10% of the relaxation time of a single spring modeled as a Hookean
dumbbell, i.e., ((/4)Nk,sb2/(3kBT). Our initial configuration is one in which all springs are aligned
along one of the axes (say, the x-axis), and are at 75% extension. We simulate the chain behavior
for a time period corresponding to 50 relaxation times and, after a duration of 10 relaxation times
has elapsed from the start of the simulation, we sample the center of mass position and mean
squared displacement, stretch, and squared stretch at time intervals corresponding to 5% of the
chain relaxation time, where the relaxation time is estimated as the longest stress relaxation time
rr = (/(8H)[sin(7r/(2N))] 2 for a Rouse chain of N beads [57]. The D and B tensors are updated
once in every 10 time steps (with the corresponding time interval being the relaxation time of a
single spring). The results for the diffusivity thereby obtained are found to differ by less than 2%
from the values obtained on updating D and B at every time step.
Averages are performed at the sampled time points over an ensemble of Nens = 100 chains
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to determine the mean chain stretch (X), radius of gyration Rg, and center of mass short- and
long-time diffusivities (denoted by Ds and DL, respectively), defined by the following expressions:
1Nens
(X) = max xi,m - min zi,m (A.1)
m=1
where xi,m refers to the x-coordinate of bead i, i = 1,.., N, in trajectory m, m = 1, .., Nens,
R2 = Iri - rm12 (A.2)
with ri the position of bead i for i = 1, .., N, rem the center of mass position, and with the angular
brackets representing the ensemble-average,
| K Ircm(t + dt) - rcm(t)| 2 (A.3)
6dt
where dt is the time step size, and
DL = lim K rcm(t) - rcm(0)12  (A.4)t-+oo 6t
where, in the calculation of Ds and DL, time-averaging is performed in addition to ensemble-
averaging over all sampled time points after an initial time period of 10 relaxation times has
elapsed, and rcm(0) refers to the center of mass position 10 relaxation times after the start of the
simulation. We verified that the running averages plotted as a function of time after the initial
duration of 10 relaxation times converged to the equilibrium values of Ds and DL. Time-averaging
is also performed in the same manner to compute the equilibrium values of chain stretch and Rg.
In addition to the mean stretch, we measured the mean squared stretch, denoted by (X 2), at all
sampled time points. The longest relaxation time r is obtained from the expression
In ((X2) (t) - (X2) = C - (A.5)
where the subscript "eq" refers to the equilibrium value determined via time- and ensemble-
averaging and C is a constant, by fitting Equation A.5 to a straight line for the time interval
during which the chain stretch ranges from 30% to 10% chain extension. As already stated in
Chapter 4, convergence with time step size and ensemble size is achieved. The equilibrium radius
of gyration, chain stretch, and short- and long-time diffusivities of A-DNA were found to vary by
less than 2% upon reducing the time step size to 10-4 and even further to 10-. Upon increasing
the ensemble size to 200 and 400 chains, the equilibrium chain stretch was found to differ by less
than 1% from the corresponding values obtained from an ensemble of 100 chains for A-DNA.
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We validated our code at the outset to ensure that we correctly reproduce the values obtained
from simulation by Jendrejack et al. [60] with use of the parameters specified by these authors,
namely, a = 77 nm and v = 0.0012 pm3 . For this purpose alone, we employ the (unmodified)
Marko-Siggia law with A = 1 [cf. Equation 1.111. In a solvent of viscosity 43.3 cP and at the
temperature T = 296 K, we obtain the value 1.3 pm for the chain stretch both with and without
account for hydrodynamic interactions, and the value 0.092kBT/( for both the long- and short-time
diffusivities under free draining conditions, which are close to the value 1.5 pm reported for the
stretch by Jendrejack et al. and the diffusivity kBT/(N() of a free draining chain. Under the same
conditions in the presence of hydrodynamic interactions, we obtain the value 5.1 s for the longest
relaxation time, which is about 20% higher than the value reported by Smith and Chu [67], but is
lower than the value of 5.4 s determined from simulation by Stoltz et al. [113]. For the radius of
gyration, we obtain 0.78 pm, which is in close accord with the results of Refs. [49,60,65]. We obtain
0.0116 pm2/s and 0.0118 pm2/s, respectively, for the long- and short-time diffusivities with account
for hydrodynamic interactions, which are close to the value 0.0115 pm2/s reported by Jendrejack
et al. [60]. Moreover, we made use of our code to repeat the study presented in Section V. D. and
depicted in Figure 8 of Ref. [60], and obtained the scaling behavior Rg ~ L- 611 and Ds ~ L-0-581
upon varying the chain length, in close agreement with that obtained from renormalization group
calculations [50).
The time taken for the simulation of a chain comprising N beads in the presence of hydrody-
namic interactions, with the D and B tensors updated once in every 10 time steps, was found to
grow as N2.2 . Table A.1 lists the time taken for the simulation of a single chain over a time period
corresponding to 104 time steps on a 1.7 GHz Intel Pentium 4 processor for several values of N.
Table A.1: Time taken per 104 steps for the simulation of a single chain of N
beads with hydrodynamic interactions on a 1.7 GHz processor
N t (s per 10' steps)
11 10.97
21 24.52
41 90.52
61 263.0
81 532.6
101 906.6
141 2107
201 5153
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A.3 Parameter Determination
We now return to the problem of determining v and a to best reproduce the radius of gyration and
diffusivity reported by Chen et al. [47] and the relaxation time reported by Perkins et al. [66] and
Smith and Chu [67], with T = 294 K and qj = 1.08 cP. By conducting free draining simulations
wherein the value of v is varied, we were able to establish that the value b = 3 x 10-5 (dimensionally,
v = 2.8 x 10- 4 pm3) yields the value 0.69 pm for the radius of gyration, identical to that determined
by Chen et al. [47]. Note that the experimental determination of Rg follows indirectly from the
measurement of D with use of Zimm's expression for the drag on a coil [50].
The equilibrium radius of gyration obtained from simulation is unaffected by the value of a,
which is next varied in simulation with account for hydrodynamic interactions. Table A.2 sum-
marizes the results of our parametric studies. The value i = 0.045 (dimensionally, a = 94.45 nm)
yields the results Ds = 0.47 pm2/s and r = 0.14 s when used in conjunction with the value
i = 3 x 10-5, which are in reasonable accord with the experimentally measured values [47,66,67].
With the selected parameter set, we obtain the scaling behavior Rg ~ LO.539 and Ds ~ L
which are close to the scaling laws derived from renormalization group calculations [50].
Table A.2: Parameter dependence of results obtained from
simulation of A-DNA with hydrodynamic interactions
Brownian dynamics
lb a Rg (pm) D. (pm2/s) r (s)
3.0 x 10-5 0.044 0.69 0.48 0.1350
3.0 x 10-5 0.045 0.69 0.47 0.1367
3.0 x 10-5 0.046 0.69 0.47 0.1391
3.5 x 10- 0.050 0.69 0.45 0.1497
3.0 x 10-5 0.040 0.69 0.50 0.1264
4.0 x 10-5 0.040 0.71 0.49 0.1293
5.0 x 10-5 0.040 0.73 0.48 0.1312
8.0 x 10-5 0.040 0.75 0.47 0.1367
2.0 x 10-5 0.045 0.66 0.48 0.1335
3.5 x 10-5 0.045 0.69 0.47 0.1383
5.0 x 10-5 0.045 0.72 0.45 0.1438
8.0 x 10-5 0.045 0.76 0.44 0.1522

Appendix B
Nonisothermal Flow Around an
Ellipsoid
B.1 O(E) Temperature Field
We here solve in detail the O(E) temperature problem for the flow around the ellipsoid as discussed
in Chapter 3. From Equations 3.25 and 3.26, the boundary conditions for the O(E) temperature
problem appropriate to this geometry reduce to
T(1 = T(1) + 2 (aB: P 2P1la S a (2+ ^j
and
Since P1 (f-) = i- and P 2 ( ) = (3fi - I) /2, we obtain
3P 1
-f =rH - -If~2 2
(B.1)
(B.2)
(B.3)
i-- TU + [72B : P2P1 - tP2 : B = f - VT(1)V a +22+- 
S l
B.1. O(e,) Temperature Field
which, in combination with the expression [75]
rf- = 2P 3 + [(IP1) + (IP1 ) + (PI)] (B.4)
yields
3 1 33
P 2 P 1 = -P 3 - I (IP1 ) + - (IP1 )t + (PiI) (B.5)5 5 10 10
Straightforward differentiation of P 2 yields
*P 2 = [H + (I)t - 2fr-i (B.6)
where the transposition symbol t entails the interchange of the two indices immediately preceding
or succeeding it, according as it follows or precedes the argument to which it is affixed. Therefore,
upon making use of Equation (B.4), we obtain
*P 2 = [IP1 + (IP1 )t] 6 P 3 - 3P1I (B.7)10 5 5
Equations B.1 and B.2 now simplify to
T(=) T +±211) aB: -P 3 - -IP 1 + - (IP1)t + -P 1I (B.8)
a S a ( 2 +-y) [5 5 10 10
and
r +2 2+7) 2B: P3-1IP1+3(IP1)+3P1I
9 9 6 31 BTi1 l
- IP (IP1)t - Ps 5P 1 I : BI = 7 (r (B.9)
a
Owing to the symmetry of B, the boundary conditions, Equations B.8 and B.9, may be rewritten
in the forms
T() T1) + 6 (-) a(P-B+P 3 :B) (B.10)a 5 a 5 2+^/
OT(1) 6 (1 - OT( (
- [P 1 B-4P3 :B]= (B.11)Or 5 2 +f [r
a a
Upon expanding T(1) and T(1) in solid harmonics and imposing the boundary conditions, Equa-
tions B.10 and B.11, in conjunction with the vanishing of T(1 ) at infinity and the finiteness of Ts(1
at r = 0, we eventually obtain the respective expressions given in Equations 3.45 and 3.46.
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B.2 Derivation of K(1)
Here, we present the detailed computation of K(1), which is given by Equation 3.54. Since Po = 1,
and if = 2P 2/3 + 1/3, it follows that
P 2 (I - 2ff) df = - P 2P 2d
Si
(B.12)
where we have used the orthogonality of the polyadics P,. We make use of Equation B.7 to write
fi P2dA =
SI
P1 IPidQ + 10 P1 (IP1 )f d
(B.13)
- P 1PidQ PIP~dffI
Si Si
We know that fS1 PiPidQ = 47rI/3, and f, P 1P3 d = 0. Reverting to Cartesian tensor notation
in order to calculate the remaining integrals in Equations B.12 and B.13 yields
(P2P2)ijkl df2 = " (- 26 ijokj + 3 6 ikoj + 365 l46 3k)
(P1IP1)ijkl dG = 4rirojk
(B.14)
(B.15)
(B.16)dQ = 4 6 ik 6 4j;3
and, hence,
(fiP 2 ) dG = ( 3 6 il6jk + 3 5 ikoj1 - 2 6Ji 6 k)ijkl 5
(B.17)
Since B is a traceless, symmetric dyadic, 6 il6jk : B = 6ikojl : B = B, and 6 ij6kl : B = Tr(B)I = 0.
Similarly,
VP 2 : Bidf2 = IP1 : BPidQ + 1
- JP3: BPid -J P11: BPid
Si S1
Again, we evaluate Equation B.18 in Cartesian tensor notation to obtain
VP 2 : BidQ = -B5
(B.18)
(B.19)
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Finally, J (I - fi) do = - 1  (B.20)/ 8r3
Si
In invariant notation, we finally obtain, upon substitution of Equations B.12, B.14, B.17, B.19 and
B.20 in Equation 3.54, the result for K) given in Equation 3.55.
Appendix C
Normal Mode Analysis of a Tethered
Rouse Chain
C.1 Normal Mode Solution
In this Appendix, we present the solution of the Langevin equations, given by Equations 4.1 and
4.2 of Chapter 4, for a Rouse chain. For convenience, we use dimensional notation in the following
analysis. The force acting on bead j is given by Hooke's law:
Fj = H(rj+1 - 2rj + rj_1), j = 1,-. N - 2
= -H(rN-1 - rN-2), j = N - 1 (C.1)
where, as stated in Chapter 4, H = 3kBT/(AbkNk,s). Since ro(t) = 0 V t, it follows that F 1 =
H(r2 - 2r 1). Therefore, we obtain the equations
drj = V - H 
N-1
( E A 3krk dt+k=1
2kBT (C.2)
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where Ajk (j, k = 1,.., N - 1) are the matrix elements of the (N - 1) x (N - 1) Rouse matrix
2 -1 - -
A = 1 2 -1 (C.3)
--- 1 1
A, being a real, symmetric, positive definite matrix, possesses real, positive eigenvalues and a
complete set of orthonormal eigenvectors. Consequently, A is diagonalized by the similarity trans-
formation [-'Af]3k = ak6jk, where ak > 0 (k = 1, .., N - 1) are the eigenvalues of A, while f
is the unitary matrix whose columns are the eigenvectors of A. The unitarity of f leads to the
equality
N-1
E fjiQjk = Ji, i, k = 1, .. , N - 1 (C.4)
j=1
We now make use of Equation C.4 to introduce the transformations
N-1
r = r jk (C.5)
k=1
N-1
r'= jkrj (C.6)
j=1
By means of the above transformations, Equation C.2 may be expressed in terms of the variables r'.
A subsequent multiplication by Gjym and a summation over the index j, followed by an application
of Equation C.4 and the similarity transformation, finally yield the set of equations
N-1 H2n
dr' =( imv - amrm d + dW m= 1.., N - 1 (C.7)
M j=1C )M
where we have introduced the independent vector Wiener processes W' via
N-1
dW' = E QjmdWj (C.8)
j=1
It is readily verified that (dW'm(t)) = 0 and (dW' (t)dW' (t')) = dtomn6(t - t')6, with m, n =
1, .. , N - 1 The solution of the decoupled, linear stochastic differential equations represented by
C.1. Normal Mode Solution
Equations C.7 may be effected [57] to yield
r'm(t) = exp - amt) rm'(0) + H" N 1m) 1 - exp (- amt)1 +
2B dW'm(t') exp -a~ ' C9
0
where the stochastic integral on the right hand side of the above equation is a Gaussian random
variable having vanishing mean. An application of Equations C.5 and C.6 to Equation C.9 finally
yields the expression
N-1 Hamt( N-1 1-exp ( amt)
rk(t) = S kmexp mr,(0) + H E km+im +
m,= mj=1 am
2kBT 5 km dW'm(t') exp ( a(t - t') (C.10)
m=1 I0
Since our initial configuration corresponds to an equilibrium Gaussian coil with vanishing mean
spring vectors, the mean initial bead positions must also vanish. We now employ Equation C.10 to
derive the mean bead positions at time t:
N-1 1 - exp (-amt
(rk(t)) = v 5 km~jm (C.11)
m,j=1
The mean end-to-end distance in the flow direction readily follows from Equation C.11:
N-1 1 - exp (-H amt
Le = (rN-1(t)) ' *C = V fN-1,mgjm (C.12)
m,j=1
The mean spring tension in spring k (k = 1, .., N-1) in the flow direction is given by the expressions
N-1 1 - exp (- Lamt)
Fspr 1, x = (VN Q1mjm am (C.13)
m,j=1
and
N-1 1 - exp (- amt)
Fspr k, x = (V (OkmA - k-1,m) Dim , k > 1 (C.14)
m,j=1
Equations C.12-C.14 are expressed in the dimensionless notation introduced in Chapter 4, Section
4.2 by Equations 4.3-4.5.
The eigenvalues and eigenvectors of the Rouse matrix remain to be specified. In our study, we
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make use of the solution provided by Rzehak and Zimmermann [95], given by Equations 4.6 and
4.7.
C.2 Continuous Approximation
In the continuous limit of the linear bead-spring model with N > 1, the bead positions rj are
governed by the equation [24]
-r3 = H 3  (C.15)
at C aj2
subject to the boundary conditions
rj(j=0) = 0
Or3
--- = 0 (C.16)
ai j=N
the eigenvalues and eigenvectors for which are given by the expressions
ac= m -- -(C.17)2 N
and
_m = 1 sin 1rj (C.18)N 1 2N
2 4
with the superscript c denoting the continuous approximation. With the exception of the tension in
the spring at the free chain end (which becomes negative at very early times), the solution obtained
by means of the continuous approximation is found to be indistinguishable from that obtained using
the eigenmodes of Rzehak and Zimmermann for a chain of 61 beads, thus reinforcing the scaling of
the relaxation times for the slow modes with N 2 for N > 1.
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