Abstract. We study some generalized notions of cohesiveness which arise naturally in connection with e ective versions of Ramsey's Theorem. An in nite set A of natural numbers is n{cohesive (respectively, n{r{cohesive) if A is almost homogeneous for every computably enumerable (respectively, computable) 2{coloring of the n{element sets of natural numbers. (Thus the 1{cohesive and 1{r{cohesive sets coincide with the cohesive and r{cohesive sets, respectively.) We consider the degrees of unsolvability and arithmetical de nability levels of n{cohesive and n{r{cohesive sets. For example, we show that for all n 2, there exists a 0 n+1 n{cohesive set. We improve this result for n = 2 by showing that there is a 0 2 2{cohesive set. We show that the n{cohesive and n{r{cohesive degrees together form a linear, non{collapsing hierarchy of degrees for n 2. In addition, for n 2 we characterize the jumps of n{cohesive degrees as exactly the degrees 0 (n+1) and show that each n{r{cohesive degree has jump > 0 (n) .
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Introduction
We study a hierarchy of generalized notions of cohesiveness, which arises naturally in connection with e ective versions of Ramsey's Theorem. For a set X !, let X] n denote the class of all n{element subsets of X. A k{coloring C of X] n is a function C : X] n ! f0; 1; : : : ; k ?1g; n is called the exponent of the coloring. A set A ! is homogeneous for a coloring C of exponent n if C is constant on A] n ; i.e., all n{element subsets of A are assigned the same color by C. The in nite form of Ramsey's Theorem 11] (Theorem A) states that for any in nite set X and any k{coloring C of X] n , there is an in nite set A X such that A is homogeneous for C.
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Effective versions of Ramsey's Theorem
In this section, we consider some of Jockusch's results 4] concerning e ective versions of Ramsey's Theorem, as well as some generalizations of those results, which will be needed in the sequel. The following result precisely locates in the arithmetical hierarchy which in nite homogeneous sets are guaranteed to exist for a computable 2{coloring.
Theorem 2.1 (Jockusch) The proof of the rst part of Theorem 2.1 for n = 2, which is a nite injury priority argument with a 0 0 oracle, is easily modi ed for c.e. 2{colorings of !] coloring, where the set of all red pairs of C is c.e., and the set of all blue pairs of C is co{c.e.
The proof is a minor adjustment of Jockusch's proof in 4]. The idea is to de ne an increasing sequence of numbers fa n g n2! and a red{ blue coloring of the a n 's such that for all i < j, the color of fa i ; a j g in the given c.e. 2{coloring is the same as the color of a i . To make the set 0 2 , it is initially assumed that each a i can be colored red. If this assumption is later found to be incorrect, because, for example, only nitely many numbers make a red pair with a i , then the color of a i is changed from red to blue, and the part of the sequence which is constructed based on the incorrect color of a i is destroyed. The construction is a movable marker construction using a 0 0 oracle; let a s i denote the position of marker i at the beginning of stage s.
Jockusch's original proof used the notion of a k{acceptable number; in his original proof, a number c is k{acceptable at stage s if for all i < k, a s i is de ned, a s i < c, and the color of fa s i ; cg (in the given computable 2{coloring) is the same as the color of a s i . To ensure that the construction requires only a 0 0 oracle, the notion of k{acceptability is reworded in this proof to compensate for c.e. 2{colorings; a number c is k{acceptable at stage s if for all i < k, a s i is de ned, a s i < c, and fa s i ; cg is red if a s i is red.
In addition, say that a number c is free at s if it has never been the position of a marker prior to stage s, and c s. Note that when s is xed, to say \c is free and k{acceptable at s" is a 0 1 predicate. Construction.
Stage s 0. Inductively assume that there exists a number n(s) such that the markers currently having a position are exactly the i , for i < n(s). Case 1. There exists a number which is free and n(s){acceptable at s.
Attach the marker n(s) to the least such number c and color c red.
Case 2. Otherwise. (Correct a mistake.) Let j(s) be the largest number j such that there exists a number which is free and j{acceptable at s. Note that such a number j exists because every number is 0{acceptable at stage s, and that j(s) < n(s). Change the color of a s j(s) and detach all markers i for j(s) < i < n(s).
The construction requires only a 0 0 oracle, as the noncomputable questions in it ask whether certain given 0 1 sets are nonempty. The new notion of k{acceptability su ces to ensure that the construction succeeds, as the only way that the color of a s i can be changed from red to blue at stage s is if there exist numbers which are free and i{ acceptable at s, but none of these numbers makes a red pair with a s i . Hence, all of these numbers make a blue pair with a s i . Since the color of a s i can never change back to red (although the marker i may later be detached from a s i ), the de nition of \c is k{acceptable at s" has the property that if i < k and a s i is blue, then fa s i ; cg is blue.
The proofs of the following lemmas go through as in 4]. Lemma 2.3. For all k, lim s a s k = a k exists, and the color of a k can change from red to blue only (hence the color of a k stabilizes).
Lemma 2.4. If i < j, then the pair fa i ; a j g has the same color as the eventual color of a i .
Then de ne M = fa i j i 2 !g, R = fa i 2 M j a i is eventually redg, and B = fa i 2 M j a i is eventually blueg. The set M is in nite since fa i g i2! is an increasing sequence. The sets R and B are each homogeneous for the 2{coloring C. As Proof. Let C be a c.e. stable 2{coloring of !] n+1 which is given as a red{blue coloring of pairs, where the set of red pairs of C is c.e. and the set of blue pairs of C is co{c.e. We induce a 0 2 2{coloring P of !] n as follows. If a 1 < < a n , then let fa 1 ; : : :; a n g be P{blue if and only if there exists s 0 such that for all s s 0 , fa 1 ; : : :; a n ; sg is C{blue. By stability, it follows that fa 1 ; : : :; a n g is P{red if and only if there exists s 0 such that for all s s 0 , fa 1 ; : : :; a n ; sg is C{red.
Let A be an in nite homogeneous set for C, and let a 1 ; : : : ; a n 2 A with a 1 < < a n . If A is C{red homogeneous, then for all a n+1 > a n with a n+1 2 A, we have fa 1 ; : : :; a n ; a n+1 g C{red. Since A is in nite, fa 1 ; : : :; a n g is P{red by de nition, and so A is homogeneous for P. The 1. every in nite set which is homogeneous for C is also homogeneous for P, and 2. if A is an in nite homogeneous set for P, then there exists an in nite set B A such B is homogeneous for C and B T A 0 0 . Proof. Let P be a 0 2 2{coloring of !] n , given as a subset of !] n . Since P m Fin = fe j W e is niteg, x a computable function f such that fa 1 ; : : :; a n g 2 P if and only if W f(a 1 ;:::;an) is nite. De ne a 2{coloring C of !] n+1 as a subset of !] n+1 , as follows. If a 1 < < a n < a n+1 , then fa 1 ; : : :; a n ; a n+1 g 2 C () (9d a n+1 ) W f(a 1 ;:::;an);d 6 = W f(a 1 ;:::;an);d+1 ]:
The 2{coloring C is clearly c.e. To see that C is stable, x a 1 ; : : :; a n with a 1 < < a n . If fa 1 ; : : : ; a n g 2 P, then W f(a 1 ;:::;an) is nite, and hence for su ciently large numbers s, W f(a 1 ;:::;an);s = W f(a 1 ;:::;an);s+1 .
Thus fa 1 ; : : : ; a n ; a n+1 g 2 C for a n+1 su ciently large. If fa 1 ; : : :; a n g 2 P, then W f(a 1 ;:::;an) is in nite, and hence W f(a 1 ;:::;an);s 6 = W f(a 1 ;:::;an);s+1 for in nitely many numbers s. Hence fa 1 ; : : :; a n ; a n+1 g 2 C for all a n+1 > a n .
Let A be an in nite homogeneous set for C. We show that A is homogeneous for P. Let a 1 ; : : :; a n 2 A with a 1 < < a n . If A] n+1 C, then for all c 2 A with c > a n , fa 1 ; : : : ; a n ; cg 2 C. Since A is in nite, the de nition of C implies that W f(a 1 ;:::;an) is in nite, and hence fa 1 ; : : :; a n g 2 P. Thus A] n P. If A] n+1 C, then for all c 2 A with c > a n , fa 1 ; : : : ; a n ; cg 2 C. Since A is in nite, the de nition of C implies that W f(a 1 ;:::;an) is nite, and hence fa 1 ; : : : a n g 2 P. Thus A] n P. Let Next assume that A] n P. Let a 1 ; : : : ; a n+1 2 A with a 1 < < a n+1 . Then fa 1 ; : : :; a n g 2 P, and hence W f(a 1 ;:::;an) is in nite. Thus fa 1 ; : : :; a n ; a n+1 g 2 C, and hence A] n+1 C. Thus we take B = A. 3 . 2{cohesive and 2{r{cohesive sets 3.1. 2{cohesive sets. We begin with a study of 2{cohesive sets. We have already noted that the 1{cohesive sets are exactly the cohesive sets; similarly, the 1{r{cohesive sets are exactly the r{cohesive sets. It is easy to prove that for all n 1, n{cohesive sets and n{r{cohesive sets exist. It follows immediately that n{cohesive and n{r{cohesive sets exist. Such a construction of an n{cohesive or n{r{cohesive set is quite nonconstructive, as the set D constructed above is not obviously arithmetical. It is possible to show, however, that for n 1, an arithmetical n{cohesive, and hence an arithmetical n{r{cohesive, set exists.
The existence of a maximal set, a c.e. set whose complement is cohesive, shows that a 0 1 1{cohesive set exists. In the other direction, it is clear from the fact that no c.e. set is r{cohesive and Theorem 2.1 that no n{r{cohesive set is 0 n for any n 1. Thus the next result is the best possible result in terms of the arithmetical hierarchy for existence of 2{cohesive sets. We rst recall the maximal set construction, which is just a construction of a 0 1 (1{)cohesive set. The 0 1 cohesive set is constructed by a movable marker construction, and each number is labelled with an e{state at stage s. Given a number x, the e{state of x at stage s is (e; x; s) = fi j i e^x 2 W i;s g. Each e{state is identi ed with an (e + 1){digit binary number, such that the ith bit (i e, read from left to right) is 0 if x = 2 W i and 1 if x 2 W i . The e{states are ordered lexicographically. In the construction, the eth marker moves in order to maximize its e{state. Since for each x, there are only nitely many e{states, each marker can move only nitely often, and it will follow that the set A which is de ned by the marker construction must have the property that for every e, either A W e or A W e ; i.e., for every e there will be a nite set F and a xed e{state such that for all x 2 A ? F, x has e{state .
We want to use the idea of the maximal set construction, as well as the idea of the construction of an in nite construction with a 0 0 oracle and will result in an increasing sequence fa n g n2! of numbers. During the construction, as in the proof of Theorem 2.2, each a e will be colored an i{color with respect to the 2{coloring W i , for all i e. We want the sequence fa n g n2! to have the property that, for all i e and all m > e, the i{color of a e is the same as the i{color of fa e ; a m g. We will use e{states to keep track of the i{colors of a e and, as in the maximal set construction, maximize the e{state of a e in order to ensure that, from some point on, all a n 's have the same e{state.
We denote the position of marker e at the beginning of stage s by a s e . Given a s e , denote the e{state of a s e by an (e+1){digit binary number, such that the ith bit (i e, read from left to right) of the e{state is 0 (respectively 1) if the i{color of a s e is red (respectively blue). For a xed e, the i{state of a s e , where i < e, is de ned in the obvious way.
As in the maximal set construction, e{states are read from left to right and ordered lexicographically. As an example, if the 2{state of x at s is 100, then the 0{color of x at s is blue, and the 1{color and 2{color of x at s are both red. Let (x; e; s) denote the e{state of a marked number x at stage s. Let and be e{states, with > , and the e{state of some number with marker i , and the e{state of some number with marker j , e i j. Let n 0 be the least n, 0 n e, such that and di er in the nth bit. Then we say that i wants to improve its e{state for the sake of W n 0 .
In this construction, a marker can move for two reasons: to improve its e{state as in the maximal set construction, or as in the proof of Theorem 2.2. As before, we initially assume the correct j{color, j i, for a i is red. In the proof of Theorem 2.2, a number c was called k{acceptable at s if for all i < k, a s i is de ned, a s i < c, and fa s i ; cg is red (in the given xed 2{coloring) if a s i is red at stage s. Thus c is acceptable (with respect to the given 2{coloring) at s to the entire initial segment a s 0 ; : : :; a s k?1 . At stage s of the construction, there are exactly n(s) numbers a s 0 ; : : : a s n(s)?1 assigned to markers 0 ; : : : ; n(s)?1 . The largest j n(s) is found such that there exists a number c which is j{acceptable. If j < n(s), then c is acceptable to the entire initial segment a s 0 ; : : : ; a s j?1 , and the color of a s j is changed from red to blue, which makes c acceptable to a s j as well. If j = n(s), then c is acceptable to all numbers with a marker and the marker n(s) is assigned.
We need to prioritize our 2{colorings W 0 > W 1 > W 2 > : : : (with W i > W j meaning that W i has higher priority than W j ). We need a notion of acceptability which respects the priority ranking of the W i 's and the fact that a number assigned to a marker e has an e{state of colors assigned to it. We de ne a notion of (k 1 ; k 2 ){acceptability as follows. Finally, say that a number c is free at s if, prior to stage s, it has not been the position of any marker, and c s.
The idea of this construction will be as follows. Suppose at stage s there are exactly n(s) numbers a s 0 ; : : :; a s n(s)?1 assigned to markers 0 ; : : : ; n(s)?1 . We want to nd a number which is acceptable to all colors of as long an initial segment of a s 0 ; : : : ; a s n(s)?1 as possible, and acceptable to as many of the colors of the next a s j (if it exists) as possible, respecting the priority of the W i 's.
Construction.
Stage 2s. Assume inductively that there is a number n(2s) such that the markers having a position are exactly the i , i < n(2s). Case 1. There exists a number c which is free and (n(2s); 0){ acceptable at 2s. Case 2. Otherwise.
Let j(2s) be the largest number j for which there exists a k j and some number which is free and (j; k){acceptable at 2s. Given j(2s), let k(2s) be the greatest such k. Such numbers exist because every number is (0; 0){acceptable at 2s. Note that j(2s) < n(2s). We 1. change the k(2s){color of a 2s j(2s) (necessarily from red to blue), 2. let the i{color of a 2s j(2s) be red, for k(2s) < i j(2s), and 3. detach marker i , for j(2s) < i < n(2s). Stage 2s + 1. Let n(2s + 1) be such that the markers having a position are exactly the i , i < n(2s + 1). Choose the least i < n(2s + 1) such that for some j, i < j < n(2s + 1) and the i{state of a As always, at each stage, any unmentioned markers are left unchanged. Note that only a 0 0 oracle is required for the construction.
Lemma 3.4. For any n, lim s a s n #, and lim s (a n ; n; s) exists.
Proof. Assume inductively that the lemma holds for all k < n and prove it for n. Let s 0 be the least even stage such that for all k < n, k has position a k at all stages s 1 s 0 and (a k ; k; s 1 ) = lim s (a k ; k; s) = (a k ; k) for all s 1 s 0 . Then either n is already attached to some number c = a s 0 n at the beginning of stage s 0 , or n becomes attached to a number c through Case 1 in this even stage of the construction. After stage s 0 , note that whenever the n{state of a number associated with n changes, the n{state actually strictly increases.
To see this, let s s 0 be an even stage at which the n{state of a s n changes. At stage s, there exist free numbers which are (n; 0){ acceptable, since otherwise, for some k < n, either k becomes detached, or the k{state associated with k changes. So, it must be the case that for some k, 0 k < n, there exist (n; k){acceptable numbers but not (n; k + 1){acceptable numbers. It follows by the de nition of acceptability that the k{color of a s n is red, but there do not exist any free (n; k){acceptable numbers making a k{red pair with a s n . So, all free (n; k){acceptable numbers must make a k{blue pair with a s n . Then the k{color of a s n is changed from red to blue, which causes the n{state of a s n to strictly increase. Also, whenever marker n moves at an odd stages after s 0 , the n{state strictly increases, by construction.
Since there are only nitely many n{states, there exists s 1 s 0 such that for all s s 1 , a s n = a s 1 n = a n . After stage s 1 , if the n{state of a n changes because of an even stage in the construction, then again, the n{state must strictly increase. So, lim s (a n ; n; s) exists, since there are only nitely many n{states. Lemma 3.5. For each i, lim e (i{color of a e ) exists.
Proof. Fix i and assume the lemma for all j < i. Choose e 0 such that for all e e 0 , for all j < i, the j{color of a e is the same as the j{color of a e 0 . Assume the lemma does not hold for i. Then we can choose e 0 < e 1 < e 2 such that the i{color of a e 1 is red and the i{color of a e 2 is blue. Choose s such that for all k e 2 , a s k = a k and (a k ; k; s) = (a k ; k). But then (a e 1 ; i) < (a e 2 ; i), and so some marker r , r e 1 , moves at stage s + 1, which is a contradiction. Lemma 3.6. If i < j, then for all k i, the pair fa i ; a j g has the same k{color as the eventual k{color of a i .
Proof. Let i < j and x k i. When a j rst is the position of j , a j must be (j; 0){acceptable. The k{color of a i cannot later be changed at even stages, since otherwise a j loses its marker and never regains it. The k{color of a i cannot be changed at an odd stage, because a j would no longer be associated with j . By de nition of a j being (j; 0){ acceptable, we see that if the k{color of a i is red, then the k{color of fa i ; a j g is red. If the k{color of a i is blue, then at the stage s where the k{color of a i = a s i was made blue, there were no more free (i; k){ acceptable numbers making a k{red pair with a i . However, since there are in nitely many (i; k){acceptable numbers, they must all make a k{ blue pair with a i . So, any new number associated with j must make a k{blue pair with a i . Since a j is such a number, fa i ; a j g is blue.
Let A = fa i j i 2 !g. Note that A is in nite because fa i g i2! is an increasing sequence. Also note that A is 0 2 since any number which loses a marker may never be a marker position again (although a number may change from one marker to another T A 0 . Proof. Assume that A is 2{cohesive. We show that p A , the function which enumerates A in increasing order, dominates all 0 0 {computable functions; i.e., for every 0 0 {computable function f and all su ciently large n, p A (n) f(n). Without loss of generality, we may restrict our attention to such f which are increasing, and we may assume that 0 = 2 A. Let . We begin with the following result concerning the jumps of degrees of 2{r{cohesive sets, part of which is the analogue of Proposition 3.12.
Theorem 3.13. If A is 2{r{cohesive, then 0 00 < T A 0 .
Proof. The result that if A is 2{r{cohesive then 0 00 T A 0 is due to Stephan 16] . We prove this part rst. By 10] (Lemma 1.1), it su ces to show that p A dominates all computable functions f. This is done by a proof that is parallel to that of Proposition 3.12 but considering for each increasing computable function f the computable 2{coloring of pairs C f in which the pair fx; yg with x < y is colored red if and only if y f(x).
We now show that if A is 2{r{cohesive, then A 0 6 T 0 00 . Assume for a contradiction that A is 2{r{cohesive and A 0 T 0 00 . We de ne a computable red{blue coloring C = ' a of !] 2 for which A is not almost homogeneous; i.e., C should satisfy the requirements R 2n : (9a; b 2 A) a > b n^fa; bg is red] R 2n+1 : (9a; b 2 A) a > b n^fa; bg is blue]: By the recursion theorem, we may use the index a of C in our construction of C. Note that fi j R i is satis edg is a A Limit Lemma, and the uniformity of its proof, that we may e ectively compute from a an index of a ternary computable function f such that for all i, if R i is satis ed then lim t lim s f(i; s; t) = 1, and if R i is not satis ed then lim t lim s f(i; s; t) = 0. Thus the recursion theorem allows us to use f in our construction of the coloring C = ' a .
The computable 2{coloring of pairs is de ned as follows; to color the pair fs; tg, where s < t, let i be the least e s with f(e; s; t) = 0.
(Note that i is an approximation to the least j s such that R j is not satis ed.) If i is even, or does not exist, then color fs; tg red. Otherwise, color fs; tg blue.
If all requirements R i are satis ed, then A is not 2{r{cohesive, and we are done. So, assume otherwise and let i be the least e such that R e is not satis ed. Without loss of generality, assume that i is even, so that for all a; b 2 A with i a < b, fa; bg is blue. Since R i is not satis ed, lim t lim s f(i; s; t) = 0. Since all R e , e < i, are satis ed, we can x s 0 > i large enough such that when s s 0 , there exists t s such that for all t t s , if j < i then f(j; s; t) = 1, and f(i; s; t) = 0.
Since A is in nite, we can take s s 0 with s 2 A, and for this s, we can take t > maxfs; t s g with t 2 A. Then for all j < i, f(j; s; t) = 1 and f(i; s; t) = 0. By construction fs; tg is colored red, which is a contradiction. Hence every 2{r{cohesive set A satis es A 0 6 T 0 00 .
It is unknown whether Theorem 3.9 holds for 2{r{cohesive sets or whether every 2{r{cohesive set A satis es 0 (3) T A 0 . Next, we note that while Proposition 3.8 states that every 2{cohesive set has degree at least 0 0 , this result does not hold for 2{r{cohesive sets. Theorem 3.14. Let D be noncomputable. There exists a 2{r{cohesive set A such that D 6 T A.
Proof. The proof is the same as that for the ((1) =) (2) The following corollary follows immediately from Theorem 3.14, since by Proposition 3.8, 0 0 is computable in any 2{cohesive set A. The proofs of Theorem 3.11 and Theorem 3.14 are highly nonconstructive, in sense that the sets which are constructed are not obviously arithmetical, even when the given set D is arithmetical. However, using a result of Cholak, Jockusch, and Slaman, it is possible to make the set in Theorem 3.14 arithmetical when D = K. The analogous result for single computable partitions of !] and then to take an appropriate diagonal intersection. This result is convenient for iteration when considering in nitely many computable 2{colorings of !] 2 because if A is low 2 , and B is low 2 relative to A, then B is also low 2 . Of course, when this result is applied in nitely often to construct a set C, it is important to know the extent to which this result holds uniformly in order to calculate the complexity of C. The following lemma is a relativized version of the statement that this result holds uniformly relative to 0 (3) . Lemma 3.17. There is a computable function g such that for every e and X, if feg X is a 2{coloring C of !] 2 , then fg(e)g X (3) (0) is a number a such that (H X) 00 = fag X 00 for some in nite set H which is homogeneous for C.
The lemma is proved by analyzing a relativized version of the construction in 1], choosing the sets in the forcing conditions to belong to a xed Scott set which contains X and is uniformly low relative to X. The desired uniformity is established by a quanti er count.
It follows from the lemma that there is a binary function c T 0 (3) such that if A is an in nite set with A 00 = feg Then let e+1 be the string of least G odel number such that is e{acceptable, feg is incompatible with K, and (x) = 1 for some x j e j. It is easily seen that such a string exists, since either 1 or 2 has all the requisite properties of except possibly the last, and then may be chosen as an extension of 1 or 2 such that (x) = 1 for some x 2 A e with x > j e j, and takes the value 0 on all other arguments n > j i j for the appropriate i. Case 2. Otherwise.
Then let e+1 be the e{acceptable string of least G odel number such that there exists x j e j with (x) = 1.
We now verify that this construction works. Let C = e e . Note that if i e then, as A i A e and i e , every i{acceptable string is e{acceptable. It follows that C A e for each e and hence that C is 2{r{cohesive. Also, the set of e{acceptable strings is computable from A e , uniformly in e, so the division between Case 1 and Case 2 in the de nition of e+1 is Ae 1 , uniformly in e. The choice of e+1 in each case can be computed from A e K, uniformly in e. As A e 00 T 0 00 , uniformly in 0 (3) , it follows that C T 0 (3) . Finally, assume for a contradiction that K = feg C . Then Case 2 applies in the de nition of e+1 . It follows that K T A e , which is a contradiction since A e is low 2 . To see this, note that to compute K(x), one need only nd any e{acceptable with feg (x) # and then K(x) = feg (x), since there is an e{acceptable with feg (x) # and Case 1 does not apply. The construction of a 2{r{cohesive set 0 3 set C with K 6 T C is similar, except that the 0 (3) {computable functions which occur in the previous argument are approximated by suitable 0 00 {computable functions. Each requirement is satis ed essentially as before, but its satisfaction may need to await the convergence of these approximations. We use the same sequence A 0 ; A 1 ; : : :, but now let h be a 0 (3) {computable function with A e = fh(e)g 0 00 for all e. Letĥ be a 0 00 {computable function with lim sĥ (e; s) = h(e) for all e. To deal with the case distinction in de ning e+1 above, we de ne for each e a set B e . Let B e = f j (9 1 ; 2 ) 1 ; 2 are e{split (8x)(8j 2 f1; 2g) j (x) = 1 =) x 2 A e _ (x) = 1]]g:
Note that B e is c.e. in A e , uniformly in e. Since A e 00 T 0 00 , uniformly in 0 (3) , it follows that B e T 0 00 , uniformly in 0 (3) . Let q be a 0 (3) { computable function with fq(e)g 0 00 = B e for all e, and letq be a 0 00 { computable function with lim sq (e; s) = q(e) for all e.
We now give the construction of C, which is carried out with a 0 00 oracle. The construction produces a sequence 0 1 : : : of strings, and we let C = e e . It follows that C T 0 00 , so that C will be 0 3 .
The requirement R e : K 6 = feg C is said to be satis ed at stage s + 1 if there is a stage t s such that R e received attention at stage t, h(i; u) =ĥ(i; t) for all i e and all u with t u s + 1, and, nally, q(e; u) =q(e; t) for all u with t u s+1. The We rst note that such a number t must exist. Suppose for a contradiction that no t s satisfying at least one of (i) { (iv) exists. Then, since no t s satis es (ii) or (iv), it follows that s 2 B e . Consider strings 1 and 2 which witness that s 2 B e . Since no t s satis es (i), it is easily seen that 1 and 2 satisfy the rst conjunct of (iii). Now, given j 2 f1; 2g, take x j j j such that x 2 \ i e A i , and de ne j to be an extension of j such that x is the unique number y j j j with j (y) = 1. It is easily seen that (iii) holds for 1 and 2 for all su ciently large t. Here we study arithmetical de nability and degrees of n{cohesive and n{r{cohesive sets for arbitrary n. Some results known for the case n 2 generalize to arbitrary n, whereas others fail or are open for arbitrary n. We showed in Theorem 3.9 that the analogue of the existence of an incomplete co{maximal set fails for n = 2. On the other hand the following theorem shows that the analogue of the existence of a cohesive set A T K holds for all n. Proof. The following relativized version of the result is proved by induction on n. For all n 1, all X !, and all in nite Y T X, there is an n{cohesive set B Y , relative to X, such that B X T X (n) . The result holds for the base case n = 1 by relativizing the result that every in nite computable set contains a cohesive set B T 0 0 . Now assume the result for n in order to prove it for n + 1. To simplify the notation, we actually prove it for n + 1 in the unrelativized case where X = ; and Y = !. We don't know for which n 2 there is an n{cohesive set B with B < T 0 (n) . If it could be shown in a relativizable fashion that there is such a set B for n = 2, then there is such a set B for each n 2. This is proved by essentially the same inductive argument as is used to prove i.e., for all x 1 < x 2 < < x n , fx 1 ; : : : ; x n g 2 C () (9s 0 )(8s s 0 ) fx 1 ; : : : ; x n g 2 C s ]:
Next, de ne a 2{coloring Q !] n+1 as follows: if x 1 < x 2 < < x n < x n+1 , then fx 1 ; : : : ; x n ; x n+1 g 2 Q () (9s > x n+1 ) fx 1 ; : : : ; x n g = 2 C s ]: Then Q is c.e. in A, and since B is (n+1){cohesive relative to A, there exists a nite set F such that B ? F is an in nite Q{homogeneous set. We show that B ? F is a C{homogeneous set. Case 1. B ? F] n+1 Q.
We show that B ? F] n C. Let x 1 < < x n be elements of B ? F. Given y > x n with y 2 B ? F, fx 1 ; : : : ; x n ; yg 2 Q, which implies that there is s > y such that fx 1 ; : : : ; x n g = 2 C s . Since B ? F is in nite, we have fx 1 ; : : : x n g = 2 C s for in nitely many s, and hence fx 1 ; : : : ; x n g = 2 C. Hence B ? F] n C. Case 2. B ? F] n+1 Q.
We show that B ? F] n C. Let x 1 < < x n be elements of B ? F. Given y > x n with y 2 B ? F, fx 1 ; : : : ; x n ; yg = 2 Q, which implies that for all s > y, fx 1 ; : : :; x n g 2 C s . Hence fx 1 ; : : :; x n g 2 C, and so B ? F] n C.
Hence B is n{cohesive relative to A 0 .
We now prove the theorem by induction on n. If n = 1, then we have already noted that any 1{cohesive set is cohesive. So, assume the result for n and prove it for n + 1. Assume that B is (n + 1){cohesive. By the lemma, B is n{cohesive relative to 0 0 . By the inductive hypothesis, relativized to 0 0 , B is cohesive relative to 0 (n) .
Note that the converse of Theorem 4.3 is not true. Relativizing the result that there exists an incomplete maximal set (i.e., there exists a The proof of this theorem is analogous to that of Theorem 4.3 but uses the Limit Lemma.
We call a degree a n{cohesive if there is an n{cohesive set of degree a, and the n{r{cohesive degrees are de ned analogously. Our next theorem will give some information on n{cohesive and n{r{cohesive degrees and their jumps for n 2, but we rst recall some results for the case n = 1. To state these we need a de nition.
De nition 4.6. Let a and b be degrees. Then a << b means that any partial a{computable f0; 1g{valued function can be extended to a total b{computable function. (This notation is due to S. Simpson Proof. First note that there is a 0 1 class P 2 ! such that the degrees of elements of P are exactly the degrees a >> 0; namely, we let P = ff 2 2 ! j (8e)(8i) ' e (i) # 1 =) f(he; ii) = ' e (i)]g:
