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A B S T R A C T
Contrarily to the point to point wireless link approach adopted in several wireless networks, where
a dedicated channel is usually supporting an exclusive-use wireless link, in the last years several
wireless communication systems have followed a different approach. In the so called “multiple
access wireless networks”, multiple transmitters share the same communication channel in a
simultaneous way, supporting a shared-use of the wireless link. The deployment of multiple access
networks has also originated the emergence of various communication networks operating in the
same geographical area and spectrum space, which is usually referred to as wireless coexistence.
As a consequence of the presence of multiple networks with different technologies that share the
same spectral bands, robust methods of interference management are needed. At the same time,
the adoption of in-band Full-duplex (IBFDX) communication schemes, in which a given node
transmit and receive simultaneously over the same frequency band, is seen as a disruptive topic in
multiple access networks, capable of doubling the network’s capacity.
Motivated by the importance of the interference in multiple access networks, this thesis ad-
dresses new approaches to characterize the interference in multiple access networks. A special
focus is given to the assumption of mobility for the multiple transmitters. The problem of coex-
istence interference caused by multiple networks operating in the same band is also considered.
Moreover, given the importance of the residual self-interference (SI) in practical IBFDX mul-
tiple access networks, we study the distribution of the residual SI power in a wireless IBFDX
communication system. In addition, different applications of the proposed interference models
are presented, including the definition of a new sensing capacity metric for cognitive radio net-
works, the performance evaluation of wireless-powered coexisting networks, the computation of
an optimal carrier-sensing range in coexisting CSMA networks, and the estimation of residual
self-interference in IBFDX communication systems.
Keywords: Interference Modeling, Performance Analysis, Wireless Mobile Networks.
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R E S U M O
Contrariamente à abordagem de uma ligação ponto a ponto em redes sem fios, em que a ligação
faz utilização exclusiva de um canal dedicado, nos últimos anos vários sistemas de comunicação
sem fios adotaram uma abordagem diferente. Nas denominadas “redes sem fios de acesso múltiplo”,
vários transmissores partilham o mesmo canal de comunicação, partilhando a mesma ligação sem
fios com outros nós transmissores. O desenvolvimento de várias redes de acesso múltiplo também
permitiu o surgimento de várias redes que operam na mesma área geográfica e na mesma banda
do espetro, geralmente denominada por coexistência sem fios. Como consequência da presença de
várias redes com diferentes tecnologias que partilham as mesmas bandas, são necessários métodos
robustos de gestão de interferência. Ao mesmo tempo, a adoção de esquemas de comunicação
in-band Full-duplex (IBFDX), onde um determinado nó transmite e recebe simultaneamente na
mesma frequência, é visto como um tópico disruptivo em redes de acesso múltiplo, capaz de
duplicar a capacidade da rede.
Motivada pela importância da interferência em redes de acesso múltiplo, esta tese aborda novas
técnicas de modelação para caracterizar a interferência em redes de acesso múltiplo. É dada espe-
cial atenção à interferência causada por vários transmissores móveis. O problema da interferência
coexistente, causada por várias redes operando na mesma banda também é considerado. Além
disso, dada a importância da auto-interferência residual em cenários práticos de acesso múltiplo
IBFDX, é ainda estudada a distribuição da sua potência. Por fim, diferentes aplicações são pro-
postas para os modelos desenvolvidos na caracterização da interferência, incluindo a definição
de uma nova métrica para a capacidade de deteção em redes de rádio cognitivos, a avaliação do
desempenho de redes coexistentes sem fios, o cálculo do valor ótimo para o carrier-sensing range
em redes coexistentes, e ainda a estimação da auto-interferência residual em sistemas IBFDX.
Palavras-chave: Modelação de Interferência, Avaliação de Desempenho, Redes Móveis Sem fios.
xi

C O N T E N T S
List of Figures xvii
List of Tables xix
List of Symbols xxi
Acronyms xxvii
1 Introduction 1
1.1 Motivation and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Question and Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Document Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Literature Review 9
2.1 Propagation Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Path Loss Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Fading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Interference in wireless networks . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Multiple access interference modeling . . . . . . . . . . . . . . . . . . . 17
2.3 Self-Interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 Self-Interference Rejection Techniques . . . . . . . . . . . . . . . . . . 29
2.3.2 Residual Self-Interference Modelling . . . . . . . . . . . . . . . . . . . 33
3 Interference in Mobile Networks 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.1 Characterization of the Nodes’ Distribution . . . . . . . . . . . . . . . . 37
3.3 Characterization of the Aggregate Interference . . . . . . . . . . . . . . . . . . . 40
3.3.1 Interference due to interferers located within the annulus l . . . . . . . . 41
3.3.2 Interference due to interferers located within L annuli . . . . . . . . . . . 44
3.3.3 Distribution of the aggregate interference . . . . . . . . . . . . . . . . . 44
3.4 Interference Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
xiii
C O N T E N T S
3.4.1 MLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.2 PWM Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 Model Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Residual Self-Interference Power in In-Band Full-duplex Wireless Systems 55
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 Characterization of the Residual SI . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.1 High channel dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.2 Low channel dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4 Validation and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4.1 Evaluation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4.2 Accuracy Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5.1 Applicability of the Proposed Approach . . . . . . . . . . . . . . . . . . 68
4.5.2 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5 Interference in Coexisting Networks 71
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Interference from an annulus l of network Υη . . . . . . . . . . . . . . . . . . . 74
5.4 Aggregate Interference - Method 1 . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Aggregate Interference - Method 2 . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.6 Model Validation and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.6.1 Comparison of the two Methods . . . . . . . . . . . . . . . . . . . . . . 79
5.6.2 Impact of network parameters in Coexisting Networks . . . . . . . . . . 81
5.6.3 Impact of mobility in Coexisting Networks . . . . . . . . . . . . . . . . 84
5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6 Model Application Scenarios 87
6.1 Sensing Capacity of Cognitive Radio Mobile Networks . . . . . . . . . . . . . . 88
6.1.1 Network scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.1.2 Sensing Capacity Definition . . . . . . . . . . . . . . . . . . . . . . . . 90
6.1.3 Comparison Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2 Wireless-Powered Communications . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.1 Network scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.2 Harvested Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2.3 Throughput Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2.4 Model Validation and Discussions . . . . . . . . . . . . . . . . . . . . . 96
6.3 Impact of Carrier Sensing Range in CSMA Networks . . . . . . . . . . . . . . . 99
6.3.1 Network Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
xiv
C O N T E N T S
6.3.2 Carrier Sensing Range Optimization . . . . . . . . . . . . . . . . . . . . 101
6.3.3 Model Validation and Discussions . . . . . . . . . . . . . . . . . . . . . 102
6.4 Residual self-interference estimation . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.2 Residual SI Estimation Method . . . . . . . . . . . . . . . . . . . . . . 105
6.4.3 Model Validation and Discussions . . . . . . . . . . . . . . . . . . . . . 106
7 Conclusions and Future Work 109
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
Bibliography 113
A Poisson Approximation 127
xv

L I S T O F F I G U R E S
2.1 Classification of small-scale fading according to multipath delay spread. . . . . . . . 12
2.2 Classification of small-scale fading according to Doppler spread. . . . . . . . . . . . 13
2.3 Aggregate interference caused to Nc by the hypothetical transmitters {N1, N2, ..., Nk}
located in the interference region. . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Example of a guard zone in a simple network. . . . . . . . . . . . . . . . . . . . . . 21
2.5 SI problem in a IBFDX system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 SI reduction methods (adapted from [Sah+13]). . . . . . . . . . . . . . . . . . . . . 30
2.7 Block diagram representation of the post-mixer canceller. . . . . . . . . . . . . . . . 31
2.8 Block diagram representation of the pre-mixer canceller. . . . . . . . . . . . . . . . 32
3.1 Aggregate interference caused to Nc due to the hypothetical mobile interferers located
in the interference region with area A = pi
(
(RLo )
2 − (R1i )2
)
. . . . . . . . . . . . . . . 37
3.2 Validation of λl for R1i = 0 m, ρ = 20 m and L = 23. The mobility scenario was
parameterized according the data in Table 3.1. . . . . . . . . . . . . . . . . . . . . . 40
3.3 Validation of P (Xl ≤ k) for the mobility scenario E[V ] = 10.82 m/s considered in
Figure 3.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 CDF of the aggregate interference considering the path loss effect (τ = 1). . . . . . . 48
3.5 CDF of the aggregate interference considering path loss, small-scale fading and shad-
owing effect (σξ = 0.69): (a) for τ = 1 and E[V ] = {1.5,3.52,10.82} m/s; (b) for
τ = {0.5,0.8,1} and E[V ] = 10.82 m/s. . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 CDF of the aggregate interference for different positions (xNc, yNc) of the receiver
node Nc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 CDF of the aggregate interference considering path loss, small-scale fading and shad-
owing effect (σξ = 0.69), for L = {1,2,5,1000}, E[V ] = 10.82 m/s, τ = 1 and
xNc = yNc = 500 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 Estimation of the aggregate interference through the PWM estimator and the MLE
(m =100 samples), considering path loss, fading and shadowing effects for two mo-
bility scenarios (E[V ] =10.82 m/s and E[V ] = 1.5 m/s, τ = 1). . . . . . . . . . . . . 52
3.9 Estimation of the aggregate interference through the PWM considering different
lengths of the sampling set (m = {50,10,5}) for the mobility scenario E[V ] =10.82
m/s (τ = 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1 Block diagram representation of the post-mixer canceller. . . . . . . . . . . . . . . . 56
xvii
L I S T O F F I G U R E S
4.2 Residual SI Power for different values of  (Rayleigh fading channel: σ2h =
1
2 ; Time-
invariant channel: hr
2 = hj
2 = 1/2). . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3 Residual SI Power for different values of Ξ (Rayleigh fading: σ2h =
1
2 ; Rician fading:
KdB = 3 dB, µh = 0.8162, σh = 0.4086). . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 Residual SI Power for different values of KdB (Rician fading: {KdB = -10 dB; µh =
0.3015; σh = 0.6742}, {KdB = 0 dB; µh = 0.7071; σh = 0.5000}, {KdB = 10 dB;
µh = 0.9535; σh = 0.2132}). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5 Residual SI Power for different sampling periods of Xr + jXj (Rician fading: KdB = 3
dB, µh = 0.8162, σh = 0.4086; Ξ = pi/6). . . . . . . . . . . . . . . . . . . . . . . . 67
4.6 Residual SI Power for different values of PN (Time-invariant channel: hr
2 = hj
2 =
1/2; Ξ = pi/18). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1 Nodes of multiple networks (different colors) distributed in a interference region. . . 73
5.2 The node Nc receives from the nη transmitters located in the area Aη . . . . . . . . . 73
5.3 Comparison of the two methods proposed for modeling Iagg . . . . . . . . . . . . . . 81
5.4 CDF of aggregate interference for different channel access probabilities of network Υ1
(τ1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.5 CDF of aggregate interference for different transmitted power levels (PT xη ). . . . . . 83
5.6 CDF of aggregate interference for overlapped and non-overlapped scenarios. . . . . . 84
5.7 CDF of the aggregate power when Υ1 and Υ2 coexist, and considering different average
speeds of Υ2’s nodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.1 Spatial scenario considered. The SU’s sensing region is represented by the area ASR =
pi(R1i )
2. The PUs located outside the sensing region are found in the annulus area
A = pi
(
(RLo )
2 − (R1i )2
)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.2 Sensing Capacity for different levels of PU’s activity (τ): (a) high mobility scenario
(E[V] = 10.82m/s); (b) low mobility scenario (E[V] = 1.50m/s). . . . . . . . . . . . 92
6.3 A harvester node NT x receives energy from υ coexistent networks to transmit infor-
mation to the node NRx. The dashed circles represent the boundaries of the annuli
considered in the proposed model. The inner circle radius is denoted by Rη,1, and
Rη,Lη+1 denotes the outer circle radius. . . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 Throughput Rτ for the scenario considered in Figure 5.7. . . . . . . . . . . . . . . . 98
6.5 Optimal time allocation ratio c∗ for different SNR thresholds γ0 . . . . . . . . . . . . 98
6.6 A receiver Nc suffers interferece from two coexistent networks. . . . . . . . . . . . 100
6.7 Carrier-sensing range optimization: (a) Optimal carrier-sensing range; (b) Medium
access probability (Pacc) and carrier-sensing range (Rcs). . . . . . . . . . . . . . . . 103
6.8 Estimation of the residual SI for different values of KdB (Rician fading channel): (a)
KdB = 10 dB; (b) KdB = 0 dB; (c) KdB = -10 dB. . . . . . . . . . . . . . . . . . . . . 107
xviii
L I S T O F TA B L E S
2.1 Path Loss Exponents for different environments [Rap01]. . . . . . . . . . . . . . . . 11
2.2 Taxonomy of the literature based on the network type, propagation characteristics,
distribution of the nodes, and the technique used to obtain the aggregate interference. 28
3.1 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.1 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2 Parameters estimated for the model curves. . . . . . . . . . . . . . . . . . . . . . . 80
5.3 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4 Parameters estimated for the model curves. . . . . . . . . . . . . . . . . . . . . . . 82
5.5 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.6 Parameters estimated for the model curves of Iagg . . . . . . . . . . . . . . . . . . . . 86
6.1 Parameters adopted to compute the comparison results. . . . . . . . . . . . . . . . . 91
6.2 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.3 Parameters estimated for the model curves of Iagg . . . . . . . . . . . . . . . . . . . . 97
6.4 Parameters estimated for the model curves of Pout . . . . . . . . . . . . . . . . . . . 97
6.5 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.6 Parameters estimated for the model curves. . . . . . . . . . . . . . . . . . . . . . . 103
6.7 Parameters adopted in the simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 108
xix

L I S T O F S Y M B O L S
General Symbols
≈ Approximately equal to
cos(x) Cosine of the angle x
δ(.) Dirac delta function
Γ (·) Gamma function
Γ (p,x) Incomplete Gamma function
={z} Imaginary part of the complex number z
N(µ,σ2) Normal distribution with mean µ and variance σ2
<{z} Real part of the complex number z
∼ Distributed according to
sin(x) Sine of the angle x
tan(x) Tangent of the angle x
U(a,b) Continuous Uniform distribution on the interval [a, b]
Exp(λ) Exponential distribution with rate parameter λ
E[X] Expectation with respect to the random variable X
Gamma(k,θ) Gamma distribution with a shape k and a scale θ
logb(x) Base-b logarithm of x; when b is omitted it denotes the natural algorithm
Nakagami(m,Ω) Nakagami distribution with a shape m and a spread Ω
P[X] Probability of X
Var[X] Variance with respect to the random variable X
2F1 Gauss Hypergeometric function
xxi
L I S T O F TA B L E S
fX(·) Probability density function of the random variable X
j Imaginary unit
Ky(·) Modified Bessel function of the second kind with order y
MX(s) Moment-generating function of the random variable X
x∗ Optimal value of x
General PHY-layer Symbols (when η is omitted only a single network is considered)
(xNc , yNc ) Cartesian coordinates of the position of the node Nc
λη,l Node’s spatial density of the annulus l of the network η
λη Node’s spatial density of the network η
τη Individual transmission probability adopted by the transmitters of the network η
υ Number of different coexisting networks
Υη Network η, where η = 1, ...,υ
℘ Path-loss coefficient
Iη,l,i Interference power caused by node i located in the annulus l
Iη,l Interference power caused by transmitters located in the annulus l
Iη Aggregate interference caused by network Υη
Iagg Aggregate interference
nη Number of transmitters of the network η
Nc Receiver Node
PT xη Transmitted power
Xmax Length of the network area
Ymax Width of the network area
Random Waypoint Mobility Model
E[S] Expected distance traveled between two random points
E[V ] Average velocity of the nodes
E[Vwp] Average velocity of the nodes without considering pause
Tp Pause time of the mobile nodes
xxii
L I S T O F TA B L E S
Vmax Maximum velocity of the nodes
Vmin Minimum velocity of the nodes
Spatial Circular Model (when η is omitted only a single network is considered)
ρ Width of an annulus
Aη Area of the circular region
Aη,l Area of the l-th annulus
Lη Total number of annuli
Rη,l+1 Radius of the outer l-th annulus circle
Rη,l Radius of the inner l-th annulus circle
Wireless-powered Communications
c∗ Optimal time allocation ratio
γ0 Signal-to-noise ratio decision threshold
γd Signal-to-noise ratio
R Data communication rate
σ2nd Variance of the zero-mean Additive White Gaussian Noise
ς Energy conversion efficiency
c Time splitting factor
d1 Distance between the nodes NT x and NRx
Eh Energy harvested
h1 Channel coefficient from the transmitter NT x to the receiver NRx
nd Noise signal at the receiver
NRx Receiver node
NT x Harvester/transmitter node
PNT x Transmission power for information transfer
Pout Outage probability of the transmission
Rτ Throughput of the communication channel
T Total duration of the time-switching cycle
xxiii
L I S T O F TA B L E S
xc Normalized information signal transmitted by NT x
yNRx Signal received by the node NRx
Residual Self-Interference Model
(1− ) Self-interference Channel’s gain error
∆T Sample period
hˆsi(t) Estimate of the self-interference channel
hsi(t) Impulse response of the self-interference channel
ωc Angular carrier frequency
φ(t) Oscillator’s phase-noise
σ2x Variance of the self-interference signal
σ2pn Variance of the oscillator’s phase noise
τc Estimated delay of the self-interference channel
Ξ Phase cancellation error
fc Carrier frequency
hc Estimated gain of the self-interference channel
KdB Ratio between the signal power received in the direct path and the power from the
other paths
Pyrsi Residual self-interference power
xsi(t) Self-interference signal
yrsi (t) Residual/uncancelled self-interference signal
Cognitive Radio Network Model
γ Decision threshold
ε Sensing efficiency
ζ Spectral efficiency of the band
ASR Area of the SU’s sensing region
k Number of PUs located inside the SU’s sensing region
n Total number of PUs
xxiv
L I S T O F TA B L E S
n− k Number of PUs located outside the SU’s sensing region
PI Probability of a PU being located within the sensing region
PIof f Probability of not occurring any activity caused by the PUs
POSFA Probability of not occurring the SFA effect
Pof f Probability of the communication channel being available
W Channel’s bandwidth
Carrier Sense Multiple Access Network Model
γcs Carrier-sensing threshold
Ccs Carrier-sensing metric
Pacc Medium access probability
Rcs Carrier-sensing range
R∗cs Optimal carrier-sensing range
xxv

AC R O N Y M S
AC Analog Cancellation.
ACI Adjacent Channel Interference.
ADC Analog-to-Digital Converter.
AI Antenna Isolation.
AWGN Additive White Gaussian Noise.
BPP Binomial Point Process.
CCI Co-Channel Interference.
CDF Cumulative Distribution Function.
CDMA Code Division Multiple Access.
CF Characteristic Function.
CLT Central Limit Theorem.
CMOS Complementary metal-oxide-semiconductor.
CRN Cognitive Radio Network.
CSMA Carrier Sense Multiple Access.
DC Digital Cancellation.
DL Downlink.
ENOB Effective number of bits.
FFT Fast Fourier Transform.
GEV Generalized Extreme Value.
IBFDX In-Band Full-Duplex.
xxvii
AC RO N Y M S
IPP Inhomogeneous Poisson Process.
IQ In-Phase/Quadrature.
LOS Line of Sight.
LT Laplace Transform.
MAC Medium Access Control.
MAI Multiple Access Interference.
MGF Moment Generating Function.
MIMO Multiple-input multiple-output.
MLE Maximum Likelihood Estimation.
MXC Mixed-signal Cancellation.
OFDM Orthogonal Frequency Division Modulation.
PDF Probability Density Function.
PHY Physical-(layer).
PMF Probability Mass Function.
PN Phase Noise.
PPP Poisson Point Process.
PU Primary User.
PWM Probability Weighted Moments.
RC Resistor–capacitor.
RD Random Direction.
RF Radio Frequency.
RV Random Variable.
RW Random Walk.
RWP Random Waypoint.
RX Receiver.
xxviii
AC RO N Y M S
SC Sensing Capacity.
SCM Spatial Circular Model.
SFA Spatial False Alarm.
SI Self-Interference.
SIC Self-Interference Cancellation.
SNR Signal-to-Noise Ratio.
SS Spectrum Sensing.
SU Secondary User.
TX Transmitter.
UL Uplink.
WPC Wireless-powered Communications.
xxix

C
H
A
P
T
E
R
1
I N T R O D U C T I O N
1.1 Motivation and Scope
In recent years, rapid advances in wireless technology coupled with advances in chip technology
have increased the number of possible wireless applications, devices, and services. Nowadays,
wireless communications are a well-established technology that has been adopted in a plethora of
applications and scenarios, and plays an increasingly important role in our lives.
A wireless network is typically composed of multiple transmitters and receivers, spatially
scattered over some geographical region, in which each transmitter-receiver pair communicates by
establishing a wireless link, whose performance is constrained by propagation effects (e.g., path
loss, fading or shadowing).
Contrarily to the point to point wireless link approach adopted in several wireless networks,
where a dedicated channel is usually supporting an exclusive-use wireless link, in the last years
several wireless communication systems have followed a different approach. In the so called
“multiple access wireless networks”, multiple transmitters share the same communication channel
in a simultaneous way, supporting a shared-use of the wireless link. There are currently several
protocols developed by different standards organizations that can be categorized as multiple access
wireless networks. These include but not limited to Wi-Fi/IEEE 802.11, LoRa, and IEEE 802.15.4.
The non-exclusive use of the channel by multiple nodes is usually implemented through multiple
access techniques, including random channel access in the time domain. Consequently, multiple
transmissions may occur at the same time over the same frequency band, which effectively impacts
on the receiver’s performance.
The deployment of multiple access networks has also originated the deployment of various
communication networks operating in the same geographical area and spectrum space, which is
usually referred to as wireless coexistence. In wireless coexisting networks, the spectrum access
mechanisms should be designed to ensure interference management and medium access control
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mechanisms (e.g. ALOHA and Carrier Sense Multiple Access (CSMA)) that limit the interference
to the users of the coexisting networks. Thus, interference is a crucial topic in both multiple access
wireless networks and coexisting networks, since the networks’ performance is limited by the
competition of multiple transmitters/interferers [HG09].
The modeling of the interference is an important action to characterize the networks’ per-
formance, but can also be used in the analysis and design of the communication systems, the
development of interference mitigation techniques, RF planning, and the control of electromag-
netic emissions, among many others [Win+09]. Consequently, the interest in characterizing the
distribution of the aggregate interference in large multiple access wireless networks has increased
with the emergence of different types of wireless networks. Examples of these networks include
wireless sensor networks, ad hoc networks, and cognitive radio networks. Despite the increasing
interest on the analysis of these networks in recent years, the characterization of the interference
in such multiple access networks has not been studied extensively. The primary reason for this is
the high complexity associated to the modeling task. Particularly, in a network where nodes are
randomly distributed and randomly transmitting in the same channel, there might not exist a closed-
form expression for the distribution of the interference. Owing to the mathematical complexity
involved in the interference modeling task, analytical results on the distribution of the interference
exist only for a few particular classes of networks.
Motivated by the importance of the interference in multiple access networks, this thesis ad-
dresses new approaches to characterize the multiple access interference. As the interference is de-
termined by the location of the network nodes, the key challenge is to characterize the relationship
between the network topology and the interference. Recognizing that the coexistence increases the
interference modeling complexity, we are also motivated to study the intrinsic stochastic features
of each coexisting network in the interference analysis, including but not limited to different spatial
distribution of the nodes, different transmission power, and different medium access patterns.
Another disruptive topic in multiple access networks is the use of in-band Full-duplex (IBFDX)
communication schemes, in which a given node transmit and receive simultaneously over the same
frequency band. In IBFDX systems the signal being transmitted interferes with the desired received
signal at the same terminal [Dua12], which is known as self-interference (SI). When a terminal
adopts IBFDX communications in a multiple access network, the capacity of the communication
system can be doubled, compared to half-duplex communication systems [Dua12]. However,
to simultaneously transmit and receive, a terminal must separate its own transmission from the
received signal. Any residual SI will increase the receiver’s noise floor, reducing the capacity of the
terminal. IBFDX communications’ performance is limited by the amount of SI suppression. Thus,
the knowledge of the residual SI distribution is crucial to design efficient SI estimation methods,
that allow the cancellation of the residual SI in a proper way.
Knowing the importance of the SI characterization in practical IBFDX multiple access net-
works, this thesis derives the distribution of the residual SI power in a wireless IBFDX communi-
cation system, focusing on the channel estimation errors, considering different SI channels, and
taking into account low and high channel gain dynamics.
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In a nutshell, in multiple access networks or in IBFDX communication schemes, the interfer-
ence is intrinsically harmful, because it decreases the performance of the wireless communication
system. Consequently, the understanding of the stochastic properties of the interference is crucial
to improve the performance of such wireless systems and is the main motivation for the the work
presented in this thesis.
1.2 Research Question and Hypothesis
This section states the research question and its respective hypothesis. The research question is
stated as follows:
Considering a distributed network, where nodes access to a given channel according to a local
policy, i.e. without being controlled by a central node, and admitting nodes’ mobility according to
a known mobility model, how can we characterize the aggregate interference caused to a receiver
due to the multiple transmissions of the mobile nodes or due to the adoption of IBFDX communi-
cations? Furthermore, how the interference characterization can be used in real-time to provide
accurate estimates of the interference power and to solve different analytical problems in multiple
access networks?
The research question can be addressed by the following hypothesis:
The characterization of the aggregate interference can be achieved through a specific modeling
methodology that combines the stochastic properties of the node’s mobility with the stochastic
description of the propagation effects influencing each node’s transmission. Moreover, departing
from the proposed interference models, it is expected to derive low computational estimation meth-
ods able to accurately estimate the distribution of the interference with the smallest amount of
information.
1.3 Objectives
The proposed thesis aims to develop novel interference modeling methodologies capable of sup-
porting the performance analysis of challenging topics in advanced wireless networks, such as
the operation in mobile scenarios, the adoption of IBFDX communications, and the coexistence
operation of multiple networks. The goal is to develop highly accurate models requiring low
computational power.
The main objectives to be achieved in this thesis are summarized as follows:
• Develop a model to characterize the aggregate interference caused to a receiver in mobility
scenarios, where the transmitter nodes of a multiple access network are mobile;
• Propose a scheme to estimate interference in mobile scenarios;
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• Evaluate the accuracy of the proposed models and estimation schemes in mobile scenarios;
• Derive expressions for the distribution of the residual SI power for low and high channel
gain dynamics;
• Evaluate the impact of the fading channel on the distribution of the residual SI power;
• Study the phase noise (PN) effect on the distribution of the residual SI power;
• Characterize the aggregate interference caused to a fixed receiver by multiple nodes belong-
ing to different coexisting networks;
• Demonstrate different applications where the interference characterization can be employed;
• Disseminate the results in relevant scientific conferences and journals.
1.4 Contributions
The major contribution of this thesis is the design of novel non-Gaussian modeling approaches for
the aggregate interference in multi-access static and mobile wireless networks, including the SI
when IBFDX communications are adopted.
Departing from the spatial distribution of the nodes moving according to a random mobility
model, the expectation of the aggregate interference power was characterized in [Iri+15b] by
considering only the path loss effect. The Moment Generating Function (MGF) of the aggregate
interference received by a fixed central node when the interfering nodes move according to a
random mobility model was also derived, providing a theoretical approximation for the aggregate
interference distribution only considering the path loss effect [Iri+15a]. Assuming a time-varying
wireless channel due to slow and fast fading, and considering the dynamic path loss due to the
mobility of the nodes, [IO15a] presented two different methodologies to estimate the interference,
based on a maximum likelihood estimator (MLE) and a probability weighted moments (PWM)
estimator. The simulation results confirmed that the distribution of the aggregated interference may
be accurately approximated by a generalized extreme value (GEV) distribution [IO15a; Iri+16;
IO16]. The MGF of the aggregate interference was also derived considering shadowing and fast
fading propagation effects [Iri+18b], presenting a theoretical approximation for the aggregate
distribution at any location of the simulation area (instead of the center of the simulation only).
The contributions enumerated so far are presented in Chapter 3.
Considering the possibility of adopting IBFDX communications, we worked to understand the
stochastic properties of the residual SI power, and a preparatory study related with the identification
of hypothetical distributions of the residual SI power was presented in [IO18]. Using the simulated
data, we observed that known distributions are not capable of approximating the distribution of
the residual SI in an accurate way [IO18]. On the other hand, we have analyzed the impact of
the up- and down-conversion oscillator’s PN on the residual SI [Iri+18a]. To characterize the
residual SI in a theoretical way, we have derived closed form expressions for the approximation of
the residual SI power distribution, when Rician and Rayleigh fading SI channels are considered
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[IO19a]. Moreover, the distribution of the residual SI power is derived for low and high channel
gain dynamics, by considering a time-invariant and a time-variant channel, respectively [IO19a].
The contributions related with IBFDX communications are presented in Chapter 4.
Given the multi-access nature of the interferers considered in the proposed models, we use and
extend the aggregate interference models to study the coexistent interference, when two or more
different networks operate in the same spectrum. Considering the scenario where two unlicensed
networks cause interference to a primary network, we show that the distribution of the aggregate
interference caused to a licensed user of the primary network is characterized by an α-µ distribution
[Iri+19b]. Extending this contribution, we propose two different methods to characterize the
aggregate interference caused to a licensed user. The contributions described are presented in
Chapter 5.
Having characterized the interference in Random Waypoint (RWP) networks, the residual SI
in IBFDX, and the interference caused by multiple coexisting networks, we move on to different
application scenarios where the interference models can be employed. Thus, using the knowledge
of aggregate interference distribution in mobility networks, we have defined a new sensing capacity
(SC) metric for cognitive radio networks (CRNs) with multiple mobile primary users (PUs) [IO15b;
IO17]. The second application investigated the performance of wireless-powered communications
(WPC) when the energy is harvested from multiple static and/or mobile wireless coexisting net-
works. Benefiting from the derivation of coexistence interference, the distribution of the harvested
energy from multiple energy sources belonging to different coexisting networks was studied. Ad-
mitting that the harvester node acts as a transmitter after the energy harvesting period, we derived
the outage probability and studied the throughput achieved by the harvester node, identifying the
optimal energy harvesting time allocation having into account the mobility of the mobile networks.
The third application derived a method to compute the optimal carrier-sensing range in a CSMA
network. To investigate the optimal carrier-sensing range we have defined an utility function that
takes into account the medium access probability of the node, and the carrier-sensing range. The
optimal carrier-sensing range is identified for two different scenarios, considering the cases when
the coexisting networks are spatially overlapped or non-overlapped. The fourth application derived
a method to estimate the residual SI power in a IBFDX system. Considering the case when the
channel gain is time-varying, admitting a Rician fading SI channel, we derive a estimation method
for the distribution of the residual SI with a set of samples. These contributions are presented in
Chapter 6.
The list of publications during the PhD period are as follows:
Journal Papers:
[Iri+19a] L. Irio, R. Oliveira and D. B. da Costa, “Highly Accurate Approaches for the In-
terference Modeling in Coexisting Wireless Networks.”, IEEE Communications Letters,
Jun. 2019.
[IO19a] L. Irio and R. Oliveira, “Distribution of the Residual Self-Interference Power in In-
Band Full-duplex Wireless Systems.”, IEEE Access, Apr. 2019.
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[Iri+18b] L. Irio, A. Furtado, R. Oliveira, L. Bernardo and R. Dinis, “Interference Char-
acterization in Random Waypoint Mobile Networks.”, IEEE Transactions on Wireless
Communications, Nov. 2018
[Iri+16] L. Irio, D. Oliveira and R. Oliveira, “Interference Estimation in Wireless Mobile
Random Waypoint Networks.”, Telfor Journal, 2016.
[Iri+15a] L. Irio, R. Oliveira and L. Bernardo, “Aggregate Interference in Random Waypoint
Mobile Networks.”, IEEE Communications Letters, Mar. 2015.
[Fur+16] A. Furtado, L. Irio, R. Oliveira, L. Bernardo and R. Dinis, “Spectrum Sensing Perfor-
mance in Cognitive Radio Networks with Multiple Primary Users.", IEEE Transactions
on Vehicular Technology, Feb. 2015.
Conference Papers:
[Iri+19b] L. Irio, R. Oliveira and D. B. da Costa, “Interference Analysis for Secondary Coexis-
tence in Licensed Networks”, IEEE Global Communications Conference (GLOBECOM),
Waikoloa, United States, Dec. 2019.
[IO19b] L. Irio and R. Oliveira, “Modeling the Interference Caused to a LoRaWAN Gateway
Due to Uplink Transmissions”, 11th International Conference on Ubiquitous and Future
Networks (ICUFN), Zagreb, Croatia, Jul. 2019.
[IO18] L. Irio and R. Oliveira, “On the Impact of Fading on Residual Self-Interference Power
of In-Band Full-Duplex Wireless Systems”, 14th International Wireless Communications
& Mobile Computing Conference (IWCMC), Limassol, Cyprus, Jun. 2018.
[Iri+18a] L. Irio, R. Oliveira and LB. Oliveira, “Characterization of the Residual
Self-Interference Power in Full-Duplex Wireless Systems.”, IEEE International Sympo-
sium on Circuits and Systems (ISCAS 2018), Florence, Italy, May 2018.
[Rib+18] A. Ribeiro, L. Irio and R. Oliveira, “The Impact of Phase-Noise on the Communica-
tion System Receivers.”, 2018 International Young Engineers Forum (YEF-ECE), Caparica,
Portugal, May 2018.
[IO17] L. Irio and R. Oliveira, “Impact of Mobility in Spectrum Sensing Capacity.”, Interna-
tional Conference on Cognitive Radio Oriented Wireless Networks (CROWNCOM 2017),
Lisbon, Portugal, Sep. 2017.
[IO16] L. Irio and R. Oliveira, “Real-Time Estimation of the Interference in Random Way-
point Mobile Networks.”, Doctoral Conference on Computing, Electrical and Industrial
Systems (DoCEIS 2016), Caparica, Portugal, Apr. 2016.
[IO15a] L. Irio and R. Oliveira, “Interference Estimation in Wireless Mobile Random Way-
point Networks.”, Telecommunications Forum (Telfor 2015), Belgrade, Serbia, Nov. 2015.
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[Iri+15b] L. Irio, A. Furtado, R. Oliveira, L. Bernardo and R. Dinis, “Path Loss Interfer-
ence in Mobile Random Waypoint Networks.”, European Wireless (EW 2015), Budapest,
Hungary, May 2015.
[IO15b] L. Irio and R. Oliveira, “Sensing Capacity of Cognitive Radio Mobile Ad Hoc Net-
works.”, IEEE Wireless Communications and Networking Conference (WCNC 2015), New
Orleans, USA, Mar. 2015.
[Fur+14b] A. Furtado, M. Luís, L. Irio, R. Oliveira, R. Dinis and L. Bernardo, “Detection of Li-
censed Users’ Activity in a Random Access Ultra Wideband Cognitive System.”, IEEE
International Conference on Ultra-Wideband (ICUWB 2014), Paris, France, Sep. 2014.
[Fur+14a] A. Furtado, L. Irio, R. Oliveira, L. Bernardo and R. Dinis, “Characterization of the
Spatial False Alarm Effect in Cognitive Radio Networks.”, International Conference on
Computer Communications and Networks (ICCCN 2014), Shanghai, China, Aug. 2014.
[Bra+14] B. Branco, F. Ganhão, L. Irio, L. Bernardo, R. Dinis, R. Oliveira, P. Amaral and
P. Pinto, “SC-FDE Femtocell Energy Saving using IB-DFE Interference Cancellation
Techniques.”, International Conference on Telecommunications (ICT 2014), Lisbon, Portu-
gal, May 2014.
1.5 Document Structure
This thesis comprises seven chapters (introduction, five core chapters and conclusion), which are
organized in several sections and subsections. Figures, tables, and equations, presented throughout
these chapters are numbered as (x.y), where x refers to the chapter number and y to the respective
order number.
The outline and the original contributions of each chapter are as follows:
• Chapter 2 provides an extensive literature review. This chapter is divided into three sections.
The first section presents the current path loss models, describes the fading effects in a mobile
communication channel and shows the different probability distributions to characterize the
fading channel in a statistical approach. The second section starts by introducing the different
types of interference occurring in a wireless system, and then describes the different methods
to characterize the aggregate interference in multiple access wireless networks. Section 2.3
introduces the SI problem, presents the SI cancellation techniques, and shows how it is
possible to describe the Residual SI.
• Chapter 3 characterizes the wireless interference of a mobile network, when the nodes move
according to the RWP model and considering the path loss, fast fading and shadowing
effect. Two different estimators are also proposed to quickly estimate the distribution of
the aggregate interference power. Results from several simulations are compared with the
theoretical characterization, evaluating the accuracy of the proposed approaches.
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• Chapter 4 develops a theoretical analysis of the residual SI power, which represents the
amount of uncanceled SI due to channel estimation errors at the analog cancellation (AC)
process. Specifically, closed form expressions are derived for the approximation of the
residual SI power distribution, when Rician and Rayleigh fading SI channels are considered.
The distribution of the residual SI power is also derived for low and high channel gain
dynamics, by considering the cases when the SI channel gain is time-invariant and time-
variant. In addition, this chapter presents different simulation results to show the influence
of the channel dynamics on the distribution of the SI power.
• Chapter 5 presents two different methods to characterize the aggregate interference power
caused by multiple networks coexisting in the same channel. The first method, described
in Section 5.4, approximates the aggregate interference by assuming that the interference
caused by the transmitters located on a given annulus of the spatial region can be approxi-
mated by a Gamma distribution. The second method presented in Section 5.5, proposes a
highly accurate approximation based on the α−µ distribution, which holds for the entire spa-
tial region of each coexisting network. The accuracy of both methods are assessed through
simulations in Section 5.6.
• Chapter 6 shows different applications of the interference models presented in Chapters
3, 4, and 5. Section 6.1 characterizes the SC of CRNs considering multiple mobile PUs.
Section 6.2 evaluates the impact of WPC when energy is harvested from multiple static
and/or mobile wireless coexisting networks. Section 6.3 derives a method to compute the
optimal carrier-sensing range in a CSMA network. In Section 6.4 it is presented a method
to estimate the residual SI power in a IBFDX system.
• Chapter 7 presents the conclusions of this thesis as well as some directions for future work.
• Appendix A details the mathematical derivation used to support the Poisson approximation
in the spatial circular model (SCM).
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This chapter presents an overview of the literature and is divided into three sections. Section 2.1
recaps the basics of path loss models, reviews the fading effects in a mobile communication channel
and shows the different probability distributions that characterize the fading channel in a statistical
approach. Section 2.2 introduces the different types of interference that can be experienced in a
wireless system, and summarizes the main methods proposed so far to characterize the aggregate
interference in multiple access wireless networks. Section 2.3 revisits the SI problem in IBFDX
communication systems, presenting a brief overview of the main cancellation techniques and
methods that help to model the Residual SI.
2.1 Propagation Effects
2.1.1 Path Loss Models
A signal transmitted via a radio channel is affected by path loss (signal power attenuation), which
depends on the distance between transmitting and receiving radio antennas. Path loss is also
influenced by terrain contours, environment (urban or rural, vegetation), propagation medium (dry
or moist air), the height and location of antennas and the frequency of the signal.
We define the path loss of the channel as the ratio of transmit power to receive power,
PL =
PT x
PRx
, (2.1)
where PT x and PRx denote the transmitted and received power in Watts [W ], respectively.
The path loss may also be expressed in decibels (dB) as follows
PL[dB] = 10log10
(
PT x
PRx
)
. (2.2)
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Free Space Model
In the free space propagation model it is assumed that a radio wave travels in free space, with a
direct line of sight (LOS) from the transmitter (TX) to the receiver (RX) without being affected
by any obstacles. This scenario predicts that the received power falls off inversely proportional to
the square of the distance d (in meters) between the transmit and receive antennas. Friis free space
equation is given by [Rap01],
PRx = PT xGT xGRx
( λ
4pid
)2
, (2.3)
where GT x is the TX antenna gain, GRx is the receiver antenna gain and λ is the wavelength in
meters.
From (2.3), expressions that describe the mean path loss in linear and logarithmic scales, may
easily be found as
PL =
1
GT xGRx
( λ
4pid
)−2
, (2.4)
and
PL[dB] = −10log10
[
GT xGRx
( λ
4pid
)2]
. (2.5)
In (2.4) it can be seen that the mean path loss, PL, increases with the square of the distance
d. In the logarithmic domain given by (2.5), this corresponds to a 20 dB decrease in the received
power PRx per decade increment of the antenna separation distance d.
Two-Ray Model
The two-ray propagation model considers a direct path and a reflected path from the surface of
the earth. In this case, the received signal consists of two components: the transmitted signal
propagating trough free space (LOS component) and the transmitted signal reflected off the ground
(reflected component). On an ideal reflecting surface many reflections occur, but only one ray has
the angle of incidence, such that the reflection is reaching the receiving antenna. For this specific
case, the following expressions in the linear and logarithmic domains, respectively, are derived as
[Rap01]
PL =
1
GT xGRx
(
hT xhRx
d2
)−2
, (2.6)
PL[dB] = −10log10
GT xGRx (hT xhRxd2
)2 , (2.7)
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where hT x and hRx denote the height of the transmitting and receiving antennas (in meters). In
(2.6) it can be seen that the mean path loss, PL, increases with the fourth power of the antenna
separation distance d.
Log-distance Model
The majority of propagation models indicate that the average received power decreases logarithmi-
cally with distance, both in outdoor or indoor radio channels. Therefore, a very common approach
to find simple models for different environments is to incorporate linear regression in the loga-
rithmic domain. The Log-distance model for a specific environment may be obtained as follows
[Rap01]
PL[dB] = PL(d0) + 10℘ log10
(
d
d0
)
, (2.8)
where ℘ is the path loss exponent and d0 is the close-in reference distance. The average path
loss at the close-in reference distance, PL(d0), may be obtained using the free space model (see
equation (2.5)), or from field measurements at distance d0. Typical values for d0 in macro, micro
and picocells are 1 km, 100 m and 1 m, respectively. The reference distance should always be in
the far field of the antenna, to avoid near-field effects. Table 2.1 shows typical path loss exponents
for different radio environments [Rap01].
Table 2.1: Path Loss Exponents for different environments [Rap01].
Environment Path Loss Exponent, ℘
Free space 2
Urban area cellular radio 2.7 to 3.5
Shadowed urban cellular radio 3 to 5
In building LOS 1.6 to 1.8
Obstructed in building 4 to 6
Obstructed in factories 2 to 3
2.1.2 Fading
In wireless communications, the term small-scale fading, or simply fading, refers to the rapid
fluctuations of the received signal power. Fading is caused by refraction, reflection, diffraction,
scattering and attenuation of radio waves. Fading effects in a mobile communication channel can
be classified as [Rap01]:
• Fading effects due to multipath time delay spread;
• Fading effects due to Doppler spread.
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2.1.2.1 Fading effects due to multipath time delay spread
Multipath fading is the propagation phenomenon that results in radio signals reaching the receiving
antenna by two or more paths. These multipath components have different amplitudes, phases, an-
gles of arrival and time delays. Multipath propagation causes time dispersion, and consequently the
time spreading provokes fading, causing the degradation of the transmission. The time spreading
due to multipath may be quantified using the following parameters [Rap01]:
• Delay spread (Tm): The delay spread is a fundamental parameter in the characterization of
the multipath fading, which characterizes the time between the first and the last received
component.
• Coherence bandwidth (Bc): The coherence bandwidth is related to the inverse of delay
spread. Within the coherence bandwidth, Bc, all frequency components of the transmitted
signal are similarly affected, i.e., they experience the same attenuation and linear phase shift.
Fading due to multipath may be classified as [Rap01]:
• Flat fading: Occurs when the symbol time duration, Ts, is greater than the delay spread,
Tm (i.e. Ts > Tm). In this case all multipath components of a transmitted symbol arrive
within the symbol duration and the channel exhibits flat fading. In the frequency domain,
a transmitted signal experience flat fading if the radio channel is linear over a coherence
bandwidth, Bc, that is greater than the bandwidth, Bs, of the transmitted signal (i.e. Bc > Bs).
• Frequency selective fading: Occurs when the delay spread, Tm is greater than the symbol
time duration, Ts (i.e. Ts < Tm). In this case the received multipath components of a
symbol arrive outside the symbol duration and intersymbol interference (ISI) distortion is
introduced. In the frequency domain, the bandwidth of transmitted signal (Bs) is greater
than the coherence bandwidth (Bc) of the channel (i.e. Bc < Bs). Consequently, different
frequency components of the signal experience different fading and the channel introduces
frequency selective fading, i.e., the channel does not affect the signal’s spectral components
equally.
Figure 2.1 shows the classification of small-scale fading due to multipath delay spread.
Figure 2.1: Classification of small-scale fading according to multipath delay spread.
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2.1.2.2 Fading effects due to Doppler spread
Considering that exists relative motion between the transmitter and the receiver, the multipath
propagation phenomena will be a time varying function. Coherence time and Doppler spread may
be used to quantify the nature of the channel [Rap01]:
• Coherence time (Tc) : Coherence time, Tc, is the time duration over which the channel
impulse response is time invariant. Signals separated in time by the coherence time have
independent fading.
• Doppler spread (BD): When a pure sinusoidal tone of frequency fc is transmitted in multipath
environment, the received signal spectrum, called Doppler spectrum, will have components
in the range fc − fD to fc + fD , due to Doppler shift, fD . The Doppler spread is the width of
the Doppler spectrum.
Small-scale fading based on Doppler spread can be classified as [Rap01]:
• Slow fading: Occurs when the coherence time of the channel, Tc, is greater than the symbol
time duration, Ts (i.e. Tc > Ts). The channel exhibits slow fading if the channel impulse
response changes at a rate much slower than the transmitted symbol time. In the frequency
domain, the signal bandwidth is greater then the Doppler spread (i.e. Bs > BD), and in that
case the effects of Doppler spread are negligible at the receiver.
• Fast fading: Happens when the coherence time duration Tc, in which the channel has a
correlated behavior, is shorter than the symbol time duration Ts (i.e. Tc < Ts). In this
case the channel impulse response changes rapidly within the symbol time duration. In the
frequency domain, the signal bandwidth is less than the Doppler spread (i.e. Bs < BD). The
signal distortion due to fast fading increases with increasing Doppler spread relative to the
bandwidth of the transmitted signal. In practice, fast fading only occurs for very low data
rates.
Figure 2.2 shows the classification of small-scale fading due to Doppler spread.
Figure 2.2: Classification of small-scale fading according to Doppler spread.
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2.1.2.3 Modeling fading channels
Depending on the nature of the radio propagation environment, there are several probability distri-
butions to characterize the fading channel in a statistical approach [SA05].
Rayleigh model
Rayleigh distribution is used to model multipath fading, when all the multipath components arrive
at the receiver with identical signal amplitude (without a dominant path) [SA05].
To derive the statistical characteristics of the received signal that is due to the superposition of
partial waves, it is assumed that the received signal is defined as [Gol05]
r(t) =<

 N∑
n=0
αn(t)e
−jφn(t)
ej2pifct
 = rI (t)cos(2pifct) + rQ(t)sin(2pifct), (2.9)
where αn is the amplitude of nth multipath component, N is the number of multipath components,
φn is the relative phase, and fc is the carrier frequency.
The In-phase/Quadrature (IQ) components are given by [Gol05]
rI (t) =
N∑
n=0
αn(t)cos(φn(t)) (2.10)
and
rQ(t) =
N∑
n=0
αn(t)sin(φn(t)). (2.11)
For a large number of multipath components, N , according to Central Limit Theorem, the IQ
components are Gaussian distributed random variables (RVs).
If IQ components are zero-mean Gaussian variables, distributed according to N(0,σ2), then
the signal envelope is Rayleigh distributed [PS07]. Signal envelope in relation to IQ components
can be written as [Gol05],
z(t) = |r(t)| =
√
rI (t)
2 + rQ(t)
2, (2.12)
and the Rayleigh distributed signal envelope can be written as [SA05]
PZ(z) =
z
σ2
e−
z2
2σ2 . (2.13)
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Rician model
In contrast to Rayleigh fading, if the channel has a fixed line of sight component, which can
represent the dominant multipath signal component, the multipath fading may be approximated by a
Rician distribution [Gol05]. Then in-phase (rI (t)) and quadrature phase (rQ(t)) components are not
zero-mean random variables, and the signal envelope should be characterized by the superposition
of a LOS component and a complex Gaussian component. The probability density function (PDF)
of Rician fading envelope can be written as [Gol05]
PZ(z) =
z
σ2
e−
z2+A2
2σ2 I0
(Az
σ2
)
, (2.14)
where the parameter A denotes the peak amplitude of the dominant signal and I0(.) is the modified
Bessel function of the first kind and zero-order. Note that, when the amplitude of the dominant
signal decreases (A→ 0), the Rician distribution is equivalent to a Rayleigh distribution [Rap01].
Nakagami-m model
Nakagami-m fading is a more generalized way of modeling small-scale fading and can be trans-
formed into a Rayleigh or a Rician fading model through the assignment of appropriate parameter
values in the distribution [Gol05]. The Nakagami-m fading distribution is given by [Nak60]
PZ(z) =
2mmz2m−1
ΩmΓ (m)
e−mz
2
Ω , (2.15)
where the signal amplitude is denoted by z ≥ 0, m is the Nakagami-m fading parameter, which
ranges from 1/2 to ∞, Ω is the average fading power (E(z2)), and Γ (.) is the Gamma function.
The parameter m, that determines severity of fading can be expressed as [PS07]
m =
E2[z2]
E[(z2 −E[z2])2] ,m ≥
1
2
. (2.16)
By setting m = 1, (2.15) reduces to a Rayleigh distribution [PS07]. Finally, the Nakagami-m
distribution frequently gives the best fit to land-mobile and indoor-mobile multipath propagation
environment [SA05].
Lognormal shadowing model
Slow variations around the mean signal level due to the shadowing from hills, buildings or other
large obstacles is commonly referred to as shadowing. The most common model for this additional
attenuation is the Lognormal shadowing model, where the amplitude of the attenuation (z) follows
a standard Lognormal distribution given by [SA05],
p(z) =
ξ√
2piσzdBψ
e
− (10log10 z−µzdB)22σ2zdB

, z > 0, (2.17)
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where ξ = 10ln10 , µzdB is the mean of zdB = 10log10 z in dB and σzdB is the standard deviation
of zdB, also in dB.
2.2 Interference in wireless networks
The interference experienced in a wireless system may be classified in different types:
• Self-interference;
• Multiple access interference (MAI);
• Co-channel interference (CCI);
• Adjacent channel interference (ACI).
Self-interference
The SI is caused when a node transmits and receives simultaneously in the same frequency band.
If not canceled, the transmitted signal is jointly received with the signal to decode from other
transmitter(s). Usually, the transmitted signal power is few orders of magnitude larger than the
received signal power from other nodes. Thus, when a node transmits and receives simultaneously
in the same channel, the received signal is overshadowed by the transmitted signal of the node
itself [Rii+11].
Multiple access interference
Multiple access interference (MAI) is a type of interference caused by multiple transmitting nodes
using the same frequency allocation at the same time to a single receiver. The MAI can represent
a significant problem if the power level of the desired signal to decode is significantly lower than
the power level of the aggregate interference caused by the multiple nodes that are simultaneously
transmitting [MP02].
Co-channel interference
The CCI is the interference mutually caused by the links that reuse the same wireless channel,
which is due to the frequency reuse in cellular networks. In cellular systems CCI is also known
as inter-cell interference. The frequency spectrum is a precious resource that is divided into non-
overlapping spectrum bands that are assigned to different cells. However, after certain geographical
distance, the frequency bands are reused, i.e. a given spectrum band is reassigned to several distant
cells. Thus, signals at the same frequencies (co-channel signals) arrive at the receiver from the
undesired transmitters located (far away) in some other cells and cause underperformance on the
receiver side [YP03].
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Adjacent channel interference
Adjacent channel interference (ACI) is the interference between links that communicate geograph-
ically close to each other using neighboring frequency bands. ACI is mainly due to electronic
impairments, which may cause inadequate filtering, improper tuning or poor frequency control
[Nac+08].
2.2.1 Multiple access interference modeling
In a wireless network composed of several spatially distributed nodes, different issues affect the
nodes’ communication, such as the wireless propagation effects, network interference and thermal
noise. The propagation effects include path loss, shadowing and multipath fading. The network
interference is due to the aggregation of signals radiated by other transmitters, which involuntarily
affect the receiving nodes in the network. The thermal noise is due to the thermal agitation of
electrons in the circuitry and is typically modelled as Additive White Gaussian Noise (AWGN)
[Win+09].
Interfering nodes (transmitters) are defined as the set of terminals that are transmitting within
the frequency band of interest, during the time interval of interest (e.g., a symbol or packet time),
and hence are effectively contributing to the interference.
The modeling of network interference in wireless networks plays an important role in several
applications, ranging from localization [Pah+02], security [GN08], spectrum sensing [Rab+11]
and others. The importance of characterizing the interference generated by a wireless network has
increased with the emergence of spectrum sharing, cognitive radio, and the needs introduced by
multiple access networks (e.g. carrier sensing and medium access probability).
A model for aggregate interference should consider the following physical parameters, which
play an important role at different domains [Win+09]:
• the spatial distribution of the interferers scattered in the network;
• the transmission characteristics of the interferers, such as modulation, power and synchro-
nization;
• the propagation characteristics of the medium, such as path loss, shadowing and multipath
fading.
Spatial distribution of the nodes
The spatial distribution of the nodes (interferers) in wireless networks impacts on the characteri-
zation of the aggregate interference, particulaly when no power control schemes are adopted. The
location and number of the nodes can be modeled by a deterministic or stochastic spatial distribu-
tion. Deterministic distributions of the nodes are applicable if the exact locations and number of
nodes are known or if the nodes are located according to a specific structure. Deterministic models
include square, triangular, and hexagonal lattices in the two-dimensional plane [HG09]. However,
it is more convenient to model the distribution of the nodes stochastically. The stochastic model
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most commonly used to approximate the spatial distribution of the nodes of a wireless network is
the Poisson Point Process (PPP) [HA07; Hea+13; PW07; Win+09].
Considering the spatial distribution of the nodes modeled as a homogeneous Poisson process in
the two-dimensional infinite plane, the probability of finding n nodes located in a region R depends
only on the total area AR of the region and, is given by [PP02]
P {n in R} = (λAR)
n
n!
e−λAR , (2.18)
where λ is the spatial density of the nodes, in nodes per unit area.
Nodes’ mobility
In several real world scenarios the nodes are moving, which introduces the need for a mobility
model in a simulation environment. Several mobility models have been investigated in the last
years, with a diversity of different approaches and solutions.
One of the most adopted mobility model in research on wireless networks is the RWP mobility
model [Bet+03; Bet+04]. In a RWP mobility scenario n nodes move in a region defined by the
area Xmax×Ymax. Each node is initially placed in a random position (x,y). The position is sampled
from the uniform distributions represented by x ∼ U(0,Xmax) and y ∼ U(0,Ymax). (x, y) represents
the starting point. The ending point, (x′, y′), is also uniformly chosen as the starting point (i.e.
x′ ∼ U(0,Xmax) and y′ ∼ U(0,Ymax)). A node uniformly chooses the velocity V ∼ U(Vmin,Vmax)
to move from the starting point to the ending point. After reaching the ending point (x′, y′), a
node randomly chooses a pause duration (Tp), and remains stopped at the ending point during
this period of time. After elapsing Tp, a node uniformly chooses a new velocity value to move to
another ending point uniformly chosen. After reaching the ending point a node repeats the same
cycle as many times as required. Each node moves independently from other nodes.
Another frequently used approach is the random direction (RD) model [Bet01]. A node moving
according to the RD model is generally described by a stochastic process. Each node has an initial
directionφ(t = 0) which is chosen from a uniform distribution (i.e. φ ∼ U(0,2pi)). A node chooses
a direction angle φi and then moves with speed Vi for a certain movement time Ti . After pausing
for a period of time Tp it starts over. Similar to the RWP model, each node moves independently
from other nodes.
A different approach is the random walk (RW) mobility model. This mobility model is strongly
connected to Brownian motion. Its main application is in modeling the movement of users in a
cellular network. Here, a node located in a certain cell is able to move to a predefined number of
neighboring cells. In each time step the node stays within its cell with a given probability or moves
to one of the neighboring cells with a given transition probability. This process is usually modeled
via a Markov chain [CS01; Jab+98].
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2.2.1.1 Characterization of the aggregate interference
In [HG09], the authors derive results for the interference characterization in wireless networks.
The total aggregate interference can be seen as the summation of the received power of each active
transmitter. Specifically, in [HG09] the total interference power received by the node Nc located
in the centre of an annulus l (see figure 2.3) is expressed by
I =
nl∑
i=1
Ii , (2.19)
where Ii is the interference caused by the i-th node, and nl is the total number of nodes located in
the annulus.
Figure 2.3: Aggregate interference caused to Nc by the hypothetical transmitters {N1, N2, ..., Nk}
located in the interference region.
The interference power Ii is given by
Ii = PT xψir
−℘
l , (2.20)
where PT x is the transmitted power level of the i-th node, ψi represents the fading and shadowing
gain observed in the channel between the RX and node i. rl represents the distance between the
i-th interferer and the RX. ℘ represents the path loss coefficient.
Attenuation models
Another important factor affecting the characterization of the aggregate interference is the distance-
dependent attenuation model. The relevant models may be categorized into two categories: singular
(unbounded) and non-singular (bounded) models. In singular models, the function that is used to
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reflect the distance-dependent attenuation goes to infinity when the distance between the receiver
and the interferer is zero. On the other hand, the non-singular models avoid this singularity by not
allowing the interferer to be placed close to the receiver, or by using a function that does not have
a singularity at zero. The following distance-dependent attenuation models are usually considered
[GH08; HG09]:
• Singular model: g(x) = |rl |−℘;
• Non-singular model: g(x) = (1 + |rl |℘)−1.
[SS90] characterizes the aggregate interference of a wireless network assuming that the spatial
distribution of interferers follows a PPP and use singular distance-dependent attenuation model.
Under these assumptions, the characteristic function (CF) of the aggregate interference is obtained
in a closed-form expression, and through the CF the authors conclude that the aggregate interfer-
ence power is an alpha-stable RV . Other works investigate the aggregate interference in wireless
networks using PPP and non-singular models [Lic+10; Vu+09].
The authors in [GH08] show that when the path loss model is singular, the interference can
be approximated by an heavy tail distribution, irrespective of the fading distribution, and when
the path loss model is bounded, the interference tail can be approximated by the tail of fading
distribution. However these results are only observed for non-mobile networks.
Guard zone
In wireless networks, it is necessary to suppress transmissions of the nodes close to the desired
receiver in order to improve the receiver’s capacity. The exclusion zone around the receiver is also
known as the guard zone, which usually represented by a disc around the receiver, within which
no interfering transmitters are allowed [HA07].
The guard zone of node Nc, b(Nc,D), is a disc of radius D around Nc, as illustrated in Figure
2.4. In this example, the guard zone around the receiver Nc indicates that the node N1 must avoid
transmitting while the {N2, N3, ..., Nk} outside the receiver’s guard zone are allowed to transmit.
The guard zone of radius D encircling the receiver limits the aggregate interference by inhibit-
ing the nearby dominant interferers within the disc b(Nc,D). Therefore, there is a tradeoff between
interference suppression and the spatial reuse of the band, which can be modified by appropriately
choosing the guard zone size in order to maximize spatial reuse [HA07].
Gaussianity of the distribution of the aggregate interference
The most common approach to model the interference is approximating the distribution of the
aggregate interference as a Gaussian random variable, since the aggregate interference can be
considered as the sum of a large number of independent interference signals, and thus the central
limit theorem (CLT) applies. However, some observations in literature suggest that this Gaussian
approximation is not valid, particularly when there are dominant interferers, due to the near-far
effect [Win+09].
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Figure 2.4: Example of a guard zone in a simple network.
The authors in [CH01] consider the interference in a code division multiple access (CDMA)
network and show that the distribution of the aggregate interference from users in other cells is
Gaussian distributed if there is a large number of interfering users in the vicinity of the receiving
cell. The authors in [EE99] also consider the aggregate interference in a CDMA network and show
that the distribution of the aggregate interference converges to a Gaussian distribution when the
average number of interferers in a cell goes to infinity. It is indicated in [GH08],“the Gaussian
distribution is a bad approximation for the distribution of the aggregate interference when the
node density is low”. Based on simulation results, [HA07] shows that the Gaussian approximation
could be acceptable when there is a wide-enough exclusion region (with no interferers) around
the receiver. In [AY10], the authors studied the Gaussian convergence of the distribution of
the aggregate interference and showed that an increase in the size of the exclusion region, and
consequently in the number of interferers, brings the distribution of the aggregate interference
closer to the Gaussian distribution. Increasing the active node density has a similar effect. However,
the convergence is faster with the increase in the size of the exclusion region compared with the
increase of the density of active nodes (transmitters). In contrast, channel fading causes divergence
from Gaussianity. Shadow fading typically causes more divergence, as compared with multipath
fading [AY10].
In most mobile scenarios, the aggregate interference can not be modeled by a Gaussian distri-
bution. However, a different conclusion is taken in [Zha+13], which considers a mobile ad hoc
network where the nodes move according to the RD model. The PDF of the distance between
any pair of nodes is used to characterize the aggregate interference due to path loss. Since a static
receiver is assumed in the RD model, the distances between interferers and the receiving node can
be regarded as independent RVs, and the CLT applies. In this case, a Gaussian modeling approach
can be used.
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Non-Gaussian modeling approaches
In the majority of wireless scenarios the characterization of the aggregate interference is a complex
task and most of the times the aggregate interference can not be approximated by a Gaussian
distribution. Several works characterize the aggregate interference in non-Gaussian conditions
[Gul+12; PW10; Win+09]. In [Gul+12] the interference caused by multiple nodes is modeled
by an alpha stable distribution. While no mobility is assumed, the authors consider random
transmission durations, which can also be interpreted with respect to the varying user mobility.
The static and highly mobile network models are included as special cases in the network model by
appropriately choosing the random transmission duration distribution. Thus, the authors observed
that the temporal dependence in interference increases as the user mobility decreases and/or the
total transmission time increases.
Mainly due to the complexity of non-Gaussian modeling approaches, aggregate interference
modeling in mobile scenarios has received limited attention. The use of statistical information
related with the mobility of the interferers in the interference modeling was only carried out in two
works [GH14; Yar+08]. In [Yar+08] the interference is caused by static nodes and the mobility of
the terminals only causes a time-varying displacement with respect to the different cells. [GH14]
assumes that interferers may move according to the RWP mobility model, but only the contribution
from the nearest interferer to the receiver is considered, neglecting the contribution of the nodes
farther away.
Methods to characterize the aggregate interference
In the current literature, it is often assumed that the wireless networks have a random network
topology. However, only particular combinations of spatial node distributions, path loss models
and receiver locations have been characterized in terms of the PDF of the aggregate interference
[ElS+13]. For example, a finite number of interferers together with certain fading distributions,
such as Rayleigh, Lognormal or Gamma, allow exploiting a vast amount of literature on the sum
of RVs [Alo+01; HB05; Kar+06; Meh+07; Mos85]. In the general case, the PDF is unknown and
aggregate interference is typically characterized through the Laplace Transform (LT), the CF or
the Moment Generating Function (MGF) [ElS+13].
In the literature, there are two main techniques adopting the LT, the CF, or the MGF in order
to characterize the aggregate interference [ElS+13]:
Technique 1: Inversion
In this technique, the LT, the CF, or the MGF is inverted to obtain the PDF of the interference
[Pin+09; Win+09]. Due to the complex nature of the expressions for the LT, the CF, or the MGF,
usually the PDF of the aggregate interference cannot be obtained in closed form. This technique
is only useful for very special cases of PPP where the expressions for the LT, the CF, or the MGF
are invertible or match the LT, the CF, or the MGF of a known distribution [Pin+09; Win+09];
otherwise, inversion is done numerically [Ina+09].
Technique 2: Resort to the Approximation of the PDF of the Aggregate Interference
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In this technique, the PDF of the aggregate interference power is approximated by one of
the known PDFs. The parameters of the approximate PDF are obtained via the LT, the CF, or
the MGF. For instance, if the PDF of the aggregate interference is approximated by the Gamma
distribution, then the mean and the standard deviation will be obtained from LT, the CF, or the MGF
of the aggregate interference. This method is often referred to as the moment-matching method
[BS98]. In the literature, different papers used different PDFs according to the particularities of the
problem and the results are usualy verified via simulations. In [HA07], the aggregate interference
was approximated via a Gaussian distribution. In [Rab+11], the PDF of aggregate interference
power was approximated by a truncated stable distribution.
Based on the methods mentioned above, the aggregate interference in a Poisson field of inter-
ferers was first studied in [SS90]. This work assumes that the transmitted power is fixed, and no
fading is considered. The technique described in [SS90] consists of two steps:
1. The authors first consider a finite network, a disk of radius a centered at the origin, and
subject to a fixed number of nodes located in the finite disk (which can be stated as a
conditional probability). The nodes’ locations are considered as being independent and
identically distributed.
2. Then the authors de-condition on the (Poisson) number of nodes and let the disk radius go
to infinity.
Step 1: Consider that the interference (Ia) from the nodes located within distance a of the
origin (b(o,a)) is given by
Ia =
∑
x∈Φ∩b(o,a)
g(|x|), (2.21)
where Φ is a point process of interferers and g(x) is the path loss law. Let ϕ be the CF of Ia, i.e.
ϕIa(w), E(e
jwIa). (2.22)
Conditioning on having k nodes in the disk of radius a, by the law of total expectation,
ϕIa(w) = E
(
E
(
ejwIa |Φ(b(o,a)) = k
))
. (2.23)
Given that there are k points in b(o,a), the distribution of their locations is that of k independent
and identically distributed points with uniform 2-D distribution. If R is the distance to the origin
of a point that is uniformly distributed in b(o,a), then the probability density of R is given by
fR(r) =

2r
a2
0 < r < a
0 otherwise
(2.24)
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and the CF of the k independent RVs is the product of the k individual CFs, we have
E
(
ejwIa |Φ(b(o,a)) = k
)
=
(∫ a
0
2r
a2
ejwg(r)dr
)k
. (2.25)
Step 2: The probability of finding k nodes in b(o,a) is given by the Poisson distribution, thus
the CF of Ia is given by
ϕIa(w) =
∞∑
k=0
(λpia2)ke−λpia2
k!
E
(
ejwIa |Φ(b(o,a)) = k
)
. (2.26)
Replacing (2.25) in (2.26), summing over k, and interpreting the sum as the Taylor expansion
of the exponential function, we obtain
ϕIa(w) = exp
(
λpia2
(
−1+
∫ a
0
2r
a2
ejwg(r)dr
))
. (2.27)
Integrating by parts, substituting r → g−1(x), where g−1(x) is the inverse of g, and letting
a→∞ in order to find the total interference power at the origin (I), we have
ϕI (w) = exp
(
jλpiw
∫ ∞
0
(g−1(x))2ejwxdx
)
. (2.28)
To get more concrete results, the path loss law should be specified. For the standard power law
g(x) = r−℘, where ℘ is the path loss coefficient, we obtain
ϕI (w) = exp
(
jλpiw
∫ ∞
0
x−2/℘ejwxdx
)
. (2.29)
For ℘ ≤ 2, the integral diverges and for ℘ > 2, (2.29) becomes
ϕI (w) = exp
(
−λpiΓ (1− 2/℘)w2/℘e−jpi/℘
)
,w ≥ 0, (2.30)
where Γ (.) is the Gamma function. For ℘ = 4,
ϕI (w) = exp
(
−λpi3/2exp(−jpi/4)√w
)
. (2.31)
This case is of particular interest, since it is the only one where a closed-form expression for the
PDF exists,
fI (x) =
piλ
2x3/2
exp
(
−pi
3λ2
4x
)
, (2.32)
24
2 . 2 . I N T E R F E R E N C E I N W I R E L E S S N E T W O R K S
which is the so-called Lévy distribution.
An unifying framework that characterizes the network interference in a wireless environment
subject to path loss, shadowing, and multipath fading is presented in [Win+09]. [Win+09] assumes
that the nodes are scattered according to a spatial PPP and that each interferer contributes with the
term Pi to the aggregate interference power. Pi represents an arbitrary quantity associated with
interferer i and can incorporate various propagation effects such as multipath fading or shadowing,
Ri denotes the distance between the origin and the interferer i, and 2b is the path loss coefficient,
with b = 1 corresponding to free-space propagation. Therefore, the aggregate interference power
at the origin generated by all nodes scattered in the infinite plane is given by
I =
∞∑
i=0
Pi
R2bi
, (2.33)
for b > 1. Then, the CF ϕI (w) = E(ejwI ) is given by
ϕI (w) = exp
(
−γ |w|α
[
1− jβsign(w) tan
(piα
2
)])
, (2.34)
where
α =
1
b
, (2.35)
β = 1, (2.36)
γ = piλC−11/bE
(
P 1/bi
)
, (2.37)
and
Cα =

1−α
Γ (2−α)cos(piα/2) , α , 1
2
pi , α = 1
, (2.38)
with Γ (.) denoting the Gamma function and λ the spatial density of the interfering nodes. [Win+09]
concludes that the CF in (2.34) follows a skewed stable distribution, expressed as
I = S
(
α =
1
b
,β = 1,γ = piλC−11/bE
(
P 1/bi
))
. (2.39)
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Using a binomial point process (BPP) to scattering a fixed (and finite) number of nodes in a
given area, [SH07] obtains the MGF of the interference in closed-form, caused by N nodes trans-
mitting to a central base station and utilizes the MGF to compute the cumulants of the interference.
In [SH07], the interference (I) at the center, due to the k nodes in the annulus between the inner
radius A and outer radius B, is given as a sum of the received signal strengths from the individual
nodes,
I =
k∑
i=1
Ii(gi , ri) =
k∑
i=1
gir
−℘
i , (2.40)
where ri is the Euclidean distance from the i-th node to the base station, gi is the fading state on
that link, and ℘ is the path loss exponent. The conditional MGF, is represented in a product form
and is given by
MI |k(s) = E
[
e−s(I1(g1,r1)+I2(g2,r2)+...+Ik(gk ,rk))
]
=
k∏
i=1
Mi(s). (2.41)
The MGF of the interference in closed-form is given in [SH07], and the n-th cumulant of the
interference is defined as
Cn = (−1)n d
n
dsn
lnMI (s)|s=0. (2.42)
[Rab+11] proposed a new statistical model for the aggregate interference of a cognitive ra-
dio network, accounting for the sensing procedure, spatial density of the secondary users and
environment-dependent conditions such as path loss, shadowing, and channel fading. This work
considers that the secondary users are spatially scattered according to an homogeneous PPP in
a two-dimensional plane and the victim primary user is assumed to be located at the center of
the region. [Rab+11] first expresses the CF of the cognitive interference, from which derives the
cumulants. Lastly, using these cumulants [Rab+11] shapes the cognitive network interference as a
symmetric truncated-stable RV.
[GS08] developed a statistical model for the aggregate interference in spectrum-sensing cog-
nitive wireless networks, taking into account the random variations in the number, location and
transmitted power of the cognitive radios as well as the propagation characteristics. The normalized
aggregate interference at the primary receiver was considered as
I =
∑
i∈Φ
xir
−℘
i , (2.43)
where xi represents the distance-independent frequency-flat channel fading, ri is the distance
between the cognitive radio i and the primary receiver, Φ is a homogeneous spatial Poisson point
process of intensity λ(r,x) and℘ is the path loss coefficient. Applying Campbell’s theorem [Kin93]
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the CF of I , denoted by ϕI , was derived in [GS08]. The derived CF is usually numerically inverted
to compute the exact PDF of the aggregate interference. However, [GS08] is not following this
approach. Instead, the authors derive exact and possibly closed-form expressions for the cumulants
of the aggregate interference. The n-th cumulant of I was obtained from the CF ϕI , being given
by
kn =
1
jn
[
dnlnϕI
dwn
]
w=0
. (2.44)
Using the closed-form expressions of kn under the various fading distributions (Lognormal shadow-
ing and Nakagami-m fading), [GS08] approximates the distribution of the aggregate interference
by the Edgeworth Expansion approximation, the Shifted Lognormal approximation and the Log-
normal approximation.
Contrarily to the works mentioned above, [GH14] characterizes the interference in a mobile
random network. [GH14] assumes that interferers may move according to the RWP mobility model
and the interference is evaluated in a finite network without fading and in a finite network with
multi-path fading. This work only considers the interference from the nearest interferer to the
receiver, neglecting the contribution of the nodes farther away. For the example, without fading,
the interference power is approximated by
I ≈ I1 = R−℘1 , (2.45)
where I1 is the interference from the nearest interferer, R1 is the distance between the origin and
the nearest interferer and ℘ is the path loss exponent.
Table 2.2 provides a taxonomy for the literature according to the network type, propagation
characteristics, distribution of the nodes, and the technique adopted to model the aggregate inter-
ference. Note that if the same reference appears in different categories of the taxonomy, this means
that the reference uses all the selected techniques. The taxonomy in Table 2.2 also shows the
popularity of each distribution of the nodes. Analyzing the Table 2.2, we concluded that the PPP
is the most adopted model used to characterize the nodes’ distribution in the literature, because
of its simplicity. On the other hand, we observe that the CF is the most common technique to
characterize the aggregate interference.
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Table 2.2: Taxonomy of the literature based on the network type, propagation characteristics, distribution of the nodes, and the technique used to obtain the
aggregate interference.
Gaussian Non Gaussian
Network Type Propagation Distribution of Nodes CLT MGF CF LT Cumulants
Ad hoc
Path Loss
PPP - - [SS90] - -
BPP - - - - -
RD [Zha+13] - - - -
RWP - [Iri+15a] - - -
Path Loss & Fading
PPP [AY10] - [PW10; Win+09] [GH08; Hea+13] -
BPP - [SH07] - - [SH07]
RD - - - - -
RWP - - - [GH14] -
Cognitive
Path Loss
PPP [Men+05] - - - -
BPP - - - - -
RD - - - - -
RWP - - - - -
Path Loss & Fading
PPP [BJ10] - [GS08; Rab+11; Win+09] - [GS08; Rab+11]
BPP - - - - -
RD - - - - -
RWP - - - - -
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2.3 Self-Interference
The SI is caused by the fact that a single node simultaneously transmits and receives over the
same frequency band. Thus, a node can cause interference to itself when the receiving antenna is
receiving a signal from a neighbor plus the signal simultaneously transmitted in the same band.
Current wireless communication systems, including but not limited to cellular and local area
networks, are half-duplex communication systems, meaning that the available resources are di-
vided either in time domain or in frequency domain. Consequently, transmission and reception
occur either at different times or in different frequency bands. Recently, a different approach has
been investigated where the wireless terminals transmit and receive simultaneously over the same
frequency band [Hei+15; Kim+15; Zha+15], which is known as In-Band Full-Duplex (IBFDX)
communications [Cho+10a; Wan+15]. The SI is generated in IBFDX systems, and Figure 2.3
shows a IBFDX node equipped with a receiving antenna and a transmitting antenna. The trans-
mitted signal is received by the receiving antenna. The “Direct Path Self-Interference” is the
component received in LOS, while the “Multipath Self-Interference” represents the multiple reflec-
tions of the transmitted signal that are received by the same node.
Tx
Rx
Transmit Signal
Direct Path 
Self-Interference
Desired Receive Signal
Multipath
Self-Interference
Figure 2.5: SI problem in a IBFDX system.
By using IBFDX communications, the capacity of the communication link may be increased
up to twice the amount of half-duplex communication systems [Goy+15; Kim+14; XZ14]. How-
ever, to simultaneously transmit and receive, a terminal must separate its own transmission from
the received signal, which is usually referred to as SI rejection or cancellation, posing several
challenges at different levels, ranging from circuit design to signal processing. Thus, the success
of IBFDX communications relies on the performance of SI cancelation techniques.
2.3.1 Self-Interference Rejection Techniques
In IBFDX communications, the transmitter’s signal must be reduced to an acceptable level at the
RX located in the same node. Any residual SI will increase the RX noise floor, thus reducing the
capacity of the RX channel. IBFDX communications’ performance is limited by the amount of SI
suppression, which may be achieved by two different methods:
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• Antenna Isolation (AI) [For+14; Lau+14], to prevent the radio frequency (RF) signal gener-
ated by the local TX from leaking into the RX;
• Self-interference Cancellation (SIC) [AE15a; Kor+14b; Lee13], to subtract any remaining
SI from the RX path using knowledge of the TX signal and channel estimation.
SI is reduced by both passive (AI) and active techniques (SIC). As shown in Figure 2.6, the
reduction in the strength of SI signal (xsi(t)) via passive methods occurs in a first stage. An
active AC operates on the received signal in a second phase, after the passive suppression, and it
is performed in analog domain before the received signal passes through the Analog-to-Digital
Converter (ADC). The digital cancellation (DC) is the final step of reduction of SI. The cancelling
signal is generated by processing the SI signal xsi(t). At the receiver, the received signal ysignal
can be different from the signal of interest denoted by xsignal , since the residual SI (yrsi (t)) and the
AWGN thermal noise (zn(t)) can be significantly higher.
Passive
Active 
Analog
Active 
Digital
ADC
Figure 2.6: SI reduction methods (adapted from [Sah+13]).
Antenna Isolation
The RX’s AI is achieved by suppressing interference through path-loss attenuation, placing absorp-
tive material between the transmitting and receiving antennas, or increasing the antennas distance.
The simplest method to suppress the SI is the antenna separation technique, increasing the
antennas distance to further increase the attenuation. Considering a IBFDX node equipped with
a TX and RX antenna, a larger separation distance between the two antennas causes a higher
suppression of the SI signal due to the path loss effect. In the IBFDX designs presented in [DS10]
and [Cho+10b], the only AI mechanism utilized is the physical separation of transmit and receive
antennas. However, physical separation of the antennas depends on the geometric dimension of
the terminals [For+14].
Another approach is to exploit the antenna radiation pattern, carefully placing the receive
antenna in radiation null points of the transmit antenna. For example, in [Cho+10b] the IBFDX
node uses an extra antenna in addition to the existing receive and transmit antennas. In this work,
the signal transmitted in the extra antenna is delayed in relation to the original transmitted signal,
in order to be add at the RX antenna. The authors show that the SI signal is mitigated when the
extra antenna is positioned at d + λ/2 from the receive antenna, where d denotes the distance
between the RX and the transmit antenna, and λ represents the wavelength of the transmitted
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signal. The problem is that the radiation null points occur not just at the receive antenna but in the
entire coverage zone, consequently the isolation comes at the expense of coverage.
The placement of shielding plates between the TX and RX sides, and the use of orthogonal
polarized transmit and receive antennas constitute another suppression technique as described in
[Eve+14]. Adopting absorptive shielding and cross-polarization techniques together with mecha-
nisms of directional isolation, [Eve+14] shows that the passive suppression techniques can signifi-
cantly improve the performance of IBFDX systems. However, some fundamental limitations are
encountered, that can be solved by the active cancellation techniques.
Self-Interference Cancellation
The SIC performance depends on the accuracy with which the transmitted signal can be copied,
modified and subtracted. The signal to be subtracted is usually a modified copy of the transmitted
one, obtained using the predicted channel path between the points where signals are sampled and
subtracted. Three different active SIC architectures are reported in the literature:
• Analog-domain cancellation [Bha+13; Pur+09];
• Digital-domain cancellation [AE15a; Cho+10a; Li+18];
• Mixed-signal cancellation (MXC) [Dua12; MLN16; Sah+12].
AC is the active cancellation performed in analog domain before converting the received signal
in the ADC. AC can be done either at the analog baseband or at the carrier RF.
Most of the active analog cancellers cancel SI at RF [Sah+13], and the canceling signal may
be generated by processing the SI signal prior to the up-conversion stage (pre-mixer cancellers), or
after the SI signal being up-converted (post-mixer cancellers). In Figure 2.7, a post-mixer analog
canceller is depicted, which reduces the SI signal by generating a canceling path after the up-
conversion stage (RFup) that is added to the received signal. The SI signal xsi(t) is up-converted
to the carrier frequency and transmitted over the SI channel hI .
Cancelling
Path
Figure 2.7: Block diagram representation of the post-mixer canceller.
Contrarily, the pre-mixer analog canceller shown in Figure 2.8 generates the canceling path
before the up-conversion stage (RFup). In both cases (pre-mixer and post-mixer), the performance
is limited by the phase noise PN of the oscillators used in the up/down conversion [Sah+12;
Sah+13]. AC presents several challenges, which may include the non-linear effects of power
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Cancelling
Path
Figure 2.8: Block diagram representation of the pre-mixer canceller.
amplifiers [Kor+14a; LM14], the IQ imbalance [LM14; Sak+14], and the phase noise of both TX
and RX [AE15b; Sah+13; Syr+14].
Power amplifiers show significant nonlinearity only when they are operated in their non-linear
regime. IQ imbalance does not vary significantly with time and can be calibrated. Regarding PN,
it is directly related to the quality of the oscillators used in the up/down frequency conversion.
Consequently, AC is mainly limited by the quality of the oscillators, and recent results obtained
with commercial oscillators in classical AC schemes show that the SI is at least 15 dB higher
than the thermal noise, which is mainly due to the impact of the phase noise in the oscillators’
performance [Dua12; Sah+12].
AC schemes can provide up to 40-50 dB cancellation [Bha+13], exhibiting higher performance,
due to the fact that the cancellation signal includes all TX impairments. However, it requires pro-
cessing the cancellation signal in the analog RF domain, increasing hardware costs and complexity.
Since the transmitted signal may suffer different propagation effects, a terminal cannot simply
cancel the SI by subtracting its transmitted signal from the received one. Rather, DC must be
employed to account for the estimated effects of the propagation channel [AE15a; Kor+14b].
In DC schemes the signals are processed in the digital domain, making use of all digital benefits,
including the SI wireless channel awareness, through adequate channel estimation techniques.
However, DC cannot remove all the SI in the analog RX chain, mainly because the dynamic range
of the ADCs limits the amount of suppressed SI, due to the limited effective number of bits (ENOB)
[CSM13; Kor+14a]. Commercial ADCs have improved significantly in sampling frequency but
only marginally in ENOB.
DC can provide up to 30-35 dB cancellation in practice [Dua+14], being limited by a noisy
estimate of the SI channel and noisy components of the self-interferer that cannot be cancelled
[Day+12; Rii+11]. Consequently, the SI is usually reduced before the DC through the adoption of
an AC technique [Deb+14; Lee13]. By using the two types of cancellation, the channel unaware
AC technique suppresses a significant amount of direct-path SI, while the channel aware DC
technique may suppress the remaining SI [BK14].
In MXC schemes, both AC and DC are considered. The digital TX signal is processed and
converted to analog RF, where subtraction occurs [Dua12; Sah+12], and it is processed after the AC
[MLN16; Sah+12]. This requires a dedicated additional upconverter, which limits the cancellation
of current MXC schemes to 35 dB [Sah+12]. To achieve an overall SI suppression close to 100 dB
above the noise floor, both AC and DC must be used in a MXC scheme [Dua12].
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2.3.2 Residual Self-Interference Modelling
IBFDX systems require strong SI cancellation and suppression. However, perfect cancellation/-
suppression is not possible in practice and a residual SI is always found. The residual SI is mainly
due to estimation errors occurring during the time domain cancellation [Dua+12], and has been
addressed in various works in the literature [IO18; Iri+18a; Kor+14a; Li+17; ML16; Nad+17;
Sam+17; Sho+17].
[Kor+14a] has identified the quantization-noise, the phase-noise in the local oscillator, and
the channel estimation error, as being the main causes of incomplete SI cancellation in different
IBFDX schemes. [ML16] has analyzed nonlinear distortion effects occurring in the TX power
amplifier and also due to the quantization noise of the ADCs in the RX chain.
The uncertainty associated with the residual SI channel was studied in [Li+17], which has
proposed a block training scheme to estimate both communication and residual SI channels in a
two-way relaying communication system. The residual SI channel was also studied in [Nad+17],
showing that the channel can be modeled as a linear combination of the original signal and its
derivatives. The authors adopt a Taylor series approximation to model the channel with only
two parameters, and a new SI cancellation scheme based on the proposed channel model is also
described.
[Sam+17] investigated the detrimental effects of phase noise and in-phase/quadrature imbal-
ance in IBFDX OFDM transceivers, showing that more sophisticated digital-domain SI cancella-
tion techniques are needed to avoid severe performance degradation. [Sam+17] derives a closed-
form expression for the average residual SI power and describes its functional dependence on the
parameters of the radio-frequency impairments.
The residual SI was also characterized in [Sho+17] for a multi-user multiple-input multiple-
output (MIMO) setup considering IBFDX multi-antenna nodes and assuming the availability of
perfect channel state information. The authors show that for the MIMO scenario the residual SI
can be approximated by a Gamma distribution assuming time-invariant channels.
[IO18] investigated if the residual SI power can be accurately approximated by known distribu-
tions. The paper shows that Weibull, Gamma and Exponential distributions fail to approximate the
residual SI power in an accurate way. This observation was only based on Monte Carlo simulation
results, from which the parameters of the known distributions were obtained using a fitting tool
based on the Maximum Likelihood Estimation method.
Based on experimental results reported in [Dua+12], the distribution of the SI channel differs
according to the applied cancellation/suppression technique. Specifically, [Dua+12] reports that
before applying active cancellation the SI channel has a strong LOS component and the magnitude
of the residual SI can be modeled as a Rician distribution with large K-factor. After applying active
cancellation the LOS component is efficiently suppressed, hence, the magnitude of residual SI can
be modeled as a Rician distribution with smaller K-factor.
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3.1 Introduction
Interference plays an important role in the future generation of wireless communication systems
because the traditional single transmitter and receiver model is being progressively replaced by
a different approach, where multiple nodes may transmit simultaneously for a single or even
multiple receivers. As mentioned in the previous chapter, in the majority of wireless scenarios
the characterization of the aggregate interference is a complex task, and due to the complexity
of non-Gaussian modeling approaches, aggregate interference modeling in mobile scenarios have
received limited attention.
This chapter characterizes the wireless interference of a mobile ad hoc network, where the
nodes move according to the RWP model. The interferers are assumed to be located within an
interference region, which is defined as a circular region centered in a fixed node located at a given
point of the mobility scenario. The distribution of the interference is analyzed taking into account
the stochastic nature of the path loss due to the mobility of the nodes, as well as fast fading and
shadowing effects. The derivation of the CF of the aggregate interference is used in two different
estimators, which successfully characterize the interference using only a small set of samples.
Finally, the theoretical approach is validated through simulations, which confirm its effectiveness.
Chapter Contents
• Section 3.2: This section starts introducing the network scenario considered in the chapter.
Then, the spatial distribution of the nodes for the square/rectangular scenario is derived.
Finally, the section ends up describing the approximation of the inhomogeneous Poisson
process (IPP) by multiple homogeneous PPPs with specific densities.
• Section 3.3: Derives a theoretical approximation for the aggregate interference distribution
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of the nodes located within an annulus, and the distribution of the aggregate interference
when multiple annuli are considered.
• Section 3.4: Based on the models proposed in Section 3.3, this section describes two differ-
ent estimation methodologies for the aggregate interference.
• Section 3.5: This section evaluates the proposed models, through the comparison of numer-
ical and simulated results.
• Section 3.6: This section summarizes the achieved results.
3.2 System Description
In the analysis presented in this chapter we consider that nodes move according to the RWP
mobility model [JM96]. In a RWP mobility scenario n nodes move in a region defined by the area
Xmax×Ymax. Each node is initially placed in a random position (x,y). The position is sampled from
the Uniform distributions represented by x ∼ U(0,Xmax) and y ∼ U(0,Ymax). (x,y) represents
the starting point. The ending point (x′ , y′) is also uniformly chosen as the starting point (i.e.
x′ ∼ U(0,Xmax) and y′ ∼ U(0,Ymax)). A node uniformly chooses the velocity V ∼ U(Vmin,Vmax)
to move from the starting point to the ending point. After reaching the ending point (x′ , y′), a node
remains stopped at the ending point during the pause time, Tp. After elapsing Tp, a node uniformly
chooses a new velocity value to move to another ending point uniformly chosen. After reaching
the ending point a node repeats the same cycle as many times as required.
Considering that E[S] represents the expected distance between two random points and E[Vwp]
represents the expected velocity of the nodes without considering pause, the expected velocity of
the nodes considering pause is given by [Bet+03]
E[V ] =
(
E[S]
(E[Vwp])−1E[S] + Tp
)
, (3.1)
where E[Vwp] =
Vmax −Vminln(VmaxVmin )
 is the expected velocity of the nodes for a null pause time (Tp = 0).
The scenario considered is depicted in Figure 3.1. A fixed node Nc is located at position
(xNc , yNc ), xNc ∼ U(0,Xmax) and yNc ∼ U(0,Ymax), which operates as a fixed receiver of the mobile
transmitting nodes. The main objective of this chapter is the characterization of the aggregate
interference caused to Nc by the hypothetical transmitters (n) located within the interference
region, i.e. the mobile transmitters located in the annulus bounded by the smaller circle of radius
R1i and the larger circle of radius R
L
o .
In multiple access networks, such as IEEE 802.11, IEEE 802.15.4 or LoRa, the nodes randomly
access the channel. The proposed model considers random channel access by assuming that the
transmitters access the channel with probability τ .
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Nc
Ri1
Ro1≡ Ri2
Ro2≡ Ri3
RiL
RoL
Figure 3.1: Aggregate interference caused to Nc due to the hypothetical mobile interferers located
in the interference region with area A = pi
(
(RLo )
2 − (R1i )2
)
.
3.2.1 Characterization of the Nodes’ Distribution
The area A = pi
(
(RLo )
2 − (R1i )2
)
of the annulus in Figure 3.1 can be obtained via calculus by
dividing the annulus up into an infinite number of annuli of infinitesimal width dχ and area 2piχ
dχ and then integrating from χ = R1i to χ = R
L
o , i.e. A =
∫ RLo
R1i
2piχdχ. Using the Riemann sum, A
can be approximated by the sum of the area of a finite number (L) of annuli of width ρ,
A ≈
L∑
l=1
Al , (3.2)
where Al = pi
(
(Rlo)
2 − (Rli)2
)
denotes the area of the annulus l. Rlo = (R
1
i + lρ) and R
l
i = (R
1
i + (l −
1)ρ) represent the radius of the larger and smaller circles of the annulus l, respectively.
The number of nodes located in a specific annulus l ∈ {1, ...,L}, represented by the RV Xl , is
approximated by a Poisson process, being its Probability Mass Function (PMF) for a finite domain
given by [PP02]
P (Xl = k) =
(λlAlτ)k
k!
e−λlAlτ
n∑
i=0
(λlAlτ)i
i!
e−λlAlτ
, k = 0,1, ...,n, (3.3)
where λl is the nodes’ spatial density in the annulus and n is the total number of mobile nodes.
The spatial PDF of the moving nodes in two dimensions x and y (denoted as fX,Y (x,y)) is
approximated by (see [Bet+03, Theorem 3.]),
fXY (x,y) = (psfinit(x,y) + pp(1− ps) + (1− ps)(1− pp)fm(x,y))/a2, (3.4)
where X,Y ∈ [0, a] with a = Xmax = Ymax, ps represents the probability that a node remains static
for the entire simulation time, pp is the probability that a node is resting at a randomly chosen
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time instant, ps and finit(x,y) represents the initial spatial node distribution which is a Uniform
distribution. The probability pp is given as follows
pp =
(Vmax −Vmin)Tp
ln
(
Vmax
Vmin
)
E[S] + (Vmax −Vmin)Tp
. (3.5)
The asymptotically stationary PDF of the location of the nodes, fm(x,y), is given by [Bet+03],
fm(x,y) =
=

f ∗m(x,y) 0 < x ≤ a2 ,0 < y ≤ x
f ∗m(y,x) 0 < x ≤ a2 ,x ≤ y ≤ a2
f ∗m(a− y,x) 0 < x ≤ a2 , a2 ≤ y ≤ a− x
f ∗m(x,a− y) 0 < x ≤ a2 , a− x < y ≤ a
f ∗m(a− x,y) a2 ≤ x < a,0 < y ≤ a− x
f ∗m(y,a− x) a2 ≤ x < a,a− x ≤ y ≤ a2
f ∗m(a− y,a− x) a2 ≤ x < a, a2 ≤ y ≤ x
f ∗m(a− x,a− y) a2 ≤ x < a,x ≤ y < a
0, otherwise
, (3.6)
with
f ∗m(x,y) =
6y
a
+
3
4
(
a2 − 2ax+2x2
a2
)(
y
y − a +
y2
(x − a)x
)
+
3y
2a
[(2x
a
− 1
)(y
a
+1
)
ln
(a− x
x
)
+
+
(
a2 − 2ax+2x2 + ay
a2
)
ln
(
a− y
y
)]
.
Knowing the spatial PDF defined in (3.4), the Bernoulli RV Z la represents the hypothetical
location of a node within the annulus l, and the event of a node being located within the annulus
occurs with probability
Pl = P (Z la = 1) =
(xNc+Rlo)∫
(xNc−Rlo)
(
yNc+
√
(Rlo)
2−(x−xNc )2
)
∫
(
yNc−
√
(Rlo)
2−(x−xNc )2
) fXY (x,y)dydx−
−
(xNc+Rli)∫
(xNc−Rli)
(
yNc+
√
(Rli )
2−(x−xNc )2
)
∫
(
yNc−
√
(Rli )
2−(x−xNc )2
) fXY (x,y)dy dx.
(3.7)
Consequently, the nodes’ spatial density observed in the annulus l, λl , which is a missing
parameter in (3.3), can be approximated by the expected number of nodes (n Pl) located in the area
Al , being represented by
λl ≈ n PlAl . (3.8)
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More details of the approximation (3.8) used in the Poisson PMF are given in Appendix A.
At this point, we highlight that the spatial distribution of the nodes (fXY (x,y)) brings the
specific aspects of the mobility of the nodes into the proposed model. In this way, the specifics
of the RWP model and its parameterization are taken into account in fXY (x,y), as described in
[Bet+03].
Finally, (3.3) can be used to approximate the distribution of the number of nodes located
within each annulus l that approximate the area A. Because the area A may be composed by L
areas, representing the area of each annulus l, in what follows we assume that the distribution
of the number of nodes located within each annulus l is given by a Poisson process (with PMF
represented in (3.3)). But since the density of nodes within each annulus varies, each annulus has
its specific density (λl). In this way, we approximate the IPP describing the number of nodes in
the area A through multiple homogeneous PPP (L) with specific densities.
To validate the proposed methodology, different values of λl were sampled from several simu-
lations of a mobile scenario parameterized according the data contained in Table 3.1. The mobility
of the nodes was simulated during 3000 s, which was enough to obtain a spatial distribution of the
moving nodes close to the steady state distribution computed with (3.4). The results collected in
1000 simulations run with different random generator seeds, as well as the numerical results ob-
tained with (3.8), are illustrated in Figure 3.2. The x-axis of the figure represents the radial distance
from node Nc, which was positioned in the center of the simulated area, i.e. xNc = yNc = 500 m.
Three different mobility scenarios were considered. The scenarios were parameterized with the
common parameters presented in Table 1 and considering different pause durations (Tp) for each
one. An average speed (E[V ]) of 10.82 m/s was achieved for a pause time Tp = 0 s, E[V ] = 3.52
m/s for Tp = 100 s and E[V ] = 1.5 m/s for Tp = 300 s. Each marker in the figure represents
the λl value adopted in each annulus (y-axis), being the width of each annulus (ρ) equal to 20 m
(R1i = 0 m, R
1
o = 20 m, R
2
i = 20 m, R
2
o = 40 m, etc.). The x-axis represents the radial distance
from the transmitter node Nc, being each λl value represented at the radial distance Rli + ρ/2. As
can be shown, the proposed approximation for λl in (3.8) closely follows the results obtained by
simulation. Consequently λl can be used to approximate the intensity of the IPP. Due to the spatial
distribution of the nodes, we may observe that λl decreases as l increases. We can also observe
that by increasing Tp the distribution of nodes becomes closer to a Uniform distribution (e.g. for
E[V ] = 1.50 m/s the different λl values become more similar).
Table 3.1: Parameters adopted in the simulations.
Xmax 1000 m Ymax 1000 m Simul. Time 3000 s
Vmin 5 m/s Vmax 20 m/s τ 1
R1i 0 m ρ 20 m L 23
n 100 ps 0 E[S] ≈ 521.4 m[Bet+03]
The assumption of the nodes being distributed according to a Poisson process within each
annulus l was successfully validated. Figure 3.3 presents the results obtained through simulation
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Figure 3.2: Validation of λl for R1i = 0 m, ρ = 20 m and L = 23. The mobility scenario was
parameterized according the data in Table 3.1.
and through the PMF in (3.3) for the mobility scenario considered in Figure 3.2 when E[V ] =
10.82 m/s. The λl values used in (3.3) were the ones computed and represented in Figure 3.2
for the same mobility scenario (E[V ] = 10.82 m/s). Different cumulative distribution functions
CDFs are represented for the annulus l = 2 (R2i =20 m, R
2
o=40 m), l = 4 (R
4
i =60 m, R
4
o=80 m),
l = 16 (R16i =300 m, R
16
o =320 m) and l = 23 (R
23
i =440 m, R
23
o =460 m). As can be seen the
Poisson distribution accurately approximates the distribution of the number of the nodes within
each annulus.
3.3 Characterization of the Aggregate Interference
The characterization of the aggregate interference assumes that the interference is sampled peri-
odically. Consequently, different values of mobility of the nodes (e.g. E[V ]) lead to different
aggregate interference values (e.g. average aggregate interference) when the sampling period is
maintained constant. In this section we start to characterize the interference caused to Nc by the
nodes located within a generic annulus l (Subsection 3.3.1). Finally, we study the interference
caused by the nodes located within L annuli (Subsection 3.3.2), providing an efficient method to
compute the distribution of the aggregate interference power (Subsection 3.3.3).
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Figure 3.3: Validation of P (Xl ≤ k) for the mobility scenario E[V ] = 10.82 m/s considered in
Figure 3.2.
3.3.1 Interference due to interferers located within the annulus l
The total interference power received/sampled by the node Nc located in the center of an annulus l
is expressed by
I =
nl∑
i=1
Ii , (3.9)
where Ii is the interference caused by the i-th node, and nl is the total number of nodes located in
the annulus. The interference power Ii is given by
Ii = PT xψir
−℘
l , (3.10)
where PT x is the transmitted power level of the i-th node1, ψi is an instant value of the fading and
shadowing gain observed in the channel between the receiver and node i. rl represents the distance
between the i-th interferer and the receiver. The values rl and ψi represent instant values of the
RVs Rl and Ψi , respectively. ℘ represents the path-loss coefficient. It should be pointed out that
no power control is applied.
In the next steps we derive the MGF of the aggregate interference due to path loss. To charac-
terize the distribution ofΨi the small-scale fading (fast fading) and shadowing (slow fading) effects
must be considered. The amplitude of the small-scale fading effect is assumed to be distributed
according to a Rayleigh distribution, which is represented by
fζ(x) =
x
σ2ζ
e
−x2
2σ2ζ , (3.11)
1PT x = 103 mW is assumed for each node.
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where x is the envelope amplitude of the received signal. 2σ2ζ is the mean power of the multipath
received signal. 2σ2ζ = 1 is adopted in this analysis to consider the case of normalized power.
Regarding the shadowing effect, we have assumed that its power follows a Lognormal distri-
bution
fξ(x) =
1√
2piσξx
e
−(ln(x)−µξ )2
2σ2ξ , (3.12)
with parameters µξ and σξ . To obtain unitary mean we only parametrize σξ > 0 and µξ is given
by µξ = −σ
2
ξ
2 .
Although (3.12) appears to be a simple expression, it is often inconvenient when further anal-
ysis are required. Consequently, [AK99] has shown that the Lognormal distribution can be accu-
rately approximated by a Gamma distribution, defined by
fξ(x) ≈ 1Γ (ϑ)
(
ϑ
ωs
)ϑ
xϑ−1e−x
ϑ
ωs , (3.13)
where ϑ is equal to 1
e
σ2ξ −1
and ωs is equal to eµξ
√
ϑ+1
ϑ . Γ (.) represents the Gamma function. The
PDF of Ψi is thus represented by
fΨi (x) ≈ fζ2(x) · fξ(x) ≈
2
Γ (ϑ)
(
ϑ
ωs
) ϑ+1
2
x
ϑ−1
2 Kϑ−1
√4ϑxωs
, (3.14)
which is the Generalized-K distribution, where Kϑ−1(·) is the modified Bessel function of the
second kind.
Due to the analytical difficulties of the Generalized-K distribution, an approximation of the
PDF (3.14) by a more tractable PDF is needed. [AAY10] proposes an approximation of the
Generalized-K distribution through a Gamma distribution (the moment matching method was
adopted in the approximation). With this method, [AAY10] shows that the scale (θψ) and shape
(kψ) parameters of the Gamma distribution are given by
θψ =
(
2(ϑ +1)
ϑ
− 1
)
ωs (3.15)
and
kψ =
1
2(ϑ+1)
ϑ − 1
, (3.16)
respectively.
Let M iI (s) represent the MGF of the i-th interferer located within the annulus (i = 1, ...,nl)
given by
M iI (s) = EIi [e
sIi ] = EΨi
[
ERl [e
sIi ]
]
. (3.17)
The PDF of Rl can be written as the ratio between the perimeter of the circle with radius x and the
total area Al , being represented as follows
fRl (x) =

2pix
Al
Rli < x < R
l
o.
0, otherwise
(3.18)
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Using the PDF of the distance given in (3.18) and the PDF of the small-scale fading and shadowing
effects in (3.14), the MGF of the interference received by the node Nc due to the i-th interferer
node in (3.17) can be written as follows
M iI (s) =
+∞∫
0
Rlo∫
Rli
esIi fRl (rl)fΨi (ψi)drl dψi , (3.19)
which using (3.10), (3.15), (3.16), and (3.18) can be simplified to
M iI (s) =
2pi
Al(2 + kψ℘)(PT xθψs)
kψ
·
((
Rlo
)2+kψ℘
%(Rlo)−
(
Rli
)2+kψ℘
%(Rli)
)
, (3.20)
where
%(x) = 2F1
(
kψ , kψ +
2
℘
,1+ kψ +
2
℘
,− x
℘
PT xθψs
)
,
and 2F1 represents the Gauss Hypergeometric function [AS65].
Assuming that the individual interference Ii is independent and identically distributed when
compared to the other interferers, the PDF of the aggregate interference I given a total of k active
interferers is the convolution of the PDFs of each Ii . Following this rationale, the MGF of I is
given by
MI/k(s) =M
1
I (s)×M2I (s)× · · · ×MkI (s) =
(
M iI (s)
)k
. (3.21)
Using the law of total probability, the PDF of the interference I can be written as
fI (j) =
n∑
k=0
fI (j |Xl = k)P(Xl = k), (3.22)
leading to the MGF of the aggregate interference, I , which can be written as
E[esI ] =
n∑
k=0
P(Xl = k)
+∞∫
−∞
esjfI (j |Xl = k)dj =
n∑
k=0
P(Xl = k)MI/k(s). (3.23)
Using (3.21), the MGF of I is given as follows
E[esI ] =
n∑
k=0
P(Xl = k)e
k ln(M iI (s)). (3.24)
Using the MGF of the Poisson distribution in (3.24), the MGF of I is finally given by
E[esI ] = eλlAlτ(M
i
I (s)−1). (3.25)
The first- and second-order statistics of the aggregate interference caused to Nc by the nodes
located within the annulus l are an important feature. E[I], the expected value of the aggregate
interference, can be determined by using the Law of Total Expectation. It can be shown that
E[I] = E
[
E
[
I |Xl
]]
= E
[
Ii
]
E
[
Xl
]
= 2piλlτPT xe
µξ
√
eσ
2
ξ
 (Rlo)2−℘ − (Rli)2−℘2−℘
 . (3.26)
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Making similar use of the Law of Total Variance, the variance of the aggregate interference
can be described as
Var[I] = Var[Ii]E[Xl] +E[Ii]
2Var[Xl]. (3.27)
Since Xl is given by a Poisson distribution (with mean and variance λlAlτ), the variance of the
aggregate interference is given as follows
Var[I] = λlAlτ
∂2M iI (0)∂s2
 = piλlτP 2T xkψθ2ψ(1 + kψ) (Rlo)2−2℘ − (Rli)2−2℘1−℘
 . (3.28)
The first and second moments can be matched with the respective moments of a given distribu-
tion to obtain an approximation of the aggregate interference. As shown in [HG09], the aggregate
interference due to path loss, fast fading and shadowing effect can be approximated by a Gamma
distribution. Consequently, the shape and the scale parameters of the Gamma distribution, denoted
by kl and θl , are respectively given by
kl = E[I]
2/Var[I], (3.29)
and
θl = Var[I]/E[I]. (3.30)
3.3.2 Interference due to interferers located within L annuli
As shown before, the interference I caused by interferers located within the l-th annulus is approx-
imated by a Gamma distribution, with MGF
M lI/K (s) = (1−θls)−kl . (3.31)
Since the annulus of width RLo − R1i where the interferers are located can be expressed as a
summation of L annuli of width ρ, the MGF of the aggregate interference caused by the interferers
located within the L annuli is given by
MIagg (s) =
L∏
l=1
(1−θls)−kl . (3.32)
Finally, the expectation of the aggregate interference can be computed as follows
E[Iagg ] =
∂MIagg (0)
∂s
. (3.33)
3.3.3 Distribution of the aggregate interference
The aggregate interference may be stated as being the summation of the L individual aggregated
interference caused by the nodes located within each annulus. Expressions for the PDF and the
CDF of the summation of L independent Gamma RVs were initially derived by Mathai in [Mat82].
Those were simplified in [Mos85] in order to be computed more efficiently.
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Let {Zl}Ll=1 be independent but not necessarily identically distributed Gamma variables with
parameters kl (shape) and θl (scale). The PDF of the aggregate interference is written as Iagg =
L∑
l=1
Zl , which can be approximated by [Mos85]
fIagg (x)≈
L∏
l=1
(
θ1
θl
)kl +∞∑
w=0
δw x
(
∑L
l=1 kl+w−1) exp
(
− xθ1
)
θ
(
∑L
l=1 kl+w)
1 Γ
(∑L
l=1 kl +w
) , (3.34)
where θ1 =min
l
{θl}, δw coefficients are computed recursively,
δw+1 =
1
w+1
w+1∑
i=1
 L∑
l=1
kl
(
1− θ1
θl
)iδw+1−i ,
and δ0 = 1. Γ (.) is the Gamma function. Finally, the CDF of Iagg , FIagg (x) =
x∫
−∞
fIagg (z)dz, is
computed as follows [Mos85]
FIagg (x)≈
L∏
l=1
(
θ1
θl
)kl ∞∑
w=0
δw
θ
∑L
l=1 kl+w
1 Γ
(∑L
l=1 kl +w
) × x∫
0
z
L∑
l=1
kl+w−1
exp
(
− z
θ1
)
dz. (3.35)
The computation of fIagg (x) and FIagg (x) can also be performed in a more efficient way using
the Fast Fourier Transform (FFT) algorithm, instead of using (3.34) and (3.35). Since the annulus
of width RLo −R1i where the mobile nodes are located can be described as a sum of L annuli of
width ρ, the CF of the aggregate interference (Iagg ) received from the mobile nodes is given by
ϕIagg (t) =
L∏
l=1
(1−θlit)−kl . (3.36)
Using the Fourier transform, the PDF of the aggregate interference is given as follows,
fIagg (x) =
1
2pi
∫ +∞
−∞
e−itxϕIagg (t)dt, (3.37)
which can be numerically calculated using a FFT algorithm. Finally, the CDF of the aggregate
interference is given by
FIagg (x) =
∫ x
−∞
fIagg (z)dz. (3.38)
3.4 Interference Estimation
This subsection starts with the assumption that the aggregate interference can be approximated
by a GEV distribution [Mur+11]. This assumption was based on sampled data obtained through
simulation, which was used in different goodness of fit tests to identify the theoretical distributions
that better approximate the empirical distribution of the sample data. The results presented in
Section 3.5 validate our assumption and show the accuracy of the approximation.
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The PDF of a GEV distribution is represented by
f (x;σ,γ,µ) =
1
σ
t(x)γ+1e−t(x), (3.39)
where
t(x) =

(
1+γ
x −µ
σ
)−1/γ
, γ , 0
e−(x−µ)/σ , γ = 0
. (3.40)
With the help of two estimators we plan to estimate the parameters σ , γ and µ of the GEV distribu-
tion. To this end, a MLE estimator and a PWM estimator are introduced next, in order to be used in
real-time to estimate the aggregate interference. Hereafter, we represent the interference sample set
by X= {S1,S2, ...,Sm}, where S1,S2, ...,Sm are the samples periodically acquired by the node Nc.
The ordered sample set is denoted by Xs = {S1,m,S2,m, ...,Sm,m}, where S1,m ≤ S2,m ≤ ... ≤ Sm,m.
3.4.1 MLE
The log-likelihood function for a sample set X= {S1, ..., Sm} of i.i.d. GEV RVs is given by
logL(σ,γ,µ) =−m logσ −
(
1
γ
+1
) m∑
i=1
log
(
1+γ
Si −µ
σ
)
−
m∑
i=1
log
(
1+γ
Si −µ
σ
)−1/γ
, (3.41)
under the condition 1+γ Si−µσ > 0. The MLE estimator (σˆ , γˆ , µˆ) for (σ,γ,µ) is obtained by maxi-
mizing (3.41).
3.4.2 PWM Estimator
As described in [Gre+79], the PWM of a RV X with distribution function F(X) = P (X ≤ x) are the
quantities
Mp,r,s = E[X
p(F(X))r(1−F(X))s], (3.42)
for real p, r and s values. For the GEV distribution, [Hos+85] shows that E[X(F(X))r ] can be
written as
M1,r,0 =
1
r +1
{
µ− σ
γ
[1− (r +1)γΓ (1−γ)]
}
, (3.43)
with γ < 1 and γ , 0. The PWM estimators (σˆ , γˆ , µˆ) of the GEV parameters (σ , γ , µ) are the
solution of the following system of equations
M1,0,0 = µ− σγ (1− Γ (1−γ))
2M1,1,0 −M1,0,0 = σγ Γ (1−γ)(2γ − 1)
3M1,2,0 −M1,0,0
2M1,1,0 −M1,0,0 =
3γ − 1
2γ − 1
, (3.44)
46
3 . 5 . M O D E L E VA L UAT I O N
in which M1,r,0 can be replaced by the unbiased estimator proposed in [Lan+79]
Mˆ1,r,0 =
1
m
m∑
j=1
 r∏
l=1
j − l
m− l
Sj,m. (3.45)
3.5 Model Evaluation
Several simulations were parameterized according the data in Table 3.2 to validate the average
aggregate interference. A mobility region consisting of a square area of 1000x1000 m was defined
where the nodes move with Vmin = 5 m/s and Vmax = 20 m/s. Different mobility scenarios were
considered: an average speed (E[V ]) of 10.82 m/s was achieved for a pause time Tp = 0 s; a second
scenario was defined with E[V ] = 3.52 m/s adopting Tp = 100 s; and a third scenario was defined
to obtain E[V ] = 1.5 m/s considering Tp = 300 s. The aggregate interference was sampled every
second and 3× 106 simulations were run.
Table 3.2: Parameters adopted in the simulations.
Xmax 1000 m Ymax 1000 m ps 0 s
Vmin 5 m/s Vmax 20 m/s τ 1
R1i 20 m ρ 20 m L 5
Simulation time 3000 s ℘ 2 σξ 0.69
To evaluate the proposed model of the aggregate interference we compare the numerical results
obtained with the model and the results obtained through simulation. The CDF of the aggregate
interference is illustrated in Figure 3.4 and Figure 3.5 for a simulation scenario considering n = 100
mobile nodes. The receiver node Nc was positioned in the center of the simulation area, i.e.
xNc = yNc = 500 m. The aggregate interference was measured by the node Nc every second. In
Figure 3.4 only the path loss effect was considered, while the results plotted in Figure 3.5 were
obtained considering path loss, fast fading and shadowing effect, for σξ = 0.69. The numerical
results were obtained with (3.35) considering the first 25 terms in the infinite sum series, i.e,
w = 25.
As shown in both Figures 3.4 and 3.5, the error observed between the model and the simulations
is in range with the error bound given in [Mos85] for the case when the approximation in (3.35) is
adopted. Different CDFs are obtained for the three mobility scenarios (E[V ] =10.82 m/s, E[V ] =
3.52 m/s and E[V ] = 1.5 m/s), indicating that an increase of Tp leads to a decrease of the aggregate
interference power, or in other words, the interference power increases with the average speed of
the nodes. This fact is due to the decrease of the node’s density near to the nodeNc as Tp increases,
which is also confirmed by the theoretical analysis in [Bet+03] and the values of λl represented in
Figure 3.2. As the average pause time increases, the spatial distribution of the nodes converges to
a Uniform distribution, and a smaller number of nodes is located in the vicinity of Nc, causing less
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Figure 3.4: CDF of the aggregate interference considering the path loss effect (τ = 1).
interference to Nc. Contrarily, the increase of the mobility increases the average number of nodes
in the vicinity of Nc, causing more interference to Nc.
Comparing the results plotted in Figures 3.4 and 3.5(a), we observe that when small-scale
fading and shadowing are considered, the average interference power remains approximately the
same because small-scale fading and shadowing are parametrized for unitary mean.
The proposed model can handle the case when nodes transmit with a given probability, τ . τ
can represent the medium access probability of a specific random medium access control (MAC)
protocol (e.g. Slotted Aloha), or even the behavior imposed by fair resource management policies.
Different medium access probabilities (τ) were considered in the results presented in Figure 3.5(b).
We have considered the high mobility scenario (E[V ] =10.82 m/s) and the same parameters adopted
in the results presented in Figure 3.5(a). The simulations were modified to consider that the
interference power received from each mobile node is null when a number randomly (uniformly)
generated at each discrete simulation time is above τ . In this way the mobile nodes only contribute
to the aggregate interference according to τ . From the validation results, presented in Figure 3.5(a),
we observe that the proposed model also approximates the CDF of the aggregate interference for
different τ values. Moreover, the interference power decreases as τ→ 0, as expected.
While the results obtained in Figures 3.4 and 3.5 were obtained considering that the receiver node
Nc was positioned in the center of the simulation, in Figure 3.6 we evaluate the accuracy of the
proposed model for different positions of Nc. The evaluation was done at positions (xNc , yNc ) =
{(200,300)(500,500), (600,700), (800,800)} m. We have considered the high mobility scenario
(E[V ] =10.82 m/s) and the same parameters adopted in the results presented in Figure 3.5(a). As
can be observed, the results computed with the model are close to the results obtained through
simulation. Moreover, we also observe that the aggregate interference decreases as the node Nc
is further away from the center of the simulated area ((x,y) = (500, 500) m). This is explained
by the higher density of mobile nodes in the center of the simulation area, as observed in Figure
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Figure 3.5: CDF of the aggregate interference considering path loss, small-scale fading and shad-
owing effect (σξ = 0.69): (a) for τ = 1 and E[V ] = {1.5,3.52,10.82} m/s; (b) for τ = {0.5,0.8,1}
and E[V ] = 10.82 m/s.
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3.2. Consequently, as Nc is further away from the center of the simulated area less mobile nodes
(interferers) are found in the same circular area (R1i = 20 m and R
L
o = 120 m).
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Figure 3.6: CDF of the aggregate interference for different positions (xNc, yNc) of the receiver
node Nc.
Figure 3.7 compares the simulation results with the numerical results obtained for different
values of L. Regarding the parameterization of L, both model’s accuracy and model’s computation
time increase with L. However, different simulation results were used to evaluate the accuracy of
the model when L ≥ 5, confirming its effectiveness even for low values of L.
Next, we assess the accuracy of the proposed estimators. Considering the same radio conditions
and the two mobility scenarios (E[V ] =10.82 m/s and E[V ] = 1.5 m/s) assumed in Figure 3.5(a),
we computed the CDF of the aggregate interference with the PWM estimator and the MLE. The
length of the sample set was m = 100. As can be seen in Figure 3.8, which represents the CDFs
obtained by simulation and computed by maximizing (3.41) (MLE) and solving (3.44) (PWM),
the results achieved with the proposed estimators are close to the results obtained by simulation.
In this case the error obtained with the MLE or with the PWM estimator is similar. This fact is
mainly due to the length of the sample set (m), as we will see later.
To evaluate the impact of the length of the sample set in the estimation, we have considered the
mobility E[V ] =10.82 m/s, being the aggregate interference estimated with the PWM estimator
considering m = 50, m = 10, and m = 5 samples. The simulation results and the results achieved
with the PWM estimator considering the different m values are illustrated in Figure 3.9. As
expected, a larger set of samples allows more accurate results. However, we would like to highlight
the quality of the estimation even when a small set of samples (m =10) is adopted. These results
confirm the quality of the proposed model and estimator, highlighting the importance in terms of
its practical application.
Additionally, we note that the aggregate interference follows a GEV distribution, as confirmed
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Figure 3.7: CDF of the aggregate interference considering path loss, small-scale fading and shad-
owing effect (σξ = 0.69), for L = {1,2,5,1000}, E[V ] = 10.82 m/s, τ = 1 and xNc = yNc = 500
m.
by the estimation results presented in Figures 3.8 and 3.9.
As a final remark, although the interferers considered in the results presented in Figures 3.4, 3.5, 3.6,
3.8 and 3.9, were always located within an annulus parameterized with R1i = 20 m and R
L
o =120 m,
we note that the model (and the estimation methodology) was also successfully validated for other
R1i and R
L
o values, including the particular case when all moving nodes are considered, i.e. R
1
i =0
m and RLo ≥
√
(Xmax/2)2 + (Ymax/2)2 for the cases when Nc is positioned at xNc = yNc = 500 m.
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3.6 Conclusions
This chapter characterized the wireless interference caused by a mobile network, when the nodes
move according to the RWP model. Assuming a time-varying wireless channel due to slow and
fast fading and, considering the dynamic path loss due to the mobility of the nodes, we have
characterized the interference distribution caused to a receiver by the moving interferers located
in a ring. After that, the distribution of the aggregate interference caused to a tagged receiver by
moving interferers located within an interference region was characterized. Results from several
simulations were compared with the theoretical characterization, showing the accuracy of the
proposed methodology.
The simulation results confirmed that the distribution of the aggregated interference may be ac-
curately approximated by a GEV distribution. Based on the interference distribution, two different
methodologies (MLE and PWM) were assessed to estimate the interference. The accuracy of the
results achieved with the proposed methodologies show that they may be used as an effective tool
of interference estimation in future wireless communication systems. Moreover, the low number
of required samples constitutes one of the advantages of the proposed PWM estimator.
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4.1 Introduction
Motivated by the importance of the analog SI’s characterization in the joint cancellation process,
this chapter derives a theoretical analysis of the residual SI power, i.e., the amount of uncanceled
SI due to channel estimation errors at the analog cancellation process. The need of analog and
digital-domain cancellation requires a precise characterization of the amount of interference not
canceled in the analog-domain. The knowledge of the residual SI due to the AC is crucial to design
efficient SI estimation methods to be used in the digital-domain. By doing so, the efficiency of the
joint AC and DC schemes may be improved.
In this chapter, the distribution of the residual SI power in an analog post-mixer canceler is
characterized, which represents the amount of uncanceled SI due to imperfect SI channel estimation
and imperfections in the transmission chain [Kor+14a]. Closed form expressions are derived for the
distribution of the residual SI power when Rician and Rayleigh fading SI channels are considered.
The distribution of the residual SI power is also derived for low and high channel gain dynamics,
by considering the cases when the SI channel gain is time-invariant and time-variant. Different
simulation results to show the influence of the channel dynamics on the distribution of the SI
power are presented, where numerical results computed with the proposed model are compared
with Monte Carlo simulation results to evaluate the accuracy of the theoretical analysis for both SI
channel’s gain and phase estimation errors. The accuracy of the theoretical analysis is also assessed
for the limit case when the frequency of the input signal to be transmitted is close to the carrier
frequency. Finally, the impact of the PN is evaluated through Monte Carlo simulation results for
different values of PN variance.
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Chapter Contents
• Section 4.2: This section introduces the assumptions made regarding the system model in
the chapter.
• Section 4.3: Describes the steps involved in the theoretical characterization of the residual
SI power.
• Section 4.4: Presents the accuracy of the proposed methodology, where numerical results
computed with the proposed model and Monte Carlo simulation results are compared.
• Section 4.5: Concludes the chapter by outlining its contribution.
4.2 System Model
In this chapter, a IBFDX scheme adopting an active analog canceler that reduces the SI at the
carrier frequency is considered. The active analog canceler actively reduces the SI by injecting a
canceling signal into the received signal. A post-mixer canceler is assumed, because the canceling
signal is generated by processing the SI signal after the upconversion stage [Sah+13]. The block
diagram of the system model is shown in Figure 4.1.
Figure 4.1: Block diagram representation of the post-mixer canceller.
The SI signal xsi(t) is up-converted to the frequency ωc = 2pifc and transmitted over the
IBFDX channel characterized by the gain h and the delay τ . In this chapter, is considered that the
active analog canceler estimates the channel’s gain and delay in order to reduce the residual SI
yrsi (t).
The residual SI, yrsi (t), is represented as follows
yrsi (t) = xsi(t)e
jωct ∗hsi(t)− xsi(t)ejωct ∗ hˆsi(t), (4.1)
where xsi(t) is the SI signal, hsi(t) is the impulse response of the SI channel, hˆsi(t) represents the
estimate of the SI channel, ωc is the angular frequency and ∗ represents the convolution operation.
The SI channel considered in this chapter is a single-tap delay channel, i.e., hsi(t) = hδ(t − τ).
Similarly, the estimate of the SI channel is denoted by hˆsi(t) = hcδ(t−τc), where hc and τc are the
estimated SI channel’s gain and delay, respectively.
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It is assumed that the SI signal, xsi(t), is a circularly-symmetric complex signal, which might
represent the case when Orthogonal Frequency-Division Multiplexing with a high number of sub-
carriers is adopted [Wul+00]. Departing from the residual SI in (4.1), it can be rewritten as
yrsi (t) = h xsi(t − τ)ej(ωc(t−τ)) − hc xsi(t − τc)ej(ωc(t−τc)). (4.2)
In what follows it is considered that the channel gain is complex, h = hr + jhj , and the estimate
of the channel’s gain is given by hc = h, where (1 − ) is the channel’s gain estimation error.
Channel’s phase estimation error is represented by Ξ =ωc(τ − τc). It is also considered that the SI
signal xsi(t) is a random signal, whose value for a specific sample k is represented by a pair of two
RVs {Xr ,Xj}, i.e. for a specific sample k is represented xsi(k∆T ) = Xr + jXj , where ∆T represents
the sample period. If the sample period is low, i.e. ∆T << 2pi/ωc, and the value of the RVsXr+jXj
remain constant for several samples, we may assume that Pr[xsi(t − τ) − xsi(t − τc) = 0] is high,
since the SI signal xsi(k∆T ) may remain constant for a consecutive number of samples. While this
approximation may be quite simplistic at this stage, the validation results presented in Section 4.4
show that it does not compromise the accuracy of the proposed modeling methodology. This is
mainly because Xr +jXj take the same value for a consecutive number of samples, since the carrier
frequency (and consequently the sampling frequency, ∆T ) is higher than any frequency component
of the input signal xsi . After a few algebraic manipulations, the residual SI can be represented by
its real and imaginary parts,<{yrsi } and={yrsi }, respectively, defined by
<{yrsi } = αXr + βXj , (4.3)
={yrsi } = −βXr +αXj . (4.4)
(4.2) can be used in the system of 2 equations formed by (4.3) and (4.4), to obtain α and β, which
are respectively given by
α = hr cos(ωc(t − τ))− hr cos(ωc(t − τc))− hj sin(ωc(t − τ)) + hj sin(ωc(t − τc)) , (4.5)
and
β = − hj cos(ωc(t − τ)) + hj cos(ωc(t − τc))− hr sin(ωc(t − τ)) + hr sin(ωc(t − τc)) . (4.6)
Using (4.3) and (4.4), the residual SI power after cancellation can be written as follows
Pyrsi =
(
X2r +X
2
j
)(
α2 + β2
)
, (4.7)
which represents the amount of interference power received due to inability to cancel the SI.
4.3 Characterization of the Residual SI
This section describes the steps required to derive the distribution of the residual SI. Motivated by
the fact that the channel may have different dynamics, two different cases are considered:
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• Low channel dynamics - in this scenario the channel gain is almost time-invariant, and
consequently h and hc can be considered constants;
• High channel dynamics - in this scenario the channel gain is time-variant, and consequently
h and hc are assumed to be RVs.
4.3.1 High channel dynamics
By considering the case when the channel gain is time-varying and xsi(t) is a circularly-symmetric
complex signal, i.e., Xr ∼N(0,σ2x ) and Xj ∼N(0,σ2x ), Lemma 4.3.1 gives the distribution of the
residual SI power when a SI Rician fading channel is considered, i.e., the time-varying variables hr
and hj are realizations of the RVs Hr ∼N(µh cos(ϑ),σ2h ) and Hj ∼N(µh sin(ϑ),σ2h ), respectively.
On other hand, Lemma 4.3.2 characterizes the distribution of the residual SI power when a SI
Rayleigh fading channel is considered, where Hr ∼N(0,σ2h ) and Hj ∼N(0,σ2h ).
Lemma 4.3.1. When the SI channel gain is distributed according to a Rice1 distribution with
non-centrality parameter µh and scale parameter σh, the probability density function of the SI
power follows a product distribution given by
fPyrsi
(z) =
2(1/2−kh/2)σ (−kh−1)x λ−khA
Γ (kh)
(λA/z)
kh−1
2 zkh−1K(kh−1)
(√
2z
σ2xλA
)
(4.8)
where K(kh−1)(.) is the modified Bessel function of the second kind ((Kn(x)) for n = kh−1), and λA,
kh and θh are given by
λA = θh
1+ 2 − 2cos(ωc(τ − τc)), (4.9)
kh =
(µ2h +2σ
2
h )
2
4σ2h (µ
2
h + σ
2
h )
, (4.10)
θh =
4σ2h (µ
2
h + σ
2
h )
µ2h +2σ
2
h
. (4.11)
Proof. Departing from (4.7), and assuming that Xr ∼N(0,σ2x ) and Xj ∼N(0,σ2x ), then X2r and
X2j are distributed according to a chi-squared distribution with 1 degree of freedom, denoted by
χ21. Xr and Xj may be written as follows
X2r ∼ σ2xχ12, (4.12)
1The Rice distribution was assumed because the SI channel is formed between two antennas that are close to each
other, in which there is a strong LOS component. Since the Rician fading model assumes that the received signal is the
result of a dominant component (the LOS component), the SI channel is usually modeled by a Rician fading channel
[Dua+12; Eve+14; Sho+17].
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X2j ∼ σ2xχ12. (4.13)
By definition, if Y ∼ χ2k and c > 0, then cY ∼ Gamma(k/2,2c). Consequently,
X2r ∼ Gamma(1/2,2σ2x ), (4.14)
and
X2j ∼ Gamma(1/2,2σ2x ). (4.15)
Knowing that the sum of two gamma RVs with different shape parameters is given by
Gamma(k1,θ) +Gamma(k2,θ) ∼ Gamma(k1 + k2,θ), the following is obtained
X2r +X
2
j ∼ Gamma(1,2σ2x ). (4.16)
Departing again from (4.7), the term
(
α2 + β2
)
is a RV because hr and hj are time-varying
variables representing realizations of the RVs Hr and Hj , respectively. After a few algebraic
manipulations, and replacing hr and hj by the RVs Hr and Hh, respectively, α2 + β2 is written as
α2 + β2 = (H2j +H
2
r )
1+ 2 − 2cos(ωc(τ − τc)). (4.17)
The Rician fading channel is described by parameters K and Ω, where K is the ratio between
the power of LOS path and the power in the other reflected paths, andΩ is the total power from both
paths. The signal envelope is Rician distributed with parameters µh =
√
KΩ
1+K and σh =
√
Ω
2(1+K) .
K can also be expressed in decibels by the variable KdB = 10log10(K).
Defining Hp
′
= (1/σ2h )(H
2
j +H
2
r ), Hp
′
follows a non-central Chi-square distribution with two
degrees of freedom, and non centrality parameter µh
2
σh2
.
Applying the method of moments to provide a Gamma approximation for the distribution of
Hp
′
, the following shape and scale parameters are given by,
kh
′
=
(µ2h +2σ
2
h )
2
4σ2h (µ
2
h + σ
2
h )
, (4.18)
θh
′
=
4(µ2h + σ
2
h )
µ2h +2σ
2
h
. (4.19)
Since Hp
′
is considered instead of H2j +H
2
r , the distribution that represents the residual SI
channel power gain is approximatted by
H2j +H
2
r ∼ Gamma(kh,θh), (4.20)
following the same steps to obtain (4.16), where kh = kh
′
and θh = σ2hθh
′
.
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Because
1+2−2cos(ωc(τ −τc)) is a constant, and knowing that when Y ∼ Gamma(k,θ)
and c > 0, cY ∼ Gamma(k,cθ), then
(H2j +H
2
r )
1+ 2 − 2cos(ωc(τ − τc)) ∼ Gammakk ,θh1+ 2 − 2cos(ωc(τ − τc)) .
(4.21)
In (4.7) the term (α2+β2) only depends on the RVsHr andHj , and consequently is independent
of the term (X2r +X
2
j ). Because (4.7) has the product of the two terms, the probability density
function of Pyrsi is given by the classical product probability density function expressed as follows
fPyrsi
(z) =
∫ ∞
−∞
fX2r +X2j (x)fα2+β2(z/x)
1
|x| dx. (4.22)
Replacing fX2r +X2j (x) and fα2+β2(z/x) in (4.22) by (4.16) and (4.21), respectively, the expression
(4.23) is obtained. Solving the integral in (4.23), fPyrsi
is finally given by
fPyrsi
(z) =
∫ ∞
−∞
(
[1 + 2 − 2cos(ωc(τ − τc))]θh
)−kh
2σ2x Γ (kh)|x|
( z
x
)kh−1×
× e
− x
2σ2x
− z
θhx[1 + 2 − 2cos(ωc(τ − τc))] dx.
(4.23)
fPyrsi
(z) =
2(1/2−kh/2)σ (−kh−1)x λ−khA
Γ (kh)
(λA/z)
kh−1
2 zkh−1K(kh−1)
(√
2z
σ2xλA
)
. (4.24)
The CDF of the residual SI power is given by
FPyrsi
(z) = 1−

2(1−kh/2)(λAz)kh/2 Kkh
(√
2z
σ2x λA
)
(σxλA)khΓ (kh)
 , (4.25)
where Kkh(.) is the modified Bessel function of the second kind ((Kn(x)) for n = kh).
Lemma 4.3.2. When the SI channel gain is distributed according to a Rayleigh distribution with
scale parameter σh, the probability density function of the SI power follows a product distribution
given by
fPyrsi
(z) =
K0
(√
2z
σ2x λB
)
σ2xλB
, (4.26)
where K0(.) is the modified Bessel function of the second kind, and λB is given by
λB = 2σ
2
h
1+ 2 − 2cos(ωc(τ − τc)). (4.27)
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Proof. Assuming again that Xr ∼ N(0,σ2x ) and Xj ∼ N(0,σ2x ), the term X2r +X2j has the same
distribution represented in (4.16).
In this case, when Hr ∼N(0,σ2h ) and Hj ∼N(0,σ2h ), the RV that represents H2j +H2r is given
by
H2j +H
2
r ∼ Gamma(1,2σ2h ), (4.28)
following the same steps to obtain (4.16). As the term
1+ 2 − 2cos(ωc(τ − τc)) is a constant,
then
(H2j +H
2
r )
1+ 2 − 2cos(ωc(τ − τc)) ∼ Gamma1,2σ2h 1+ 2 − 2cos(ωc(τ − τc))
 .
(4.29)
Replacing fX2r +X2j (x) and fα2+β2(z/x) in (4.22) by (4.16) and (4.29), respectively, the expression
(4.30) is obtained. Solving the integral in (4.30), fPyrsi
is finally given by
fPyrsi
(z) =
∫ ∞
−∞
1
4σ2x σ2h Γ (1)
2[1 + 2 − 2cos(ωc(τ − τc))]|x|
×
× e
− x
2σ2x
− z
2σ2h x[1 + 
2 − 2cos(ωc(τ − τc))] dx.
(4.30)
fPyrsi
(z) =
K0
(√
2z
σ2x λB
)
σ2xλB
, (4.31)
where K0(.) is the modified Bessel function of the second kind ((Kn(x)) for n = 0) and λB =
2σ2h
1+ 2 − 2cos(ωc(τ − τc)). The CDF of the residual SI power is given by
FPyrsi
(z) = 1−

√
2λBz K1
(√
2z
σ2x λB
)
σxλB
 , (4.32)
where K1(.) is the modified Bessel function of the second kind ((Kn(x)) for n = 1).
4.3.2 Low channel dynamics
By considering the case when the channel gain is constant and xsi(t) is a circularly-symmetric
complex signal, i.e., Xr ∼N(0,σ2x ) and Xj ∼N(0,σ2x ), Lemma 4.3.3 shows that the distribution
of the residual SI power follows an exponential distribution with rate parameter λC .
Lemma 4.3.3. When the channel gain is constant the SI power is exponentially distributed, i.e.
fPyrsi
(z) =
e
−z
λC
λC
, (4.33)
61
C H A P T E R 4 . R E S I D UA L S E L F - I N T E R F E R E N C E P OW E R I N I N - BA N D
F U L L - D U P L E X W I R E L E S S S Y S T E M S
with rate parameter
λC =
1
2σ2x
(
h2r + h2j
)1+ 2 − 2cos(ωc(τ − τc))
.
(4.34)
Proof. Once again, Xr ∼N(0,σ2x ) and Xj ∼N(0,σ2x ) are assumed, then the term X2r +X2j has the
same distribution represented in (4.16).
Contrarily to the case assumed in the Subsection 4.3.1, when h and hc are considered constant,
hr ∈ R and hj ∈ R, then
(
α2+β2
)
∈ R, and
(
α2+β2
)
> 0. Departing from (4.7), using (4.16), and
knowing that when Y ∼ Gamma(k,θ) and c > 0, cY ∼ Gamma(k,cθ), Pyrsi can be given by
Pyrsi ∼ Gamma
(
1,2σ2x
(
α2 + β2
))
. (4.35)
Because Gamma(1,λ−1) ∼ Exp(λ), Pyrsi can be rewritten as follows
Pyrsi ∼ Exp
(
(2σ2x
(
α2 + β2
)
)−1
)
. (4.36)
Using (4.5) and (4.6), (4.36) is finally rewritten as follows
Pyrsi ∼ Exp

1
2σ2x
(
h2r + h2j
)1+ 2 − 2cos(ωc(τ − τc))

.
The CDF of the residual SI power is given by
FPyrsi
(z) = 1− e −zλC . (4.37)
4.4 Validation and Results
This section evaluates the accuracy of the derivation proposed in Section 4.3. The evaluation
methodology is presented in Subsection 4.4.1 and the accuracy of the derivation is discussed in
Subsection 4.4.2.
4.4.1 Evaluation Methodology
The accuracy of the residual SI power distribution is evaluated through the comparison of Monte
Carlo simulations with numerical results, obtained from the derivation presented in Section 4.3.
The comparison includes different channel conditions and SI cancellation errors.
Regarding the simulations, the post-mixer canceller presented in Figure 4.1 was simulated.
The simulation results were obtained using the Monte Carlo method during 200 µs of simulation
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time (72×106 samples were collected during each simulation). The up-conversion frequency was
parametrized to ωc = 2pi × 109 rad/s, i.e., the IBFDX communication system is operating at a
carrier frequency of 1 GHz (equivalent to a period Tc = 1 ns). In the simulations, a sample period
∆T = Tc/360 was adopted. The values of Xr and Xj were sampled from Normal distributions,
N(0,σ2x ), each 4Tc (with σ
2
x =
1
2 ). Hr and Hj were sampled from Normal distributions (Hr ∼
N(µh cos(ϑ),σ
2
h ), Hj ∼N(µh sin(ϑ),σ2h ) for Rician fading, and Hr ∼N(0,σ2h ), Hj ∼N(0,σ2h ) for
Rayleigh fading). For time-variant channels, Hr and Hj were sampled each 40Tc, maintaining
constant hr and hj during the simulation (h2r = h
2
j = 1/2 was assumed). An average unitary channel
gain was considered in all fading channels, to guarantee a fair comparison. In the simulations,
the residual SI was determined for each simulation sample collected each ∆T , by computing (4.2).
The residual SI power was also computed for each sample using (4.7). The parameters adopted in
the simulations are presented in Table 4.1.
The numerical results were obtained computing (4.24) and (4.25) for time-variant Rician chan-
nels, (4.32) for time-variant Rayleigh channels, and (4.37) for time-invariant channels, respectively.
From (4.24), (4.25), (4.32), and (4.37), we observe that the computation of the distribution of the
residual SI power only depends on the statistics of the SI signal (Xr , Xj), the statistics of the SI
channel (Hr , Hj), the channel’s gain estimation accuracy (), and channel’s phase estimation error
(Ξ).
4.4.2 Accuracy Assessment
First, the distribution of the residual SI power was evaluated for different values of channel’s gain
estimation accuracy () and considering perfect estimation of the channel’s delay (τ = τc). Time-
invariant and Rayleigh time-variant channels are compared. Numerical results are compared with
simulation results in Figure 4.2. In the figure the “inv” curve represents the results obtained with
the time-invariant channel. The “var - Rayleigh” curve represents the results obtained with the
time-variant channel, when a Rayleigh fading SI channel is considered, with σ2h =
1
2 . The CDF
is plotted for different channel’s gain estimation accuracy values ( = [0.95, 0.90, 0.80]). The
“Simulation” curves represent the results obtained through Monte Carlo simulatiom. The “Model”
curves were obtained with the computation of (4.37) and (4.32) for time-invariant and time-variant
Rayleigh channels, respectively.
Table 4.1: Parameters adopted in the simulations.
fc 1 GHz ωc 2pi × 109 rad/s
σ2x 1/2 Ξ {pi/18,pi/9,pi/6}
Tc 1 ns  {0.95,0.90,0.80}
∆T 1/360 ns Simulation time 200 µs
ϑ pi/4 KdB {−10,0,3,10}
Ω 1
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As can be seen, the numerical results computed with the proposed model are close to the results
obtained through simulation. This is observed for the different levels channel’s gain estimation
accuracy and for the time-variant and invariant channels. As a general trend, it is observed that the
SI power increases with the channel’s gain estimation error (1− ), as expected. Moreover, Figure
4.2 shows that the probability of observing higher values of residual SI power increases when the
time-variant channels are considered, because of its higher dynamics.
Figure 4.2: Residual SI Power for different values of  (Rayleigh fading channel: σ2h =
1
2 ; Time-
invariant channel: hr
2 = hj
2 = 1/2).
Next, the distribution of the residual SI power was evaluated for perfect estimation of the
channel’s gain ( = 1) and considering imperfect estimation of the channel’s delay. Figure 4.3
plots numerical and simulation results of the distribution of the residual SI power, adopting different
phase estimation errors (Ξ =ωc(τ − τc) = [pi/18,pi/9,pi/6]). The results were obtained for a time-
invariant channel, a time-variant Rayleigh channel, and a time-variant Rician channel. In this case
the numerical results in the “Model” curves were computed with (4.25) and (4.32), for Rician
fading and Rayleigh fading, respectively. Once again, the numerical results are close to the results
obtained through simulation. As can be seen, the phase estimation error significantly impacts on
the distribution of the residual SI power and the average residual SI power increases with the phase
estimation error. Moreover, the different types of the fading channel lead to different distributions
of the residual SI power (for the same value of phase estimation error).
To evaluate the impact of parameter KdB on the distribution of the residual SI power, we have
considered different parameterizations of the Rician fading channel, i.e., KdB = [−10,0,10] dB,
for a single value of phase estimation error (Ξ = pi/18) and considering perfect estimation of
the channel’s gain ( = 1). Simulation and numerical results are presented in Figure 4.4, which
confirm the accuracy of the proposed methodology for both PDF and CDF (numerically computed
from (4.24) and (4.25), respectively). From the results in the Figure, it can be concluded that the
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Figure 4.3: Residual SI Power for different values of Ξ (Rayleigh fading: σ2h =
1
2 ; Rician fading:
KdB = 3 dB, µh = 0.8162, σh = 0.4086).
average residual SI power increases with the ratio between the power of the LOS path and the
power of the other reflected paths.
In Section 4.2 it was assumed that the input signal Xr + jXj might take the same value for
a consecutive number of samples, since the carrier frequency (and consequently the sampling
frequency) is higher than any frequency component of the input signal xsi . To assess the impact
of such assumption different simulations were performed considering that Xr and Xj are sampled
from a Normal distribution at submultiples of the carrier frequency (fc). Figure 4.5 compares the
residual SI power obtained with the simulation results when Xr and Xj remain constant during one,
two, three, and four carrier periods (curves “Simulation - 1 Tc”, “Simulation - 2 Tc”, “Simulation -
3 Tc”, and “Simulation - 4 Tc”, respectively). As can be seen, the accuracy of the proposed model
increases as Xr and Xj remain with the same value for a longer period of time. The results show
that the numerical results (represented by the curve “Model”) are close to the simulated results,
when Xr and Xj remain constant for approximately 4 carrier periods, which is a valid assumption
from the practical viewpoint. The results in Figure 4.5 confirm the accuracy of the proposed model,
even when xsi exhibits high temporal dynamics.
Next the impact of the oscillator’s PN (φ(t)) was analyzed on the residual SI power. A typical
PN value for a low power low area oscillator was considered, built in a standard 130 nm comple-
mentary metal-oxide-semiconductor (CMOS) technology, operating at 1 GHz [Abd+12], which
may typically exhibit a PN of approximately -100 dBc/Hz @ 1 MHz frequency offset. To determine
the properties of the Gaussian distribution that represents the PN, the oscillator PN was simulated
using the Matlab software package. The PN distribution obtained from the data simulated with the
PN Simulink block was caracterized by a Gaussian distribution,N(µpn = 0,σ2pn = 16× 10−4). It
was also assumed RC oscillators, by considering the minimum achievable PN threshold, which
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(a)
(b)
Figure 4.4: Residual SI Power for different values of KdB (Rician fading: {KdB = -10 dB; µh =
0.3015; σh = 0.6742}, {KdB = 0 dB; µh = 0.7071; σh = 0.5000}, {KdB = 10 dB; µh = 0.9535;
σh = 0.2132}).
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Figure 4.5: Residual SI Power for different sampling periods of Xr + jXj (Rician fading: KdB = 3
dB, µh = 0.8162, σh = 0.4086; Ξ = pi/6).
is approximately -120 dBc/Hz [Nav+05]. For this case the oscillator PN is also represented by a
Gaussian distribution,N(µpn = 0,σ2pn = 16× 10−6). The PN was simulated with a sample period
∆T = Tc/360 and φ(t) was added to the the upconverted signal. Thus, instead of using (4.2)
to compute the residual SI, was considered the PN and the residual SI was computed with the
Figure 4.6: Residual SI Power for different values of PN (Time-invariant channel: hr
2 = hj
2 = 1/2;
Ξ = pi/18).
67
C H A P T E R 4 . R E S I D UA L S E L F - I N T E R F E R E N C E P OW E R I N I N - BA N D
F U L L - D U P L E X W I R E L E S S S Y S T E M S
following formula
yrsi (t) = h xsi(t − τ)ej(ωc(t−τ)+φ(t−τ)) − hc xsi(t − τc)ej(ωc(t−τc)+φ(t−τc)).
As can be seen in Figure 4.6, the quality of the oscillators impacts on the distribution of the residual
SI power. At the minimum achievable PN threshold (-120 dBc/Hz @ 1 MHz), the impact of the
PN on the distribution of the residual SI power is almost negligible. But, as the PN increases (-100
dBc/Hz @ 1 MHz) the average of the residual SI power also increases.
4.5 Conclusions
4.5.1 Applicability of the Proposed Approach
It is well known that the knowledge of the residual SI due to the analog-domain cancellation is
crucial to design efficient SI estimation methods to be used in the digital-domain. By doing so,
the efficiency of the joint AC and DC schemes may be improved. The analytical derivation of
the distribution of the residual SI power presented in this chapter can be used to provide technical
criteria for mitigating the SI residual interference in practical IBFDX communication systems. An
obvious application is the compensation of the cancelation errors, which include the gain cancela-
tion error (1−) and the phase cancellation error (Ξ). By using the theoretical derivation presented
in Section 4.3 and multiple samples of the residual SI collected in a practical IBFDX system,
different estimation techniques can be employed to estimate the cancelation errors and compensate
them. However, the proposed derivation can also be useful for the academic community in general,
to determine different aspects related with the performance analysis of IBFDX communications,
including for example the capacity of IBFDX communication systems by using the residual SI
power to derive the outage probability of a specific IBFDX system.
Finally, we highlight that although this chapter considers a single-tap delay channel, the ap-
proach may also be adopted in a multi-path scenario to provide an approximation of the residual
SI. In IBFDX systems the LOS component is usually much higher than the non-LOS components
(e.g.[Eve+14] reports 20-45 dBs higher). In this case, when the aggregated power of the non-LOS
components is low, this model can capture a significant amount of the residual SI power.
4.5.2 Final Remarks
This chapter derives the distribution of the residual SI power due to channel estimation errors
at the analog cancellation process. Closed form expressions were derived for the distribution of
the residual SI power when Rician and Rayleigh fading SI channels are considered. Moreover,
the distribution of the residual SI power was derived for low and high channel gain dynamics,
by considering a time-invariant and a time-variant channel, respectively. The accuracy of the
theoretical approach was assessed through Monte Carlo simulations for different levels of channel
gain cancellation and phase errors during the channel estimation process. The results reported in the
chapter show that the channel dynamics strongly influence the distribution of the residual SI power.
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While for time-invariant channels the residual SI power is exponentially distributed, for time-
variant channels the exponential distribution is not a valid assumption. Instead, the distribution of
the residual SI power in time-variant channels can be approximated by a product distribution, as
described in Lemma 4.3.1, which constitutes the main contribution of this chapter.
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5.1 Introduction
With the continuous explosion of wireless communication systems, the number of wireless devices
and networks continues to increase. Under this perspective, dynamic spectrum access arises as an
efficient tool to increase the operation of the licensed spectrum bands, allowing the coexistence
of different communication networks with different radio technologies in the same geographical
area and spectrum space. At the same time, the increase of wireless devices, as a result of the rapid
emergence of wireless and mobile services, have led to multiple coexisting networks scenarios.
The characterization of the interference in coexisting wireless networks is of high importance
because the capacity of the wireless systems is limited by the competition of the users. However,
coexistence increases the interference modeling complexity due to the intrinsic stochastic features
of each coexisting network, including but not limited to different spatial distribution of the nodes,
different transmission power, and different medium access patterns.
Motivated by the importance of the interference characterization in coexisting networks and its
complexity, this chapter investigates the aggregate interference caused to a fixed node by multiple
transmitters belonging to different coexisting networks. As a main contribution of this chapter, two
different methods to characterize the distribution of the aggregate interference power are proposed.
Instead of providing a numerical approximation of the aggregate interference distribution, the two
methods proposed show that the aggregate interference can be accurately approximated by an
α-µ distribution. Consequently, the aggregate interference can be approximated by a closed-form
expression, without suffering the scalability issues related with the numerical solutions presented
in the literature.
The first method approximates the aggregate interference by assuming that the interference
caused by the transmitters located on a given annulus of the spatial region can be approximated by
a Gamma distribution. The approximation is motivated by the work in [HG09], even though it does
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not consider fading or shadowing. The second method proposes a highly accurate approximation
based on the α-µ distribution, which holds for the entire spatial region of each coexisting network.
The work developed in this chapter considers different spatial distributions of the coexisting
networks, fast fading and shadowing propagation effects, and different transmission powers and
medium access.
Chapter Contents
• Section 5.2: This section starts introducing the network scenario considered in the chapter,
as well as the distribution of the nodes for static and mobile networks.
• Section 5.3: Describes the steps involved to model the aggregate interference caused to a
central node by multiple nodes located in different networks, considering path loss, and slow
and fast fading.
• Section 5.4: Proposes the first method to characterize the aggregate interference in coex-
isting networks, by assuming that the interference caused by the transmitters located on a
given annulus of the spatial region can be approximated by a Gamma distribution.
• Section 5.5: Presents the second method to characterize the aggregate interference in coex-
isting networks, by assuming that the interference caused by the transmitters located on a
given annulus of the spatial region can be approximated by a α-µ distribution.
• Section 5.6: This section assesses the accuracy of both methods, as well as the impact of
network parameters, and the impact of mobility in coexisting Networks.
• Section 5.7: This section summarizes the chapter’s conclusions.
5.2 System Description
In this chapter, we consider the scenario illustrated in Figure 5.1, where multiple Υη networks,
with η = 1, ...,υ, coexist in the same RF band, and same spatial region with area Xmax ×Ymax. The
υ networks can be static or mobile. The nodes of the static networks are deployed according to a
homogeneous PPP. The nodes of the mobile networks move according to the RWP mobility model
[Bet+03], where each node is initially placed in a random position (x,y) sampled from the uniform
distributions represented by x ∼ U(0,Xmax) and y ∼ U(0,Ymax), and move to a random ending
point with velocity uniformly sampled from U(Vmin,Vmax). The nodes stop at the ending point
for pause time Tp. After reaching the ending point a node repeats the same cycle. The average
velocity of the nodes is denoted by E[V ], which was studied in [Bet+03].
For modeling purposes, we adopt the SCM considered in Chapter 3, where the analysis of the
aggregate interference received by the central node (node Nc in Figure 3.1) from the network Υη is
derived by considering the nodes located in the Lη annuli centered on the receiver node. The radius
of the larger and smaller circles of the annulus l ∈ {1, ...,Lη}, are represented by Rη,l+1 = (Rη,l+ lρ)
and Rη,l , respectively, where ρ denotes the annulus’ width.
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Figure 5.1: Nodes of multiple networks (different colors) distributed in a interference region.
The nodes of a given network Υη are thus located in a circular region with area Aη =
∑Lη
l=1Aη,l ,
where Aη,l = pi
(
(Rη,l+1)2 − (Rη,l)2
)
denotes the area of the annulus l.
Figure 5.2 represents the SCM to be applied for the coexistence of multiple networks.
Figure 5.2: The node Nc receives from the nη transmitters located in the area Aη .
The number of transmitters of the network Υη located in a particular annulus l ∈ {1, ...,Lη} is
represented by the RVXη,l . For both static and mobile networks we consider thatXη,l is distributed
according to a truncated Poisson distribution given by
P(Xη,l = k) =
(λη,lAη,lτη)
ke−λη,lAη,lτη
k!
∑nη
i=0
(λη,lAη,lτη )i
i! e
−λη,lAη,lτη
,0 ≤ k ≤ nη , (5.1)
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where λη,l is the node’s spatial density, nη is the total number of nodes of the network Υη , and
τη is the individual transmission probability. We highlight that for static networks λη,l is equal
for all Lη annulus. However, for RWP mobile networks, the spatial distribution of the nodes is
approximated by an IPP. Consequently, for mobile RWP networks, λη,l takes a different value
for each annulus l. In this chapter, we consider that the density parameter λη,l adopted to model
the mobile RWP networks is computed as proposed in (3.8), which takes into account the annuli’s
geometry (ρ; Lη ; Rη,1), and mobility parameters (Vmin;Vmax;Xmax;Ymax;Tp).
5.3 Interference from an annulus l of network Υη
The interference power caused by nη,l interferers belonging to the network Υη located in the
annulus l is given by Iη,l =
∑nη,l
i=1 Iη,l,i , where Iη,l,i is the interference caused by the i-th interferer.
The interference power Iη,l,i is expressed by
Iη,l,i = PT xηψi(dη,l,i)
−℘, (5.2)
where PT xη is the transmitted power, ψi is the instant value of the fading channel and shadowing
gain, dη,l,i denotes the distance between the i-th interferer and the receiver, and ℘ is the path-loss
coefficient. The values ψi and dη,l,i represent instant values of the RVs Ψi and Dη,l,i , respectively.
The interferers are uniformly distributed, and consequently the PDF of Dη,l,i is given by
fDη,l,i (x) =

2pix
Aη,l
Rη,l < x < Rη,l+1
0, otherwise
. (5.3)
To characterize the distribution of Ψi the small-scale fading (fast fading) and shadowing (slow
fading) effects must be considered. The amplitude of the small-scale fading effect is described by
a Rayleigh distribution with the following PDF
fζ(x) =
x
σ2ζ
e
−x2
2σ2ζ ,
where x is the envelope amplitude of the received signal, and 2σ2ζ = 1 is the mean power of the
multipath received signal. Regarding the shadowing effect, we have assumed that its power follows
a Lognormal distribution with the following PDF
fξ(x) =
1√
2piσξx
e
−(ln(x)−µξ )2
2σ2ξ ,
with σξ > 0 and µξ = −σ
2
ξ
2 . As described in [AK99], the PDF of a Lognormal distribution can be
accurately approximated by the PDF of a Gamma distribution, yielding
fξ(x) ≈ 1Γ (ϑ)
(
ϑ
ωs
)ϑ
xϑ−1e−x
ϑ
ωs ,
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where ϑ is given by 1
e
σ2ξ −1
and ωs is equal to eµξ
√
ϑ+1
ϑ .
Considering that the small-scale fading and shadowing are independent, the PDF of Ψi is
represented by
fΨi (x) ≈ fζ2(x) · fξ(x) ≈
2
Γ (ϑ)
(
ϑ
ωs
) ϑ+1
2
x
ϑ−1
2 Kϑ−1
√4ϑxωs
 ,
which according to [AAY10] can be accurately approximated by the following Gamma distribution
fΨi (x) ≈
xkψ−1
Γ (kψ)θ
kψ
ψ
e−x/θψ , (5.4)
with scale and shape parameters given by θψ =
(2(ϑ+1)
ϑ − 1
)
ωs, and kψ =
(
2(ϑ +1)
ϑ
− 1
)−1
, re-
spectively.
Let MIη,l,i (s) denote the MGF of the i-th interferer located within the annulus l, which is given
by
MIη,l,i (s) = EIη,l,i [e
sIη,l,i ] = EΨi
[
EDη,l,i [e
sIη,l,i ]
]
=
+∞∫
0
Rη,l+1∫
Rη,l
esIη,l,i fDη,l,i (x)fΨi (y)dxdy.
Using (5.2), (5.3), and (5.4), MIη,l,i (s) can be simplified to
MIη,l,i (s) =
2pi
Aη,l(2 + kψ℘)(PT xηθψs)
kψ
×
((
Rη,l+1
)2+kψ℘
%(Rη,l+1)−
(
Rη,l
)2+kψ℘
%(Rη,l)
)
,
with
%(x) = 2F1
kψ , kψ + 2℘,1+ kψ + 2℘,− x℘PT xηθψs
 .
When the individual interference Iη,l,i is i.i.d in comparison with the interference from other
interferers located within the same annulus, the MGF of the aggregate interference (Iη,l) caused by
k active interferers is given by
MIη,l |k(s) =MIη,l,1(s)×MIη,l,2(s)× · · · · · · ×MIη,l,k (s) =
(
MIη,l,i (s)
)k
. (5.5)
Using the law of total probability, the PDF of Iη is written as
fIη,l (j) =
∞∑
k=0
fIη,l (j |Xη,l = k)P(Xη,l = k),
leading to the MGF of the aggregate interference as follows
E[esIη,l ] =
∞∑
k=0
P(Xη,l = k)MIη,l /k(s).
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Using (5.1) and (5.5), the MGF of Iη,l can be finally rewritten as
E[esIη,l ] = e
ληAη,lτη (MIη,l,i (s)−1). (5.6)
5.4 Aggregate Interference - Method 1
According to the results in [HG09], the aggregate interference considering path-loss, fast fading
and shadowing effects can be approximated by a Gamma distribution. In line of that, this method
considers that the interference caused by the interferers of the network Υη located within the
annulus l is distributed according to a Gamma distribution. Using (5.6), the expectation and the
variance of the aggregate interference are written as
E[Iη,l] = 2piλητηPT xηe
µξ
√
eσ
2
ξ
 (Rη,l+1)2−℘ − (Rη,l)2−℘2−℘
 ,
and
Var[Iη,l] = piλητηP
2
T xη
θ2ψ(kψ + k
2
ψ)×
 (Rη,l+1)2−2℘ − (Rη,l)2−2℘1−℘
 ,
respectively.
The aggregate interference is approximated by using the method of the moments, and the shape
and the scale parameters of the Gamma distribution that characterizes the interference caused by
the interferers of the annulus l, Iη,l , are represented by kη,l and θη,l , being respectively given by
kη,l = E[Iη,l]
2/Var[Iη,l], (5.7)
θη,l = Var[Iη,l]/E[Iη,l]. (5.8)
Until now, we have only considered the aggregate interference due to interferers of a network
Υη located within the annulus l. To obtain the aggregate interference of a given network Υη , the
summation of the Lη annuli where all interferers are located must be considered. Let {Zη,l}Lηl=1
be independent non-identically distributed (i.n.i.d.) Gamma RVs with parameters kη,l (shape) and
θη,l (scale). The aggregate interference of the network Υη can be written as
Iη =
Lη∑
l=1
Zη,l .
Assuming the coexistence of multiple networks with different features (e.g. transmission power
and channel access probability), the joint aggregate interference can be written as
Iagg =
υ∑
η=1
Iη ,
where υ represents the number of different coexisting networks. The joint aggregate interference
can be seen as the aggregate interference caused by the nodes located within the LN annuli of υ
coexisting networks, with LN = υLη .
76
5 . 4 . AG G R E G AT E I N T E R F E R E N C E - M E T H O D 1
Let {Zj}LNj=1 be i.n.i.d. Gamma RVs with parameters kj and θj and Wj ∼ Nakagami(mj ,Ωj ).
The aggregate interference can be written as
Iagg =
LN∑
j=1
Zj =
LN∑
j=1
Wj
2,
since by definition Zj =Wj2, with kj =mj and θj =Ωj /mj . According to [Cos+08a], the sum of
i.n.i.d. Nakagami-m RVs can be accurately approximated by an α-µ distribution1. Consequently,
the PDF of Iagg can be expressed as [Cos+08a]
fIagg (y) ≈
αµµyαµ−1
rˆαµΓ (µ)
exp
(
−µy
α
rˆα
)
,
where rˆ = α
√
E[Y α], and µ = rˆ
2α
Var[Y α] . To compute fIagg (y), the moment-based estimators for α and
µ can be obtained from [Cos+08a] as
Γ 2(µ+1/α)
Γ (µ)Γ (µ+2/α)− Γ 2(µ+1/α) =
E2[Iagg ]
E[Iagg2]−E2[Iagg ]
, (5.9)
and
Γ 2(µ+2/α)
Γ (µ)Γ (µ+4/α)− Γ 2(µ+2/α) =
E2[Iagg2]
E[Iagg4]−E2[Iagg2]
. (5.10)
By its turn, the exact moments E[Iagg ], E[Iagg2], E[Iagg4] required in (5.9) and (5.10), can be
computed using the multinomial expansion as follows [Cos+08a]
E[Iagg
n] =
n∑
n1=0
n1∑
n2=0
· · ·
nLN −2∑
nLN −1=0
(
n
n1
)(
n1
n2
)
· · ·
(
nLN−2
nLN−1
)
×E[W12(n−n1)]E[W22(n1−n2)] · · ·E[WLN 2(nLN −1)],
where the Nakagami-m moments are given as
E[Wj
n] =
Γ (kj +n/2)
Γ (kj )
(
θj
)n/2
.
Using the parameters α and µ, the parameter rˆ can be estimated by
rˆ =
µ2/αΓ (µ)E[Iagg ]Γ (µ+2/α)
1/2 . (5.11)
1The α-µ distribution is a general fading distribution written in terms of two physical parameters, where α is related
to the non-linearity of the environment, and µ is associated to the number of multipath clusters [Cos+08b].
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5.5 Aggregate Interference - Method 2
As observed in the previous section, the aggregate interference can be accurately approximated by
an α-µ distribution. Knowing that the sum of i.n.i.d. α-µ RVs can be accurately approximated by
an α-µ distribution [Cos+08b], now we approximate the interference caused to the receiver by the
interferers located within the annulus l by an α-µ distribution. To obtain an approximation of the
aggregate interference (Iη,l), the moments of our model need to be matched with the respective
moments of the α-µ distribution. Consequently, (5.6) is used to derive the first, second and fourth
moments of Iη,l , which are respectively given by
E[Iη,l] =Cη,lm1,l ,
E[Iη,l
2] =Cη,l
2m1,l
2 +Cη,lm2,l ,
E[Iη,l
4] =Cη,l
4m1,l
4 +6Cη,l
3m1,l
2m2,l +3Cη,l
2m2,l
2
+4Cη,l
2m1,lm3,l +m1,l
4,
where Cη = ληAη,lτη , and
mn,l =
pi(θψ)n(PT xη)
n
(
(Rη,l+1)(2−n℘) − (Rη,l)(2−n℘)
)
Aη,l
(
1− (n℘2 )
) n−1∏
j=0
(kψ + j).
The knowledge of E[Iη,l], E[Iη,l2], and E[Iη,l4], allows the computation of the moment-based
estimators to determine the parameters αη,l , µη,l and rˆη,l of the α-µ distribution that characterizes
Iη,l , i.e.,
fIη,l (y) =
αη,lµ
µη,l
η,l y
αη,lµη,l−1
rˆαη,lµη,l Γ (µη,l)
exp
−µη,l yαη,lrˆαη,lη,l
 .
These parameters can be computed by solving the system of equations formed by (5.9), (5.10) and
(5.11) after replacing α, µ, rˆ, E[Iagg ], E[Iagg2] and E[Iagg4] by αη,l , µη,l , rˆη,l , E[Iη,l], E[Iη,l2] and
E[Iη,l4], respectively.
Since we have already approximated Iη,l , i.e., the interference caused by the nodes within the l-
th annulus of the η-th coexisting network, we are now interested on characterizing the interference
caused by all annuli of all coexisting networks. The joint aggregate interference may be stated as
being the aggregate interference caused by the nodes located within the LN annuli of υ coexisting
networks, with LN = υLη .
Let {Zj}LNj=1 be i.n.i.d. α-µ RVs with parameters αη,l , µη,l and rˆη,l , the aggregate interference
can be written as
Iagg =
LN∑
j=1
Zj .
According to [Cos+08b], the sum of i.n.i.d. α-µ RVs can be accurately approximated by an α-µ
distribution. Consequently, the parameters α and µ adopted to parametrize the α-µ distribution of
the aggregate interference distribution, i.e. fIagg ≈ α-µ(α,µ, rˆ), can be obtained again from (5.9)
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and (5.10), assuming that the exact moments E[Iagg ], E[Iagg2], E[Iagg4] in (5.9) and (5.10) are now
computed using the multinomial expansion as follows
E[Iagg
n] =
n∑
n1=0
n1∑
n2=0
· · ·
nLN −2∑
nLN −1=0
(
n
n1
)(
n1
n2
)
· · ·
(
nLN−2
nLN−1
)
×E[Z1(n−n1)]E[Z2(n1−n2)] · · ·E[ZLN (nLN −1)],
where the n-th moment, E[Zjn], is given by
E[Zj
n] =
rˆjΓ (µj +n/αj )
µj
(n/αj )Γ (µj )
,
and the parameters µj , αj and rˆj represent the parameters µη,l , αη,l and rˆη,l computed for each
annulus of each individual coexisting network. Having determined α and µ, the parameter rˆ can
be estimated by (5.11) to finally parametrize fIagg , the PDF of the aggregate interference caused by
the coexisting networks.
5.6 Model Validation and Discussions
This section presents numerical and simulation results of the aggregate interference power in
coexisting networks, comparing the accuracy of the two methods in Subsection 5.6.1, evaluating
the impact of different network parameters in Subsection 5.6.2, such as the density of nodes, the
channel access probability, and the transmitted power level, and also analyzing the impact of nodes’
mobility in Subsection 5.6.3.
5.6.1 Comparison of the two Methods
In this subsection, the assessment of the accuracy was carried out by comparing the numerical
results obtained with Method 1 and Method 2 against Monte Carlo simulations. 3× 106 samples
of the aggregate interference power were adopted in the Monte Carlo methodology. To validate
the distribution of the aggregate interference, we adopt the default values described in Table 5.1.
We consider two coexisting static networks, i.e., υ = 2, with different densities of nodes (λ1
andλ2). Usually, the transmitters of the different networks also adopt different transmission powers
and access the band with different medium access probabilities. We consider that static transmitters
of network Υ1 transmit twice the power of the transmitters of network Υ2 (i.e., PT x1 = 2000 mW
and PT x2 = 1000 mW). Regarding the medium access probabilities, the transmitters of network
Υ1 access the band when they have a new packet to transmit (τ1 = 1.0), while the transmitters of
network Υ2 transmit with probability τ2 = 0.7. In this way, the heterogeneity of the coexisting net-
works is taken into account by considering different nodes’ densities, different transmitting powers,
and different probabilities of accessing the band. The area where the interferers of the networks
Υ1 and Υ2 are located was divided in {5,2,1} annuli, meaning LN = {10,4,2}, respectively.
Figure 5.3 compares the CDF of the aggregate interference power computed with the two
methods described in Sections 5.4 and 5.5. Different number of annuli with different widths
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Table 5.1: Parameters adopted in the simulations.
R1,1 20 m R2,1 20 m
R1,Lη+1 120 m R2,Lη+1 120 m
λ1 (node/m2) 1× 10−4 λ2 (node/m2) 2× 10−4
PT x1 2000 mW PT x2 1000 mW
τ1 1.0 τ2 0.7
σ2ζ 0.5 σξ 0.69
LN {10, 4, 2} ρ {20, 50, 100} m
℘ 2 Monte Carlo samples 3× 106
(ρ = {20,50,100} m) were considered in the Method 1, LN = {10,4,2}, to cover the networks’
area Aη . For the Method 2, a single annulus was considered (ρ = 100 m) to represent the area of
each coexisting network, i.e., LN = 2. Table 5.2 presents the parameters of the α-µ distributions
obtained to represent the CDF of Iagg with Method 1 and Method 2 (computed with (5.9), (5.10)
and (5.11)).
Table 5.2: Parameters estimated for the model curves.
α µ rˆ
Figure 5.3
Method 1−LN = 10 0.147 65.945 2.862
Method 1−LN = 4 0.458 5.830 3.126
Method 1−LN = 2 0.824 1.651 3.574
Method 2−LN = 2 0.160 55.071 2.871
The “Method" curves in Figure 5.3 indicate the numerical results obtained with the proposed
methods, while the “Simulation curve" represent the CDF obtained with Monte Carlo simulations.
The results depicted in Figure 5.3 show that the accuracy of the Method 1 increases with LN ,
i.e., by considering more annuli to cover the same area. This means that the Gamma distribution
approximation used to characterize Iη,l through the parameters in (5.7) and (5.8) is more accurate
as more and thinner annuli are considered to cover the network’s area. For LN = 10, 5 annuli of
width ρ = 20 m are considered for each network, and the numerical results obtained with Method
1 are close to the ones obtained through simulation. However, Method 2 obtains almost the same
accuracy by only assuming a single annulus for each coexisting network. This fact highlights
the advantage of the Method 2, because it achieves a similar accuracy by only computing the
parametrization of LN = 2 α-µ distributions, while the Method 1 needs to compute LN = 10
parametrizations of Gamma distributions prior to the final α-µ approximation of the aggregate
interference. Moreover, in Method 2 a single annulus can be adopted for each coexisting network,
so that the accuracy of the method does not depend on the number and thickness of the annuli that
80
5 . 6 . M O D E L VA L I DAT I O N A N D D I S C U S S I O N S
represent the area of the network.
Figure 5.3: Comparison of the two methods proposed for modeling Iagg .
5.6.2 Impact of network parameters in Coexisting Networks
This subsection presents numerical and simulation results of the aggregate interference power,
evaluating the impact of different network parameters, such as the density of nodes, the channel
access probability, and the transmitted power level. Simulation and numerical results are presented
for 2 coexisting static networks, i.e. υ = 2. Different densities of nodes (λ1 and λ2) and different
channel access probabilities (τ1 and τ2) are considered. To validate the distribution of the aggregate
interference we adopt the default values described in Table 5.3 unless otherwise stated, and we
compare the numerical results with results obtained through simulation.
Table 5.3: Parameters adopted in the simulations.
R1,1 20 m R1,L+1 80 m
R2,1 20 m R2,L+1 120 m
L1 3 L2 5
Simulation time 3000 s ℘ 2
λ1 (node/m2) 2× 10−4 λ2 (node/m2) 2× 10−4
τ1 1 τ2 1
ρ 20 m σξ 0.69
LN 8 PT xη 10
3 mW
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The aggregate interference is sensed by the node Nc. The area where the interferers of the
networks Υ1 and Υ2 are located was divided in 3 and 5 annuli of width 20 m (ρ), respectively,
meaning LN = 8. Table 5.4 depicts the parameters estimated for the analytical curves in Figures
5.4, 5.5 and 5.6.
Table 5.4: Parameters estimated for the model curves.
α µ rˆ
Figure 5.4
τ1 = 0.5 0.298 17.464 2.520
τ1 = 0.7 0.303 18.294 2.848
τ1 = 1 0.307 19.824 3.345
Figure 5.5
PT x1 = PT x2 0.399 8.112 2.313
PT x1 < PT x2 0.230 25.531 3.043
PT x1 > PT x2 0.377 8.100 3.592
Figure 5.6
Non-Overlapped 0.200 25.186 0.949
Overlapped 0.298 17.464 2.520
The CDF of the aggregate interference is illustrated in Figure 5.4 considering different channel
access probabilities for the nodes of the network Υ1 (τ1 = {0.5;0.7;1}). The channel access
probability was maintained constant for the network Υ2 (τ2 = 1). From the results, we observe that
the aggregate interference increases with the channel access probability, as expected. Moreover,
the numerical results (represented in the figure by the legend “Model") are close to the results
obtained through simulation (represented in the figure by the legend “Simulation").
Figure 5.4: CDF of aggregate interference for different channel access probabilities of network Υ1
(τ1).
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Figure 5.5 compares the results of aggregate interference for different transmitted power levels
(PT xη ) of the two networks. The channel access probability was maintained constant for the two
networks (λ1 = 2×10−4 nodes/m2 and λ2 = 1×10−4 nodes/m2). From the results we observe that
the aggregate interference increases with the transmitted power level, and it can also be concluded
that a higher density of nodes with higher transmission power located in the vicinity ofNc increases
the aggregate interference.
Figure 5.5: CDF of aggregate interference for different transmitted power levels (PT xη ).
In Figure 5.6 different node densities of network Υ1 (λ1 = 1× 10−4 nodes/m2) and Υ2 (λ2 =
2× 10−4 nodes/m2) were considered. This figure considers two different operational scenarios:
• in the “Overlapped Scenario" the unlicensed users of the two networks are allowed to operate
between R1,1 ≡ R2,1 and R1,4 ≡ R2,4, i.e., the nodes of both networks coexist in the same
spatial region;
• in the “Non-Overlapped Scenario" the two networks operate in disjoint spatial regions
(R1,Lη+1 ≡ R2,1) .
Consequently LN = 8 was considered for the “Overlapped Scenario" and LN = 5 was consid-
ered in the “Non-Overlapped Scenario". Once again, the proposed methodology approximates the
distribution of aggregate interference caused to the node Nc. Regarding the parameter LN , both
model’s accuracy and model’s complexity increase with LN .
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Figure 5.6: CDF of aggregate interference for overlapped and non-overlapped scenarios.
5.6.3 Impact of mobility in Coexisting Networks
This subsection presents numerical and simulation results of the aggregate interference power,
evaluating the impact of different network mobility. We consider two coexisting networks (υ =
2): a static network (Υ1), and a network (Υ2) where the nodes move according to the RWP.
Three different mobility scenarios are analysed for Υ2, considering the case where nodes are static
(E[V ] = 0 m/s), or mobile with different average velocities (E[V ] = {10.82,1.50} m/s).
The parameters adopted in the validation are presented in Table 5.5, which are divided in
the parameters related with the “Propagation Effects", the parameters of the network Υ1 (“Static
Network"), and the parameters of the network Υ2 (“Mobile Network").
The assessment of the model is carried out by comparing Monte Carlo simulation results with
numerical results of the aggregate power (Iagg approximated by (5.9)).
In the SCM, we have considered the same circular area for both networks Υ1 and Υ2, i.e.,
R1,1 = R2,1 = 20 m, R1,Lη+1 = R2,Lη+1 = 120 m, and ρ1 = ρ2 = 20 m.
In Figure 5.7, we compare the CDF of the aggregate power (Iagg ) generated by the coexisting
networks (Υ1 and Υ2) for the different mobility scenarios considered in network Υ2 (E[V ] =
{10.82 m/s,1.50 m/s,0 m/s}).
Table 5.6 presents the α-µ distribution parameters adopted in (5.9) to approximate Iagg for
the different average velocities E[V ]. As can be seen, the numerical results (represented by the
“Model" curves) are close to the results obtained through simulation. This indicates that the α-
µ distribution in (5.9) can effectively approximate the distribution of Iagg with high accuracy.
Moreover, we observe that the aggregate power increases with the mobility of the network Υ2,
which is due to the higher density of nodes closer located to NT x as the node’s mobility increase
[Bet+03].
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Table 5.5: Parameters adopted in the simulations.
Propagation Effects
PT xη 10
3 mW ℘ 2
σξ 0.69 σh2 1/2
σ2nd 0.01 mW
Static Network (Υ1)
R1,1 20 m R1,Lη+1 120 m
ρ1 20 m L1 5
λ1 (node/m2) 1× 10−4
Mobile Network (Υ2)
R2,1 20 m R2,Lη+1 120 m
ρ2 20 m L2 5
Vmin 5 m/s Vmax 20 m/s
n2 100 τ2 1
E[V ] {10.82,1.50,0} m/s Xmax 1000 m
Tp {0,300,3000} s Ymax 1000 m
Figure 5.7: CDF of the aggregate power when Υ1 and Υ2 coexist, and considering different average
speeds of Υ2’s nodes.
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Table 5.6: Parameters estimated for the model curves of Iagg .
α µ rˆ
Figure 5.7
E[V ] = 10.82 m/s 0.198 49.032 2.946
E[V ] = 1.50 m/s 0.263 19.548 1.881
E[V ] = 0 m/s 0.275 16.621 1.714
5.7 Conclusions
This chapter characterized the problem of the coexistence interference caused by multiple networks
to a central node, when the nodes of the static networks are deployed according to a homogeneous
PPP, and the nodes of the mobile networks are distributed according to the RWP mobility model.
The contribution of this chapter is mainly focused on the derivation of two methods that
approximate the distribution of the aggregate coexisting interference by an α-µ distribution. The
proposed methods advance the current state of the art by proposing a closed-form expression for
the approximation of the aggregate interference (instead of a numerical solution).
Several simulation results compared the two proposed methods, and also evaluated the impact
of different network parameters, such as the density of nodes, the channel access probability, and
the transmitted power level. Finally, the impact of different network mobility was also evaluated,
analysing three different mobility scenarios.
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This chapter presents several applications where the theoretical results of the previous chapters can
be used to aid the analysis of different aspects of multiple access networks. Section 6.1 character-
izes the transmission capability of a CRN, when the PUs are mobile. The transmission capability
identifies the available opportunities for secondary user’s SU’s transmission. No opportunities
are available when mobile PUs are active/transmitting within the SU’s sensing region. However,
admitting multiple PUs outside the SUs’ sensing region, the interference caused to a SU can lead
to a misinterpretation of a non-interfering PU due to the high power received from the multiple
PUs. Thus, based on the amount of aggregate interference characterized in Chapter 3, Section 6.1
defines a new SC metric to include the Spatial False Alarm (SFA) effect caused by the mobile PUs
located outside the SU sensing region.
In Section 6.2, we investigate the impact of wireless-powered communications when energy is
harvested from multiple static and/or mobile wireless coexisting networks. In a first step, we use
the aggregate power characterized in Chapter 5 to derive the energy received by a harvester node
when it harnesses the energy generated by the coexisting wireless networks. Considering that the
harvester node acts as a transmitter after the harvesting duration, we derive the outage probability
for such coexisting scenario. In addition, the throughput achieved by the harvester node is also
characterized, and the optimal harvesting duration is identified taking into account the mobility
of the coexisting networks, the features of the static networks, the energy harvesting process, as
well as the communication performance between the harvester node and the receiver. Our work
shows that the distribution of the power received by the harvester from the coexisting networks
can be accurately approximated by an α −µ distribution. Moreover, the mobility also impacts on
the optimal throughput of the wireless-powered communications, which is accurately confirmed
by the proposed analysis and extensive simulations.
Section 6.3 derives a method to compute the optimal carrier-sensing range in a CSMA network.
To investigate the optimal carrier-sensing range it is defined an utility function that takes into
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account the medium access probability of the node, and at the same time the carrier-sensing range.
To derive the medium access probability it is used the aggregate power characterized in Chapter
5. The optimal carrier-sensing range is identified for two different scenarios, considering the cases
when the coexisting networks are spatially overlapped or non-overlapped.
Finally, in Section 6.4 we derived a method to estimate the residual SI power in a IBFDX
system. Considering the case when the channel gain is time-varying, admitting a Rician fading SI
channel, and adopting the Lemma 4.3.1, we derive a estimation method for the distribution of the
residual SI with a set of samples. We also evaluate the impact of the length of the sample set in the
estimation method. The results show that a larger set of samples allows more accurate results and
also the quality of the estimation even when a small set of samples is adopted.
6.1 Sensing Capacity of Cognitive Radio Mobile Networks
In CRNs, the non-licensed users usually denominated Secondary Users (SUs) must detect the
activity of the licensed users, denominated Primary Users (PUs), in order to utilize the unused
spectrum bands without causing them harmful interference. Spectrum Sensing (SS) plays a central
role in CRNs, since it is possible detect the availability of vacant portions (holes) of spectrum in
the spatial sensing area of a SU.
In CRNs, the mobility of the PUs introduces an additional challenge to detect its activity.
Consequently, the SUs’ transmission capability in the presence of the PUs, hereafter denoted as
SC, is more difficult to be characterized in mobile scenarios.
The SC metric was introduced in [LA08] for static CRNs, where the nodes do not move, being
defined as
Cstatic = ε · ζ ·W · Pof f , (6.1)
where ε represents the sensing efficiency, ζ is the spectral efficiency of the band (bit/sec/Hz), W
is the bandwidth and Pof f represents the probability of the band being available to SUs due to
the inactivity of PUs. Recently, the SC was extended to the case when multiple PUs may move
[Cac+11; Cac+13], being defined as
Cmob = ε · ζ ·W · PIof f , (6.2)
where PIof f represents the probability of not occurring any activity caused by the PUs that may be
located within the SU’s sensing region. However, although defining the SC for mobile scenarios
and admitting multiple PUs, [Cac+11; Cac+13] do not consider the case when the PUs located
outside the sensing region of a SU may be anomaly detected. This effect of a SU misinterpreting a
non-interfering PU was firstly studied in [Han+11] for a single PU, who have named it as the SFA
effect. SFA was recently studied in [Han+13] considering multiple static PUs. When the SFA is
considered, the SC defined in (6.2) is an upper bound because SFA may cause SUs to not transmit
when no PU is active within their sensing region. Differently from [Cac+11; Cac+13], we consider
the occurrence of the SFA effect in a CRN with multiple mobile PUs, being the SC now defined as
CmobSFA = ε · ζ ·W ·
(
POSFAPIof f
)
, (6.3)
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where POSFA represents the probability of not occurring a spatial false alarm by the nodes located
outside the SU’s sensing region.
The characterization of the sensing capacity when both mobility [Cac+11; Cac+13] and SFA
effects [Han+11; Han+13] are considered has not been addressed before. The main contributions
of this section are as follows:
• The probability of SFA is derived through the characterization of the amount of aggregate
interference caused by the mobile PUs located outside the SU sensing region, using the
results presented in Chapter 3;
• The SC of CRNs, defined in [Cac+11; Cac+13], is extended to include the SFA effect. Both
simulation and theoretical results show that SFA should not be neglected.
• We confirm that the SFA effect decreases the SC, and the results in [Cac+11; Cac+13; LA08]
represent a SC’s upper bound;
• Regarding the mobility of the nodes, it is shown that the SC varies inversely with the average
speed of the PUs.
6.1.1 Network scenario
It is considered a CRN where n PUs move in a region defined by the area Xmax ×Ymax according
to the RWP mobility model, similar to the RWP model that was defined in Chapter 3.
The system considered in this section is depicted in Figure 6.1. A fixed central SU Nc is
located in the center of the considered scenario (in the position (Xmax/2,Ymax/2)), which senses
the activity of the mobile PUs located in the circular sensing region with radius R1i (represented
by the dark disk surrounding Nc).
This section considers the SU’s sensing region concept instead of the PU’s protection region.
However, both concepts are equivalent if the PU’s protection range is equal or smaller than the
SU’s sensing range.
Nc
Ri
1 Ro
1  Ri
2
Ro
2  Ri
3
Ri
L
Ro
L
Figure 6.1: Spatial scenario considered. The SU’s sensing region is represented by the area
ASR = pi(R
1
i )
2. The PUs located outside the sensing region are found in the annulus area A =
pi
(
(RLo )
2 − (R1i )2
)
.
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6.1.2 Sensing Capacity Definition
A SU senses the band licensed to PUs distinguish between occupied and vacant spectrum. The
sensing decision considered takes into account the amount of aggregate interference sensed outside
the sensing region.
Departing from the definition of SC in (6.3), we first define PIof f , the probability of not occurring
any activity caused by the PUs that may be located within the SU’s sensing region. According to
(3.7), the probability of a PU being located within the sensing region of the SU Nc is given by
PI =
(xNc+R1i )∫
(xNc−R1i )
(
yNc+
√
(R1i )
2−(x−xNc )2
)
∫
(
yNc−
√
(R1i )
2−(x−xNc )2
) fXY (x,y)dydx. (6.4)
Since the PUs move independently of each other, the probability of finding k ≤ n PUs within the
SU’s sensing region is given by the binomial distribution probability mass function, i.e.,
B(n,k,PI ) =
(
n
k
)
(PI )
k(1− PI )(n−k). (6.5)
Finally, PIof f is defined as
PIof f =
n∑
k=0
B(n,k,PI ) · (1− τ)k , (6.6)
since the k PUs within the SU’s sensing region are inactive with probability (1− τ)k .
Regarding POSFA in (6.3), which represents the probability of not occurring a spatial false alarm
due to the PUs located outside the SU’s sensing region, and following the notation in (6.6) we
start to consider that n− k PUs are located outside the SU’s sensing region. A spatial false alarm
does not occur if the aggregate interference power caused by the PUs located outside the sensing
region is lower than a given threshold (γ). Its probability is represented by P (Iagg {nl = n−k} ≤ γ),
where {nl = n− k} indicates that the parameters kl and θl must be computed assuming nl defined
in Subsection 3.3.1 equal to n− k. After computing the parameters kl and θl , fIagg (s) may be also
computed through (3.34) and
P (Iagg {nl = n− k} ≤ γ) =
∫ γ
0
fIagg (s)ds. (6.7)
By considering the different number of n− k PUs that may be localized outside the session region,
POSFA is given by
POSFA =
n∑
k=0
P (Iagg {nl = n− k} ≤ γ), (6.8)
and finally using (6.3), (6.6) and (6.8), the sensing capacity is written as follows
CmobSFA = ε · ζ ·W
n∑
k=0
B(n,k,PI ) · (1− τ)k · P (Iagg {nl = n− k} ≤ γ). (6.9)
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6.1.3 Comparison Results
In this subsection we compare the impact of the SFA in the SU’s SC. The SC is computed with
(6.9) and compared with the results obtained in [Cac+11] (similar to (6.2)), which neglects the SFA
effect.
Different network scenarios were defined varying the number of mobile PUs from a single PU
to 19. The PUs moving according to the RWP mobility model achieve different average velocities,
E[V ] = {1.50,10.82}m/s, by adopting TP = {0,300}s, respectively. Different probabilities of PU’s
activity were also considered, i.e. τ = {0.33,0.66}. The simulations were run for each number of
PUs and adopting constant TP and τ values. The missing parameters related with the propagation
model and the computation of theoretical model are described in Table 6.1.
Table 6.1: Parameters adopted to compute the comparison results.
Xmax 1000 m R1i 100 m ℘ 2
Ymax 1000 m TP 0 s, E[V]=10.82 m/s ρ 10 m
Vmin 5 m/s TP 300 s, E[V]=1.50 m/s L 61
Vmax 20 m/s ε · ζ ·W 1 γ 0.1 mW
The sensing capacity results (computed with (6.9) and (27) in [Cac+11]) are illustrated in
Figure 6.2. Figure 6.2(a) plots the results for E[V ] = 10.82 m/s, while 6.2(b) plots the result for
E[V ] = 1.50 m/s.
Regarding the impact of the PUs’ mobility on the SC, it is well known that the spatial density
of the nodes moving according the RWP model increases within the sensing region of the node
NC as the average velocity of the nodes increase [Bet+03]. Consequently, more PUs are likely
to be located within the sensing region as the average velocity of the PUs increases. In this case,
the node Nc detects higher PUs’ activity within its sensing region, leading to a lower SC (Figure
6.2(a)), when compared to a scenario of lower average velocity (Figure 6.2(b)).
Finally, the results in Figure 6.2 show that for both assumptions (considering/neglecting the
SFA) the SC varies inversely with the number of PUs, the level of PU’s activity (τ), and the average
velocity of the PUs (E[V ]). However, when the SFA effect is considered, the SC decreases more
sharply, and the deviation from neglecting the SFA increases as both the number of PUs and PU’s
level of activity increase, or when the average velocity of the nodes decrease. Moreover, the
deviation observed in the SC confirms that when the SFA effect is neglected the results obtained
with [Cac+11] represent an upper bound of the SC.
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Figure 6.2: Sensing Capacity for different levels of PU’s activity (τ): (a) high mobility scenario
(E[V] = 10.82m/s); (b) low mobility scenario (E[V] = 1.50m/s).
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6.2 Wireless-Powered Communications
Wireless-powered communications (WPC) have been recently proposed to extend the network’s
lifetime. In WPCs, the aggregate energy collected by a harvester node from multiple RF signals is
used to power the communication process.
The effect of the interference on the performance of energy harvesting systems has been ana-
lyzed in [GA15] and [Che16]. The interference caused by multiple transmitters was characterized
in [Fli+15], which considers that different ambient RF energy sources cause interference to a
wireless sensor node.
Most of the existing works do not address large scale WPC networks due to the challenges
associated with the characterization of the harvested RF energy in the presence of dominant trans-
mitters.
The characterization of WPC systems that harvest energy from multiple coexisting networks
(including static and/or mobile ones), has not yet been addressed in the literature. In order to fill this
gap that exists in the literature, and using the results of Chapter 5, this section aims to first study the
distribution of the harvested energy from multiple energy sources belonging to different coexisting
networks. We consider the case where mobile and/or static networks may coexist together in the
same band. Admitting that the harvester node acts as a transmitter after the energy harvesting
period, we derive the outage probability for such scenario. In addition, we study the throughput
achieved by the harvester node, identifying the optimal energy harvesting time allocation having
into account the mobility of the mobile networks, the features of the static networks, the energy
harvesting process, as well as the communication performance between the harvester node and the
receiver.
6.2.1 Network scenario
We consider a WPC network with a time-switching protocol. In particular, wireless energy transfer
is assumed in the downlink (DL) band, where the node NT x accumulates energy from the trans-
mitters of the υ different coexisting wireless networks (Figure 6.3). The node NT x first harvests
energy during the time interval cT from the DL RF band, and then uses it to transmit data to
NRx over the uplink (UL) band. The transmission lasts (1 − c)T , where T is the total duration
of a time-switching cycle and c represents the time splitting factor. We consider an unitary cycle
duration, i.e., T = 1.
A Rayleigh fading channel between the nodes NT x and NRx is considered, and the distance
between the nodes is denoted as d1. The transmission power for information transfer depends on
the energy harvested in the DL band and is denoted by PNT x . Consequently, the signal received by
NRx can be written as
yNRx =
1√
d1
℘
√
PNT xh1xc +nd , (6.10)
where h1 is the channel coefficient from the transmitter NT x to the receiver NRx, xc is the normal-
ized information signal transmitted by NT x, and nd is the zero-mean AWGN at the receiver.
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Mobile Network
Figure 6.3: A harvester node NT x receives energy from υ coexistent networks to transmit informa-
tion to the node NRx. The dashed circles represent the boundaries of the annuli considered in the
proposed model. The inner circle radius is denoted by Rη,1, and Rη,Lη+1 denotes the outer circle
radius.
6.2.2 Harvested Energy
Considering the methods that characterize the aggregate interference in coexisting networks, de-
rived in Chapter 5, the aggregate power received by NT x from all transmitters of the υ coexisting
networks can also be approximated by an α-µ distribution. Thus, the PDF of the aggregate power
received from all transmitters of the coexisting networks (Iagg ) can be approximated by an α-µ
distribution as follows
fIagg (y) ≈
αµµyαµ−1
rˆαµΓ (µ)
exp
(
−µy
α
rˆα
)
. (6.11)
Then, the aggregate power is used to derive the energy harvested during the harvesting period cT .
Therefore, the harvested energy at the node NT x, Eh, is written as
Eh = ςcT Iagg , (6.12)
where 0 < ς < 1 represents the energy conversion efficiency, and the RV Iagg follows an α-µ
distribution with α, µ and rˆ computed from (5.9), (5.10), and (5.11).
6.2.3 Throughput Analysis
After having harvested energy during the harvesting period cT , the node NT x transmits data in the
UL band with PNT x power, represented by
PNT x =
Eh
(1− c)T = ςIagg
c
(1− c) . (6.13)
Using (6.10), the Signal-to-Noise Ratio (SNR) at the receiver node can be defined as
γd =
PNT x |h1|2
d1
℘σ2nd
, (6.14)
where σ2nd is the variance of the zero-mean AWGN. Considering a Rayleigh channel with mean
power 2σ2h between the nodes NT x and NRx, |h1|2 is exponentially distributed with parameter
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1/(2σ2h ). Given a SNR threshold γ0, the outage probability of the transmission can be written as
Pout(γ0) = P(γd < γ0) =
∫ γ0
0
fγd (z)dz. (6.15)
Using (6.14), and considering the PDFs of Iagg and |h1|2, (6.15) can be rewritten as
Pout(γ0) =
αµµ
rˆαµΓ (µ)
1
Λ
∫ γ0
0
∫ ∞
0
1
y
(
z
y
)αµ−1
exp
−µzα(rˆy)α − 12σ2hΛy
 dy dz, (6.16)
where
Λ =
ςc
(1− c)d1℘σ2nd
is the scaling value of the product of the RVs Iagg and |h1|2. Since the integral in (6.16) can only
be numerically solved, we propose to approximate Pout(γ0) by an α-µ distribution as follows
Pout(γ0) ≈ Γ
(
µp,µp
(
γ0
rˆpΛ
)αp) 1
Γ (µp)
, (6.17)
where αp, µp and rˆp can be obtained by solving the system of equations formed by (5.9), (5.10)
and (5.11), substituting the symbols α,µ, rˆ, and E[Iaggn] by αp,µp, rˆp, and
E[(Iagg |h1|2)n] = n!(2σ2h rˆ)n
Γ (µ+n/α)
µn/αΓ (µ)
, (6.18)
respectively. As will be seen, (6.17) shows to be a very tight approximation, being evaluated instan-
taneously. (6.18) represents the n-th moment of the product of the RVs Iagg and |h1|2. Assuming
a communication rateR (in bits/T) and the transmission duration (1− c)T , the throughput of the
communication channel between NT x and NRx can be written as
Rτ (c) = (1− Pout(γ0))(1− c)R. (6.19)
From (6.19), one can notice that (1−Pout(γ0)) increases with c. However, the transmission duration
decreases with c. This fact has motivated us to derive the optimal time allocation ratio, c∗, that
maximize Rτ (c), given by
c∗ = arg max
0<c<1
Rτ (c).
Thus, c∗ can be determined by computing the root of the partial derivative ∂Rτ (c)∂c . Departing from
the partial derivative, the solution of ∂Rτ (c)∂c = 0 only can be computed in a numerical way, finding
the value c∗ for which the condition (6.20) holds.
αp
(
c∗Γ (µp)
)−1
exp
µp γ0d1℘σ2ndrˆpς 1− c∗c∗
αp = 1− (Γ (µp))−1Γ µp,µp γ0d1℘σ2ndrˆpς 1− c∗c∗
αp
(6.20)
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6.2.4 Model Validation and Discussions
We consider the same coexisting scenarios adopted in Subsection 5.6.3, with two coexisting net-
works (υ = 2): a static network (Υ1), and a network (Υ2) where the nodes move according to the
RWP. Three different mobility scenarios are analysed for Υ2, considering the case where nodes
are static (E[V ] = 0 m/s), or mobile with different average velocities (E[V ] = {10.82,1.50} m/s).
The parameters adopted in the validation are presented in Table 6.2, which are divided in
the parameters related with the “Propagation Effects", the parameters of the network Υ1 (“Static
Network"), the parameters of the network Υ2 (“Mobile Network"), and other parameters adopted
in the WPC model, SCM, and simulations.
Table 6.2: Parameters adopted in the simulations.
Propagation Effects
PT xη 10
3 mW ℘ 2
σξ 0.69 σh2 1/2
σ2nd 0.01 mW
Static Network (Υ1)
R1,1 20 m R1,Lη+1 120 m
ρ1 20 m L1 5
λ1 (node/m2) 1× 10−4
Mobile Network (Υ2)
R2,1 20 m R2,Lη+1 120 m
ρ2 20 m L2 5
Vmin 5 m/s Vmax 20 m/s
n2 100 τ2 1
E[V ] {10.82,1.50,0} m/s Xmax 1000 m
Tp {0,300,3000} s Ymax 1000 m
Others
Monte Carlo samples 3× 106 d1 5 m
γ0 {−10,−5,0,5,10,15} dB ς 1
LN 10 υ 2
The assessment of the model is carried out by comparing Monte Carlo simulation results with
numerical results of the throughput (Rτ (c) computed with (6.19)), and the optimal time allocation
ratio (c∗computed with (6.20)). In the SCM, we have considered the same circular area for both
networks Υ1 and Υ2, i.e., R1,1 = R2,1 = 20 m, R1,Lη+1 = R2,Lη+1 = 120 m, and ρ1 = ρ2 = 20 m.
Table 6.3 presents the α-µ distribution parameters adopted in (6.11) to approximate Iagg for
the different average velocities E[V ].
The throughput (Rτ ) is achieved by the WPC system in the same coexisting scenarios adopted
in Subsection 5.6.3. To characterize Rτ we have considered the optimal energy conversion ef-
ficiency of the energy harvesting process (ς = 1), the communication range d1 = 5 m, and the
SNR threshold γ0 = 5 dB at the receiver. Moreover, it is assumed that NT x uses all the harvested
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Table 6.3: Parameters estimated for the model curves of Iagg .
α µ rˆ
E[V ] = 10.82 m/s 0.198 49.032 2.946
E[V ] = 1.50 m/s 0.263 19.548 1.881
E[V ] = 0 m/s 0.275 16.621 1.714
energy to transmit the information. In Figure 6.4, we present different curves of the throughput as
a function of the time splitting ratio c. The numerical results (represented by the “Model" curves)
have considered the approximation proposed in (6.17) to compute the outage probability. The
parameters used in (6.17) were previously computed as described in Section 6.2.3, and their values
for the different mobility scenarios are presented in Table 6.4.
Table 6.4: Parameters estimated for the model curves of Pout .
αp µp rˆp
E[V ] = 10.82 m/s 0.316 6.098 2.199
E[V ] = 1.50 m/s 0.287 6.350 1.347
E[V ] = 0 m/s 0.284 6.288 1.216
The throughput, computed with (6.19), is close to the throughput obtained in the Monte Carlo
simulations, as illustrated in Figure 6.4. The results show that higher throughput values are achieved
for higher mobility scenarios of the RWP network Υ2. This is because the amount of harvest energy
increases with the velocity of the nodes of the network Υ2, as justified by the aggregate power
results in Figure 5.7. Moreover, it is shown that the parameter c effectively impacts on the achieved
throughput, clearly identifying an upward where extending the harvesting period increases the
transmission power, and a downward zone, where the extension of the harvesting period shortens
the transmission period. The optimal point of operation is the one that divide the two zones.
To evaluate the optimal time allocation ratio (c∗) proposed in (6.20), we have considered the
higher mobility scenario (E[V ] = 10.82 m/s), and multiple SNR thresholds (γ0 = {−10,−5,0,5,
10,15} dB). The simulation results of the throughput and the numerical results of the optimal time
allocation ratio (c∗) are illustrated in Figure 6.5 (a marker “o" was adopted to indicate the c∗ value
numerically computed with (6.20)). The throughput inversely increases with γ0, as expected. We
also observe that γ0 also impacts on the shape of the throughput curves. However, the optimal time
allocation ratio is accurately approximated by (6.20) for all γ0 values, as depicted in the figure.
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Figure 6.4: Throughput Rτ for the scenario considered in Figure 5.7.
Figure 6.5: Optimal time allocation ratio c∗ for different SNR thresholds γ0 .
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6.3 Impact of Carrier Sensing Range in CSMA Networks
Nowadays, due to the densification of the wireless networks, the carrier sense multiple access
(CSMA) protocol has become very popular. To improve the network capacity and providing
spectrum reuse, the CSMA mechanism allows multiple transmissions using the spatial separation
between them [Jam+15]. Generally, the carrier-sensing range is statically defined to improve the
spatial reuse, and at the same time to ensure interference-safe transmissions [TM14].
There have been previous works on the proper setting of the carrier-sensing range [JS06;
Ma+09]. However, these works assumed simplified interference models, where the realistic phys-
ical layer characteristics are ignored and the distribution of the interfering nodes is deterministic.
More recently, [Cha+17] proposed two carrier-sensing adaptive methods for the cumulative inter-
ference and the incremental interference, but the convergence rate of the proposed algorithm is
a problem when the node density is low and the nodes’ mobility is high. Based on the effects
of the cumulative interference and the dominant pairwise interference in the network, [Din+17]
investigated the impact of the carrier-sensing range on the link performance in a dense wireless
network. However, the authors do not propose a solution to determine the optimal carrier-sensing
value.
Motivated by the lack of literature on the derivation of methods to compute the optimal carrier-
sensing range in a coexistence wireless scenario with fading effects, and taking into account the
effects of the cumulative interference, in this section we investigate the impact of the carrier-sensing
range on the access probability of a transmitter node, which is under the aggregate interference of
coexistent multiple access wireless networks. Moreover, we identify the optimal carrier-sensing
range for two different scenarios, considering the cases when the coexisting networks are spatially
overlapped or non-overlapped.
6.3.1 Network Scenario
We consider a network scenario where a number of transmitters are randomly deployed according
to a homogeneous PPP. Transmitting nodes of the network Υ1 (blue nodes) and Υ2 (red nodes)
are scattered in the plane with average density λ1 (blue nodes) and λ2 (red nodes), respectively.
The system considered in this section is depicted in Figure 6.6. Each node deployed in the circular
region between the inner radius Rη,1 and outer Rη,Lη+1 operates as a fixed interferer, causing
interference to a central node Nc located at position (xNc , yNc ). The transmitters of networks Υ1
and Υ2 access the channel with probability τ1 and τ2, respectively. The transmitted power level is
constant and equal for all transmitting nodes of a given network Υη , and it is also considered path-
loss for each signal received by the central node. The fading gain is assumed to be independent and
identically distributed (i.i.d) Rayleigh fading with unitary mean, and the shadowing gain follows a
Lognormal distribution with unitary mean.
In a first phase, the node Nc uses the CSMA protocol to control the channel access, and it can
only transmit if it senses no other active transmissions in its vicinity. More specifically, the nodeNc
only transmits when the received aggregate power from interfering nodes is below a carrier-sensing
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Figure 6.6: A receiver Nc suffers interferece from two coexistent networks.
threshold (γcs), i.e.,
Iagg < γcs. (6.21)
Admitting that after being able to access the channel, the node Nc transmits with a certain power
transmission level, PT x, the carrier-sensing threshold (γcs) can be mapped to a carrier-sensing
range (Rcs), as follows
Rcs =
(
PT x
γcs
)1/℘
, (6.22)
where ℘ represents the path-loss coefficient. If the distance between the node Nc and other concur-
rent transmitter NT x is greater than the carrier-sensing range,
d(Nc,NT x) ≥ Rcs, (6.23)
then Nc and NT x can not carrier sense each other, and thus can initiate concurrent transmissions.
When the carrier-sensing range is too high, it means that the carrier-sensing threshold is too
low (too sensitive). In this case, when multiple transmitters distanced from the central node
access the channel, the cumulative interference caused to Nc can be easily above the threshold
due to the number of transmitters, and in that case Nc interprets the medium/channel as being
busy. This shows that the spatial density of transmitters outside the carrier-sensing range may
undesirably inhibit the central node to access the channel. Contrarily, if the carrier-sensing range
is decreased, it means that the carrier-sensing threshold increases (not so sensitive). Assuming that
the transmission range of a concurrent transmitter is higher than the carrier-sensing range of the
node Nc a collision may occur. The node Nc cannot detect the concurrent transmission, because
the carrier-sensing threshold is too high, and starts a simultaneous transmission due to the fact
of having declared the channel as being idle. Consequently, Rcs should be parameterized to find
the best tradeoff between the avoidance of unnecessary inhibition of channel access (due to a low
carrier-sensing threshold) and the avoidance of high number of concurrent transmissions per area
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(collisions due to a high carrier-sensing threshold). In the next subsection, we derive a utility
function to help finding a value that better balances the identified tradeoff.
6.3.2 Carrier Sensing Range Optimization
Considering the methods that characterize the aggregate interference in coexisting networks, de-
rived in Chapter 5, the aggregate power received by the node Nc from all transmitters of the υ
coexisting networks can also be approximated by an α-µ distribution. Thus, the PDF of the aggre-
gate power received from all transmitters of the coexisting networks (Iagg ) can be approximated
by an α-µ distribution as follows
fIagg (y) ≈
αµµyαµ−1
rˆαµΓ (µ)
exp
(
−µy
α
rˆα
)
. (6.24)
The aggregate power distribution can be used to derive the medium access probability of Nc, given
by
Pacc(γcs) = P(Iagg < γcs) =
∫ γcs
0
fIagg (z)dz. (6.25)
Observing the accuracy of the approximation results in Chapter 5, we propose to approximate
Pacc(γcs) by the CDF of the α-µ distribution, as follows
Pacc(γcs) ≈ Γ
(
µ,µ
(
γcs
rˆp
)α) 1
Γ (µ)
. (6.26)
To investigate the carrier-sensing tradeoff we define an utility function that takes into account the
medium access probability of the node, and at the same time the carrier-sensing range. The utility
function is defined as follows,
Ccs = PaccRcs, (6.27)
which can be maximized in order to increase the medium access probability of the node and
simultaneously increase the carrier-sensing range. We highlight that the increase of the carrier-
sensing range decreases the number of collisions per spatial area unit, which increases the transport
capacity, i.e. the capacity of transmitting bits/Hz farther away. Replacing (6.26) in (6.27), and using
(6.23) to express γcs as a function of the carrier-sensing range (γcs = PT xRcs−℘), the carrier-sensing
metric can be rewritten as
Ccs ≈ Γ
(
µ,µ
(
PT xRcs
−℘
rˆp
)α)
Rcs
Γ (µ)
. (6.28)
From (6.28), one can notice that Pacc decreases with Rcs. However, Ccs in (6.27) is also written
as a function ofRcs, apart from Pacc. This fact has motivated us to derive the optimal carrier-sensing
range, R∗cs, that maximize Ccs, given by
R∗cs = arg max
0<Rcs<∞
Ccs.
Thus, R∗cs can be determined by computing the root of the partial derivative ∂Ccs∂Rcs . Departing from
the partial derivative, the solution of ∂Ccs∂Rcs = 0 only can be computed in a numerical way, finding
the value R∗cs for which the following equality holds.
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α℘Γ (µ)−1 exp
(
−µ
(
PT xRcs
−℘
rˆp
)α)(
µ
(
PT xRcs
−℘
rˆp
)α)
= Γ (µ)−1Γ
(
µ,µ
(
PT xRcs
−℘
rˆp
)α)
(6.29)
6.3.3 Model Validation and Discussions
In this section, we validate the methodology described in Section 6.3.2, by comparing the optimal
carrier-sensing range (R∗cs) proposed in (6.29) with simulations. Simulation and numerical results
are presented for 2 coexisting static networks, i.e. υ = 2. Different node densities of network
Υ1 (λ1 = 1 × 10−4 nodes/m2) and Υ2 (λ2 = 2 × 10−4 nodes/m2) are considered. Two different
operational scenarios of networks Υ1 and Υ2 are considered:
• in the “Overlapped Scenario” the transmitters of the two networks are allowed to operate
between R1,1 ≡ R2,1 and R1,4 ≡ R2,4, i.e., the nodes of both networks coexist in the same
spatial region;
• in the “Non-Overlapped Scenario” the two networks operate in disjoint spatial regions
(R1,Lη+1 ≡ R2,1) .
The parameters adopted in the validation are presented in Table 6.5.
Table 6.5: Parameters adopted in the simulations.
Monte Carlo samples 3× 106 ℘ 2
λ1 (node/m2) 1× 10−4 λ2 (node/m2) 2× 10−4
τ1 1 τ2 1
ρ 20 m σξ 0.69
υ 2 PT xη 10
3 mW
Overlapped Scenario
R1,1 20 m R2,1 20 m
R1,Lη+1 80 m R2,Lη+1 120 m
L1 3 L2 5
Non-Overlapped Scenario
R1,1 20 m R2,1 80 m
R1,Lη+1 80 m R2,Lη+1 120 m
L1 3 L2 2
The parameters used in (6.29) were previously computed as described in Chapter 5, and their
values for the two different operational scenarios are presented in Table 6.6.
The simulation results of the carrier-sensing metric (Ccs) and the numerical results of the
optimal carrier-sensing range (R∗cs) are illustrated in Figure 6.7(a) (a marker “o” was adopted to
indicate the R∗cs value numerically computed with (6.29)). From the Figure, we observe that the
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Table 6.6: Parameters estimated for the model curves.
α µ rˆ
Figure 6.7(a)
Non-Overlapped 0.200 25.186 0.949
Overlapped 0.298 17.464 2.520
(a)
(b)
Figure 6.7: Carrier-sensing range optimization: (a) Optimal carrier-sensing range; (b) Medium
access probability (Pacc) and carrier-sensing range (Rcs).
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higher optimal carrier-sensing range value is achieved for the “Non-Overlapped Scenario”. This
is because in the “Non-Overlapped Scenario” less interference is caused to the central node Nc in
comparison with the “Overlapped Scenario”, since the density of nodes in the “Non-Overlapped
Scenario” is also lower. Moreover, for the “Overlapped Scenario” the optimal carrier-sensing
range is smaller than the inner radius of interference region. The results also show that the optimal
carrier-sensing range is accurately approximated by (6.29) for the two scenarios.
As observed from Figure 6.7(a), the carrier-sensing metric (Ccs) admits a maximum value
for each scenario, and this result can be explained by the Figure 6.7(b). As can be seen in the
Figure 6.7(b), the medium access probability (Pacc) has a significant impact on the carrier-sensing
metric, since the utility function varies linearly with the carrier-sensing range. From Figure 6.7(b)
we clearly identify a slight decrease on the medium access probability with the carrier-sensing
range, which results in a upward zone on the carrier-sensing metric showed in Figure 6.7(a). After
R∗cs, the medium access probability strongly decreases, resulting in a downward zone on the
carrier-sensing metric.
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6.4 Residual self-interference estimation
The success of IBFDX communications relies on the performance of SIC schemes. Since the
transmitted signal may suffer different propagation effects, a terminal cannot simply cancel the
SI by subtracting its transmitted signal from the received one. Rather, DC must be employed to
account for the estimated effects of the propagation channel [AE15a; Kor+14b]. In this way, the
knowledge of the residual SI due to the AC is crucial to design efficient SI estimation methods to
be used in the digital-domain. Motivated by this fact, we describe the steps required to estimate
the distribution of the residual SI. Moreover, we evaluate the impact of the length of the sample
set in the accuracy of the estimation process.
6.4.1 System Model
We consider an IBFDX scheme adopting an active analog canceler that reduces the SI at the carrier
frequency. The active analog canceler actively reduces the self-interference by injecting a canceling
signal into the received signal, as was considered in Chapter 4. Considering the case when the
channel gain is time-varying and admitting a Rician fading SI channel, we adopt the Lemma 4.3.1
to derive a estimation method for the distribution of the residual SI with a set of samples. Given a
sample set of observations of the residual SI, we derive the residual SI fitting the two parameters
required in (4.8) via matching the first two moments.
6.4.2 Residual SI Estimation Method
Next, we estimate the residual SI power applying the method of moments. The i-th moment of the
residual SI distribution denoted by Mi , can be obtained through the Riemann–Stieltjes integral, as
follows
Mi =
∫ ∞
0
zifPyrsi
(z)dz, (6.30)
where fPyrsi
represents the PDF of the SI power. Using the PDF of the SI power derived in Lemma
4.3.1, and consequently replacing fPyrsi
in (6.30) by (4.8), we obtain
Mi =
2i Γ (1 + i)λiAσ
2i
x Γ (i + kh)
Γ (kh)
. (6.31)
Using (6.31), we derive the first and second moments of Pyrsi , which are respectively given by
M1 = 2khλAσ2x
M2 = 8kh (1 + kh)λ
2
Aσ
4
x
. (6.32)
Since the variance of the SI signal (σx) can be determined locally at the analog canceler, to
parametrize the residual SI distribution we only need to know the parameters kh and λA. Solving
the system of equations (6.32) we obtain
kh = −
2M21
2M21 −M2
, (6.33)
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λA =
−2M21 +M2
4M1σx
. (6.34)
To estimate the residual SI distribution, we periodically acquire samples of the residual SI. Rep-
resenting the residual SI sample set by X= {S1,S2, ...,Sm}, where S1,S2, ...,Sm are the m samples,
we apply the operators E[X] and E[X2] to estimate the first (Mˆ1) and second (Mˆ2) moments,
respectively. After that, the estimators (kˆh, λˆA) of the parameters (kh,λA), can be computed by
(6.33) and (6.34), replacing (M1, M2) by (Mˆ1, Mˆ2) and (kh, λA) by (kˆh, λˆA).
To evaluate the impact of the length of the sample setm in the estimation, in the next subsection
we analyze the accuracy of the estimation method for different values of m.
6.4.3 Model Validation and Discussions
Several simulations were parameterized according the data in Table 6.7 to evaluate the accuracy
of the estimation method. The entire sample set was obtained using the Monte Carlo method
during 200 µs of simulation time (72×106 samples were collected for the entire sample set). The
up-conversion frequency was parametrized toωc = 2pi×109 rad/s, i.e., the IBFDX communication
system is operating at a carrier frequency of 1 GHz (equivalent to a period Tc = 1 ns). A sample
period ∆T = Tc/360 was adopted. Three different parameterizations of the Rician fading channel
were considered, i.e., KdB = [−10,0,10] dB, for a single value of phase estimation error (Ξ =
pi/18) and considering perfect estimation of the channel’s gain ( = 1). To apply the estimation
method we have considered different lengths of the sample set X (m = {100,200,500}). The
samples ofXare selected from the entire set with 72×106 samples. Considering a concrete length
sample set m, the estimators of kh and λA were computed through (6.33) and (6.34), respectively.
The model results and the results achieved with the estimation method considering different m
values are illustrated in Figure 6.8. The “Model” curves were computed with (4.8), where kh and
λA were determined by (4.10) and (4.9), respectively. The estimated curves were also computed
with (4.8). However, the estimators for kh and λA were determined by (6.33) and (6.34). As
expected, a larger set of samples allows more accurate results. However, we would like to highlight
the quality of the estimation even when a small set of samples (m = 200) is adopted. Moreover,
the estimation results obtained with 500 samples are close to the theoretical ones, confirming the
quality of the proposed estimation model, and its drive in terms of practical application.
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(a)
(b)
(c)
Figure 6.8: Estimation of the residual SI for different values of KdB (Rician fading channel): (a)
KdB = 10 dB; (b) KdB = 0 dB; (c) KdB = -10 dB.
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Table 6.7: Parameters adopted in the simulations.
fc 1 GHz ωc 2pi × 109 rad/s
σ2x 1/2 Ξ pi/18
Tc 1 ns  1
∆T 1/360 ns Simulation time 200 µs
ϑ pi/4 KdB {−10,0,10}
Ω 1 m {100,200,500}
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This chapter summarizes the major contributions and attained results of the thesis (Section 7.1)
and discusses, in further detail, foreseen directions for future research on this topic (Section 7.2).
7.1 Conclusions
This thesis investigated the interference problem in the multiple access wireless networks, propos-
ing new approaches to characterize the interference in multiple scenarios.
In an initial stage we have investigated the characterization of the wireless interference in
a mobile ad hoc network, when the nodes move according to the RWP (Chapter 3). Since the
interferers’ location in the RWP model is not homogeneous, we have considered the SCM to
approximate the spatial distribution of the mobile nodes to an IPP. The density of the spatial IPP
was derived and validated through simulation data, showing that IPP modeling approaches can
be adopted in RWP mobility scenarios simulated in a square/rectangular area. By assuming the
IPP, we have derived the MGF of the aggregate interference when nodes move according to the
RWP, providing a theoretical approximation for the aggregate interference distribution of the nodes
located within an annulus, and the distribution of the aggregate interference when multiple annuli
are considered. To evaluate the aggregate interference model we have compared the numerical
results obtained with the model and the results obtained through simulation, considering path loss,
fading and shadowing effects. The results showed that the proposed model achieves high accuracy
even for different positions of the receiver node. The results confirm that the interference power
increases with the average speed of the nodes and decreases when the receiver node is further away
from the center of the simulated area. Based on the observation that the aggregate interference
in a RWP network can be approximated by a GEV distribution, we have adopted a traditional
MLE estimator and a PWM estimator to derive the missing parameters of the GEV distribution.
Simulation results show that both estimators achieve high accuracy even for a low number of
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samples.
Assuming IBFDX communications, Chapter 4 developed a theoretical analysis of the residual
SI power, which represents the amount of uncanceled SI due to channel estimation errors in
the analog cancellation process. Specifically, we have derived closed form expressions for the
distribution of the residual SI power when Rician and Rayleigh fading SI channels are considered.
The distribution of the residual SI power was also derived for low and high channel gain dynamics,
by considering the cases when the SI channel gain is time-invariant and time-variant. Numerical
results computed with the proposed model were compared with Monte Carlo simulation results,
in order to evaluate the accuracy of the theoretical analysis for both SI channel’s gain and phase
estimation errors. From the results, we observed that the SI power increases with the channel’s gain
and phase estimation errors. The results also showed that the channel dynamics strongly influences
the distribution of the SI power and confirm that the type of fading channel strongly impacts the
distribution of the residual SI power. The impact of the PN was also evaluated showing that the
average of the residual SI power increases with the PN variance.
In Chapter 5, the problem of coexistence interference caused by multiple networks operating in
the same band was considered. The model considers different spatial distributions of the coexisting
networks, fast fading and shadowing propagation effects, as well as different transmission powers
and medium access probabilities. Two different methods were derived to characterize the aggre-
gate interference power caused to a receiver when the interferers belong to different coexisting
networks. The first method developed in Chapter 5 approximates the aggregate interference by
assuming that the interference caused by the transmitters located on a given annulus of the spatial
region is approximated by a Gamma distribution. The second method proposed a highly accurate
approximation based on the α-µ distribution, which holds for the entire spatial region of each
coexisting network. The precisions of both methods was assessed through simulations, and it was
shown that the second approach can efficiently increase the accuracy of the interference power
distribution in coexistence networks.
Chapter 6 was dedicated to different applications of the interference models presented in
Chapters 3, 4, and 5. The first application uses the knowledge of the aggregate interference
distribution derived in Chapter 3 to define a new SC metric in CRNs with multiple mobile PUs.
Contrarily to other works, we have assumed that PUs may also be detected active when they are
located outside the SUs’ sensing region (known as SFA effect). Moreover, it was shown that the
decrease of the SC due to the SFA effect may be significant, namely when the number of PUs and
the PU’s activity increase. Finally, due to the mobility model, we have shown that the SC increases
as the average velocity of the nodes decrease. This result indicates that the capacity of the SUs
varies inversely with the velocity of the PUs. The second application investigated the impact of
WPC when energy is harvested from multiple static and/or mobile wireless coexisting networks.
First, the distribution of the harvested energy from multiple energy sources belonging to different
coexisting networks was studied, benefiting from the derivation of coexistence interference in
Chapter 5. Admitting that the harvester node acts as a transmitter after the energy harvesting
period, we have derived the outage probability for such scenario. In addition, we have studied
the throughput achieved by the harvester node, identifying the optimal energy harvesting time
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allocation having into account the mobility of the networks, the features of the static networks, the
energy harvesting process, as well as the communication performance between the harvester node
and the receiver. The results shown that higher throughput values were achieved for higher mobility
scenarios of the RWP network. The third application derived a method to compute the optimal
carrier-sensing range in a CSMA network. To investigate the optimal carrier-sensing range we have
defined an utility function that takes into account the medium access probability of the node, and at
the same time the carrier-sensing range. The optimal carrier-sensing range was identified for two
different scenarios, considering the cases when the coexisting networks are spatially overlapped or
non-overlapped. Finally, the fourth application derived a method to estimate the residual SI power
in an IBFDX system. Considering the case when the channel gain is time-varying, and admitting a
Rician fading SI channel, we have derived a estimation method for the distribution of the residual
SI using a small set of samples. The impact of the sample set length was evaluated, showing that a
larger set of samples increases the estimation accuracy, and the estimation method exhibits high
accuracy even when a small set of samples is adopted.
7.2 Future Work
We identify many possible future directions for the work carried out during this thesis.
In Chapter 3 we have observed that the spatial distribution of the transmitter nodes impacts
on the characterization of the aggregate interference. For this reason, as future work, different
mobility models should be considered. The identification of reference mobility models with a
particular focus on realistic mobility scenarios would also be an advantage in the forthcoming
works.
The promising theoretical background developed in Chapter 4 presents the residual SI char-
acterization when Rician and Rayleigh fading SI channels are considered. However, a single-tap
delay channel is considered. In future research works it would be interesting also include the com-
ponents yielded by multi-path scattering outside the transceiver, as well as the antenna reflection
inside the transceiver. Therefore, the SI channel to be considered in the analog SI canceller should
be described by a tapped-delay mode with at least two delay taps. Furthermore, the main hard-
ware impairments should be considered in the derivation of closed-form expressions, including the
oscillators’ phase noise, the IQ imbalance, and the quantization noise.
Chapter 5 discusses two approaches for modeling interference in coexisting wireless networks,
where the transmitted power level is constant and equal for all unlicensed users of a given network.
Admitting that each of these users experience different network conditions and adopt a different
transmit power, as a future work it would be interesting to develop an algorithm that dynamically
adapts the transmitted power of each node based on the experienced interference.
The work developed in Section 6.1 investigates the impact of mobile PUs on the spectrum
sensing capacity of one stationary SU assuming the SFA effect in a mobile CRN. A future study
would bring novelty if a mobile SU is considered, instead of a stationary SU.
In Section 6.2, we developed a linear energy harvesting model, when energy is harvested from
multiple static and/or mobile wireless coexisting networks. In a future study the linear energy
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harvesting model should be replaced by a practically-viable non-linear energy harvesting model.
Section 6.3 investigates the impact of the carrier-sensing range on the access probability of a
half-duplex transmitter node in a CSMA network. A comparison of the optimal carrier-sensing
results obtained in Section 6.3, with future results considering an IBFDX transmitter node would
bring novelty for the current literature.
In Section 6.4, we presented a method to estimate the residual SI. However, it would be
interesting to assess the estimation method to cancel the residual SI in real-time. Furthermore, a
future research work should analyze the feasibility of the estimation method in the design of novel
CSMA protocols.
To sum up, while significant progress has already been made in this field of research, various
open research topics still require significant research efforts.
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This appendix identifies the conditions required to use the Poisson distribution to approximate the
number of nodes located within an annulus l.
We start considering an annulus l ∈ {1, ...,L} with area Al = pi
(
(Rlo)
2 − (Rli)2
)
, where n mobile
nodes can be located. The number of nodes located within the annulus l is represented by the
random variable Xl . Pl represents the probability of a node being located within the annulus. The
Poisson Theorem (PT) in [PP02, p. 113] states that the Poisson distribution may be used as an
approximation of the Binomial distribution, when Pl → 0 and n→∞, such that the mean value
λlAl = nPl remains constant.
Representing the probability of having k nodes located in the annulus l through the Binomial
distribution,
P (Xl = k) =
(
n
k
)
P kl (1− Pl)n−k , (A.1)
it can be rewritten as
P (Xl = k) =
n!
(n− k)!k!P
k
l (1− Pl)n−k . (A.2)
As n→∞, we know that
n!
(n− k)!k! =
n(n− 1)...(n− k − 1)
k!
≈ n
k
k!
. (A.3)
Assuming that the average number of nodes located in the annulus is given by λlAl = nPl , and
replacing (A.3) in (A.1), we have
P (Xl = k) =
(λlAl)k
k!
(1− Pl)
(λlAl )
Pl
−k
. (A.4)
According to PT conditions, Pl → 0. Knowing that
lim
Pl→0
(1− Pl)
1
Pl = e−1,
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(A.4) can be rewritten as follows,
P (Xl = k) =
(λlAl)k
k!
e−(λlAl ). (A.5)
Assuming the PT, the Binomial distribution describing the number of nodes within the annulus
area may be approximated by the Poisson distribution in (A.5) (with λlAl = nPl). We highlight
that in the limit conditions (i.e., n → ∞ and Pl → 0), the Poisson distribution can be derived
from the binomial one. However, in practical scenarios, the PT conditions must be observed in an
approximated way. In our work we have considered a fixed number of nodes (n), and the division
of the simulation area in multiple annuli benefits the condition Pl → 0.
128
