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Abstract--Duality is a fundamental symmetry principle in mathematics, appearing in linear algebra, 
functional nalysis, geometry and topology. We describe here one very important aspect of duality which 
links geometry and topology. Descartes defined the angular deficiency A of a convex rectilinear surface 
homeomorphic to the sphere and showed that A = 4n. Griinbaum and Shephard recently defined adual 
geometric invariant A' for such a surface and showed that A' = 4n. We give a combinatorial nterpretation 
of A for any (two-dimensional) polyhedron and deduce, from general duality considerations, an
interpretation f A'. It then follows that A = A' for any closed rectilinear surface and that A' = 2nZ, where 
Z is the famous Euler characteristic (Z = V - E + F), for any polyhedron. This yields a new insight into 
the relation A = 2n Z, proved by the authors for any closed rectilinear surface (see Ref. [2]). 
1. INTRODUCTION 
Duality is a concept which features in many parts of mathematics. It is particularly prominent in 
linear algebra, where--as you may know, but neednot trouble if you do not--we associate with every 
vector space F (over the reals ~,  say) its dual space F'; and with every linear transformation F:
V --, W its dual transformation F':  W' ---, V'. Here V' is the set of linear functionals from V to 
and if tp is a linear functional from W to ~ then F'(tp), as a linear functional from V to ~,  is 
given by 
F ' (~o) (v)  = ~pF(v), v e V. 
Whether or not you are familiar with this prototype of a duality operator, (you will not need 
to be to appreciate what follows0 we would wish to emphasize two points from the above 
description: 
(i) A reversal takes place; thus, whereas F goes from V to W, F '  goes from W' 
to V'. 
(ii) I f  V is finite-dimensional, then V' is isomorphic to V and V" is equal to V. 
We may think of duality as a kind of reflection. That is, it produces what we may call a 
mirror-image, in which "arrows" get reversed. Moreover, the image is somehow equivalent to the 
original, though different; while, if we repeat he reflection process, we get back exactly what we 
started with. 
Duality thus represents a basic aspect of symmetry in mathematics, and so merits attention in 
this symposium. It appears conspicuously in topology in the study of combinatorial manifolds, that 
is, in that area of topology seen by many to be its prime ingredient. In this article we will only 
discuss two-dimensional manifolds, or surfaces; however, we emphasize that dimensionality is an 
intrinsic property of our geometrical configurations, o that our surfaces will usually be part of--or,  
as we say, embedded in--three-dimensional1" space. The combinatorial nature of our surfaces is 
expressed by the fact that they are composed of entities (or cells) of dimensions 0, 1 and 2, 
described, respectively, as vertices, edges and faces. Thus, a given surface may admit several 
different combinatorial structures and each structure will be regarded as combinatorially distinct. 
You should thus be warned that surfaces which we regard as the same (i.e. combinatorially 
equivalent), you may hitherto have regarded as different [see Fig. l(a)]; and surfaces which we 
regard as different (i.e. combinatorially distinct), you may hitherto have regarded as the same [see 
Fig. l(b)]. 
thane geometry isonly a small part of two-dimensional geometry! 
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Fig. 1. The same or different? 
Properties of surfaces are said to be combinatorially invariant if combinatoriaUy equivalent 
surfaces hare them in common. Thus, lengths of edges are not combinatorial invariants, but the 
number of edges (or of vertices, or of faces) is. 
We will be very careful to specify in the subsequent sections of this article just what surfaces 
we are talking about. Surfaces with a given combinatorial structure are called polyhedra, so we will 
use that term. There is, however, no broad agreement---especially if both geometers and topologists 
are talking togethert--as to just how restrictive the term "polyhedron" should be. We will usually 
be talking of closed, connnected, rectilinear surfaces which we define in the next secton and which 
we often abbreviate to CCRS. However, we will often permit much more general two-dimensional 
polyhedra--and we will sometimes refer to the most restrictive definition of all, adopted by many 
geometers and sanctioned by early history, namely, that a polyhedron is a convex CCRS 
homeomorphic to the two-dimensional sphere, ~2. 
If we confine attention to polyhedra which are CCRS, we may introduce the concept of dual 
polyhedra which we now explain. Basic to the combinatorial structure of even the most general 
polyhedron is the idea of an incidence relationship. A vertex may, or may not, be incident with an 
edge; an edge may, or may not, be incident with a face. We write A ~( d (f < ~) if the vertex A is 
incident with the edge d (if the edge d is incident with the face n). If we are given two polyhedra 
P and P' ,  and if we may match the vertices, edges and faces of P with the faces, edges and vertices, 
respectively, of P' ,  in such a way that the incidence relationships are reversed, then we say that 
P and P'  are dual. This duality thus exhibits the features characteristic of our earlier duality, namely 
(i) A reversal takes place; thus entities of P are matched with entities of P '  of 
complementary dimension, and x < y in P if and only if y '  < x'  in P '  where 
x is matched with x', and y is matched with y'. 
(ii) If P is a CCRS, then P '  is homeomorphic to P and P"  = P. (Note that equality 
here means combinatorial equivalence.) 
There is, thus, a built-in symmetry in the study of combinatorial surfaces. In this article we 
explore only one aspect of that symmetry. Descartes defined the total angular deficiency A of a 
convex CCRS P homeomorphic to ~2 and showed that A(P) = 4n. A scholarly but very readable 
account of this work of Descartes may be found in Ref. [1]. In Ref. [2] we extended Descartes' 
definition to an arbitrary CCRS, and showed that A(P), so defined, was a combinatorial invariant. 
In fact, so restricted, it is a topological invariant since (Theorem 4) we then have A(P) = 2rtx(P), 
tPH is a topologist; JP is a geometer. 
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where X is the famous Euler characteristic, known to be topologically invariant. However, we may 
observe (see Ref. [3]) that A is a combinatorial invariant in a more general domain of discourse 
than that in which Theorem 4 holds. Thus, there is a ready-made dual concept A'(P), and, since 
z ' (P)  = ;t(P), we must have A'(P) = A(P) for any CCRS P. Since A(P) was originally defined very 
geometrically, using angular measure, it is natural, indeed irresistible, to seek a geometrical 
interpretation of A'(P). This was first provided in a very illuminating article by Griinbaum and 
Shephard [4], only in the case in which P is homeomorphic to $2. We first extend their 
interpretation to an arbitrary orientable CCRS P; that is, to any CCRS P embedded in 
three-dimensional space. Then we give a purely combinatorial interpretation of A'(P), consistent 
with its geometric interpretation for an orientable CCRS P, consistent with the duality, valid for 
any two-dimensional polyhedron in the most general sense, and verifying, even in that generality, 
the relation A'(P) = 2zcz(P). 
2. POLYHEDRA 
Let us first be precise as to what we will mean by a polyhedron in this article. It is customary 
to distinguish between a polygon in the plane (which is one-dimensional, since it is a closed 
connected polygonal path, without self-intersections, lying in the two-dimensional p ane) and a 
polygonal region in the plane (which is two-dimensional, since it is the union of its one-dimensional 
boundary and its two-dimensional interior). When we speak of a polygon we will mean a 
one-dimensional figure that lies in a plane and consists of closed, connected, straight sides, hinged 
together at vertices--and it does not include its interior. Similarly, when we speak of a polyhedron 
we will mean a surface (which will usually exist in three-dimensional space) consisting of faces, 
which are polygonal regions, hinged together at edges. Of course, faces can be hinged together at 
edges o that they create a surface that partitions three-dimensional space into two pieces, the inside 
and outside, so that it then makes sense to talk about points on the interior (or exterior) of the 
surface. This, however, is of minor interest o us, since we are only concerned with the surface 
created by the faces and we do not include its interior (or its exterior! ) . Thus, when we speak of 
a polyhedron we mean a two-dimensional surface and not a solid. Note, too, that when we speak 
of a surface, we require that every point have a neighborhood homeomorphic to a disk or-- in the 
case of a boundary point--a semidisk. Thus not all two-dimensional polyhedra in the most general 
sense are surfaces, for example, the result of joining two cubes at just one vertex would not be a 
surface. 
The most general rectilinear two-dimensional polyhedron considered by topologists--and by us 
in this article--is a union of polygonal regions (or faces) r~, edges f and vertices uch that any two 
of these entities are either disjoint or they intersect in one of these entities; thus, for example, two 
distinct faces may be disjoint or they may intersect in an edge or a vertex.:~ Figure 2 gives an 
example of such a polyhedron which certainly would not be regarded as a surface. However, we 
will adopt this definition as the most general kind of rectilinear two-dimensional polyhedron, so 
that a statement made about "any polyhedron" will refer to this concept. 
If we specialize by insisting that every edge is a side of a face (= polygonal region), we arrive 
at the idea of a rectilinear surface. The Golden Dodecahedron [Fig. 10(b), with each facet 
triangulated as in Fig 10(d)] is a good--and beautiful---example of a rectilinear surface, but it is 
not closed in the important sense we are about to describe and is therefore xcluded from the 
domain of validity of one of our main theorems (Theorem 4). 
The surfaces hown in Figs 3(a), (b), (d) and (e) are closed rectilinear surfaces. Notice that if 
we think of Fig. 3(d) as having been formed from a cube by adding a square tunnel connecting 
the front and back faces, as shown in Fig. 3(c), then we see why it was necessary, in order to obtain 
a polyhedron, to add extra edges to the ring-shaped regions that appeared on the front and back 
tWe make an important distinction between the word "side" and the word "edge". If a line joins two adjacent vertices 
of a polygon we call that line segment a side of the polygon. If a line joins two adjacent vertices of a polyhedron (which 
we will define shortly) we call that line segment an edge of the polyhedron. 
,This last condition is unnecessarily restrictive from the combinatorial viewpoint [for example, the braided Golden 
Dodecahedron f Fig. 10(b) requires extra edges~indicated by ots in Fig. 10(e)--to satisfy the given condition], but 
it does not restrict the class of surfaces which we want o consider. 
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Fig. 2. A two-dimensional rectilinear polyhedron which is definitely not a surface! 
of the cube as a result of the tunnel being made. For, otherwise, the ring-shaped regions on the 
front and back of Fig. 3(c) would not be polygonal regions. Of course, how the new edges are added 
is not unique--the choice in Fig 3(d) was purely personal and aesthetic--many other possibilities 
exist. Each of the other two surfaces in Fig. 3 are also clearly defective in some way; Fig. 3(f) is 
not composed of polygonal faces and the surface in Fig 3(g) has line segments bounding the surface 
which are not sides of two faces, nor are its "faces"--or facets, to distinguish them from true 
polygonal faces--polygonal regions. We can further subdivide [see Fig. 10(e)] to overcome the 
second defect, but we will still be left with the first; thus it would then become a rectilinear surface 
but it would not be closed, that is, it would still lack the property that every edge is a side of exactly 
two faces. 
It may have surprised you that we allowed the surface shown in Fig 3(e) to be a polyhedron, 
since it breaks up into two disjoint sets, and might therefore have been thought of as the union 
of two disjoint polyhedra. If we wish to rule out this possibility, we will require that a polyhedron 
must be connected. This means that the polyhedron is all in one piece; technically, we require that 
it be possible to get from any vertex to any other vertex on the polyhedron by traversing a sequence 
of connected edges. So, finally, we arrive at the concept of a CCRS. However, it is worth pointing 
out that Theorems 2 and 6 do not require the connectedness a sumption; in fact, we could also 
dispense with connectedness in the statements of Theorems 4 and 5. 
We should also point out that there is one restriction on which we will not insist in this article. 
It is common among some of the best geometers to require that, in order for a surface to qualify 
as a polyhedron, it must be possible to create it from a malleable spherical ball by "pushing and 
pulling" it around until its surface consists of flat polygonal faces that correspond with the faces 
of the surface in question. If this can be done the original surface is said to be homeomorphict to 
the two-sphere S 2. The surfaces hown in Figs 3(a) and (b) satisfy this requirement, and so does 
the surface in Fig. 3(f)--however (f) is not a rectilinear surface because it does not consist of flat 
faces. As you will readily believe, the surface in Fig. 3(c) is not homeomorphic to S 2, since it could 
only have been created by deforming a surface having the shape of an inner tube (or two-dimen- 
sional torus T2), and could not have been created by deforming the surface of a ball. We emphasize 
again that we do not require that our polyhedra be homeomorphic to ~2. Our definition of a 
polyhedron includes the surface shown in Fig. 3(d) and, as we will exemplify, it also includes 
non-convex surfaces as well as non-orientable ones. 
1"More generally, two surfaces are homeomorphic if one may be "pushed and pulled" into the shape of the other; any 
property shared by homeomorphic surfaces i called a topological invariant (of surfaces). 
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Fig. 3. (a) Box with roof (no attic floor); (b) box with a caved-in roof; (c) cube with tunnel connecting 
front and back; (d) cube with tunnel as polyhedron; (e) "pregnant cube" (after P61ya); (f) cylinder; (g) 
regular pentagonal dodecahedron with regular pentagonal holes made in each of its faces. 
Notice that our definition of a CCRS includes all of the surfaces (both convex and non-convex) 
that are homeomorphic to $2; of course, any polyhedron homeomorphic to 52 is automatically 
closed and connected, so it is not necessary to add the connectedness hypothesis if we're content 
to confine our attention to this restricted class of polyhedra. We are, however, not content o do 
so! Nevertheless, to begin laying the groundwork for our final results concerning our more general 
polyhedra, we state a well-known theorem due to Leonhard Euler (1701-1783), concerning these 
polyhedra. 
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Theorem I (Euler's theorem for polyhedra) 
If V, E and F are the number of vertices, edges and faces, respectively for a given convex 
polyhedron P, which is homeomorphic to 52, then V -  E + F = 2. 
The reader unfamiliar with this theorem is invited to verify that it is true for the surfaces 
shown in Figs 3(a) and 6. Observe that the conclusion of Theorem 1 is not claimed (and, 
in fact, is not true) for the surfaces hown in Figs 3(c)-(e) and 3(g), since those surfaces do not 
satisfy the hypotheses of the theorem. We do not offer an argument to substantiate Theorem 1 
(a heuristic proof may be found in Ref. [5]). A rigorous proof is difficult (one is given in 
Ref. [6], but only the foolhardy are invited to try to master it). However, we will show, 
by an elementary argument in Section 5, that Theorem 1 is identical with a very remarkable 
and even more unintuitive theorem due to Descartes (1596-1650). This latter appears as 
Theorem 3. 
It turns out that the quantity V -  E + F is a topological invariant of a two-dimensional 
polyhedra. It is well-known as the Euler characteristic and denoted by ~. Thus, 
V-E+F=z.  (1) 
For example, if the surface is homeomorphic to the torus the value of x is always 0. You 
may wish to verify that this is so for the polyhedron shown in Fig. 3(d). It is an unfortunate 
accident hat if the ring-shaped facets on the front and back o f  Fig. 3(c) are counted as faces, 
then the value obtained for V -  E + F is 2 which is, of course, not the Euler characteristic 
of this surface, Indeed, this highly misleading accident leads to many errors in elementary 
textbooks--surfaces which are given cellular structures which do not satisfy the requirements for 
a polyhedron are thus erroneously included with those surfaces that are homeomorphic to S 2. 
Of course, Fig. 3(c) is also homeomorphic to the torus--putting in extra edges doesn't change the 
topology! 
We close this section by introducing the crucial idea of combinatorial equivalence. Given two 
polyhedra P and Q (in the most general sense) we say that P and Q are combinatorially equivalent, 
and write P ~ Q, if there is a one-one correspondence p between 
the vertices of P and the vertices of Q 
the edges of P and the edges of Q 
the faces of P and the faces of Q 
which preserves the incidence relations. Here an incidence relation (in P, say) asserts that 
A is a vertex of the edge ~, written A < ~, or that f is a side of the face zr, written ~ < ~r. 
Thus 
A ~ #~,pA ~ p f 
d ~ ~pd ~ pm 
Notice, first, that two polygons are combinatorially equivalent if and only if they have the same 
number of sides, which is as it should be. Notice, next, that combinatorially equivalent polyhedra 
are certainly homeomorphic, but the converse is utterly false. Thus, if P ,-~ Q we may "map" P 
to Q by mapping each entity of P (face, edge or vertex) onto the corresponding entity of Q by a 
continuous function f which is linear on each entity (see Fig. 4). However, it is plain that the 
tetrahedron and the cube (see Fig. 6), for example, while being each homeomorphic to S 2 and hence 
homeomorphic to each other, are certainly not combinatorially equivalent. Indeed, the problem 
of enumerating allthe combinatorial equivalence classes of polyhedra homeomorphic to5 2 remains 
unsolved to this day. 
A property of polyhedra which is shared by all combinatorially equivalent polyhedra 
is caned a combinatorial invariam. Thus, c is a combinatorial invariant if P ~ Q=~c(P)= c(Q). 
It is obvious that X is a combinatorial invariant--for plainly V, E and F are combinatorial 
invariants. What is, of course, much more interesting and striking is that X (unlike, I/, E and F) 
is a topological invariant, that is, that z(P) = z(Q) if P and Q are homeomorphic, whether or not 
P~Q.  
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Fig. 4. (a) Combinatodally equivalent polyhedra P and Q, showing the correspondence 9 on one face; 
(b) extending the correspondance p to a continuous function f of the entire polyhedra which is linear on 
each face. 
3. DUAL  POLYHEDRAt  
What do we mean by the concept ofdualpolyhedra? We have said that two polyhedra P and P '  
are dual if there exists a one--one correspondence T between 
the vertices of P and the faces of P '  
the edges of P and the edges of P '  
and 
the faces of P and the vertices of P' ,  
which reverses the incidence relations. Thus, if A is a vertex, ~ an edge, and ~ a face of P, with 
A < ~ < ~, then, in P' ,  ,A is a face, ,~ is an edge, zrc is a vertex, and 
We may call z the dualizing symmetry. Notice that it is completely determined by its values on 
the vertices of P. For if f is the edge of P joining the vertices A and B, then z# is the common 
side of the faces ~A and zB; and if the face n has vertices A, B, C . . . . .  then zlt is the (necessarily 
unique) common vertex of the faces zA, ~B, zC . . . . .  Notice, too, that duality is really a relation 
between (combinatorial) equivalence classes of polyhedra. Thus, 
so that we may say that a polyhedron is the dual of its dual, meaning that 
e ~ e" .  (2) 
This last relation fully justifies us in regarding duality as a particular manifestation of symmetry 
in mathematics. However, it is especially satisfactory in this connection that we have the following 
theorem; recall that here a polyhedron is a CCRS. 
Theorem 2 
Dual polyhedra re homeomorphie, 
By introducing the concept of the dual polyhedron, we are able to dualize any combinatorial 
invariant of polyhedra. Thus, if c(P) is a function defined on the class of polyhedra, with the 
property that c(Pj) = c(P2) i fPl  ~ /2 ,  then we may characterize the dual function c'(P) by the rule 
c'(P) = e(P'), (3) 
provided that P '  exists. This will certainly characterize the dual of any clearly combinatorial 
function c. 
t in this section a polyhedron is always understood to be a CCRS. 
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For example, the Euler characteristic x(P) = V - E + F is obviously a combinatorial invariant. 
However, in this case it is plain that X = Z', for 
x'(P) = z(P') = V' - E'  + F'  = F - E + V = •(P). (4) 
Of course, this result is very closely related to Theorem 2, for X is, in fact, a topological 
invariant--indeed, it completely characterizes the topological type of orientable polyhedra, that is, 
those CCRS which can exist in three-dimensional space. 
Now we will establish in Section 5 that the Descartes total angular deficiency of a polyhedron, 
A(P), is a combinatorial invariant [formula (10)]. Thus it has a dual, A'(P). However, it is not 
entirely satisfactory (to the geometer!) to define a dual invariant by means of equation (3); that 
is, we would wish to interpret c'(P) directly in terms of the structure of P itself. In Ref. [4], 
Griinbaum and Shephard propose an elegant direct definition of A'(P), suitable for a polyhedron 
P homeomorphic to $2. We will show how to adapt their definition to any orientable polyhedron 
P; and will then propose a definition [formula (15)] which is far more general in its scope and which 
clearly exhibits the combinatorial invariance of A'. 
We close with a very famous example of dual polyhedra (Fig. 5), namely, the hexahedron (cube) 
H and the octahedron O. Figure 5(a) shows O positioned inside H so that the vertices of O lie at 
the centers of the faces of H; this defines the dualizing symmetry z: O ~ H on the vertices of O 
and thus completely determines z. For example, adopting the notation of Fig. 5, 
the edge joining vertex 3 ° and vertex 4 ° on O must be matched (by the symmetry 
z) with the edge joining face (3)  and face (4)  on H. 
Likewise, 
the vertex surrounded by faces (1),  (3)  and (4)  on H must be matched (by z -1) 
with the face surrounded by vertices 1 °, 3 ° and 4 ° on O. 
(a) 
(2  (5 )  
H = hexahedron {cube) 
(b) 
I • 
2 ~  5* 
6" 
0 = octahedron 
Fig. 5. Dual elements are labelled with the same number. 
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Of course, this example is special. We chose regular models of H and O and adjusted 
their edge-lengths to fit O into H as described. This enabled us to describe a dualizing 
symmetry T very easily and naturally; but it is not necessary that z be "realizable" in this way. 
For example, the pair of polyhedra in Figs. 3(a) and 3(b) are equivalent o each other, 
but they are also dual to each other--they are thus self-dual. However, they cannot be embedded 
in each other or in themselves as drawn (with all edges equal), in the striking manner of 
H and O. 
The regular tetrahedron T is another example of a self-dual polyhedron which, in fact, can be 
embedded in another egular tetrahedron of suitable dge-length, just as O was embedded in H. 
Likewise, the regular dodecahedron D and the regular icosahedron I are dual polyhedra related 
to each other just like H and O above (see Fig 6). Try it for yourselves! 
4. DESCARTES ANGULAR DEF IC IENCY A AND ITS  DUAL A'  
For any polyhedron, in the most general sense, we may take all the faces that come together 
at a particular vertex and lay them flat so that (a) they leave a gap, (b) they exactly fill up the plane, 
or (c) they overlap. By way of example, we refer to the regular polyhedra H and O of Fig. 5, and 
note that for either of those polyhedra, we would get the same arrangement at each vertex, as shown 
in Figs 7(a) and (b), respectively. 
Euclid is credited with the observation that there would always be a gap when the faces 
surrounding any vertex of a convex polyhedron are laid flat in the plane. However, we can observe 
from the polyhedron i Fig. l(b) that, although convexity isa sufficient condition for a gap at each 
vertex, it is not a necessary condition. Descartes (considering only convex polyhedra P) called this 
Tetrahedron 
(3, 3) 
Hexahedron (or cube) Octahedron 
(4, 3) (3, 41 
Dodecahedron Icosahedmn 
(£ ~) (3,5) 
Fig. 6. Taken from Ref. [7]. The five convex regular polyhedra, known as the Platonic solids. The notation 
(p, q) means that each face is a regular p-gon and q faces come together at each vertex. 
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H = hexohedron 0 = octohedron 
(0 )  (b )  
Fig. 7. The flattened neighbourhood f a vertex. 
gap the angular deficiency of P at that particular vertex. If all the angular deficiencies at the 
individual vertices of a polyhedron P are added together, the resulting quantity A(P) is called the 
total angular deficiency of P. Descartes howed that, if P is homeomorphic to S 2, then A(P) = 4re. 
We will shortly show, following the argument in Ref. [5], how to relate this fact to Euler's theorem 
(Theorem 1). Let us now describe Descartes' result precisely. 
We suppose the vertices of the polyhedron P are numbered 1, 2 , . . . ,  V; thus we define the angular 
defect at the ith vertex to be 
6~ = 2re - (the sum of the face angles at the ith vertex). 
We then observe that the value of 6~ will be 
and 
(a) positive when there is a gap, 
(b) 0 when the sum of the faces surrounding the ith vertex is exactly 2n, 
(c) negative if there is an overlap. 
Now defining the total angular deficiency of the polyhedron P to be 
V 
A(e) = Z 6,, 
i=I  
we may state Descartes' discovery as the following theorem. 
(5) 
(6) 
Theorem 3 (Descartes' theorem for angular deficiency) 
If P is a convex polyhedron homeomorphic to S z, then 
V 
A(p)  = Z 6, = an. 
i=1 
This theorem is a fairly deep result (P61ya gives a nice plausibility argument for it in 
Ref. [5]) and we will not prove it directly. However, as promised, we will show in Section 5, 
as a special case of a more general result, that Theorem 1 is completely equivalent to Theorem 3. 
In some sense this equivalence is almost as amazing as the truth of either of the separate 
results. 
Griinbaum and Shephard report (in Ref. [4]) their discovery of a good candidate for the 
long-hidden dual A' of the Descartes deficiency A (Theorem 3.1 of Ref. [4]). In their paper 
they reason that the dual of A should tell us something about the "deficiencies of the faces". 
They then look for a suitable interpretation of that concept. We quote here their definition (which 
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they offer as "one possibility") of  the deficiency for a face of a convex polyhedron P homeomorphic 
to $2: 
".,. we shall define 6(F, x) for a face F = ABC... of the convex polyhedron P and for any point x in 
the interior of P, in the following way. Consider any sphere centered at x, and let A 'B'C'... be the 
projection of the face F from x onto this sphere. Let a be the sum of the angles of F and let a' be the 
sum of the angles of the spherical polygon A 'B'C'.. . .  Then we define the deficiency of the face F with 
respect to the point x as 
a (F, x) = ~' - a. (,i) 
Then the dual to Descartes' Theorem states that for all convex 3-dimensional polyhedra P, and all points 
x in the interior of P, 
,~ (F, x) = 4ft. 
where the summation is over all the faces of P."t 
As an example (that requires minimal knowledge of spherical geometry) consider the regular 
octahedron O (shown in Figs 5 and 6) and locate x at its center. Then a sphere may be constructed 
about O in such a way that every vertex of O lies on the surface of the sphere. In terms of the 
earth we may think of the vertices 1 • and 6 • of Fig. 5(b) as lying on the north and south poles 
respectively, with the remaining vertices lying on the equator. It is clear that a longitudinal line 
between the poles crosses the equator at right angles on the globe and, since all vertices of O are 
surrounded by the same arrangement of identical faces, we see that the projection of the edges of 
O onto the surface of the sphere produces eight spherical triangles each of which contains three 
right spherical angles (see Fig. 8). Thus the defect for one face is 
3 - r~= 2 , 
and, summing the defects over all eight faces, we get the expected value of 4re for A'. 
Gr/ inbaum and Shephard remark that neither Descartes' theorem nor its dual requires that the 
polyhedron P be convex, provided one is prepared to tolerate negative angular deficiencies at 
certain vertices of P. A similar remark had appeared in Refs [2, 3]. 
In Section 5 we will give a simple argument o show that for any CCRS A = A'. We will then 
propose a new interpretation of A' which agrees with that given by Gri inbaum and Shephard for 
a CCRS homeomorphic to S 2, and satisfies the duality condition (3). In order to obtain our results, 
and for the sake of completeness, we first give our adaptation of  a proof by George P61ya 
(1887-1985), concerning the equivalence of Theorems 1 and 3. 
Fig. 8 
5. THE RELAT IONSHIP  BETWEEN ;~, A AND A' 
As in Theorem 1, for a given polyhedron P, let V, E, F be the number of vertices, edges and 
faces, respectively. Likewise, as in Section 4, let the angular deficiency, 6;, and the total angular 
deficiency, A, be defined by equations (5) and (6), respectively. Furthermore, let 
S = the total numbers of sides for P, 
and 
fj = the number o f j -gons  among P 's  faces. 
tRecall from the Introduction that we would not regard P as three-dimensional. A polyhedron i Ref. [4] is a convex CCRS 
homeomorphic to S 2. 
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Then we know that 
and 
~fj=F 
j=3 
E =s. 
j=3 
We also know that every j-gon contributes (j - 2)n to the sum of the face angles of P. 
Let us now count ~, the sum of the face angles of P, in two ways: 
By faces By vertices 
g 
D = ~f j ( j  - 2)n f~ = ~ (2n - 6i) = 2nV - A(P), 
j r3  i=1 
by equation (5). 
(7) 
(8) 
Thus we have 
A(p) = 2~V - )" f j ( j  -- 2)~. 
y=3 
oo oo 
= 2~ V - ~ E Jf~ + 2n E fJ" (9) 
jffi3 j=3  
Using equations (7) and (8), we have 
A(P) = 2nV - Sn  + 27rF = ~(2V - S + 2F). (10) 
So far, this is very general. However, if we now confine attention to those polyhedra P which 
are CCRS, then we require of P that every edge is the side of exactly two faces. Thus, S = 2E, 
and we obtain the result, for any CCRS P, 
A(P)  = 2~(V  - E + F) = 2n~(e). 
We have now proved that Theorems 1 and 3 are entirely equivalent, but, in fact, we have 
established a much more general result which may be expressed as follows. 
Theorem 4 
For any closed connected rectilinear surface P, 
A(P) = 2~z(P). (1 l) 
As we said, this result, though nothing like as deep as Theorems 1 or 3, is nevertheless very 
remarkable. For, although Euler's result (Theorem 1) is somewhat surprising, it is quite obvious 
that Z is a combinatorial invariant.t On the other hand, there is no simple way to see that the sum 
of all the angular defects of P will remain constant if P is replaced by a combinatorially equivalent 
polyhedron, for example, if P is pushed and pulled about, since in this circumstance the angular 
defects at the individual vertices are all liable to change. Thus equation (11) includes the unobvious 
fact that the geometr ic  invariant A(P) is indeed a combinator ia l  invariant. 
If we now examine the proof of Theorem 4 (and not merely its conclusion), several significant 
things are revealed. From equation (9) we see that 
(a) A(P) is completely determined by the number of vertices of P and the number 
of faces of P of each type, 
and 
(b) that A(P) is a lways  a multiple of n; 
and that these two facts are true for any polyhedron P, not merely a CCRS, and certainly not 
merely a CCRS homeomorphic to S 2. 
tin fact, as already stated, it is a topological invariant. 
Duality and the Descartes deficiency 85 
We now turn our attention to A'. Gri inbaum and Shephard [4] argued that since, summing over 
faces, Z a '  = 27r V, and since E a is simply the sum fl of the face angles of P, or 21r V - A, it follows 
that, if P is a CCRS homeomorphic to $ 2, then 
a ' (P )  = Y. (~ '  - ~) 
= 2nV - [2nV - A(P)] = 2nV - (2nV - 4n) = 4~. (12) 
We point out now that the elegant argument given by Gri inbaum and Shephard is applicable 
to any CCRS embedded in three-dimensional space, provided it is interpreted as simply asserting 
that A'(P) = A(P). For the only point to be made is that it suffices, in their definition of A', to take 
x to be a generalt point not in the surface--after all, a face of a rectilinear surface does not know 
if the surface is homeomorphic to a sphere! Thus, we claim that the following theorem holds. 
Theorem 5 
For any closed connected rectilinear surface P embedded in three-dimensional space 
Proof As above, 
but 
a(P) = A'(P). (13) 
A'(P) = ~ a '  - E a = 2nV - f~; 
f~ = 2nV - A(P), so A'(P) = A(P). 
Remark 
From our point of view, Theorem 5 is really a vindication of the Gri inbaum-Shephard definition 
rather than a new "fact". For since the dual A' must satisfy A'(P) = A(P') and since z(P) = z(P') ,  
we have, quite formally, 
A'(P) = A(P') = 2nz(P')  = 2nz(P')  = 2nz(P) = A(P). 
Thus far we have only considered A'(P) where P is a CCRS, so that an edge of P is formed by 
identifying a side of one face with a side of an adjacent face. If  we wish to extend our study of 
A' beyond the case of a CCRS, we must look more closely at the notion dual to that of a side. 
What is the dual of the idea of a side? Formally, we may regard a side as a pair (d, 7r) consisting 
of an edge d and a face rt such that d -< n. It is plain that the dual notion is a pair (d, A), consisting 
of an edge d and a vertex A such that A < d. This, however, is the familiar notion of a ray emerging 
from the vertex A. Thus if R is the number of rays of the polyhedron P, then we have the duality 
relation 
S(P') = R(P), (14) 
asserting that the number of sides of P '  is equal to the number of rays of P. 
Now equation (10) tells us that A(P) = n(2V - S + 2F). Thus 
A'(P) = A(P') = n [2 V(P') - S(P') + 2F(P')] = rc (2F(P) - R (P) + 2 V(P)), 
that is, 
A'(P) = n(2V - R + 2F). (15) 
This is our promised new interpretation:~ of A'; true, it has the disadvantage that it says nothing 
about angles, but one must set against this the advantage that it is evidently dual to A. 
?By this we mean that the point is taken in general position, so that, when projecting from the point, no degeneration f 
a face or an edge of P takes place. 
:~Formula (15), regarded as a definition, does not require that P' exist! 
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Moreover, it has another extraordinary advantage; not at all looked for in our search for a dual 
of A. As we have pointed out, the relation S = 2E is special to a CCRS P (actually, connectedness 
is not required) and it is plain from our proof that this relation is necessary and sufficient for the 
conclusion of Theorem 4, namely, A(P) = 2nx(P ). Likewise, the relation R = 2E is necessary and 
sufficient for the dual conclusion, A'(P) = 21rx(P). However, the relation R = 2E holds for any 
polyhedron P! Thus, while A(P) is a topological invariant only for a CCRS P, we have 
Theorem 6 
For any two-dimensional polyhedron P, 
a ' (e )  = 2~x(P), 
and so A'(P) is a topological invariant of P. 
6. EXAMPLES 
If we define A'(P) by formula (15) to be n(2V - R + 2F), then, by Theorem 6, we can certainly 
extend the validity of the statement A(P) = A'(P) = 2nx(P) to the broader class of all CCRS, even 
those which are non-orientable (and so cannot be embedded in ordinary three-dimensional space). 
As an example we cite the real projective plane as illustrated in Fig. 9. Part (a) of Fig. 9 shows 
the projective plane drawn in the standard way as a circular disk with diametrically opposite points 
on the boundary identified. However, to fit our definition of a CCRS, the edges would have to 
be straightened, asshown in Fig. 9(b). Since the projective plane cannot be regarded as a part of 
three-dimensional space, it can only be represented on paper with such identifications--they are, 
of course, not intrinsic to the surface. You may verify that, for the projective plane, X = 1, and 
A=A'=2n.  
We now give an example of a surface that is not closed. Figure 10(a) illustrates one of the famous 
Platonic solids, the regular pentagonal dodecahedron (see also Fig. 6). The Golden Dodecahedron 
of Fig. 10(b) may be constructed by braiding together six identical straight strips (complete 
instructions for how to prepare the strips by simply folding gummed tape appear in Ref. [7]). 
Although it looks similar to the surface of part (a), it is fundamentally different because it has a 
pentagonal hole in the center of each of the 12 original faces. We will concern ourselves with the 
visible surface as shown in Fig. 10(c). If we then introduce new edges on each facet as shown in 
Fig. 10(d) we obtain a polyhedron 10(e), which we call the Golden Dodecahedron G. This 
polyhedron isa CRS, that is, it satisfies every condition of being a CCRS except hat it is not closed. 
P Q 
R R 
V=9 
E= 15 
F I 7 
P 0 
7 R R 
q P 
(a) 
Fig. 9. The real projective plane subdivided as a polyhedron. 
(b) 
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Fig. I0 
Let us first compute x(G). Notice that if there were no pentagonal holes in the 12 facets of G 
the value for ~( would be 2, by Theorem 1. Thus, since X = V - E + F for any subdivision of the 
surface, each time a hole is introduced into a polyhedron ~ will be reduced by one. Hence 
x(G) = 2 -  12 = -10 .  
We compute A(G) by an appeal to the meaning of formula (9) (skeptics may work out the details 
from the fact that G has 80 vertices and 120 triangular faces). We observe that by removing a 
pentagon from a facet we decrease the face angles which get subtracted by 3n; that is, we increase 
A by 3n. Hence, since we do this 12 times, we infer that A(G) = 4rr + 12(3~) -- 40~. Notice that 
we do not have the relationship A(G)= 2nx(G). 
The computation of A'(G) comes from formula (15). Since F -- 120, R = 420 and V = 80, we 
have A ' (G)= rc(240- 420 + 160)= -20n,  which is 2nx(G), as predicted by Theorem 6. That is, 
we retain A '= 2~ X at the expense of A '= A! 
Notice that g is a topological invariant, so that, for example, the value of X would be the same 
if we removed triangular holes from each face, instead of pentagonal holes. Indeed, the 
computation of x(G) did not depend on the number of sides of each hole--it only depended on 
the number of holes. The value of X would be - 10, so long as some polygonal hole is introduced 
into each of the 12 original faces. On the other hand A does depend on the nature of the holes. 
For example, if we had removed triangular holes from each of the 12 faces, instead of pentagonal 
holes, the decrease in the face angles which get subtracted in formula (9) would be r~ for each hole 
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removed, and this would then give A = 4n + 12n = 161t. Thus, A is not a topological invariant for 
connected rectilinear surfaces which are not closed--whereas, of course, A' is. 
7. CONCLUDING REMARKS 
We firmly believe that the ideas presented in this article are, and should be, easily accessible to 
high school students. We do not claim that proofs of Theorems 1-3 should be given to such 
students; and we are far from believing that we have presented the material exactly as it should 
be introduced in a teaching situation. However, we do believe that this type of combinatorial 
geometry is a way--perhaps the best way--to revitalize the teaching of geometry and to place it 
where it should be in the curriculum. 
Explicitly, these ideas have the merits, in addition to their accessibility and intrinsic beauty, of 
easy verifiability, of surprise, and of natural extension to ideas of fundamental importance in 
mathematics. To illustrate this last point, we would expect alert students tudying these ideas to 
ask such questions as: 
What happens if we drop the condition that all faces be flat and all edges be straight? 
What happens if we move beyond two dimensions? 
The first question leads us straight (!) into the calculus and differential geometry (there is a 
beautiful introduction to this development in Ref. [8]); the second question leads us directly into 
the topology and geometry of higher dimensions. 
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