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LOG ORTHOGONAL FUNCTIONS: APPROXIMATION PROPERTIES AND
APPLICATIONS
SHENG CHEN1 AND JIE SHEN2
Abstract. We present two new classes of orthogonal functions, log orthogonal functions (LOFs)
and generalized log orthogonal functions (GLOFs), which are constructed by applying a log map-
ping to Laguerre polynomials. We develop basic approximation theory for these new orthogonal
functions and apply them to solve several typical fractional differential equations whose solu-
tions exhibit weak singularities. Our error analysis and numerical results show that our methods
based on the new orthogonal functions are particularly suitable for functions which have weak
singularities at one endpoint, and can lead to exponential convergence rate, as opposed to low
algebraic rates if usual orthogonal polynomials are used.
1. Introduction
It is well-known that classical spectral methods can provide high accuracy for problems with
smooth solutions [17, 6, 7, 32], but may not have any advantage for problems with non-smooth
solutions. On the other hand, solutions of many practical applications involve weakly singular
solutions, such as in non-smooth domains, with non-matching boundary conditions, in integral
equations with singular/weakly singular kernels, and in fractional differential equations. One
effective strategy in finite differences/finite elements is to employ a local adaptive procedure [27],
but this strategy can not be effectively extended to the global spectral method. Hence, in order
to develop accurate spectral methods for problems with non-smooth solutions, one has to choose
suitable basis functions which can effectively approximate the underlying non-smooth solutions.
A popular strategy in this regard is to enrich the usual polynomial based approximation space
by adding special functions which capture the singular behavior of the underlying problem, for
examples, the so called singular functions method [35], extended or generalized finite element
method (GFEM/XFEM) (cf. [1, 16] and the references therein), and in the context of spectral
methods, the enriched spectral-tau method [30] and the enriched spectral-Galerkin method [9].
Another effective strategy in the context of spectral method is to construct special orthogonal
functions which are suitable for a certain class of problems with singular behaviors. In addition to
classical orthogonal polynomials, one can use suitable mappings to classical orthogonal polynomials
to construct orthogonal functions in weighted Sobolev spaces, leading to the so called mapped
spectral methods (cf. [6] for an extensive disscussion). In [4, 5, 33, 38], the mapped spectral
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2 SHENG CHEN1 AND JIE SHEN2
methods have been successfully used in constructing efficient spectral methods for problems in
unbounded domains, and in Mu¨ntz Galerkin method [34] for a special class of singular problems.
On the other hand, Boyd [3] briefly discussed several possible alternatives to deal with weak
singularities at both endpoints through different mappings.
In this paper, we are concerned with problems which exhibit weakly singular behaviors at the
initial time for initial value problems or at one endpoint for boundary value problems. We construct
special classes of orthogonal functions, through a suitable log mapping to Laguerre functions, which
are capable of resolving weak singularities. We shall develop basic approximation results for two
new classes of orthogonal functions, log orthogonal functions (LOFs) and generalized log orthogonal
functions (GLOFs). In particular, these results indicate that approximation by the LOFs and
GLOFs to functions behaving like tr(− log t)k near t = 0 will converge exponentially for any real
r ≥ 0, k ∈ N0. In fact, we believe that this is the first set of basis functions which can approximate
regular polynomials tk (k ∈ N0) and weakly singular functions like tr(− log t)k (0 < r < 1, k ∈ N0)
with exponential accuracy. Thus, LOFs and GLOFs are particularly suitable for problems whose
solutions exhibit weak singularities behaving like
∑
i cit
ri(− log t)ki near t = 0 for small ri > 0.
In particular, solutions of time fractional differential equations and boundary value problems with
one-sided fractional derivatives fall into this category. Hence, the spectral methods using GLOFs
that we propose in this paper can be used to deal with a large class of fractional differential
equations having weak singularities at the initial time or at one endpoint.
Numerical solution of fractional differential equations (FDEs) has been a subject of intensive
investigation in recent years, cf. for instance [26, 36, 13, 15, 21] (and the references therein) for
finite-difference and finite-element methods, and [22, 23, 24, 39, 10] (and the references therein) for
spectral methods. However, most of the error analysis are derived in the context of usual Sobolev
spaces which are not quite suitable for FDEs. In our previous works [10, 25], we developed an
error analysis using the generalized Jacobi functions based on the non-uniformly weighted spaces
which showed that, for some model FDEs whose solutions behave as (t−a)r(b−t)sh(t) with known
r, s > 0 and smooth h(t), the error may converge exponentially as long as the data function is
smooth in the usual sense. However, for more general FDEs such as those with variable coefficients
or nonlinearity, the singular behavior of their solutions is unknown a priori, so approximations
by generalized Jacobi functions can not achieve desired accuracy. However, GLOFs can handle
functions with unknown endpoint singularity since they can approximate singular functions of the
form
∑
i cit
ri(− log t)ki with exponential accuracy. In fact, we show in Corollary 3.1 that GLOFs
can achieve exponential convergence for typical singular functions tr(− log t)k for any r ≥ 0, k ∈ N0.
To the best of our knowledge, this is the first set of basis functions which can approximate the
singular solutions of the form in (4.6) with exponential accuracy.
The rest of the paper is organized as follows. In the next section, we introduce the LOFs, derive
optimal projection and interpolation errors in weighted pseudo-derivatives which are adapted to the
involved mapping. In Section 3, we introduce the GLOFs which involve an additional parameter
so are more flexible than LOFs, and derive the corresponding optimal projection and interpolation
errors. In Section 4, we apply GLOFs to solve several typical classes of fractional differential
equations, and derive optimal error estimates which indicate, in particular, that for solutions and
data functions having weak singularities at t = 0 or one endpoint, errors of the proposed GLOF-
Galerkin methods will converge exponentially. In each of the sections 2, 3 and 4, we also present
numerical results to validate the theoretical estimates and to show the effectiveness of our new
method. Some concluding remarks are given in the last section.
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2. Log orthogonal functions
In this section, we introduce the log orthogonal functions, derive the corresponding approxima-
tion theory, and present numerical results to validate the theoretical estimates and to show their
effectiveness.
To fix the idea, we consider the canonical time interval I = (0, 1). Throughout the paper, we
use the mapping
y(t) := −(β + 1) log t, t ∈ I, (2.1)
to map I to R+. We shall make use of L (α)n (y), α > −1 which is the Laguerre polynomial of
y ∈ R+, satisfying∫ ∞
0
L (α)n (y)L
(α)
m (y) y
αe−y dy = γ(α)n δmn, γ
(α)
n =
Γ(n+ α+ 1)
Γ(n+ 1)
. (2.2)
Some additional properties of Laguerre polynomials are listed in Appendix A, see also [32, 37].
2.1. Definition and properties.
Definition 2.1 (LOFs). Let α, β > −1. We define the log orthogonal functions by
S(α,β)n (t) = L (α)n (y(t)) = L (α)n (−(β + 1) log t), n = 0, 1, . . . . (2.3)
From the properties of Laguerre polynomials listed in Appendix A and the following relations
y = −(β + 1) log t, dy = −(β + 1)t−1dt, ∂t = −(β + 1)t−1∂y, (2.4)
we can easily derive the following lemma:
Lemma 2.1. The LOFs satisfy the following properties:
P1. Three-term recurrence relation:
S(α,β)0 (t) = 1, S(α,β)1 (t) = (β + 1) log t+ α+ 1,
S(α,β)n+1 (t) =
2n+ α+ 1 + (β + 1) log t
n+ 1
S(α,β)n (t)−
n+ α
n+ 1
S(α,β)n−1 (t).
(2.5)
P2. Derivative relations:
(β + 1)−1t∂tS(α,β)n (t) = S(α+1,β)n−1 (t) =
n−1∑
l=0
S(α,β)l (t), n ≥ 1. (2.6)
P3. Orthogonality: ∫ 1
0
S(α,β)n (t) S(α,β)m (t) (− log t)α tβ dt = γ(α,β)n δmn, (2.7)
where
γ(α,β)n :=
Γ(n+ α+ 1)
(β + 1)α+1Γ(n+ 1)
.
P4. Sturm-Liouville problem:
(− log t)−αt−β∂t
(
(− log t)α+1tβ+2∂tS(α,β)n (t)
)
+ n(β + 1)S(α,β)n (t) = 0. (2.8)
P5. Gauss-LOFs quadrature:
Let {y(α)j , ω(α)j }Nj=0 be the Gauss-node and -weight of L (α)n+1(y). Denote{
t
(α,β)
j := e
−(β+1)−1y(α)j , χ(α,β)j = (β + 1)
−α−1ω(α)j
}N
j=0
. (2.9)
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Then, ∫ 1
0
p(t)(− log t)αtβdt =
N∑
j=0
p(t
(α,β)
j )χ
(α,β)
j , ∀ p ∈ P log t2N+1, (2.10)
where
P log tK := span{1, log t, (log t)2, . . . , (log t)K}. (2.11)
Proof. The three-term recurrence relation (2.5) is a straightforward result from (L.1) with the
variable transform (2.4).
(2.6) can be obtained from the relations (L.5) and (2.4). Indeed,
(β + 1)−1t∂t{S(α,β)n (t)}
(2.4)
= −∂yL (α)n (y)
(L.5)
= L
(α+1)
n−1 (y) = S(α+1,β)n−1 (t).
We derive from y = −(β + 1) log t that∫ 1
0
S(α,β)n (t) S(α,β)m (t) (− log t)αtβ dt =
1
(β + 1)α+1
∫ ∞
0
L (α)n (y) L
(α)
m (y) y
αe−y dy.
Hence, we have (2.7).
(2.8) is valid since
y = −(β + 1) log t, ∂y = −(β + 1)−1t ∂t, L (α)n (y) = S(α,β)n (t)
lead to
y−αey∂y
(
yα+1e−y∂yL (α)n (y)
)
=
(− log t)−αt−β
β + 1
∂t
(
(− log t)α+1tβ+2∂tS(α,β)n
)
.
Finally, setting t = e−(β+1)
−1y, we can obtain (2.9) from the Laguerre-Gauss quadrature:∫ 1
0
p(t)(− log t)αtβdt =
∫
R+
p(x(y))
yαe−y
(β + 1)α+1
dy
=
N∑
j=0
p(x(y
(α)
j ))
ω
(α)
j
(β + 1)α+1
=
N∑
j=0
p(t
(α,β)
j )χ
(α,β)
j .

Remark 2.1. We used two parameters α and β to provide better flexibility, e.g., they allow us to
effectively deal with problems with weight (− log t)αtβ. In the applications considered in this paper,
the log term does not appear so we can take α = 0. On the other hand, taking β = 0 offers good
approximation properties for problems with weight (− log t)α, which can not be well approximated
by classical orthogonal polynomials.
2.2. Projection estimate. Let α, β > −1, and χα,β(t) := (− log t)αtβ . For any u ∈ L2χα,β (I), we
denote piα,βN u the projection from L
2
χα,β to P log tN by
(u− piα,βN u, v)χα,β =
∫ 1
0
{u− piα,βN u}(t) v(t)χα,β(t)dt = 0, ∀v ∈ P log tN . (2.12)
Thanks to the orthogonality of the basis {S(α,β)n }∞n=0, we have
piα,βN u =
N∑
n=0
uˆα,βn S(α,β)n , uˆα,βn = (γ(α,β)n )−1
∫ 1
0
u(t)S(α,β)n (t)χα,β(t)dt. (2.13)
To better describe the projection error piα,βN u, we define a pseudo-derivative
∂̂tu := t∂tu (2.14)
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and a non-uniformly weighted Sobolev space
Akα,β(I) := {v ∈ L2χα,β (I) : ∂̂ jt v ∈ L2χα+j,β (I), j = 1, 2, . . . , k}, k ∈ N, (2.15)
equipped with semi-norm and norm
|v|Amα,β := ‖∂̂mt v‖χα+m,β , ‖v‖Amα,β :=
( m∑
k=0
|v|2Akα,β
)1/2
.
Theorem 2.1. Let m, N, k ∈ N and α, β > −1. For any u ∈ Amα,β(I) and 0 ≤ k ≤ m˜ :=
min{m,N + 1}, we have
‖∂̂ kt (u− piα,βN u)‖χα+k,β ≤
√
(β + 1)k−m˜
(N − m˜+ 1)!
(N − k + 1)! ‖∂̂
m˜
t u‖χα+m˜,β . (2.16)
In particular, fixing α = β = k = 0 and m < N + 1, it holds that
‖u− piNu‖ ≤ cN−m2 ‖∂̂mt u‖χm , (2.17)
where piN = pi
0,0
N and χ
m = χm,0 = (− log t)m for notational simplicity.
Proof. For any u ∈ Amα,β(I), via relations (2.6) and (2.14), we have
∂̂ lt S(α,β)n (t) = (β + 1)lS(α+l,β)n−l (t), l ≤ n. (2.18)
Then, it can be easily detected from the orthogonality P3 that
u(t) =
∞∑
n=0
uˆα,βn S(α,β)n (t), ‖∂̂ lt u‖2χα+l,β =
∞∑
n=l
(β + 1)2lγ
(α+l,β)
n−l |uˆα,βn |2, l ≥ 1.
Therefore,
‖∂̂ kt (u− piα,βN u)‖2χα+k,β =
∞∑
n=N+1
(β + 1)2kγ
(α+k,β)
n−k |uˆα,βn |2
≤ max{ γ
(α+k,β)
n−k
γ
(α+m˜,β)
n−m˜
}
∞∑
n=N+1
(β + 1)2kγ
(α+m˜,β)
n−m˜ |uˆα,βn |2
≤ (β + 1)2(k−m˜) γ
(α+k,β)
N+1−k
γ
(α+m˜,β)
N+1−m˜
‖∂̂ m˜t u‖2χα+m˜,β
≤ (β + 1)k−m˜ (N − m˜+ 1)!
(N − k + 1)! ‖∂̂
m˜
t u‖2χα+m˜,β .
Finally the proof of the special case can be proved by the following useful result: for any constant
a, b ∈ R, n ∈ N, n+ a > 1 and n+ b > 1 (see [40, Lemma 2.1]),
Γ(n+ a)
Γ(n+ b)
≤ νa,bn na−b, (2.19)
where
νa,bn = exp
( a− b
2(n+ b− 1) +
1
12(n+ a− 1) +
(a− b)2
n
)
. (2.20)

Remark 2.2. The essential difference between approximations by LOFs and traditional polyno-
mials can be explained by the estimate (2.17). In fact, since ∂̂tt
r = rtr, it’s easy to check that
‖∂̂mt tr‖χm <∞ for all r ≥ 0 and any positive integer m. So the LOFs can approximate a function
whose singularity behave as
∑
i cit
ri with exponential convergence.
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On the contrary, the polynomial approximation error depends on the regularity defined by the
usual derivative. Specifically, for the classical polynomial projection ΠN : L
2 → P tN := span{1, t, . . . , tN},
it holds that
‖u−ΠNu‖ ≤ cN−m‖∂mt u‖.
Hence, functions behaving as
∑
i cit
ri with several small ri > 0 cannot be well approximated by
polynomials. 
2.3. Interpolation estimate. Let {t(α,β)j }Nj=0 be the mapped Gauss points defined in (2.9). We
define the mapped Lagrange functions
lj
(
y(t)
)
=
∏
i6=j
(
y(t)− y(t(α,β)i )
)
∏
i6=j
(
y(t
(α,β)
j )− y(t(α,β)i )
) =
∏
i6=j
log(t
(α,β)
i /t)∏
i6=j
log(t
(α,β)
i /t
(α,β)
j )
, (2.21)
and the interpolation operator Iα,βN : C(I)→ P log tN by
Iα,βN v(t) =
N∑
j=0
v(t
(α,β)
j )lj
(
y(t)
)
. (2.22)
Obviously, we have Iα,βN v(t(α,β)j ) = v(t(α,β)j ), j = 0, 1, · · · , N .
We first establish a stability result.
Theorem 2.2. For any v ∈ C(I) ∩A1α,β(I) and ∂̂tv ∈ L2χα,β (I), we have
‖Iα,βN v‖χα,β ≤ c
√
(β + 1)α
(
cβ1N
− 12 ‖∂̂tv‖χα,β + cβ2
√
logN‖v‖A1α,β
)
. (2.23)
where cβ1 = (β + 1)
− 12 , cβ2 = 2
√
max{1, β + 1}.
Proof. Let t(y) = e−(β+1)
−1y and v˜(y) = v(t(y)). Via relations (2.22) and (2.9), we have
Iα,βN v(t) = IαN v˜(y) :=
N∑
j=0
v˜(y
(α)
j )lj(y), y ∈ R+.
Thanks to [20, (3.12) with β = 1], we have
‖IαN v˜‖yαe−x ≤ c(N−
1
2
√
M v˜1 + 2
√
logN
√
M v˜2 ),
where
M v˜1 =
∫ ∞
0
(∂y v˜(y))
2 yαe−y dy, M v˜2 =
∫ ∞
0
(
v˜2 + y(∂y v˜)
2
)
yαe−y dy.
On the other hand, we have∫ ∞
0
(∂y v˜(y))
2 yαe−y dy =
∫ 1
0
(
t
β + 1
∂tv(t))
2 (−(β + 1) log t)αtβ+1 β + 1
t
dt
= (β + 1)α−1
∫ 1
0
(∂̂tv(t))
2 (− log t)αtβdt = (β + 1)α−1‖∂̂tv‖2χα,β
and ∫ ∞
0
(
v˜2 + y(∂y v˜)
2
)
yαe−y dy = (β + 1)α+1
∫ 1
0
(
v2 +
(− log t)
β + 1
(∂̂tv)
2
)
(− log t)αtβdt
≤ (β + 1)α max{1, (β + 1)}‖v‖2A1α,β .
We can then derive (2.23) by combing the above relations. 
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With the above stability result in hand, we can now establish an estimate for the interpolation
error.
Theorem 2.3. Let m and N be positive integers, and α, β > −1. For any v ∈ C(I)∩Amα,β(I) and
∂̂tv ∈ Am−1α,β (I), we have
‖Iα,βN v − v‖χα,β ≤ c
√
(N + 1− m˜)!
(β + 1)m˜−αN !
{
cβ1‖∂̂ m˜t v‖χα+m−1,β + cβ2
√
logN‖∂̂ m˜t v‖χα+m,β
}
, (2.24)
where cβ1 = (β + 1)
− 12 , cβ2 = 2
√
max{1, β + 1} and m˜ = min{m,N + 1}.
Proof. By the triangle inequality, we have
‖Iα,βN v − v‖χα,β ≤ ‖Iα,βN v − piα,βN v‖χα,β + ‖piα,βN v − v‖χα,β . (2.25)
We only need to estimate the first term since the estimate for the second term is already available
in Theorem 2.1. Thanks to (2.23),
‖Iα,βN v−piα,βN v‖χα,β = ‖Iα,βN (v − piα,βN v)‖χα,β
≤ c
(
cβ1N
− 12 ‖∂̂t(v − piα,βN v)‖χα,β + cβ2
√
logN‖v − piα,βN v‖A1α,β
)
.
(2.26)
The term ‖v − piα,βN v‖Aµα,β (µ = 0, 1) can be estimated through Theorem 2.1. For the first term in
the last inequality, we have
‖∂̂t(v − piα,βN v)‖χα,β ≤ ‖∂̂tv − piα,βN {∂̂tv}‖χα,β + ‖piα,βN {∂̂tv} − ∂̂t{piα,βN v})‖χα,β . (2.27)
We now follow a classical procedure as in [2, 19] to derive the desired estimate. The starting point
is the relation
∂̂tv =
∞∑
n=0
vˆα,βn ∂̂tS(α,β)n
(2.6)
=
∞∑
n=1
vˆα,βn
(
(β + 1)
n−1∑
l=0
S(α,β)l
)
=
∞∑
l=0
(
(β + 1)
∞∑
n=l+1
vˆα,βn
)
S(α,β)l .
The above equation implies that
piα,βN {∂̂tv}(t) =
N∑
n=0
vˆα,β1,n S(α,β)n (t), vˆα,β1,n := (β + 1)
∞∑
k=n+1
vˆα,βk .
Similarly, we have
∂̂t{piα,βN v}(t) =
N−1∑
n=0
(
(β + 1)
N∑
k=n+1
vˆα,βk
)
S(α,β)n (t) =
N−1∑
n=0
(vˆα,β1,n − vˆα,β1,N )S(α,β)n (t).
Hence,
‖piα,βN {∂̂tv} − ∂̂t{piα,βN v})‖2χα,β
(2.7)
=
N∑
n=0
γ(α,β)n (vˆ
α,β
1,N )
2 = γ
(α,β)
N (vˆ
α,β
1,N )
2
N∑
n=0
γ(α,β)n (γ
(α,β)
N )
−1
≤ ‖∂̂tv − piα,βN−1{∂̂tv}‖χα,β
N∑
n=0
γ(α,β)n (γ
(α,β)
N )
−1.
(2.28)
It remains to estimate sN :=
∑N
n=0 γ
(α,β)
n (γ
(α,β)
N )
−1. For any α ≥ 0, in view of the expression of
γ
(α,β)
n , it’s obvious that sN ≤ N + 1. For −1 < α < 0, we use Stirling formula to deduce that for
a large integer M ≤ k ≤ N ,
γ
(α,β)
k
γ
(α,β)
N
=
Γ(N + 1)Γ(k + α+ 1)
Γ(N + α+ 1)Γ(k + 1)
∼ N−αkα.
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Therefore, there exists a constant cM such that
sN =
N∑
n=0
γ(α,β)n (γ
(α,β)
N )
−1 ≤ N−α(cM + c
N∑
k=M
kα) ≤ cN. (2.29)
Finally, combing (2.25)-(2.29) and Theorem 2.1 leads to (2.24). 
Remark 2.3. Let {t(α,β)j }Nj=0 and {ω(α,β)j }Nj=0 be the same as (2.9). Then, we have the following
estimate for the quadrature error:
∣∣ ∫ 1
0
v(t)χα,β(t)dt−
N∑
j=0
v(t
(α,β)
j )ω
(α,β)
j
∣∣ ≤ Γ(α+ 1)
(β + 1)α+1
‖Iα,βN v − v‖χα,β . (2.30)
Indeed, the above estimate can be derived from
N∑
j=0
v(t
(α,β)
j )ω
(α,β)
j =
∫ 1
0
Iα,βN v(t)χα,β(t)dt,
and ∫ 1
0
(− log t)αtβdt =
∫ ∞
0
yαe−(β+1)ydy =
Γ(α+ 1)
(β + 1)α+1
.

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Figure 2.1. Nodes distribution of S(α,β)n (t): α = 0, β = 5 with different N .
To understand better why the singular function ts, s > 0 can be well approximated by LOFs, we
plot distribution of the Gauss-LOFs quadrature nodes {t(α,β)j }Nj=0 with various N and α, β in Fig.
2.1 and 2.2. We observe from Fig. 2.1 that the nodes cluster near zero, with significant more points
near zero than the usual Gauss-Radau points. Fig. 2.2 exhibits the influence of the parameters
(α, β) on the nodes distribution. In particular, as α increases with β fixed, the quadrature nodes
move towards zero; on the other hand, as β increases with α fixed, the quadrature nodes move
away from zero.
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Figure 2.2. Nodes distribution of S(α,β)n (t): N = 80 with different α, β.
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Figure 2.3. Left: Gauss-LOFs quadrature errors. Right: projection errors.
2.4. Numerical examples. We first demonstrate the accuracy of Gauss-LOFs quadrature for
computing ∫ 1
0
f(t)(− log t)αtβdt, α, β > −1, (2.31)
with the following functions f(t) = sin t, et, t−1/3 and t1/10, respectively. The quadrature errors
are shown in the left of Fig. 2.3. We observe that the errors decay exponentially in all cases.
We note that f(t) = t−1/3 is singular and can not be computed efficiently by the classical Gauss
quadrature. However, t−1/3 is smooth with the norm defined through the pseudo-derivative (2.14),
so we achieve exponential convergence for this case as well.
Next, we compute the projection error for f(t) = t1/10 which is not smooth in the usual Sobolev
space, but it is smooth with the norm defined through the pseudo-derivative. In the right of Fig.
2.3, we plot the projection errors by using the shifted Legendre polynomial Ln(2t − 1), t ∈ I
and LOFs for function f(t) = t1/10 with the fixed degree of basis N = 30. We observe that the
projection error by using LOFs is uniformly small across the interval [0,1], while the error by using
the shifted Legendre polynomial is very large.
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3. Generalized Log orthogonal functions
The LOFs introduced in the last section is capable of resolving certain type of singularities
at t = 0, but LOFs S(α,β)n (t) consist of {(− log t)k}nk=0, so grow very fast near t = 0 (cf. Fig.
3.1). This behavior may severely affects the accuracy in many situations. In addition, derivatives
of LOFs involve the singular term t−1, so they are not suitable to serve as basis functions to
represent solutions of PDEs or fractional PDEs.
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log10(t)
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α=0, β=0
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n=16
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−0.2
0
0.2
0.4
0.6
0.8
1
log10(t)
y
α=0, β=2, λ=−1
 
 
n=4
n=16
n=28
Figure 3.1. Left: Graphs of y = S(α,β)n (t). Right: Graphs of y = S(α,β,λ)n (t).
Therefore, we shall introduce below the generalized Log orthogonal functions (GLOFs) which are
more suitable for numerical approximations of functions with weak singularities at one endpoint.
3.1. Definition and properties.
Remark 3.1. As depicted in the left of Fig. 3.1, values of LOFs near t = 0 vary in a very large
range. However, as shown in the right of Fig. 3.1, GLOFs are much better behaved. 
Definition 3.1 (GLOFs). Let α, β > −1, λ ∈ R. We define the GLOFs by
S(α,β,λ)n (t) := t
β−λ
2 S(α,β)n (t), n ≥ 0. (3.1)
In particular, S(α,β,β)n (t) = S(α,β)n (t).
GLOFs enjoy similar properties as those listed in Lemma 2.1 for LOFs. Owing to the relation
(2.7), it is obvious that∫ 1
0
S(α,β,λ)n (t) S(α,β,λ)m (t) (− log t)α tλ dt = γ(α,β)n δmn, (3.2)
where γ
(α,β)
n is the same as the definition in (2.7).
The derivative relation can be derived from the relation (2.6) and Definition 3.1. Indeed,
∂tS(α,β,λ)n (t) =
β − λ
2
t
β−λ
2 −1S(α,β)n (t) + t
β−λ
2 ∂tS(α,β)n (t)
=
β − λ
2
t
β−λ−2
2 S(α,β)n (t) + (β + 1)t
β−λ−2
2 S(α+1,β)n−1 (t)
=
β − λ
2
S(α,β,λ+2)n (t) + (β + 1)S(α+1,β,λ+2)n−1 (t).
(3.3)
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The pseudo-derivative with respect to GLOFs should be defined as
∂̂γ,tu = t
1+γ∂t{t−γu}. (3.4)
Then, thanks to the definition of S(α,β,λ)n and (2.6), we have the following important derivative
relation:
(β + 1)−1∂̂ β−λ
2 ,t
S(α,β,λ)n (t) = S(α+1,β,λ)n−1 (t) =
n−1∑
l=0
S(α,β,λ)l (t), n ≥ 1. (3.5)
Let
t
(α,β,λ)
j := t
(α,β)
j , χ
(α,β,λ)
j := (t
(α,β)
j )
λ−βχ(α,β)j , j = 0, 1, · · · , N, (3.6)
and denote
Pγ,log tN := {tγp(t) : p ∈ P log tN }. (3.7)
Then, we have the following Gauss-GLOFs quadrature:∫ 1
0
f(t)(− log t)αtλdt =
N∑
j=0
f(t
(α,β,λ)
j )χ
(α,β,λ)
j , ∀ f ∈ Pβ−λ,log t2N+1 . (3.8)
In addition, we derive from Definition 2.1 and the closed form of the Laguerre polynomial that
S(α,β,λ)n (t) =
n∑
k=0
(−1)k
k!
(
n
n− k
)
t
β−λ
2 [−(β + 1) log t]k, t ∈ I := (0, 1).
3.2. Projection estimate. Let α, β > −1 and λ ∈ R. We define the projection operator piα,β,λN :
L2χα,λ → P
β−λ
2 ,log t
N by
(u− piα,β,λN u, v)χα,λ = 0, ∀u ∈ L2χα,λ , v ∈ P
β−λ
2 ,log t
N , (3.9)
where χα,λ(t) := (− log t)αtλ.
Thanks to the orthogonality of the basis {S(α,β,λ)n }∞n=0, we have
piα,β,λN u =
N∑
n=0
uˆα,β,λn S(α,β,λ)n with uˆα,β,λn = (γ(α,β)n )−1
∫ 1
0
u(t)S(α,β,λ)n (t)χα,λ(t)dt. (3.10)
To better describe the approximability of piα,β,λN , we define non-uniformly weighted Sobolev
spaces
Akα,β,λ(I) := {v ∈ L2χα,λ(I) : ∂̂ jβ−λ
2 ,t
v ∈ L2χα+j,λ(I), j = 1, 2, . . . , k}, k ∈ N, (3.11)
with the corresponding semi-norm and norm defined by
|v|Amα,β,λ := ‖∂̂mβ−λ
2 ,t
v‖χα+m,λ , ‖v‖Amα,β,λ :=
(
m∑
k=0
|v|2Akα,β,λ
) 1
2
.
Theorem 3.1. Let m, N, k ∈ N, λ ∈ R and α, β > −1. For any u ∈ Amα,β,λ(I) and 0 ≤ k ≤ m˜ =
min{m,N + 1}, we have
‖∂̂ kβ−λ
2 ,t
(u− piα,β,λN u)‖χα+k,λ ≤
√
(β + 1)k−m˜
(N − m˜+ 1)!
(N − k + 1)! ‖∂̂
m˜
β−λ
2 ,t
u‖χα+m˜,λ , (3.12)
where ∂̂ β−λ
2 ,t
is the pseudo-derivative defined in (3.4).
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Proof. For any u ∈ Amα,β,λ(I), we can expand it as u =
∑∞
n=0 uˆ
α,β,λ
n S(α,β,λ)n . Due to
∂̂ lβ−λ
2 ,t
S(α,β,λ)n (t)
(3.5)
= (β + 1)lS(α+l,β,λ)n−l (t), l ≤ n,
and (3.2), we have
‖∂̂ lβ−λ
2 ,t
u‖2χα+l,λ =
∞∑
n=l
(β + 1)2lγ
(α+l,β)
n−l |uˆα,β,λn |2, l ≥ 1.
Then, by following the same procedure as in the proof of Theorem 2.1, we can obtain the desired
result (3.12). 
3.3. Interpolation estimate. Let {tα,βj }Nj=0 be the same set of collocation points as for the LOFs.
We define the interpolation operator Iα,β,λN : C(I)→ P
β−λ
2 ,log t
N by
(Iα,β,λN v)(tα,βj ) = v(tα,βj ), j = 0, 1, · · · , N.
It is easy to see that
Iα,β,λN v(t) =
N∑
j=0
v(t
(α,β)
j )l
β,λ
j
(
y(t)
)
, y(t) = −(β + 1) log t (3.13)
where {lβ,λj } are the Lagrange ”polynomials” defined by
lβ,λj
(
y(t)
)
=
t
β−λ
2
∏
i 6=j
log(t
(α,β)
i /t)
(t
(α,β)
j )
β−λ
2
∏
i 6=j
log(t
(α,β)
i /t
(α,β)
j )
. (3.14)
In view of (2.22) and (2.21), we have
Iα,β,λN v(t) = t
β−λ
2 Iα,βN {t
λ−β
2 v(t)} ∈ P
β−λ
2 ,log t
N .
Hence, we can derive the following result from Theorem 2.3.
Theorem 3.2. Let m and N be positive integers, α, β > −1 and λ ∈ R. For any v ∈ C(I) ∩
Amα,β,λ(I) and ∂̂ β−λ
2 ,t
v ∈ Am−1α,β,λ(I), we have
‖Iα,β,λN v − v‖χα,λ ≤ c
√
(N + 1− m˜)!
(β + 1)m˜−αN !
{
cβ1‖∂̂ m˜β−λ
2 ,t
v‖χα+m−1,λ + cβ2
√
logN‖∂̂ m˜β−λ
2 ,t
v‖χα+m,λ
}
where cβ1 = (β + 1)
− 12 , cβ2 = 2
√
max{1, β + 1} and m˜ = min{m,N + 1}.
Proof. Since
‖Iα,β,λN v − v‖χα,λ = ‖Iα,βN {t
λ−β
2 v} − tλ−β2 v‖χα,β ,
and
∂̂t{t
λ−β
2 v} = tλ−β2 ∂̂ β−λ
2 ,t
v =⇒ ∂̂m˜t {t
λ−β
2 v} = tλ−β2 ∂̂m˜β−λ
2 ,t
v.
We can then derive the desired result from the above relation and Theorem 2.3. 
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3.4. Explicit error estimate for a class of weakly singular functions. The result in Theorem
3.2 is not easy to interpret for general functions, so we consider the following typical weakly singular
functions
f(t) = tr(− log t)k, r ≥ 0, k ∈ N0.
We first present a very useful relation of the Laguerre polynomials L
(α)
n (y), α > −1.
Lemma 3.1. Let s > 0, α > −1. For k, n ∈ N0 and n > k, there exists∫ ∞
0
yα+ke−syL (α)n (y)dy = (
s− 1
s
)n
k!
sα+k+1
k∑
j=0
Γ(n− j + k + α+ 1)
(j!)2 Γ(n− j + 1) (
s
1− s )
j . (3.15)
Proof. The case k = 0 is a direct result of [18, 7.414: 8], i.e.,∫ ∞
0
e−syyαL (α)n (y)dy =
Γ(α+ n+ 1)
Γ(n+ 1)
(1− 1/s)ns−α−1.
For k > 0, owing to Rodrigues’ formula (see Szego [37, (5.1.5)] ), we have that∫ ∞
0
yke−syyαL (α)n (y)dy =
1
n!
∫ ∞
0
yke(1−s)y ∂ny (y
n+αe−y)dy
=
(−1)n
n!
∫ ∞
0
∂ny (y
ke(1−s)y) yn+αe−ydy
=
(−1)n
n!
k∑
j=0
(
n
j
)
(1− s)n−j
∫ ∞
0
k!
j!
yk−j yn+αe−sydy
= (−1)n
k∑
j=0
k!Γ(n− j + k + α+ 1)
(j!)2Γ(n− j + 1)
(1− s)n−j
sn−j+α+k+1
.
(3.16)
One can easily check the equivalence of the relations (3.15) and (3.16), which completes the proof.

With the above lemma in hand, we have the following error estimate:
Theorem 3.3. Given f(t) = tr(− log t)k, r ≥ 0, k ∈ N0. Let λ > −1− 2r, α, β > −1 and β > λ.
Then, we have
f ∈ L2χα,λ and Rα,β,λ =
∣∣∣∣ 2r + λ− β2r + 2 + λ+ β
∣∣∣∣ < 1,
and
‖f − piα,β,λN f‖χα,λ ≤ c (k + 1)! N
α+1
2 +k (Rα,β,λ)
N when N > − 2k + α+ 2
2 log(Rr,β,λ)
, (3.17)
where
c ≈
√
2α+1+k(β + 1)2α+2−k
(β + λ+ 2r + 2)α+1+k
.
Proof. Since λ > −1− 2r, it is easy to check that f ∈ L2χα,λ and Rα,β,λ =
∣∣∣ 2r+λ−β2r+2+λ+β ∣∣∣ < 1.
Thanks to the orthogonality of the basis {S(α,β,λ)n }∞n=0, we can write
f =
∞∑
n=0
fˆα,β,λn S(α,β,λ)n , piα,β,λN f =
N∑
n=0
fˆα,β,λn S(α,β,λ)n
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with coefficients
fˆα,β,λn = (γ
(α,β)
n )
−1
∫ 1
0
f(t)S(α,β,λ)n (t)χα,λ(t)dt, n = 0, 1, . . . , N.
Let y(t) = −(β + 1) log t and dy = −(β + 1)t−1dt. It holds that
fˆα,β,λn =
(β + 1)α+1Γ(n+ 1)
Γ(n+ α+ 1)
∫ 1
0
tr(− log t)k t(β−λ)/2L (α)n (y(t)) (− log t)αtλdt
=
(β + 1)−kΓ(n+ 1)
Γ(n+ α+ 1)
∫ ∞
0
exp(−β + λ+ 2r + 2
2(β + 1)
y)yα+kL (α)(y)dy.
Taking s = (β + λ+ 2r + 2)/(2β + 2) into (3.15), we have
fˆα,β,λn = (
s− 1
s
)n
Γ(n+ 1) k!(β + 1)−k
Γ(n+ α+ 1) sα+k+1
k∑
j=0
Γ(n− j + k + α+ 1)
(j!)2 Γ(n− j + 1) (
s− 1
s
)−j . (3.18)
Owing to [40, Lemma 2.1], we have
Γ(n+ a)
Γ(n+ b)
≤ νa,bn na−b, n+ a > 1 and n+ b > 1, (3.19)
where
νa,bn = exp
( a− b
2(n+ b− 1) +
1
12(n+ a− 1) +
(a− b)2
n
)
. (3.20)
Combing (3.18)-(3.20) and the fact that Rr,β,λ < 1, we have
‖f − piα,β,λN f‖2χα,λ =
∞∑
N+1
|fˆα,β,λn |2γα,βn ≤ Cλ,rα,β
∞∑
N+1
να,0n n
2k+α(Rr,β,λ)
2n−2k
≤Cλ,rα,βνα,0N
∫ ∞
N
(Rr,β,λ)
2x−2kx2k+αdx.
where Cλ,rα,β =
2α+1+k(β + 1)2α+2−k
(β + λ+ 2r + 2)α+1+k
(
(k+1)!
)2
. Finally, as a2x−2kx2k+α+2 is a decreasing function
of x when N > − 2k + α+ 2
2 log(Rr,β,λ)
, we conclude that
‖f − piα,β,λN f‖χα,λ ≤
√
Cλ,rα,β N
α+1
2 +k (Rr,β,λ)
N−k when N > − 2k + α+ 2
2 log(Rr,β,λ)
.
The proof is complete. 
The above theorem provides an accurate estimate for the GLOFs to a large class of singular
functions. In particular, by setting α = λ = 0, we have an estimate in L2-norm.
Corollary 3.1. For f(t) = tr(− log t)k, r ≥ 0, k ∈ N, it holds that
‖f − pi0,β,0N f‖ ≤
√
2
k
(β + 1)−kk!Nk
√
2(β + 1)N
∣∣∣ 2r − β
2r + β + 2
∣∣∣N−k. (3.21)
In particular, for f = tr, r ≥ 0, we have
‖f − pi0,β,0N f‖ ≤
√
2(β + 1)N
∣∣∣ 2r − β
2r + β + 2
∣∣∣N . (3.22)

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In order to verify the above theoretical results, we plot the error curves for the GLOFs approx-
imation to f(t) = tr with various r in Fig. 3.2, left with r ∈ (0, 1) and right with r being integers.
We observe exponential convergence for all r ≥ 0. We also plot the error curves for the GLOFs ap-
proximation to f(t) = t(− log t)k and f(t) = t2(− log t)k in Fig. 3.3. We also observe exponential
convergence in all cases. All these numerical results are consistent with the approximation results
in Corollary 3.1.
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Figure 3.2. GLOFs Approximation: S(α,β,λ)n , α = λ = 0.
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Figure 3.3. GLOFs Approximation: S(α,β,λ)n , α = λ = 0.
4. Application to fractional differential equations
In this section, we shall use GLOFs as the basis functions to solve some typical fractional
differential equations.
We first review the definitions of Riemann-Liouville and Caputo fractional integrals and frac-
tional derivatives (see e.g., [28, 29]).
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Definition 4.1 (Fractional integrals and derivatives). For t ∈ I = (0, 1) and ρ ∈ R+, the
left and right fractional integrals are respectively defined as
0I
ρ
t f(t) =
1
Γ(ρ)
∫ t
0
f(τ)
(t− τ)1−ρ dy, tI
ρ
1f(t) =
1
Γ(ρ)
∫ 1
t
f(τ)
(τ − t)1−ρ dτ, . (4.1)
For real s ∈ [k − 1, k) with k ∈ N, the Riemann-Liouville fractional derivatives are defined by
0D
s
tf(t) =
dk
dtk
{0Ik−st f(t)}, tDs1f(t) = (−1)k
dk
dtk
{tIk−s1 f(t)}. (4.2)
The Caputo fractional derivative of order s is defined by
C
0 D
s
tf(t) = 0I
k−s
t {
dk
dtk
f(t)}, Ct Ds1f(t) = (−1)ktIk−s1 {
dk
dtk
f(t)}. (4.3)
4.1. An initial value problem (IVP). Given g, q ∈ L2(I), we consider the following Caputo
fractional differential equation of order ν ∈ (0, 1):
C
0 D
ν
t u(t) + q(t)u(t) = g(t), t ∈ I; u(0) = u0. (4.4)
We shall first homogenize the initial condition. Setting u = v + u0 into the above equation, we
find that the problem (4.4) is equivalent to
C
0 D
ν
t v(t) + q(t)v(t) = g(t)− u0q(t), v(0) = 0. (4.5)
A main difficulty in obtaining accurate approximate solution of (4.5) is that the solution of this
problem is weakly singular at t = 0 even if q and g are smooth. To design an effective approach to
deal with this difficulty, we need to understand the nature of this singularity.
Applying 0I
ν
t into both sides of (4.5) and using the fact that 0I
s
t 0I
r
t = 0I
s+r
t , we find
v(t) +
1
Γ(ν)
∫ t
0
(t− τ)ν−1q(τ)v(τ)dτ = 0Iνt {g − u0q}(t).
We then find from [8, Theorem 2.1] that the solution near t = 0 behaves like
v(t) =
∞∑
i=0
∞∑
j=1
v˜ij t
i+jν . (4.6)
This is why usual approximations based on global or piece-wise polynomials can not approxi-
mate v(t) well. On the other hand, based on the analysis from the last section, the GLOFs are
particularly suitable for this problem.
Let us define X0N = {t
β−λ
2 p : p ∈ P log tN , β > λ}. Then, the GLOF-Galerkin method for (4.5)
is: find vN ∈ X0N such that
(C0 D
ν
t vN , w) + (qvN , w) =
(Iα,β,λN {g − u0q}, w), ∀w ∈ X0N . (4.7)
Writing
vN =
N∑
n=0
v˜α,β,λn S(α,β,λ)n , v¯ = (v˜α,β,λ0 , v˜α,β,λ1 , · · · , v˜α,β,λN )t,
and setting
Skj = (
C
0 D
ν
t S(α,β,λ)j ,S(α,β,λ)k ), S = (Skj),
Mkj = (qS(α,β,λ)j ,S(α,β,λ)k ), M = (Mkj),
fj = (Iα,β,λN {g − u0q},S(α,β,λ)j ), f¯ = (f0, f1, . . . , fN )t,
(4.8)
then (4.7) reduces to the following linear system
(S +M)v¯ = f¯ . (4.9)
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The entries of M and f¯ can be computed accurately by using the Gauss-LOFs quadrature formula,
but the computation of the stiffness matrix S needs special care.
Indeed, for any v, w ∈ X0N ,(
C
0 D
ν
t v, w
)
=
∫ 1
0
1
Γ(1− ν)
∫ t
0
v′(s)
(t− s)ν ds w(t)dt
s=tτ
=
1
Γ(1− ν)
∫ 1
0
∫ 1
0
v′(tτ)
(1− τ)ν dτ w(t)t
1−νdt.
Note that the integrand in the above is weakly singular as t→ 0 and τ → 1. In order to compute
accurately the inner integral, we split it into two terms∫ 1
0
v′(tτ)
(1− τ)ν dτ =
∫ 1
2
0
v′(tτ) (1− τ)−ν dτ +
∫ 1
1
2
v′(tτ) (1− τ)−ν dτ
=
1
2
∫ 1
0
v′(
tτ
2
) (1− τ
2
)−ν dτ +
1
41−ν
∫ 1
−1
v′N (
t(ξ + 3)
4
) (1− ξ)−ν dξ.
Hence, (
C
0 D
ν
t v, w
)
=
1
2Γ(1− ν)
∫ 1
0
∫ 1
0
v′(
tτ
2
) (1− τ
2
)−ν dτ w(t)t1−νdt
+
1
41−νΓ(1− ν)
∫ 1
0
∫ 1
−1
v′(
t(ξ + 3)
4
) (1− ξ)−ν dξ w(t)t1−νdt.
(4.10)
The first term has weak singularity as t, τ → 0 while the second term has weak singularities as
t → 0 and ξ → 1. Therefore, the first term can be computed by using the tensor product of
Gauss-GLOF quadratures (in t and τ) which is effective with weak singularities as t, τ → 0, and
the second term can be computed by using the tensor product of Gauss-GLOF quadrature in t
and of Gauss-Jacobi quadrature in ξ with weight function (1− ξ)−ν . More precisely,
(C0 D
ν
t vN , w) ≈
1
2Γ(1− ν)
NI∑
i=0
NI∑
j=0
v′N (
ti tj
2
) (1− tj
2
)−ν w(ti)t1−νi χiχj
+
1
41−νΓ(1− ν)
NI∑
i=0
NI∑
j=0
v′N (
ti(ξj + 3)
4
)w(ti)t
1−ν
i χiηj
where NI ≥ N is a suitable number, {ti, χi}NIi=0 are the Gauss-LOFs nodes with weight function
χ0,0 ≡ 1, and {ξi, ηi}NIi=0 are the Gauss-Jacobi nodes with weight function (1− τ)−ν .
We present below some numerical results. We consider
C
0 D
ν
t u(t) +Ku(t) = 0, u(0) = 1, (4.11)
whose solution is [12, Theorem 4.3] u(t) = Eν(−Ktν) where Eγ(z) is the Mittag-Leffler function
Eγ(z) =
∞∑
j=0
zj
Γ(γj + 1)
. (4.12)
We fix the parameters α = 0, β = 5, λ = 0, and plot in the left of Fig. 4.1 the convergence
rates for various values of ν with K = 1. It is clear that the solution is not smooth in the classical
Sobolev space, but it is smooth in the space defined through the pseudo-derivative, so we still
obtain an exponential convergence rate.
Next, we consider
C
0 D
ν
t u(t) + (1 + sin t)u(t) = cos t, u(0) = 1,
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Figure 4.1. Left: (4.11) with K = 1. Right: g = cos t.
for which the exact solution is unknown. Although the coefficients are smooth, the exact solution
is expected to be weakly singular near zero but smooth in the space defined through the pseudo-
derivative. We fix the parameters α = 0, β = 5, λ = 0, and plot in the right of Fig. 4.1 the
convergence rates for various values of ν. We obtain again exponential convergence rates.
4.2. A boundary value problem (BVP). We consider{
−0Dµt u(t) + q(t)u(t) = g(t), t ∈ I,
u(0) = 0, u(1) = 0,
(4.13)
where µ ∈ (1, 2) and g, q are given functions.
Similar to the initial problem (4.4), the solution of the above problem is usually weakly singular
even with smooth g and q. However, it can be approximated accurately by GLOFs since the
solution is smooth in the space defined through the pseudo-derivative (3.4).
Let us denote
X0,0N := span{φn =
n
n+ α
S(α,β,λ)n − S(α,β,λ)n−1 : n = 1, 2, . . . , N, β > λ}.
Note that we have φn(0) = φn(1) = 0 for n ≥ 1. Our GLOF Galerkin method is: find uN ∈ X0,0N
such that
− (0Dµt uN , w) + (quN , w) = (Iα,β,λN g, w), ∀w ∈ X0,0N . (4.14)
The stiffness and mass matrices of the above problem can be formulated as in the case of the initial
value problem considered above.
We now present some numerical results. We first take q(t) = et and the exact solution to be
u(t) = t3/2(1−t). The convergence rate is shown on the left of the Fig. 4.2. We then take q(t) = et
and g(t) = t sin t. In this case, the exact solution is not known explicitly so we used a very fine
mesh to compute a reference solution. The convergence rate is shown on the right of the Fig. 4.2.
We observe that the error converges exponentially in both cases despite the fact that the solutions
are weakly singular near t = 0.
4.3. Error analysis. We carry out below error analysis for the GLOF Galerkin schemes for both
the initial and boundary value problems.
We define
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Figure 4.2. Left: q(t) = et and u = t3/2(1− t). Right: q(t) = et and g = t sin t.
• for 0 ≤ s < 12 ,
Hs0(I) := {f ∈ L2(I) : 0Dstf, tDs1f ∈ L2(I)};
• for 12 < s ≤ 1,
Hs0(I) := {f ∈ L2(I) : 0Dstf, tDs1f ∈ L2(I), f(0) = f(1) = 0}.
equipped with norm and semi-norm
‖f‖s =
√
‖f‖2 + |f |2s with |f |s =
√
‖0Dstf‖2 + ‖tDs1f‖2.
It can be shown that the above definitions coincide with the usual definitions by space interpolation.
To avoid repetition, we use the following weak formulation for both problems (4.5) and (4.13):
Find P ∈ Hs0(I) such that
a(P,w) := (−1)σ(s)(0DstP, tDs1w) + (qP,w) = (Q,w), ∀w ∈ Hs0(I), (4.15)
where
• for (4.5): s = ν/2, σ(s) = 0, P (t) = v(t), Q(t) = {g − u0q}(t)
• for (4.13): s = µ/2, σ(s) = 1, P (t) = u(t), Q(t) = g(t)
The error analysis follows similar procedures used in [14] and [23, 24]. We first recall some useful
results.
Lemma 4.1. Let s, r ∈ [0, 1]/{ 12} and s ≤ r. For any f, h ∈ Hr0 (I), there exists
• [14, Corollary 2.15]
‖f‖ ≤ c1|f |s ≤ c2|f |r. (4.16)
• [24, Lemma 2.8]
(0D
2s
t f, h) = (0D
s
tf, tD
s
1h). (4.17)
• [24, Lemma 2.6]
c1|f |2s ≤
(0D
s
tf, tD
s
1f)
cos(spi)
≤ c2|f |2s. (4.18)
where c1, c2 are two positive constants independent of function f .
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Thanks to relation (4.17) and the identity below
(0D
µ
t u,w) = (0D
s
tu, tD
s
1w), µ = 2s, s ∈ (1/2, 1),
we can rewrite (4.7) and (4.14) as: find PN ∈ XN such that
a(PN , w) = (Iα,β,λN Q,w), ∀w ∈ XN , (4.19)
where XN = X
0
N for (4.7), and XN = X
0,0
N for (4.14).
Lemma 4.2. If min
t∈[0,1]
q(t) ≥ 0, then there exists c(s) > 0 such that for any P, P˜ ∈ Hs0(I), we have
c(s)‖P‖2s ≤ a(P, P ), a(P, P˜ ) ≤ ‖P‖s‖P˜‖s. (4.20)
Proof. Due to the fact (−1)σ(s) cos(spi) > 0 and the relation (4.18), it is easy to derive that
(−1)σ(s) cos(spi)|P |2s ≤ (−1)σ(s)(0DstP, tDs1P ) ≤ a(P, P ).
We can then derive the first inequality in (4.20) from the generalized Poincare inequality (4.16).
The second inequality in (4.20) is a direct consequence of Cauchy Schwarz inequality. 
Thanks to (4.20), the existence-uniqueness of the weak formulation (4.15) and the schemes
(4.19) follows immediately from the Lax-Milgram Lemma.
As for the error estimate, we have the following result.
Theorem 4.1. Let −1 < α ≤ 0, λ ≤ 0 and β > 1. Let P and PN be respectively the solution of
(4.15) and (4.19) with min
t∈[0,1]
q(t) ≥ 0. Then, we have
‖P − PN‖s ≤c
√
(β − 1)−m˜ (N − m˜+ 1)!
(N + 1)!
‖∂̂ m˜+1β−λ−2
2 ,t
P‖χα+m˜,λ
+c
√
(N + 1− m˜)!
(β + 1)m˜−αN !
{
cβ1‖∂̂ m˜β−λ
2 ,t
Q‖χα+m−1,λ + cβ2
√
logN‖∂̂ m˜β−λ
2 ,t
Q‖χα+m,λ
} (4.21)
where cβ1 = (β + 1)
− 12 , cβ2 = 2
√
max{1, β + 1} and m˜ = min{m,N + 1}.
Proof. For any wN ∈ XN , we derive from (4.15) and (4.19) that
a(P − PN , wN ) = (Q− Iα,β,λN Q,wN ). (4.22)
Let eN = PN − wN , we have
c(s)‖eN‖2s ≤ a(eN , eN ) = a(P − wN , eN ) + a(PN − P, eN ). (4.23)
Take wN = eN in (4.22), we find
a(PN − P, eN ) = (Iα,β,λN Q−Q, eN ) ≤ ‖Iα,β,λN Q−Q‖‖eN‖. (4.24)
We then derive from (4.23) and (4.20) that
c(s)‖wN − PN‖s ≤ c(‖P − wN‖s + ‖Iα,β,λN Q−Q‖),
which, along with (4.24), implies that
‖P − PN‖s ≤ ‖P − wN‖s + ‖wN − PN‖s ≤ c inf
w∈XN
‖P − wN‖s + c‖Iα,β,λN Q−Q‖. (4.25)
Next, we set
wN (t) = −
∫ 1
t
piα,β−2,λN {∂τP}(τ)dτ.
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Obviously, wN (1) = 0. Writing pi
α,β−2,λ
N {∂τP}(τ) = τ
β−λ
2 −1
∑N
k=0 c˜k(log τ)
k, and integrating by
parts, we find∫ 1
t
piα,β−2,λN {∂τP}(τ)dτ =
∫ 1
t
τ
β−λ
2 −1
N∑
k=0
c˜k(log τ)
kdτ = t
β−λ
2
N∑
k=0
d˜k(log t)
k,
which implies wN (0) = 0. Hence, wN ∈ XN . On the other hand, we have
∂tP − ∂twN = (I − piα,β−2,λN )∂tP.
We can then derive from the above relations and Poincare inequality (4.16) that
‖P − wN‖s ≤ c‖∂tP − ∂twN‖ ≤ c‖∂tP − ∂twN‖χα,λ = c‖∂tP − piα,β−2,λN ∂tP‖χα,λ .
Finally, combing the above and (4.25) and applying Theorems 3.1 and 3.2, we obtain the desired
result. 
Remark 4.1. As in Corollaries 2.1 and 3.1, we can show that for P = tr and Q = tq, the estimate
(4.21) leads to exponential convergence rate if r and q are within certain range.
4.4. Time-fractional diffusion equations. As a final application, we consider the time-fractional
diffusion equation
C
0 D
ν
t u(x, t)−∆u(x, t) = f(x, t), x ∈ Ω, t ∈ (0, T ), (4.26)
where Ω be a bounded domain in Rd (d = 1, 2, 3) with suitable initial and boundary conditions.
It is clear that the solution of the above equation will exhibit weak singularities at t = 0 so
it is appropriate to use GLOFs for the time variable. As for the space variables, any consistent
approximation can be used. The resulting linear system can be efficiently solved by using a matrix-
diagonalization method [31, 32].
As a specific example, we consider Ω = (−1, 1)2 with the following initial and boundary condi-
tions:
u(x, t) = 0, x ∈ ∂Ω, t ∈ (0, T ), (4.27)
u(x, 0) = 0, x ∈ Ω, (4.28)
and we use a Legendre-Galerkin method [31] for the space variables.
Let Nt, Nx be respectively the degree of freedom of GLOFs in time and Legendre polynomials
in each spatial direction.
In the first test, we choose the exact solution to be u = (tµ + t2µ) sin(pix1) sin(pix2) which is
smooth in space but has typical weak singularity in time. The errors in L2-norm with different ν
are plotted in Fig. 4.3. We observe that the errors converge exponentially w.r.t. Nt and Nx.
In the second test, we take f = ex1x2t. The explicit form of the exact solution is unknown but
is expected to be weakly singular at t=0. We used a fine mesh to compute a reference solution,
and plotted the convergence rate in Fig. 4.4. Again, exponential convergence rates are observed
for both Nt and Nx.
5. Concluding remarks
We constructed in this paper two new classes of orthogonal functions, the log orthogonal func-
tions (LOFs) and the generalized log orthogonal functions (GLOFs) by applying a log mapping to
the Laguerre functions. We developed basic approximation theory for these new orthogonal func-
tions. The approximate results reveal that the new orthogonal functions are particularly suitable
for functions which have weak singularities at one endpoint. In particular, for functions involving
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Figure 4.3. u = (tµ + t2µ) sin(pix1) sin(pix2), µ = 0.6, T = 1.
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Figure 4.4. f = ex1x2t, T = 12 .
one or multiple terms of tα with α in an adjustable range, its approximation by the new orthog-
onal functions will converge exponentially, as opposed to a low algebraic rate if usual orthogonal
polynomials are used.
As applications, we considered several typical fractional differential equations whose solutions
usually exhibit weak singularities at one endpoint. By using the GLOFs as basis functions, we
constructed Galerkin methods for solving these fractional differential equations, and derived cor-
responding error analysis which reveals the fact that exponential convergence rate can be achieved
even if the solution is weakly singular at one endpoint. We provided ample numerical results to
show that our methods based on GLOFs are very effective for problems with solutions having
weak singularities at one endpoint, such as the cases in many fractional differential equations.
In particular, a special case of the GLOFs introduced in this paper has been used in [11] to de-
velop a very efficient and accurate spectral-Galerkin method (in the time direction) for solving the
time-fractional subdiffusion equations.
The methods presented in this paper is limited to problems with singularities at one endpoint.
To deal with problems having singularities at both endpoints, one can use a two-domain approach
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with GLOFs on each subdomain, or to construct new classes of orthogonal functions which are
suitable for problems having singularities at both endpoints. This topic will be the subject of a
future study.
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Appendix A. Some properties of Laguerre polynomials
The three-term recurrence
L
(α)
0 (y) = 1, L
(α)
1 = −y + α+ 1,
L
(α)
n+1(y) =
2n+ α+ 1− y
n+ 1
L (α)n (y)−
n+ α
n+ 1
L
(α)
n−1(y).
(L.1)
Sturm-Liouville problem
y−αey∂y
(
yα+1e−y∂yL (α)n (y)
)
+ nL (α)n (y) = 0, (L.2)
Derivative relations
L (α)n (y) = ∂yL
(α)
n (y)− ∂yL (α)n+1(y), (L.3)
y∂yL
(α)
n (y) = nL
(α)
n (y)− (n+ α)L (α)n−1(y), (L.4)
∂yL
(α)
n (y) = −L (α+1)n−1 (y) = −
n−1∑
k=0
L
(α)
k (y). (L.5)
Laguerre-Gauss quadrature
Let {y(α)j }Nj=0 be the zeros of L (α)n+1(y), then the associated weights are
ω
(α)
j =
N + α+ 1
(N + α+ 1)N !
y
(α)
j
[L
(α)
N (y
(α)
j )]
2
, 0 ≤ j ≤ N, (L.6)
the quadrature formula is∫
R+
p(y)yαe−y dy =
N∑
j=0
p(y
(α)
j )ω
(α)
j , ∀ p ∈ Py2N+1. (L.7)
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