Backpropagation neural network is trained to identify E.coli promoters of all spacing classes (15 to 21). A three module approach is employed wherein the first neural net module predicts the consensus boxes, the second module aligns the promoters to a length of 65 bases and the third neural net module predicts the entire sequence of 65 bases taking care of the possible interdependencies between the bases in the promoters. The networks were trained with 106 promoters and random sequences which were 60% AT rich and tested on 126 promoters (Bacterial, Mutant and Phage promoters). The network was 98% successful in promoter recognition and 90.2% successful in nonpromoter recognition when tested on 5000 randomly generated sequences. The network was further trained with 11 mutated non-promoters and 8 mutated promoters of the p22ant promoter. The testing set with 7 mutated promoters and 13 mutated non-promoters of p22ant were identified.The network was upgraded using total 1665 data of promoters and non-promoters to identify any promoter sequences in the gene sequences.The network identified the locations of P1, P2 and P3 promoters in the pBR322 plasmid. A search for the start codon, Ribosomal Binding Site and the stop codon by a string search procedure has also been added to find the possible promoters that can yield protein products. The network was also successfully tested on a synthetic plasmid pWM528.
INTRODUCTION
Prediction of promoter sequence in prokaryotes using statistical and neural network approaches have shown that the simple consensus sequence prediction is not sufficient to identify putative promoters. Application of neural networks for recognition of promoters is quite evident by the number of publications in the last few years. A neural net that is 94 to 97% successful in promoter recognition and 96 to 98% successful in classifying an arbitrary sequence has been claimed (1) . In this network, the relation between the -10 and -35 boxes and the possible influence of the spacer and other regions on the sequence being sensed by RNA polymerase as a promoter was not considered since the network learnt only the boxes. This network may not be successful in identification of a sequence change from a promoter to a non-promoter caused by single-point mutations in the spacers. Another study (2) used a three stage network wherein the first and second stages were trained with the extended -10 and -35 boxes. The third stage was trained with an aligned sequence of -10 and -35 boxes. The prediction accuracy was apparently 98% for promoters and 98.45% for non-promoters. The training set included 80 promoters and the network was tested on 30 promoters and 1500 non-promoters which included only the 16, 17 and 18 spacer classes only. On the other hand a neural net for the prediction of only promoters with 17mer spacers reported an overall prediction accuracy of 80% (3) . In a subsequent paper separate networks were used for each class of 16, 17 and 18 length spacers (4) . It was reported that a network which was tried for identifying the promoters of all the spacer lengths resulted in a promoter recognition of 60% only. All the above methods attempted to predict promoter sequences in the 5' upstream region of the coding region of the gene giving maximum weightage to the consensus sequences. Earlier studies have shown that the consensus nature in these boxes are preserved highly for spacer class 16 promoters and consensus sequence changes with the spacer length between them (5,6). It has been stated (7),using expectation maximization algorithm that, as many as eight positions in the spacer region may contribute to promoter specificity. Hence, there are attempts to integrate these characteristics of the promoters by using a series of networks (4) , but the method of generating promoters by shuffling the sequence might have subdued the effect of positional dependency, i.e. the dependency of a base in a particular position may have had on odier bases at other positions. Also, since a sequence is passed through a series of networks and a polling is done of the various outputs obtained, we dont really know if a sequence is a promoter or not if different networks give contradicting results.
We have suggested an integrated approach, wherein the consensus boxes are searched by a backpropagation network, alignment is done to retain the information in the spacer and other regions and finally the aligned sequence of length 65 bases is used to train another network to identify promoter sequences of varying spacer length. The first stage of the program recognizes the RNA polymerase binding site, the -35 and -10 regions. The second stage aligns the sequences introducing blanks in such *To whom correspondence should be addressed a way that irrespective of the spacer length (bases between the consensus) the distance between the RNA polymerase binding regions is retained. The third and final stage learns the promoters which are aligned to take into account the varying spacer lengths. This module also includes in its computation any possible interdependence of bases in various positions with respect to promoter recognition. The highlight of this method is that a combination of two neural networks and an 'align program' are used to identify promoters of all spacer lengths instead of using a separate network for each promoter spacer length. The network was initially, trained with a set 106 promoters and was tested on another set of 126 promoters (5, 8, 9) as well as 5000 randomly generated sequences. The network was successful 98% in recognizing promoters and 90.2% in recognizing non-promoters. The network was used in die identification of single-point mutations in P22ant promoter and the promoter sites in the pBR322 plasmid also.
DETAILS OF THE NETWORK
The Backpropagation network has been developed on a UNIXbased workstation using the C language. The networks used for recognition are three-layered feed-forward networks (10) . The training of the network is done in two stages called the forward and reverse passes. In the forward pass outputs are calculated by summing the products of all inputs to a neuron with their respective weights, adding a bias value to it and operating the sum on a sigmoid function F. In the reverse pass error values are backpropagated and the weight and bias values are changed.
The output of neuron j is given by
where
Output/ is the output of unit i in the previous layer, weighty is the weight connections between units i and j and biasj is the threshold value. Training consists of presenting each training set pattern at the input units and iteratively minimizing the difference between the output of the network and desired target value.
Each base is represented by a four bit pattern. The bit patterns used are A=0001, T=0010, G=0100 and C = 1000. The network learns a 1.0 if the sequence is a promoter and a 0.0 otherwise.
The method used for the classification process consisted of three modules 1. Module I had two neural networks which learnt only the -10 and -35 boxes. Given any sequence, the network checked if there were -10 and -35 boxes with 15 to 21 bases separating them. The starting point had to be specified or else, the network considered any A or G base within the first 10 bases from 3' end towards -10 box as the starting point.
2. After the module I had decided upon the two boxes, the module II aligned the sequence depending on the spacer length.
3. Module IQ learnt and predicted the aligned sequences.
MODULE I OF THE NETWORK
This module had two neural networks which learnt die -35 and -10 boxes separately. The input layer had 24 neurons (6x4 neurons). The output layer had 1 neuron and the hidden layer had 2 neurons. The network learnt a 1.0 for possible promoter boxes and a 0.0 for possible non-promoter boxes.
The learning set consisted of 106 promoters. The duplicate boxes obtained from any promoters were eliminated. The nonpromoters used were random hexamers which matched with not more than two bases with die conserved -10 and -35 boxes. After removing duplicates, we had 58 unique boxes of die -10 and 72 unique boxes of the -35 regions to be taught to die network. These boxes were added widi non-promoters in die ratio of 1:1 (promotennon-promoter) for die learning proess.
MODULE II OF THE NETWORK
This program aligned the sequences widi respect to the boxes and spacers identified by module I of the network. Boxes witii output greater than 0.8 and having a spacer of 15 to 21 bases between them were considered as potential promoters and aligned. A cut-off value of 0.8 was chosen for promoter recognition in module I. The sequences were aligned by inserting the required blanks according to die method mentioned in die subsection below. The aligned sequence output of this network was used as input to the network in module HI.
Alignment of promoters
The alignment of the promoters in our program for die module HI of die network which learnt die entire sequence was done as follows 1. 14 bases on die 5' end of -35 box were considered. If all die 14 bases were not available (in ref 5, 8, and 9) , blanks (-) were introduced into the sequence. Blanks (-) meant diat die network did not learn at the positions where the blanks occured when it was learning a particular pattern. This allows inclusion of weakly conserved A at position -45.
2. -35 box was extended on die 3' side to include 5 bases from die spacer which took care of die weakly conserved T in die spacer.
3. The rest of die spacer had blanks inserted in such a way diat die entire spacer length was 21. The blanks were introduced at die 5' end of die spacer sequence. Introduction of die blanks at die 5' end helped in aligning die weakly conserved T at around -18 position and weakly conserved TG at around -15 and -16 positions (11).
4. -10 box was followed by diree bases on 3' end. 5. Other bases and blanks were introduced such diat die +1 transcription initiation point was 12 bases away from die last T of die -10 box towards the 3' end including the +1 itself. (This was done so because a few of die promoters given in (5) had +1 points identified as far as 12 bases (maximum) from die last T of the -10 box). 6. 6 bases followed die +1 point in die 3' side. Blanks (-) were introduced if bases in these positions were not available. The lengdi of die aligned sequence would be dien 65 bases. All die promoters used in die study are shown in Table 1 . An example of alignment widi promoter araE is shown in Fig 1. 
MODULE III OF THE NETWORK
This network learnt die aligned 65 length sequences of 106 promoters. The network had 260 neurons (65x4) in die input layer. The output layer had 1 neuron. The number of neurons in die hidden layer was varied between 2 and 12. The predictability of die network did not vary very much. So 7 neurons were used in die hidden layer for die training process. The network was also tried to train widiout a hidden layer which cnd are hi@@kd wim (1. The rest of thc spacer which is aligned with blanLs issbownbawmA.Thc3basesfdlowingthc -35boxareshownwithin 1. A ratio of 1:2 of promoters to non-promoters was used in the mining of the network. The choice of non-promoters for the learning process is discussed in the subsection below.
C b o i c e d n o n -~
For our application, we chose sequences from the codiog region of the gene which were more than 60% AT rich as nonpnnnoters. There is a probability that these stretches might have sequences that resemble the coosensus boxes in a promoter. Therefore, to make sure that the sequence considered did not have the required consensus sequence boxes of a promoter in the regions corresponding to the -10 and -35 regions, the homology methods used in (11) obtained from the coding region of the bacterial E.coli gene, 30 sequences qualified as potential promoters. Since the learning set needed 106 non-promorets, these 70 odd ncm-promoters were scrambled to form another set of possible non-promoters which was again tested by the program TARGSEARCH. These set of sequences formed the non-promotem in the learning set.
When prmnoters were aligned, thc positions with no bases, were represented by a blank (-) . The choice of a blank over another pattern say ' X is discussed here. The spaces during alignment were initially represented by a pattern X (1 11 1). During recall process we found that the ' X s were biasing the classification of the sequences towards the promoters. To find out the effect of learning a new pattern X, a blank (-) was represented using four neurons which were not triggered k, the network did not learn that particular position of the pattern where a blank occured.
Hence, that neuron did not perform any operation and did not amtribute to the input of other neurons when this pattern is being learnt. A comparative test was done with the network learning The promoters where the boxes were identified differently by the network with reference to Harley and Reynolds [5] is shown. Few of the boxes identified by the network are more conserved. RU1099  RU630  RU612  RU483  RU392  RE56  R-35AC  R-34TA  R-33GC  R-32AT  R-31CA  R-12TG  R-11AC   -35  TTGACA  TTGACA  TTGACA  TTGACA  TTGACC  TTGACT  TTGACA   ATGACA  TTTACA  TTGCCA  TTGACA  TTGACA  TTGACA  CTGACA  TAGACA  TTCACA  TTGTCA  TTGAAA  TTGACA  TTGACA   Spacer  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC   -10  TAGATT  TACATT  TGATAGAAGCACTCTAC TATGTT  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC   TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC   TATCTT  TATATT  TATATT  TATACA   TATATT  TATATT  TATATT  CATATT  TGATAGAAGCACTCTAC TTTATT  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC  TGATAGAAGCACTCTAC   TATATC  TATATT  TATATT  TATATT  TATATT  TATATT  GATATT Promoters have output values greater than 0.8 and non-promoters have output values less than 0.8. The first 7 sequences are experimentally found to be promoters while the others are reported to be non-promoters [12, 13] . a blank (-) instead of X and tested on 5000 random sequences (The random ' -'s introduced were in the same positions where 'X"s were introduced in the previous test). Though the prediction went down by 8.3% (93.3% to 85%), (Fig 2) , the biasing was reduced considerably. This fall in prediction could be also because the random blanks introduced were in crucial positions in deciding between a promoter and a non-promoter. Hence, using blank (-) was a better choice.
In addition, the network was trained with non-promoters of two kinds, some entire 65 length sequences and the other with blanks introduced in it. While introducing blanks in the nonpromoters, the similar distribution along the sequence like promoters (see text: alignment of promoters) were maintained.
DATA USED FOR THE STUDY
The learning set consisted of 106 promoters (3 (with 15 nucleotide (nt) spacer (sp)), 29 (with 16 nt. sp.), 41 (with 17 nt. sp.), 27 (with 18 nt. sp.), 4 (with 19 nt. sp.), 1 (with 20 nt. sp.) and 1 (with 21 nt. sp)). The network was tested on another set of 126 promoters. The promoters used for training and testing the network are shown in Table 1 .
RESULTS AND DISCUSSIONS
The Neural networks in Module I, identified the two conserved boxes in all of the 126 tested promoters. But there were a few set of possible pairs of boxes identified in all promoters tested (8 sets on an average). This was because the network had learnt boxes from a wide variety of promoters which had the -10 and -35 regions conserved in only two positions to those conserved in all the six positions. Hence the network predicted boxes which were not highly conserved also. There were only 8 cases where the network identified boxes which were different from the ones suggested (5), with a cut-off value of 0.8. They were in the promoters; cat, dnaA 2p, groE, malPQ, lambdaPRE, P22PRM, malPQA517A and malPQ/Ppl6. In both cat and lambdaPRE, the second set of boxes predicted in (5) were identified. In dnaA2p, malPQ, P22PRM, malPQA517A and malPQ/Ppl6, with the cut-off at 0.8, different boxes were identified. The different boxes identified are shown in Table 2 . If the cut-off is changed to 0.5, the exact boxes specified (5) could also be identified.
The module in of the network was tested on 60 bacterial, 26 bacteriophage and 40 mutant promoters mentioned in Table 1 . Sequences that had an output of more than 0.8 were considered as promoters and an output below 0.8 as non-promoters. All the 126 promoters tested, except two ( nanA and malPQA517A), were identified as promoters. Figures 3a and 3b show the percentage of promoters and non-promoters predicted respectively at various output values.
Identifying single point mutations in P22ant promoter
Depending on the position, a point mutation may or may not convert a promoter into a non-promoter. The predictive ability of the network described here can be tested if it can identify the promoter and non-promoter sequences of the 39 known point mutations of the P22ant promoter. The possible mutations of the P22ant promoter and their effect on promoter activity have been studied (12, 13) . There were 39 mutations of the promoter P22ant done mainly in the -35 and -10 regions. Of the 39 mutations, 3 of them were two-point mutations ,one was a deletion ,while the rest were single point mutations. 24 of the mutations resulted in sequences which were non-promoters and 15 of them remained as promoters. Along with the 106 promoters and 212 nonpromoters, a few of the promoters and non-promoters obtained by mutating the P22ant promoter were also taught to the network.
The ratio of promoters to non-promoters (obtained by mutating the P22ant promoter) taught to the network was varied. This did not alter the prediction very much. When the set of non-promoters taught to the network was varied by taking a few non-promoters at a time for training and was tested on the remaining, the prediction capabilities changed. Since varying the non-promoter mutated set for training the network affected the prediction, a set of eight 'worst' mutated non-promoters were chosen for training. 'Worst' mutated non-promoters are defined as those nonpromoters which were obtained by a mutation which resulted in a base change from a high probability of occurrence to a base with a low probability of occurrence . In this case since the network could learn die information that made the sequence a non-promoter, it was able to predict better.
The network learnt 11 mutated non-promoters (RU369, RU454, RE167, R204, RU267, RU523, RU541, RU428,R-34TG,R-31CG and R-7TG) and 8 mutated promoters (RU1150, RU287, RU1002, RU1156, RU1012, R1173, RU1197 and R-30AG) along with P22ant. The network was tested on the remaining 13 mutated non-promoters and 7 mutated promoters. The output values obtained are shown in Table 3 . All the promoters (except two, RU1041 and R-9AC)and non-promoters were predicted correctly by the network. This shows that the network can identify single point mutations also if it is taught typical promoters and non-promoters which carry this information.
Building up of a general network to predict the promoters in plasmid sequences
The above described network .specially in module HI , had a very limited training set (106 promoters and 212 non-promoters) compared to the number of free parameters ( from the 1827 weights and 8 bias , ie total 1835) . Hence it might not have had sufficient information for predicting promoters in the general sequences . It was observed that, in the plasmid pBR322 too many false positives were predicted ,which was due to this limitation. To correct this feature within the available data (i.e., only 419 E.coli promoter sequencs available (ref. 5, 14) ), 369 promoters and 1296 non-promoters (identified as described earlier) were used to train the general network and tested on the rest 50 promoters and 150 non-promoters to judge the performance of the network. We have also used 153 unique promoter boxes at -10 and 207 unique promoter boxes at -35 in module I. It was The table gives the possible-35, spacer and -10 regions of the PI, P2, P3, P4 and P5 promoters in pBR322 sequence with the spacer length (SL), homology score (obtained by TARGSEARCH) and the output value of the neural network. P2, P4, P5 are on the reverse strand of pBR322.
found that prediction of non-promoters increased to 98.7% and of promoters to 98% .
Predicting the promoters in pBR322 sequence
The above described network was used to identify all the promoter sequences present in plasmid pBR322. The identification was done on both the pBR322 sequence and the reverse sequence of the plasmid. The network was used to identify the known promoter sites of PI, P2 ,P3,P4 and P5 on pBR322 (15, 16) . The pBR322 sequence (length 4363 bases) and the reverse pBR322 sequence were divided into smaller 65 base sequences using a window method with an overlap of 60 bases. The windows were generated starting from the 5' end of the sequence. Each of these smaller sequences was passed through module I of the network. All purines present in the first 10 bases from the 3' end towards the -10 box were considered as possible initiation codon points and the promoter boxes in all the sequences were identified. Module II aligned the sequences according to the boxes recognized. These aligned sequences were passed through module HI and the sequences with output more than 0.8 were considered promoters. Since an overlap of 60 was used in creating windows of length 65, the duplicates of promoters recognised in more than one window were eliminated. The network identified 371 unique promoter sequences in the pBR322 sequence and 393 promoters in the reverse strand of pBR322. The reason for recognising many promoters was that the network had learnt a variety of promoters with highly conserved to weakly conserved -35 and -10 boxes and hence it identified promoters of all strengths. Since the initiation point for each window was not known, all purines in the first 10 bases from the 3' end towards the -10 box were considered as starting points which also resulted in finding more promoters. The TARGSEARCH program (11) also found as many as 1396 promoters in the pBR322 plasmid and its reverse strand with a match of 3 out of 6 in both the conserved regions. The homology scores for all the predicted sequences were found using the TARGSEARCH program (11) also . This network has identified the possible boxes in all the five cases, PI, P2, P3, P4 and P5 known promoters in PBR322, within the specified region. The predicted sequences of -35 box, Spacer and -10 box of all the five promoters with their homology scores found by TARGSEARCH and neural network output are shown in Table 4 . The score of the promoter P5 in the pBR322 sequence was 46.7 which was the lowest among the five identified promoters (11) and the highest was for P4 (64.5) which is known to be a strong promoter (15) . -35  CTGCGT  CTGACT  TTCACA  CTGTCA  TGGAGC  TTAATA  TTAAAG  TTGAGT  TTCAAA  TTGTTT  ATGTCA  TTTTTA  GTGATA   Spacer  -10  Sep  TAGCAATTTAACTGTGA  TAAACT 242  GCGTTAGCAATTTAACTGTGA TAAACT 242  CCGCATATGGTGCACTCTCAG TACAAT 157  GACCAAGTTTACTCATA  TATACT 34  CGGTGAGCGTGGGTCTCGCGG TATCAT 193  GACTGGATGGAGGCGGA  TTCTGCTATGTGGCGCGG  ACTCACCAGTCACAGAA  TATGTATCCGATCATGA  ATTTTTCTAAATACAT  TGATAATAATGGTTTAT  TAGGTTAATGTCATGAT  CGCCTATTTTTATAGGT   TAAAGT 283  TATTAT 256  AAGCAT 164  GACAAT 32  TCAAAT 54  TAGACG 123  AATAAT 136  TAATGT 148   RBS  AGGA  AGGA  GGAG  AGGA  AGGA  AGGA  GGAG  GGAG  AGGA  AGGA  AGGA  AGGA  AGGA   Gap St  5  ATG  5  ATG  GTG  GTG  GTG  GTG  ATG  ATG  ATG  ATG  ATG Table 5a and 5b show the -35 region, spacer and -10 regions of promoters with the possible start codon (St) and Ribosomal Binding Site (RBS). The distance between -10 box and RBS is shown in column labelled Sep. The number of bases between the start codon and RBS are shown in the column labelled gap. Homology scores by TARGSEARCH are provided in the column labelled Scr. The promoters with more than 25 amino acids separating the start and stop codon are represented in the column labelled Pr with a Y and the rest are represented using N. In 5a, the second promoter is PI and 9th is P3 , whereas, in 5b, the first one is P2, 5th. is P4 and 3rd. is P5 . In Table 5b , from 6th. to 1 lth. promoter sequences transcribe for the same RNA.
- 35  Spacer  TTTACA CTTTATGCTCCCGGCTCG  TTTGTT TATTTTTCTAAATACAT  TTCAAA TATGTATCCGCTCATGA  TTGAAA AAGGAAGAGTATGAGTATTC  TTGAAT AGCGGTAAAATCCTT  TGGACT TGAATAGCGGTAAAATCCTT  TTGAAT AGCGGTAAAATCCTTGA  GTGCCG CCATAACGATGAGTGAT  TTAATA GACTGGCTTGAAGCGGA  CTGAAA TAGGGGCTTCACTGATT  TTCACA CAGGAAACAGCTATGAC  CTGATT AAGCATTGGTAAACCGA  TTCACT GATTAAGCATTGGTAAACCGA  TTGAGA TCCTTTTTTTCTGCGCG  TTGAGA TCCTTTTTTTCTGCGCGTAA   -10  TATGTT  TCAAAT  GACAAT  AACATT  GAGAGT  GAGAGT  GAGTTT  AACACT  TAAAGT  AAGCAT  TATGAT  TACAAT  TACAAT  TAATCT  TCTGCT   Sep  33  54  32  87  54  54  52  66  63   -RBS  AGGA  AGGA  AGGA  AGGA  GGAG  GGAG  GGAG  GGAG  AGGA   Gap  7  5  5  16  12  12 Table 6b , the last six promoters transcribe from the same start codon.
It has been stated by Mulligan et al, (11) that, the promoters identified by TARGSEARCH with a score below 45 would be functionally insignificant. The network identified 26 promoters "with homology scores (by TARGSEARCH) more than 45 in the pBR322 plasmid and 22 promoters with scores greater than 45 in the reverse strand of pBR322. Mulligan et al have also reported 26 promoters with scores more than 47.3.
We have also added another module based on a string search procedure which identifies the promoters that preceed a translable gene region containing a ribosomal binding site (RBS) and a start codon. For all the promoters with homology scores more than 45, a search for start codon (ATG or GTG) within 300 bases from the start +1 point towards the direction of gene translation and a search for the RBS (AGGA or AGGT or AAGG or GGAG or GAGG) with 1 to 16 bases separating it from the start codon sequence towards the +1 point was done. A search for the stop codon (TAA or TAG or TGA) within 25 amino acids away from the start codon was also done. Out of the 26 sequences identified in the pBR322 strand (homology score greater than 45), 13 of them did not contain either the RBS or the Start codon. The remaining 13 promoters contained the promoters , PI and P3. The -35 box, Spacer and -10 box of the possible promoters with the number of bases between -10 box and RBS and the number of bases between and RBS and Start codon are shown in Table 5a . The promoters with less than 25 amino acids separating the start and stop codon are also represented in the table. In the reverse strand of the pBR322 plasmid, 9 of the total 22 promoters with homology scores above 45 were eliminated similarly. Of the remaining 13 promoters, P2,P4 and P5 were also identified as shown in Table 5b .
The network was also tested on a synthetic plasmid pWM528 (17) . The plasmid has 1993 bases. The network identified all the 3 known promoter sites on the forward strand and 1 known promoter site on the reverse strand of pWM528. The network identified 206 promoters in the forward strand and 209 promoters in the reverse strand of pWM528. The promoters with a homology score greater than 45 in the forward and reverse strand are shown in Table 6a and 6b respectively. The promoters identified in pWM528 by Mandecki et al are indicated by * .
CONCLUSIONS
1. A combination of two networks, one which has learnt the boxes and the other which has learnt the entire sequence can be used to predict promoters of all spacer lengths instead of using separate networks for the different spacer lengths.
2. Since the second network uses the information of the entire sequence, position by position and also by cross correlations of every position with every other position, the possible dependencies between the bases in various positions in the sequence which may influence the promoter prediction are taken into account.
3. In cases where the starting point and spacer length of the sequences are known, the module HI of the network can be used for identification. But in cases where the sequence is totally unknown, module I of this network finds boxes with the required spacer lengths taking any purine in the initial 10 bases from the 3' end towards the -10 box as the starting point. This is aligned and tested on the network on module m for finding a promoter. Therefore one could use this method to predict promoters on any DNA sequence which may have a 'promoter-like' structure.
4. This network is able to identify single-point mutations.
