Let ∆ be a bicolored quadriculated disk. We prove that the black-towhite matrix B ∆ admits a LDU decomposition where L and U are lower and upper triangular matrices andD is a block defective identity matrix so that all the entries of L,D and U equal 0, 1 or −1.
Introduction
A quadriculated disk is a juxtaposition of finitely many squares along sides forming a closed topological disk such that vertices of squares which lie in the interior of the disk belong to precisely four squares. In this paper, by a square we mean a topological disk with four privileged boundary points, the vertices. A simple example of a quadriculated disk is the n × m rectangle divided into unit squares. A quadriculated disk may be considered as a closed subset of the plane R 2 . Quadriculated disks are bicolored, i.e., the squares are black and white in a way that squares with a common side have opposite colors. A quadriculated disk is balanced if the number of black squares equals the number of white squares.
Label the black (resp. white) squares of a quadriculated disk ∆ by 1, 2, . . . , b (resp. 1, 2, . . . , w). The b × w black-to-white matrix B ∆ has (i, j) entry b ij = 1 if the i-th black and j-th white squares share an edge and b ij = 0 otherwise. If B ∆ and B ′ ∆ are black-to-white matrices for the same disk ∆ obtained from different labelings then B ′ ∆ = P B ∆ P ′ where P and P ′ are permutation matrices. As is well known, the adjacency matrix of ∆ is 0 B B T 0 .
Let I n,m be the n × m matrix with (i, j) entry equal to 1 if i = j and 0 otherwise. If additionally |n − m| ≤ 1 then I n,m is a simple defective identity. A rectangular matrixD is a block defective identity if it can be split into non-empty blocks
For a n×m matrix A, an LDU decomposition of A is a factorization A = LDU where L (resp. U) is n × n (resp. m × m) lower (resp. upper) invertible andD is a block defective identity.
Theorem 1 Let ∆ be a quadriculated disk. For an appropriate labeling of its squares, the black-to-white matrix B ∆ admits an LDU decomposition whose factors have all entries equal to 0, 1 or −1.
The quadriculated disk in Figure 2 , with the indicated enumeration of squares, admits the decomposition
The determinant det(B ∆ ) is, up to sign, the q-counting for q = −1 of the domino tilings of ∆, in the sense of [2] . The result below was originally proved in [1] using a very different argument. This corollary may be interpreted as saying that the cokernel of the map B ∆ : Z w → Z b is free Abelian (the cokernel of a morphism T : A → B between Abelian groups is the quotient B/T (A)). From Theorem 1, the rank r of B ∆ is the same in Q as in Z p for any prime number p.
The proof of Theorem 1 makes use of good diagonals (examples are given in Figure 2 ). Cut and paste along a good diagonal obtains from a quadriculated disk ∆ a smaller one ∆ ′ such that an LDU decomposition of B ∆ is easily obtained from an LDU decomposition of B ∆ ′ . Cut and paste allows for the fast computation of det(B ∆ ) and rank(B ∆ ).
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Cut and paste
Quadriculated disks admit a developing map to the plane (see [4] for a more general discussion of developing maps).
Lemma 2.1 Let ∆ be a quadriculated disk. Then there exists a locally injective continuous map φ : ∆ → R 2 taking squares in ∆ to unit squares in R 2 with vertices in Z 2 .
Proof: Orient ∆ so that each square has a counterclockwise orientation of the boundary. Pick an arbitrary edge v 0 v 1 and set φ(v 0 ) = (0, 0), φ(v 1 ) = (1, 0). This propagates in the obvious way and since ∆ is simply connected no contradiction occurs. It is then simple to extend the map to ∆.
Notice that φ is not necessarily injective.
There exist different quadriculated disks ∆ and∆ such that the image of the restriction of the developing map φ to their boundaries is the same: this a corollary of Milnor's paisley curve example ( Notice that both coordinates of φ(v i ) depend monotonically on i. In particular, vertices and squares of a diagonal of a quadriculated disk are all distinct.
A corner of a quadriculated disk is a boundary point which is a vertex of a single square. A diagonal v 0 . . . v k is a good diagonal if v 0 is a corner and at least one side of the square s k containing v k is contained in the boundary of ∆. A good diagonal v 0 . . . v k is balanced if exactly one side of s k containing v k is contained in the boundary of ∆ (and unbalanced otherwise). Notice that diagonals, being sequences of vertices, are naturally oriented. In particular, a square has four diagonals, all good.
Proof: Let V , E and F be the number of vertices, edges and faces, i.e., squares, of ∆. Write E = E I + E B , where E I (resp. E B ) counts interior (resp. boundary) edges: clearly, 4F = 2E I + E B = 2E − E B and therefore 4E = 8F + 2E B . Also, V = V I +V 1 +V 2 +· · ·+V r where V r is the number of boundary vertices belonging to r squares. Again, 4F = 4V I +V 1 +2V 2 +· · ·+rV r = 4V −(3V 1 +2V 2 +· · ·+(4−r)V r ) and 4V = 4F + (
By Euler, 4V − 4E + 4F = 4. Substituting the above formulae and using
Each vertex counted in V 1 is a starting corner for a diagonal: we have to prove that at least four of these V 1 diagonals are good. Each vertex counted in V 3 , for example, is the endpoint of three diagonals of which only one is declared bad by its ending. More generally, we have V 3 + 2V 4 + · · · + (r − 2)V r bad ends: since this is smaller by 4 than V 1 we are done.
Consider a good diagonal with squares s 1 , . . . , s k . Choose one side of the diagonal so as to contain k squares if possible (i.e., if the diagonal is balanced). We always assume this side to be the left. Squares to the left of the diagonal will be called s We are ready to cut and paste along a good diagonal. Figures 3 and 4 illustrate cut and paste along balanced and unbalanced diagonals with squares s 1 , . . . , s k (the labels indicate a sequence of cut and paste operations). Start by excising from ∆ all squares s i and s l i . This first step usually disconnects ∆ into two quadriculated disks: these are then pasted along arcs of the boundary of the excised region to obtain ∆ ′ . More precisely, each side of each square s 
The decomposition
Before discussing the relationship between B ∆ and B ∆ ′ we present a lemma in linear algebra. The proof is a straightforward computation left to the reader. 
where M 11 is n × n ′ . If n ′ ≤ n and N is a n ′ × m ′ matrix with M 11 N = M 12 then
Similarly, if n ′ ≥ n and N is a n × m matrix with NM 11 = M 21 then
The next lemma is the inductive step in the proof of Theorem 1.
Lemma 3.2 Let ∆ be a quadriculated disk with b black and w white squares. Let ∆ ′ (with b ′ black and w ′ white squares) be obtained from ∆ by cut and paste along a good diagonal. Label black and white squares in ∆ so that excised squares come first and in the order prescribed by the good diagonal; label squares in ∆ ′ consistently. Then the black-to-white matrices B ∆ and B ∆ ′ satisfy 
where B 22 is a b ′ ×w ′ matrix. By construction, B 11 has one of the two forms below, the first case corresponding to balanced good diagonals (i.e., to b − b ′ = w − w ′ ).
Let S b (resp. S w ) be a b × b (resp. w × w) diagonal matrix with diagonal entries equal to 1 or −1; the i-th entry of S b (resp. S w ) is −1 if the i-th black (resp. white) square is strictly to the right of the diagonal. Write
We have
The matrix B 12 has k − 1 nonzero columns in positions j 1 , . . . , j k−1 . More precisely, the nonzero entries are (i, j i ) and (i + 1, j i ) for i = 1, . . . , k − 1. The nonzero columns of B 12 are equal to the first k − 1 columns of B 11 . Let N be the (w − w ′ ) × w ′ matrix with entries 0 or −1, with nonzero entries at (1, j 1 ), (2, j 2 ) , . . . , (k − 1, j k−1 ). Clearly B 11 N = −B 12 and we may apply Lemma 3.1 to write S b B ∆ S w as
We claim that B ∆ ′ = B 22 − B 21 N. The nonzero columns of the matrix −B 21 N are the columns of B 21 , except that the first column is moved to position j 1 , the second column is moved to j 2 and so on. The k-th column of B 21 , if it exists, is discarded. These nonzero entries correspond precisely to the identifications which must be performed in order to obtain ∆ ′ , i.e., to the ones which must be added to B 22 in order to obtain B ∆ ′ . We now have
If the good diagonal is balanced, this finishes the proof. In the unbalanced case, L = B 11 I w−w ′ ,b−b ′ is not invertible since its last column is zero. Replace the (k, k) entry ofL by 1 to obtain a new matrix L: L is clearly invertible and
The proof is now complete.
Proof of Theorem 1: Let ∆ be a quadriculated disk and ∆ ′ be obtained from ∆ by cut and paste. By induction on the number of squares the theorem may be assumed to hold for ∆ ′ and we therefore write
where
The theorem now follows from observing that each nonzero entry of L ∆ (resp. U ∆ ) is, up to sign, copied from either L ∆ ′ , L step or X step (resp. U ∆ ′ , U step or Y step ) and is therefore equal to 1 or −1.
The example in Figure 5 is instructive: the B G matrix of this planar graph G has determinant 1 but admits no LDU decomposition since the removal of any two vertices of opposite colors from G yields a graph whose determinant has absolute value greater than 1. 
Boards
A board is a quadriculated disk ∆ for which the developing map φ : ∆ → R 2 is injective. In other words, a board is a topological subdisk of R 2 whose boundary is a polygonal curve consisting of segments of length 1 joining points in Z 2 . In this section we always assume φ to be the inclusion. The class of quadriculated disks is clearly closed under cut and paste while the class of boards is not. 
