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Abstract. This paper considers the planar figure of a combinatorial polytope or
tessellation identified by the Coxeter symbol ki,j , inscribed in a conic, satisfying
the geometric constraint that each octahedral cell has a centre. This realisation
exists, and is movable, on account of some constraints being satisfied as a conse-
quence of the others. A close connection to the birational group found originally
by Coble in the different context of invariants for sets of points in projective
space, allows to specify precisely a determining subset of vertices that may be
freely chosen. This gives a unified geometric view of certain integrable discrete
systems in one, two and three dimensions. Making contact with previous geo-
metric accounts in the case of three dimensions, it is shown how the figure also
manifests as a configuration of circles generalising the Clifford lattices, and how
it can be applied to construct the spatial point-line configurations called the
Desargues maps.
1 Introduction
The six-point multi-ratio equation appears in the theory of integrable systems
on a discrete domain with octahedral cells [1, 2, 3, 4, 5, 6, 7, 8]. It has the
following geometric meaning, which has not been considered previously in this
area.
Lemma 1.1. If three lines meet a rationally parameterised conic at points cor-
responding to the three pairs of parameter values,
{x12, x34}, {x13, x24}, {x14, x23}, (1)
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Figure 1: Concurrent secants of a conic.
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Figure 2: Octahedron with labelled vertices.
then the concurrence of the lines, Figure 1, is expressed analytically as
(x12 − x24)(x13 − x23)(x14 − x34)
(x12 − x23)(x14 − x24)(x13 − x34)
= 1. (2)
The calculation to verify this is straightforward, but a more affecting ar-
gument in the moduli space of quadratic polynomials, given by Dolgachev [9]
(Proposition 9.4.9), is also provided in appendix A. Correspondence with the
octahedron is shown in Figure 2.
The results of applying Lemma 1.1 are consistent with the observations of
Adler [10] on other multi-ratio expressions. In those cases, there is an interesting
connection between integrability and the generalisations of Pascal’s theorem due
to Mo¨bius. The situation here is similar, but involves a different extension of
Pascal’s figure, described in Section 3.
The main result in Section 4 uses Lemma 1.1 to associate a combinatorial
polytope or tessellation identified by the Coxeter symbol ki,j , inscribed in a
conic, with a generalised form of Coble’s birational group; the group is defined
in Section 2. The points on the conic become points of a circle pattern when the
conic is viewed as a model of the inversive plane. This generalises the previous
geometric view of equation (2) established by Konopelchenko, Schief and King
[3, 11], more precisely their circle-pattern is recovered in the case k = 0 here.
The connection is explained in Section 6.
A planar incidence-geometry view of Coble’s group has been established by
Kajiwara, Masuda, Noumi, Ohta and Yamada [12], with particular attention to
the solution in the case 15,2 in terms of elliptic functions, and its equivariant
extension to the 16,2 case, that corresponds to the elliptic Painleve´ equation [13].
The view established here treats uniformly all cases ki,j , but turns out to be
especially natural with-respect-to a simpler class of solutions that are rational;
these are described in Section 5.
The Desargues maps introduced by Doliwa [6] are combinatorially rich point-
line configurations that are naturally considered in projective space of any di-
mension M > 1, but, that are considered here in a restricted commutative and
affine setting, AM . In this case, they are shown in Section 7 to separate into
M independent systems each equivalent to case k = 0 of Coble’s group, and
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Figure 3: Coxeter graph with nodes corresponding to actions of Definition 2.1.
this is applied to establish the natural determining-set for the configurations.
Throughout this paper, the projective or affine space is defined over a field, the
case of a skew-field is discussed briefly at the end of Section 7, where it is argued
that the initial value problem and therefore the diagonalisation of the Desargues
maps, is applicable to the general projective case, but raising this to the level
of a proof is outside the scope of this work.
2 Birational group
Coble’s group [14, 15] has the following generalisation, connecting it with equa-
tion (2).
Definition 2.1 ([8]). Let integers i, j be positive and k be non-negative. Intro-
duce actions on the arrays of variables

y0
y1
...
yk

 ,


y00 y10 · · · yi0
y01 y11 · · · yi1
...
...
...
y0j y1j · · · yij

 , (3)
as follows:
tm : y(m−1)n ↔ ymn, m ∈ {1, . . . , i}, n ∈ {0, . . . , j},
sn : ym(n−1) ↔ ymn, m ∈ {0, . . . , i}, n ∈ {1, . . . , j},
rn : yn−1 ↔ yn, n ∈ {1, . . . , k},
r0 : y0 ↔ y00, ymn → y¯mn, m ∈ {1, . . . , i}, n ∈ {1, . . . , j},
(4)
where trivial actions are omitted, and y¯mn is determined by the six-point multi-
ratio equation imposed on variables
{y0, y¯mn}, {y0n, ym0}, {y00, ymn}, (5)
cf. Lemma 1.1, i.e.,
(y0 − ym0)(y0n − ymn)(y00 − y¯mn)
(y0 − ymn)(y00 − ym0)(y0n − y¯mn)
= 1. (6)
The generators (4) satisfy relations encoded in the Coxeter graph of Figure
3. Specifically, the group relations correspond to identities in the field of rational
functions in the variables (3). The original group of Coble can be viewed as a
partial integration of this one that is available if k = 1.
To give the description of this group afforded by Lemma 1.1, is the principal
aim of this paper.
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3 Extension of Pascal’s hexagon
A suitable starting point is an elementary but intriguing extension to Pascal’s
figure of a hexagon inscribed in a conic.
Proposition 3.1. Consider six points on a conic, C, labelled as follows:
p{1,3}, p{2,4}, p{1,5}, p{2,3}, p{1,4}, p{2,5}. (7)
Use a+ b to denote the line determined by two points. By Pascal’s theorem, the
points
p3 := (p{1,4} + p{2,5}) ∩ (p{2,4} + p{1,5}),
p4 := (p{1,3} + p{2,5}) ∩ (p{2,3} + p{1,5}),
p5 := (p{1,3} + p{2,4}) ∩ (p{2,3} + p{1,4}),
(8)
are collinear, determining a line pi,
p3 + p4 = p4 + p5 = p5 + p3 =: pi. (9)
Add one further point to the figure, p{1,2}, chosen freely on C. Lines con-
necting this point with the determining points of the Pascal line (8), intersect C
at three further points:
p{4,5} := (p{1,2} + p3) ∩ (C \ p{1,2}),
p{3,5} := (p{1,2} + p4) ∩ (C \ p{1,2}),
p{3,4} := (p{1,2} + p5) ∩ (C \ p{1,2}).
(10)
The following incidences then occur, determining two final points on pi:
pi ∩ (p{2,3} + p{4,5}) = pi ∩ (p{2,4} + p{3,5}) = pi ∩ (p{2,5} + p{3,4}) =: p1,
pi ∩ (p{1,3} + p{4,5}) = pi ∩ (p{1,5} + p{3,4}) = pi ∩ (p{1,4} + p{3,5}) =: p2.
(11)
See Figure 4.
Proof. Pascal’s theorem can be applied to demonstrate that
pi ∩ (p{2,3} + p{4,5}) = pi ∩ (p{2,4} + p{3,5}), (12)
and the other equalities in (11) are established in the same way. Consider the
inscribed hexagon whose vertices are, in consecutive order,
p{1,2}, p{3,5}, p{2,4}, p{1,5}, p{2,3}, p{4,5}. (13)
Because of how p{1,2}, p{4,5} and p{3,5} have been defined, two of the three
determining points for the Pascal line of this hexagon are already known, they
are
(p{1,2} + p{4,5}) ∩ (p{2,4} + p{1,5}) = p3,
(p{1,2} + p{3,5}) ∩ (p{2,3} + p{1,5}) = p4.
(14)
Therefore, it is common with the original Pascal line (9), and the third deter-
mining point from hexagon (13) must also be somewhere on it, i.e.,
(p{3,5} + p{2,4}) ∩ (p{2,3} + p{4,5}) ∈ pi, (15)
confirming (12).
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Figure 4: Illustration of Proposition 3.1, points p{α,β} and pγ are labelled as
αβ and γ respectively. The combinatorial symmetries of this figure correspond
to free permutation of the five indices.
That the actions in the case (i, j, k) = (2, 1, 0) of Definition 2.1 satisfy rela-
tions encoded in the corresponding Coxeter graph (Figure 3), can be regarded as
an analytic formulation of Proposition 3.1. Identify the elements of the arrays
(3) with points on C as follows,
[
p{1,2}
]
,
[
p{1,3} p{1,4} p{1,5}
p{2,3} p{2,4} p{2,5}
]
, (16)
and the actions (4) with the permutations of indices that generate the combi-
natorial symmetries of the figure,
s1 : 1↔ 2, r0 : 2↔ 3, t1 : 3↔ 4, t2 : 4↔ 5. (17)
The array on the right in (16) corresponds to the vertices of the original hexagon
(7), and on the left, to the added point, p{1,2}. The actions s1, t1 and t2 in (17)
generate the subgroup of combinatorial symmetries of the initial hexagon, and
the induced action on the array on the right in (16) is simply to permute the
rows and columns, confirming identification with the actions in (4). The index
permutation 2↔ 3, r0 in (17), induces transposition of the first array elements
in (16), but it induces a set of geometric operations on entries corresponding
to p{2,4} and p{2,5}. The new points, p{3,4} and p{3,5}, are determined from
the given ones by (8) and (10). Performing these operations analytically using
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Figure 5: Example in the sequence of extensions of Pascal’s hexagon corre-
sponding to row three of Table 1.
Lemma 1.1, by identifying points on C with corresponding values of a parameter,
confirms the action of r0 listed in Definition 2.1.
This case illustrates the general situation. The arrays (3) correspond to
the set of points on a conic from which a figure is determined, and elements
of the group generated by (4) obtain the image of this determining-set under
corresponding combinatorial symmetries of the figure. In the case just described
the following can be checked by inspection.
Remark 3.2. With regard to the group of combinatorial symmetries of Fig-
ure 4, each point is contained in some image of the determining-set, and the
subgroup that fixes the determining-set point-wise, is trivial. This means the
figure can be recovered from the determining-set using the birational group, and
the birational group faithfully represents the combinatorial symmetries of the
figure.
Loosely speaking, incrementing k iterates the procedure described in Propo-
sition 3.1 by adding, at each step, a further freely chosen point on C, joining
it to the previously marked points of pi, and then adding more lines and points
until the figure is symmetric. For example, Figure 5 shows the next in the se-
quence after Figure 4. After some iterations the symmetrisation procedure fails
to terminate, corresponding to when the associated reflection group is affine.
Some details of this sequence are given in Table 1.
On the other hand, larger values of i and j, due to the possible choices of
three columns and two rows, or two columns and three rows, from the array on
the right in (3), mean the determining-set involves multiple Pascal figures each
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Points on C Points on pi Pascal sub-figures
6 [2] 3 [2] 1
10 [3] 5 [3] 10
16 [5] 10 [4] 80
27 [10] 27 [5] 720
56 [27] 126 [6] 10080
240 [126] 2160 [7] 483840
Table 1: Enumerative description of the finite figures related to case (i, j) =
(2, 1) of Definition 2.1. The first row corresponds to a single hexagon, and is a
case (k = −1) not included in Definition 2.1. The second row corresponds to
Figure 4, and the third row to Figure 5. The number of lines (not including pi)
through each point is included in brackets.
Points on C Configuration Π
(i+j+2)!
(i+1)!(j+1)!
[
i(i+1)j(j+1)
4
]
(pi+j−2, q5), p =
(i+j+2)!
(i−1)!(j−1)!4!
2j+2
[
(j+3)!
(j−1)!4!
]
(pj−1, q10), p =
2j−1(j+3)!
(j−1)!4!
27 [10] (271, 127)
56 [27] (1261, 1126)
240 [126] (21601, 12160)
72 [30] (2702, 5410)
126 [60] (7562, 5627)
576 [105] (75603, 226810)
2160 [280] (604803, 672027)
17280 [280] (6048004, 24192010)
Table 2: Enumerative description of finite figures related to Definition 2.1. The
number of secants through each point on C is included in brackets. The Pascal
lines form a configuration, Π. The notation (pα, qβ) denotes a configuration of
p points and q lines with α lines through each point and β points on each line;
the constraint pα = qβ corresponds to the total number of point-line incidences.
with a different Pascal line. Under the group action, these Pascal lines form
a configuration Π, the cases of finite configurations are listed in Table 2. The
affine cases lead to configurations with a finite number of lines through each
point and points on each line, but which are unbounded in number of points
and lines.
The combinatorial description of the general figure is obtained via a connec-
tion with certain uniform polytopes and tessellations.
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4 Gosset-Elte figures inscribed in a conic
A combinatorial polytope in a projective space, is a point-line figure whose inci-
dences correspond to the vertex-edge incidences of the polytope. Concerning the
octahedron and its higher dimensional counterparts, namely the cross-polytopes,
we use the following terminology.
Definition 4.1. A combinatorial cross-polytope with the property that the lines
joining opposing vertices (its axes) are all concurrent at a point, will be called
a cross-polytope with a centre.
This allows to describe Figure 1 as an octahedron with a centre inscribed in
a conic. However, the edges are not marked, rather, the lines correspond to the
axes, so it is a simpler skeleton from which the octahedron can be recovered.
In the same way, Figures 4 and 5, are skeletons of a four-dimensional rectified
simplex, and a five-dimensional demicube.
Indeed, the planar figures corresponding to Definition 2.1 for values of (i, j, k)
satisfying i + j + k + 1 ≥ ijk − 1, can each be described in terms of a corre-
sponding figure from the Gosset-Elte family of uniform polytopes and tessel-
lations. Coxeter [16, 17] introduced this family, giving a unified construction
from the reflection group associated with Figure 3, and its members are sub-
sequently identified by the corresponding (Coxeter) symbol ki,j . Gosset and
Elte separately discovered between them the exceptional cases, but the family
also includes the infinite sequences of rectified simplexes corresponding to the
case k = 0, the cross-polytopes when i = j = 1, and the demihypercubes when
i = k = 1.
The connection between Definition 2.1 and the combinatorial Gosset-Elte
figures is based on the idea of a determining set. Under the two constraints that
(i), vertices correspond to points on a conic, and (ii), each octahedral cell has a
centre, the remainder of the figure is determined uniquely from a freely chosen
sub-figure. This sub-figure, which does not contain any whole octahedral cell,
will be described first, and then related to the full figure.
Definition 4.2. The figure associated with initial data arrays (3): View the
entries of arrays (3) as parameters corresponding to points on a conic, and add
lines joining pairs of points whose entries, (i) are from distinct arrays, (ii) both
belong to the first array, and, (iii) both belong to a common row or column of
the second array.
The combinatorial polytope described in Definition 4.2 can be called a com-
pound simplex, its associated Coxeter-graph is obtained from Figure 3 by delet-
ing the node labelled r0.
Proposition 4.3. For generic values of the parameters, Definition 4.2 is a
determining sub-figure of a combinatorial ki,j-polytope or tessellation inscribed
in a conic, constrained by the condition that all cross-polytope (or k1,1) facets
have a centre (Definition 4.1). Birational actions generated by (4) determine
the image of this sub-figure under combinatorial symmetries of the ki,j-figure.
Proof. The correspondence associating variables to vertices, and equations to
octahedral cells of the ki,j -polytopes and tessellations, was made previously in
[8]. In outline, the discrete domain, like the corresponding ki,j-figure, is a reali-
sation of an incidence structure expressible in terms of cosets of the underlying
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Coxeter group. The proposition is therefore implied directly by Lemma 1.1,
because it is clear that imposing that all octahedral cells have a centre, is equiv-
alent to imposing that the cross-polytope facets do. The set of initial values
for the discrete system corresponds to the determining-set of the figure. The
consistency of the initial-value-problem was established previously by reducing
it to verifying the relations satisfied by the associated actions (4). That the
figure in its entirety is determined, rather than some part of it, follows from the
fact that the combinatorial symmetries are transitive on vertices and edges of
the ki,j figures.
Because the vertices of the combinatorial ki,j -figure are confined to a conic,
the centres of all cross-polytope facets belonging to the same k1,2 or k2,1-facet,
are collinear. In the case of the rectified four-simplex (01,2-polytope) this was
established as part of Proposition 3.1, and the more general assertion follows by
repeated application of this case.
Remark 4.4. The cross-polytope centres (Proposition 4.3) are therefore points
of a planar point-line configuration (Π in Table 2), which is a projective realisa-
tion of the incidence structure given by associating points with k1,1-facets, and
lines with the k2,1 and k1,2-facets, of the ki,j-figure.
5 Ambient solution
An application of this geometric view of Coble’s group (Proposition 4.3, Remark
4.4), is that the special situation when all cross-polytope centres align (the
configuration Π in Table 2 collapses to a line) can be identified, that suggests
the birational group should linearise in terms of the associated geometric group
on the conic.
To formulate this, recall first the participating group. Denote the conic and
the single Pascal line by C and pi respectively. For any a, b, e ∈ C \ pi, there
exists a unique point c ∈ C \pi such that the lines determined by the pairs {a, b}
and {c, e}, intersect pi at the same point. The resulting mapping (a, b) 7→ c
turns C \ pi into a group with identity e. In terms of corresponding parameters
(x, y, z) for (a, b, c), use the notation z = x ∗ y for the product, and x−1 for the
inverse of x. This product is equivalent to either addition or multiplication in
the field, depending on how pi meets C.
Proposition 5.1. The cross-polytope centres described in Proposition 4.3 lie
on a common line pi if, and only if, elements of the array on the right in (3)
are such that
ymn = y
−1
00 ∗ ym0 ∗ y0n, m ∈ {1, . . . , i}, n ∈ {1, . . . , j}. (18)
This reduces the birational actions (4) to linear ones for the remaining variables:
tm : y(m−1)0 ↔ ym0, m ∈ {2, . . . , i},
t1 : y00 ↔ y10, y0n → y
−1
00 ∗ y10 ∗ y0n, n ∈ {1, . . . , j},
sn : y0(n−1) ↔ y0n, n ∈ {2, . . . , j},
s1 : y00 ↔ y01, ym0 → y
−1
00 ∗ y01 ∗ ym0, m ∈ {1, . . . , i},
rn : yn−1 ↔ yn, n ∈ {1, . . . , k},
r0 : y0 ↔ y00.
(19)
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Proof. The intersection of lines determined by the two pairs {ymn, yαβ} and
{ymβ, yαn} taken from the array on the right in (3), where m 6= α and n 6= β,
is the centre of an octahedral cell. The condition for these centres to be on pi
can be expressed in terms of the geometric group on C \ pi, as
ymn ∗ yαβ = ymβ ∗ yαn, m, α ∈ {0, . . . , i}, n, β ∈ {0, . . . , j}. (20)
The conditions (18) are clearly a subset of the conditions (20). That (18) implies
(20) is established by substitution, relying on associativity of the group and
therefore Pascal’s theorem in geometric terms.
To verify that all octahedral centres are on pi, it is sufficient to show that
the actions (4) preserve the condition (18). For the actions t1, . . . , ti, s1, . . . , sj
this follows from the established equivalence between (18) and (20). For the
action r0 it follows from the concurrence of lines determined by the three pairs
of points (5), which was the content of Lemma 1.1. For the remaining actions
r1, . . . , rk it is trivial.
In the case k1,2, corresponding to the sequence in Table 1, there is only a sin-
gle Pascal line, so there is no loss of generality if (18) is assumed. The subgroup
associated with the 15,2-tessellation is known to be linearised by substitution of
elliptic functions, and Proposition 5.1 shows that rational functions are sufficient
for the 52,1-tessellation. Nevertheless, it determines an E˜8 action on P
1×P1 by
equivariant extension to the case 53,1. It would therefore be interesting to know
where this fits in relation to the QRT maps [18] and classification of discrete
Painleve´ equations [13].
Remark 5.2. The linear representation (19) of the Coxeter group encoded in
Figure 3 can of course be realised in any abelian group, and in particular when
the conic is replaced with a cubic curve. However, in the general case, when
the representation of the Coxeter group is birational (Section 2), the algebraic
view is along the lines described by Mo¨bius, relying on closure in the non-
commutative Mo¨bius group, which is incompatible with the generalisation to a
cubic curve. In other words, if the combinatorial Gosset-Elte figures, with the
same constraint that octahedral cells have a centre, were to be inscribed in a
cubic curve, it would correspond to the linear group (19) when the octahedral
centres are also on the curve, but a group that is not in general birational when
the positions of the centres are unconstrained.
6 Associated circle patterns
If the projective plane over C is viewed as a four-dimensional real space, then a
conic in the plane is seen as a quadric surface in the space. Three points on the
conic correspond to points on the surface that are either on a line within the
surface, or determine a plane that cuts it. In this way, the surface constitutes
an inversive plane; each curve determined by a set of three points, corresponds
to a circle.
Remark 6.1. The ambient notion of general-position for sets of points in an
inversive plane, has the requirement that no four points be on the same circle.
The corresponding requirement is absent in the projective setting.
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In this model of the inversive plane, equation (2) is an analytic form of a
geometric constraint established in [3, 11], that the four circles determined by
sets of points
{x12, x23, x13}, {x23, x34, x24}, {x13, x34, x14}, {x12, x24, x14}, (21)
are concurrent at a point. Or, equivalently, due to Clifford’s four-circle theorem,
that the circles determined by the sets
{x12, x13, x14}, {x12, x23, x24}, {x13, x23, x34}, {x14, x24, x34}, (22)
are. The resulting figure of eight circles and eight points, is the C4 pattern
appearing first in Clifford’s chain of theorems. By symmetry, the condition on
the participating points can be reduced to the equivalent one, that any three of
the circles meet at a point. The sets of points (21) and (22) correspond to the
eight faces of the octahedron. In summary.
Corollary 6.2 (of Proposition 4.3). View the entries of arrays (3) as points in
the inversive plane. In general position, these points determine a combinatorial
ki,j-polytope or tessellation, constrained by the condition that the vertices of each
octahedral cell correspond to points of a C4 circle pattern (see above). When the
inversive plane is identified with C∪ {∞}, the actions (4) give the image of the
determining-set under combinatorial symmetries of the ki,j-figure.
The statement of existence and movability of the circle patterns in the case
k = 0 was given originally in relation to the integrability of equation (2) in
[3]. Longuet-Higgins [19] actually related Clifford’s chain to the 11,j-polytopes
(demihypercubes), and added new examples to previously known configurations
of points and hyperspheres in connection with the remaining (finite) list of 1i,j-
polytopes. The patterns here are planar, so they have a different nature, but
they exist uniformly in relation to all of the ki,j-polytopes and tessellations.
The mismatch between patterns corresponding to our and the Longuet-
Higgins Coxeter symbol, is seen already in the case of the C4 pattern described
above. The two additional points are on the same footing as the original ones,
and the eight taken together correspond to vertices of the four-dimensional cross-
polytope, whereas the original constraint corresponds to the octahedron. This
feature is related to Remark 6.1, however, a generalisation to higher dimension
without this feature as been obtained [20], and it would be interesting to know
if those patterns have a projective formulation.
Circle patterns for Riccati solutions of discrete Painleve´ equations have been
related to discrete analogues of holomorphic functions [21, 22]. The circle pat-
terns here are instead associated with the general solution, but the hypergeomet-
ric solutions of the elliptic Painleve´ equation [12] are also framed geometrically
in terms of a conic.
7 Desargues maps
In terms of the Coxeter symbol, the Desargues maps of Doliwa [6, 23] in the
fundamental region, are a combinatorial 0i,j-polytope satisfying the condition
that the vertices of each 0i,0-facet are collinear. It means some edges coalesce
resulting in a point-line configuration; in summary we emphasise the following.
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(62, 43) (103, 103) (154, 203) (215, 353) (286, 563)
(102, 54) (203, 154) (354, 354) (565, 704) (846, 1264)
(152, 65) (353, 215) (704, 565) (1265, 1265) (2106, 2525)
(212, 76) (563, 286) (1264, 846) (2525, 2106) (4626, 4626)
(282, 87) (843, 367) (2104, 1207) (4625, 3307) (9246, 7927)
Table 3: Enumerative description of the first few of Doliwa’s configurations
associated with Coxeter symbol 0i,j . The balanced (103), corresponding to
Coxeter symbol 01,2, is Desargues’ configuration.
Remark 7.1. In the fundamental region the Desargues map is a point-line
realisation of the incidence structure defined by vertices and 0i,0-facets of the
0i,j-polytope.
This is a (pj+1, qi+2), p = (i+j+2)!/[(i+1)!(j+1)!], configuration, the first
few cases are given in Table 3. Although they are both simplexes, the 00,j-facets
are distinguished from the 0i,0 ones, which breaks the antipodal symmetry of
the 0i,i-polytopes, or equivalently the Coxeter graph automorphism. There is a
direct relationship between the Desargues maps whose image is in AM , M > 1,
over a field, and the form of Coble’s group in Definition 2.1, which leads to the
following.
Proposition 7.2. Freely choose a point in AM , j+1 lines through it, and i+1
additional points on each line. In general position, this is a determining-set for
Doliwa’s configuration associated with Coxeter symbol 0i,j (Remark 7.1).
Denote the first freely chosen point by y0 and, for each n ∈ {0, . . . , j}, denote
the i + 1 additional points on the nth line passing through y0, by y0n, . . . , yin.
Then generators (4) in the case k = 0, acting diagonally on AM , give the image
of this determining-set under combinatorial symmetries of the configuration.
Proof. The connection between this geometric setting and equation (2) can be
formulated as follows. Suppose lines l1, . . . , l4 ⊂ A
M intersect pairwise,
l1 ∩ l2 = x12, l1 ∩ l3 = x13, l2 ∩ l3 = x23,
l1 ∩ l4 = x14, l2 ∩ l4 = x24, l3 ∩ l4 = x34,
(23)
for some set of points x12, . . . , x34 ∈ A
M , forming the configuration of a complete
quadrilateral (62, 43). Then the points satisfy the analytic condition
(x
(α)
12 − x
(α)
24 )(x
(α)
13 − x
(α)
23 )(x
(α)
14 − x
(α)
34 )
(x
(α)
12 − x
(α)
23 )(x
(α)
14 − x
(α)
24 )(x
(α)
13 − x
(α)
34 )
= 1, α ∈ {1, . . . ,M}, (24)
in which the affine coordinate notation xmn = (x
(1)
mn, . . . , x
(M)
mn ) has been used.
Because the condition (24) determines one point from the others, it follows
that the diagonal actions described in the proposition preserve the collinearity
assumed for the points of the determining-set; it is trivial for all actions except
r0, and for this one it is sufficient to consider the case i = j = 1, M = 2.
In a projective setting, the multi-ratio condition emerges by projection of the
quadrilateral from a point onto a line, equivalent to the above for the affine
case, and this has been described in earlier works [2, 6]. The affine setting used
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- (51, 15) (152, 65) (353, 215) (704, 565)
(51, 15) (302, 125) (1053, 635) (2804, 2245) (6305, 6305)
(152, 65) (1053, 635) (4204, 3365) (12605, 12605) (31506, 37805)
(353, 215) (2804, 2245) (12605, 12605) (42006, 50405) (115507, 161705)
(704, 565) (6305, 6305) (31506, 37805) (115507, 161705) (346508, 554405)
Table 4: Enumerative description of the first few configurations associated with
Coxeter symbol 0i,j described in Remark 4.4. Entry corresponding to Coxeter
symbol 02,2 is Schla¨fli’s double-six.
in this proposition is practical, and not really a restriction: it differs by the
implied meaning of general-position for the determining sub-figure.
Observe now (separately from the above) that the 0i,0 sub-graph of gener-
ators (4), i.e., r0, t1, . . . , ti, freely permutes entries y0, y00, y10, . . . , yi0 of arrays
(3), so in accordance with the correspondence described in Proposition 4.3, these
entries correspond to vertices of a 0i,0-facet. Also notice, that all rows of the
array on the right in (3) are on the same footing, because the rows are them-
selves freely permuted by the actions s1, . . . , sj . Therefore the entries of rows
of the array on the right in (3) correspond to vertices of j + 1 0i,0-facets whose
common vertex corresponds to y0.
The second paragraph of the Proposition follows by combining these two
observations. The first shows that the diagonal actions described determine
a point-line figure in AM , and the second that it coincides with Doliwa’s 0i,j
configuration.
It is clear the general configuration is determined by the group actions,
because, first, all that is imposed is the linearity and multi-ratio constraints
on each octahedral cell, which are both necessary. Second, that the whole
configuration is obtained, and not some part of it, follows from the fact that
the group of combinatorial symmetries of the 0i,j polytope acts transitively on
vertices. This establishes the first paragraph of the Proposition.
This proposition shows that the Desargues maps whose image is in AM over
a field, decompose into M simpler independent systems, each equivalent to case
k = 0 of Coble’s group. The corresponding result in a projective space over a
skew-field is likely to hold, because the consistency for Doliwa’s configurations
is encoded in Desargues’ theorem, and not Pascal’s [6, 11]. The suitable notion
of general-position for the inital data, will be weaker in the projective case. The
circle patterns corresponding to the case k = 0 have also been generalised in
this direction [20]. Given the view established by Lemma 1.1, it would therefore
be interesting to know if this form of Coble’s group can extend to the skew-
field setting in the case k > 0. In this regard, a basic question to shed some
light, is to know the geometric origin of the consistency property underlying the
movability of the point-line configurations Π of Remark 4.4. The first few cases
associated to the Coxeter symbol 0i,j are displayed Table 4 for comparison with
Table 3.
The connection between the Desargues maps and the polytope inscribed in
a conic, is not a geometric one. It is possible to see the Desargues maps as a
special case of the circle patterns [11] in which all circles become lines, but they
then appear in a restricted two-dimensional setting. However, Proposition 7.2 is
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equivalent to a symmetry of the actions (4) present when k = 0. A similar kind
of symmetry is also present in the case k = 1; it is inferred from the integration
that recovers Coble’s group in its original form [8]. It is therefore an interesting
question to understand the geometric origin of these symmetries in the context
of Lemma 1.1.
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A Proof of Lemma 1.1
There is an equivalence between identifying a polynomial of degree n with its
set of factors, and the identification of a hyperplane in Pn by the set of points
where it intersects the rational normal curve,
(an : an−1b : . . . : abn−1 : bn), (a : b) ∈ P1,
the order of the contact with the curve corresponds to multiplicity of the factor.
This can be used in the case n = 2, when the curve is a conic, to verify Lemma
1.1.
In the polynomial context, the main observation is that:
Lemma A.1. Equation (2) is the condition for linear dependence of the three
quadratic polynomials,
(x− x12)(x − x34), (x − x13)(x − x24), (x − x14)(x − x23). (25)
Proof. The equation (2) can be written differently as
∣∣∣∣∣∣
x12x34 x12 + x34 1
x13x24 x13 + x24 1
x14x23 x14 + x23 1
∣∣∣∣∣∣ = 0, (26)
which is the condition on polynomial coefficients for the linear dependence.
Take the representation of P2 where lines and points, respectively, are repre-
sented by the one and two dimensional subspaces in the vector space of polyno-
mials whose degree is less than or equal to two. This is dual to taking polynomial
coefficients as projective coordinates. In this representation, the subspaces of
polynomials defined by a shared root,
〈ax− b, x(ax− b)〉, (a : b) ∈ P1, (27)
represent the points of a conic, and the subspaces of polynomials with a double
root,
〈(ax − b)2〉, (28)
represent its corresponding tangent lines. Distinct elements (a : b), (c : d) ∈ P1
determine a secant,
〈ax− b, x(ax− b)〉 ∩ 〈cx− d, x(cx− d)〉 = 〈(ax− b)(cx− d)〉. (29)
The linear dependence of polynomials (25) is concurrence of corresponding se-
cant or tangent lines, and therefore Lemmas 1.1 and A.1 are equivalent.
14
One reason to verify Lemma 1.1 in this way, is due to the related form
of Coble’s group established in [24, 25]. That form involves the case n = 3
above, of concurrent planes passing through a twisted cubic curve, and provides
a view of the group complementary to the one here, that will be explained in a
forthcoming paper.
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