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1. Introduction 
We consider the problem of classifying an (randomly observed) experi-
mental unit w into one of two populations rr1 and rr2 . It is assumed that 
a random vector 
more, and 
X(w) : p x 1 is distributed as NP(µi, E) in rri; further-
µ2 are assumed to be known, but Eis an unknown postive-
definite matrix. Based on random training samples from rr1 and rr2 we may 
get a statistic S : p x p, where nS is distributed as the Wishart dis-
tribution W (n;E), n > p. p -
If -I were known, the admissible Bayes and minimax rule o classifies 
w into rrl iff 
A 
The plug-in rule o (obtained by replacing E by S) classifies w into 
iff 
(2) 
The likelihood-ratio rule suggested by Anderson [1] also turns out to be 
A 
the same as o. Irt this note we shall study the rule o . 
2. Probabilities of Correct Classification 
Let 
Without lost of generality, we may assume that 
(4) µl = 0, µ2 = (~, 0, ... , 
[ ] , A-1 = [ aij ] Let A= nS = aij 
0) ~ , E = I p 
Then it can be seen that 
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(5) T/n = 8[xl.(Z) - 8/2]/A1l.(Z) 
where 
1 
(6) All A12 -1 A= 
A21 A11.2 
= All - Al2A22 A21' Al2 p-1 
1 p-1 
(7) 
xl (2) = x1 
-1 
- A12A22 X(2) , X = (Xl, x2,···, Xp)' = (Xl, 
The conditional distribution of fx1 _· (2) - 8/2] , given 
-1 
x(2)A22 X(Z) = v, is given by 
(8) N((-l)i8/2, 1 + v) 
independent of A11~(i) , if {.Q_ come·s from TI •• ]. 
x(2)), • 
are distributed independently as 2 f and X p-1, n-p+2 n-p+l' respectively, 
where f is the distribution of the ratio of independent 
a,b 
Thus the probabilities of correct classification are given by 
(.9) = E 4> ( 8 B½ I 2) , 
where· 4> is the c~d.f. of N(O, 1) and ½ B is distributed as the square 
root of a D( n-p+2, p-1) P · 2 2 variate. 
r-.. 
3. · Optimum·properties of o 
Consider an orthogonal matrix L pxp such that the first row is 
proportional to (µ2 - µ 1)~. Define 
(10) Y = L(x - µl) , B = LAL' = [b .. ] , r = LLL,.. l.J 
Then Y - N (O,f) p 
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and Y - N (V, f) p in n2 , where 
( ) - ( ) .- [ ( ) ,,. µ2) ]½ 11 V = c, 0, ... , 0 , C = µl - µ2 (µ1 -
Consider now the classification problem in terms of Y and B. 
The problem is invariant under transformations: 
(12) Y +TY, B + TBT.-, 
where 
,If 
1 t (13) T = 
. (1). 1 
0 T22 p-1 
1 p-1 
is a nonsingular matrix. A set of maximal invariant statistics is given by 
(14) 
where 
bll B12 1 
-1 (15) B = 
B21 B22 bll. (2) = bll - B12 B22 B21' p-1 
1 p-1 
(16) yl. (2) = -1 y = (Y 1 ' y 2 ' • . • ' y ) .- (Yl y (2)) .-yl - B12 B22 y(2) = p 
Note that bll. (2) is independent of u and v, and 
2 
bll.(2) - Y11.(2) ~-p+l' where 
r 12 
1 
(17) rn - r12 r22 
-1 
r21' r = 
Y11 
y 11. (2) = r21 r22 p-1 
1 p-1 
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Note that 
(18) /J.2 = 
Hence 
(19) Y1i. (2) 
Also 
(20) ,, -1 
= v B [Y ~ V/2] = c(Yl.(Z) - c/2)/bll.(Z) • 
The distribution of U, given V = v, is given by 
(21) N(0, yll. (2) (1 + v)) , 
where 0 = 0 in Ill and 0 = C in IT2 • 
Consider a prior distribution which sets Yii.(Z) = y0 and attaches 
equal probabilities to rr1 and rr2• Then the unique (a.e.) Bayes rule 
(with zero-one loss function) in the class of all invariant rules 
classifies w into n1 iff 
(22) U < c/2 • 
Thus this invariant admissible Bayes rule coincides with o. Since for a 
A 
fixed /J. the probabilities of correct classification for ~ are equal, it 
can be easily seen that o is invariant minimax. 
Kiefer and Schwarz [3] derived a class of Bayes rules (not invariant) 
for this problem. Such a Bayes rule decides w in n1 iff 
. ' 
. . 
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(23) > k . 
The rule o does not provide a similar test if this decision problem is 
viewed as a hypothesis testing problem. Such a similar region (for w in 111) 
is given by 
(24) ,/ n-p+l 
since the statistics in the l eft-hand side of (24) is distributed as Student' s 
t 
n-p + 1. 
Note: The above problem was a lso considered by S . Geisser [ 2] from the viewpoint 
of predictive discrimination; he used an improper prior distribution 
for L 
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