Introduction
Let D denote the open unit disc in the complex plane and denote by T the unit circle. We consider a closed subset X of D ∪ T such that X ∩ T has zero linear measure and such that X ∩ D is a Blaschke sequence, meaning that X ∩ D is a sequence S = {z ν } satisfying ν (1 − |z ν| ) < ∞.
The aim of the present paper is to give an answer to the following question:
Is there a local charazterization of the functions f on X admitting a continuous extensionf to D ∪ T withf analytic in D?
Let A(D) denote the disc algebra consisting of all continuous functions on D ∪ T being analytic in D. Our question is to describe the restriction space A| X locally.
Of course if A| X = C(X) , the space of all continuous functions on X, we already have a local description since continuity is a local property. But it is a well known fact that A| X = C(X) holds if and only if S = {z ν } is an interpolating sequence for the algebra H ∞ (D) consisting of all bounded analytic functions in D, meaning that the restriction map f ⇒ f | X∩D takes H ∞ (D) onto the sequence space l ∞ . See for example [4] , where the problem is studied in a more general context. Moreover, L. Carleson (see [2] , Chapter VII, or [1] , page 149) characterized the interpolating sequences by the condition
As is well known, the interpolating sequences for H ∞ (D) form a rather exclusive subclass of the Blaschke sequences, and so for an arbitrary Blaschke sequence Carleson's condition doesn't seem to help.
Interpolation by bounded analytic functions can be studied using Carleson's condition or the more classical Nevanlinna-Pick theory (see [2] , page 7 and pages 165-174). The latter gives conditions on when a bounded function h on X ∩ D extends to a functionh in H ∞ (D). For our problem, however, the Nevanlinna-Pick theorem has two drawbacks: it is not a local condition, and it says nothing about when the extended function belongs to A(D).
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Neverthless our problem will be solved by combining the two theories: Our main result is formulated using a local Nevanlinna-Pick condition, while the proof depends heavily on Carleson's corona theorem.
Main result
As in the introduction we write S = {z ν }. Given interpolation data {w ν } on S, the data will be called smooth with respect to {H ∞ (D), {z ν }} if the following condition holds:
For any > 0 and any ζ ∈ X, there exist a constant c ζ and a disc D ζ centered at ζ and an analytic function
In other words, the data are smooth if they have a small local oscillation measured by a local interpolation problem of Nevanlinna-Pick type.
Theorem 1. The restriction space
Proof. Let {w ν } denote data being smooth with respect to
It is easy to see that the constant c ζ in the definition of smoothness can be selected independent of and that the function f taking the values w ν at z ν and c ζ at ζ ∈ S ∩ T is continuous on S. We may assume that f is extended to be continuous on X.
Now we apply the Rudin Carleson theorem (see [3] , page 81) and find g ∈ A(D) such that g = f on X ∩ T . The modified data u ν = w ν − g(z ν ) are of course also smooth, and our theorem is proved if we can find
We claim that given > 0, there is h ∈ H ∞ (D) and an integer N such that h(z ν ) = u ν , ν ≥ N and such that ||h|| ∞ < where ||h|| ∞ = sup{|h(z)|, z ∈ D}.
To justify the claim, we note that since S ∩ T has zero linear measure, there are disjoint discs 
}. There is an absolute constant C such that if H is analytic and bounded by one in modulus on W , there is h ∈ H ∞ (D) such that ||h|| ∞ ≤ C and satisfying h = H at the zeros of B.
Now we choose a sequence {r j } ⊂ [0, 1), strictly increasing to 1, with r 1 = 0, and define S j = S ∩ {z : r j ≤ |z| < r j+1 }, j = 1, 2, ... . Our aim is to find f ∈ A(D) such that f = 0 on X ∩ T and f (z ν ) = u ν for all ν.
We first do the interpolation on ∞ j=1 S 2j−1 . For each k, let B k denote the Blaschke product corresponding to S k , so that
We can arrange it such that
We claim that there is a function a k ∈ A(D) with the following properties:
The claim is justified as follows:
. But with n large enough, we get
where
, and Carleson's lemma gives that
can be interpolated on S k by a function in H ∞ (D) bounded by an absolute constant. Since S k is finite, the minimal norm interpolating function is, by the classical Nevanlinna-Pick theorem, a complex multiple λ k β k of a finite Blaschke product β k , and the claim is thus proved with a k of the form
We may assume that the sequence {r j } is chosen such that there is
.. . This follows easily from the above claim combined with the Nevanlinna-Pick theorem.
We thus get an interpolating function
taking correct values on ∞ k=1 S 2k−1 . Let denote the Blaschke product corresponding to S 2k−1 . We want to repeat our interpolation argument on S 2k . In order to do that, we have to show that the data
are smooth with respect to {H ∞ (D), {z µ }}. (Here z µ should be understood as the generic point of S 2k and u µ denotes the corresponding value to be interpolated.) 
we only have to observe that
for M large, since N is a finite Blaschke product.
This means that the data
are smooth with respect to {H ∞ (D), {z µ }}.
In the same way as we found F ∈ A(D) solving the original data on
(z µ ) } on {z µ }. To obtain F 1 a minor modification of the construction of F is needed: We found F = a 2k−1 b 2k−1 , where b 2k−1 solved a finite interpolation problem on S 2k−1 with the bound ||b 2k−1 || ∞ < 2 −k . We cannot be sure that a similar bound exists for interpolation of the new data on {S 2k }, but if the local interpolation is done on finite unions of the sets S 2k , the necessary estimates will hold. With F 1 at hand, finally F + F 1 ∈ A(D) solves the original problem.
