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Abstract It is shown that time-harmonic hypersurface motions in various, conformally
flat, N -dimensional manifolds admit a multilinear description, L˙ = {L,M1, · · · ,MN−2},
automatically generating infinitely many conserved quantities, as well as leading to new
(integrable) matrix equations. Interestingly, the conformal factor can be changed without
changing L.
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2For hypersurface motions in RN , having the property that the time at which a point in
space is reached is a harmonic function, a multilinear description, L˙ = {L,M1,M2, · · · ,
MN−2} , was given in [1], with L and the M ’s being linear in the embedding functions
xi(t, ϕ1, · · · , ϕN−1) (the coordinates of the hypersurface Σt in RN). In this letter, it is
pointed out that by non-linearly deforming M1, · · · ,MN−2 (while keeping L fixed!) one
may effectively deform the embedding space into a curved one.
To start with a more technical (but needed) result, let me consider hypersurface mo-
tions (in a Riemannian manifold, N ) of the form
x˙i =
√
g/ρ
(
h(x)ni + f ij(x) ζjk(x)n
k
)
i = 1, 2, · · · , N , (1)
where ni denotes the hypersurface-normal (of given orientation), xi(t, ϕ1, · · · , ϕM) the
(closed) hypersurface Σt (in a parametric description), ϕ
1, · · · , ϕM being local coordinates
on a (compact) M = N − 1 dimensional Riemannian manifold Σ (on which the xi are
timedependent functions),
√
g the volume density (on Σt) induced by the embedding
Riemannian manifold N (with metric ζij(x)),
g = det
(
ζij(x)
∂xi
∂ϕr
∂xj
∂ϕs
)
r,s=1···M
, (2)
ρ = ρ(ϕ1 · · ·ϕM) some time-independent (positive) density on Σ (reflecting the topology,
and making
√
g /ρ a well defined function, rather than a density, on Σ ∗ and, finally, h(x)
and f ij(x) = − f ji(x) some function, resp. antisymmetric tensor, on N satisfying
∇j
(
ζ ij h + f ij
)
= 0 . (3)
(3) implies the existence of infinitely many conserved quantities for the flow (1), as can
easily be seen as follows: Let Q be a harmonic function (of x) inside some given initial
hypersurface Σt=0; then
∂
∂t
∫
dMϕ ρ(ϕ) Q (x(t, ϕ))
=
∫
dMϕ
∂Q
∂xi
(
ζ ijh + f ij
)
nj
√
g (4)
=
∫
dN x
√
ζ ∇j
(∇iQ (ζ ijh + f ij)) = 0 ,
∗ but not on Σt; so, in contrast with commonly considered flows, (1) requires as initial conditions
Σt=0 and an initial velocity field consistent with (1) (or, equivalently, a given parametrized initial
hypersurface).
3using ∇i ∇i Q = 0, the antisymmetry of f ij , and (the normal component of) (3).
As the f ij-part of (1) is purely tangential (hence, in principle, can be gotten rid of by
reparametrizing the surface), and having shown in [2] that purely normal motions with
covariantly constant h(x) have integrals of harmonic functions as conserved quantities, a
naive guess would be that the motions (1) are geometrically equivalent to those with
h(x) ≡ const. , f ij(x) ≡ 0 (5)
(trivially satisfying (3)). In fact, I was led to the motions (1) when considering Lax-tuples
for the case (5), with ζij(x) = δij .
However, a more interesting situation prevails, as is shown by the following theorem:
Let ϕ˜1, · · · , ϕ˜M be local parameters on Σ, and
∂xi
∂t˜
= h2 (x)
√
g˜
ρ˜
ni (6)
define a hypersurface motion in (N , ζij), where ρ˜(ϕ˜1, · · · , ϕ˜M) is some time-independent
density on Σ. Then (provided (3) holds) there exists a time-dependent reparametrisation
of Σ˜t˜ (and a constant rescaling of the time),
t˜, ϕ˜1, · · · , ϕ˜M → t = λt˜, ϕr = ϕr(t˜, ϕ˜1, · · · , ϕ˜M) (r = 1, · · · ,M) (7)
such that the xi, expressed as functions of the ‘new’ parameters, (t, ϕ), satisfy (1). More
explicitely: Consider a particular solution of (6), and a reparametrisation of Σ˜t˜=0 satis-
fying
ρ(ϕ) det
(
∂ϕr
∂ϕ˜s
)
=
λ · ρ˜ (ϕ˜)
h
(
x (t˜, ϕ˜)
) (8)
at time t˜ = 0 (here, the freedom of choosing λ is needed).
Let the time-evolution of the ϕr be given by the equation
∂t˜ ϕ
r =
1
(M − 1)! fi2···iM (x) h(x)
1
ρ˜(ϕ˜)
{ϕr, xi2 , · · · , xiM }˜ , (9)
where x = x(t˜, ϕ˜),
f ij =:
ǫij i2···iM√
ζ (M − 1)! fi2···iM , (10)
and
{f1, · · · , fM }˜ := ǫ
r1···rM ∂f1
∂ϕ˜1
· · · ∂fM
∂ϕ˜M
(11)
4(for any set of M functions on Σ).
Then the solutions of (9), ϕr(t˜, ϕ˜), satisfying (8) at time t˜ = 0, will satisfy (8) also for
t˜ > 0, and xi(t˜, ϕ˜), when expressed as functions of t and ϕr (r = 1, 2, · · · ,M), will solve
(1).
Hence, geometrically, (1) and (6) are (up to the constant rescaling of t) equivalent.
In particular,
∇i (h2 (x) ∇i t(x)) = 0 (12)
when t is expressed as a function of the xi by considering the transformation
t, ϕ1, · · · , ϕM → xi = xi (t, ϕ1, · · · , ϕM) (13)
for equation (1).
As for the proof, one first shows that a reparametrisation of the form (7) will transform
(6) into (1), provided (8) and (9) hold: use ∂t˜ = λ ∂t + (∂t˜ϕ
r) ∂r and√
g˜ /ρ˜ =
√
g /ρ
λ
h (x)
(14)
to get the condition
∂t˜ϕ
r ∂rx
i =
λ
(M − 1)! fi2···iM
1
ρ
{
xi, xi2 , · · · , xiM}
=
1
(M − 1)! fi2···iM h
1
ρ˜
{xi, xi2 , · · · , xiM }˜ ; (15)
comparing the coefficients of ∂˜sx
i on both sides (using ∂rx
i =
((
∂ϕ
∂ϕ˜
)−1)s
r
∂˜sx
i), and
multiplying by ∂ϕ
r
′
∂ϕ˜s
, one gets (9). The crucial step then is to show the consistency of (9)
with (8) (provided (3) holds) by calculating the time-derivative of (8), using (9):
On the one hand,
∂t˜
(
λ
ρ(ϕ)h(x)
)
= λ
√
g˜ /ρ˜ h2(x) ni ∇i
(
1
ρ h
)
, (16)
using the transformation
t˜, ϕ˜1, · · · , ϕ˜M → xi = xi(t˜, ϕ˜) (17)
5and (6); on the other hand, using (9), one finds
∂t˜
(
1
ρ˜(ϕ˜)
{ϕ1, · · · , ϕM }˜
)
=
1
((M − 1)!)2 ǫr1···rM

1
ρ˜
{ϕr1 , xi2 , · · · , xiM }˜{
√
ζ h fi2···iM , ϕ
r2, · · ·ϕrM }˜
+ 1
ρ˜
{
1
ρ˜
{ϕr1, xi2 , · · · , xiM }˜ , ϕ
r2 , · · · , ϕrM
}
˜
· √ζ fi2···iM h

=
λ
(M − 1)!
1
ρ˜
{
√
ζ h fi2···iM , x
i2 , · · · , xiM }˜ ·
1
ρ(ϕ)h(x)
(18)
+
λ
(M − 1)!
1
ρ˜
{ 1
ρ(ϕ)h(x)
, xi2 , · · · , xiM
}
˜
·
√
ζ fi2···iMh
where for the second equality it is easiest to use
1
ρ˜
{ }˜ =
λ
h
1
ρ
{ · · · } (19)
intermediately; the terms proportional to {h, xi2 , · · · , xiM} in (18) cancel, and the equality
of (18) and (17) easily follows when using (3),
∇if ij = 1√
ζ
∂i
(√
ζ f ij
) (
f ij = − f ji) ,
{xi1 , xi2 , · · · , xiM }˜ =
ǫj i1···iM√
ζ
nj
√
g˜ (20)
and (for the terms containing derivatives of 1
ρ(ϕ)
)
(
h(x)ni + f ij(x)n
j
) ∇i ϕr = 0 (21)
(which is simply ∂tϕ
r = 0 in (1), using (13)).
For (12), one can either use the results of [2], applied to (6) (i.e. already using that
(1) and (6) are related via (7), when (3) holds), – or, using ni = ∂it
(
ζjk∂jt ∂k t
)− 1/2
and
(from (1))
√
g/ρ =
1
h(x)
(
x˙i ni
)
=
1
h(x)|∇t| , (22)
derive from (1) an equation containing only f ij, h, ∂it, ζij (and their x-derivatives), us-
ing the xi (cp. (13)) as independent variables (cp. [2] for f ij ≡ 0). The latter pro-
cedure provides an independent check on the crucial relative sign of h and f ij (for
∇j (ζ ijh− f ij) = 0 one could multiply the r.h.s. of (8), and the l.h.s. of (9), by h2(x),
to obtain x˙i =
√
g˜
ρ˜
ni, resp. ∇i∇it from (1), via (7)), but is quite cumbersome, and shall
6only be sketched for N = 3, ζij = δij , and differentiating solely the normal component of
(1), resp.
·
~x =
1
|∇t|
(
~n + ~n× ~f/h
)
, (23)
with respect to t. Using ∂t =
·
~x ~∇ one obtains
1
|∇ t|
(
~n+ ~n× ~f/h
)
· ~∇
(
1
|∇ t|
)
, (24)
while
∂t (h
√
g/ρ) =
(
·
~x ~∇h
) √
g/ρ+ h
√˙
g/ρ
=
1
|∇ t|
(
~n+ ~n× ~f/h
)
· ~∇ h · 1
h|∇ t|
+
1
|∇ t|2
~∇
(
~∇ t
|∇ t|
)
(25)
− 1|∇ t|
~f ·
(
~n× ~∇
(
1
h|∇ t|
))
− 1|∇ t|2 h ~n ·
(
~∇× ~f
)
.
Comparing (24) and (25) one obtains
~∇
(
h(~x)~∇ t
)
−
(
~∇× ~f
)
· ~∇ t != 0 (26)
which indeed gives (12), when using (3) (i.e. ~∇h+ ~∇× ~f = 0).
For the derivation of (25), it is perhaps useful to note the general formula
∂
∂ t
(ln
√
g) =
(
δij − ni nj
) ∇ix˙j (27)
(in the case of purely normal hypersurface motion, x˙j = v · nj, simply giving v times the
mean curvature, H , of Σt) or alternatively (for (1), and in R
3)
√˙
g =
√
g
(√
g
h
ρ
)
H −
{
~f
√
g/ρ, ~x
}
=
√
g
1
|∇ t|
~∇ ~n − √g
(
~n× ~∇
)
·
(
~f
√
g
ρ
)
. (28)
Let me now turn to the discussion of multilinear evolution equations
L˙ = {L,M1,M2, · · · ,MN−1} (29)
7related to (1).
As shown in [1], the equations of motion for a time-harmonic hypersurface in RN [2],
x˙i =
ǫii1i2...iM
M !
{xi1 , xi2 , · · · , xiM} i = 1, 2, · · · , N , (30)
(where from now on, the factor 1
ρ
is included in the definition of {, · · · , }, and no distinction
is made between upper and lower indices) can be cast into the form (29), automatically
implying the time-independence of ∫
dMϕ ρ(ϕ) Ln , (31)
where L (depending on several spectral parameters, λa ) will be of the form [1]
L =
N∑
i=1
Li xi ,
N∑
i=1
L
2
i = 0 (Li ∈ C) . (32)
For odd N(≡ 2m+ 1), e.g., one may choose
L =
m∑
a=1
(
λa za − za
λa
)
+ 2
√
m xN (33)
(with z1 := x1 + ix2, z2 := x3 + ix4, · · · ) while the Mα’s (α = 1, · · · , N − 2) are linear
combinations of λaza,
za
λa
, and xN (i.e. elements ~Mα of some vector space) satisfying
det
(
~L ~M1 · · · ~MN−2 ~ej
)
= − 2
(
i
2
)m
~ˆL · ~ej (34)
where
~ˆL := −
(
L2, L1, · · · , LN−1, LN−2, 1
2
LN
)
(35)
(= −(−1,+1, · · · ,−1,+1,√m) for the particular choice (33); in general, any ~L satisfy-
ing ~ˆL · ~L = 0 will do, cp. (32)). Suppose now replacing the za in the expressions for
M1, · · · ,MN−2 by arbitrary holomorphic functions fa(za) satisfying fa(za) = fa(za), and
xN by u(x1, · · ·xN), while keeping L fixed!
The equations of motion generated via (29) will still be of the form
x˙i = ηij(x1, · · · , xN) ǫji1···iM
M !
{xi1 , xi2 , · · · , xiM} i = 1, · · · , N (36)(
= ηij(x)
√
g/ρ nj
)
. For the simplest case, m = 1, and (z := x1 + ix2)
M = c · i (λ z + x3) + λ f(z) − f(z)
λ
+ 2u(~x) (37)
8(having separated explicitely the piece leading to ~˙x = c
√
g/ρ~n) one obtains
ηij (x1 x2 x3) = 2
 c2 − ∂2α ∂1α− ∂3u ∂2u∂3u− ∂1α c2 − ∂2α − ∂1u−− ∂2u ∂1u c2 − ∂2α
 , (38)
where α = α(x1x2) = Re (f(z)); hence
~˙x = (c− 2∂2α) √g/ρ~n + 2 {~x, u(~x)} + 2(∂1α){x3, ~x}
= (c− 2∂2α) √g/ρ ~n − 2 √g/ρ~n × ~∇u + 2 √g/ρ ~n ×
 00
∂1α
 . (39)
One should note that via approximating functions on S2 or T 2 by matrices (see e.g. [3])
(37), with L = λz − z
λ
+ 2x3 (cp. (33)), carries over to matrix-equations which will
be deformations of the ‘Nahm-equations’ (arising in the context of self-dual Yang-Mills
theories and the construction of monopoles; see e.g. [4]):
With
L = λ(X1 + iX2) − (X1 − iX2)
λ
+ 2X3
M = c (λ(X1 + iX2) + X3) (40)
+
aλ
2
(
X21 − X22 + i (X1X2 + X2X1)
)
− a
2λ
(
X21 − X22 − i (X1X2 + X2X1)
)
,
e.g., L˙ = i[L,M ] will be equivalent to the (matrix-) equations of motion
X˙1 = c [X2, X3] + ia (X1 [X3, X1] + [X3, X1]X1)
+ ia (X2 [X2, X3] + [X2, X3]X2)
X˙2 = c [X3, X1] + ia (X2 [X3, X1] + [X3, X1]X2
− X1 [X2, X3] − [X2, X3]X1)
X˙3 = c [X1, X2] (41)
+ ia (X2 [X1, X2] + [X1, X2]X2) ,
having TrLn, i.e. the trace of all symmetric harmonic polynomials in the 3 matrices
X1(t), X2(t), X3(t), as conserved quantities - which for the lowest order non-trivial ones,
like
1
2
TrL2|λ=0 = Tr
(
2X23 − X21 − X22
)
(42)
9may easily be seen directly from (41).
Finally, note that (39) is of the form (1), with N = 3, ζij = δij , f
ij = ǫijkfk, and
h(x) = (c − 2∂2α)
~f(x) = −2 ~∇u +
 00
2∂1α
 (43)
which indeed satisfies
~∇h + ~∇× ~f ≡ 0 (44)
(cp. (3)), due to α(x1, x2) being the real part of a holomorphic function (i.e. satisfying
∂11α + ∂22α = 0); this means that (37)/(33)m=1 describes a hypersurface motion, (39),
whose time-function satisfies (cp. (12))
~∇
(
(c− 2∂2α)2 ~∇t(~x)
)
= 0 (45)
- – corresponding to a time-harmonic hypersurface motion in a curved, only conformally
flat, space with metric
ζ˜ij(x) = (c− 2∂2α)4 δij . (46)
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