Autotagging to improve text search for 3D models by Goldfeder, Corey & Allen, Peter K.
Autotagging to Improve Text Search for 3D Models
Corey Goldfeder∗ Peter Allen†
Columbia University
ABSTRACT
Text search on databases of 3D models has traditionally worked
poorly, as text annotations on 3D models are often unreliable or
incomplete. We attempt to improve the recall of text search by
automatically assigning appropriate tags to models. Our algorithm
finds relevant tags by appealing to a large corpus of partially
labeled example models, which does not have to be preclassified
or otherwise prepared. For this purpose we use a copy of Google
3DWarehouse, a database of user contributed models which is
publicly available on the Internet. Given a model to tag, we find
geometrically similar models in the corpus, based on distances in
a reduced dimensional space derived from Zernike descriptors.
The labels of these neighbors are used as tag candidates for the
model with probabilities proportional to the degree of geometric
similarity. We show experimentally that text based search for
3D models using our computed tags can approach the quality of
geometry based search.
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1 INTRODUCTION
Building a search engine for 3D models represents a significant user
interface challenge. Existing 3D search engines require users to
submit complex queries, such as drawing a sketch or providing an
initial 3D model as a starting point. In contrast, the simplest and
most natural interface, keyword search on the descriptive text asso-
ciated with each model, is limited by a dependence on the accuracy
of these descriptions, and more fundamentally by the requirement
that they even exist.
In the past, text annotations on 3D models have been largely dis-
missed by shape search researchers as being unreliable and incom-
plete, and therefore of limited use in retrieval systems. Min, Kazh-
dan, and Funkhouser experimentally confirmed that searching on
text alone is a poor retrieval strategy for 3D models drawn from
the web [4]. In this work we use geometric similarity to propagate
text tags between similar models and automatically generate salient
keywords. Our goal is to improve the precision and recall of key-
word based 3D model search to the point that it is comparable to
searching on geometric shape descriptors. Compared to similar re-
cent work in tagging 2D images [1], our 3D autotagging algorithm
has the advantage of not requiring an explicit training stage.
2 AUTOTAGGING
Given an unlabeled 3D model ω , we wish to assign to ω a set
of text tags from the set of all possible tags Λ = {λ 1,λ 2 . . .λ n}.
To this end, we make use of a corpus of known models Ω =
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{ω1,ω2 . . .ωn}, where each model ωx in Ω has associated tag prob-
abilities P(λ i,ωx) for each λ
i in Λ, most of which will be zero.
We start with a geometric shape similarity metric and find the
neighbors of ω within some threshold τ . We use Zernike descrip-
tors [5] but in principal any reasonable shape distance should do.








to be an estimate of the probability that ωx and ωy represent the
same type of object and therefore should have similar text tags.
Then given our untagged model ω , a possible text tag λ i, and a
neighbor ωx from the corpus, the probability that our query model
should have the tag is
P(λ i,ω) = P(ω ≈ωx)∧P(λ
i
,ωx). (2)
Intuitively this means that the probability that λ i is appropriate for
ω is the probability that it is appropriate for ωx and that ω and ωx
are similar enough to share tags. P(λ i,ωx) can be thought of as
measuring how much we trust the original annotation on ωx. When





















Our corpus consists of 192,343 models downloaded from Google
3DWarehouse. Each model has a title, a set of keywords, and a
text description, although for many models one or more is blank.
A good deal of the text is composed of nonsense words or bla-
tantly incorrect labels. We found that the title and keyword fields
were usually more reliable than the description, and so we assume
P(λ i,ω) = 0.7 for tags drawn from the title and keywords and
P(λ i,ω) = 0.5 for tags drawn from the words of the description.
Tags are stemmed using WordNet [2] and words that appear on a
list of stop words are ignored.
For the geometric similarity distance we use the Euclidean dis-
tances between Zernike descriptors, computed on a voxel grid of
128 voxels per side with a binary thickening kernel 4 voxels in di-
ameter. For scaling, we use 7 point Gaussian numerical integration
to find the center of mass of a uniform mass distribution on the sur-
face of the object. Another integration gives us the mean distance
and standard deviation from surface points to the center of mass.
We scale so that the mean distance and 3 standard deviations fit
within the unit sphere and clip anything that lies outside. Scaling
in this fashion is robust to moderate changes in shape and to out-
liers. We voxelize our models using a fast software voxelizer which
we wrote, and compute the descriptors using a tuned version of
Novotni and Klein’s publicly available reference implementation.
We performed a PCA on the descriptors and kept only the top 57
dimensions. This preserved 99.9% of the original variance and led
to much faster neighbor search.
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Figure 1: Eight models from the PSB and their 5 best autotags. Tags we deemed to be incorrect are shown in italics. (“Seagull” is a brand of guitar.)
3 EXPERIMENTAL VALIDATION
To validate the quality of our automatically produced tags, we used
the Princeton Shape Benchmark (PSB) [8]. We computed Zernike
descriptors for every model in the PSB, matched them against the
models in our 3DWarehouse corpus, and tagged them using our al-
gorithm. In computing tags we treated the PSB as if it consisted of
completely untagged models. For τ we used an adaptive threshold,
which we defined as the radius of the hypersphere containing the
first 15 nearest neighbors. Fig. 1 shows the results for eight mod-
els, where we have examined the autotags and italicized those we
deemed to be incorrect.
Our first experiments tested how discriminative our tags are, in
the sense that models in the same class get similar tags, and models
in different classes get dissimilar tags. We used the Vector Space
Model [6] to define a “tag distance” between models. A model’s
tags form a vector where each tag is treated as an independent di-
mension with weight given by the “tag frequency, inverse document
frequency” method [7]. The distance between the tags of two mod-
els is 1 - the cosine of the angle between the tag vectors, or 1.0 (the
maximum possible distance) if either model is untagged.
Using this tag distance, we computed the distance matrix for the
models of the PSB and compared our results to the Zernike descrip-
tors. We also compared our results to the tag distances computed
over the “original” text tags of the PSB - that is, tags we were able to
extract from filenames, URL text, WordNet synonyms etc. as was
done in [4]. Fig. 2 shows the precision/recall for each approach,
and for a combined tag vector which uses both the “original” tags
and our autotags. While the Zernike descriptors are more discrimi-
native, our algorithm still captures much of the power of the under-
lying shape descriptor and makes it accessible via keyword search.
Furthermore, our autotags exhibit superior initial precision com-
pared to the “original” tags. Finally, the combined tag vector using
both sources of tags results in a precision/recall plot very similar to
the Zernike descriptors. We feel that this result is strong evidence
against the notion that text based search can never compete with
other forms of 3D search such as sketches and 3D query models.
Our second set of experiments tested the quality of our tags for
searching. We simulated example searches using the original tags
and our autotags independently. Given a search query λ , we re-
turned the models ωx that were tagged with λ , ordered by descend-
ing P(λ ,ωx). Fig. 3 shows the precision/recall for the queries “air-
plane,” “head” and “sword” where we have capped the recall at the
point where there are no more models tagged with P(λ ,ωx) > 0,
and so any further retrieval would be random. Note that the au-
totags have equal or greater precision to the original tags nearly
always, and that the autotags can successfully recall 60% to 75% of
the relevant results for each query, while the recall for queries on
the original tags capped out at 5%, 10% and 45%.
4 CONCLUSIONS
We have demonstrated an automatic tagging system that learns new
tags for a 3D model by probabilistically propagating tags from
neighbors in a large corpus. We have shown how these autotags
can be used to improve keyword search for 3D models. For a fuller
description of our algorithm and a more detailed discussion of the
experimental results, we refer the reader to [3].
Figure 2: Precision/recall over the PSB for tag distances on autotags, Zernike
descriptor distances, tag distances on the original tags of the PSB, and tag
distances on a combination of the original tags and autotags.
Figure 3: Simulated searches for “airplane,” “head,” and “sword”.
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