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Background: This dissertation comprises research conducted on two distinct projects. Project I 
focuses on the connection between household air pollution (HAP) from cooking with biomass 
fuels and blood pressure (BP); this research is situated in the context of a large randomized trial 
of a cookstove intervention in Ghana, West Africa. The setting of Project II, meanwhile, is the 
residential environment of New York City, where we explore temperature and humidity 
conditions in homes and relate these conditions to summertime heat wave risk and to the 
survival and transmission of respiratory viruses in the winter. Although these projects are 
quite distinct, each relates to the complex relationship between climate change and health. 
Reducing HAP to improve health (the focus of Project I) will simultaneously reduce climate 
change through a reduction in emissions of short-lived climate pollutants into the atmosphere. 
Meanwhile, furthering our understanding of heat and humidity levels inside urban residences 
(the focus of Project II) is crucial to our ability to protect health in light of projections for a 
changing climate. Domestic activities associated with heating, cooling, and cooking are thus 
very relevant both to human health and to climate change mitigation and adaptation.  
 
Objectives and Methods: Our overall objective for Project I was to investigate exposure-
response relationships between HAP and BP in a cohort of pregnant women taking part in the 
Ghana Randomized Air Pollution and Health Study (GRAPHS). We first explored this 
association in a cross-sectional study (Chapter 1), in which we used 72-hour personal 
monitoring to ascertain levels of exposure among the GRAPHS women to carbon monoxide 
(CO), one of the pollutants emitted by traditional wood-fed cooking fires. These exposure data 
were collected at enrollment into the GRAPHS study, prior to the initiation of cooking with 
improved cookstoves. We investigated the association between these “baseline” CO exposure 
levels and the women’s blood pressure at enrollment into GRAPHS. A limitation of this study 
was that BP was only measured once. We followed this with a second study of 44 women 
drawn from the same cohort (Chapter 2), for whom we designed BP protocols using 24-hour 
ambulatory blood pressure monitoring (ABPM), the current gold standard for clinical diagnosis 
of hypertension. As we were not aware of any prior research in Africa that had employed 
ABPM, we also designed a parallel BP protocol using home blood pressure monitoring (HBPM) 
equipment for comparison with ABPM. The use of ABPM with concurrent personal CO 
monitoring enabled us to investigate hourly associations between CO exposure and changes in 
BP. We also evaluated BP in these women both before and after the cookstove intervention; 
this allowed us to investigate whether any changes in BP were associated with switching to an 
improved cookstove.  
 
Our objectives for Project II were to understand the distribution of temperature and humidity 
conditions in a range of New York City homes during the summer and winter seasons, to 
evaluate the impact of structural and behavioral factors (e.g. building size, use of air 
conditioning, and use of humidifiers) on these conditions, and to build models that could help 
predict indoor conditions from more readily available outdoor measurements. We conducted 
this research in two ways. We first analyzed a set of indoor temperature and humidity 
measurements that were collected in 285 New York City apartments during portions of 
summers 2003-2011 and used these data to simulate indoor conditions during two heat wave 
scenarios, one of which was more moderate and the other of which was more extreme 
(Chapter 3). Second, we designed and conducted a new study in which temperature and 
humidity were monitored in a set of 40 NYC apartments between 2013 and 2015 (Chapters 4-6). 
This second study enabled us extend our research into the winter season, and also to explore 
how factors such as air conditioning and humidifier use impacted indoor temperature and 
humidity. We also investigated relationships between the monitored conditions, self-reported 
perceptions of the indoor environment, and symptoms that were experienced among 
household members.  
 
Results: In the cross-sectional analysis of CO and BP in the GRAPHS cohort (Chapter 1), we 
found a significant positive association between CO exposure and diastolic blood pressure 
(DBP): on average, each 1 ppm increase in exposure to CO was associated with 0.43 mmHg 
higher DBP [0.01, 0.86]. A non-significant positive trend was also observed for systolic blood 
pressure (SBP). In our study of the acute relationship between CO exposure and BP (Chapter 
2), we determined that peak CO exposure (defined as above the 90th percentile of the exposure 
distribution, or an average of 4.1ppm) in the two hours prior to BP measurement was 
associated with elevations in hourly systolic BP (4.3 mmHg [95% CI: 1.1, 7.4]) and diastolic BP 
(4.5 mmHg [95% CI: 1.9, 7.2]), as compared to BP following lower CO exposures. We also 
observed a non-significant trend toward lower BP following initiation of cooking with an 
improved cookstove. Lastly, we demonstrated that ABPM was a feasible and well-tolerated tool 
for BP assessment in a rural West African setting. 
  
For Project II in New York City, we first determined that there was a great deal of variability in 
indoor summer heat index (HI) between homes in association with similar outdoor conditions, 
and that this variability increased with increasing outdoor heat (Chapter 3). Our simulation of 
a moderate heat wave led us to conclude that the hottest 5% of the homes would reach peak 
indoor heat index (HI) values of 39°C.  In a more extreme heat wave simulation, HI in the 
hottest 5% of homes reached a peak of 41ºC and did not drop below 34ºC for the entire nine-
day simulated heat wave period.   
Our second indoor monitoring study yielded the following findings: in the summer season 
(Chapter 4), we found significant differences in indoor temperature and heat index according 
to the type of air conditioning (AC) in the home. Homes with central AC were the coolest, 
followed by homes with ductless AC, window AC, and no AC. Apartments on the top floor of a 
building were significantly hotter than other apartments regardless of the presence of AC. 
During the winter season (Chapter 5), median vapor pressure in our sample of apartments was 
6.5mb. Comparing humidity levels in the apartments to a threshold of 10mb vapor pressure 
that has been proposed as protective against influenza virus transmission, levels of absolute 
humidity in the homes remained below this threshold for 86% of the winter: a total of over 
three months. Residential use of humidifiers was not associated with higher indoor humidity 
levels. Larger building size (above 100 units) was significantly associated with lower humidity, 
while the presence of a radiator heating system was non-significantly associated with higher 
humidity. Lastly, perceptions of indoor temperature and measured temperature were 
significantly associated in both the summer and the winter (Chapter 6), while sleep quality was 
inversely related to measured indoor temperature in the summer season only. Reports of heat-
stress symptoms were associated with perceived, but not measured, temperature in the 
summer season. 
Conclusions: The work presented in this dissertation adds to a growing body of evidence on 
the importance of exposures in the domestic environment to health and well-being. The 
research reported here on household air pollution in Ghana documents an exposure-response 
relationship between air pollution from cookstoves and elevations in blood pressure, on both a 
chronic and an acute basis. As elevated BP is a known risk factor for cardiovascular disease 
(CVD), our research provides support for a plausible factor linking HAP exposure to CVD.  
Meanwhile, our research on temperature and humidity in New York City residences provides 
concrete data to supplement the very slim literature to date documenting these conditions in 
the home environment, where Americans spend over half their time. We conclude, first, that 
AC may not be fully protective against summertime heat risk, and second, that the levels of 
humidity we observed in residential environments are consistent with levels that have been 
shown to promote enhanced survival and transmission of respiratory viruses in experimental 
settings. We suggest that interventions that can reduce exposure to household air pollution 
and excess indoor heat can also mitigate climate change, and that with thoughtful planning we 
can improve health at the same time as we foster resiliency in the face of a changing climate.  
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INTRODUCTION 
OVERVIEW: HOW THIS DISSERTATION CONTRIBUTES TO THE STUDY OF CLIMATE 
CHANGE AND HEALTH 
The earth’s climate has warmed approximately 0.85ºC since preindustrial times. According to 
the most recent projections, we can expect an additional mean global temperature increase of 
1.0 – 3.7ºC by the year 2100, dependent on rates of development and the intensity of 
anthropogenic emissions (IPCC 2014). Concurrent with the global increase in surface 
temperature, a number of additional weather patterns have been, and will very likely continue 
to be, disrupted due to the changing climate. For example, it is projected that by the end of the 
century we will observe an increase in the frequency and duration of heat waves, an increase 
in extreme precipitation events, and more frequent and intense wildfires (IPCC 2014). Most of 
these consequences will have associated impacts on human health – and while some impacts 
will be positive, many will be negative. The global community can respond to climate change 
via mitigation and adaptation. Mitigation refers to reduction of the accumulation of heat-
trapping gases in the atmosphere, which will moderate climate change, while adaptation refers 
to taking action to prepare for climate change in order to lessen the expected harms and/or 
exploit the expected benefits of the changing climate (Watts et al. 2015). Both mitigation and 
adaptation efforts can be undertaken in ways that explicitly benefit human health (Crowley 
2016). Importantly, many climate change adaptation strategies help societies adjust not only to 
future climate, but also to today’s climate variability, which is already characterized by 
extreme weather events and other climatic phenomena that are associated with heavy burdens 
of morbidity and mortality. Thus, adapting to projections for a future climate will also protect 
lives today. 
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The two projects presented in this dissertation relate to different aspects of the complex links 
between climate, health-relevant exposures, and human health. The first project, situated in the 
context of an intervention trial of improved cookstoves in rural Ghana, evaluates health 
outcomes that are associated with household air pollution (HAP) from cooking with biomass 
fuels such as wood and dung. Because of the adverse health impacts of HAP, reducing 
pollution from cooking would improve health. Simultaneously, incomplete combustion of 
biomass fuels in traditional cookstoves results in a complex mixture of particulate, gaseous, 
and aerosol emissions. Some of these emissions have a cooling effect on the climate while 
others are warming. In particular, biomass burning is a major source of climate-warming black 
carbon aerosols (BC). The strongly warming BC component of cookstove emissions tends to 
shift the balance of the equation toward net warming, particularly in the near term. Reducing 
HAP from cookstoves, then, would mitigate climate change and improve human health. The 
research presented here, in Chapters 1 and 2, specifically focuses on the exposure-response 
relationship between HAP and blood pressure, a major risk factor for cardiovascular disease 
(CVD). CVD is understood to be responsible for over half of the substantial global burden of 
disease attributed to HAP. 
 
The second project, located in the economically developed world and specifically in the indoor 
residential environments of New York City, investigates a different aspect of climate change 
and health: namely, the risks posed to the population by overheated indoor environments 
during the summer season on one hand, and the potential risks of overly dry wintertime 
environments on the other. In this case, the warming of (outdoor) air that is projected to occur 
with climate change will also impact levels of heat and humidity indoors, thereby posing 
potential risk to the occupants. Reducing the vulnerability of urban populations to climate 
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change will entail understanding the factors that can reduce risk from overheating in the 
indoor residential environment, as well as understanding how humidity levels vary in all 
seasons. Chapters 3-6 of this dissertation contribute to this study using monitored data from 
homes in New York City. We related these monitored conditions to risks of overheating during 
summertime extreme heat episodes and to the survival and transmission of respiratory viruses 
during the winter.   
 
The remainder of this Introduction is organized into two sections, each of which relates to one 
of the projects introduced above.  
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PROJECT I: HOUSEHOLD AIR POLLUTION AND BLOOD PRESSURE IN GHANA 
	  
The first project in this dissertation, comprising Chapters 1 and 2, investigates the association 
between blood pressure, a major risk factor for cardiovascular disease (CVD), and exposure to 
household air pollution (HAP) from cooking with biomass fuels. The setting for this study is a 
predominately rural region located in the middle belt of Ghana, West Africa, where cooking is 
traditionally performed using a wood-fed open fire (a “three-stone” fire). The research 
presented here was nested within an ongoing large randomized controlled trial of an improved 
cookstove intervention in this region: the Ghana Randomized Air Pollution and Health Study, 
or GRAPHS. By way of introduction to the topic of this project, the sections below will first 
introduce the relationship between cooking with biomass fuel and climate change, before 
progressing to sections that provide background to the specific aspects of cooksmoke exposure 
and health relevant to the aims investigated in Chapters 1 and 2.  
Climate change, cookstoves, and health 
The impact of different atmospheric components on the energy balance between the earth and 
the sun can be quantified in terms of radiative forcing, which refers to the difference in energy 
received by the earth from the sun and the energy that is radiated back to space. A positive 
radiative forcing warms the earth, while a negative forcing cools it. Greenhouse gases (GHGs), 
such as carbon dioxide (CO2) and water vapor, are positive radiative forcers and also persist in 
the atmosphere for decades or centuries. Other, more short-lived, pollutants also have positive 
radiative forcing potential although they persist in the atmosphere for shorter periods: from 
days to weeks. Together, these shorter-lived components, such as black carbon aerosols and 
ozone, are called short-lived climate pollutants (SLCPs). Although reductions in CO2 are 
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imperative to slow global warming, reductions in SLCPs will also mitigate climate change, with 
benefits both to the environment and to health. Notably, due to their short-acting nature, the 
benefits of SLCP reductions will be most realized in the near-term and by populations local to 
the sources of SLCP emissions (Scovronick et al. 2015).  
 
Black carbon aerosols (BC) are products of incomplete fuel combustion and are SLCPs. BC is a 
highly light-absorbing, dark-colored component of particulate air pollution and is commonly 
referred to as soot (WHO 2015). BC has known adverse health effects for all-cause and 
cardiovascular mortality and cardiopulmonary hospital admissions, and has been shown in 
some studies to pose greater health risk per unit mass than other components of particulate 
matter (Baumgartner et al. 2014; Janssen et al. 2012, 2011). The role of traditional wood-fed 
cookstoves in BC production is substantial. It has been estimated that these traditional biofuels 
contribute approximately 18-30% of global atmospheric BC (Masera et al. 2015). Importantly, 
incomplete combustion of wood fuels also results in some emissions that have negative 
radiative forcing potential (are cooling for the atmosphere), such as sulfates. Recent estimates 
suggest that the overall contribution of household biofuels to the radiative balance is 
nonetheless net warming (Bond et al. 2013). An analysis of the attribution of climate forcing to 
various economic sectors, in fact, concluded that the contribution to radiative forcing provided 
by the household biofuel sector was second among thirteen sectors when looking at impacts 
over a 20-year horizon; only on-road transportation contributed more warming. When the 100-
year horizon was considered, household biofuel was still in the top half, ranking fifth out of 
thirteen sectors (Unger et al. 2010).  
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An estimated 3 billion households, or 40% of the global population (WHO 2016), rely on 
biomass fuels for cooking and heating, primarily in the developing world. Of the BC reduction 
strategies currently being considered, reducing pollution from residential biomass fuels is the 
strategy that will have the greatest overall health benefit globally (Anenberg et al. 2013). The 
Global Burden of Disease 2010 comparative risk assessment attributed 3.5 million deaths 
annually to HAP: this placed HAP fourth in the list of risk factors contributing to the global 
burden of disease; it is the #1 environmental risk factor (Lim et al. 2012). Reducing exposure to 
pollution from traditional cookstoves will improve health and also reduce climate-warming BC 
emissions. Whether the predominant aim is to improve health outcomes or to mitigate climate 
change, reducing HAP is a “win-win” scenario for human and planetary health. 
Relationship of household air pollution components to cardiovascular disease 
HAP contains a number of substances that are deleterious to human health. These include BC, 
carbon monoxide (CO), and organic compounds such as formaldehyde and benzo[a]pyrene, 
among others (Naeher et al. 2007). Of these noxious elements, particulate matter (PM) – and 
especially fine PM smaller than 2.5 microns in aerodynamic diameter (PM2.5) – is understood to 
be particularly dangerous to human health due at least partially to its ability to penetrate 
deeply into the lungs and to cross into the bloodstream. Associations between PM2.5 and 
cardiovascular outcomes are well documented in the context of the industrialized world, where 
ambient PM2.5 is a known trigger of cardiovascular events such as strokes, myocardial 
infarctions, and heart failure exacerbations (Brook et al. 2010). Arterial blood pressure (BP) and 
PM2.5 are each associated with CVD events and cardiovascular mortality (Brook and 
Rajagopalan 2009), and one pathway through which PM2.5 may impact cardiovascular 
outcomes is through BP.  
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Several controlled experiments in humans have demonstrated almost immediate increases in 
BP in response to short-term increases in PM2.5 (Cosselman et al. 2012; Langrish et al. 2009; 
Urch et al. 2005), although other studies have not found this association (Brook et al. 2002).  
 
Mechanisms that underlie the response of BP to PM2.5 are not currently well understood. They 
may include: 1) autonomic imbalance, triggered by deposition of PM2.5 in the pulmonary tree, 
and 2) oxidative stress associated with a systemic pro-inflammatory response to PM2.5 (Brook 
et al. 2009). The first pathway may explain acute responses of BP to PM, while chronic shifts in 
BP may result both from repeated acute elevations in BP and/or from vascular endothelial 
dysfunction caused by circulating activated immune cells and inflammatory cytokines. Over 
time, these processes lead to an imbalance in vascular homeostasis, blunting vasodilator 
capacity (Eiken and Kölegård 2011).  
 
Chronic exposure to PM2.5 has been studied epidemiologically, and a review of these studies 
indicates that a 10 𝜇g/m3 increase in ambient PM2.5 is associated with an increase in BP of 
approximately 1-5 mmHg (Brook and Rajagopalan 2009).  These epidemiologic analyses were 
conducted using ambient PM2.5 exposures in economically advanced countries. Meanwhile, 
exposures to PM2.5 can be much higher in the developing world, and limited evidence suggests 
that higher levels of PM2.5 exposure may be associated with a greater effect on BP (Dvonch et 
al. 2009).  
 
Carbon monoxide (CO) is another component of household air pollution that may affect BP. 
Secondhand smoke, which contains CO as well as PM, has been shown to acutely affect BP 
levels during exposure (Yarlioglues et al. 2010). CO has been used as a proxy for PM2.5 in 
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previous cookstove intervention studies including the RESPIRE trial in Guatemala (Smith et al. 
2011). In prior studies, CO has been found to correlate with PM2.5 in locations where sources of 
both pollutants are largely derived from biomass burning: for example with correlation 
coefficients of 0.67 in rural Peruvian households (Pollard et al. 2014), 0.80 in cooking areas in 
The Gambia (Dionisio et al. 2008), and 0.70 in rural Guatemala (McCracken et al. 2013), 
although other studies how found poorer correlations, perhaps due to exposure to multiple 
sources of pollution (Clark et al. 2013a; Dionisio et al. 2012; Klasen et al. 2015; McCracken et al. 
2013). CO may itself be related to CVD, with studies demonstrating associations between 
short-term increases in ambient CO and CVD hospital admissions in the United States (Bell et 
al. 2009) and Taiwan (Yang et al. 2004), and with emergency department visits for CVD in 
Canada (Stieb et al. 2009), in statistical analyses that controlled for levels of co-pollutants such 
as PM and NO2. The few studies that have so far been conducted to assess the relationship 
between CO and blood pressure among pregnant women have yielded conflicting results. A 
large study of pregnant women in the United States found that 0- to 4-day-lagged ambient 
exposures to CO, but not PM, were associated with higher blood pressure at delivery among 
women who were normotensive or diagnosed with chronic hypertension (Männistö et al. 
2013). Conversely, a study of healthy pregnant women in Pennsylvania found that chronic 
exposure to PM, but not CO, was associated with higher BP in late pregnancy (Lee et al. 2012b).  
Prior research on household air pollution and cardiovascular disease 
CVD is an important contributor to the disease burden of HAP globally: more than half of the 
estimated 3.5 million annual deaths attributable to HAP are due to CVD, including ischemic 
heart disease and stroke (Lim et al. 2012). The evidence base for this association, however, 
relies upon extrapolations of exposure-response associations drawn from two ends of the 
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exposure spectrum: at the low end, from studies of CVD and outdoor ambient PM as discussed 
above, and at the high end, from active tobacco smoking (Smith et al. 2014). HAP is understood 
to occupy an intermediate exposure range on this spectrum, and the relationship between 
different PM exposures and health may not be linear at all exposure levels. Given the long 
latencies in CVD, studying the relationship between HAP and CVD is quite challenging. To 
date, only two studies have directly investigated the association between HAP and CVD 
diagnoses: one in China on self-reported CVD (Lee et al. 2012a), and a case-control study in 
Pakistan focused on acute coronary syndrome (Fatmi et al. 2014); both have reported positive 
associations between these CVD outcomes and chronic use of biomass fuels. Other research 
has focused on risk factors for CVD, with BP and hypertension prominent among them.   
Studies of the association between HAP and BP/hypertension are proliferating: there are 
currently published manuscripts concerning this association from cohorts in Guatemala 
(McCracken et al. 2007), India (Dutta et al. 2011; Norris et al. 2016; Wylie et al. 2015), Nicaragua 
(Clark et al. 2011), China (Baumgartner et al. 2014; Lee et al. 2012a), and Peru (Burroughs Pena 
et al. 2015; Painschab et al. 2013). The studies differ in the methods used to categorize HAP 
exposure. Many studies employed relatively crude indicators of exposure to HAP, for example 
“ever” use of biomass fuel over the life course (Burroughs Pena et al. 2015; Lee et al. 2012a), 
current use of solid fuel (Wylie et al. 2015), or rural vs. urban residence as a proxy for HAP 
exposure (Painschab et al. 2013). While these types of exposure classification provide useful 
information, they are also potentially subject to bias from confounding by other characteristics 
that vary between individuals with different fuel use histories. Fewer studies actually measured 
pollutants in locations such as kitchens and living areas or using personal exposure monitoring 
(Baumgartner et al. 2011; Clark et al. 2011; Dutta et al. 2011; Norris et al. 2016), and only one 
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study has reported changes in BP resulting from a randomized trial of a cookstove intervention  
(McCracken et al. 2007).  All but one (Wylie et al. 2015) of these studies reported a positive 
association between HAP/biomass and BP; however, as yet none of these studies has been 
conducted in Africa.  
 
Accurately quantifying any cardiovascular health benefit that may accrue from large-scale 
cookstove interventions requires more accurate exposure-response data on the relationship 
between HAP and BP than currently exists. Of the exposure assessment methods mentioned 
above, personal exposure monitoring is preferred for this purpose because of its ability to 
capture information about exposure levels that vary according to time and activity patterns 
(Clark et al. 2013b; Steinle et al. 2013).  
Methods of blood pressure measurement 
Accurate evaluation of BP is also clearly important. BP has traditionally been measured in a 
clinical setting using a mercury sphygmomanometer in conjunction with a stethoscope. This 
auscultatory method of BP ascertainment requires operation by a trained clinician who must 
be able to hear the Korotkoff sounds indicating initiation of blood flow through the artery 
(systolic blood pressure: SBP) and to discern when these sounds cease (diastolic blood pressure: 
DBP). Clinic-based measurements, however, are imperfect estimates of BP, as BP levels vary 
throughout the day and may be influenced by the clinic environment in either an upward or 
downward direction, with diagnostic consequences that include “white coat” hypertension as 
well as “masked” hypertension (Mancia et al. 2013).  
 
	   11	  
Alternative methods of measuring BP that overcome these shortcomings are ambulatory blood 
pressure monitoring (ABPM) and home blood pressure monitoring (HBPM). Both methods use 
oscillometric, rather than auscultatory, methods to sense pressure in the arteries and thus can 
be operated automatically. Both, also, rely on averages taken across repeated measures of BP, 
measured either over the course of multiple days (HBPM) or within a day (ABPM). Both ABPM 
and HBPM have been shown in numerous studies to correlate with CVD and mortality 
outcomes, independently of clinic-measured BP (Shimbo et al. 2015). In HBPM, a digital 
automatic BP monitor is used to record BP measurements, typically in the morning and/or 
evening for several consecutive days. The automatic BP monitor can be self-operated or 
operated by research or clinical staff, with only minimal training required. In ABPM, the 
patient wears a portable monitor and blood pressure cuff for an extended period (typically 24 
hours), with BP measurements taken at approximately 15 to 45 minute intervals throughout 
the day and the night. ABPM currently is considered the gold standard for accurately assessing 
blood pressure since it provides a comprehensive assessment of an individual’s complete BP 
profile, including the diurnal variation that may be important to cardiovascular risk (Pickering 
et al. 2005). It is the only method, for example, that can measure BP during sleep. Many 
American and European clinical bodies have developed guidelines that recommend 24-hour 
ABPM for the diagnosis and treatment of hypertension. For a review, see (Shimbo et al. 2015).  
 
Of the studies listed above that have investigated associations between HAP and BP outcomes, 
none before this year had used ABPM as an outcome measure. A panel study of 45 Indian 
women published in 2016 (Norris et al. 2016) used concurrent personal BC measurement and 
ABPM to investigate responses of BP to BC during cooking sessions only. The authors found 
some evidence (non-significant increase in SBP) of an association between cooksmoke-related 
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BC exposure and increased BP, but the researchers did not conduct 24-hour ABPM. To date, no 
published work has reported using ABPM as a research tool in a West African setting.  
Blood pressure and hypertension in pregnancy 
It is important to note that participants in the GRAPHS trial are pregnant women; thus, special 
consideration is due here to the patterns of BP in pregnancy. During pregnancy, many 
intravascular adaptations occur in the maternal circulatory system to support the needs of the 
growing fetus. These include large increases in cardiac output, intravascular volume, and 
extracellular volume (Creasy et al. 2013). All these processes affect BP during pregnancy: BP 
initially declines, then climbs back to near its original, pre-pregnancy levels, with the most 
dramatic shift occurring near the end of gestation (Figure 1).  
 
Figure 1. Sequential changes in blood pressure during pregnancy. Adapted from Creasy and 
Resnick’s Maternal Fetal Medicine (Creasy et al. 2013) 
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Pregnancy presents a period of particular concern for hypertension. Not only is it common for 
chronic hypertension to be first diagnosed during pregnancy (Bramham et al. 2014), but during 
gestation the risks for developing hypertension are particularly acute, and the consequences of 
maternal hypertension during pregnancy can be severe both for mother and baby. 
Hypertensive disorders of pregnancy, consisting of chronic hypertension, gestational 
hypertension, and pre-eclampsia/eclampsia, are substantial contributors to global maternal 
mortality, accounting for nearly 18% of all maternal deaths worldwide (Abalos et al. 2014). 
Hypertensive disorders of pregnancy have also been associated with other adverse future 
outcomes in both mother and child. Women who have had a pregnancy complicated by 
hypertension are at increased risk for future adverse cardiovascular and metabolic 
consequences, including the development of hypertension, cardiovascular disease, chronic 
kidney disease, and diabetes (Vest and Cho 2014). Hypertension in pregnancy has in fact been 
described as an early warning signal of future vascular disease in these women, who are at 
increased risk of developing cardiovascular disease (CVD) later in life, often at an earlier age 
than would otherwise be expected (Garovic and Hayman 2007; Nerenberg et al. 2014).  
Pregnancies complicated by hypertension are also associated with a greater risk of neonatal 
mortality and of preterm birth, which itself is associated with a higher risk of future CVD 
development in the child (Barker 1995). Despite pregnancy-related BP changes, thresholds for 
diagnosis of hypertension in pregnant women are consistent with those for non-pregnant 
adults: ≥ 140 mmHg SBP or ≥ 90 mmHg DBP using clinic-based measurement (Lindheimer et 
al. 2010).  
 
	   14	  
Study setting 
In Ghana, the setting for the research in Chapters 1 and 2, HAP ranks #1 among all risk factors 
contributing to the national burden of disease (Institute for Health Metrics and Evaluation 
2013). The prevalence of hypertension in Ghana is high and has increased in recent decades, 
affecting an estimated 25% of the adult population in urban locations and 20% in rural areas 
(Bosu 2010). Stroke and ischemic heart disease are major causes of morbidity and mortality in 
Ghana (Institute for Health Metrics and Evaluation 2013) 
 
Ghana’s maternal mortality rate, at 328 deaths per 100,000 live births as of 2011, is higher than 
average among developing countries (Lozano et al. 2011). The contribution of hypertensive 
disorders of pregnancy to this figure is substantial: estimates of the contribution of 
hypertension in pregnancy to maternal deaths range from 4.8% (Geelhoed et al. 2003) to 31.7% 
(Adu-Bonsaffoh et al. 2013).  
 
The Ghana Randomized Air Pollution and Health study (GRAPHS, NCT01335490, full 
description available in (Jack et al. 2015)) is a village-level clustered randomized controlled trial 
of a cookstove intervention in rural Ghana. GRAPHS is a collaboration between Columbia 
University and the Kintampo Health Research Centre (KHRC). The location of the study is the 
Kintampo district, Brong Ahafo Region, in central Ghana. The traditional cooking fire in this 
region is an open, wood-fed “three-stone” fire, most typically situated in an outdoor courtyard 
or semi-outdoor kitchen. Approximately 1400 pregnant women and their newborns were 
enrolled in the trial. Enrollment began in October 2013 and data collection ended in March 
2016. Inclusion criteria for enrollment included being in the first or second trimester of 
pregnancy, living in one of the 35 KHRC catchment villages, and being the primary cook of the 
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household. Exclusion criteria included carrying multiple fetuses and gestational age beyond the 
end of the second trimester at enrollment (determined via ultrasound). Women enrolled in the 
study were randomized according to their village of residence into one of three study arms. 
Two of the arms provided the women with an improved stove to use during pregnancy and for 
one year thereafter; in one arm the women received an improved-combustion biomass stove 
(the BioliteTM), while in the other arm, the women were provided a liquefied petroleum gas 
(LPG) stove and its associated fuel. The third arm was a control arm – these women did not 
receive an intervention stove until the end of the study period.  
 
The outcomes for the parent GRAPHS study had to do with the effect of maternal and early 
postnatal exposure to HAP on the infants born to study women. The two primary outcomes 
were infant birth weight and cases of infant acute lower respiratory illness during the first year 
of life.  
 
The work presented here in Chapters 1 and 2 benefits from the randomized design, extensive 
fieldwork infrastructure, and personal exposure monitoring protocols of the parent GRAPHS 
study. The outcomes of interest here, however, are the cardiovascular repercussions of 
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Specific Aims and Statement of Hypotheses for Project I 
	  
SPECIFIC AIM 1A: Investigate if levels of HAP exposure from cooking with a traditional three-
stone fire are associated with BP 
 
Specific Aim 1A.1: Determine the association between baseline levels of biomass exposure and 
baseline BP in the GRAPHS cohort. 
• Hypothesis 1A.1: 72-hour CO exposure at baseline will be associated with baseline BP in 
study women. 
 
SPECIFIC AIM 1B: Conduct a pilot study to investigate the association between exposure to 
biomass smoke and hypertension in pregnant women. 
 
Specific Aim 1B.1: Using concurrent personal air monitoring and ABPM, evaluate whether 
acute exposure to biomass smoke is associated with intermittently elevated BP. 
• Hypothesis 1B.1: Exposure to HAP will be associated with transient elevations in BP.  
 
Specific Aim 1B.2: Quantify the change in BP associated with switching from a three-stone 
cooking fire to a cleaner LPG or improved-combustion stove. 
• Hypothesis 1B.2: Reducing exposure to biomass smoke by switching to an improved 
cookstove will be associated with a drop in post-intervention BP among pregnant women, 
as compared to control.  
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Specific Aim1B.3: Evaluate tolerance of and compliance with ABP monitoring by study 
participants in a rural West African setting. 
• While no specific hypotheses will be evaluated for this aim, elements of interest will 
include the rate of compliance with ABP monitor/air pollution monitor wearing (hours 
worn per day), tolerance of the equipment, and comments about the study protocol as 
reported by the study participants.  
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PROJECT II: HEALTH AND INDOOR RESIDENTIAL TEMPERATURE AND HUMIDITY IN 
NEW YORK CITY 
The second project encompassed in this dissertation (Chapters 3-6) takes us to a very different 
locale: New York City in the United States. Here, we investigate levels of temperature and 
humidity in residences during the summer and winter seasons in relation to heat illness risk in 
the summertime and to respiratory infections in the wintertime. In contrast to rural Ghana, 
where the climate is tropical and households contain as much outdoor space as indoor space, 
residents of New York City spend the majority of their time indoors in a heavily built 
environment consisting of multistory buildings constructed from stone, brick, and glass. Many 
homes here are apartments and condominiums in multifamily buildings, many of them in older 
construction dating from the early- to mid- 1900s. The temperate climate of the northeastern 
United States, meanwhile, presents dramatic seasonal shifts in outdoor temperature and 
humidity that affect temperature and humidity in the homes. This section of the dissertation 
aims to address research gaps concerning indoor residential temperature and humidity, 
particularly regarding exposure levels in homes. The remainder of this Introduction will 
introduce the relationship of this topic to climate change and to the health outcomes pertinent 
to the aims of Chapters 3-6.  
Climate change and the indoor environment 
In the developed world, the relationship between the indoor environment and climate change 
goes both ways: first, the indoor environment is affected by climatic changes in the outdoor 
environment, and second, energy use inside buildings itself contributes to climate change. 
Approximately one-third (between 25-40%) of anthropogenic greenhouse emissions in OECD 
countries are generated by the building sector, and between 40-95% of those emissions are 
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caused by energy use associated with the buildings’ operation. The remainder are associated 
with construction and demolition (de Wilde and Coley 2012). Building thermal energy, defined 
as energy used for space heating, space cooling, and water heating, is responsible for the lion’s 
share of operational building demand: between 60-70% of the total (Urge-Vorsatz et al. 2013). 
Improvements in building energy use are clearly of paramount importance to climate change 
mitigation, particularly as population growth combines with increased economic development. 
These demographic shifts are expected to lead to more homes, larger homes, and an increased 
demand for heating and cooling. Particularly, warmer global temperatures will collide with 
population pressures and dramatically increase demand for mechanical air conditioning (AC) – 
with the largest growth in AC prevalence projected for developing countries. A study of AC 
growth in Mexico, for example, has predicted an 83% increase in residential energy use in the 
country by the end of the century if we continue on “business-as-usual” global emissions 
pathways (Davis and Gertler 2015). This change is driven by AC adoption.  
 
A recent scenario-based study investigated how global building thermal energy use would be 
expected to respond to three different mitigation scenarios. The first scenario was based on 
widespread proliferation of energy-efficient practices for buildings (“deep efficiency” scenario), 
the second on more moderate improvements (“moderate efficiency” scenario) and the third on 
business-as-usual practices (“frozen efficiency” scenario). The study concluded that only the 
most aggressive “deep efficiency” scenario can be expected to reduce world total building 
thermal energy by the year 2050, given expected increases in residential floor area and in 
thermal comfort demand (Urge-Vorsatz et al. 2013). Studies such as these highlight the 
insufficiency of modest policy actions to achieve efficiency and mitigation targets for energy 
use in buildings.  
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There are many ways that climate change is expected to impact health via changes in the 
indoor environment. Americans and other members of industrialized countries spend an 
average of 90% of their time in indoor environments. About 68 percent of this time is spent in 
the residential environment in particular (Klepeis et al. 2001; Schweizer et al. 2007), with the 
percentage of time spent at home increased among vulnerable groups such as the elderly and 
the chronically ill. The indoor environment will be impacted by increased outdoor ozone and 
pollution from forest fires, pollen, and heat, all of which penetrate indoors. Adverse health 
effects of regional phenomena such as increases in the urban heat island effect (UHI) will also 
primarily be realized indoors.  
 
The lack of a significant research effort into the effects of climate change on the indoor 
environment globally has been noted by researchers (Spengler 2012), but the United States 
seems to be lagging even further behind other developed nations in prioritizing this topic as a 
research agenda. The editors of a 2012 special issue of the journal Building and Environment 
focused on “Implications of a changing climate for buildings” provide examples of climate 
change impact studies for buildings located in Europe, Asia, Africa, and the Middle East – 
notably, not a single example is from the United States (de Wilde and Coley 2012). Meanwhile, 
the position document on climate change issued by the American Society of Heating, 
Refrigerating, and Air-Conditioning Engineers (ASHRAE) makes reference solely to climate 
change mitigation, and does not mention the need to protect occupant health against the ways 
indoor conditions will change with a changing climate (ASHRAE 2009). ASHRAE standards for 
temperature and humidity still rely on a thermal comfort model developed in the 1960s 
(American Society of Heating c2004; Kingma and van Marken Lichtenbelt 2015).  
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By contrast, The UK’s Chartered Institution of Building Engineers (CIBSE) has adopted indoor 
thermal thresholds that at least reflect a concern for overheating in the indoor environment 
(CIBSE 2013). The UK’s Department for Communities and Local Government (DCLG) also 
recently commissioned an “Investigation into Overheating in Homes” focused on “current risks 
of overheating in existing and new build dwellings; how these risks may increase or decrease 
following action to mitigate carbon dioxide emissions through better energy efficiency; and 
how they are likely to change with the move towards zero carbon new homes from 2016” 
(DCLG 2012a, 2012b). It included a gap analysis that identified major research topics requiring 
further evidence to fulfill the goals of the inquiry. Several of the research gaps identified in this 
report are pertinent to the research conducted for this dissertation, namely: 
• The link between indoor temperatures and health impacts, and a set of 
definitions/equations to convey this. 
• Issues of peak daytime temperatures, minimum nighttime temperatures, and sustained 
heat events.  
• Understanding of the significance of other indoor climate factors on health.  
• How behavior impacts on temperature and other environmental conditions and on 
health outcomes, and how these relationships depend on the characteristics of the 
building.  
The report noted, in particular, that there is little epidemiological evidence linking indoor 
conditions with the risk of adverse health outcomes, and that the primary reason for this is a 
lack of data on indoor temperature and humidity (DCLG 2012b).  
 
As suggested in the DCLG report, there are relatively few studies that have monitored 
temperature and/or humidity inside homes (Arena et al. 2010; Beizaee et al. 2013; Engvall et al. 
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2005; Franck et al. 2013; Geving and Holme 2012; Kavgic et al. 2012; Mavrogianni et al. 2010, 
2015; Mirzaei et al. 2012; Nguyen et al. 2013; Oreszczyn et al. 2006; Orosa and Oliveira 2012; 
Pierse et al. 2013; Smargiassi et al. 2007; Sung H. Hong 2009; Tamerius et al. 2013a; Vadodaria 
et al. 2014; van Loenhout et al. 2016; White-Newsome et al. 2012; Wright et al. 2005; Zhang and 
Yoshino 2010). Of these, only a handful were in the United States (Arena et al. 2010; Nguyen et 
al. 2013; Tamerius et al. 2013a; White-Newsome et al. 2012). We therefore fundamentally lack 
understanding of indoor residential temperature and humidity levels, particularly in the U.S. 
We also do not know how indoor conditions respond to outdoor meteorological variability, 
and therefore cannot currently predict indoor temperature and humidity from more readily 
available outdoor sources. Lacking data to link indoor temperature and humidity to health 
outcomes, we are also unable to determine thresholds of indoor heat and humidity that would 
be relevant to the protection of individual and population health (Anderson et al. 2013). These 
gaps in knowledge clearly pertain to the health impacts of climate variability as it is currently 
experienced, as well as to the changing climate system. They are particularly relevant as 
several important health outcomes are linked to temperature and humidity. 
Heat, heat waves, and mortality/morbidity outcomes 
A major health threat in temperate regions during the summer season is illness and mortality 
as a result of exposure to extreme heat. Heat is the single largest weather-related factor leading 
directly to death in the United States, exceeding deaths from hurricanes, floods, tornadoes, and 
cold (NWS Office of Climate, Water, and Weather Services). High levels of heat and humidity 
overwhelm the body’s ability to maintain temperature homeostasis, which is normally 
achieved through vasodilation and perspiration (Kovats and Hajat 2008). Consequences of 
rising internal bodily temperatures are well documented and include heat stress, heat stroke, 
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and death (Bouchama and Knochel 2002).  
While there is no single definition of a heat wave, heat waves differ in intensity (degrees above 
the seasonal norm) and in duration, and are regularly associated with excess mortality. In 
extreme circumstances, the excess mortality can be astounding – notably the 50,000 to 70,000 
excess deaths across several countries during the 2003 European heat wave, and potentially 
similar numbers during the 2010 Russian heat wave (Université catholique de Louvain). While 
New York City has not yet experienced a heat wave of as extreme a nature as either of these, 
excess mortality is a regular occurrence during summertime heat waves in this city: for 
example, a 10-day heat wave in 2006 was associated with an 8% increase in all-cause mortality 
(New York City Department of Health and Mental Hygiene 2006).  
 
From recent studies that have analyzed heat wave deaths and have traced them to exposure in 
particular locations, it has become clear that the home environment can pose grave danger 
during extreme heat events. A full 50% of the fatalities in France during the 2003 heat wave 
occurred in homes (Fouillet et al. 2006), while in New York over 80% of heat stroke deaths are 
attributed to exposure at home (New York City Department of Health and Mental Hygiene 
2013; Wheeler et al. 2013). The levels of heat and humidity that are actually encountered in the 
indoor residences where these deaths occur, however, are currently unknown.  
 
Factors that have been found to influence heat-health risk in U.S. cities include older age, poor 
health status, race, poverty, social isolation, lack of air conditioning, neighborhood greenness, 
and local outdoor surface-level temperature (Klein Rosenthal et al. 2014; Klinenberg 2002; 
Madrigano et al. 2015). These factors may in fact be proxies for high indoor heat exposure, 
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which has itself been associated with older age, self-perceived health in the elderly (van 
Loenhout et al. 2016), and with neighborhood characteristics such as socioeconomic status 
(Tamerius et al. 2007) and racial makeup (Uejio et al. 2015).  
 
In the future, it is predicted that the disease and mortality burden attributable to excess heat 
will increase as a direct result of climate change. Climate scientists predict increases in the 
frequency and duration of extreme summertime temperatures, and increases in heat wave 
intensity and frequency (IPCC 2014). In cities, urban heat island effects exacerbate 
temperatures during heat waves (Li and Bou-Zeid 2013). All of these phenomena are projected 
to be associated with increased morbidity and mortality (Huang et al. 2011; Knowlton et al. 
2007; Lin et al. 2012).  
Illnesses due to respiratory viruses in the United States 
Respiratory tract infections such as influenza and respiratory syncytial virus exhibit a seasonal 
pattern with a wintertime peak in temperate countries. Influenza alone causes between 
thousands and tens of thousands of deaths in the United States each year (Thompson et al. 
2003), although these numbers may reflect substantial under-reporting due to lack of 
identification of influenza infection before death (Speers et al. 2013). Increasingly, evidence 
indicates that respiratory infections such as influenza may also be directly contributing, via 
inflammatory and plaque-breaking processes, to deaths due to cardiovascular disease, which 
also exhibit a wintertime peak (Reichert et al. 2004; Siriwardena 2012; Thompson et al. 2003; 
Warren-Gash et al. 2012). The burden of mortality from influenza is particularly large among 
the elderly, for whom the primary prevention strategy – the annual flu vaccine – is only 
partially effective in preventing death from influenza complications. A recent study of a 
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broadly vaccinated population in Canada suggests that widely reported rates of vaccine 
effectiveness may be optimistically high, and that the vaccine may only be about 20% effective 
in preventing influenza-related hospitalizations and deaths in persons ≥65 years of age 
(Ridenhour et al. 2013).  
 
Respiratory viral infections are spread from person to person via direct and indirect contact, 
droplet spray, and respirable aerosol particles (Gralton et al. 2013; Pica and Bouvier 2012). 
There are several hypotheses for the observed increase in respiratory infections in winter.  
These include behavioral factors promoting increased transmission due to spending more time 
with others in enclosed spaces, seasonally-induced changes in host resistance to infection 
attributable to Vitamin D deficiency, and climatic factors that promote the survival of the 
influenza virus and/or its transmission among susceptible hosts (Fisman 2012; Lipsitch and 
Viboud 2009; Lofgren et al. 2007; Tamerius et al. 2013b). Nonetheless, actual evidence 
supporting a scientific understanding of the factors facilitating viral transmission among 
susceptible human hosts remains scarce. 
 
Low humidity, has been associated with influenza infections observationally (Hajat et al. 2004; 
Mäkinen et al. 2009; Mourtzoukou and Falagas 2007) and to a lesser extent via experiments in 
humans (Johnson and Eccles 2005) and in animals (Lowen et al. 2007; Shaman and Kohn 2009). 
Humidity may be especially important to influenza virus survival and infectivity, and may be 
most important for the aerosol transmission route. Humidity affects both the rate of 
inactivation of the virus and the rates of evaporation and settling of aerosol particles 
containing the virus (Yang and Marr 2011). The mechanism that supports the greater viability 
of the virus in cold and dry conditions remains debated but may have to do with the greater 
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integrity of the virus’ lipid envelope in these conditions (Polozov et al. 2008). Low levels of 
humidity affect the aerosol route, additionally, by increasing evaporation, leading to smaller 
particles that remain in the air for longer periods of time before settling. A laboratory 
simulation with a manikin coughing influenza virus into the air found that at high relative 
humidity levels (RH ≥43%), the infectivity of respirable particles after one hour was reduced to 
approximately 15-20%, as opposed to infectivity of ~75% when RH was ≤ 23% (Noti et al. 2013). 
Because this simulation was conducted at constant temperature, these results would be equally 
true for absolute, rather than relative, humidity – a fact that may be especially important as 
evidence is accumulating that absolute humidity is more predictive of influenza transmission 
than relative humidity.  
Humidity measures 
There are several different metrics that can be used to represent the quantity of water vapor in 
the air: absolute humidity (AH) refers to the mass of moisture per total volume of air; it is 
generally measured in grams per cubic meter. Specific humidity (SH) is the mass of moisture 
per mass of air, presented as grams per kilogram. Vapor pressure (VP) is the partial pressure 
exerted by water vapor in moist air at a given altitude (e.g. sea level), and is measured in units 
of pressure such as hectopascals (hPa) or millibars (mb). These three metrics are all slightly 
different ways of expressing the quantity of water vapor content in air, irrespective of 
temperature, and can collectively be referred to as measures of absolute humidity (AH) (Davis 
et al. 2016). 
 
Relative humidity (RH), although widely used in epidemiologic research as in meteorological 
reporting, is a temperature-dependent metric. It is the ratio of the water vapor pressure in air 
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to its saturation vapor pressure, which is in turn dependent on the temperature of the air. The 
temperature-dependence of this measure means that studies that use RH in investigations of 
humidity as a risk factor hold the potential to be inherently confounded by temperature. RH 
has also been shown to be less well correlated than AH with the transmission and survival of 
viruses such as influenza. In a reevaluation of a laboratory study, low AH was positively 
associated in a linear fashion with influenza virus survival and with influenza transmission 
among guinea pigs, and these associations were stronger than with RH (Shaman and Kohn 
2009). Dips in AH have also been found to precede increases in influenza mortality in the 
United States (Shaman et al. 2010), to increase the reproduction number of influenza virus in 
the Netherlands (te Beest et al. 2013), and to have played a role in the 2009 H1N1 pandemic 
(Shaman et al. 2011).  Low AH was found to be associated with contamination of fomite 
surfaces by influenza virus in Bangkok (Levy et al. 2014). A longitudinal study of 30 years of 
data across 359 urban U.S. counties suggests that fully half of seasonal mortality from influenza 
could be attributable to variation in absolute humidity (Barreca and Shimshack 2012).  
Humidity in the indoor residential environment 
Because of the great proportion of time spent indoors, it is likely that a great deal of 
respiratory viral transmission occurs in the indoor environment. Some cities, including New 
York City, regulate a minimum level of heat that must be maintained in certain residential 
buildings during the winter months as a matter of public health policy (NYC Department of 
Housing Preservation and Development). To our knowledge, no policies exist in any major city 
to regulate levels of humidity in the winter months, although indoor humidity drops to low 
levels in the winter as outdoor humidity decreases (Nguyen et al. 2013; Tamerius et al. 2013a). 
Concerns about humidity in homes have tended to focus on the relationship between high 
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humidity/lack of ventilation and the adverse health consequences of mold proliferation (Arena 
et al. 2010; Baughman and Arens 1996; Krieger and Higgins 2002; World Health Organization 
1990), with much less attention being paid to the health effects of an overly dry environment.  
 
It is thus quite possible that the environmental conditions created by residential winter heating 
without supplemental humidification provide a robust environment for respiratory virus 
survival and for the transmission of respiratory infections between susceptible hosts via the 
aerosol route and through surface contamination. 
 
If this theory is supported via experimental and observational research, a novel means of 
infection prevention might logically be the humidification of indoor air during the winter. A 
very limited amount of evidence supports, at least theoretically, the potential health impact of 
humidification interventions. For example, an experiment in a Minnesota grade-school 
environment found that classroom humidification using commercially available home 
humidification equipment was effective in raising the levels of humidity in the rooms, and 
could potentially reduce 1-hour influenza virus survival rates from a maximum of 75% at low 
levels of humidity to about 35-45% using humidification (Koep et al. 2013).  
 
The research presented in Chapters 3-6 of this dissertation aims to address several research 
gaps that have been outlined here: namely, to gain better understanding of temperature and 
humidity conditions in New York City apartments in the summer and winter seasons, to 
understand how behavioral and structural factors modify these conditions, and to investigate 
how these indoor conditions might relate to health outcomes. The specific aims for this body of 
work are outlined below.   
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Specific Aims and Statement of Hypotheses for Project II 
 
SPECIFIC AIM 2A: Characterize the distribution of summertime heat and humidity in New 
York City residences, and predict heat index exposure during heat waves  
 
Specific Aim 2A.1:  Using indoor monitoring data from 285 New York City residences, build a 
model to characterize the mean and variance of summertime indoor heat index in New York 
City homes, as predicted by outdoor heat index. 
 
Specific Aim 2A.2: Using the above model, predict levels of indoor heat and humidity during 
moderate and extreme heat waves in New York City. 
 
SPECIFIC AIM 2B: Conduct a study in additional NYC homes to investigate the impact of 
factors such as air conditioning and use of humidifiers on indoor temperature and humidity in 
the summer and winter seasons; and to explore relationships between indoor temperature, 
humidity, perceptions of comfort, and health symptoms in both seasons 
 
Specific Aim 2B.1: Quantify levels of wintertime absolute humidity in a sample of NYC 
apartments and relate these humidity levels to estimates of one-hour influenza virus survival 
(IVS).  
• Hypothesis 2B.1a: The absolute humidity levels in New York City apartments during 
winter will be very low and will represent conditions that are favorable to influenza 
survival and transmission, as based on data from laboratory studies. 
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Specific Aim 2B.2: Investigate the impact of building- and household-level factors on indoor 
temperature and humidity in the winter and summer seasons. 
• Hypothesis 2B.2a: Number of persons in a household and the use of humidification devices 
will be positively associated with higher levels of absolute humidity in the apartments 
during winter.  
• Hypothesis 2B.2b: Presence of air conditioning will be associated with lower indoor 
temperature and heat index in the summer season.  
 
Specific Aim 2B.3: Investigate associations between indoor conditions, perceptions of 
comfort, and report of symptoms (focusing on colds/flus and exacerbations of respiratory 
illness in the wintertime; and heat stress in the summertime). 
• Hypothesis 2B.3a: Indoor temperature and humidity will be positively associated with 
residents’ perceptions of these conditions in their home environment. 
• Hypothesis 2B.3b: Colder and drier wintertime indoor conditions will be associated with 
symptoms of respiratory viral infections; warmer and more humid summer time indoor 
conditions will be associated with symptoms of heat stress. 
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ABSTRACT 
Background and Objective: The Ghana Randomized Air Pollution and Health Study (GRAPHS) 
is a community-level randomized controlled trial of cookstove interventions for pregnant 
women and their newborns in rural Ghana. Given that household air pollution from biomass 
burning may be implicated in adverse cardiovascular outcomes, we sought to determine 
whether exposure to carbon monoxide (CO) from woodsmoke was associated with blood 
pressure (BP) among 817 adult women.  
 
Methods: Multivariate linear regression models were used to evaluate the association between 
CO exposure, determined with 72-hour personal monitoring at study enrollment, and BP, also 
measured at study enrollment. At the time of these assessments, women were in the first or 
second trimester of pregnancy. 
 
Results: A significant positive association was found between CO exposure and diastolic blood 
pressure (DBP):  on average, each 1ppm increase in exposure to CO was associated with 0.43 
mmHg higher DBP [0.01, 0.86]. A non-significant positive trend was also observed for systolic 
blood pressure (SBP). 
 
Conclusion: This study is one of very few to have examined the relationship between 
household air pollution and blood pressure among pregnant women, who are at particular risk 
for hypertensive complications. The results of this cross-sectional study suggest that household 
air pollution from wood-burning fires is associated with higher blood pressure, particularly 
DBP, in pregnant women at early to mid-gestation. The clinical implications of the observed 
association toward the eventual development of chronic hypertension and/or hypertensive 
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complications of pregnancy remain uncertain, as few of the women were overtly hypertensive 
at this point in their pregnancies. 
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INTRODUCTION 
Worldwide, close to 3 billion households rely on biomass fuels for cooking and heating 
(Bonjour et al. 2013). Household Air Pollution (HAP) is created by the combustion of these 
fuels in open fires, and has been associated with many adverse health outcomes. In 2010 HAP 
was ranked the fourth contributing risk factor to the burden of disease worldwide (Lim et al. 
2012). For the country of Ghana specifically, HAP is the number one risk factor, contributing to 
the highest national burden of disease including cardiovascular disease (CVD) (Institute for 
Health Metrics and Evaluation 2013). Despite the huge estimated CVD burden associated with 
HAP, only one study to date has directly investigated the association between HAP and 
cardiovascular morbidity (Lee et al. 2012a). Given the long latencies in CVD, such studies are 
very challenging. Most research has consequently focused on risk factors for CVD. 
 
Blood Pressure (BP) is a known risk factor for CVD (Lewington et al. 2002), and has been 
shown to respond to changes in air pollution, particularly with respect to particulate matter 
less than 2.5 microns in aerodynamic diameter (PM2.5) (Brook et al. 2010). Mechanisms that 
may underlie the response of BP to exposure to particulate matter include autonomic 
imbalance and oxidative stress (Brook et al. 2009). Several controlled experiments in humans 
have demonstrated almost immediate increases in BP in response to short-term increases in 
PM2.5 (Cosselman et al. 2012; Langrish et al. 2009; Urch et al. 2005), although other studies have 
not found this association (Brook et al. 2002). A review of epidemiologic studies, largely 
conducted in economically advanced countries, indicates that a 10 µg/m3 increase in ambient 
PM2.5 is associated with BP elevations of approximately 1-8 mmHg (Brook and Rajagopalan 
2009).  Meanwhile, exposures to PM2.5 can be much higher in the developing world (Clark et al. 
2013); in the geographic region of this study, personal air sampling has previously recorded 24-
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hour exposure levels averaging 128.5 µg/m3 among women who are the primary cooks for their 
households (Van Vliet et al. 2013).  
 
HAP from biomass burning contains a complex mixture of volatile and particulate pollution 
(McCracken et al. 2012), including PM2.5 and carbon monoxide (CO). Due to its relative ease of 
monitoring, CO monitoring has been used as an indicator of woodsmoke exposure in previous 
cookstove intervention studies, including the RESPIRE trial in Guatemala (Smith et al. 2011); 
however, the use of CO as a proxy for PM2.5 exposure has been brought into question by 
several studies that have found poor correlations between the two pollutants in biomass 
settings (Dionisio et al. 2012; Klasen et al. 2015). Other studies have found stronger correlations 
between PM and CO, both in cooking areas and using personal measures (Dionisio et al. 2008; 
McCracken et al. 2013; Pollard et al. 2014). CO may itself be related to cardiovascular disease, 
with studies demonstrating associations between short-term increases in ambient CO and CVD 
hospital admissions in Taiwan (Yang et al. 2004) and the United States (Bell et al. 2009), and 
with CVD emergency department visits in Canada (Stieb et al. 2009), in statistical analyses that 
controlled for levels of co-pollutants such as PM and NO2. The adverse health effects of 
chronic, low-level exposure to CO appear to reflect mechanisms other than the hypoxia that is 
implicated in acute CO poisoning – including endothelial inflammation and immune activation 
(World Health Organization (WHO) 2010). Few studies have so far been conducted to assess 
the relationship between CO and blood pressure, and those among pregnant women have 
yielded conflicting results. A large study of pregnant women in the United States found that 0 
to 4-day-lagged ambient exposures to CO, but not PM, were associated with higher blood 
pressure at delivery among women who were normotensive or diagnosed with chronic 
hypertension (Männistö et al. 2014). Conversely, a cohort study of healthy pregnant women in 
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Pennsylvania found that chronic exposure to PM, but not CO, was associated with higher BP in 
late pregnancy (Lee et al. 2012b). 
 
The epidemiologic basis for our understanding of the association between HAP and BP 
currently rests on eight studies conducted in five locations: Guatemala (McCracken et al. 2007), 
India (Dutta et al. 2011), Nicaragua (Clark et al. 2011), China (Baumgartner et al. 2011), and 
Nepal (Neupane et al. 2015). Notably, all eight analyses have reported a positive association 
between HAP and BP, although the studies differ in the methods used to categorize HAP 
exposure (McCracken et al. 2012). While personal exposure monitoring is widely considered to 
be preferable to static monitoring techniques in terms of capturing health-relevant exposures 
to air pollutants (Clark et al. 2013; Steinle et al. 2013), few of these studies have employed 
personal monitoring. Those that have done so have been limited by sample sizes that were 
fairly small. These studies, meanwhile, have largely taken place among populations of non-
pregnant adults, but pregnancy presents a period of particular concern for elevations in blood 
pressure. Hypertension complicates an estimated 5-10% of pregnancies worldwide (Duley 2009; 
Lindheimer et al. 2010) and contributes substantially to global maternal mortality, accounting 
for an estimated 18% of all maternal deaths (Abalos et al. 2014). Hypertensive disorders during 
pregnancy also contribute to other adverse outcomes in both mother and child (Barker 1995; 
Männistö et al. 2013). To our knowledge, only two studies (Agrawal and Yamamoto 2014; 
Wylie et al. 2015) have previously investigated the relationship between biomass smoke 
exposure and hypertension in pregnancy, and neither has used personal monitoring to 
determine exposure to HAP. 
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The fact that HAP is a potentially modifiable environmental risk factor for both BP and CVD 
(Brook et al. 2011b) makes the case for the public health importance of scientific studies to 
clarify the relationship between HAP and cardiovascular risk factors, and to evaluate the 
potential impact of interventions to reduce HAP. Here we report the results of a cross-sectional 
analysis of the association between CO exposure and blood pressure among 817 pregnant 




Participants were studied upon initial enrollment into the study, “Ghana Randomized Air 
Pollution and Health Study (GRAPHS)”. In brief, GRAPHS is a community-level clustered 
randomized controlled trial of a cookstove intervention in a predominantly rural area of Ghana 
(Jack et al. 2015) (NCT01335490). Inclusion criteria for enrollment include being in the first or 
second trimester of pregnancy, living in one of 35 communities in the Kintampo Health 
Research Center (KHRC) catchment area, being the primary cook of the household, and being a 
non-smoker. Exclusion criteria include carrying multiple fetuses or a gestational age greater 
than 28 weeks (determined via ultrasound) (Boamah et al. 2014). The predominant type of 
cookstove used by households in this area of Ghana is a three-stone fire, fed by firewood. 
GRAPHS is a collaboration between Columbia University and KHRC, and the location of the 
study is the Kintampo North Municipality and Kintampo South District of the Brong Ahafo 
Region, located in the middle belt of Ghana. In the study area, hypertension is one of the 
leading causes of adult visits to health facilities (Ghana Health Service 2013).  
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Ethical Approvals 
Ethical approvals for GRAPHS were obtained from the Institutional Review Boards of 
Columbia University Medical Center, Massachusetts General Hospital/Partners Healthcare, the 
Ghana Health Service Ethical Review Committee, and the Kintampo Health Research Centre 
Institutional Ethics Committee. 
 
Study Participants 
Enrollment and data collection for GRAPHS began in September 2013. Potential participants in 
this analysis included women who had been enrolled in GRAPHS and for whom both a 
baseline BP and an initial CO measurement session had been conducted by September 2014 (n 
= 1183).  
 
Exposure Monitoring 
Personal CO measurements were collected for 72-hour periods immediately after the GRAPHS 
women were enrolled into the study, prior to delivery of improved cookstoves.  Each woman 
was outfitted with a Lascar (Erie, PA) EL-CO-USB Carbon Monoxide (CO) data logger set to 
record CO measurements every 10 seconds. The Lascar EL-CO-USB device reports 
concentrations between 0-1000 parts per million (ppm) CO and has a manufacturer-reported 
precision of ±6%. The monitor was worn in the woman’s breathing zone (attached to clothing) 
during the day, and women were instructed to keep the monitors near them while they slept. 
During the CO monitoring period, trained fieldworkers visited the women every 24 hours to 
record the past day’s cooking events and to check on any issues with monitoring compliance. 
CO monitors were periodically checked at the KHRC laboratory against a known 
concentration of National Institute of Standards and Technology (NIST) traceable CO gas 
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(50ppm) mixed in air, and all CO data were post-processed to account for a monitor- and time-
specific correction factor.  
 
Baseline Blood Pressure Monitoring 
Systolic and diastolic blood pressure measurements (SBP; DBP) were recorded at the Kintampo 
Municipal and Jema District Hospitals during the study women’s initial visit to the hospital to 
determine study eligibility, using a Watch BP Home-Microlife (Microlife Corporation, Widnau, 
Switzerland) digital automatic blood pressure monitor operated by trained GRAPHS study 
staff. The Watch BP Home-Microlife instrument has been previously validated against 
sphygmomanometer readings for blood pressure measurement in adults (Stergiou et al. 2007) 
and in pregnancy (Chung et al. 2009). Blood pressure was measured with the cuff around the 
upper left arm of the seated, resting study participant following five minutes of rest. A single 
blood pressure measurement (consisting of one SBP and one DBP measurement) was recorded 
for each participant. 
 
Covariates 
Gestational age was determined via ultrasound at study enrollment. Maternal weight and 
height measurements and a verbal medical history were also recorded during this initial 
hospital visit. Other potential covariates, including marital status, level of education, indicators 
of socioeconomic status (e.g. occupation, asset ownership, housing construction, and the 
household’s toilet and water facilities) were recorded by questionnaire during a home visit 
shortly after study enrollment. Activities that could have influenced CO exposure during the 
monitoring session (e.g. use of mosquito coils, smoking in the household) were recorded by 
questionnaire after each 24 hours of the 72-hour CO monitoring session. 
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Data management and analysis 
The final population for analysis was 817 women. Of the initial 1183 potential participants, we 
excluded 328 whose CO data did not meet validity criteria. The CO validity criteria comprised 
three components: 1) “high” confidence in the unit-specific Lascar CO monitor correction 
factor (i.e., a correction factor between 0.6-1.2 as calculated from the CO span gas procedure: 
215 records did not meet this criterion);  2) a CO monitoring session duration of  ≥44 hours (71 
records did not meet this criterion); and 3) a coding of “1” or “high” confidence of validity from 
a visual evaluation of the tracing of the minutewise CO data (174 records were coded 
otherwise). This resulted in a sample size of 855 for further analysis. We further excluded two 
participants whose DBP measurements were extreme outliers (defined as more than 3.5 times 
the interquartile range beyond the 3rd quartile of the data; no SBP measurements were 
outlying to this degree). Lastly, we excluded 36 women with missing covariate data. All data 
analysis was conducted using R version 3.0.2 (R Foundation for Statistical Computing, Vienna, 
Austria). 
 
Outcome and Exposure measures 
SBP and DBP were the dependent variables in separate linear regression analyses. We 
estimated the strength of the association between these variables and CO exposure using 
multivariate linear regression models with one-way cluster-robust standard errors to account 
for the clustering of individuals within communities.  
 
In calculating CO exposure, we first averaged each woman’s CO exposure over every minute 
of her monitoring session (which ranged in length from 44 to 90 hours, mean = 71.5 hours). 
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The resulting time series generally was characterized by numerous recordings near 0 
punctuated by spikes of much higher CO exposure, typically corresponding to cooking periods 
(see Figure 1 for an example). We selected the mean of the minute-averaged CO as the metric 
representing exposure to cooking smoke.  
 















 Session 1 
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Statistical Modeling 
We employed a multivariate linear regression model with cluster-robust standard errors to 
account for the grouping of individuals within communities. The regression equation was 
constructed separately for SBP and DBP as outcomes, and can generally be represented as 
follows: 
BP = 𝛽0 + 𝛽1CO + 𝛄X + ε,     [1.1] 
where 𝛽0 is a constant and 𝛽1 is the effect estimate for carbon monoxide exposure on BP, 
holding other covariates constant. X represents a matrix of potential covariates that vary at the 
individual or community level (e.g. age, gestational age, BMI, location of community in relation 
to the main road). The variance of the slope estimates β and 𝞬 is calculated using a sandwich 
estimator to obtain a variance-covariance matrix – and hence standard errors – that take into 
account the clustering of individual observations within discrete communities (Arai 2015). 
 
Covariate Selection  
Our variable selection process was motivated by the desire to include additional factors that 
may influence BP levels and to account for other possible sources of CO exposure beyond 
cooking smoke. We retained covariates in the final model if they were associated with SBP or 
DBP in univariate analyses with p < 0.1 and/or changed the parameter estimate for BP by more 
than 10%.  
 
At the individual level, potential covariates included age, body mass index (BMI), occupation, 
day of week of BP measurement, and gestational age (in weeks). Although individual smoking 
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and history of hypertension are also known to predict BP, in our cohort very few women had 
ever smoked (0.4% of the participants, Table 1) or had previously been diagnosed with 
hypertension (1.4%). These two variables were therefore not assessed as potential covariates. 
 
As exposure to secondhand smoke may affect CO exposure and influence BP, we included a 
binary indicator variable for tobacco smoking by anyone in the household during the CO 
monitoring session. We constructed a household asset index as a proxy for socioeconomic 
status, as household-level socioeconomic status may predict BP, possibly through diet and 
other means. The asset index was constructed using a principal components analysis of the 
study participants’ housing characteristics and ownership of household durables (including the 
material of the home’s walls, roof, and floor, the household’s primary source type of drinking 
water and type of toilet facility, and ownership of items such as tables, mattresses, radios, 
phones, and TVs). The asset data were centered and scaled prior to analysis, such that the 
mean of the asset index was 0, and a higher score indicated higher household socioeconomic 
status (Filmer and Pritchett 2001; Wagstaff et al. 2007; Vyas and Kumaranayake 2006).  
 
Additional variables were considered for inclusion, including self-reported exposure to other 
sources of smoke during the monitoring session (e.g. trash burning, mosquito coils), rainy 
season vs. dry season, and presence/absence of a major road passing through the community. 
These factors were not associated with BP and did not significantly affect model parameters, 
and so were not included in the final models.  
 
The final adjusted model contained covariates for: age, BMI, gestational age, occupation, 
secondhand smoke exposure, and day of week of BP measurement. 
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RESULTS 
Table 1 summarizes the descriptive characteristics of the GRAPHS women in this study. The 
baseline characteristics of the women included in the final analysis (n = 817) did not differ 
significantly from those excluded due to invalid CO data or other reasons (n = 366).  The 
included women were largely in the early second trimester of pregnancy at the time of 
enrollment into the study. Very few of them were previously known to be hypertensive (1.4%) 
or diabetic (0%). The majority of the women were either working as farmers/laborers (40%) or 
not employed outside the home (31%). Although the women were non-smokers, about one-fifth 
(21%) were exposed to secondhand tobacco smoke in their household or compound. The 
majority of women (60%) primarily cook in a totally open location, although about half the 
women have a partially or fully enclosed location in which they do some of their cooking (e.g. 
when it is raining). The predominant cooking fuel in this setting is wood (96%), with charcoal 
being used as a secondary fuel for about half the women.  
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(n = 817) 
Excluded from 
analysis  
(n = 366) 
 
 




Age (years) 27.3 ±7.1 27.8 ± 7.6 0.29 
BMI (kg/m2) 23.3 ± 3.3 23.4 ± 3.5 0.64 
Gestational age (weeks) 16.0 ± 4.3 15.8 ± 4.4 0.42 





Known history of hypertension (%) 1.4 1.9 0.45 
Known history of diabetes (%) 0 0.001 0.10 
Ever smoker (%) 0.4 0.5 0.65 
Smoker in household or compound (%) 21 20 0.82 
Education 
(%): 
None 38 40 
0.59 Primary School 
27 23 
Middle School or above 35 30 
NA 0 6 
Marital status 
(%): 
Married 53 54 
0.37 
Living with partner 32 31 
Single 14 10 
Widowed/Divorced/Separated 0.4 0 
NA 0 5 
Employment 
status (%): 
None 31 28 
0.67 
Farmer/laborer/domestic worker 40 40 
Trader/food seller/businesswoman 21 17 
Other 8 9 




Totally open 60 55 
0.90 
Partially enclosed 21 21 
Fully enclosed 18 18 
NA 0 6 
Secondary: 
Totally open 14 12 
0.65 
Partially enclosed 30 27 
Fully enclosed 16 13 
None 41 42 
NA 0 6 
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Fuel type (%): 
Primary: 
Wood 96 88 
0.07 
Crop Residue 0.1 0 
Charcoal 4 5 
LPG 0.2 1 
NA 0 6 
Secondary: 
Wood 6 7 
0.19 
Crop Residue 2 2 
Charcoal 49 40 
None 42 46 
NA 0 6 
 
a The Asset Index was constructed using a Principal Component Analysis of variables 
including: type of housing materials, type of toilet facility, primary water source, type of home 
ownership, household ownership of livestock animals, and household ownership of consumer 
durables (e.g. table, mattress, radio, television, bicycle, motorcycle, car, phone, radio, fan, 
computer).  
 
Compliance with the CO monitoring protocol was quite good, with research workers reporting 
that women were wearing the devices 93.7% of the time at the start of their daily check-up 
visits. The mean duration of CO monitoring sessions was 71.5 hours (range: 44.2-90.3, with 
97.5% of the sessions reaching at least 90% of the target sampling interval of 72 hours). The 
mean CO measured was 1.6 ppm, with a distribution with a long right tail (Figure 2). The 
pregnant women were largely normotensive, with a mean SBP of 106 mmHg and a mean DBP 
of 63 mmHg (Figure 3).  Only six individuals (<1% of the participants) were overtly 
hypertensive, defined as SBP > 140 mmHg and/or DBP > 90 mmHg. 
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Figure 2: Distribution of mean 72-hour-averaged CO 
 
 
Figure 3: Distribution of baseline BP 
 
 





















 1.6 ± 1.31 ppm 
 (range:  0.039 to 15.4 ppm)























 106 ± 10.2 mmHg
Mean DBP:
  63.41 ± 7.97 mmHg
SBP
DBP
	   61	  
The crude and adjusted estimates for the effect of CO exposure on BP are shown in Table 2. 
We found that higher CO exposure was significantly associated with higher DBP in our 
adjusted models. We observed a non-significant trend in the same direction for SBP. A 1ppm 
increase in mean CO exposure was associated, on average, with 0.39 mmHg higher SBP (95% 
confidence interval: [-0.12, 0.90]), and with 0.43 mmHg higher DBP [0.01, 0.86].  
 
Table 2 : Crude and adjusted effects of personal CO exposure on BP. The associations are the 
estimated change in SBP or DBP (mmHg) associated with a 1 ppm increase in mean 72-hour-
averaged personal CO exposure.  
 
 Crude Associationa Adjusted Associationa,b 
 Estimate (mmHg) 95% CI 
Estimate 
(mmHg) 95% CI 
SBP 0.31 [-0.28, 0.91] 0.39 [-0.12, 0.90] 
DBP 0.59 [0.14, 1.03] 0.43 [0.01, 0.86] 
 
aStandard Errors are cluster-robust. In each model, results are reported after removal highly 
influential variables with Cook’s Distance > 0.04; maximum number removed observations = 2. 
bAdjusted for age, BMI, gestational age, occupation, secondhand smoke exposure, and day of 
week of BP measurement.  
 
The full output of the adjusted model can be found in the Supplemental Material, Table 1. The 
coefficients for the included confounders (age, BMI, gestational age, and secondhand smoke 
exposure) were in the expected direction, with the exception of age in the SBP model only. 
While increased age is generally associated with higher SBP, in our cohort age was associated 
with lower SBP, perhaps because the age range in our cohort was quite narrow (range 15-48 
years).  
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Our results reflect the fact that regression diagnostics indicated that a small number of 
outlying and highly influential observations were swaying our model effect estimates, 
particularly for DBP. We used the criterion of Cook’s Distance (using a universal cutoff value 
of Cook’s Distance > 0.04) to remove a maximum of two influential observations from the data 
prior to reporting the final results.  We found that one influential observation led to an 
overestimation the association between CO and DBP in the adjusted model, while the behavior 
of the SBP models was less influenced by outlying observations (see Supplemental Digital 
Content, Figure 1 for an example of the change in beta coefficient in response to piecewise 
removal of influential observations).  
 
We conducted an additional sensitivity analysis in which we excluded ten women from the 
analysis who reported never cooking during the exposure monitoring period. The results from 
this sensitivity analysis can be found in the Supplemental Digital Content, Table 2. The results 
for SBP and DBP were quite similar to the main result, suggesting that community-level 
exposures to CO may contribute to the observed effect on BP.  
 
DISCUSSION 
SBP and DBP were both higher in pregnant women exposed to higher levels of CO at mid-
gestation, although only the results for DBP reached statistical significance at alpha = 0.05.  
 
This finding supports evidence from prior studies that exposure to HAP from cooking smoke is 
related to increases in blood pressure (Baumgartner et al. 2011; Clark et al. 2011; McCracken et 
al. 2007). Furthermore, this study suggests that these relationships hold during early- and mid-
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pregnancy. Pregnancy has a known effect on BP due to changes in cardiac output and 
intravascular volume, with BP falling during early pregnancy, reaching its nadir near mid-
pregnancy, and rising thereafter (Lindheimer et al. 2010). The analysis here controlled for 
gestational age in weeks, and found that CO exposure is associated with higher BP even at 
early to mid-gestational stages. This work also suggests that the association between HAP and 
blood pressure may be more robust for DBP than for SBP. Several previous studies have 
similarly shown a stronger effect of particulate air pollution on DBP than SBP (Brook et al. 
2009; Neupane et al. 2015; Urch et al. 2005), although others have found significant associations 
for SBP only (Baumgartner et al. 2011; Brook et al. 2011a), or for both parameters(McCracken 
et al. 2007). In this study, we observed positive trends for both SBP and DBP. It is possible that 
the greater variability of SBP measurements, as compared to DBP, led to the greater statistical 
instability observed here for SBP.  
 
The magnitude of the association between HAP exposure and BP observed in this cohort (~0.4 
mmHg higher SBP and DBP for each 1ppm elevation in CO exposure) is comparable in scale to 
the associations between HAP and BP that have been observed in Nicaragua, China, and 
Guatemala, where BP was between 0.5-3.7 mmHg higher per unit of HAP exposure 
(McCracken et al. 2012). For this cohort of pregnant women in particular, it is worth noting 
that the size of the association observed here is the same order of magnitude as the differences 
in BP that have been observed in studies of maternal smoking. Smoking, which results in 
higher levels of CO exposure than those observed here, is associated with numerous adverse 
pregnancy outcomes including low birth weight and preterm birth. In a study of 7106 pregnant 
women in the Netherlands, statistically significant differences in BP were observed between 
women who never smoked during pregnancy versus those who smoked throughout the 
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pregnancy or smoked only during the first trimester, and the differences in SBP and DBP 
between these groups at 16 weeks pregnancy were <1 mmHg (Bakker et al. 2010). 
Interestingly, the study found that DBP at 16 weeks was actually higher among the 
nonsmokers than the smokers, and that this pattern reversed by the time of delivery. SBP 
followed a more predictable pattern, with smokers having higher SBP throughout gestation 
and the differences between groups increasing as the pregnancy progressed. In the current 
analysis, we found that both SBP and DBP were higher in GRAPHS women exposed to more 
CO at early to mid-gestation.   
 
While the clinical relevance of such small elevations in BP may be hard to discern at the 
individual level, especially in the young and largely healthy GRAPHS population, this study 
adds to the growing body of evidence that HAP exposure raises both SBP and DBP among 
normotensive adults. This finding, in turn, lends support to hypotheses that changes in long-
term basal BP levels may be one pathway through which long-term exposure to air pollution 
adversely affects cardiovascular risk (Brook et al. 2009, 2010).   
 
Limitations 
This cross-sectional study assessed CO exposure and BP among women at early to mid-
pregnancy. BP was not reliably assessed later in gestation across in GRAPHS, so we could not 
examine differences in BP closer to the time of delivery, nor assess the effects of CO exposure 
on hypertensive disorders of pregnancy that manifest later in gestation. Further, BP readings 
can vary within an individual, and accurate BP assessment for clinical purposes often requires 
more than the single measurement that was conducted here. A certain amount of measurement 
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error may therefore exist in the BP data analyzed here. Due to its nondifferential nature, any 
bias resulting from this error would be expected to influence the results toward the null. 
 
It is also possible that other sources of CO, besides cookstove smoke, contributed to the 
women’s CO data. However, the fact that inclusion of other known sources of CO (e.g. 
exposure to trash burning, involvement in charcoal production) did not affect the main 
parameter of interest makes it more likely that the observed association is attributable to CO 
from cookstove smoke. The length of the monitoring period (approximately three days) and 
the fact that personal CO monitoring was conducted lend strength to the assertion that these 
values may represent the individual women’s “typical” exposures to CO due to cooking with 
their traditional three-stone fires. Since CO was the only pollutant measured in this baseline 
air pollution monitoring, it is difficult to know whether the effects found are due to CO itself 
or to another pollutant that co-varies with CO in the context of biomass burning. Monitoring 
of more than one pollutant would allow for better analysis of the source components of HAP 
that may be responsible for the higher observed BP; as it is, we do not know whether the 
effects seen, if attributable to HAP, are due to CO, PM, or to other pollutants produced during 
biomass burning.  
 
Finally, this is an observational study, and although we controlled for many known predictors 
of BP, it is possible that confounding by an unmeasured covariate influenced our results. For 
example, ambient temperature may be associated both with energy use patterns and with 
blood pressure, and has often been included as a covariate in blood pressure models. A 
limitation of our study is that these data were not available in our study area. The climate of 
the study region is tropical, however, with mean temperatures staying within a fairly narrow 
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range all year (Kintampo South Assembly. 2007) and with seasonal differences in precipitation 
(two “rainy” seasons per year versus drier periods). The lack of wide temperature variability 
would likely attenuate any observable effect of temperature on the relationship observed here. 
Information on certain other potential predictors of BP, such as diet and time of day of the BP 
measurement, was likewise not available and therefore could not be included in our analyses. 
Future work based on the randomized provision of cleaner stoves, in this cohort and others, 
will help to determine whether HAP is a cause of increased blood pressure in pregnant women 
and other adults.  
 
CONCLUSIONS 
This study of over 800 pregnant women in rural Ghana provides evidence of a positive 
association between CO exposure and mid-pregnancy blood pressure, with results stronger for 
DBP than SBP.  
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SUPPLEMENTAL MATERIAL 
 
Table S1: Full model output, adjusted model 
SBP (n = 817) 
 Variable Coefficient SE p-value   
(Intercept) 93.138621 4.776321 <2e-16 * 
CO (72-hour mean, ppm) 0.389998 0.259316 0.132987   
Age (years) -0.150018 0.05943 0.011786 * 
BMI 0.778011 0.105665 4.47E-13 * 
Gestational age (weeks) -0.235393 0.096647 0.015084 * 
Secondhand smoke exposurea 1.988731 0.673641 0.003247 * 
weekday_Monb 0.676527 0.879117 0.441791   
weekday_Satb 7.444213 0.850129 <2e-16 * 
weekday_Thursb 0.715782 1.234546 0.562217   
weekday_Tuesb 1.110648 0.941793 0.238632   
weekday_Wedb -2.718875 1.228835 0.027209 * 
Occupation_traderc 2.470428 3.235788 0.445408   
Occupation_Hair_seamc -0.433602 3.216966 0.892815   
Occupation_Farmerc 0.438977 2.981986 0.883004   
Occupation_nonec 2.361241 3.020102 0.434539   
          
DBP (n = 816 due to removal of one influential point) 
 Variable Coefficient SE p-value   
(Intercept) 56.847961 3.320256 <2e-16 * 
CO (72-hour mean, ppm) 0.430808 0.216531 0.046976 * 
Age (years) 0.045066 0.055413 4.16E-01   
BMI 0.318777 0.071957 1.07E-05 * 
Gestational age (weeks) -0.216612 0.07811 0.00568 * 
Secondhand smoke exposurea 1.538313 0.85012 0.070744 
 weekday_Monb 2.524834 0.833256 0.002523 * 
weekday_Satb 5.696103 0.976661 7.93E-09 * 
weekday_Thursb 1.771792 1.13679 0.119488   
weekday_Tuesb 2.712081 0.972285 0.005406 * 
weekday_Wedb -0.437747 1.145751 0.702517   
Occupation_traderc -0.409456 2.021686 0.839552   
Occupation_Hair_seamc -1.601454 2.219054 0.4707   
Occupation_Farmerc -2.167347 2.054081 0.291679   
Occupation_nonec -0.199383 2.206448 0.928021   
aSecondhand smoke exposure: binary (1 = presence of smoker in household or compound, 0 = 
absent) ; bWeekday: Friday is default; cOccupation: professional (e.g. teacher, nurse) is default, 
other categories are: trader/food seller/businesswoman, hairdresser/seamstress, farmer/laborer, 
not employed outside the home. *p < 0.05. 
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Figure S1: Effect of removal of influential points on beta for main effect (mean 72-hour CO). 
Influential points are numbered in decreasing order by Cook’s Distance (largest Cook’s 
Distance = #1).  Results are for the model adjusted for age, BMI, gestational age, occupation, 
secondhand smoke exposure, and day of week of BP measurement. Figure demonstrates the 

























A. Effect of data point removal on regression slope for SBP


































B. Effect of data point removal on regression slope for DBP
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Table S2: Sensitivity analysis with dataset excluding 10 women who did not cook during the 
exposure monitoring period, n = 807. The associations are the estimated change in SBP or DBP 
(mmHg) associated with a 1 ppm increase in mean 72-hour-averaged personal CO exposure. 
 
 Crude Associationa Adjusted Associationa,b 
 Estimate (mmHg) 95% CI Estimate (mmHg) 95% CI 
SBP 0.27 [-0.33, 0.89] 0.37 [-0.15,0.88] 




a Standard Errors are cluster-robust. In each model, results are reported after removal of highly 
influential variables with Cook’s Distance > 0.04; maximum number removed observations = 2. 
bAdjusted for age, BMI, gestational age, occupation, secondhand smoke exposure, and day of 
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ABSTRACT 
Background and Objectives: We investigated whether hourly carbon monoxide (CO) 
exposures were associated with acute increases in ambulatory blood pressure (BP); and 
secondarily, if switching to an improved cookstove was associated with BP changes. We also 
evaluated the feasibility of using 24-hour ambulatory blood pressure monitoring (ABPM) in a 
cohort of pregnant women in Ghana.  
 
Methods: Participants were 44 women enrolled in the Ghana Randomized Air Pollution and 
Health Study (GRAPHS). For 27 of the women, BP was measured using 24-hour ABPM; home 
blood pressure monitoring (HBPM) was used to measure BP in the remaining 17 women. 
Personal CO exposure monitoring was conducted alongside the BP monitoring. 
  
Results: Peak CO exposure (defined as ≥ 4.1ppm) in the two hours prior to BP measurement 
was associated with elevations in hourly systolic BP (4.3 mmHg [95% CI: 1.1, 7.4]) and diastolic 
BP (4.5 mmHg [95% CI: 1.9, 7.2]), as compared to BP following lower CO exposures. Women 
receiving improved cookstoves had lower post-intervention SBP (within-subject change in SBP 
of -2.1 mmHg [95% CI: -6.6, 2.4] as compared to control), though this result did not reach 
statistical significance. 98.1% of expected 24-hour ABPM sessions were successfully completed, 
with 92.5% of them valid according to internationally defined criteria.  
 
Conclusions: We demonstrate an association between acute exposure to carbon monoxide and 
transient increases in BP in a West African setting. ABPM shows promise as an outcome 
measure for assessing cardiovascular health benefits of cookstove interventions.  
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INTRODUCTION 
Household Air Pollution (HAP) from cooking using biomass fuels has been estimated to be the 
fourth leading risk factor for death and disability globally (Lim et al. 2012) and the leading risk 
factor in Ghana (Institute for Health Metrics and Evaluation 2013). A significant proportion of 
this risk is attributable to adult cardiovascular disease (CVD), yet few studies on the health 
effects of HAP to date have focused on cardiovascular outcomes. Increased blood pressure (BP) 
is one mechanism thought to potentially underlie the relationship between household air 
pollution exposure and cardiovascular disease. There is existing evidence of an association 
between ambient particulate matter (PM) exposure and increased BP, and a large body of 
literature linking increased BP to cardiovascular events and mortality (McCracken et al. 2012). 
The specific mechanism by which PM exposure may lead to increased BP remains unknown, 
but has been hypothesized to involve vasoconstriction, endothelial dysfunction, and/or 
autonomic nervous system imbalance (Brook and Rajagopalan 2009). Carbon monoxide (CO) is 
another component of household air pollution that may be a proxy for HAP exposure. CO itself 
may affect BP. Secondhand smoke, which contains CO as well as PM, has been shown to 
acutely affect BP levels during exposure (Yarlioglues et al. 2010). We have previously reported 
an association between mean 72-hour CO exposure and BP in the GRAPHS cohort at trial 
enrollment (Quinn et al. 2016); this analysis was cross-sectional and did not investigate acute 
effects of CO on BP.   
 
As a clinical biomarker of CVD risk, BP has the advantage of being non-invasive and 
inexpensive. Traditional “clinic” measurements of BP, however, are imperfect estimates of BP, 
as BP levels vary throughout the day and may be influenced by the clinic environment in 
either an upward or downward direction (Mancia et al. 2013) Alternative methods of 
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measuring BP that overcome these shortcomings are ambulatory blood pressure monitoring 
(ABPM) and home blood pressure monitoring (HBPM). Both ABPM and HBPM have been 
shown in numerous studies to correlate with CVD and mortality outcomes, independently of 
clinic-measured BP (Shimbo et al. 2015).  In ABPM, a portable monitor and blood pressure cuff 
are worn for an extended period (typically 24 hours), with BP measurements taken at 
approximately 15 to 45 minute intervals throughout the day and the night. In HBPM, an 
automatic digital BP monitoring device is used to measure BP repeatedly in the home setting 
over the course of several consecutive days. ABPM currently is considered the gold standard 
for accurately assessing blood pressure since it provides a comprehensive assessment of an 
individual’s complete BP profile, including the diurnal variation that may be important to 
cardiovascular risk (Pickering et al. 2005). Many American and European clinical bodies have 
developed guidelines that recommend 24-hour ABPM for the diagnosis and treatment of 
hypertension (Shimbo et al. 2015). Despite its clear clinical potential, ABPM is relatively 
untested for either clinical or research purposes in settings outside of the developed world. 
One study has reported using ABPM to measure BP in association with HAP exposure in India; 
this study investigated associations during cooking sessions only and was inconclusive in its 
findings (Norris et al. 2016). We know of no studies that have reported on the feasibility of 
ABPM in a rural African setting.  
 
Here, we use ABPM among a subset of pregnant women enrolled in the Ghana Randomized 
Air Pollution and Health Study (GRAPHS) to investigate two hypotheses: first, that acute 
exposure CO would trigger acute increases in BP; and second, that a cookstove intervention to 
reduce exposure to HAP would lead to lower post-intervention BP as compared to control.  
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METHODS 
Study Participants 
The study was carried out in a subset of women (n=44) enrolled in the GRAPHS trial, which 
has been described previously (Jack et al. 2015). In short, GRAPHS is a community-level 
randomized controlled cookstove intervention trial among pregnant women living in rural 
communities of the Kintampo North and Kintampo South districts, located in a predominantly 
rural area in the middle belt of Ghana. GRAPHS women are non-smokers, the primary cooks 
for their households, and at less than 28 weeks of gestation at the time of enrollment as 
established by ultrasound (Boamah et al. 2014). Ethical approvals for this study were obtained 
from the Institutional Review Board of Columbia University Medical Center and the Kintampo 
Health Research Centre Institutional Ethics Committee. Informed consent was obtained from 
all human subjects before the research began. 
 
Women were recruited into this BP study between July and November 2014, at the time of 
their enrollment into the parent GRAPHS trial. The selected women were a convenience 
sample chosen such that half the women were living in intervention communities and half in 
control communities. In this region, the traditional cookstove is a “three-stone” open fire 
fueled by firewood. Women in control communities continued cooking with traditional fires 
throughout the trial, which spanned the remainder of the woman’s pregnancy and through the 
infant’s first year of life. Women in intervention communities received improved cookstoves 
one to three weeks following enrollment into GRAPHS, with the intervention cookstoves being 
either: a) improved-combustion biomass-burning BioLite HomeStoves (BioLite Inc., Brooklyn 
NY); or, b) two-burner liquefied petroleum gas (LPG) stoves and associated cooking fuel. 
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Women were encouraged to complete all cooking activities using the new stoves for the 
duration of the trial, and research workers tracked their stove use weekly.  
 
BP Measurement Protocols 
Each woman’s BP was measured during two distinct sessions. The first measurement occurred 
within a week of enrollment into GRAPHS, prior to the delivery of improved cookstoves to the 
women in intervention communities. All women were thus still cooking on traditional fires at 
the time of this “baseline” BP measurement session. The second BP measurement session 
occurred approximately 3-4 weeks later, after the initiation of cooking with improved 
cookstoves in the intervention groups.  
 
We designed two BP measurement protocols for this study. The first employed 24-hour ABPM 
to measure BP. SpaceLabs 90207 ABP monitors (SpaceLabs Medical, Inc.; Redmond, WA) were 
deployed to the study participants for 24-hour periods, as is commonly done in clinical practice 
(Mancia et al. 2013). These monitors have been validated according to the standards of the 
Association for the Advancement of Medical Instrumentation (Association for the 
Advancement of Medical Instrumentation 1993; Shennan et al. 1993). Trained research staff 
deployed the monitors, which were set to record BP every 20 minutes during the daytime and 
every 30 minutes during the nighttime. The research workers returned approximately 24 hours 
later to retrieve the monitors from the women and to download the data. Women self-reported 
their sleep and wake times during the monitoring period. 
 
As a secondary aim of the study was to assess the feasibility of ABPM in this setting, we 
developed a parallel protocol using home blood pressure monitoring to compare with the 
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ABPM arm. European Society for Hypertension (ESH) guidelines for HBPM recommend that 
BP be measured morning and evening for a minimum of 3-4 consecutive days with at least two 
BP measurements taken per occasion (Mancia et al. 2013). Here, we employed Omron BP791IT 
automatic digital blood pressure monitors (Omron Healthcare, Inc.; Bannockburn, IL) to 
measure BP each morning and evening over the course of five consecutive days. Trained 
resident fieldworkers operated the monitors, while the women were seated and resting with 
the BP cuff attached to the left arm. At each visit, the fieldworkers operated the BP monitors 
using a setting that automatically measured BP three times, spaced apart by one minute of rest. 
The average values from these three consecutive measurements were recorded as that session’s 
(morning or evening) systolic and diastolic BP (SBP; DBP).  
 
Participants were enrolled into either the ABPM or the HBPM arm of the study using a 
convenience approach, and the same protocol (either ABPM or HBPM) was used for the first 
and second BP measurement sessions for each woman. Figure 1 shows a visualization of the 
workflow of the two BP measurement protocols.  
 
BP Outcome Definitions  
In the HBPM arm, mean SBP and DBP were calculated by taking the average of all recorded 
SBP/DBP measurements over the course of each five day-session. Hypertension in the HBPM 
arm was defined per ESH recommendations (Mancia et al. 2013).  In the ABPM arm, 24-hour 
BP was calculated from the valid sessions using the mean of all successful BP recordings 
during the monitored period. Additionally, awake and asleep SBP and DBP were calculated in 
this arm, using the average of the measurements taken during the women’s self-reported 
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sleeping and waking periods. Definitions for specific BP phenotypes follow the 
recommendations of the ESH (O’Brien et al. 2013) and are provided in Table 1.  
 
Figure 1: Flow chart of study activities. 
 
 
Table 1. BP definitions, per European Society of Hypertension 
 
HBPM Hypertension Average SBP ≥ 135 mmHg or average DBP ≥ 85 
ABPM 
Hypertension Mean 24h SBP ≥ 130 mmHg or mean 24h DBP ≥ 80 mmHg 
Awake ambulatory hypertension Mean awake SBP ≥ 135 mmHg or mean awake DBP ≥ 85 mmHg 
Nocturnal hypertension Mean asleep SBP ≥ 120 mmHg or mean asleep DBP ≥ 70 mmHg 
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Exposure Monitoring 
Personal CO measurements were obtained using Lascar EL-USB-CO monitoring devices 
(Lascar Electronics, Erie, PA), deployed for a 72-hour period following the GRAPHS trial 
protocol (Jack et al. 2015). These monitors record real-time CO exposure in parts per million 
(ppm), with measurements taken every ten seconds. The timing of the BP measurement 
sessions was designed to coincide with the three-day CO monitoring sessions. 
 
Data Analysis: 
Acute CO-BP effect 
Analysis of the acute CO-BP effect employed data from the women whose BP was measured 
using 24-hour ABPM. We averaged BP measurements by hour, and analyzed hourly SBP and 
DBP as outcomes in separate multilevel linear regression models, with the 24-hour ABP 
monitoring session as the grouping variable. The models were adjusted for the awake period 
(based on each individual’s self-reported waking hours), when BP is known to be higher than 
during sleep, and for the two-hour peri-waking period of the morning, when BP rises rapidly 
(Shimbo et al. 2015). Other potential individual and time-varying covariates, such as hour of 
day, age, gestational age, and BMI, were tested for inclusion in the models but did not affect 
our main estimates of interest and thus were not retained in the final models.  
 
Peak CO was entered in the models as a fixed binary predictor indicating whether or not the 
two-hour moving average of CO prior to BP measurement was above 4.1ppm. This exposure 
definition was motivated by the nature of CO exposure and by our hypothesis for the CO-BP 
association. CO exposure in this setting is by nature episodic (for an example see Figure 2), 
which argues against using average exposure values that may bias estimates of association 
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(Clark et al. 2013; Ezzati et al. 2000; Ezzati and Kammen 2001) Further, our hypothesis for the 
analysis of acute CO exposure and acute BP changes was that BP values within two hours of 
peak CO exposure would be increased, relative to BP measured at other times. This hypothesis 
was grounded in experimental and chamber studies that have demonstrated an association 
between acute PM exposure and increased BP within about two hours following PM exposure 
(Bellavia et al. 2013; Cosselman et al. 2012; Langrish et al. 2009; Urch et al. 2005).  
 
Results of initial exploratory models using each hour of CO (lag 0, lag 1, and lag 2) separately 
and combined can be found in the Supplemental Material, Table S1; these provided initial 
confirmation that BP was increased at lags 0 and 1 following CO exposure, but that the 
association went away at lag 2. To capture CO levels two hours previous to BP measurement, 
we generated a two-hour moving average of the measured CO values. We then used the 
distribution of this variable across all participants to determine “peak” CO exposure: this value 
was defined as the 90th percentile of the 2-hour moving average CO distribution, or 4.1ppm.  
 
A potential limitation of this approach is that CO exposure for some exposure monitoring 
sessions never crossed the 90th-percentile threshold and these data were therefore excluded. To 
address this potential shortcoming, we conducted two sensitivity analyses using alternate 
definitions of CO. In the first sensitivity analysis, we continued to pool the measured CO 
values across our study population but chose different percentiles (75th, 80th, 85th, and 95th) for 
our definition of “peak” CO exposure. 
 
As a second sensitivity analysis, we used each individual 24-hour session of CO measurements 
to define “peak” CO, again using the 75th to 95th percentiles (rather than pooling the exposure 
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measurements across all the CO monitoring sessions to determine the percentiles). Every 
individual thus had some hours of the day that met the criteria for “peak” CO exposure. While 
it is more difficult to generate generalizable thresholds of CO using these individually-
determined definitions, this analysis speaks to whether a woman’s BP levels were higher than 
usual following her own highest daily exposure of CO.  
 
The final model for the acute CO-BP effect was as a two-level random intercept linear 
regression model with the form: 
Level 1: (hourly BP measurements) 
BPij = β0j + β1COi + β2Ti + εij      [2.1] 
Level 2: (24-hour BP session) 
β0j = ɣ00 + U0j        [2.2] 
 
Where: 
• The outcome variable, BP, represents hourly-averaged SBP or DBP for hour i within 
ABPM session j.  
• The primary exposure, CO, is the binary variable indicating exposure at or above the 
“peak” CO level in the two hours previous to hour i.  
• The vector T represents a matrix of covariates that vary at the same level as the 
individual BP measurements (Level 1); that is, in time. In this case T contains indicator 
variables for the awake period and for the morning period. 
• The intercept, β0j, contains an error term, U0j, allowing the intercept to vary across BP 
sessions (Level 2). 
• εij is the within-session variation not explained by the predictors CO and T. 
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An AR1 correlation structure was included in the models to account for hourly autocorrelation 
in BP values. 
 
Intervention effect 
To test our second hypothesis that a cookstove intervention would be associated with reduced 
BP, we combined data from the women monitored with both BP protocols (ABPM and HBPM). 
We designated a single intervention group for women receiving any type of improved 
cookstove (whether BioLite or LPG). We calculated the change in awake SBP and awake DBP 
between the first and second BP monitoring sessions for each woman, and compared these 
values between the control and intervention groups using linear regression models. We 
considered the following individual-level characteristics for inclusion in the models due to 
their known associations with BP: age, BMI, gestational age, and reported stress level. Of 
particular interest was gestational age, since BP is known to change across the time course of 
pregnancy (Creasy et al. 2013). The other variables, while potentially associated with an 
individual’s BP level, would not be expected to influence the within-person change in BP as 
measured across two sessions three weeks apart and were not included in the models. We also 
included the type of BP assessment (ABPM versus HBPM) in the model as a precision variable. 
The final model took the form: 
 
BPCHANGEi = β0 + β1INTi + β2GESTWKSi + + β3BPTYPEi + ε  [2.3] 
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Where the outcome, BPCHANGE, is calculated as post-intervention SBP (or DBP) minus 
baseline SBP (or DBP) for each individual i; INT is intervention status, GESTWKS is weeks of 
gestation at enrollment, and BPTYPE is an indicator for ABPM or HBPM monitoring.  
 
BP validity 
Validity for 24-hour ABPM was calculated using the criteria of the International Database of 
Ambulatory Blood Pressure in relation to Cardiovascular Outcome (IDACO) project (Li et al. 
2014), which specifies a minimum of ten successful BP measurements during waking hours and 
a minimum of five successful BP measurements during the sleep period. No additional 
validation of HBPM was conducted beyond the automatic procedures inherent to the devices, 
which report errors if BP measurement is disturbed by movement or other factors. 
 
All data analysis was conducted using R version 3.0.2 (R Foundation for Statistical Computing, 
Vienna, Austria).   
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RESULTS 
44 pregnant women were successfully enrolled into the study (27 in the ABPM group; 17 in the 
HBPM group).  None of the women had been previously diagnosed as hypertensive or diabetic. 
The women were on average 16 to 17 weeks gestation at the time of enrollment and were in 
their mid- to late twenties (Table 2).  
 
Table 2. Baseline characteristics of 44 women enrolled in the BP study.  
 ABPM group 
HBPM 
group 
Number of participants enrolled 27 17 





Improved biomass (BioLiteTM) stove 5 0 
Liquefied Petroleum Gas (LPG) stove 8 8 
Age (years)* 23.9 [6.5] 29.4 [8.4] 
BMI (kg/m2)* 21.8 [1.8] 22.8 [3.1] 
Gestational age (weeks, at enrollment)* 16.6 [4.3] 16.9 [4.8] 
*Continuous variables reported as mean [SD]. 
 
Acute Effect of CO on BP 
For the acute CO-BP analysis we included any 24-hour ABPM sessions that had been 
conducted concurrently with personal CO monitoring (defined as CO monitoring that 
overlapped by 20 hours or more with the ABP monitoring). 20 ABPM sessions, among 19 
women, met this criterion. An example is shown in Figure 2.  
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Figure 2. Example data from 24-hour ABPM and concurrent CO exposure monitoring session. 
Black dots and lines: SBP (mmHg). Blue dots and lines, DBP (mmHg). Green lines: minute-
averaged CO (ppm). Grey hatching indicates the sleep period. 
 
 
Peak CO exposure was significantly associated with increases in both SBP and DBP (Table 3; 
full model output available in the Supplemental Material, Table S2). On average, exposure 
above 4.1ppm was associated with an increase in hourly-averaged SBP of 4.3 [1.1, 7.4] mmHg 
and an increase in hourly-averaged DBP of 4.5 [1.9, 7.2] mmHg as compared to BP following 
lower CO exposures, adjusted for awake and morning periods.  





































































































































































	   90	  
 
Table 3.  Association of hourly peak CO exposure with hourly SBP and DBP. 
 SBP (mmHg) DBP (mmHg) 
Coefficient for Peak CO* [95% CI] 4.3 [1.1, 7.4] 4.5 [1.9, 7.2] 
* The coefficient is the estimated fixed-effect difference in BP associated with peak hourly CO 
exposure (defined as the 90th percentile of a two-hour moving average of CO, or 4.1 ppm) 
versus all other CO exposure, adjusted for self-reported awake hours and for the 2-hour peri-
waking “morning” period. Model is a multilevel linear regression model with a random 
intercept for each 24-hour monitoring session. Estimates incorporate an autoregressive (AR1) 
correlation structure. n = 20 CO and BP monitoring sessions among 19 women. 
 
 
Not all 20 CO monitoring sessions contained exposure values meeting our definition of “peak” 
CO exposure: two-hour moving average of CO exceeding the 90th percentile of the distribution 
(4.1 ppm). In all, 12 out of 20 (60%) of CO sessions contained values exceeding the 90th 
percentile. Because this definition excluded a large percentage of the data, we conducted 
several sensitivity analyses (see methods). First, by defining “peak” CO alternatively as the 75th, 
80th, 85th, and 95th percentiles of the exposure distribution, we observed that the association 
between peak CO and SBP/DBP followed approximately a dose-response relationship, with the 
elevation in BP increasing as the CO percentile increased (Figure 3). The exception was peak 
CO defined using the 95th percentile definition, which did not follow the dose-response trend. 
As this was the highest threshold we examined, however, this model was impacted by a lack of 
data: only seven sessions (35%) contained CO exposure values exceeding this value (2-hour 
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Figure 3.  Results of Sensitivity Analysis I. a) 75th-95th percentiles of 2-hour moving average of 
CO across 20 24-hour personal monitoring sessions. b) Beta coefficient for effect of 75th-95th 
percentile of CO exposure on hourly SBP, from multilevel regression model adjusted for awake 
time and morning period, with 24-hour ABPM monitoring session as the grouping variable. 










































































75 80 85 90 95
DBP
	   92	  
A second sensitivity analysis, using each individual 24-hour session of CO measurements to 
define individually-specific “peak” CO levels, resulted in similar findings: we observed a trend 
of increasing beta coefficients from the 75th-95th percentiles of CO, with the beta coefficients 
reaching statistical significance around the 90th percentile (Figure 4). The beta coefficients from 
models using this definition of CO were slightly smaller than in the primary analysis.  
 
Effect of Cookstove Intervention on BP 
Combining data from the ABPM and HBPM groups, we analyzed the change in awake BP 
before and after the cookstove intervention. 41 individuals had valid BP data in both of the two 
BP measurement sessions and could be included in this analysis. Of these, 25 were in the 
ABPM group and 16 in the HBPM group, while 21 were in the intervention group and 20 were 
in the control group. The type of BP assessment (ABPM vs. HBPM) was not significantly 
associated with the amount of BP change (t-test p-value for change in SBP = 0.74; for change in 
DBP = 0.75). 
 
We observed a non-significant trend toward lower post-cookstove-intervention SBP and DBP 
in the intervention groups (Figure 5 and Table 4). This result was larger for SBP than DBP in 
both unadjusted and adjusted models. In the adjusted analysis (Table 4; full model results 
available in the Supplemental Material, Table S3), the coefficient for the cookstove intervention 
was -2.1 [-6.6, 2.4] for the change in SBP (the intervention was associated with a change in SBP 
that was 2.1 mmHg lower than the change in SBP among controls, holding covariates 
constant), while the cookstove intervention coefficient was -0.1 [-3.2, 3.0] for the change in 
DBP.  
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Figure 4. Results of Sensitivity Analysis II. Beta coefficients for effect of 75th-95th percentile of 
CO exposure on hourly BP from models defining peak CO exposure via individual monitoring 
session-determined percentiles. Multilevel regression models were adjusted for awake time and 
morning period, with 24-hour ABPM monitoring session as the grouping variable. Hatching 
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Figure 5. SBP/DBP Change (Session 2 – Session 1) by intervention status. Negative values 
indicate session 2 (post-intervention) BP was lower than session 1 BP; positive values 




Table 4. Within-subject change in awake SBP and DBP (post-intervention minus pre-
intervention) by intervention status (n=41). 
 Change in SBP Change in DBP 




-3.5 [-7.7, 0.75] -2.1 [-6.6, 2.4] -1.5 [-4.6, 1.5] -0.1 [-3.2, 3.0] 
* Adjusted results are from linear regression models adjusted for gestational age and type of BP 
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ADDITIONAL RESULTS 
ABPM feasibility and validity   
98.1% (53 out of 54) of the expected 24-hour ABPM sessions were successfully completed (one 
woman traveled out of the study region prior to the second ABPM session). 92.5% of these 
completed ABP sessions were valid according to IDACO criteria. Within valid ABP sessions, 
the mean [SD] number of BP readings was 49.9 [10.9] (awake period: 30.7 [9.0]; asleep period: 
19.2 [4.0]), with mean session duration of 23.1 [1.6] hours.  
 
The HBPM protocol was also successful. In the HBPM group, 97.1% (33 out of 34) of the 
expected 5-day sessions were conducted (one woman left the GRAPHS trial due to early 
pregnancy termination). 99% of the planned 10 measurements per woman were obtained 
within these completed Home BP sessions, with a mean [SD] number of readings per 5-day 
session of 9.9 [0.3] (mornings: 4.9 [0.2]; evenings: 4.9 [0.2]).  
 
Overall BP and ABPM-specific BP findings 
All women in the study had mean [SD] BP levels in the normotensive range, as follows. ABPM 
group: SBP 106.4 [5.8]; DBP 62.2 [4.7]. HBPM group: SBP 100.0 [8.6], DBP 65.5 [5.5]. None of 
the women had average BP above the thresholds for hypertension as outlined in Table 1. 	  
 
Because ABPM records BP values during sleeping as well as waking hours, additional 
parameters having to do with the diurnal cycle of BP can be calculated from ABPM records 
(see Table 1). None of the ABPM results indicated awake ambulatory hypertension, while two 
women demonstrated nocturnal hypertension during one of their two ABPM sessions only.  18 
women demonstrated a non-dipping pattern, defined as a nocturnal decline in SBP ≤ 10%: 10 
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women demonstrated the non-dipping pattern during both ABPM sessions, while an additional 
8 women demonstrated the non-dipping pattern during a single ABPM session only (Table 5). 
None of these parameters were associated either with intervention status or CO exposure.  
 
Table 5. ABP parameters across 49 valid ABPM sessions.  
Number of sessions indicating: Count (%) 
 • Elevated 24h BP (hypertension) 0 
• Awake ambulatory hypertension 0 
• Nocturnal hypertension 2 (4%) 
• Non-dipping pattern 28 (57%) 
Average values Mean [SD] 
• Mean 24-hour SBP  106.4 [5.8] 
• Mean 24-hour DBP  62.2 [4.7] 
• Awake SBP 110.5 [5.9] 
• Awake DBP 66.7 [5.0] 
• Asleep SBP 100.4 [7.9] 
• Asleep DBP 55.8 [6.4] 
 
DISCUSSION 
Using 24-hour ABPM and concurrent personal monitoring of carbon monoxide, we showed 
that exposure to peak CO in the two hours prior to blood pressure measurement was 
significantly associated with transient increases in both SBP and DBP. The observed effect was 
a mean increase of 4.3 mmHg in hourly SBP and 4.5 mmHg in hourly DBP. In sensitivity 
analyses using alternate definitions of CO, a dose-response relationship was observed between 
CO exposure above the 75th percentile of the exposure distribution and increased BP.  
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Further, in an analysis of the change in BP before and after a cookstove intervention as 
compared to control, we observed that the cookstove intervention was associated with a 
reduction in SBP and DBP among women who received the improved cookstoves, while SBP 
and DBP increased slightly in control women over the same time period.  These results were in 
the hypothesized direction but were not statistically significant. 
 
While BP is inherently variable, the fact that HAP exposure may be associated with transient 
increases in BP among normotensive individuals relates directly to theories about the 
development of essential hypertension. Current research on the pathogenesis of chronic 
hypertension suggests that modifications in vasculature resulting from intermittent increased 
local load pressure in the arteries and arterioles lead over time to increased arterial stiffness 
and peripheral vascular resistance to blood flow (Eiken et al. 2014; Eiken and Kölegård 2011; 
Intengan and Schiffrin 2000). If an environmental trigger repetitively induces transient 
elevations in blood pressure, this may set the stage for the eventual development of chronic 
hypertension in a susceptible individual. A transient effect of HAP exposure on BP, as seen 
here, thus suggests a plausible mechanistic explanation for the associations that have been 
observed between HAP exposure and elevations in BP (McCracken et al. 2012; Quinn et al. 
2016) and between cookstove interventions and reductions in BP (McCracken et al. 2013).  
Eventually, this BP effect could be a contributing factor to CVD and help explain associations 
between chronic HAP exposure and adverse cardiovascular diagnoses (Fatmi et al. 2014; Lee et 
al. 2012). If further studies confirm this mechanistic pathway between HAP and 
hypertension/CVD, it is importantly amenable to intervention. We observed a trend in this 
study toward lower post-intervention BP among women receiving improved cookstoves. 
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These results additionally indicate that 24-hour ABPM is a well-tolerated and feasible method 
of BP assessment in this predominately rural West African setting. We achieved a 92.5% 
validity rate for the 24-hour ABPM sessions completed here; and these results compare 
favorably to results in other population. For example, an analysis from the IDACO study, a 
multinational project using ABPM among 12,711 people drawn from 12 population cohorts 
from Europe, Asia, and South America, reported a validity rate of 84.5% using the same criteria 
applied here (Li et al. 2014).  
 
24-hour ABPM also led to some unexpected findings about diurnal BP patterns in this cohort of 
Ghanaian women. BP normally dips 10-20% during sleep, driven largely by inactivity (Hansen 
et al. 2011). Notably, 57% of the ABPM sessions in this study population were characterized by 
a non-dipping nocturnal pattern, defined as a nocturnal decline in SBP ≤ 10% as compared to 
waking values. The prevalence of non-dipping observed in this cohort is greater than has been 
reported in several prominent observational studies of ABPM parameters, including 27.8% non-
dipping rate reported in the PIUMA study among 959 individuals with ambulatory 
hypertension in Italy (Verdecchia et al. 1994), and the 29.4% non-dipping rate reported within 
the IDACO cohort of 7458 individuals (Boggia et al. 2007). Non-dipping has been associated 
with adverse cardiovascular outcomes in a variety of European, American, and Asian cohorts 
(Hansen et al. 2011; Parati and Valentini 2006), including associations among pregnant women 
with pregnancy-induced hypertension (Kärkkäinen et al. 2014) and increased risk of 
endothelial damage in preeclampsia (Bouchlariotou et al. 2008). Studies in the United States 
point to a potential racial and ethnic component of non-dipping patterns, with a larger 
prevalence of non-dipping SBP observed among African-Americans as compared to other 
racial groups (Jehn et al. 2008; Sherwood et al. 2011). As yet, the prevalence and prognostic 
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relevance of non-dipping has not been studied in African cohorts. The high non-dipping rate 
reported in this West African cohort may indicate that this question deserves further study in 
relation to hypertension and CVD in African populations. 
 
Limitations 
As the primary aim of this study was to investigate the acute association between CO and BP, 
the sample size of 44 women was adequately powered for the hourly effect but was 
underpowered to test the overall effect of the cookstove intervention. Larger studies will be 
needed to corroborate the trend observed here toward lower post-intervention BP among 
women receiving an improved cookstove. 
 
Another limitation is that the exposure data available was for CO, and not PM, for which a 
stronger body of literature exists for a relationship with blood pressure and other 
cardiovascular outcomes. CO and PM correlate well in some settings using biomass fuels 
(McCracken et al. 2013; Pollard et al. 2014), but not in others (Dionisio et al. 2012; Klasen et al. 
2015). While CO and PM both are major constituents of household air pollution from biomass 
burning, they cannot simply be considered proxies for each other. We therefore cannot be 
certain whether it is CO, PM, or another pollutant that co-varies with CO that caused the 
differences observed. 
 
Finally, an important factor that may modify the acute CO-BP relationship is physical activity. 
Cooking in this region can be quite physically demanding, requiring vigorous stirring of thick 
porridges and pounding of starchy root vegetables. Since exercise influences blood pressure 
(Joyner and Limberg 2014), is therefore possible that the association seen between CO exposure 
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and subsequent increases in BP was due in part to increased physical activity during cooking. 
It should be noted, however, that other common foods from this region are boiled or stewed 
and thus require less exertion to prepare. Furthermore, many other activities of daily life in 
this region besides cooking are physically demanding, such as washing clothes, farming, and 
gathering firewood – all of which are activities the women may have engaged in during their 
24-hour ABPM sessions. Nonetheless, future studies in settings such as this one should 
incorporate more detailed physical activity monitoring and/or time-activity tracking to better 
disentangle the relationships between HAP exposure, physical activity, and changes in BP.  
CONCLUSIONS 
Using concurrent ABPM and personal CO monitoring, we found evidence of an acute 
relationship between exposure to CO and increased BP at the high end of the CO exposure 
distribution. CO above 4.1ppm up to two hours prior to BP measurement was significantly 
associated with increases in SBP and DBP that were over 4mmHg respectively.   
This study demonstrated that 24-hour ABPM is a well-tolerated and feasible method of BP 
assessment in a rural African setting. ABPM provides a wealth of information on diurnal 
patterns of BP that can be related to cardiovascular health status, and is a promising tool to 
investigate the cardiovascular effects of cookstove interventions in the developing world.  
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SUPPLEMENTAL MATERIAL 
 
Table S1. Results from single- and multiple- lag CO models (90th percentile CO at lag 0, 1, and 2 






    
Model DBP1 
   
 
Coefficient SE p-value 
  
Coefficient SE p-value 
Intercept 101.64 1.56 < 0.0001 
 
Intercept 56 1.23 < 0.0001 
CO_90_lag0 1.66 1.49 0.26 
 
CO_90_lag0 1.75 1.27 0.17 
Waking hours 9.69 1.17 < 0.0001 
 
Waking hours 10.5 1.04 < 0.0001 
Morning 6.29 1.56 0.0001 
 
Morning 7.41 1.36 < 0.0001 




Coefficient SE p-value 
  
Coefficient SE p-value 
Intercept 101.36 1.59 < 0.0001 
 
Intercept 55.77 1.23 < 0.0001 
CO_90_lag1 3.3 1.49 0.03 
 
CO_90_lag1 3.11 1.27 0.01 
Waking hours 9.53 1.17 < 0.0001 
 
Waking hours 10.37 1.02 < 0.0001 
Morning 6.4 1.57 0.0001 
 
Morning 7.58 1.35 < 0.0001 




Coefficient SE p-value 
  
Coefficient SE p-value 
Intercept 101.53 1.57 < 0.0001 
 
Intercept 55.96 1.27 < 0.0001 
CO_90_lag2 -0.63 1.54 0.68 
 
CO_90_lag2 -0.93 1.32 0.48 
Waking hours 9.58 1.18 < 0.0001 
 
Waking hours 10.53 1.05 < 0.0001 
Morning 6.26 1.58 0.0001 
 
Morning 7.54 1.37 < 0.0001 




Coefficient SE p-value 
  
Coefficient SE p-value 
Intercept 101.4 1.58 < 0.0001 
 
Intercept 55.81 1.25 < 0.0001 
CO_90_lag0 0.37 1.76 0.83 
 
CO_90_lag0 0.37 1.5 0.8 
CO_90_lag1 3.47 1.67 0.04 
 
CO_90_lag1 3.53 1.42 0.01 
CO_90_lag2 -1.07 1.57 0.5 
 
CO_90_lag2 -1.38 1.34 0.3 
Waking hours 9.23 1.21 < 0.0001 
 
Waking hours 10.2 1.07 < 0.0001 
Morning 6.29 1.58 0.0001 
 
Morning 7.52 1.37 < 0.0001 
 
 
Models SBP1, SBP2, and SBP3; and DBP1, DBP2, and DBP3: models incorporating singly lagged 
CO variables. The effect of 90th percentile CO is positive on BP at lags 0 and 1, with the effect 
stronger at lag 2. The effect goes away at lag 2 hours. Models SBP4 and DBP4: models with 
multiple lags of CO in the same model. Results are consistent with the single-variable models.  
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Table S2. Association of hourly peak CO exposure with hourly SBP and DBP, full adjusted 
linear regression results. N = 20 24-hour monitoring sessions among 19 women. 
Outcome  Coefficient* p-value 
SBP (mmHg) Intercept 101.46 <0.0001 
 Peak CO (2-hour moving average) 4.25 0.008 
 Waking hours 9.19 <0.0001 
 Morning 6.3 0.0001 
    
DBP (mmHg) Intercept 55.83 <0.0001 
 Peak CO (2-hour moving average) 4.54 0.0004 
 Waking hours 10.02 <0.0001 
 Morning 7.41 <0.0001 
 
* The coefficient is the estimated fixed-effect difference in BP associated with peak hourly CO 
exposure (defined as the 90th percentile of a two-hour moving average of CO, in ppm) versus 
all other CO exposure, adjusted for self-reported awake hours and for the 2-hour peri-waking 
“morning” period. Model is a multilevel linear regression model with a random intercept for 
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Table S3. Change in awake SBP and DBP by intervention status, full adjusted linear regression 
results (n=41 women). 
  Coefficient p-value 
Change in SBP (mmHg) Intercept -5.1 0.32 
 Intervention -2.1 0.35 
 Gestational age 0.4 0.11 
 Type of BP Measurement 
(HBPM) 
-0.7 0.74 
    
Change in DBP (mmHg) Intercept -6.8 0.07 
 Intervention -0.1 0.95 
 Gestational age 0.5 0.02 
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ABSTRACT 
Increased heat-related morbidity and mortality are expected direct consequences of global 
warming.  In the developed world, most fatal heat exposures occur in the indoor home 
environment, yet little is known of the correspondence between outdoor and indoor heat.  
Here we show how summertime indoor heat and humidity measurements from 285 low- and 
middle-income New York City homes vary as a function of concurrent local outdoor 
conditions.  Indoor temperatures and heat index levels were both found to have strong positive 
linear associations with their outdoor counterparts; however, among the sampled homes a 
broad range of indoor conditions manifested for the same outdoor conditions.  Using these 
models, we simulated indoor conditions for two extreme events: the 10-day 2006 NYC heat 
wave and a 9-day event analogous to the more extreme 2003 Paris heat wave. These 
simulations indicate that many homes in New York City would experience dangerously high 
indoor heat index levels during extreme heat events.  These findings also suggest that 
increasing numbers of NYC low- and middle-income households will be exposed to heat index 
conditions above important thresholds should the severity of heat waves increase with global 
climate change. The study highlights the urgent need for improved indoor temperature and 
humidity management. 
 
	   110	  
INTRODUCTION 
Heat waves are typically defined as prolonged periods of elevated temperature and humidity 
(D’Ippoliti et al. 2010; Smith et al. 2013).  These events are associated with increases in 
morbidity and mortality, and extreme heat waves can cause public health emergencies.  In 
summer 2003, a 9-day heat wave in Western Europe caused between 50,000 and 70,000 excess 
deaths (Larsen 2006; Robine et al. 2008). Although most analyses of historical and future heat-
related mortality have focused on increases in outdoor ambient temperature, the majority of 
fatal heat exposures in the developed world occur indoors. In New York City (NYC), over 80% 
of heat strokes citywide have been attributed to exposure at home (New York City Department 
of Health and Mental Hygiene 2013), and during the 2003 European heat wave, 50% of the 
observed fatalities in France occurred in homes (a figure that does not include deaths in 
hospitals that may have resulted from residential heat exposure) (Fouillet et al. 2006). For the 
United States (US) and Europe, climate models predict increases in the frequency and duration 
of extreme summertime temperatures (Duffy and Tebaldi 2012; Karl et al. 2008), heat wave 
intensity and frequency (IPCC 2007; Meehl and Tebaldi 2004), and heat-associated morbidity 
and mortality (Hayhoe et al. 2010; Huang et al. 2011; Knowlton et al. 2007; Lin et al. 2012). An 
“analog city” approach has estimated, for example, that a heat wave analogous to the 2003 
European event would lead to a tenfold increase in annual heat-related deaths in the city of 
Chicago (Hayhoe et al. 2010). Given this background, a thorough evaluation of key heat 
exposure environments is imperative; yet our understanding of heat and humidity conditions 
in the indoor residential environment is extremely limited.  
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The few studies that have attempted to characterize summertime conditions in the indoor 
residential environment (Arena et al. 2010; Franck et al. 2013; Mavrogianni et al. 2010; Mirzaei 
et al. 2012; Nguyen et al. 2013; Tamerius et al. 2013; White-Newsome et al. 2012; Wright et al. 
2005) have demonstrated that temperature and humidity vary significantly across homes, 
despite similar outdoor conditions. Indoor environments are influenced by stable attributes 
(such as building type, window placement, and socioeconomic status) as well as behavioral 
factors such as cooking, bathing, and use of air conditioning (Tamerius et al. 2013; Yik et al. 
2004).  Like other health risks, heat stress is more likely to have adverse effects, including 
fatalities, among residents at the lower end of the socioeconomic spectrum (Harlan et al. 2006; 
Klinenberg 2002). Improving public health measures designed to mitigate the effects of extreme 
heat necessitates accurate characterization of the range of heat and humidity conditions 
experienced in residential environments.  
 
In this study, we analyze the association between indoor heat and humidity measurements 
recorded in 285 low- and middle-income New York City homes during the summer (June-
September) and concurrent outdoor conditions.  We use these observed relationships to build 
models to predict the response of indoor temperature and humidity to a range of outdoor 
conditions. Employing these models, we simulate expected indoor conditions during two 
extreme heat events: the 10-day 2006 NYC heat wave and a 9-day event that is an NYC analog 
of the 2003 Paris heat wave. In these simulations we employ a heat index (HI) measure that is 
commonly used to issue heat advisories in many US cities, including NYC (US Department of 
Commerce 2010). The heat index is an important indicator of health risk because it combines 
temperature and humidity, both of which modulate the human body’s ability to dissipate heat 
(Havenith 2005). 
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 METHODS 
Residences in the study sample 
The residences monitored for indoor temperature and humidity in this study were the homes 
of participants in two recruitment research studies in the New York City area: 1) Endotoxin, 
Obesity, and Asthma in NYC Head Start (Head Start); and 2) New York City Neighborhood 
Allergy and Asthma Study (NAAS) (Olmedo et al. 2011; Rotsides et al. 2010).  Briefly, the Head 
Start cohort is a cohort of children from low-income families who attended Head Start 
programs serving neighborhoods with high asthma prevalence in NYC. The NAAS cohort was 
selected from enrollees in a major employer-based health insurance plan. It is a cross-section of 
largely middle-income families living in Manhattan, Queens, Brooklyn, and the Bronx.  
 
The scheduling of indoor monitoring sessions was determined by the availability of study staff 
and residents; thus while monitoring sessions sometimes overlapped, in general the homes 
were not monitored concurrently. The duration of individual monitoring sessions was between 
1 and 13 days, taking place between the years 2003-2006 for the Head Start cohort and 2008-
2011 for the NAAS cohort. For this study, we restricted the sample to those residences 
monitored during the months of June, July, August, and September. These months were chosen 
as they lie outside the October 1- May 31 “Heat Season” for New York City, during which 
building owners are required to provide tenants with residential heating (NYC Department of 
Housing Preservation and Development).  We also selected only those homes with at least 4 
consecutive days (96 consecutive hours) of indoor monitoring, and included only the first 
monitoring period for those homes monitored multiple times. The final study subset contained 
51021 observation-hours (approximately 2100 days of observations) across 285 residences: 140 
in the Head Start cohort and 145 in the NAAS cohort. The median length of the indoor 
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monitoring period was 7 days. Outdoor HI conditions on the days when home observations 
were conducted were representative of summer conditions in New York City during the entire 
2001-2011 period (see Supplemental Material, Figure S3). 
 
Most of the sampled residences were apartments, over half had 4 or fewer total rooms 
(equivalent to a 2-bedroom apartment), and nearly 90% were situated between the 1st and 6th 
floors of their buildings (see Supplemental Material, Table S1). The sample had a greater 
proportion of freestanding houses than the NYC mean. The average number of rooms and of 
bedrooms per residence was likewise slightly above the NYC mean (see Supplemental Material, 
Table S1).  
 
Although the homes do not constitute a random sample of NYC households, we believe that 
this sample is broadly representative of the residential conditions of lower- and middle-income 
families with children in NYC. In our sample, 49% of the homes were the residences of families 
enrolled in the low-income Head Start program, whose income cutoffs for NYC are currently 
set at about 127% of the federal poverty level. The other 51% of homes were the residences of 
middle-income families (see Supplemental Material, Table S1). Families with children comprise 
31% of the approximately 3 million total households in NYC (U.S. Census Bureau 2011).  
 
We did not have data on the prevalence or use of air conditioning in our sample. However, a 
2007 survey indicated that 12.5% of New York City adults did not have a functional air 
conditioner in their homes, with this prevalence rising with decreasing income (New York City 
Department of Health and Mental Hygiene 2007); consequently, it is likely that at least some of 
our sample homes did not have functioning air conditioning units.  
	   114	  
 
Indoor temperature and humidity monitoring 
HOBO H08-003-02 data loggers (Onset Computer Corporation) were installed for periods of 4-
13 days in the homes of the study participants, 1.5m above the floor and away from windows 
and drafts. Data loggers in the Head Start cohort were placed in the child’s bedroom (or the 
location where the child spent the most time), while the monitors in NAAS homes were placed 
in the living room. These data loggers record both temperature and relative humidity, with 
accuracy for temperature of ±0.7ºC and for relative humidity of ±5%. Measurements were 
recorded at 5-minute intervals, from which we calculated hourly averages. As a measure of 
absolute humidity, dew point temperature (DP, ºC) was calculated from temperature and 
relative humidity using the following formula (Lawrence 2005):  
 
α =  (17.625*T/(243.04 + T)) + ln(RH/100)     [3.1] 
 
  DP =  (243.04*α)/(17.625-α),       [3.2] 
 
where T is temperature in degrees Celsius and RH is relative humidity in percent.  Heat index 
is a combination of temperature and humidity that is used by the NYC Department of Health 
and Mental Hygiene to determine thresholds for the issuance of heat warnings and heat 
advisories. In this study, heat index was calculated using the R “weathermetrics” package, 
which utilizes the source code for the US National Weather Service's online heat index 
calculator (National Weather Service 2013).  
 
Outdoor temperature and humidity data 
Outdoor temperature and humidity data consisted of hourly temperature and dew point 
temperature readings from the three main National Oceanic and Atmospheric Association 
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(NOAA) stations for NYC: the John F. Kennedy and LaGuardia International Airport stations 
and the Central Park station, over the summers of 2001 – 2011 (June 1 – September 30). The 
mean across the three stations was used as the hourly NYC average. If an hourly observation 
was missing for one or two stations, the mean was calculated excluding these. 4.7% of the 
hourly observations had no data recorded at any of the three stations, and for these hours the 
outdoor temperature and/or dew point were singly imputed from the North American Land 
Data Assimilation System (NLDAS) gridded data set (Mitchell et al. 2004). In a comparison of 
all summertime hours from 2001-2011, the Pearson’s correlation coefficients for the association 
between the observed NYC data and the NLDAS gridded data are 0.91 (temperature) and 0.88 
(dew point). Dew point temperature was set equal to temperature for the 0.04% of the outdoor 
observations with mean dew point temperatures that exceeded mean temperatures. Outdoor 
heat index was calculated as for the indoor data. 
Indoor-Outdoor temperature and humidity relationships 
After testing the appropriateness of a linear fit for the indoor-outdoor relationship (see 
Supplemental Material, Figure S4), bivariate multilevel regression models with random 
intercepts and slopes were used to analyze the association between outdoor and indoor 
measures of temperature, humidity, and heat index. These multilevel models account for the 
clustering of hourly temperature and humidity observations within residences, and allow for 
between-residence variation in the relationship between the outdoor and indoor climate 
metrics. In each model, the outdoor metric was lagged behind the indoor metric by an interval 
that was determined as the best-fitting predictor of the indoor metric via the evaluation of R-
squared values from simple linear regressions (3 hours for temperature, 1 hour for dew point 
temperature, and 2 hours for heat index). We also investigated the effect of thermal inertia 
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within the sample homes by adding terms corresponding to the outdoor T/DP/HI with lags of 1 
and 2 days (i.e., 24 hours and 48 hours). These lag terms were found to be significant and to 
improve the overall model fit, and were consequently included in the final models. We also 
tested including an indicator variable for study cohort (Head Start vs. NAAS) in the models as a 
proxy for the effect of low vs. middle income, but this was not found to be significantly 
associated with indoor levels of T/DP/HI and was therefore not included in the final models. 
The final models therefore took the following form: 
Level 1: (observations) 
Yij = β0j + β1jOi + εij  [3.3] 
Level 2: (households) 
β0j = ɣ00 + U0j  [3.4] 
β1j = ɣ10 + U1j  [3.5] 
 
Where: 
• Yij, the outcome, is hourly indoor T/DP/HI for hour i in household j; 
• O represents a vector of outdoor variables (hourly, 1-day-lagged, 2-days-
lagged T/DP/HI); 




The parameters from these models are listed in Table 1. 
 
Because we observed that the variability of indoor T and HI across households increased 
linearly with increasing outdoor T and HI (Figure 1), we also built simple linear regression 
models to estimate the standard deviation among our sampled homes at varying levels of 
outdoor T and HI.  
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Simulated indoor conditions during heat waves 
We used two heat wave scenarios to simulate New York City indoor heat and humidity 
conditions. The first heat wave scenario was the July 27-August 5, 2006 heat wave in NYC. We 
compared this event to a second heat wave scenario synthesized to be the same magnitude and 
intensity as the 2003 heat wave in Paris. For the 2006 NYC event we used the observed outdoor 
T and DP values from our outdoor dataset to compute the outdoor HI levels for NYC across the 
10 days of this heat wave. (Note – none of the sample residences were monitored for indoor 
temperature and humidity during this 10-day span).  
 
For the ‘2003-like’ heat wave, outdoor 3-hourly temperature and dew point measurements 
were downloaded from the Global Land Data Assimilation System (GLDAS) (Rodell et al. 2004) 
for both NYC and Paris. The overall magnitude of the August 5-13, 2003 European heat wave 
was first characterized as the average GLDAS HI in Paris for those 9 days relative to the 
distribution of average GLDAS HI conditions in Paris for all continuous summertime 9-day 
periods during 2001-2011 (see Supplemental Material, Figure S2). This analysis revealed that 
the 9-day HI event in Paris was more than 4 standard deviations above the Parisian 
summertime mean.  We then calculated the normal cumulative percentile for each 3-hourly HI 
value in Paris during August 5-13, 2003 relative to the distribution of all 2001-2011 
summertime HI values at that same 3-hourly time.  The resultant time series of August 5-13, 
2003 outdoor HI cumulative percentile values for Paris was then used, together with GLDAS HI 
moment statistics for NYC (i.e. 2001-2011 summertime means and standard deviations for each 
3-hour interval) to generate a ‘2003-like’ heat wave time series of outdoor HI for NYC. 
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For example, for the Paris heat wave, the first 3-hourly period of this event (00:00 - 03:00 on 
August 5, 2013) had an outdoor HI of 21.45ºC corresponding to the 98.63rd percentile relative 
to the distribution of all summertime 00:00-03:00 values for 2001-2011.  This finding was used 
to select the 98.63rd percentile from a normal distribution of HI conditions in NYC for those 
hours of the day.  These values (HI of 25.61ºC at 00:00, 24.91ºC at 01:00, and 24.96ºC at 02:00) 
became the first 3 hours of the 2003-like heat wave. This process was repeated for the rest of 
the Parisian heat wave event to create the full 2003-like heat wave analogy of outdoor HI for 
NYC. 
 
Indoor HI values in NYC for both heat wave scenarios (2006 and 2003-like) were then 
estimated using Model 3 (Table 1).  Rather than generate a single, mean indoor HI value for 
each 3-hourly interval, we estimated the expected distribution of indoor HI conditions across 
our sample of NYC residences using the predicted mean value in conjunction with the 
predicted heat-index-dependent standard deviation of the observations, which was estimated 
by regressing indoor HI values against 3-degree bins of outdoor heat index values (Figure 1). 
The resulting time series of indoor HI conditions provides rich estimates of the range of 
conditions that would be experienced during each heat wave.  
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Table 1: Associations between outdoor and indoor hourly T/DP/HI, among 285 residences 
monitored for 4-13 days in summers 2003-2011. The models are of the form indoor (T/DP/HI) ~ 
outdoor (T/DP /HI) + lag_1day_outdoor (T/DP/HI) + lag_2days_outdoor (T/DP/HI), with 
random intercept and slope (residence as the grouping variable). Outdoor predictors are grand 





Model 2:  
Dew Point (ºC) 
Model 3:  
Heat Index (ºC) 
Fixed effects estimates:        
Intercept ± SE  26.69 ± 0.10* 14.71 ± 0.15* 27.00 ± 0.12* 
Outdoor (same day) ± SE 0.20 ± 0.01* 0.66  ± 0.02* 0.24 ± 0.01* 
Outdoor (1 day lag) ± SE  0.085 ± 0.002*  0.046 ± 0.003*  0.076 ± 0.003* 
Outdoor (2 days lag) ± SE -0.001 ± 0.002* -0.020 ± 0.003* -0.016 ± 0.002* 
Random effects Standard 
Deviation:       
Intercept 1.65 2.55 1.96 
Outdoor (same day) 0.16 0.38 0.17 
Residual 1.08 1.93 1.41 
* p-value < 0.0001 
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Figure 1: Standard Deviation of Indoor Temperature and Heat Index. 1a) Temperature: 9 bins 
of 3 degrees each; 1b) Heat Index: 10 bins of 3 degrees each. Regression equations: 
Temperature: Indoor_T_SD = 1.51  + 0.029*(outdoor_T_lag3hrs); Heat Index: Indoor_HI_SD = 
1.35 + 0.051*(outdoor_HI_lag2hrs). For both T and HI, the standard deviation of the indoor 
values increases as the outdoor value increases, suggesting higher between-home variability 
during hotter conditions. Although we did not have data on air conditioning use or prevalence, 
the increasing variability may be a result of air-conditioning use in some homes. Air-
conditioning would stabilize indoor T and HI even as outdoor conditions warm. Meanwhile, T 
and HI would continue to increase in residences without air conditioning. 
  
 
Indoor heat danger thresholds 
Estimating the effects of indoor heat and humidity exposure on human health is difficult given 
the lack of research on this topic.  Here, we propose three putative indoor heat danger 
thresholds, with the understanding that these should be regarded merely as plausible 
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(Anderson et al. 2013). We used two approaches in generating these thresholds: the first 
utilizes the overall distribution of indoor summertime HI over the years 2001-2011 as predicted 
by our model, while the second maps indoor values to existing outdoor thresholds.  For 
threshold 1 (orange lines in the figures, 33.7ºC/93ºF), we chose the 99th percentile of all 
predicted indoor summertime heat indices in our study residences over summers 2001-2011. 
Thresholds 2 and 3 employ the current outdoor HI threshold that is used by the NYC 
Department of Health and Mental Hygiene to issue heat advisories for the city. This outdoor 
threshold, two or more days with outdoor HI greater than 35ºC (95ºF) (US Department of 
Commerce 2010), was chosen in part because of its correlation to increases in citywide 
mortality.  We used our regression model to predict the 95th and 99th percentiles of the indoor 
HI in our study homes when the outdoor heat index reaches 35ºC for 2+ days. Threshold 2 (red 
lines, 35.6ºC/96ºF) represents the 95th percentile of this predicted indoor heat index, while 
threshold 3 (purple lines, 37.9ºC/100ºF) represents the 99th percentile. 
RESULTS 
We quantified the association between summertime outdoor and indoor temperature (T), dew 
point temperature (DP), and heat index (HI) in 285 low- and middle-income homes in New 
York City. The homes are typical of those inhabited by NYC families in this socioeconomic 
category, though not a random sample of all low- and middle-income housing in the city. We 
found that indoor and outdoor DPs were the most strongly associated of the three pairs of 
variables, with indoor hourly DP increasing by 0.66º C for every 1ºC increase outdoors, holding 
24-hour and 48-hour-lagged DP constant (Table 1), while indoor hourly T and HI increased by 
0.20º C and 0.24ºC, respectively, for every 1ºC increase outdoors, holding 24-hour and 48-hour 
lags constant. The indoor diurnal cycles of T and HI lagged the larger amplitude outdoor cycles 
	   122	  
by an average of 2-3 hours.  In contrast, neither indoor nor outdoor DP was characterized by a 
consistent diurnal cycle (see Supplemental Material, Figure S1). We also found that the 
variability of indoor T and HI across households increased linearly with increasing outdoor T 
and HI (Figure 1).  
 
We simulated indoor HI in our study residences during two heat wave scenarios: the 10-day 
2006 NYC heat wave and a more extreme event modeled on the 9-day 2003 European heat 
wave (see Methods). For the 2006 event (Figure 2a), we estimate that average indoor HI values 
would have fluctuated between 27ºC and 32ºC. The hottest 5% of these homes, however, would 
reach peak indoor HI values of ≥ 39ºC. When the 2003-like event was simulated (Figure 2b), 
average indoor HI levels were slightly warmer than in the 2006 event (28-33ºC), while HI in the 
hottest 5% of homes reached a peak of 41ºC, and did not drop below 34ºC for the entire 
duration of the episode. 
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Figure 2: Hourly time series of predicted indoor HI and of predicted HI threshold 
exceedance during two simulated heat waves. 2a & 2c) 2006 NYC heat wave; 2b & 2d) 
2003-like heat wave. Green lines: outdoor HI (observed for 2006, simulated for the 2003-
like event). Black lines: mean indoor HI. Blue lines: 95% prediction interval of indoor HI. 
Purple, red, and orange lines: proposed indoor HI thresholds. Plots 2c & 2d show the 
percent of households that would exceed each threshold (purple, red, and orange) on an 
hourly basis during the heat wave. A multilevel regression model with random intercept 





We compared these predicted conditions to our three potential indoor heat danger thresholds: 
33.7ºC (93ºF), 35.6ºC (96ºF), and 37.9ºC (100ºF).  During the 2006 heat wave, a small fraction of 
homes exceeded the low and intermediate thresholds each day, with an increase on the three 
hottest days (Figs 2a and 2c). The 2003-like event (Figs 2b & 2d) produced higher indoor HI 


























b. 2003−like Heat Wave
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d.  2003−like Heat Wave
Day
Day 1 Day 3 Day 5 Day 7 Day 9
Outdoor Heat Index
Mean Indoor Heat Index
95% Prediction interval, Indoor HI
HI = 33.7ºC (93ºF): Indoor 99th percentile over all summers, 2001−2011
HI = 35.6ºC (96ºF): Indoor 95th Percentile at Outdoor Heat Advisory Level
HI = 37.9ºC (100ºF): Indoor 99th Percentile at Outdoor Heat Advisory Level
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levels. More than 27% of residences exceeded the lowest threshold every day, while over 45% 
exceeded it at the peak of the heat wave (Table 2). 2.5% of residences remained above the 
lowest threshold for the duration of the event, even during its coolest moments (Figure 2d). 
The most extreme threshold was reached or exceeded by 3-10% of households each day. 
 
Table 2: Percentage of households expected to exceed the low, medium, and high thresholds of 
indoor heat danger on each day of two heat waves (2006 and 2003-like) 
2006 Heat Wave 












0.4 0.7 0.5 0.4 0.5 4.1 5.6 4.4 0.8 0.1 
2003-like Heat Wave 












3.3 7.3 10.3 9.0 6.9 4.5 4.9 5.7 7.2 
 
Because heat wave duration has been associated with increasing mortality (Anderson and Bell 
2010; D’Ippoliti et al. 2010; Fouillet et al. 2006), we assessed cumulative indoor exposure to high 
HI levels for these scenarios.  Averaging modeled daily HI levels over the 10 days of the 2006 
heat wave (Figure 3a), we estimate that average daily maximum HI would have exceeded the 
low, intermediate and extreme thresholds in 16%, 6% and 1% of households, respectively 
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(Figure 3b). During the 2003-like event, the distribution of event-averaged daily maximum HI 
values broadens and shifts to the right (Figure 3c), with approximately 37%, 19% and 6% of 
study homes exceeding the three thresholds, respectively (Figure 3d).   
 
Figure 3:  Predicted distribution of event-averaged indoor daily maximum/mean/minimum HI 
during two simulated heat waves. 3a & 3b) 2006 NYC heat wave; 3c & 3d) simulated 2003-like 
heat wave. Orange threshold represents the 99th percentile of indoor HI over all summers, 
2001-2011; Red Threshold: 95th Percentile of indoor HI at Outdoor Heat Advisory Level 






Daily minimum HI is an indicator of nighttime relief from heat and humidity. In France during 
the 2003 heat wave, both the number of hot days (Fouillet et al. 2006) and elevated nighttime 
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temperatures (Laaidi et al. 2012) were associated with mortality, suggesting that unremitting 
exposure to elevated HI may be particularly dangerous to human health. Our model predicts 
that indoor minimum HI values would have remained higher than outdoor values for a 
substantial fraction of homes (blue lines, Figure 2), indicating that some residences would 
maintain unrelenting high HI levels even when it is cooler outdoors. Averaging daily minimum 
HI over the 2006 heat wave, we predict that 1.7%, 0.2%, and 0% of homes would respectively 
exceed the low, intermediate, and high thresholds during the night (Figure 3b). For the 2003-
like event, the corresponding figures were 5.2%, 1.1%, and 0.1%: more than 3 times as high 
(Figure 3d).  
DISCUSSION 
Heat waves are a regular feature of the current climate system in temperate countries. We 
expect climate change will exacerbate summertime heat exposure risk by increasing the 
frequency, severity, and/or duration of heat waves (IPCC 2007).  Our response to this public 
health threat needs to be informed by a thorough evaluation of indoor conditions and their 
association with specific health outcomes. Currently, building owners in New York City are 
required by law to provide a minimum level of heating to their tenants during the cooler 
seasons, yet no corresponding regulation exists for cooling during warmer seasons. 
Understanding how health risk varies as a function of indoor heat and humidity exposure 
would provide a scientific foundation for the re-evaluation of policies such as these in light of 
climate change; however, these determinants of risk have yet to be ascertained. With the goal 
of assessing vulnerability and improving heat wave preparedness, a detailed characterization of 
indoor heat and humidity conditions across a range of housing types and in multiple urban and 
non-urban environments is a vital next step. 
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Our findings indicate that indoor heat and humidity in selected low- and middle- income New 
York City households are strongly associated with conditions in the outdoor environment, and 
that there is considerable between-home variability in the levels of indoor T/DP/HI that 
accompany a given set of outdoor conditions. We find that during heat waves, HI levels in 
many households regularly reach levels that are potentially dangerous for human health.   
 
At their most basic, these findings help account for the historically observed increase in 
mortality during heat waves.  More importantly, our analysis shows that indoor HI conditions 
vary substantially among low- and middle-income households, and that large populations are 
potentially subject to high HI levels.  Health risks during heat waves may thus not only be a 
function of known vulnerabilities (including advanced age and chronic illness), but also of 
characteristics of the built environment and the capacity of residents to control their indoor 
environments. Indeed, the wide range of conditions that we observed indoors, relative to 
outdoors, indicates that many low- and middle-income New Yorkers are ill equipped to 
mitigate excess heat and humidity in their homes. 
 
Our study has a number of limitations. First, our thresholds of indoor heat risk are speculative 
and have yet to be established via research that links indoor heat and humidity exposures with 
health outcomes. As stated above, these thresholds, while built from the outdoor thresholds 
that themselves have been corroborated with population-level health outcomes, must remain 
“best guesses” until further research can more definitively establish health-relevant indoor heat 
and humidity thresholds.  
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Second, we had no data on which households were using air conditioning during the indoor 
monitoring periods. Survey figures suggesting that only 12.5% of New York City homes lacked 
a functioning air conditioning unit as of 2007 are at best a crude guess as to the prevalence of 
air conditioning use in our sample. While this information gap prevented us from identifying 
the modifying effect of air conditioning on the indoor environment, it does not affect our 
conclusion that a significant percentage of New York City homes are likely to exceed putative 
heat danger thresholds during heat waves. The fact that our analyses were conducted using 
data collected in a mixture of households – those with air conditioning and those without – 
make our estimates conservative as to the heat danger that may exist in some homes.  
 
We chose, furthermore, not to stratify our analysis by other potentially modifying factors, such 
as floor level and building type. We could not be certain that adding these variables into our 
analysis would not also introduce sources of unmeasured confounding: for example, either of 
these variables could be associated with the use of air conditioning. In future studies, collection 
of more detailed information about home and residence characteristics would allow 
exploration of modifying factors.  
 
Lastly, New York City has not to date experienced a heat wave as extreme as the one that 
Europe experienced during 2003. To simulate the 2003-like event we were forced to extrapolate 
a series of conditions that have never yet been observed in NYC. The main limitation that this 
imposes on our analysis is that we are unsure if the observed linear relationship between 
outdoor and indoor metrics would remain linear at these values of outdoor T/DP/HI. If the 
relationship were to plateau at these yet-unforeseen levels, perhaps because of a sudden 
increase in air conditioning use, our findings would overestimate the danger of an extreme 
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heat wave. On the other hand, if air conditioning efficacy were to decrease during an extreme 
event, e.g. due to an overburdened power supply, the slope of the indoor-outdoor relationship 
could steepen. 
CONCLUSIONS 
Should heat wave frequency and intensity increase in the coming decades, exposure to 
dangerous heat and humidity levels will increase.  The majority of heat-related fatalities occur 
at home, yet indoor conditions and their association with specific health outcomes have not 
been characterized.  Indeed, heat exposure warnings are based on outdoor conditions, where 
people spend little time.  Our findings on summertime heat and humidity levels in a subset of 
low- and middle-income New York City homes add substantially to the current knowledge of 
actual conditions in the urban residential environment. Modeling the associations between 
indoor and outdoor measures of heat and humidity allows us to estimate indoor heat index 
levels during heat waves. We find that a substantial fraction of homes exceed dangerous heat 
thresholds during these extreme events. This result underscores the urgent need for improved 
awareness and management of indoor heat and humidity in cities at risk for heat waves. 
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SUPPLEMENTAL MATERIAL 
Supplemental Material, Table S1: Characteristics of 285 monitored residences 
Characteristics of 285 monitored residences, New York 
City 
All New York City 
housing1 
    n (%) (%) 
Cohort       
  Head Start 140 (49.1%)   
  NAAS 145 (50.9%)   
Building type       
  Freestanding house 18 (6.3%)   
  
Townhouse/ 
multifamily house 46 (16.1%)   
  Apartment 150 (52.6%)   
  NA 71 (24.9%)   
        
  
All multi-unit 
structures 196 (68.7%) 83.6% 
Total rooms       
  1 or 2 11 (3.9%) 12.8% 
  3 54 (18.9%) 24.7% 
  4 98 (34.4%) 25.2% 
  5 72(25.3%) 16.9% 
  6+ 49 (17.2%) 20.4% 
  NA 1 (0.4%)   
Total Bedrooms       
  0 0 (0.0%) 7.5% 
  1 60 (21.1%) 31.2% 
  2 115 (40.4%) 31.9% 
  3 79 (27.7%) 21.5% 
  4+ 30 (10.5%) 7.9% 
  NA 1 (0.4%)   
        
Floor Level       
  -3 to -1 3 (1.1%)   
  1 63 (22.1%)   
  2-3 114 (40.0%)   
  4-6 77 (27.0%)   
  7+ 27 (9.5%)   
  NA 1 (0.4%)   
1U.S. Census Bureau. 2007-2011 American Community Survey 5-Year Estimates, 
Table DP04. Available: http:/factfinder2.census.gov [accessed 12 September 2013]. 
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Supplemental Material, Figure S1: Temperature, Humidity, and Heat Index diurnal cycles 
across 285 residences. Indoor (black) temperature and heat index follow a diurnal cycle that is 
similar to the outdoor (grey) cycle, but the indoor cycles are muted in amplitude and lagged by 
2-3 hours behind the outdoor cycles. Neither indoor nor outdoor dew point temperature 
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Supplemental Material, Figure S2: Distribution of mean summertime Heat Index in Paris, 
2001-2011. The location of 9-day mean heat index during the 2003 heat wave period on the 
histogram of all summertime 9-day-averaged heat index values for Paris during the years 2001-
2011 demonstrates the extreme nature of the August 2003 event, which was over 4 standard 
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Supplemental Material, Figure S3: Comparison of New York City’s outdoor heat index on the 
638 unique summer days when indoor monitoring was conducted (a), versus all summer days 
in the years 2001-2011 (b). The mean heat index on the sampled days was 23.39ºC, versus a 
mean of 23.33ºC across all summer days between 2001-2011. The two means were not 
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Supplemental Material, Figure S4: Normal quantile-quantile plots of indoor vs. outdoor heat 
index (HI) in bins of 3 degrees. The plots demonstrate that the data ar!  by and large normally 
distributed across the range of outdoor conditions, with slightly long tails, relative to the 
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ABSTRACT 
Background: During heat waves, fatal overexposure to heat most often occurs at home. It is 
not known how housing factors – such as building size, floor level, and different types of air 
conditioning (AC) – contribute to and/or mitigate excess indoor heat.  
 
Methods: We monitored indoor temperature and humidity in 36 apartments in New York City 
during summers 2014 and 2015. Using multilevel regression models, we investigated the role of 
AC type and building-level factors on indoor heat across the summer seasons and during two 
heat advisory periods.  
 
Results: 34 of 36 homes had AC. Central and ductless AC types were associated with the 
coolest indoor conditions, while homes with window and portable AC were significantly 
warmer. Apartments on the top floor of a building were significantly hotter during heat waves 
than other apartments regardless of the presence of AC. High indoor HI levels persisted in 
some homes for approximately one day following the end of the heat advisory periods.  
 
Conclusions: We provide concrete evidence of higher heat levels in top floor apartments and 
in homes with certain types of AC. High heat levels that persist indoors after outdoor heat has 
subsided may present an underappreciated public health risk.  
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INTRODUCTION 
Heat is the single largest weather-related factor associated with mortality in the United States 
(NWS Office of Climate, Water, and Weather Services). High levels of heat and humidity can 
overwhelm the body’s ability to maintain temperature homeostasis, which is normally 
achieved through vasodilation and perspiration (Kovats and Hajat 2008). Consequences of 
rising internal temperatures are well documented and include adverse health outcomes such as 
heat stress, heat stroke, and death (Bouchama and Knochel 2002). Other less severe health 
consequences have also been associated with exposure to heat, as indexed by emergency 
department visits and emergency medical calls (Hess et al. 2014b; Uejio et al. 2015).  
 
Importantly, the home environment is increasingly understood as potentially dangerous during 
heat waves.  In New York City (NYC), 80% of heat stroke fatalities between 2000-2011 were 
attributed to exposure at home (Wheeler et al. 2013). During the same decade, deaths occurring 
at home in NYC were found to increase during heat wave periods as compared to other warm 
days (Madrigano et al. 2015). Relocating vulnerable individuals away from hot home 
environments is one possible strategy to reduce this risk and is operationalized by the opening 
and promotion of public-access “cooling centers” in NYC and other cities. Many vulnerable 
individuals, however, do not make use of these resources due to lack of mobility or transport, 
or a preference to stay at home. A 2011 survey estimated that over half a million NYC residents 
were at “high heat-health risk”, meaning they were both aged over 65 years and had self-
reported poor or fair general health status. Forty-nine percent of these “high heat-health risk” 
individuals reported staying home during very hot weather regardless of their ability to stay 
cool there (Lane et al. 2014).  
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Though clearly important, to date little research has been conducted to investigate the role of 
housing factors in vulnerability to heat stress. Some studies did find an association between 
top floor location and mortality during the 1995 Chicago heat wave (Semenza et al. 1996), and 
older building age, lack of insulation, and top floor location were associated with mortality 
among the elderly during the 2003 heat wave in France (Vandentorren et al. 2006). Previous 
work has demonstrated that the level of indoor heat associated with an observed level of 
outdoor temperature varies across residences (Nguyen et al. 2013; Tamerius et al. 2013; White-
Newsome et al. 2012), particularly during heat waves (Quinn et al. 2014). None of this work, 
however, has been able to explore the role of AC in this variability. 
Several recent recommendations have highlighted the need for further study of the role that 
structural and behavioral factors may play in exposure to heat inside residential housing 
(Kinney et al. 2015) and the evaluation of interventions that can help abate these effects (Hess 
et al. 2014a; Maller and Strengers 2011). 
 
Here we investigate the role of AC and building-level factors on temperature and HI inside 36 
NYC apartments during the summer season. Our aims were, first, to evaluate differences in 
indoor temperature by AC type over the summer season; and second, to investigate these 
differences during periods of elevated heat risk (heat advisory periods or “heat waves”).  
METHODS 
Study Duration and Recruitment 
The study was conducted over two summer seasons: June 1-September 30, 2014 (Summer 1) 
and June 1- September 30, 2015 (Summer 2). Participants were recruited jointly by Columbia’s 
NIEHS Center for Environmental Health in Northern Manhattan and by WeACT for 
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Environmental Justice, an environmental justice organization located in Harlem, NYC. 
Recruitment was done via a convenience approach using email and personal outreach, with 
any household in the boroughs of Manhattan, Brooklyn, and the Bronx eligible to participate if 
the head of household was over 18 years of age and the family did not plan to be away from 
their NYC residence for more than three weeks during the summer.  An active email account 
was also required as follow-up surveys were distributed in this manner. The study protocols 
and procedures were approved by the Institutional Review Board of Columbia University’s 
Medical Center. 
 
Baseline health and housing information 
An initial home visit was conducted at study enrollment to install temperature and humidity 
monitors in the home and to collect data on variables including: number and ages of household 
members, approximate hours spent at home, respiratory or cardiovascular diagnoses in the 
household, number of rooms and bedrooms in the residence, number and direction of 
windows, floor level of residence, type of air conditioning system, locations of air conditioning 
units, and building size and age. We also asked about the activities typically conducted in the 
household to reduce heat exposure during hot weather. The full initial survey can be found in 
the Supplemental Material.  
 
Indoor temperature and humidity measurements 
Indoor temperature and humidity readings were captured using Maxim Integrated DS1923 
Hygrochron iButton sensors. These loggers record temperature measurements within the 
range of -10ºC – 65ºC with an accuracy of +/- 0.5ºC, and RH measurements within the range 0-
100% with an accuracy of 0.6%. Between two and four sensors were installed in each 
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participant’s home, depending on the size of the residence. At a minimum, one sensor was 
installed in the home’s main living room and another in the study participant’s main bedroom. 
The sensors were attached to walls or furniture at a height of approximately 1.5m, away from 
windows and heating devices and out of direct sunlight. They were programmed to log 
measurements every hour, and remained in the residences for 5-6 months, at which time they 
were removed and the data downloaded. Duplicate loggers were co-installed side by side in a 
subset of the homes to assess inter-sensor reliability. 
 
Outdoor temperature and humidity measurements 
Hourly outdoor meteorological measurements were drawn from temperature and dew point 
temperature readings provided by the National Oceanic and Atmospheric Association (NOAA) 
for New York City’s Central Park weather station, the closest NOAA weather station to the 
residences in this study.  
 
Analysis of nighttime bedroom temperature across the summer season 
Our analysis of indoor heat across the entire summer season focuses on temperature, in order 
to relate our findings to the few published health-related recommendations for temperature 
ranges in residential environments (CIBSE 2013; Ormandy and Ezratty 2012). Because we were 
interested in evaluating the effectiveness of different AC systems, we concentrated our 
analysis on those rooms and times of day when the occupants were most likely to be at home 
and using AC. Our initial surveys indicated that many residents were absent from home during 
the day but at home at night. AC use was also reported to be highest at night. We therefore 
restricted our analysis to bedrooms during the hours of 12am – 6am, a period that we believe 
isolated those times and locations when occupancy and AC use were most likely to coincide. 
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We compared mean nighttime bedroom temperatures by AC type and also investigated 
differences between indoor and outdoor temperature.  
 
Because we were also interested in the effectiveness of AC on particularly hot days, we 
conducted a separate analysis of nighttime bedroom temperature on the hottest 10% of summer 
nights, defined as those nighttime periods (12am-6am) following days on which outdoor 
maximum temperature exceeded its 90th percentile over Summers 1 and 2. This outdoor 
threshold was 31.7ºC, and there were 17 nights over the two summers that met this criterion. 
 
Heat Wave Analysis 
We chose Heat Index (HI) as our primary outcome variable of interest during extreme heat 
episodes due to the relevance of both environmental temperature and humidity on the ability 
to dissipate excess heat from the human body (Davis et al. 2016), and because HI is the metric 
used to determine when to issue heat advisories in New York City (US Department of 
Commerce). Hourly indoor and outdoor HI values were calculated from temperature and RH 
using the weathermetrics package in R (Anderson et al. 2013a), which uses the algorithm 
employed by the U.S. National Weather Service to calculate HI.  
 
Heat advisories are issued in New York City when the heat index (HI) is forecast to reach 95ºF 
(35ºC) for two consecutive days or to surpass 100ºF (37.8ºC) for any length of time (US 
Department of Commerce 2010). No heat advisories were issued during the first summer of 
monitoring, while two heat advisories were issued during Summer 2015.  “Heat Wave 1” 
corresponded to July 19-20, 2015, when the maximum outdoor HI reached 101.8ºF (38.8 ºC); 
and “Heat Wave 2” corresponded to July 28-29, 2015, when outdoor HI reached 95.1ºF (35.1ºC). 
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For comparative purposes we also chose a four-day reference period that began approximately 
one week prior to the first heat advisory period, when temperatures were seasonable for July. 
Dates of the reference period were July 12-15, 2015; maximum outdoor HI during this period 
was 86.9ºF (30.5ºC). 
 
We built multilevel models using the nlme package in R (Pinheiro et al. 2016) to evaluate the 
role of AC types and building factors on indoor HI during the heat waves. Hourly indoor HI 
values were the outcome variable in models with predictors including household- and 
building-level factors as well as outdoor HI variables. Outdoor HI was lagged 3 hours behind 
indoor HI since initial data exploration indicated that this lag was the most strongly correlated 
with hourly indoor HI. We also included outdoor HI lagged 24 hours behind indoor HI to 
account for day-to-day thermal inertia in the building (lags of more than 1 day were not 
significant and not retained in the models).  
 
For this analysis, we used all the hourly data across all rooms in the home and all times of day, 
and adjusted for possible occupancy and AC use patterns via the inclusion of covariates for 
room type and time of day. A number of building-level variables were explored for inclusion in 
the models; those that were eventually excluded due to lack of influence on indoor HI were: 
number of rooms in home, number of dwellings in the building, floor level of home, total 
number of household members, and year of building construction.  
Our final models for hourly indoor HI were fit using separate three-level random-intercept 
multilevel regression models for each heat wave and the reference period, as follows: 
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HIijk = αjk[i] + β1Xi1 + β2Xi2 + β3Xi3 + εi  [4.1] 
αjk = a + b2Uj2 + b3Uk3 + 𝝶jk [4.2] 
Where: 
• The outcome variable, HIijk, represents hourly observations of indoor HI for hour i in 
room j and household k.  
• The vector X1 represents a matrix of covariates that vary at the same level as the 
individual HI observations (Level 1); that is, in time. In this case X1 represents same-
hour and 24-hour-lagged outdoor HI, and dummy variables for time of day (morning, 
day, evening, night).   
• The vector X2 represents a matrix of covariates varying at the location of individual 
temperature/humidity loggers (the “room” level of the home, Level 2): these included 
presence of AC in the room, and bedroom versus other room. 
• The vector X3 represents a matrix of covariates that vary at the household level (Level 
3): AC type and top floor location.  
• εi is the within-household variation not explained by the predictors X1, X2, and X3. 
• The intercept, αjk, incorporates error terms Uj and Uk that allow it to vary by room and 
household. 
 
Lastly, we fit the models with a first-order autocorrelation (AR1) structure to account for 
correlation of observations in time. 
 
To explore the question of the persistence of high indoor HI beyond the end of a heat wave, we 
isolated a set of days for each of the two heat wave episodes that were similar in outdoor HI to 
the day following the end of each heat wave: the “post-heat-wave” day. We defined similar 
days as days during summer 2015 when the maximum daily outdoor HI came within 1ºC of its 
value on the “post-heat-wave” day. To test this effect we built multilevel regression models in 
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which we included an indicator variable for the “post-heat-wave” day along with our usual 
predictors (AC type, top floor location, outdoor HI).  
RESULTS 
Outdoor temperature during the study period  
As compared to temperatures recorded at the Central Park weather station between the years 
1981-2010, average temperature during Summer 1 (June-September 2014) was 0.1ºC cooler than 
the 30-year mean, and no heat advisories were issued. Summer 2 (June-September 2015) was 




A total of 36 households participated in the study: 21 in Summer 1 and 30 in Summer 2. 15 
homes participated across both seasons. Descriptive characteristics of the households can be 
found in Table 1. All of the homes were located in multifamily housing (e.g. apartment 
buildings, condominiums, and row houses), with half the homes (18 units) in medium-size 
buildings containing 20-99 dwellings, an additional 14 homes in large buildings with upwards 
of 100 dwellings, and only four homes situated in buildings with fewer than 20 dwellings. The 
mean building height was 13.4 floors (range, 3-32 floors).  
 
The most prevalent type of AC in our study sample was window air conditioning (24 homes). 
This type of AC system consists of one or more self-contained units that fit into a window sash 
or into a specially prepared sleeve in a wall. Four homes had “ductless” or “mini-split” AC 
systems: this type of AC is generally considered to be more efficient than window AC because 
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of the separation of the condenser unit (installed outdoors) from the blower unit (installed 
indoors). Five homes had central air conditioning, which is a building-wide system of centrally 
cooled air distributed to individual rooms through the building ductwork. A single home 
employed a freestanding portable air conditioner, and two homes had no AC units at all (Table 
1).  
 
Figure 1. Distribution of daily outdoor temperatures from Central Park Weather station during 




The most common strategy in response to the question: “On a very hot day, what actions do 
you typically take to stay cool at home?” was “Use an air conditioner” (33/92%), followed by 
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such as opening windows and intentionally leaving home for a cooler location were much less 
common, reported by 19%, 25%, and 6% of households, respectively. Strategies that were 
volunteered by the study participants included: Drink water (4/11%), Take a cool shower 
(5/14%), Use the pool (1/3%), wear less clothing (1/3%).  
 
Table 1. Descriptive characteristics of 36 households.  
Characteristic Mean (range) 
Total Household Members 2.4 (1-5) 
Age of household members (years) 33.6 (2-90) 
Rooms in home 3.8 (1-9) 
Bedrooms in home 1.9 (1-4) 
Floors in building 13.4 (3-32) 
Year of construction 1944 (1870-2012) 
  
 Count (percent) 
Rent vs. Own 
 Rent 25 (69%) 
 Own 11 (31%) 
AC type 
 Window unit 24 (67%) 
 Central 5 (14%) 
 Ductless 4 (11%) 
 Portable 1 (3%) 
 None 2 (6%) 
Units in building 
 2-4 3 (8%) 
 10-19 1 (3%) 
 20-99 18 (50%) 
 100+ 14 (39%) 
Located on top floor of building 
 Yes 4 (11%) 
 No 32 (89%) 
Located on top two floors of building 
 Yes 8 (22%) 
 No 28 (78%) 
Strategies to stay cool at home on a very hot day 
 Use an air conditioner 33 (92%) 
 Use an electric fan 20 (56%) 
 Open the windows 7 (19%) 
 Close the shades on the windows 22 (61%) 
 Leave home and go to a cooler location during the day 9 (25%) 
 Leave home and go to a cooler location during the night 2 (6%) 
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Among the 34 households with AC, self-reported AC use in the home was greater at night and 
on very hot days (Figure 2). On a typical summer day, participants reported using AC for an 
average of 4.8 hours during the daytime (defined as 7am-7pm), increasing to 8.2 hours during 
the nighttime (7pm-7am). On a very hot day, AC use increased to 6.7 hours during the daytime. 
The greatest reported AC use was during the nighttime on a very hot day, when 30 of 34 
participants reported using AC for all 12 hours of the night. Among those households whose 
AC systems allowed them to set a desired temperature (26 households or 76% of the 34 
households with AC), the mean self-reported usual temperature setting was 21.3ºC (70.4ºF, 
range 63-76ºF), which is 4.2 ºC (7.6ºF) cooler than the 25.6ºC (78ºF) setting recommended by 
New York’s office of Emergency Management to conserve energy during hot weather (NYCEM 
2016). 
 
Nighttime Bedroom Temperature by AC Type  
Comparing nighttime temperature in bedrooms by AC type across the summer seasons, we 
observed that central AC was associated with the coolest temperatures, followed by ductless 
AC. Rooms with window and portable AC were warmer. Over all summer nights, the mean 
temperature across all homes was 25.5ºC, but the means ranged from 24.0ºC (homes with 
central AC) to 27.4ºC (the single home with portable AC, Table 2a). Homes with window AC 
(the most prevalent AC type in this sample) had a mean temperature of 25.6ºC. Notably, mean 
nighttime bedroom temperatures were higher than the corresponding outdoor temperature 
levels across all AC types when considering summer as a whole (bold numbers in Table 2a).  
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Figure 2. Self-reported typical AC use. a) and b), “Typical” summer day/night; c) and d), “Very 
hot” summer day/night). “Day” was defined as 7am-7pm, and “Night” as 7pm-7am. 
 
 
On the hottest 10% of nights (Table 2b), mean temperature across all homes rose one degree 
Celsius, to 26.5. The means by AC type typically rose about one degree as well as compared to 
the AC-specific average across all summer nights, with the exception of a 2.3 degree increase 
(to 28.3ºC) in the homes with no AC. While the indoor-outdoor difference typically decreased 
on these hottest nights, the mean nighttime temperature was still above the outdoor 
temperature in all homes except those with central AC. These differences can be visualized in 
Figure 3, which also demonstrates that there was considerable variability in indoor 
temperature within each AC category. Window AC (the most prevalent AC type in this 
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population) had the most variability, with some temperature values far below the outdoor 
levels and some far above them. In pairwise comparisons by AC type, the differences in indoor 
HI between central AC and no AC/ window AC were statistically significant, while none of the 
other types of air conditioning were significantly different from any of the others (Figure 3). 
 
Table 2. Mean [SD] nighttime bedroom temperature and indoor-outdoor temperature 
differences by type of AC system, over: a) all nights across Summers 1 and 2; b) hottest 10% of 
nights. 
AC Type 
 a) Temperature (ºC), all 
summer nights 
b) Temperature (ºC), hottest 










None (n = 2) 26.0 [2.0] 4.7 [2.1] 28.3 [0.9] 2.7 [1.9] 
Portable† (n = 1) 27.4 [1.5] 6.9 [2.3] 28.5 [1.0] 6.4 [1.5] 
Window (n = 24) 25.6 [2.1] 4.2 [3.1] 26.6 [2.3] 0.8 [2.9] 
Ductless  (n = 4) 25.2 [1.7] 3.9 [3.2] 25.7 [2.2] 0.2 [3.1] 
Central  (n = 5) 24.0 [1.7] 2.8 [2.7] 25.3 [1.3] -0.4 [2.2] 
All Homes 25.5 [2.1] 4.2 [3.1] 26.5 [2.3] 0.8 [2.9] 
* Hottest nights defined as the 12am-5am period following days on which outdoor maximum 
temperature exceeded the 90th percentile of daily maximum temperature over Summers 1 and 2 
(31.7ºC). 
†The household with portable AC participated only during Summer 1. 
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Figure 3. Distribution of hourly nighttime Temperature in bedrooms by AC Type. 
 
* p-value < 0.05. P-values are from bivariate linear multilevel models grouped by household 
and by sensor.  
 
Heat Wave Analysis 
Outdoor temperature for the month of July 2015 can be seen in Figure 4. The two heat wave 
periods and the reference period are highlighted. In our analysis of indoor HI during these 
three periods, we observed similar differences by AC type as we had seen in our earlier 
analysis (Figure 4). Again, homes with no AC were the warmest both during the reference 
period and both heat waves (Figure 5), followed by homes with window AC, ductless AC, and 
central AC respectively (no households enrolled in the study during Summer 2 had portable 
AC).  Top-floor homes were much warmer than homes on other floors both during the 


























































Hottest 10% of nights
*
*
indoor mean outdoor mean
Nighttime Bedroom Temperature by AC Type
AC type
	   155	  
 
Figure 4. Outdoor and Indoor Heat Index values by AC Type, July 2015, with Reference, Heat 
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Results of Multilevel Models 
 
The results from our multilevel models are presented in Figure 7 (full tabular results are 
available in the Supplemental Material, Table S1).  The results indicate that the contribution of 
the 3-hour-lagged and 24-hour-lagged outdoor HI variables to indoor HI during the reference 
period and the two heat waves is consistently and significantly positive; however, the 
coefficients associated with the outdoor variables are quite small. Coefficients for the outdoor-
indoor association are between 0.02 and 0.11 for each 1ºC increase in outdoor HI; thus a 10-
degree increase in outdoor HI is associated with between 0.2-1.1 ºC higher indoor HI.  The 
categorical “time of day” variable and binary “room type” variable are also often significant to 
the models; their contribution to indoor HI levels is likewise small (all coefficients less than 
1.0ºC). Meanwhile, the coefficients associated with AC type and with top floor location are 
large. Top floor location was significantly associated with approximately 2ºC higher HI during 
the reference period, and 3.3-3.7ºC higher HI during the two heat waves, adjusting for AC type 
and the other covariates in the model. Central AC was associated with indoor HI values that 
were on average 2.2ºC cooler than homes with no AC during the reference period, and more 
than 4ºC cooler during the two heat waves. 
 
Although some associations did not reach statistical significance in our sample of 30 homes, 
the trend in the impact of AC types on indoor HI is clear. Central AC was associated with the 
coolest indoor HI, and homes with ductless AC were second coolest. Homes with window AC 
were still between 1.1 and 2.6ºC cooler as compared to homes with no AC, but several degrees 
warmer on average than homes with central AC. We had limited power to detect significant 
effects within our sample of 30 households, but found that indoor HI in homes with central AC 
was significantly different from homes with no AC during Heat Wave 1 only.  
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Figure 7.  Adjusted Beta Coefficients from Multilevel Models, for Reference period, Heat Wave 
1, Heat Wave 2. Predictors are: top floor vs. other floor (topfloor: TRUE); outdoor HI at lag 3 
(out_hi_lag3); outdoor HI at lag 24 (out_hi_lag24); indicators for time of day (evening, day, and 
morning, with night as the reference period); bedroom vs. other room (is_bedroom); presence 
of AC unit in the room (loc_has_AC: TRUE); and AC type (window, ductless, or central AC 
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Indoor HI Persistence 
 
In Figures 5 and 6, the official heat advisory periods are highlighted with a red box. We have 
also extended the graphs to include the indoor HI for two days beyond the end of these heat 
advisory periods. It is visually apparent that at least some homes exhibited a persistence of 
elevated indoor HI values for approximately one day after the end of the heat advisory periods, 
particularly during Heat Wave 2. We found that the effect of the “post-heat-wave” day was 
significant in our models, implying that indoor HI was significantly warmer on the day 
following each heat wave, compared to other days with similar outdoor conditions and 
adjusting for AC type and top floor location (Figure 8, full results can be found in the 
Supplemental Material).  
 
Figure 8. Daily mean indoor HI on days following the end of the two heat waves in 2015 
compared to other days with similar outdoor HI.  
 
 
* p-value < 0.05 from multilevel models adjusting for daily mean outdoor HI, AC type, and top 
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DISCUSSION 
Previous work has demonstrated the association between summertime outdoor and indoor 
temperature and heat index in NYC (Quinn et al. 2014; Tamerius et al. 2013; Uejio et al. 2015) , 
but none of this prior work has been able to incorporate air conditioning as a predictor of 
indoor conditions. In the present study, we confirm the contribution of outdoor conditions, but 
further show that dwelling-specific predictors contribute to the indoor heat index, with top 
floor location significantly associated with higher HI, and different AC types associated with 
different indoor heat levels.  
 
It is difficult to know whether the heat levels we observed in our sample of homes are 
associated with health risk, as we lack human health data to estimate the association between 
adverse health events and indoor conditions. Lacking these data, we also cannot establish 
health-relevant thresholds for indoor temperature and humidity (Anderson et al. 2013b). A few 
organizations have nonetheless proposed indoor heat guidelines: for example WHO Europe 
suggests that the range of indoor temperature that presents “minimal risk” to the health of the 
elderly is 18-24ºC (Ormandy and Ezratty 2012). Meanwhile, the UK’s Chartered Institution of 
Building Engineers (CIBSE) has suggested indoor thermal thresholds for overheating, which 
include a bedroom-specific overheating threshold of 26ºC and a lower “sleep impairment” 
threshold of 24ºC (CIBSE 2013). The CIBSE recommendation is that temperature in bedrooms 
should not exceed these thresholds for more than 1% of the occupied time on an annual basis 
(Mavrogianni et al. 2015). Although the relevant thresholds may certainly be different in the 
northeastern United States than in Europe, it is notable that in this sample of homes, mean 
nighttime bedroom temperature in homes with no AC equaled the 26ºC overheating threshold; 
while during the hottest 10% of summer nights the average temperature in several categories of 
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homes (no AC, window AC, portable AC) exceeded this threshold. Even more homes exceeded 
the 24ºC “sleep impairment” threshold as a matter of course: only homes with central AC had 
mean temperature lower than this across the summer as a whole. On the hottest 10% of nights, 
homes with central AC surpassed this threshold as well.  
 
A key finding from this work concerns the high levels of temperature and HI that we observed 
indoors despite the fact that most households used AC. The prevalence of AC in this sample 
(34 out of 36 homes or 94% of the sample) is only slightly higher than the prevalence of AC in 
New York City households overall, estimated at 89% in 2011 (Lane et al. 2014). AC use was the 
most frequently cited heat adaptation strategy among our participants, and was reported at 
higher rates than in previous studies elsewhere in the United States. For example, elderly 
residents of Detroit more often opened windows or doors and/or turned on fans than used AC 
(White-Newsome et al. 2011), and an evaluation of heat watch warning systems in four North 
American cities indicated that respondents cited “avoiding the outdoors” more than using AC 
during extreme heat events (Sheridan 2007).  Further, although all households with AC in our 
study reported setting their AC temperature to levels that were below the recommended 78ºF 
(25.6ºC), only homes with central AC actually maintained mean bedroom temperatures lower 
than this on hot summer nights (Table 2).  
 
Although there is substantial observational evidence supporting AC as protective against heat-
related morbidity and mortality (Bouchama and Knochel 2002; New York City Department of 
Health and Mental Hygiene 2006; Ostro et al. 2010; Semenza et al. 1996), the results presented 
here suggest that AC may not be a one-size-fits-all panacea to mitigate heat stress in indoor 
environments. Our finding that central AC provided statistically significant reductions in heat 
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exposure, as compared to window AC, is in line with the conclusions of the few previous 
studies that have examined the effect of AC type on mortality. A study of 72,740 death index 
records for decedents in the United States between 1980-1985 found a significantly reduced risk 
of death on hot days among those with central AC but not those with room AC (Rogot et al. 
1992), although room AC was protective in the smallest homes (those containing three or 
fewer rooms). In another study, central AC, but not room AC, explained a portion of observed 
differences by race in heat-related mortality in four U.S. cities (O’Neill et al. 2005).  
 
Our observations also indicate that some homes exhibited high HI values for at least a day after 
the conclusion of the two heat advisory periods. Epidemiologic studies have often noted a brief 
lag in mortality following a heat wave. A classic pattern that has been observed is a gradual 
increase in daily mortality as the heat wave increases in duration, followed by a drop in 
mortality when the heat wave ends. The peak in daily mortality often occurs 1-2 days 
following the peak in outdoor temperature. This pattern was seen, for example, in the 1995 
Chicago heat wave (McGeehin and Mirabelli 2001), in Milwaukee the same year (CDC 1996), in 
the 2003 French heat wave (Fouillet et al. 2006), in Victoria, Australia in 2009 (Department of 
Health & Human Services 2012), and in a study summarizing mortality due to ischemic heart 
disease over all the heat waves in Germany in the years 2001-2010 (Zacharias et al. 2014). The 
current study lends a possible exposure-based explanation for this observed lag. We speculate 
that thermal inertia is at play in retaining heat inside these homes, such that multiple days of 
rising outdoor temperatures over the summer season cause indoor heat to build up and even 
continue to rise for a time after the outdoor temperatures have subsided to levels that are more 
seasonable. If this finding is reproduced in future research efforts, it will have real implications 
for public health preparedness. For example, amending heat wave action plans to ensure that 
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all prevention activities continue for a few days after the peak in outdoor heat might lead to a 
discernable reduction in lives lost during extreme heat events.  
 
This study was subject to several limitations. The research was conducted in a relatively small 
convenience sample of 36 homes. The generalizability of the findings to other dwellings in 
NYC and to highly vulnerable populations, such as those who are elderly and have chronic 
health conditions, is thus limited. The sample size considerations also led to relatively large 
confidence intervals around some of our predictors of interest, such as AC type. In this sample 
we were not able to capture every combination of pertinent variables: for example, no top floor 
homes in the study had central AC. Another limitation is that we used central (Central Park 
Station) weather recordings for the outdoor HI levels in our models, as we did not have site-
specific outdoor temperature and humidity measurements. Despite the advantages provided by 
our ability to record the types and locations of AC units in the homes, we had no way to record 
actual AC use – that is, to determine when AC was actually being used in the homes. We 
included variables in our models for time of day and type of room (bedroom vs. other room) 
and found that they responded as expected, indicating that AC use was presumably higher at 
night and in bedrooms.  
 
Lastly, while the findings presented here raise many questions for future research about the 
protective capacity of different AC systems and other housing-level factors against excess heat, 
there are also other reasons to be cautious about public health policies that rely on residential 
AC for protection against heat stress. AC use contributes to greenhouse gas emissions and 
releases heat into the outdoor environment, ironically contributing to the very effects it seeks 
to diminish; namely the health impacts of global warming and the urban heat island effect. 
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Concerns have also been raised that increased dependence on AC as a mechanism to reduce 
heat stress could paradoxically increase household vulnerability to heat: both because 
increased AC use at a metropolitan scale increases pressure on the power grid and causes 
brownouts and blackouts, rendering AC useless (Anderson and Bell 2012; Kinney et al. 2015; 
Maller and Strengers 2011); and because over-reliance on this “technical” fix may result in a 
population unaware of other, less energy-intensive strategies that can be used to cool rooms 
and bodies (such as nighttime window opening, proper use of fans, cooling the body with 
water and adjusting clothing) (Brown and Walker 2008). In this study, “alternative” strategies 
other than AC were infrequently employed: only slightly over half of respondents reported 
shading their windows to reduce exposure to heat, and only one-fifth opened their windows, 
even at night when outdoor conditions were cooler than indoor conditions (Figure 3).  These 
results indicate that there is ample room for promotion of non-AC-dependent cooling 
strategies in the NYC residential environment, and for addressing barriers to their adoption, 
such as the fear of noise, insects, and crime that may impede window opening in some homes. 
Concurrently, more research is needed on how to reduce heat exposure in top floor dwellings; 
for example with “cool” roof coatings, improved ventilation, and increased use of insulation.  
CONCLUSIONS 
The ability to manage indoor heat in New York City apartments depends not only on AC 
presence but also on the type of AC system and on factors such as the apartment’s location 
within the building. Central and ductless AC were associated with the coolest summertime 
temperatures, while homes with window and portable AC were warmer. Apartments on the 
top floor of a building can be significantly hotter during heat waves than other apartments 
regardless of the presence of AC. These findings can inform heat-risk vulnerability indices, 
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which should be extended to include risk factors associated with housing. Public health 
practitioners and medical professionals should be aware that AC is not necessarily a panacea 
against heat stress, particularly if the type of AC is a lesser-performing window or portable 
unit and if residents live on the top floor of a building. Extreme heat preparedness efforts could 
also be improved by extending the action period beyond the official end of the heat wave, since 
high levels of indoor heat may persist after the heat wave has ended. Additional, non-energy-
dependent strategies to cool the indoor environment should be explored, particularly in light of 
predictions for more frequent and intense heat waves in the coming century. 	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SUPPLEMENTAL MATERIAL 
 
Table S1. Results of multilevel models for heat advisory periods. a) Reference period; b) Heat 
Wave 1; c) Heat Wave 2 
a.	  Reference	  period:	  July	  12-­‐15,	  2015	  
	  	   Value	   CI	  (lower)	   CI	  (upper)	   Std.Error	   DF	   t-­‐value	   p-­‐value	   	  	  	  	  
(Intercept)	   27.29	   25.26	   29.33	   1.04	   7101.00	   26.33	   <0.001	   ***	  
out_hi_lag3	   0.02	   0.00	   0.04	   0.01	   7101.00	   2.30	   0.02	   *	  
out_hi_lag24	   0.04	   0.03	   0.06	   0.01	   7101.00	   4.68	   <0.001	   ***	  
AC_type:	  window	   -­‐1.13	   -­‐3.35	   1.08	   1.07	   24.00	   -­‐1.06	   0.30	   	  	  
AC_type:	  ductless	   -­‐1.90	   -­‐4.53	   0.73	   1.27	   24.00	   -­‐1.49	   0.15	   	  	  
AC_type:	  central	   -­‐2.19	   -­‐4.75	   0.38	   1.24	   24.00	   -­‐1.76	   0.09	   .	  
loc_has_AC:	  TRUE	   -­‐0.47	   -­‐1.11	   0.17	   0.32	   41.00	   -­‐1.48	   0.15	   	  	  
is_bedroom	   -­‐0.53	   -­‐0.99	   -­‐0.07	   0.23	   41.00	   -­‐2.31	   0.03	   *	  
timeofday:	  morning	   0.13	   0.07	   0.20	   0.03	   7101.00	   3.93	   <0.001	   ***	  
timeofday:	  day	   0.33	   0.26	   0.41	   0.04	   7101.00	   8.61	   <0.001	   ***	  
timeofday:	  evening	   0.19	   0.12	   0.25	   0.03	   7101.00	   5.72	   <0.001	   ***	  
topfloor:	  TRUE	   2.06	   0.44	   3.68	   0.79	   24.00	   2.62	   0.02	   *	  
	  
b.	  Heat	  Wave	  1:	  July	  19-­‐20,	  2015	  
	  	   Value	   CI	  (lower)	   CI	  (upper)	   Std.Error	   DF	  
t-­‐
value	   p-­‐value	   	  	  	  	  
(Intercept)	   26.22	   22.86	   29.58	   1.71	   3475.00	   15.29	   <0.001	   ***	  
out_hi_lag3	   0.11	   0.08	   0.13	   0.01	   3475.00	   7.15	   <0.001	   ***	  
out_hi_lag24	   0.06	   0.04	   0.08	   0.01	   3475.00	   4.83	   <0.001	   ***	  
AC_type:	  window	   -­‐2.58	   -­‐6.22	   1.06	   1.76	   24.00	   -­‐1.46	   0.16	   	  	  
AC_type:	  ductless	   -­‐3.98	   -­‐8.31	   0.34	   2.09	   24.00	   -­‐1.90	   0.07	   .	  
AC_type:	  central	   -­‐4.32	   -­‐8.55	   -­‐0.10	   2.05	   24.00	   -­‐2.11	   0.05	   *	  
loc_has_AC:	  TRUE	   -­‐0.42	   -­‐1.45	   0.61	   0.51	   41.00	   -­‐0.82	   0.42	   	  	  
is_bedroom	   -­‐0.68	   -­‐1.42	   0.06	   0.37	   41.00	   -­‐1.86	   0.07	   .	  
timeofday:	  morning	   0.06	   -­‐0.07	   0.18	   0.06	   3475.00	   0.91	   0.36	   	  	  
timeofday:	  day	   0.22	   0.07	   0.37	   0.08	   3475.00	   2.85	   0.00	   **	  
timeofday:	  evening	   0.24	   0.09	   0.39	   0.08	   3475.00	   3.09	   0.00	   **	  
topfloor:	  TRUE	   3.69	   1.02	   6.36	   1.29	   24.00	   2.85	   0.01	   **	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c.	  Heat	  Wave	  2:	  July	  28-­‐29,	  2015	  
	  	   Value	   CI	  (lower)	   CI	  (upper)	  
Std.Er
ror	   DF	  
t-­‐
value	   p-­‐value	   	  	  	  	  
(Intercept)	   29.32	   26.06	   32.57	   1.66	   3166.00	   17.66	   <0.001	   ***	  
out_hi_lag3	   0.05	   0.03	   0.08	   0.01	   3166.00	   3.71	   <0.001	   ***	  
out_hi_lag24	   0.00	   -­‐0.03	   0.03	   0.01	   3166.00	   0.19	   0.85	   	  	  
AC_type:	  window	   -­‐1.47	   -­‐5.00	   2.05	   1.70	   23.00	   -­‐0.86	   0.40	   	  	  
AC_type:	  ductless	   -­‐2.90	   -­‐7.05	   1.26	   2.01	   23.00	   -­‐1.44	   0.16	   	  	  
AC_type:	  central	   -­‐4.01	   -­‐8.07	   0.06	   1.96	   23.00	   -­‐2.04	   0.05	   .	  
loc_has_AC:	  TRUE	   -­‐0.65	   -­‐1.56	   0.26	   0.45	   39.00	   -­‐1.45	   0.16	   	  	  
is_bedroom	   -­‐0.46	   -­‐1.09	   0.18	   0.31	   39.00	   -­‐1.46	   0.15	   	  	  
timeofday:	  morning	   0.13	   0.02	   0.24	   0.06	   3166.00	   2.33	   0.02	   *	  
timeofday:	  day	   0.02	   -­‐0.12	   0.16	   0.07	   3166.00	   0.30	   0.77	   	  	  
timeofday:	  evening	   0.18	   0.05	   0.31	   0.07	   3166.00	   2.63	   0.01	   **	  
topfloor:	  TRUE	   3.25	   0.68	   5.83	   1.25	   23.00	   2.61	   0.02	   *	  
*	  p-­‐value	  <	  0.05;	  **	  p-­‐value	  <	  0.01,	  ***	  p-­‐value	  <	  0.001	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Table S2. Results of multilevel models comparing mean daily indoor HI on days following the 
two heat wave periods with days with similar outdoor conditions.  a) Heat Wave 1; b) Heat 
Wave 2. The coefficient “follows_hw” for the day following the heat wave is significant in both 
cases.  
a.	  Heat	  Wave	  1	  
	  	   Value	   CI	  (lower)	   CI	  (upper)	   Std.Error	   DF	   t-­‐value	   p-­‐value	   	  	  	  	  
(Intercept)	   21.32	   18.28	   24.36	   1.55	   672.00	   13.78	   <0.001	   ***	  
follows_hw:	  TRUE	   0.61	   0.19	   1.02	   0.21	   672.00	   2.87	   0.00	   **	  
out_hi	   0.28	   0.20	   0.36	   0.04	   672.00	   6.95	   <0.001	   ***	  
AC_type:	  window	   -­‐1.48	   -­‐3.79	   0.83	   1.12	   25.00	   -­‐1.32	   0.20	   	  	  
AC_type:	  ductless	   -­‐2.38	   -­‐5.09	   0.34	   1.32	   25.00	   -­‐1.81	   0.08	   .	  
AC_type:	  central	   -­‐2.97	   -­‐5.65	   -­‐0.29	   1.30	   25.00	   -­‐2.28	   0.03	   *	  
topfloor:	  TRUE	   2.35	   0.65	   4.05	   0.83	   25.00	   2.84	   0.01	   **	  
b.	  Heat	  Wave	  2	  
	  	   Value	   CI	  (lower)	   CI	  (upper)	   Std.Error	   DF	   t-­‐value	   p-­‐value	   	  	  	  	  
(Intercept)	   17.45	   13.86	   21.05	   1.83	   583.00	   9.53	   <0.001	   ***	  
follows_hw:	  TRUE	   1.76	   1.32	   2.19	   0.22	   583.00	   7.86	   <0.001	   ***	  
out_hi	   0.42	   0.32	   0.51	   0.05	   583.00	   8.61	   <0.001	   ***	  
AC_type:	  window	   -­‐1.57	   -­‐4.18	   1.04	   1.27	   25.00	   -­‐1.24	   0.23	   	  	  
AC_type:	  ductless	   -­‐2.57	   -­‐5.64	   0.50	   1.49	   25.00	   -­‐1.73	   0.10	   .	  
AC_type:	  central	   -­‐3.20	   -­‐6.22	   -­‐0.17	   1.47	   25.00	   -­‐2.17	   0.04	   *	  
topfloor:	  TRUE	   2.34	   0.41	   4.26	   0.93	   25.00	   2.50	   0.02	   *	  
*	  p-­‐value	  <	  0.05;	  **	  p-­‐value	  <	  0.01,	  ***	  p-­‐value	  <	  0.001	  
	   	  
	   174	  
	  
INITIAL SURVEY QUESTIONS 
 
SECTION 1: BACKROUND INFO ON EACH HOUSEHOLD MEMBER 
1. What is this person's age?  
2. On a typical day, how many hours does this person spend at home?  
a. # hours Daytime: 7am-7pm 
b. # hours Nighttime: 7pm-7am 
3. Has a doctor ever diagnosed this person with: (Yes/No for each) 
a. Asthma 
b. Seasonal allergies (e.g. hay fever)  
c. COPD  
d. Chronic Sinusitis  
e. Cardiovascular Disease  
f. Diabetes  
g. Other chronic respiratory or cardiovascular condition (specify in 
comments) 
 
Follow-up questions for any “yes” responses: 
1. If yes, how many doctor's visits specifically for this condition in last 12 
months?  
2. How many of these visits were urgent/emergency?  
 
SECTION 2: HOME PHYSICAL CHARACTERISTICS 
1. How many units are in this building?  
2. Does the owner of this building live in the building? (for rented units only)  
a. Yes  
b. No 
c. Don't Know 
d. N/A - family owns the unit  
3. How many stories are in this building? (Count the basement if people live in it)  
4. On what floor is this unit?  
5. How many rooms are in this apartment (house)? Do not count bathrooms, porches, 
balconies, halls, foyers, or half-rooms.  
6. Of these rooms, how many are bedrooms?  
7. How many bathrooms are in your home?  
a. # Full  
b. # Half  
8. Count the windows in the home.  
o No. Windows facing:  
§ North 
§ East  
§ South  
§ West 
9. Is there evidence of water damage/mold in the home? (Yes/No) 
10. In approximately what year was this building built?  
11. Enter exterior material  
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SECTION 3: AIR CONDITIONING PRESENCE AND USE 




1. If no, did you have an air conditioner in your residence last summer? (Yes/No) 
2. If no, what is the main reason you don't have an air conditioner?  
a. Don't think I need it  
b. Too expensive to acquire an air conditioner Too expensive to run an air 
conditioner Previous air conditioner broke  
c. Other (please specify)  
3. If no, do you plan to acquire an air conditioner before the summer is over (or before 
the next hot season)?  (Yes/No/Don't know) 
 
IF YES: 
1. What kind of air conditioning system do you currently have in your home?  
a. Window air conditioner 
b. Central air conditioning system 
c. Portable air conditioner  
d. Split/ductless (PTAC) system  
e. None  
2. Which rooms in your home currently have an air conditioning unit in them?  
3. To your knowledge is your air conditioner (at least one) currently in good working 
order? (Yes/No/Don't know) 
4. If your air conditioner (or A/C system) allows you to set a desired temperature, 
what temperature do you choose?  
5. On a TYPICAL summer day, how many hours a day do you run an air conditioner 
(at least one unit)?  
a. # hours Daytime: 7am-7pm 
b. # hours Nighttime: 7pm-7am  
6. On a VERY HOT day, how many hours do you typically run an air conditioner (at 
least one) in your home?  
a. # hours Daytime: 7am-7pm 
b. # hours Nighttime: 7pm-7am  
 
SECTION 4: ACTIONS ON HOT DAYS 
1. On a VERY HOT day, what actions do you typically take to stay cool at home?  
a. Use an air conditioner  
b. Use an electric fan 
c. Open the windows 
d. Close the shades on the windows 
e. Leave home and go to a cooler location during the day (e.g. office, movie, 
library, designated cooling center)  
f. Leave home and got to a cooler location for the night (e.g. friend or relative's 
house, designated cooling center)  
g. Other (please specify)  
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SECTION 5: ACTIONS TO DEAL WITH HUMIDITY 
1. Do you currently own a dehumidifier? (Yes/No) 
2. How many dehumidifiers?  
3. In which room(s) is(are) the dehumidifier(s) located?  
4. On a TYPICAL summer day, how many hours a day do you run a dehumidifier (at 
least one unit)? 
a. # hours Daytime: 7am-7pm 
b. # hours Nighttime: 7pm-7am 
 
SECTION 6: HOME HEATING SYSTEM 
1. What type of heating do you have in your home?  
a. Steam radiators  
b. Hot water baseboards  
c. Forced air 
d. Radiant heat  
e. Geothermal  
f. Other (please specify)  
2. Can you turn your heat on and off yourself? (Yes/No) 
3. Do you have a thermostat to control the level of heat in your home? (Yes/No) 
4. During the past winter when your regular heating system was working, did you, at 
any time, have to use additional sources of heat because your regular system did not 
provide enough heat? Additional sources may be the kitchen stove, a fireplace, or a 
portable heater. (Yes/No) 
 
SECTION 7: HUMIDIFIERS 
1. Do you use a humidifier? (Yes/No)  
2. How many humidifiers in home?  
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ABSTRACT 
Background: Concerns about indoor residential humidity have largely centered on dampness 
prevention. Overly dry air, however, may favor the survival of some viruses and hence 
respiratory infections. Many residents employ portable humidifiers to humidify their home 
environment, yet the effect of these humidifiers on indoor humidity is not known. 
 
Methods: We monitored indoor temperature and humidity in 34 apartments in New York City 
during winter 2014-2015. We combined information from the monitors with surveyed 
information on building, household, and apartment-level factors and with information on 
household humidifier use.  Using multilevel regression models, we investigated the role of 
these factors on indoor absolute humidity levels during the winter.  
 
Results: Median indoor vapor pressure (a measure of absolute humidity) was 6.5mb in the 
surveyed homes during the winter season. On average the homes remained below a threshold 
of 10mb for 86% of the winter, or a total of over three months. Ownership of a humidifier was 
not associated with higher indoor humidity levels; however, larger building size (above 100 
units) was significantly associated with lower humidity. The presence of a radiator heating 
system was non-significantly associated with higher humidity. 
 
Conclusions: The wintertime indoor environment in this sample of New York City apartments 
is dry. Current efforts by apartment dwellers to modify humidity through the use of 
humidifiers are here shown to be largely ineffective. Future research is needed to evaluate the 
effectiveness of portable humidifiers in the home and to clarify the relationship between dry 
indoor air and the transmission of viral infections. 
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INTRODUCTION 
Many major cities, including New York City (NYC), regulate a minimum level of heat that must 
be maintained in multifamily residential buildings during the winter months as a matter of 
public health policy (NYC Department of Housing Preservation and Development). To our 
knowledge, no policies exist in any major city to regulate levels of humidity in the winter 
months. Concerns about humidity in the residential environment have tended to focus on the 
relationship between high humidity/lack of ventilation and the adverse health consequences of 
mold proliferation (Arena et al. 2010; Baughman and Arens 1996; Krieger and Higgins 2002; 
World Health Organization 1990), with much less attention being paid to the health effects of 
an overly dry environment.  
 
A dry environment, however, may promote the survival and transmission of respiratory viral 
infections such as influenza, which pose a major health risk during the winter season in 
temperate parts of the world (Thompson et al. 2003). Low humidity has been associated with 
influenza infections observationally (Hajat et al. 2004; Mäkinen et al. 2009; Mourtzoukou and 
Falagas 2007) and via experiments in humans (Johnson and Eccles 2005) and in animals (Lowen 
et al. 2007; Shaman and Kohn 2009). Humidity affects both the rate of inactivation of the virus 
and the rates of evaporation and settling of aerosol particles containing the virus (Noti et al. 
2013; Yang and Marr 2011), and absolute, rather than relative, humidity seems to be the best 
environmental predictor of influenza survival and transmission (Shaman et al. 2010; Shaman 
and Kohn 2009; te Beest et al. 2013; Yaari et al. 2013). A longitudinal study of 30 years of data 
across 359 urban U.S. counties suggests that approximately half of seasonal mortality from 
influenza could be attributable to variations in absolute humidity (Barreca and Shimshack 
2012).  
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It is thus possible that the environmental conditions created by residential winter heating 
without supplemental humidification provide a robust environment for respiratory virus 
survival, and for the transmission of respiratory infections between susceptible hosts. If this 
theory holds, humidification of indoor air could reduce disease risk: an experiment in a 
classroom setting has estimated that 1-hour influenza virus survival rates could be reduced 
from a wintertime maximum of 75% at to about 35-45% via humidification (Koep et al. 2013).  
 
Currently, the amount of measured data about temperature and humidity in the residential 
environment is very limited (Arena et al. 2010).  There are only a few studies that have 
monitored wintertime temperature and humidity inside homes in the United States (Arena et 
al. 2010; Nguyen et al. 2013; Tamerius et al. 2013). Particularly, with few exceptions (Myatt et 
al. 2010) there have been almost no studies that have investigated the effectiveness of attempts 
to humidify the wintertime residential environment. 
 
Here, we report findings from a study of the temperature and humidity conditions in 34 
occupied apartments in New York City over the winter season 2014-2015. The aim of the study 
is to ascertain the levels of absolute humidity in these homes in the wintertime and to 
determine the building-level and apartment-level factors that may modify these humidity 
levels. We also relate the measured humidity levels to estimated one-hour influenza virus 
survival (IVS) rates using equations derived from laboratory experiments.  
METHODS 
Recruitment and ethical approval 
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Recruitment for this study was done via email and personal outreach by Columbia’s NIEHS 
Center for Environmental Health in Northern Manhattan and by WeACT for Environmental 
Justice, an environmental justice organization located in Harlem, NYC. Any household in the 
boroughs of Manhattan, Brooklyn, and the Bronx was eligible to participate if the head of 
household was over 18 years of age, the family did not plan to be away from their NYC 
residence for more than three weeks during the winter, and the main family contact had an 
active email account. The study protocols and procedures were approved by the Institutional 
Review Board of Columbia University’s Medical Center. 
 
Indoor temperature and humidity measurements 
Indoor temperature and humidity readings were captured using Maxim Integrated DS1923 
Hygrochron iButton sensors. These loggers record temperature measurements with an 
accuracy of +/- 0.5ºC within the range of -10ºC – 65ºC, and relative humidity (RH) 
measurements with an accuracy of 0.6% within the range 0-100%. Two to four iButtons were 
installed in each participant’s home, depending on the size of the residence. At a minimum, 
one sensor was installed in the home’s main living room and another in the main bedroom. 
The sensors were programmed to log measurements every hour, and were attached to walls or 
furniture at a height of approximately 1.5m, away from windows and heating devices and out 
of direct sunlight. The loggers remained in the residences for approximately 5-6 months, at 
which time they were removed and the data downloaded.  
 
Outdoor temperature and humidity measurements 
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Hourly outdoor temperature and dew point temperature readings were obtained from the 
National Oceanic and Atmospheric Association (NOAA) for New York City’s Central Park 
weather station, the closest NOAA weather station to the homes in this study.  
 
Baseline health and housing information 
At an initial home visit, data were collected on variables including: number and ages of 
household members, approximate hours spent at home, respiratory or cardiovascular diagnoses 
in the household, number of rooms, bedrooms, and windows in the residence, floor level of 
residence, type of heating system, use of humidifiers, and building size and age.  
 
Data Analysis: 
The unit we used for our humidity analyses is vapor pressure (VP), a measure of absolute 
humidity. Hourly VP levels were calculated from recorded indoor temperature and relative 
humidity conditions using the Clausius-Clayperon equation (Wallace and Hobbs 2006): 
  
𝑒! 𝑇 = 6.11  × exp 5.42  ×  10!  ×   
!
!"#
−    !
!
   ;  [5.1] 
 
where  𝑒𝑠(𝑇) is the saturation vapor pressure of water at temperature T in degrees Kelvin.  
Vapor pressure was calculated as follows:  
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Internal moisture excess refers to the difference between indoor and outdoor humidity (Geving 
and Holme 2012). We investigated the diurnal patterns of VP by taking the mean of the 
internal moisture excess by hour of the day. 
 
To test the factors influencing indoor VP, we built multilevel linear regression models with a 
random intercept to account for the spatial clustering of observations for sensors nested within 
households. Hourly indoor VP was the dependent variable. Predictors we included in our 
models a priori were outdoor VP and humidifier presence. Analyses were time-stratified 
(morning, 6:00am – 12:00pm; day, 12:00pm-6:00pm; evening, 6:00pm-12:00am; night, 12:00am – 
6:00am) to account for occupancy patterns that could affect humidity levels. We tested the 
following building- and household-level factors for inclusion in the models: number of rooms 
in the home, type of room (bedroom vs. other room), floor of building, building size, year of 
construction, number of persons in the household, and type of heating system. We retained 
variables in the final model if they were significant at p < 0.05 or if the beta coefficient for a 
predictor was greater than 0.3, as a rough indicator of a “strong” influence on VP. In our final 
model, only building size and heat type met these criteria and were retained in the model.  
 
Our final models were fit using a three-level random-intercept multilevel regression model, as 
follows: 
  yijk = αjk[i] + β1Xi1 + β2Xi2 + β3Xi3 + εi                              [5.3] 
 αjk = a + b2Uj2 + b3Uk3 + ηjk  [5.4]  
Where: 
• The outcome variable, yijk, represents hourly observations of indoor vapor pressure 
(VP) for hour i in room j within household k.  
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• The vector X1 represents a matrix of covariates that vary at the same level as the 
individual VP observations (Level 1); that is, in time. In this case X1 represents a matrix 
of outdoor VP variables: 1-hour-lagged and 24-hour-lagged outdoor VP.  
• The vector X2 represents a matrix of covariates varying at the location of individual 
temperature/humidity loggers (the “room” level of the home, Level 2): presence of 
humidifier, and bedroom versus other room. 
• The vector X3 represents a matrix of covariates that vary at the household level (Level 
3): heat type and building size. 
• εi is the within-household variation not explained by the predictors X1, X2, and X3. 
• The intercept, αjk, incorporates error terms Uj and Uk that allow it to vary by room and 
household. 
 
Lastly, we fit the models with a first-order autocorrelation structure to account for temporal 
autocorrelation in the time series data. 
 
Estimated Influenza Survival 
To estimate how indoor VP levels might relate to virus survival, we estimated 1-hour influenza 
survival (IVS, in percent) as in Koep et al. (2013), using the following absolute-humidity-
dependent formula derived from laboratory experiments (Harper 1961; Shaman and Kohn 
2009):  
IVS = exp(4.516 – 0.0719e) – 1                      [5.5] 
where e is vapor pressure in millibars (mb). 
RESULTS 
Study period and overall climate 
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The winter study season was defined as November 1, 2014 – March 30, 2015.  Outdoor 
temperature during this period was on average 2.0ºC, which is 2ºC cooler than the 30-year 
average of 4.0ºC for temperature recorded at the Central Park weather station between 
November and March 1981-2010 (Figure 1). 
 
The indoor monitoring season was defined as the time span within the winter season when 
active monitoring occurred within at least 80% of the households enrolled; the monitoring 
season started on November 27, 2014 and ended on March 24, 2015.  
 
Participating Households 
34 households participated in the study. An overall description of their characteristics is 
provided in Table 1. The mean number of individuals per household was 2.3, with mean age 
31.2 years. The apartments were all in multistory buildings, with an average height of 14 floors. 
88% of the apartments were in buildings with more than 20 dwellings. Three-quarters of the 
households rented their homes, and the predominant heating system was radiator heat (62% of 
the homes), with less common heating systems including forced air heat and electric heat. The 
majority of the participants could turn their home’s heat on and off, but few had thermostats to 
control the temperature (only 9 homes). Approximately one-third (35%) of the households 
reported ownership of at least one humidifier.  
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Indoor and Outdoor Temperature and Humidity 
As can be seen in Figure 2a, indoor temperature was relatively constant throughout the winter 
season despite fluctuations in outdoor temperature.  The seasonal average temperature indoors 
was 23.3 ºC, with very little variability from month to month (Table 2). The Spearman’s 
correlation coefficient between indoor and outdoor temperature was 0.45.  Indoor VP, on the 
other hand, tracked outdoor VP closely, with a Spearman’s correlation coefficient of 0.92 
(Figure 2b). Indoor VP averaged 6.7mb over the winter season, which was 2.7mb higher than 
the outdoor average of 4.0mb. VP was slightly higher during December and March, and lowest 
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Table 1. Descriptive characteristics of 34 households  
 Mean (range) 
Total Household Members 2.3 (1-5) 
Age of household members 31.2 (2-90) 
Rooms in home 3.7 (1-9) 
Bedrooms in home 1.9 (1-4) 
Floors in building 14.2 (3-34) 
Year of construction 1945 (1870-2012) 
  
 Count (percent) 
Rent vs. Own  
 Rent 26 (76%) 
 Own 8 (24%) 
Units in building  
 2-4 3 (9%) 
 10-19 1 (3%) 
 20-99 15 (44%) 
 100+ 15 (44%) 
Heat type  
 Radiators 21 (62%) 
 Forced Air 7 (21%) 
 Electric 5 (15%) 
 Other 1 (3%) 
Can turn heat on and off  
 Yes 24 (71%) 
 No 10 (29%) 
Have a thermostat  
 Yes 9 (26%) 
 No 25 (74%) 
Use humidifier(s)  
 Yes 12 (35%) 
 No 20 (59%) 
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Table 2. Mean [SD] monthly indoor and outdoor temperature and VP.  
 Temperature (ºC) Vapor Pressure (mb) 
 Indoor Outdoor Indoor Outdoor 
December 23.2 [2.8] 4.6 [3.8] 8.6 [2.4] 5.7 [2.4] 
January 23.0 [3.4] -1.1 [4.7] 6.2 [2.2] 3.3 [1.9] 
February 23.1 [3.1] -4.3 [4.8] 5.3 [2.0] 2.6 [1.4] 
March 23.5 [2.7] 2.8 [5.0] 6.5 [2.1] 4.1 [2.3] 
Winter Overall 23.3 [3.1] 0.6 [5.7] 6.7 [2.5] 4.0 [2.4] 
 
Heat regulations for New York City housing (NYC Housing Preservation and Development), 
which cover the winter period only (October – May), require indoor temperature to be at least 
68ºF (20ºC) during daytime hours (6:00am to 10:00pm) when the outside temperature falls 
below 55ºF (12.8ºC), and require an indoor nighttime temperature of at least 55ºF when the 
outside temperature falls below 40ºF (4.4ºC) between 10:00pm and 6:00am. In this sample, 
nighttime indoor temperatures only dropped below these criteria levels 0.2% of the time (range 
among households: 0-4.4%), while daytime indoor temperatures were below these criteria 
levels more often (7.3% of the time, range among households: 0-35.8%). This pattern, however, 
may be indicative of occupancy patterns, as many of the participants were working 
professionals and were regularly out of their homes during the day. It is possible that the heat 
was not turned on during some of these daytime hours.  
 
Diurnal Patterns 
On an hourly basis, outdoor vapor pressure on average reached its peak during the evening 
hours (approximately 15:00 to 22:00, Figure 3a and 3b). As expected by occupancy patterns, 
indoor vapor pressure was at its highest during the nighttime hours, when the majority of our 
participants reported they were usually at home (Figure 3c and 3d). The highest internal 
moisture excess levels (the difference between indoor and outdoor vapor pressure) were also  
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observed during the nighttime hours. The diurnal pattern was particularly striking for 
bedrooms, where we observed the most internal moisture excess between the hours of 
midnight and 10am. Other rooms of the residences were also most humid at night; however, 
there were peaks during the daytime hours as well, which could correspond with behaviors 
such as bathing and cooking, that add moisture to the environment (Figure 3c and 3d). 
 
Figure 3. Mean vapor pressure and internal moisture excess by hour of day. a) Mean indoor 
and outdoor vapor pressure by hour of day, bedrooms. b) same as a, for non-bedrooms. c)  
Internal Moisture Excess (Indoor VP – Outdoor VP) by hour of day, bedrooms. d) same as c, for 
non-bedrooms. 
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Effectiveness of Humidification  
To test the effectiveness of home humidification, we isolated the time of day when residents 
were the most likely to be at home and using humidifiers, which in our sample was in 
bedrooms during the nighttime hours. Figure 4 demonstrates that the differences in humidity 
by humidifier presence in bedrooms were slight, and in fact bedrooms with humidifiers were 
approximately 0.1mb less humid than bedrooms without humidifiers. These differences did not 
increase on nights that were particularly cold or dry.  
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In initial exploratory bivariate models (Table 3, Model 1), the presence of a humidifier in a 
room was significantly associated with slightly increased humidity (0.24 mb higher in rooms 
with a humidifier); however, the effect of a room being a bedroom, where people are present at 
night, was associated with nearly the same increase in humidity (Table 3, Model 2). When both 
humidifier presence and room type (bedroom vs. other) were included in the same model 
(Table 3, Model 3), the effect of being a bedroom was larger than the effect for humidifier 
presence, suggesting that the type of room was more important to mean nightly humidity 
levels than the presence of a humidifier (coefficient for bedroom = 0.27 [95% CI: 0.22, 0.31], for 
humidifier presence = 0.08 [95% CI: 0.01, 0.15]). We further investigated the effect of 
humidifiers by comparing VP levels only across bedrooms (Table 3, Model 4). Humidifier 
presence in bedrooms was not associated with higher VP levels, as we had hypothesized. 
Rather, humidifier presence was associated with slightly drier conditions (coefficient for 
humidifier presence = -0.21 (95% CI: -0.42, -0.01). Lastly, we investigated whether this finding 
could be explained by the possibility that homes with humidifiers started out drier than homes 
without humidifiers, prompting humidifier acquisition. For this analysis, we examined only 
those rooms with no humidifiers present, across households that owned humidifiers and those 
that did not (Table 3, Model 5). We found that ownership of a humidifier was not significantly 
associated with mean nightly VP in these unhumidified rooms (coefficient for humidifier 
ownership = 0.15 [95% CI:  -0.81, 1.11]).  
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Table 3. Results of multilevel regression models for the effect of having a humidifier on winter 
nightly mean vapor pressure (n = 79 rooms in 34 homes; 14 rooms in 12 homes had 
humidifiers).  
Model Data Predictor(s) 
Coefficient for effect of 
predictor on nightly mean 
vapor pressure (mb) [95% CI] 
 
1 All rooms Room_has_humidifier: TRUE 0.24 [0.17, 0.31] *** 
2 All rooms Is_bedroom 0.21 [0.17, 0.25] *** 
3 All rooms Is_bedroom 0.27 [0.22, 0.31] *** 
  Room_has_humidifier: TRUE 0.08 [0.01, 0.15] * 





Home_has_humidifier: TRUE 0.15 [-0.81, 1.11]  
 
Because further analysis determined that the presence of a humidifier in a room had a 
significant interaction with time of day on indoor VP levels (results not shown), we present 
time-of-day-stratified results for our multivariable model (Figure 5). We found that humidifier 
presence was not significantly associated with indoor VP levels at any time of day except the 
morning, and its contribution was very small (Coefficient = 0.14, p-value = 0.004). Larger 
buildings were significantly drier than smaller buildings at all times of day, while a radiator 
heating system was non-significantly associated with higher humidity levels at all times of 
day. Bedrooms were significantly drier than other rooms during the daytime and evening 
hours, and were more humid than other rooms in the night and morning hours. The 
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Figure 5. Forest plots of the beta coefficients (in mb) and 95% confidence intervals from time-
of-day-stratified linear regression models of indoor VP during winter 2014-2015. Covariates are 
presence of humidifier in room (loc_has_humidifier), radiator heating system vs other heating 
system (radiator), large vs small building size (units_over_100), bedroom vs. other room 
(is_bedroom), one-hour-lagged outdoor VP (out_vpmb_lag1) and 24-hours-lagged outdoor VP 
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In Figure 6 we show the distribution of indoor absolute humidity and temperature by four 
strata defined by the two building-level factors in our model: building size (small = under 100 
units; large = 100 or more units) and heating type (radiator heat vs. electric/forced air/other 
heat).  Small buildings with radiator heat were significantly more humid than all the other 
building/heat combinations. Large buildings with radiator heating systems were significantly 
warmer than other building/heat combinations.  
 
Figure 6. Distribution of wintertime hourly indoor VP and temperature by building size and 
heating type.
 
* p-value < 0.05 from a bivariate multilevel regression model of VP or temperature predicted by 
stratum of building size/heating type. 
 
Estimated Influenza Survival 
We calculated the percentage of homes whose daily average VP was below thresholds of 10mb, 
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absolute humidity in a Minnesota grade school presented in Koep et al. (2013), and 
corresponding to estimated IVS levels of 44%, 63%, and 73% respectively). There was 
considerable VP temporal variability (Figure 7), with the highest threshold exceedance 
occurring in January and February. Averaged across all households, wintertime VP was under 
10mb for 86.2% of the winter (104 days), under 5mb for 25.5% of the winter (30 days), and under 
3mb for 5.6% of the winter (7 days).  
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DISCUSSION 
This study demonstrates that in this sample of 34 New York City apartments, there is relatively 
good management of indoor temperature during winter, but an absence of such management 
for indoor humidity. We demonstrated a strong correlation between indoor and outdoor 
absolute humidity during the winter season, as has been reported previously (Nguyen et al. 
2013; Tamerius et al. 2013). We found, as well, that indoor wintertime environments are 
consistently about 2.8mb (2.1 g/m3) more humid than the corresponding outdoor environment. 
This figure is fairly consistent with existing reports of internal moisture excess in countries 
with cold winters: for example 2.1 g/m3 in Norwegian living rooms, 2.9 g/m3 in multifamily 
houses in Sweden, and 3.3 g/m3 in historic wooden apartment buildings in Estonia (Arumägi et 
al. 2015; Geving and Holme 2012). We also found that occupancy impacted the diurnal cycle of 
indoor humidity, with bedrooms more humid during nighttime hours. This is presumably due 
to the contribution of human respiration and perspiration (Geving and Holme 2012). 
 
The mean wintertime indoor humidity level in this set of homes was 6.7mb, corresponding to 
an estimated 1-hour influenza virus survival rate of 55.4%. This was slightly drier than the 
wintertime indoor VP observed in a previous study of detached single-family homes in the 
“cold northeast” region of the US, where December to March indoor VP averaged 8.1mb, 
(Arena et al. 2010), corresponding to an estimated IVS of 50%. On average, humidity in the 
apartments in this study remained at levels below 10mb for over three months during the 
winter, below 5mb for almost a month, and reached very low levels (below 3mb) for about 7 
days during the winter. We found that homes in larger buildings (containing over 100 
apartments) were significantly drier than homes in smaller buildings, and observed that homes 
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with radiator heat were more humid than homes with other types of heat, although this 
association did not reach statistical significance. 
 
Our hypothesis that humidifier presence would be associated with higher levels of indoor 
humidity was not supported by the data. This finding was in contrast to a few prior studies 
that have suggested that room humidification is effective at increasing absolute humidity levels 
in indoor environments. For example, a modeling exercise based on a two-story home in the 
Boston area suggested that a single humidifier turned on overnight in a bedroom could 
increase indoor VP from a baseline level of 7.5mb to 10.4mb (radiant heat model) or from 8.2mb 
to 9.4mb (forced air heat model), corresponding to an estimated IVS decrease of 17.5-31.6% in 
the room with the humidifier operating (Myatt et al. 2010). Further, an experiment in a 
Minnesota grade-school environment found that commercially available home humidification 
equipment was effective in raising the levels of humidity in classrooms, and could potentially 
reduce 1-hour influenza virus survival rates from a maximum of 75% at low levels of humidity 
to about 35-45% using humidification (Koep et al. 2013).  
 
A lingering question presented by the current study, then, concerns why we did not see a 
significant effect of humidifier ownership on indoor absolute humidity levels during the 
winter. There are several possible explanations for this finding. First, as we only had data on 
humidifier ownership and presence in the home but not on actual humidifier use, it is possible 
that the residents were not actually using their humidifiers, or using them infrequently. 
Second, we did not have information on the size or capacity of the humidifiers, and it is 
possible that their moisture generation capability was smaller than in the models used in prior 
experiments. It is also possible that the effect of the humidifiers was extremely localized (e.g. 
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humidifying the air in a small region near a bed) and did not sufficiently mix into the air to 
make a difference in the levels of humidity being recorded by the stationary monitors. Lastly, 
because this was an observational study, it is possible that those households who report 
owning humidifiers are those whose indoor air tended to be drier. We tried to examine this 
hypothesis by comparing the humidity in rooms with no humidifiers (across households that 
reported owning humidifiers and those that did not), and did not find any significant difference 
in humidity in the non-humidified rooms.  
 
What emerges from this study, nonetheless, is the observation that the presence of humidifiers 
in these homes under non-experimentally modified conditions (i.e., under conditions of normal 
residential behavior) does not appear to have any impact on moisture levels in these homes. 
This is a potentially important finding, particularly if future research solidifies the relationship 
between air humidification and health impacts such as influenza infection rates. Home 
humidification is an intervention that is relatively simple and accessible to most households, 
and previous studies have demonstrated the effectiveness of commercially available 
humidifiers on humidity levels under experimental conditions. This study points, however, to a 
potential difference between the effectiveness of humidifiers under experimental conditions 
versus a “real-world” setting, and suggests that further research is needed to investigate how to 
optimally operate humidifiers in occupied households.  The finding that larger buildings were 
consistently drier than smaller ones also suggests that it would also be worthwhile to 
investigate larger-scale building-level interventions that could be more effective than 
consumer use of portable humidifiers, for example building-level HVAC systems that could be 
configured to humidify air to a predetermined moisture level prior to circulating it through the 
building. 
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CONCLUSIONS 
Wintertime indoor conditions in this sample of New York City apartments are dry, with levels 
of absolute humidity that have been seen to correlate with increased influenza virus survival in 
laboratory experiments. In this study, humidifier ownership was not associated with increased 
levels of indoor humidity, a finding that points to a lack of control over indoor residential 
humidity levels in New York’s cold wintertime climate. Future research is needed to clarify the 
potential association of excessive indoor dryness with transmission of respiratory infections, 
and to evaluate the effectiveness of humidifiers in the residential environment. 
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ABSTRACT 
Background: Little monitoring has been conducted of temperature and humidity inside homes 
despite the fact that these conditions may be relevant to health outcomes. Previous studies 
have observed associations between self-reported perceptions of the indoor environment and 
health. Here, we investigate associations between measured temperature and humidity, 
perceptions of indoor environmental conditions, and health symptoms in a sample of New 
York City apartments.  
 
Methods: We measured temperature and humidity in 40 New York City apartments during 
summer and winter seasons, and collected survey data from the households’ residents. Health 
outcomes of interest were: 1) sleep quality; 2) symptoms of heat stress (summer season); 3) 
symptoms of respiratory viral infection (winter season). Using mixed-effects logistic regression 
models, we investigated associations between the perceptions, symptoms, and measured 
conditions in each season.  
 
Results: Perceptions of indoor temperature were significantly associated with measured 
temperature in both the summer and the winter, with a stronger association in the summer 
season. Sleep quality was inversely related to measured and perceived indoor temperature in 
the summer season only. Heat-stress symptoms were associated with perceived, but not 
measured, temperature in the summer season. We did not find an association between any 
measured or perceived condition and cases of respiratory infection in the winter season.  
 
Conclusions: Although limited in size, the results of this study reveal that bedroom 
temperature may impact sleep quality, and that thermal perceptions of the indoor environment 
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may indicate vulnerability to heat stress. These are both important avenues for further 
investigation. 
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INTRODUCTION 
Indoor temperature and humidity are associated with different adverse health outcomes in the 
summer and winter seasons. Concerns for the indoor wintertime environment include cold 
temperature and low humidity. Cold indoor temperature has been associated with 
exacerbations of chronic obstructive pulmonary disorder (COPD) in one field study (Osman et 
al. 2008). Low humidity is a concern with regard to respiratory infection, which exhibits a 
seasonal pattern with a wintertime peak in temperate countries. Influenza causes between 
thousands and tens of thousands of deaths in the United States each year (Thompson et al. 
2003), and may also contribute to the wintertime peak in deaths due to cardiovascular disease 
(Siriwardena 2012). Low absolute humidity (AH) has been associated with influenza epidemics, 
with survival and transmission of the influenza virus in laboratory settings, and in the 
persistence of influenza virus on household surfaces (Levy et al. 2014; Shaman et al. 2010; 
Shaman and Kohn 2009; te Beest et al. 2013). Dry air may also promote respiratory infection by 
drying the mucosal lining of the respiratory tract (Reinikainen and Jaakkola 2003).  
 
In the summer, concerns about the indoor environment largely center on overheating. Extreme 
heat causes more deaths in the United States than any other weather event (NWS Office of 
Climate, Water, and Weather Services). High humidity can exacerbate the adverse health 
effects of heat by impeding the body’s natural evaporative cooling processes.  Postmortem 
studies of heat wave mortality have demonstrated that the majority of fatal heat exposures 
occur inside the home (Fouillet et al. 2006; Wheeler et al. 2013). Morbidity outcomes associated 
with high heat levels include hospital admissions and emergency medical visits; one study that 
assessed these outcomes in relation to measured indoor conditions found evidence of a 
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potential association between increased respiratory distress emergency medical calls and 
higher indoor temperature (Uejio et al. 2015).  
 
Given the dearth of studies that have been able to measure actual indoor temperature and 
humidity and to associate these conditions with specific health outcomes, it could be extremely 
advantageous to develop a perception-based approach for evaluating the indoor environment. 
Perceptions are easy to gather by various survey methods, are non-intrusive, and may, in fact, 
provide a richer representation of the actual indoor environment than a stationary monitor can 
provide, taking into account gradients within and between rooms (Anderson et al. 2013; 
Ormandy and Ezratty 2012). Validation of such an approach, however, would necessitate 
corroboration of self-reported perceptions with the aspects of the indoor environment that 
present risk to human health. To our knowledge only a limited number of studies have 
investigated these questions. For example, a study in Leipzig related subjectively perceived 
heat stress to indoor temperature (Franck et al. 2013), and a study in Spain found an 
association between perceptions of indoor air quality and thermal comfort with the presence of 
fungal growth in the home (Orosa and Oliveira 2012).  Only a few field studies have actively 
monitored temperature and humidity conditions in residential environments in relation to 
health outcomes, largely due to the cost and labor-intensiveness of gathering these data. 
Concerns about potential health-relevant conditions inside homes, however, have led some 
researchers to suggest that self-reported perceptions of the indoor environment may be a cost-
effective manner of gathering valuable and health-relevant data in population studies. Several 
large studies have employed this method, for example the WHO Large Analysis and Review of 
European housing and health status (LARES) project, for which data were collected in 3373 
dwellings across 8 European cities (Ormandy and Ezratty 2012), and a smaller, earlier European 
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study (Bonnefoy et al. 2003). The LARES study found associations between self-reported poor 
thermal comfort in the home and reports of asthma, allergies, hypertension, and self-reported 
poor health overall.  
 
Here, we report findings from a study of perceptions of indoor temperature and humidity 
during the summer and winter seasons from 40 households in New York City (NYC). We relate 
these perceptions to actual measured conditions in the apartments, to sleep quality, and to 
reports of heat- and humidity- related symptoms. Although the generalizability of these 
findings is limited due to the relatively small sample size and incomplete survey reporting, this 
analysis raises a number of questions to consider in future research. 
METHODS 
Recruitment and ethical approval 
We recruited participants into the study via email and personal outreach using a convenience 
approach. Recruitment was conducted over a two-year period from 2013-2015, at the start of 
each of two defined seasons each year. The “winter” season roughly corresponded to 
November through March, while the “summer” season covered May through September. Any 
household in the NYC boroughs of Manhattan, Brooklyn, and the Bronx was eligible to 
participate if the primary household contact was over 18 years of age and had an active email 
account, and the family did not plan to be away from their NYC residence for more than three 
weeks during the season. Households could participate in more than one season if they 
continued to meet inclusion criteria. The study protocols and procedures were approved by the 
Institutional Review Board of Columbia University’s Medical Center. 
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Indoor temperature and humidity measurements 
Maxim Integrated DS1923 Hygrochron iButton sensors were installed in the homes to record 
indoor temperature and relative humidity (RH). These loggers record temperature within the 
range of -10ºC – 65ºC, with an accuracy of +/- 0.5ºC, and RH measurements within the range 
0-100%, with an accuracy of 0.6%. Two to four iButtons were installed in each participant’s 
home, depending on the size of the residence. At a minimum, one sensor was installed in the 
home’s main living room and another in the bedroom of the household contact individual. The 
sensors were installed on walls or furniture at a height of approximately 1.5m, away from 
windows and heating devices and out of direct sunlight. The sensors were programmed to log 
measurements every hour, and remained in the residences for approximately 5-6 months, at 
which time they were removed and the data downloaded. A new set of sensors was installed at 
this time if the household continued to participate in the study for a subsequent season. 
 
Outdoor temperature and humidity measurements 
NYC’s Central Park station was the closest National Oceanic and Atmospheric Association 
(NOAA) weather station to the homes in this study and is the source of hourly outdoor 
temperature and dew point temperature readings. 
 
Baseline health and housing information 
A survey was conducted at study enrollment to collect data on baseline household variables, 
including: number and ages of household members, respiratory or cardiovascular diagnoses in 
the household, number of rooms, bedrooms, and windows in the residence, floor level of 
residence, type of heating and air conditioning system, use of humidifiers, and building size 
and age.  
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Perception and symptom assessment 
Online surveys were sent to study participants approximately every three weeks over each 
season of monitoring. The complete list of questions for each season can be found in the 
Supplemental Material.  
 
Temperature and humidity perceptions were assessed on 5-point scales from “very cold/very 
dry” through “neutral” to “very hot/very humid.” Temperature and humidity comfort were also 
assessed on 5-point scales, from “much too cold/much too dry” through “comfortable” to 
“much too hot/much too humid.”  
 
Sleep Quality was assessed for the previous night and the previous three weeks. The options 
for sleep quality were on a three-point scale: “better than usual,” “same as usual”, and “more 
disrupted than usual.”  
 
For the summer season we aimed to capture symptoms related to heat stress, heat exhaustion, 
and heat stroke. Much remains unknown about symptom profiles that accurately predict the 
onset of heat stroke, a very serious health condition that can quickly deteriorate and lead to 
death. For our recurrent surveys, we used a provisional symptom profile that was developed by 
the NYC Department of Health and Mental Hygiene using data from syndromic surveillance of 
Emergency Medical Services (EMS) calls and Emergency Department visits related to heat 
illness. The symptoms in this profile include, for example, cramps, dizziness, rash, and feeling 
weak (NYCEM 2016).  
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In the winter season, we were interested in symptoms associated with respiratory infections. 
The symptom questions were drawn from the Common Cold Questionnaire (CCQ) (Murphy et 
al. 2013; Powell et al. 2008), which focuses on nine symptoms within four categories (Table 1). 
“Probable” and “possible” cases of viral infection were defined from these symptom reports per 
Powell et al. (2008).  
 
Table 1. Common Cold Questionnaire [source: (Powell et al. 2008) ] 
General Symptoms: 1. Fevers None Mild Moderate Severe 
  2. Chills None Mild Moderate Severe 
  3. Muscle pains None Mild Moderate Severe 
Nasal Symptoms: 1. Watery eyes None Mild Moderate Severe 
  2. Runny nose None Mild Moderate Severe 
  3. Sneezing None Mild Moderate Severe 
Throat Symptoms: 1. Sore throat None Mild Moderate Severe 
Chest Symptoms: 1. Cough None Mild Moderate Severe 
  2. Chest pain None Mild Moderate Severe 
A 'probable' viral infection is where there are moderate symptoms noted in at least 2 of the above 4 
categories or mild symptoms noted in 3 or more categories. 
A 'possible’ viral infection is where mild symptoms are noted in one category plus a cough. Scoring: 




Prior studies of the association of temperature and humidity with perceptions and health 
outcomes have frequently used relative humidity (RH) as the humidity indicator (Davis et al. 
2016).  This measure of humidity varies as a function of temperature and exhibits strong 
diurnal and seasonal patterns that largely reflect trends in temperature rather than changes in 
the moisture content of air. This dependency potentially confounds studies of perceptions of 
temperature and humidity as separate entities. Further, although RH may be relevant to some 
health outcomes, measures that quantify the actual moisture content of the air (e.g. specific 
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humidity, absolute humidity, vapor pressure) are more pertinent to other health-relevant 
outcomes such as viral survival and transmission(Shaman and Kohn 2009). In this analysis, we 
report humidity levels using vapor pressure (VP), a measure of the partial pressure exerted by 
water vapor in air. VP was calculated from the recorded indoor temperature and RH using the 
Clausius-Clapeyron equation (Wallace and Hobbs 2006):  
 
𝑒! 𝑇 = 6.11  × exp 5.42  ×  10!  ×   
!
!"#
−    !
!
      [6.1] 
  
where  𝑒𝑠(𝑇) is the saturation vapor pressure of water at temperature T in degrees Kelvin.  
Vapor pressure is then calculated as follows: 
 





To align our perception data with measured indoor conditions, perceptions reported for 
“today” were analyzed with mean measured conditions from the previous 24 hours, and 
perceptions for “the past three weeks” were analyzed in reference to mean measured 
conditions across the three weeks preceding each survey response. 
 
The outcome variables in our analyses were self-reported perceptions of indoor conditions, 
self-reported sleep quality, and reports of symptoms experienced in the household, drawn from 
the online surveys each season. These outcomes were ordinal and binary in nature, and were 
analyzed in mixed-effects cumulative or binomial logistic regression models with a random 
intercept for each household to account for the correlation of effects within households 
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(Christensen 2012). In these models, the exponentiated coefficient for our predictor of interest 
represents the odds ratio (OR) of the association between the predictor(s) and the outcome.  
 
Our binary outcomes included heat stress during the summer season and viral infections 
during the winter season (i.e. a survey containing a positive vs. negative report of a case of 
heat stress or viral infection in the household over the survey period). For these models, the OR 
is the increase or decrease in odds of the outcome associated with a one-unit increase in the 
predictor variable.  
 
For our analyses of temperature and humidity perceptions as outcomes, which were rated on a 
5-point ordinal scale, the OR represents the odds of a perception being rated “higher” rather 
than “lower” on the ordinal scale, again associated with a one-unit increase in the predictor 
variable. 
 
Sleep quality was rated on a three-point ordinal scale where the middle value was that sleep 
was the “same as usual”. As we were interested in deviations from the normal quality of sleep, 
we subsetted those surveys whose respondents noted that sleep had been either “better” or 
“worse” than usual and used this dichotomized variable as the outcome in mixed-effects 
binomial logistic regression models as described above. 
 
We additionally investigated the association between the household’s seasonal average 
temperature and vapor pressure and total cases of heat stress (summer season) and probable 
viral infections (winter season). For this analysis we tallied the total number of probable viral 
infections reported in the household over the season and used this count variable as the 
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outcome in Poisson regression models, adjusting for household size and for the number of 
surveys completed by the household. The exponentiated coefficients from these models 
represent the incidence rate ratio (IRR) of probable cases over the season as predicted by 
indoor conditions.  
RESULTS 
Study participants by season 
We report here on the results from two summer seasons and one winter season. “Summer 1” 
refers to May 1-September 30, 2014; while “Summer 2” refers to May 1-September 30, 2015.  
The Winter season refers to November 1, 2014  - March 31, 2015. A total of 40 unique 
households participated in the study, with an average participation rate of two seasons per 
household (range, 1-3 seasons of participation per household). The sample size per season was 
21 households in Summer 1, 33 in Winter, and 29 in Summer 2. All of the residences were 
apartments or condominiums located in multifamily buildings. Table 2 presents a summary of 
the households in the study. The mean household size was 2.3 individuals (range, 1:5), and the 
mean number of rooms (not including bathrooms) per household was 3.7 (range, 1:9).  
 
Seasonal patterns of Indoor and Outdoor Temperature and Humidity 
Figure 1 shows the range and distribution of daily mean indoor and outdoor temperature (a) 
and vapor pressure (b) over the monitored seasons. Indoor temperature remains within a 
relatively constrained range throughout the year, whereas outdoor temperature varies greatly.  
Indoor VP, on the other hand, varies with outdoor VP, although its range is muted with respect 
to the outdoor values. On average, indoor VP is slightly higher than outdoor VP during all 
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seasons. Indoor mean temperature is also higher than outdoor mean temperature in all seasons, 
with the difference most pronounced in the winter season but still discernible in summer. 
 
Table 2. Characteristics of 40 households. 
Characteristic Mean (range) 
Total Household Members 2.3 (1-5) 
Age of household members (years) 32.4 (2-90) 
Rooms in home 3.7 (1-9) 
Bedrooms in home 1.9 (0-4) 
Floors in building 14.2 (3-34) 
Year of construction 1946 (1870-2012) 
  
 Count (percent) 
Rent vs. Own 
 Rent 29 (72%) 
 Own 11 (28%) 
Units in building 
 2-4 3 (8%) 
 10-19 1 (2%) 
 20-99 19 (48%) 
 100+ 17 (42%) 
Located on top floor of building 
 Yes 4 (10%) 
 No 36 (90%) 
Has Air Conditioning 
 Yes 37 (92%) 
 No 3 (8%) 
Owns humidifier 
 Yes 14 (35%) 
 No 26 (65%) 
Number of seasons participating 
 1 12 (30%) 
 2 13 (33%) 
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Survey Response rates:  
Five online surveys were administered in Summer 1, six in Winter, and six in Summer 2. The 
mean response rate per survey was 74.7%. Some households answered more of the surveys 
than others (range 20.0% -100%); the mean response rate per household was 74.4%. In all, we 
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We examined whether the households differed in baseline characteristics by survey response 
rate, and did not find any statistically significant differences between households who 
responded to more than 60% of the surveys versus those who responded to fewer (data not 
shown). The households were also not statistically different for mean measured indoor 
temperature over the season. During the winter season only, “good” responders lived in 
households that were significantly more humid on average than the poorer responders: mean 
indoor VP over the season was 7.1 mb in the “good” responders versus 5.8 mb in the other 
households (t-test p-value = 0.004). Indoor humidity levels were not different by response rate 
during the summer seasons.  
 
Associations between perceptions and measured conditions 
We used ordinal mixed-effects regression models to investigate the association between self-
reported perceptions of indoor temperature, humidity, and the comfort level associated with 
each of these variables with measured indoor conditions. We found that results differed by 
season.  
 
In bivariate models for the summer season (Table 3a, Models 1 and 2), we found that perceived 
temperature and humidity were each independently associated with measured temperature 
and with measured humidity, indicating the presence of possible confounding by temperature 
on humidity perceptions and vice versa. Using a multivariable model in which both measured 
temperature and measured VP were included as predictors (Model 3), we found that perceived 
temperature was significantly associated with measured temperature when measured humidity 
was held constant: the odds of rating perceived temperature in a higher category was 2.8 times 
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higher for each one-degree increase in measured temperature, holding VP constant. Perceived 
humidity was also significantly associated with measured VP when adjusted for measured 
temperature: the odds of rating humidity in a higher category was 1.39 times higher for each 
one-millibar increase in measured VP over the previous 24 hours, controlling for temperature.  
 
In the winter season (Table 3b), we again observed significant associations between perceived 
temperature and both measured temperature and VP in bivariate models. Perceived humidity 
was not independently associated with measured temperature in this season. In the 
multivariable models (Table 3b, Model 6), the relationship between perceived and measured 
temperature was significant but less strong than in the summer: OR of 1.8 for the winter 
season. The OR for the association between perceived and measured humidity was 1.34 for the 
winter, controlling for temperature.  
 
Sleep Quality 
Self-reported sleep problems (rating last night’s sleep as “worse than usual”) were positively 
associated with the prior day’s measured temperature in the summer season only (OR of 2.28, 
Table 4a Model 1).  Self-reported sleep problems were also significantly associated with 
perceived temperature (OR = 3.47, Table 4a Model 3). Sleep problems in the winter were not 
associated with any of the measured or perceived conditions.  
 
Summertime Heat stress symptoms 
Overall, there were 27 reported incidents of heat stress or heat illness symptoms over the two 
summers: 10 during Summer 1 and 17 during Summer 2 (Table 5). The majority of these cases 
occurred at home.  
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Table 3. Coefficients [Odds Ratios] from ordinal mixed-effects logistic regression models of 
self-reported perceptions of indoor temperature and humidity modeled against same-day 
measured indoor conditions, summer and winter seasons.  
a. Summer 
    Perceived Temp Perceived Humidity 
Model 1: Measured Temp Temp (ºC) 1.01 [2.75]*** 0.43 [1.54]*** 
Model 2: Measured VP  VP (mb) 0.23 [1.26]** 0.33 [1.39] *** 
Model 3: Multivariable Temp (ºC) 1.03 [2.80]*** 0.23 [1.26] 
VP (mb) -0.02 [0.98] 0.25 [1.29]*** 
b. Winter 
    Perceived Temp Perceived Humidity 
Model 4: Measured Temp Temp (ºC) 0.60 [1.82]*** 0.05 [1.05] 
Model 5: Measured VP  VP (mb) 0.18 [1.2]* 0.29 [1.34]** 
Model 6: Multivariable Temp (ºC) 0.59 [1.80]*** -0.0003 [1.00] VP (mb) 0.17 [1.18]* 0.29 [1.34]** 
* p-value < 0.05; ** p-value < 0.01; *** p-value < 0.001 
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Table 4. Coefficients [Odds Ratios] for sleep rated “worse than usual” vs. “better than usual” 





Model 1: Temp (ºC) 0.83 [2.28]* 
Model 2: VP  (mb) 0.21 [1.23] 
Indoor 
Perceived  
Model 3: Temp 1.25 [3.47]* 
Model 4: Humidity 0.006 [1.01] 
   b. Winter 
Indoor 
Measured  
Model 5: Temp (ºC) -0.02 [0.98] 
Model 6: VP (mb) -0.12 [0.89] 
Indoor 
Perceived 
Model 7: Temp 0.61 [1.83] 
Model 8: Humidity -0.42 [0.65] 
* p-value < 0.05 
 
Table 5. Self-reported incidents of symptoms relating to extreme heat illness or heat stress.  
  Summer 1 Summer 2 Total 
Extreme Heat Illness: At Home
† 2 1 3 
At other location 0 1 1 
Heat Stress: 
 
At Home† 5 9 14 
At other location 3 6 9 
Total  10 17 27 
 
†Only symptoms occurring at home were counted as heat syndrome cases for further analysis.  
 
For analytic purposes we combined the heat syndromes (whether associated with extreme heat 
illness or heat stress) into a single outcome variable and isolated only those incidents reported 
to occur at home (7 cases during Summer 1 and 10 during Summer 2). In mixed-effects logistic 
regression models, the odds that heat syndrome reports were associated with higher indoor 
measured temperature were positive but not significant (Table 6, Models 1 and 3); on the other 
hand, reports of heat syndromes were significantly associated with higher perceived indoor 
temperature (Table 6, models 5 and 7). The strongest observed associations were with the 
perception of temperature comfort, both for the same day and over the last 3 weeks. The odds 
of reporting a heat syndrome case with each category increase in the temperature comfort 
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scale was 7.46 times higher and 5.16 times higher for temperature comfort today and over the 
past 3 weeks, respectively.  
 
We also tested whether temperature and humidity conditions and perceptions averaged over 
the summer seasons would predict the incidence of heat syndrome cases, using Poisson models 
(Table 7). Again, we found no association with the measured variables. As in the results from 
the more time-dependent approach presented in Table 6, heat syndrome cases were most 
strongly associated with self-reported temperature comfort over the summer (Table 7, Model 
4). The incidence rate of reported heat stress was almost eight times higher (IRR = 7.92) for a 
unit increase in the temperature comfort scale.  
 
Table 6. Coefficients [Odds Ratios] of heat syndrome reports predicted by measured and 
perceived conditions, derived from mixed-effects logistic models, adjusted for number of 
household members.  





Today Model 1: Temp today 0.17 [1.19] 
Model 2: VP today 0.07 [1.08] 
Last three weeks Model 3: Temp 3 wks 0.24 [1.27] 
Model 4: VP 3 wks -0.02 [0.98] 












Model 6:  
Temp comfort today 
Humidity comfort today 
 
2.01 [7.46] *** 
-0.57 [0.56] 
Last three weeks 
Model 7:  
Temp 3 weeks 




Model 8:  
Temp comfort 3 weeks  




* p-value < 0.05; ** p-value < 0.01; *** p-value < 0.001 
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Table 7. Coefficients and incidence rate ratios [IRR] from Poisson models of heat syndrome 
cases in the household predicted by measured mean indoor temperature and VP over the 
summer season; and by average perceptions over the season. All models adjusted for number 
of persons in the household and number of surveys answered. 
Heat Syndrome Cases 
Seasonal Means Coefficient [IRR] 
Model 1: Mean Temperature (ºC) -0.34 [0.71] 
Model 2: Mean Vapor Pressure (mb) -0.16 [0.85] 
Model 3:  
Mean perceived Temperature 




Model 4:  
Mean perceived Temperature Comfort 




* p-value < 0.05 
 
 
Wintertime Respiratory Infection Symptoms 
Of the 30 households who completed follow-up surveys during the winter season, 21 (70%) 
reported that a household member exhibited symptoms consistent with a possible or probable 
viral respiratory infection at least once, and 67 total cases were reported. 43 (63.6%) of these 
reports were classified as “probable” viral infection cases according to the Common Cold 
Questionnaire, while 48 (71.4%) were classified as “possible” viral infection cases by the same 
criteria. 
 
Our hypothesis that drier indoor conditions would be associated with a higher incidence of 
respiratory infection cases was not supported by the data. In this sample there was no 
association between possible or probable viral infection reports and measured or perceived 
temperature or humidity (Table 8). We also did not find an association between measured or 
perceived temperature or humidity levels averaged over the winter season (Table 9), although 
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the sign for both measured and perceived humidity was in the expected direction (negative) in 
all models.  
Table 8. Coefficients [Odds Ratios] of probable viral infections predicted by measured and 
perceived conditions, derived from mixed-effects logistic regression models, adjusted for 
household size. 






Model 1: Temp today (ºC) -0.15 [0.86] 
Model 2: VP today (mb) -0.02 [0.99] 
Last three 
weeks 
Model 3: Temp 3 weeks (ºC) -0.15 [0.86] 
Model 4: VP 3 weeks (mb) 0.11 [1.11] 













Temp comfort today 






Model 7:  
Temp 3 weeks 





Temp comfort 3 weeks 




* p-value < 0.05 
 
Table 9. Coefficients and incidence rate ratios [IRR] from Poisson models of reports of 
“probable” viral infections predicted by mean indoor temperature, mean indoor vapor pressure, 
and perceptions. All models are adjusted for number of persons in each household and for 
number of surveys answered. 
Probable Viral Infections 
Seasonal Means Coefficient [IRR] 
Model 1: Mean Temperature (ºC) 0.12 [1.13] 
Model 2: Mean Vapor Pressure (mb) -0.07 [0.93] 
Model 3:  
Mean perceived Temp 




Model 4:  
Mean perceived Temperature Comfort 




* p-value < 0.05 
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DISCUSSION 
In a sample of 40 New York City households, we found that perceptions of temperature and 
humidity were significantly associated with their measured indoor conditions in both the 
summer and the winter seasons, and that the association was strongest for temperature in the 
summer season. The odds of categorizing perceived temperature as higher was almost 3 times 
higher per measured degree Celsius increase of temperature in the summer season, and nearly 
2 times higher per measured degree Celsius increase of temperature in the winter, controlling 
for humidity. The relationship between measured and perceived humidity, while significant, 
was less strong: a one-millibar increase in indoor vapor pressure was associated with 
approximately 30% increased odds of perceiving the indoor environment as more humid, 
controlling for temperature.  
 
While temperature receptors innervate human skin, human skin lacks humidity receptors. This 
fact may help explain why we are limited in our ability to perceive moisture in the air. Despite 
this, many studies have noted correlations between perceptions of “dry air” and symptoms 
such as dry eyes and irritated skin; such symptoms have been particularly investigated in the 
context of airplane cabins, where the moisture content of air is notably low (Grün et al. 2012; 
Nagda and Hodgson 2001).  The mechanism behind perceptions of humidity may, in fact, rely 
on a combination of factors, including skin wetness and sensation in the respiratory tract 
(Toftum and Fanger 1999). Most prior studies of humidity perception have investigated 
perception of relative, rather than absolute, humidity, which may be confounded by 
temperature if temperature is not kept constant. Here, focusing on vapor pressure (a measure 
of absolute humidity), we observe an ability to perceive levels of moisture in the air of the 
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residential environment on an absolute scale; however, in the summer the perception of 
humidity is confounded by temperature, and vice versa.  In the winter this confounding is 
weaker.  This finding corroborates prior research that has determined that perception of 
humidity affects thermal sensation in warm, but not cooler, environments (Jing et al. 2013). We 
find that when temperature is held constant, perception of humidity remains significant in 
both the winter and the summer season. Overall, however, the ability to perceive humidity is 
not as robust as the ability to perceive temperature.  
 
Our finding that sleep quality was inversely related to measured and perceived temperature 
only during the summer season is also in agreement with a very limited amount of prior 
research on this subject.  For example, a study of sleep and skin temperature among elderly 
individuals in Japan found a correlation between higher bedroom temperature and poor sleep 
only in the summer (Okamoto-Mizuno and Tsuzuki 2010). Few studies to date have examined 
the relationship between sleep and temperature conditions in real-world environments; given 
the burgeoning literature on the relationship between sleep and health outcomes, this area is 
ripe for future study.   
 
We found that symptoms associated with heat stress were associated with perceived, but not 
with measured, temperature in the home. The association was particularly strong for 
evaluations of temperature comfort, assessed in terms of the respondent’s own comfort level. 
There are several potential explanations for this finding: first, the experience of possible heat-
related symptoms may have led to differential perceptions of the indoor environment. This 
possibility has been raised in prior research (Brauer et al. 2008). Alternatively, the association 
could speak to a relationship between perceived levels of heat and differential vulnerability to 
	   227	  
temperature – understanding that numerous individual characteristics affect vulnerability to 
heat, among them age, health status, and social isolation (Klinenberg 2002; Madrigano et al. 
2015). A given level of indoor heat, then, could reasonably pose a risk to some individuals 
while remaining safe for others. This potential relationship between vulnerability to heat and 
perceptions of comfort in the indoor environment certainly deserves further study.  
 
Lastly, we identified 43 “probable” cases of viral infection during the winter monitoring season, 
but found no significant association between indoor humidity levels and reports of viral 
infections in the winter season. Measured levels of absolute humidity in the homes were quite 
low throughout the winter (median vapor pressure value 6.5 mb), which is a level that has been 
associated with elevated rates of influenza virus survival and transmission in laboratory and 
modeling studies (Koep et al. 2013; Shaman and Kohn 2009). The fact that there was no 
association between infections and residential humidity levels may speak to the fact that viral 
transmission can occur in many other environments besides the home, e.g. schools, 
transportation, and workplaces – and the humidity of the air in these environments may also 
be low during the winter season.  
 
This study was subject to several limitations. First among them is that this was a convenience 
sample and the number of participants was relatively small. The findings of this study 
therefore may not be generalizable to particular subpopulations for whom the health outcomes 
of interest might have more severe consequences, for example the elderly, the very young, and 
the chronically ill. In particular, the ability to thermoregulate is compromised in both the very 
young and the very old; meanwhile, perceptions of thermal risk may also be different in these 
groups (Gronlund 2014). We were also limited by an incomplete survey response rate, and we 
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do not know if participants were more likely to respond to surveys if they had noticed 
symptoms in the household. Data missing at random could have reduced the power and 
precision of the estimates, while differential missing data (e.g. only responding to surveys 
when there were symptoms) could have led to overestimations of effect.   
CONCLUSIONS 
This study of perceptions, measured conditions, and health symptoms in 40 New York City 
households found that measured and perceived indoor temperature were significantly 
associated in both the summer and winter season, with the association stronger in the summer. 
Measured and perceived humidity were also significantly associated in both seasons, although 
the relationship was less strong than for temperature. In the summer season, measures of 
absolute humidity affected temperature perception, and measures of temperature affected the 
perception of humidity. Sleep quality was adversely affected by increased temperature in the 
summer season only, and symptoms of heat stress were associated with perceived, but not 
measured, temperature in the home. These results suggest several avenues for further research, 
including the impact of temperature on sleep quality and the relationship between perception 
of the indoor environment and vulnerability to heat stress.  
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SUPPLEMENTAL MATERIAL 
RECURRENT SURVEY QUESTIONS 
 
QUESTIONS ASKED IN BOTH SUMMER AND WINTER: 
 
How hot or cold has your home felt over the LAST THREE WEEKS?  
• Very Cold  
• Cold  
• Neutral 
• Hot  
• Very Hot  
• N/A, have not been at home the last 3 weeks  
 
How hot or cold is your home TODAY? 
• Very Cold  
• Cold  
• Neutral 
• Hot  
• Very Hot  
• N/A, have not been at home today  
 
In terms of your own comfort level, over the LAST THREE WEEKS have you found your home 
to be:  
• Much Too Cold  
• Too Cold  
• Comfortable  
• Too Hot  
• Much Too Hot  
• N/A, have not been at home the last 3 weeks  
 
In terms of your own comfort level, TODAY do you find your home to be:  
• Much Too Cold  
• Too Cold  
• Comfortable  
• Too Hot  
• Much Too Hot  
• N/A, have not been at home today  
 
How dry or humid has your home felt over the LAST THREE WEEKS?  
• Very Dry  
• Dry  
• Neutral  
• Humid  
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• Very Humid  
• N/A, have not been at home the last 3 weeks  
 
How dry/humid is your home TODAY? 
• Very Dry  
• Dry  
• Neutral  
• Humid  
• Very Humid  
• N/A, have not been at home today 
 
In terms of your own comfort level, over the LAST THREE WEEKS have you found your home 
to be:  
• Much Too Dry  
• Too Dry  
• Comfortable  
• Too Humid  
• Much Too Humid  
• N/A, have not been at home the last 3 weeks  
 
In terms of your own comfort level, TODAY do you find your home to be:  
• Much Too Dry  
• Too Dry  
• Comfortable  
• Too Humid  
• Much Too Humid  
• N/A, have not been at home today  
 
How often have you experienced the following symptoms over the LAST THREE WEEKS? 
(Not at All / Occasionally / Most Days) 
• Dry nose  
• Dry skin 
• Dry eyes  
 
How would you characterize the quality of your sleep over the LAST THREE WEEKS? 
• More disrupted than usual  
• Same as usual  
• Better than usual  
 
How would you characterize the quality of your sleep LAST NIGHT? 
• More disrupted than usual  
• Same as usual  
• Better than usual  
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SUMMER-SPECIFIC QUESTIONS: 
 
Did you ever use air conditioning in your home over the last three weeks? (Yes/No) 
 
IF YES: 
Over the last three weeks, on how many days did you run an air conditioner (or central 
A/C system) in your home?   
• A few days (1-3 days)  
• Fewer than half of the days (5-10 days)  
• More than half of the days (10-15 days)  
• Almost every day (15-20 days)  
• Every day 
 
On the days when an air conditioner or central A/C system was used in your home, for 
how many hours per day was it turned on (on average)?    
• During the daytime: 7am-7pm :  Hours at least one A/C unit was on (out of 
12)  
• During the nighttime: 7pm-7am :  Hours at least one A/C unit was on (out of 
12)  
 
Recall the hottest day over the last three weeks. On this day, how many hours was your 
air conditioner (or central A/C system) turned on?  
• During the daytime: 7am-7pm :  Hours at least one A/C unit was on (out of 
12)  
• During the nighttime: 7pm-7am :  Hours at least one A/C unit was on (out of 
12)  
 
Again recall the hottest day over the last three weeks. On this day, how effective was 
your air conditioner (or central A/C system) at cooling your home to a level that was 
comfortable for everyone in the household?  
• Very effective - the home was comfortably cool  
• Partially effective - some areas were cool enough and some were not  
• Not effective - the home was not cool enough even with the A/C on  
 
Extreme Heat Illness Symptoms: 
Did anyone in your household (including yourself) experience any of the following symptoms 
of extreme heat illness over the last three weeks?  
• Hot, dry skin OR cold, clammy skin  
• Confusion, hallucinations, disorientation  
• Unconscious or unresponsive  
• Nausea or vomiting  
• Trouble breathing  
• Rapid, strong pulse  
• Weakness  
• Dizziness  
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IF YES: 
How many members of your household (including yourself) experienced the symptoms of 
extreme heat illness over the last three weeks?  
 
FOR EACH PERSON WITH SYMPTOMS: 
Which of the symptoms were experienced by this person?  
 
Where was this person when the symptoms occurred?  
• At home  
• At another indoor location (specify below)  
• Outside location (specify below)  
 
Did this person visit a doctor or other medical professional for treatment of these 
symptoms? (Yes/No/Don't Know) 
  
If a medical professional was visited, was the diagnosis related to heat exposure? If so, 
please describe.  
 
Heat Stress Symptoms: 
Did anyone in your household (including yourself) experience any of the following symptoms 
over the last three weeks?  
• Feeling hot & weak  
• Heavy sweating  
• Muscle cramps  
• Light headedness, feeling faint  
• Headache  
• Decreased energy  
• Loss of appetite, nausea  
• Rash  
 
IF YES: 
How many members of your household (including yourself) experienced the symptoms of 
heat stress over the last three weeks?  
 
FOR EACH PERSON WITH SYMPTOMS: 
Which of the symptoms were experienced by this person? 
Where was this person when the symptoms occurred?  
• At home  
• At another indoor location (specify below)  
• Outside location (specify below)  
 
Did this person visit a doctor or other medical professional for treatment of these 
symptoms? (Yes/No/Don't Know) 
 
If a medical professional was visited, was the diagnosis related to heat exposure? If so, 
please describe.  




Cold and Flu Symptoms: 
Did anyone in your household (including yourself) experience any of the following symptoms 
over the last three weeks:  
• Fever  
• Chills  
• Muscle pains  
• Watery eyes  
• Runny nose  
• Sneezing  
• Sore throat  
• Cough 
• Chest pain?  
 
IF YES: 
How many members of your household (including yourself) experienced the cold or flu-like 
symptoms over the last three weeks?  
 
FOR EACH PERSON WITH SYMPTOMS: 
Please indicate the symptoms experienced by this person over the last three weeks 
(None/Mild/Moderate/Severe for each): 
• Fever  
• Chills  
• Muscle pains  
• Watery eyes  
• Runny nose  
• Sneezing  
• Sore throat  
• Cough 
• Chest pain 
 
Did this person take any over-the-counter medications for these symptoms? (Yes / No / 
Don't Know) 
 
Did this person take any prescription medications for these symptoms? (Yes / No / Don't 
Know)  
 











The work presented in this dissertation adds to a growing body of evidence on the importance 
of household-level environmental exposures to health and well-being. The chapters contained 
here speak to several important risks contributed by structural and behavioral factors to 
dangerous exposures in the household, including excess indoor heat, excess indoor dryness, 
and air pollution in the home.  
 
Key findings and implications: Household Air Pollution 
The research reported here on household air pollution in Ghana contributed significant new 
findings that help establish a link between exposure to air pollution from cookstoves and 
elevations in blood pressure, both on a chronic and an acute basis. The aims of this research 
were: 1) to test the hypothesis that higher levels of 72-hour personally monitored CO exposure 
from cooking with a traditional three-stone fire would be associated with higher BP (Specific 
Aim 1A.1); 2) to test the hypothesis that acute exposure to HAP would be associated with 
transient elevations in BP (Specific Aim 1B.1); 3) to investigate whether switching to an 
improved cookstove would lead to a reduction in BP (Specific Aim 1B.2); and 4) to explore the 
feasibility of using ambulatory blood pressure monitoring (ABPM) in the GRAPHS cohort, the 
first time to our knowledge that this technique has been used in West Africa (Specific Aim 
1B.3). 
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Our cross-sectional study (Chapter 1) of the association between HAP and BP in 817 pregnant 
women in the GRAPHS cohort found a small (0.43 mmHg) but statistically significant 
association between 72-hour personal CO exposure and increased diastolic BP, and observed a 
similar yet non-significant trend in systolic BP. The data used to determine this exposure-
response association was collected while the women were still using their traditional three-
stone fires, prior to the initiation of cooking on improved cookstoves. Following upon this 
analysis, we conducted a pilot study using ambulatory blood pressure measurement (ABPM) 
and home blood pressure measurement (HBPM) in a subset of 44 GRAPHS women to measure 
changes in BP before and after a stove intervention and in association with acute exposure to 
CO (Chapter 2). We noted a significant acute association between CO exposure and BP: a two-
hour moving average of CO exceeding 4.1 ppm was associated with increases of 4.3 and 4.5 
mmHg in hourly systolic and diastolic BP, respectively. We also observed a decrease in 
individual systolic BP after the initiation of cooking with an improved cookstove, although this 
finding did not reach statistical significance. Lastly, we found that ABPM was very feasible in 
this study setting: 92.5% of the completed 24-hour ABPM sessions were valid according to 
international criteria.  
 
Although the direct clinical importance of these findings remains uncertain, these two studies 
provide preliminary evidence for future studies on an important pathway by which HAP may 
be associated with CVD: namely, that exposure to HAP may acutely and intermittently 
increase BP and that these intermittent increases can themselves result in chronic BP elevation. 
For some individuals, this will lead to hypertension, and thus increase the prevalence of 
hypertension at the population level. This theory is in line with current understandings of the 
pathogenesis of hypertension, whereby intermittent increases in load pressure in the arteries 
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can over time lead to modifications in vasculature, including increased arterial stiffness and 
resistance to blood flow (Eiken et al. 2014; Eiken and Kölegård 2011; Intengan and Schiffrin 
2000).  
 
Lastly, we observed interesting patterns in the diurnal patterning of BP in this subset of the 
GRAPHS cohort. For example, over half of the study participants exhibited a non-dipping 
nocturnal pattern, defined as a nocturnal decline in SBP ≤ 10% as compared to waking levels. 
This proportion of non-dippers is greater than has been observed in cohorts in Europe, Asia, 
and the United States. This finding deserves further study given the association between non-
dipping status and adverse outcomes including total mortality, composite cardiovascular 
disease, pregnancy-induced hypertension, and endothelial damage (Bouchlariotou et al. 2008; 
Hansen et al. 2011; Kärkkäinen et al. 2014). Importantly, ABPM is the only way to assess 
nocturnal dipping status, as no other readily available BP assessment tool can measure BP 
during sleep.  
 
The findings we reported in Chapters 1 and 2 contribute to research on the association 
between household air pollution and adverse health in three main ways: first, they are among 
only a small group of studies to date that have investigated associations between HAP 
exposure and cardiovascular risk factors, despite the fact that cardiovascular disease are 
understood to represent over half the global burden of disease attributed to HAP. Second, our 
thorough exposure collection strategy allowed us to present exposure-response relationships 
between CO (a known pollutant and a component of HAP) and BP. To date, only a handful of 
studies, and none in Africa (Baumgartner et al. 2011; Clark et al. 2011; Norris et al. 2016), have 
presented exposure-response relationships for BP in relation to HAP components, despite the 
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fact that quantification of these exposure-response relationships is particularly crucial to 
accurate estimations of disease burden. Lastly, using 24-hour ABPM we report an acute 
association between HAP exposure and elevations in BP, as has been investigated in only one 
previous study during cooking sessions only (Norris et al. 2016). 24-hour ABPM is the current 
gold-standard tool for BP assessment and hypertension diagnosis. Our research demonstrates 
that 24-hour ABPM is feasible in a rural African research setting and is a promising tool for 
future research on HAP in relation to cardiovascular outcomes. 
 
Key findings and implications: Indoor Residential Temperature and Humidity 
Our goals for the project on temperature and humidity in New York City homes were: 1) to 
characterize the distribution of summertime heat and humidity in 285 sampled NYC residences 
to use these data to build a model predicting indoor heat during heat waves (Specific Aim 2A); 
2) to quantify levels of humidity in NYC residences in the wintertime and relate these to 
estimated influenza virus survival (Specific Aim 2B.1) 3) to investigate how factors such as 
building size, heating type, type of air conditioning system, year of construction, and use of 
humidification devices modified the temperature and humidity conditions in NYC apartments 
in both the summer and winter seasons (Specific Aim 2B.2); and 4) to relate measured 
conditions in these apartments to perceptions of the indoor environment and to health 
symptoms in the households (Specific Aim 2B.3).  
In Chapter 3, we used temperature and humidity data collected in 285 homes in New York City 
during summers 2003 – 2011 to build a model relating indoor temperature and heat index to 
outdoor conditions. We found that there was considerable variability between homes 
associated with the same outdoor conditions, and that the variability of indoor conditions 
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increased linearly with rising outdoor temperature. We simulated two heat waves, and 
predicted that heat index levels in the hottest 5% of homes would reach 39 °C during a 
moderate heat wave and 41ºC in a more extreme heat wave that was designed to be 
statistically similar in nature to the Paris heat wave of 2003. In this extreme heat wave 
scenario, HI was predicted to remain above 34ºC (93ºF) for the entire nine-day heat wave 
period in the warmest homes. Although no indoor heat thresholds currently exist, we 
generated three putative overheating thresholds using our data: the first and lowest threshold 
was the 99th percentile of indoor summertime HI in our dataset: 33.7ºC. The other two 
thresholds were based on the 95th and 99th percentile of observed indoor conditions when the 
outdoor HI reached the heat advisory level of 35ºC: these were defined as indoor HI of 35.6ºC 
and 37.9ºC, respectively. We predicted substantial exceedance of these HI levels during the two 
heat wave scenarios: daily maximum HI exceeded the lowest threshold in 16% of the 
households during the moderate heat wave, and in over a third of the households in the more 
extreme heat wave. 1% of the households exceeded the highest threshold (37.9ºC) in the 
moderate heat wave, and 6.4% in the more extreme event. In some cases, HI in the homes was 
projected to remain above the proposed thresholds even at night, when both indoor and 
outdoor temperatures were at their coolest. Two limitations of this study were, first, an 
absence of information on air conditioning availability and use in these homes, and second, the 
sequential rather than concurrent timing of monitoring in the homes.   
Chapters 4-6 present the results of a study conducted between 2013-2015 in 40 apartments in 
New York City, for which temperature and humidity data were collected concurrently during 
the winter and summer seasons and was coupled with surveys to evaluate: 1) the availability 
and use of cooling and humidification strategies, 2) perceptions of heat and humidity among 
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the household residents, and 3) reports of symptoms pertaining to heat stress in the summer 
seasons, respiratory infections in the winter season, and sleep quality in both seasons. We 
presented the results for the summer season in Chapter 4. We found that across the summer 
seasons and during two heat advisory periods, there were significant differences in indoor 
temperature and HI level according to the type of AC in the home and the apartment location 
(top floor versus other floors of the building). Homes with central and ductless AC were the 
coolest, while homes with window, portable, or no AC were significantly warmer. Apartments 
on the top floor of a building were significantly hotter during heat waves than other 
apartments regardless of the presence of AC. We also observed that high indoor HI levels 
persisted in some homes for approximately one day following the end of the heat advisory 
periods.  
 
Our aims for the winter season were to characterize wintertime levels of absolute humidity in 
this set of homes, to relate these levels to estimates of influenza virus survival (IVS), and to 
evaluate the effect of humidifier use on indoor absolute humidity levels. Our findings, 
presented in Chapter 5, were, first, that wintertime indoor residential AH was low: median 
indoor vapor pressure was 6.5mb. Using a threshold of 10mb, which in previous studies has 
been shown to reduce one-hour IVS to approximately 45%, we found that humidity levels in 
these homes remained below the threshold for 86% of the winter, or a total of over three 
months. We found no association between humidifier ownership and levels of humidity in the 
homes. Building size was significantly associated with humidity: buildings containing more 
than 100 units were significantly drier than smaller buildings. We also observed a non-
significant association between presence of a radiator heating system (versus forced air or 
other heating systems) and higher indoor humidity levels.  
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In Chapter 6, we presented our findings for the association between measured and perceived 
conditions in the homes, and for the associations between these conditions and reported 
symptoms. Although our data were limited by a small sample size and incomplete survey 
reporting, we observed a number of interesting trends. We found that measured and perceived 
indoor temperature were significantly associated in both the summer and winter season, with 
the association stronger in the summer (in summer, while controlling for humidity, the odds of 
perceiving temperature as higher was 2.8 times higher for each degree of increased indoor 
temperature during the previous day; in winter, the odds ratio was 1.8). Measured and 
perceived humidity were also significantly associated in both seasons, although the 
relationship was less strong than for temperature: the odds ratios for perceiving conditions as 
more humid for every millibar increase of indoor vapor pressure were 1.29 and 1.34 for the 
summer and winter seasons, respectively. Self-reported sleep quality was adversely affected by 
increased temperature in the summer season only. In summer, symptoms of heat stress were 
associated with perceived, but not measured, temperature in the home, and we did not find an 
association between any measured or perceived condition and cases of respiratory infection in 
the winter season. 
 
The results introduced in Chapters 3-6 have a number of implications for public health. First, 
our findings for the summer season suggest that overheating in the home environment may 
present a real risk to health during hot weather, and that this risk may be only partially 
attenuated by air conditioning (AC).  Strategies that rely solely on the provision of AC units 
may be limited in their ability to protect the public’s health, particularly if the type of AC 
encouraged is window or portable AC and if the residents live in top-floor apartments. Our 
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observation high HI levels persisted in some homes after the end of official heat advisory 
periods may help explain observed lags of 1-2 days in mortality rates following heat waves; it 
also suggests that it may be beneficial to public health to extend the “action period” 
surrounding heat waves for a few additional days beyond the end of a period of extreme 
outdoor heat. Our study also shows that by far the most prevalent cooling behavior in these 
homes is the use of AC; other non-mechanical strategies such as nighttime window opening 
are infrequently used. These findings imply that there is room for additional research and 
education on the use of non-mechanical cooling strategies in New York homes. A populace 
that is better able to cool the home and the body without resorting to AC will also be more 
resilient to heat in the case of power failure. 
 
Our findings for the winter season imply that the levels of humidity in these homes are such 
that they may indeed allow for the survival and transmission of respiratory viral infections in 
the home environment. Because the survival of viruses would be diminished at higher 
humidity levels, this research particularly raises the question of why efforts by these residents 
to humidify their home environments were ineffectual. As a substantial proportion (32%) of 
our sampled households are already using humidifiers in an attempt to increase humidity in 
the air. We need to understand the factors that would actually render these efforts successful.  
 
Lastly, a number of interesting observations resulted from our study of the relationship 
between perceptions, symptoms, and measured indoor conditions. We found that temperature 
perception was generally fairly good, humidity less so, and that temperature contributed to 
humidity perception and vice versa – a finding that should be accounted for in further studies 
relating to perceptual evaluation of the environment. We observed an association between 
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sleep problems and warmer temperature in the summer season, and noted associations 
between reports of heat stress symptoms and perceived, but not measured, conditions in the 
homes. This last finding suggests a few different plausible explanations: it could be that the 
experience of symptoms of illness alters perceptions of the indoor environment, particularly 
for temperature-relevant outcomes; or alternatively, perceptions of the indoor environment 
may be relevant indicators of individual vulnerability to heat stress. Due to the relative ease of 
collecting perception information (as opposed to measured conditions), these hypotheses 
deserve further study.  
 
Finally, the work presented in Chapters 3-6 adds substantially to the as yet very slim literature 
reporting actual measured temperature and humidity inside American homes, e.g. (Arena et al. 
2010; Nguyen and Dockery 2016; Nguyen et al. 2013; Tamerius et al. 2013; White-Newsome et 
al. 2012). The indoor heat and humidity levels reported here thus contribute in a small but 
important way toward the narrowing of a major research gap, namely our understanding of 
health-relevant conditions in the residential environments where Americans spend over half of 
their time.  
 
Overall implications 
Placing the findings from Chapters 1-6 in the context of a world that is inexorably warming 
and in which the future potential consequences of climate change are increasingly well 
outlined, the work presented here highlights the fact that protecting human health in light of 
climate change will necessitate actions on both the climate change mitigation and adaptation 
fronts. Particularly, in both these key domains, housing and household-level factors can play a 
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major role. Each of the exposures investigated here – HAP from cooking with biomass stoves, 
excess indoor heat, and excess indoor dryness – is eminently modifiable. These modifications 
might be realized via structural changes, e.g. in fuel supply, residential heating and cooling 
systems, and policy; through behavioral adaptations, for example stove switching and window 
opening; or, ideally, using a combination of the above. 
 
Exposure to household air pollution from biomass-fueled cookstoves is eminently avoidable by 
switching to cleaner-burning fuels and stoves. Randomized trials to test the effect of cookstove 
interventions on population health are currently underway in a number of countries in the 
developing world; GRAPHS in Ghana is but one of them. Such interventions have a number of 
important challenges, not least including their ability to reduce exposure to air pollution in a 
clinically meaningful way and the economic burden to households of switching away from 
“free” biomass fuels (Anenberg et al. 2013). Nonetheless, the benefits of a shift to cleaner fuels 
are myriad. Beyond improvements in respiratory and cardiovascular disease outcomes, other 
benefits include burn avoidance, saved time, and avoided personal danger from fuel wood 
collection (Simon et al. 2014). At the regional level, improved cookstoves will reduce ambient 
air pollution and, in some cases, pressure on forests. Lastly, as has been explored in the 
introduction to this dissertation, household cooking with biomass fuels contributes to climate 
change via emission of black carbon aerosols and other short-lived climate pollutants. 
Improving cooking fuels and practices to reduce SLCPs, then, is a win-win in terms of 
protecting health and the climate. In fact, it will protect health at two levels: directly, in the 
near term, for those individuals currently cooking with biomass fuels, and for future 
populations, via climate change mitigation.  
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The household-level exposures to extremes of heat and humidity explored here in the context 
of a highly urbanized city in the industrialized world are also modifiable. As we have seen, 
New York City residents currently attempt to modify their indoor climate in a number of ways, 
for example by using air conditioning, humidifiers, and window opening. These household-
level behaviors will certainly continue to be important in light of climate change, but at the 
same time governmental and public health agencies need to recognize that an aging US 
building stock, built under historical climate conditions, is vulnerable to climate change and 
that regulations and policies that ignore the indoor environment’s response to climate change 
put the health of occupants at risk. Further, buildings in developed countries contribute 
significantly to climate change, with the largest proportion of GHGs in the building sector 
generated for operational use (e.g. air heating and cooling, water heating, and electricity). 
Achieving a win-win for health and climate vis à vis the indoor environment in industrialized 
countries will require the collaboration of scientists, governments, housing authorities, and 
public health professionals who together can push for structural changes in arenas as disparate 
as construction policy (e.g. by requiring external shading and higher-albedo building materials 
in new residential construction), the housing code (e.g. by providing specific temperature and 
humidity ranges for the indoor environment besides the current wintertime heat minimums or 
requiring that particularly vulnerable individuals be housed away from potentially risky top-
floor apartments), and municipal development (e.g. by increasing blue and green space to 
reduce the urban heat island effect (Stone et al. 2014)). While a focus of many current extreme 
heat action plans is AC access and affordability, the research presented in this dissertation 
points to the fact that a considerable amount of overheating occurs in New York City 
apartments despite a very high prevalence of AC ownership and use. We should not be lulled 
into false confidence in the protective nature of AC against all future heat events.  
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Directions for future research  
Future research on the association between HAP and CVD can exploit the feasibility that has 
been demonstrated here of ABPM as a tool for the assessment of cardiovascular outcomes in 
cookstove intervention trials. One immediate next step would be to incorporate ABPM into 
larger, more statistically powered cookstove RCTs to gather additional data to answer some of 
the research questions raised by the research presented here, namely: 1) Will switching to an 
improved cookstove lead to a statistically significant decrease in 24-hour ABP in cooks? 2) 
What diurnal patterns in BP (e.g. nocturnal decline and dipping status) are observed in these 
cohorts, and what is their clinical significance? 3) Can we observe hourly variation in BP in 
association with PM2.5 exposures, as we have seen here for CO? 4) How do 24-hour ABP, 
diurnal patterning in BP, acute BP response to HAP exposure, and other clinical BP markers 
differ by factors such as sex and age in biomass-using households? Lastly, gathering data from 
multiple settings and locales will enable researchers to establish the generalizability of any 
findings.  
 
Many of these goals could be achieved within the context of a multi-center study of HAP and 
health outcomes, as has recently been proposed by Columbia University and several 
collaborating institutions to the National Institutes of Health under the UM1 funding 
mechanism. The proposed multi-center study has the additional strength of a potent biomarker 
collection strategy, which will allow the analysis of biomarkers of exposure (e.g. polycyclic 
aromatic hydrocarbon (PAH) metabolites and PAH-DNA adducts) and of effect (e.g. early 
atherosclerotic indicators such as vascular cell adhesion molecule-1 (VCAM-1) and intercellular 
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adhesion molecule-1 (ICAM-1), and inflammatory markers important to hypertension 
including C-reactive protein (CRP), IL-6 and TNF-α) to solidify mechanistic understanding of 
the processes underlying associations between HAP and these important cardiovascular 
outcomes.  
Regarding future directions for the study of the indoor residential environment and climate 
change, there are several ways to move a research agenda forward. Clearly, the research 
presented in this dissertation, conducted in a single U.S. city in a small subset of residences and 
for a limited period of time, is insufficient to address the vast knowledge gaps that persist in 
relation to the impact of climate change on the indoor environment and its associated health 
impacts. Unfortunately, this research is among only very few studies that have used actual 
monitored indoor data to investigate this question. Ideally, we would like to be able to launch 
an indoor monitoring campaign extensive enough that comparisons could be made between 
the indoor conditions of individuals who suffer adverse health events and those that do not; 
i.e., establish a case-control study. A major limitation to this strategy is that the cost and labor 
involved in monitoring a sufficient number of households to ensure statistical power to see an 
effect for rare outcomes such as heat illness and mortality would be astronomical. Indirect 
approaches, or combinations of monitoring and modeling efforts, will therefore be more 
pragmatic approaches in the near term (DCLG 2012). These approaches might include: a) 
reconstructions of indoor humidity and temperature in specific buildings using building 
physics modeling and b) larger-scale attempts to classify characteristics of homes that 
determine the association between indoor and outdoor conditions. Both types of research 
would still need to be validated with actual indoor measurements.  
	   250	  
The research presented here has also highlighted the fact that we currently lack a nuanced 
understanding of the effectiveness of existing residential heat and humidity management 
strategies, e.g. air conditioning and humidification. More research is needed to better 
understand how household behavior contributes to the effectiveness of these tools. To this aim, 
short spans of intensive indoor monitoring could be coupled with hourly personal diaries in 
which household residents report actions such as specific uses of AC and other cooling 
strategies (summer season) or of humidifiers and other moisture-producing activities (e.g. 
cooking and bathing, winter season). A recent study in the Netherlands that collected 
monitored data and personal diary information among a group of elderly residents during a 
hot summer week and a cooler, reference week is an example of a study design that could be 
adapted to this purpose (van Loenhout et al. 2016).  
Lastly, much more needs to be done to investigate the potential of non-mechanical cooling 
interventions to alleviate overheating in apartment buildings. Several recent studies from the 
UK have highlighted external window shading and improved ventilation as particularly 
effective non-mechanical means of cooling interior spaces (Gupta and Gregg 2012; 
Mavrogianni et al. 2015; Porritt et al. 2012; van Hooff et al. 2014). Similar studies should be 
conducted in the United States so that we can build a knowledge base of passive cooling 
strategies that can be implemented specifically in the US housing stock to protect the health of 
occupants as global temperatures increase.  
 
In sum, the research presented in this dissertation encompasses two distinct projects, in 
geographically distant locales, that each relates in some way to the health impacts of 
environmental exposures at the household level. Both, also, have a direct connection to climate 
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change: whether because reducing the environmental exposure will mitigate climate change (in 
the case of HAP from cookstoves), or because climate change will affect the exposure (in the 
case of indoor heat and humidity). The health outcomes that are associated with these 
household-level environmental factors are not insignificant: 3.5 million deaths a year are 
caused by HAP, indoor temperature is a major risk factor for excess mortality during heat 
waves, and indoor humidity may relate to influenza, the cause of thousands of deaths each 
year in the US alone. The research presented here has provided new findings and has also 
raised several intriguing questions. It has also highlighted the need for much additional 
research to address key knowledge gaps, for example in the mechanisms underlying the 
association of HAP to increased BP; and in the response of the indoor environment to active 
and passive heating and cooling adaptations. Importantly, there are clear steps that can be 
taken to modify all the exposures discussed here, whether by switching to cleaner cookstoves 
in Ghana, by sustainably retrofitting apartment buildings in New York City with exterior 
shading, or by implementing effective wintertime air humidification strategies. Given the large 
burden of disease associated with these exposures, these modifications could have a substantial 
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In the GRAPHS project we conducted 72-hour personal exposure monitoring of carbon 
monoxide (CO) using Lascar (Erie, PA) EL-CO-USB Carbon Monoxide (CO) data loggers set to 
record CO measurements every 10 seconds. The Lascar EL-CO-USB device reports 
concentrations between 0-1000 parts per million (ppm) CO and has a manufacturer-reported 
precision of ±6%. The monitor was worn in the woman’s breathing zone (attached to clothing) 
during the day, and women were instructed to keep the monitors near them while they slept. 
During the CO monitoring period, trained fieldworkers visited the women every 24 hours to 
record the past day’s cooking events and to check on any issues with monitoring compliance. 
CO monitors were periodically checked at the KHRC laboratory against a known 
concentration of National Institute of Standards and Technology (NIST) traceable CO gas 
(50ppm) mixed in air. 
 
Overall validation of CO data proceeded according to information provided by the following 
three variables: 
• Unit-specific Correction Factor (CF) Confidence (high/low/none) 
• Visual validity assessment (1 = looks valid; 2 = suspect; 3 = looks invalid) 
• Duration (1 = hours ≥ 44; 2 = hours between 18 and 44; 3 = hours < 18). 18 hours is 75% 
of 24 hours. 
 
The following pages describe the procedures that were developed for validating the CO data 
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OVERALL VALIDITY 
Note: the “overall validity” criterion is a rough estimate of the validity of the data file as a 
whole. Depending on the analysis to be performed, the analyst may wish to combine the 3 
elements (CF confidence, Visual Validity, and Duration) differently to select the data subset 
that best meets his or her needs. 
 
The overall validity of a CO file was coded as follows: 
 
1 if all of the following:  
• CF confidence = high  
• Visual Validity = 1 
• Duration = 1 
 
2 if all of the following:  OR 2  if all of the following: 
• CF Confidence = high •  CF Confidence = high 
• Visual Validity = 2 •  Visual Validity = 1 
• Duration = 1 or 2 •  Duration = 2 
 
3 if all of the following:  
• CF Confidence = low 
• Visual validity = 1 or 2 
• Duration = 1 or 2 
4 if ANY of the following: 
• Visual Validity = 3 
• OR Duration = 3 





1 = hours ≥ 44;  
2 = hours between 18 and 44;  
3 = hours < 18. (18 hours is 75% of 24 hours) 
 
 
B) CORRECTION FACTOR (CF) AND CF CONFIDENCE 
Correction factors for each Lascar monitor were calculated using data collected during 
calibration sessions with the known-concentration 50ppm CO tank.   
 
The Correction Factor (CF) is the measured value/ expected value from the session with the 
50ppm tank. Each data point will be assigned two variables:  
• a numeric CF;  
• a “CF confidence flag” indicating high/low/no confidence in application of the numeric 
CF to the data.  
 
	   257	  
1) Validity Criteria for Correction Factors:  
a. We considered correction factors to be valid if 0.6 ≤ CF ≤1.2.  
 
2) Application of CFs to Lascar Session Data: 
a. A CF was generated for each month-year combination for each month that a 
Lascar unit was in use (e.g. there will be a CF for Lascar SN = 11115 for October 
2014). 
b. Each session’s CO measurements were corrected using a constant CF value. 
This value is determined by the date of the last sample (e.g. a 72-hour 
session that starts on Oct. 30, 2014 and ends on Nov. 1, 2014 will be assigned 
the “November 2014” CF for the Lascar used in that session.) 
c. NOTE: the overall mean CF across all units over all calibration sessions in 
2014, excluding calibration sessions outside the 0.6-1.2 range, was 0.85.  
 
3) Determining monthly CFs: 
a. Determining initial CFs: Data collection for GRAPHS began in October 2013, yet 
no calibration sessions were held until February 2014. Thus we set a “virtual” CF 
for October 2013 at the first measured CF value. All months between this 
“virtual” measurement and the first actual measurement were assigned this 
constant CF.  
b. Determining CFs for the “middle” of the data:  
i. Determining monthly averages: If two CFs were measured within the 
same month, we took the average of the two as the monthly CF value. 
ii. Interpolating CFs: We calculated CFs by month and year according to 
monthly linear interpolation between measured (monthly averaged) CFs.  
iii. (See Special Note 1 below for dealing with data preceding “zero” CFs). 
c. Determining CFs for the end of the data (extending beyond the last calibration 
session): 
i. Use constant interpolation from the last measured CF through the end of 
the data. Color the tail end of data coral and assign “low” validity if it has 
been more than 8 months since the last validation. 
 
4) Confidence Flags for Correction Factors: 
Each monthly CF receives a “high/low/none” flag for our assumed confidence in 
applying the CF to the data. General rules for applying confidence flags are as follows: 
• Assume “high” confidence if the CF is in the range 0.6 ≤ CF ≤ 1.2 
• Assume “low” confidence if the CF is > 1.2 or if 0.2 ≤ CF ≤ 0.6 
• Assume “no” confidence if the CF is < 0.2 (this is a CF of essentially zero).  
 
SPECIAL NOTE 1: If there are no two adjacent valid monthly averaged CFs for a 
particular unit, (including the first “virtual” data point as one of the CFs to use in 
making this determination), assign “low” CF confidence to any points that would 
otherwise have received “high” confidence.  We have low confidence in the data 
generated by this Lascar unit. 
 
SPECIAL NOTE 2: If a zero (defined as CF < 0.2) is generated during a calibration 
session, do not linearly interpolate between the previous value and the zero. Rather, 
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for the months between the last recorded CF and the zero, apply constant 
interpolation from the last CF up until the month of the zero. Assign these months 
before the zero “low” confidence.  
 
SPECIAL NOTE 3:  If a Lascar Unit was never calibrated: Assign the mean CF to 
the entire dataset. Assign “low” CF confidence to the entire dataset. 
 
An R script to apply these rules was written and automatically applied CFs to the 
data according to the guidelines above.  
 
C) VISUAL VALIDATION OF LASCAR SESSION DATA 
Lascar session data (original and corrected according to the CFs decided above) are plotted in 
batches by Lascar serial number. These plots have been “flagged” according to initial 
automated criteria as follows: 
1) With blue titles (in the plot) and coded “3 = visually invalid” (in the form, column 
“duration_valid”) if the duration of sampling was < 44 hours,  
2) With red titles (in the plot) and initially coded “2 = suspect” (in the form, column 
“co_valid_init”) if any of the following criteria have been met:  
i. 98th percentile of CO = 0 (these files have unusually long stretches with no 
measured CO) 
ii. 90th percentile of CO > 20 (this pulls files that have an odd "plateau" or "hill" in the 
CO tracing) 
iii. minimum CO value > 10 (many files have a minimum CO value slightly above 0 , 
see below - but the ones above 10 usually look seriously messed up) 
iv. sd of CO > 60 (this overlaps with some of the others but pulls some additional files 
that also have odd-looking shapes).  
 
** Note that the computer-generated red flags / code 2s are merely a suggestion that the 
data should be examined more closely  -- they are not a final determination of visual 
validity **  
 
 
Researchers conduct visual validation of the data by visual examination of the plotted data. 
Visual validity is assigned according to the following codes:  
1 = visually valid 
2 = visually suspect 
3 = visually invalid  
 
Criteria assessed by human eye include:  
1) Pattern of “spikes” looks as expected (generally a zero baseline with occasional high 
values: no high plateau, no “hill” of consistently increasing or decreasing CO values, no 
“mountain” or “ski-slope” shapes, no “stair-step” blockiness in the data) – note that 
these visual patterns will be influenced by the scale of the data (hills, mountains, etc. 
may be permissible if the CO range is small).  
2) Elevated baseline – The majority of CO readings hover above 0 (above 1-2ppm, this is 
unexpected and probably indicates a problem. (Note that this behavior may occur even 
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if the “min” CO value is 0). Plots with elevated baseline above 3ppm should be coded 
“2”. Those with baseline above 10ppm should be coded “3”. 
3) Long periods of “flatline” at 0 may indicate problems. These will be evaluated on a case-
to-case basis (e.g., periods of flatline at 0 while CO spikes still occur may not be 
problematic, but a sudden change from more responsive data to sudden flatline should 
be flagged as 2 or 3). If there appears to be more than 36 hours of flatline, code the data 
“2”. 
4) Individual data plots should be considered in the context of the plots that precede and 
follow them – if the instrument clearly fails at a certain point, closer examination of the 
data that precede the failure may be necessary (and any deviations from normalcy in 
these data may trigger a validation flag of 2 or 3).  
 
** Note on Duration: Visual validity will be assessed irrespective of session length; e.g. for 
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Examples of “good” tracings (coded 1): 
 
  
Note the small y-axis range  
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 Although a “hill” exists in the data, it is at a 




Examples of tracings coded 2: 
This plot flatlines at 0 after initial 
response. The following plots also show problematic tracings and the unit stops logging after 5 
subsequent sessions. 
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Note slightly elevated baseline. 
 
Note that virtually no CO was recorded (but 
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Examples of tracings coded 3: 
Note “mountain” shape in data (staying 
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Note significantly elevated baseline. 
 
Note high plateau. 
 
