Necessary and sufficient conditions for global transverse feedback linearization are presented, together with easy-to-check sufficient conditions.
Problem Formulation
Consider the smooth dynamical systemẋ = f (x) + g(x)u y = h(x) (1) defined on R n , with f and g smooth vector fields, h : R n → R p (p ≥ 2) 1 smooth, and u ∈ R.
Given a smooth parameterized curve σ : D → R p , where D is either R or S 1 , the maneuver regulation problem entails finding a smooth control u(x) making the output of the system approach the set σ(D) and making sure that the curve is traversed in one direction. The feedback u(x) should also be such that σ(D) is invariant under the output dynamics, meaning that
(x(t)) ∈ σ(D).
When D = S 1 , σ(D) is a periodic curve. Banaszuk and Hauser in [1] provide a solution to this problem in the special case when D = S 1 and h(x) = x. Notice that one particular instance of maneuver regulation is the case when a controller is designed to make y(t) asymptotically track a specific time parameterization of the curve σ(t). Thus asymptotic tracking and maneuver regulation are closely related problems. In some cases, however, it may be undesirable to pose a maneuver regulation problem as one of tracking because tracking controllers don't make σ(D) invariant under the output dynamics. Moreover, even if a maneuver regulation problem admits a solution, its time parameterized version may not (consider, for instance, the problem of maneuvering a wheeled vehicle with bounded translational speed by means of steering).
We impose geometric restrictions on the class of curves σ(·).
Assumption 1:
The curve σ : D → R p enjoys the following properties (i) σ is C r , (r ≥ 1)
(ii) σ is regular, i.e., σ = 0 (iii) σ : D → σ(D) is injective (when D = S 1 we instead require σ to be a Jordan curve) (iv) σ is proper, i.e. for any compact K ⊂ R p , σ −1 (K) is compact (automatically satisfied when
Assumption 2: There exists a C 1 map γ : R p → R p−1 such that 0 is a regular value of γ and
A sufficient condition for
to be a submanifold of R n is that h be transversal to γ −1 (0), i.e., [2, 3] 
The codimension of Γ is equal to the codimension of γ −1 (0) which implies dim Γ = n − p + 1 [4] . A weaker sufficient condition is
The problem of maneuvering y to γ −1 (0) is thus equivalent to maneuvering x to Γ and can be cast as an output stabilization problem for the systeṁ
In general one may be able to maneuver x to the subset of Γ which can be made invariant by a suitable choice of the control input. Accordingly, let Γ * be the largest controlled invariant submanifold of Γ under (1) and let n * = dim Γ * (n * ≤ dim Γ = n − p + 1). Further, let u * be a friend of Γ * , i.e., a smooth feedback rendering Γ * invariant, and define f * := (f + gu * )| Γ * .
Assumption 3: Γ * is a closed connected submanifold (with n * ≥ 1) and the following conditions
(ii) f * : Γ * → T Γ * is complete
In [1] , Γ * = Γ = σ(S 1 ), and it is assumed that f (x) = 0 on Γ * . Thus in that work Assumption 3 is automatically satisfied (the completeness of f * follows from the periodicity of σ(S 1 )).
We first focus on the well-definiteness part of the assumption. In order to derive conditions guaranteeing that Γ * is a closed submanifold, associate with each constraint in (2) the single input, single output system {f, g, γ i • h} where i ∈ {1, . . . , p − 1} and a corresponding zero dynamics manifold Γ * i . Proof : (⊂) Choose any point x ∈ Γ * . Since Γ * ⊂ Γ,
This, together with the fact that, by definition, Γ * is locally invariant around x, implies that
(⊃) Since k Γ * k is controlled invariant and output zeroing, and since Γ * ⊂ k Γ * k , one has that, by the maximality of Γ * , Γ * = k Γ * k .
Let r i be the relative degree of system {f, g, γ i • h} and define
If each r i is well-defined and uniform over Γ, one has that each Γ * i is a closed submanifold and
. This is not enough to guarantee that k Γ * k is a submanifold, as the intersection of two submanifolds need not be a submanifold. A sufficient condition for the
easily arrives at the following result.
uniform relative degree r i over Γ and, if p > 2, the following conditions are satisfied.
where H k x is defined inductively as
Remark 1.1 Rather than using transversality to derive the sufficient conditions of Corollary 1.2, one can employ a slight modification of the zero dynamics algorithm of [5] (see also [6] ) or the constrained dynamics algorithm presented in [7] . In both cases a feasible initial condition for the algorithm should be defined to be any point x 0 ∈ Γ * such that f (x 0 ) + g(x 0 )u 0 ∈ T x 0 Γ * for some real number u 0 . If the sufficient conditions of Corollary 1.2 are not satisfied, the zero dynamics algorithm may still find a locally maximal controlled invariant submanifold of Γ. Remark 1.2 Condition (i) in the Corollary above can be weakened by assuming, instead that, for
The condition, in Assumption 3, that L f * h(x) > ǫ on Γ * implies that there are no equilibria on Γ * and that, whenever x ∈ Γ * , ẏ = L f * h(x) > ǫ. This condition ensures that the output of (1) traverses the curve σ(D). The next example illustrates that this condition is not strictly necessary for the feasibility of the maneuver regulation problem.
Example 1.1 Consider the dynamical system and patḣ
Here D = R and σ(D) = {y : y 1 − y 2 = 0}. The lift Γ is given by Γ = {x : x 1 − x 2 = 0} and it is readily seen that Γ * = Γ and a friend of Γ * is u * = x 1 . Assumption 3 is not satisfied since there exists a single point on Γ * where L f * h(x) = col(x 2 , x 1 ) = 0. Yet, almost all initial conditions on Γ * result in path traversal. Specifically, the only case where the path is not traversed is when
shows that even if Assumption 3 is violated, it may still be possible to traverse the path. However, if L f * h(x) fails to be bounded away from zero, then the situation becomes problematic.
Example 1.2 Consider the dynamical system and patḣ
= 0}, and u * = 0. Assumption 3 is not satisfied since
is zero on the set {x :
. The result is a closed-loop system where any initial condition
where ǫδ = 0 will not result in path traversal. However, initial conditions with ǫδ = 0 will result in path traversal. This example illustrates the fact that Assumption 3(i) avoids pathological situations whereby some phase curves originating outside of Γ * may approach points of Γ * where L f * h = 0, thus not traversing the path σ(D). △
We are now ready to formulate the main problems investigated in this paper. The following are a direct generalization of analogous statements found in [1] .
(ii) The dynamics of system (1) take the forṁ
. . .
where a(z, ξ) = 0 in N .
It is clear that if one can solve Problem 1, then the smooth feedback
achieves local output stabilization of (5) and hence local stabilization of (1) to Γ * (resp., Γ * ∩U 0 ). In turn, stabilization of (1) to Γ * implies, by Assumption 3(i), traversal of σ(D) in output coordinates.
It is also not difficult to see that (7) makes σ(D) invariant under the output dynamics (see Section 1).
In light of this, the main focus of Problem 1 is the output stabilization of (5).
Remark 1.3
The autonomous feedback control (7) achieves exponential stabilization to Γ * , however, (7) does not prevent the closed-loop system from exhibiting finite escape time (i.e., the entire σ(D) is traversed in finite time), even though the vector field of the closed-loop system is complete on Γ * . A similar problem is encountered in feedback linearization when stabilizing a minimum phase system in normal form. There are various ways to modify (7) to avoid finite escape time.
Discussing them is beyond the scope of this paper.
Solution to Problem 1
Theorem 2.1 Problem 1 is solvable if and only if there exists a function α : R n → R such that
2. α yields a uniform relative degree n − n * over Γ * .
Proof : (⇒) Consider system (6) and let α = ξ 1 . Conditions (i) and (ii) follow immediately.
(⇐) From a slight modification 2 of the proof of [6, Proposition 9.1.1] one obtains a coordinate transformation T : R n → Z * × R n−n * , valid in a neighborhood of Z * , yielding the normal form (6), where Z * := {(z, ξ) : ξ = 0} is the zero dynamics manifold associated with the output function α.
We are left to show that Z * = Γ * . First notice that Γ * ⊂ Z * for ifx ∈ Γ * then α(x) = 0. Since throughx there passes a controlled invariant submanifold, Γ * , andx is output zeroing, it follows thatx ∈ Z * as well. Finally, since Γ * and Z * are two connected, closed submanifolds of the same dimension and Γ * ⊂ Z * , one has that Γ * = Z * .
2 Here the main difference is that we do not require that the vector fields {τi} i∈{1...n−n * } in [6, Proposition 9.1.1] be complete. This implies that the normal form (6) is valid over a neighborhood N of Γ * , rather than R n . If the vector fields τi i ∈ {1 . . . n − n * } are complete, then the transformation is globally valid on R n .
The function α is used to generate the feedback (7) by setting
The conditions in Theorem 2.1, although rather intuitive, are difficult to check in practice. In what follows we present sufficient conditions for the existence of a solution to Problem 1 which are easier to check.
Corollary 2.2
If one of the path constraints in (2), γk • h, yields a uniform relative degree n − n * over Γ * , then Problem 1 is solved by setting α = γk • h.
Thus, it may be possible to solve Problem 1 by performing input-output linearization choosing as
output one of the path constraints. However, Problem 1 may be solvable even when none of the path constraints yields a well-defined relative degree. We postpone this discussion until Example 2.1.
Lemma 2.3
If there exists a function α : R n → R which satisfies the conditions of Theorem 2.1,
Proof : By its definition, f * is such that, for all x ∈ Γ * , f * (x) ∈ T x Γ * . Also, by Assumption 3(i), span{f * } is a one dimensional, hence involutive, distribution on Γ * . Fixing x ∈ Γ * , the facts above imply that, in a neighborhood of x in Γ * , there exist n * − 1 one-forms dφ 2 , . . . , dφ n * such that
Define the map t → Φ f * t (x), which, for some positive δ, is a diffeomorphism of (−δ, δ) ⊂ R onto its image and denote by φ 1 its inverse. By construction, (L f * φ 1 )(x) = 1, implying that dφ 1 (x) / ∈ (span{f * (x)}) ⊥ and thus that
or, equivalently,
Consider a set of linearly independent vectors {v 1 , . . . , v n * } spanning
and define a matrix S as follows [1]
(all vectors and one-forms are evaluated at x) where {L V φ} ij = dφ i , v j , i, j = 1, . . . , n * , and ∆ ∈ R n−n * ×n−n * is upper triangular with non-zero diagonal (this follows from condition (2) in Theorem 2.1). It is clear that if the matrix L V φ is nonsingular then S is nonsingular as well,
g}(x) = R n and the proof is complete. To prove that L V φ is nonsingular, we use the fact that if A and B are two matrices such that the product AB makes sense then
Applying this to L V φ, all we have to show is that Im V ∩ ker (col (dφ 1 (x) , . . . , dφ n * (x))) = 0 or, equivalently,
and this follows directly from (9).
Remark 2.1 Condition (8) is a generalization of the notion of transverse linear controllability to the case of controlled invariant submanifolds of any dimension. It is useful in deriving checkable sufficient conditions for the existence of a solution to Problem 1. The notion of transverse linear controllability was originally introduced in [8] and later used in [1] for transverse feedback linearization. In both papers, n * = 1, D = S 1 , and T x Γ * = span {f * (x)}.
Theorem 2.4 Problem 1 is solvable if
g} is involutive).
Proof : We will show that if the above conditions hold, then a function α can be constructed satisfying the conditions of Theorem 2.1. Let {v 1 , . . . , v n * } be a set of independent vector fields defined on Γ * such that T x Γ * = span {v 1 , . . . , v n * }(x). Global existence of these vector fields is guaranteed by the hypothesis that Γ * is parallelizable. Condition (1) can be rewritten as
We use the flows of these vector fields to generate s-coordinates. Choose any point x 0 ∈ Γ * and consider the mapping F defined as
The map F : F −1 (N ) → N , where N is a neighborhood of Γ * , is a diffeomorphism. Let T 1 = col(s 1 , . . . , s n * +1 ), T 2 = col(s n * +2 , . . . , s n ), and define
With these definitions, rewrite F (s) as
Choose α(x) = s n * +1 (x). By construction, any point x ∈ Γ * can be reached by flowing along v 1 , . . . v n * . Therefore, in s-coordinates, any point x ∈ Γ * is represented as
Thus, on Γ * , α(x) = 0, which proves that condition (1) 
Since S is an integral manifold of D it follows that, in s-coordinates, D(s) = T s S, implying that in s-coordinates the vector fields ad i f g, i ∈ {0, . . . , n − n * − 2}, have the form:
It readily follows that, on N , L ad i f g α(x) = 0, i = 0, . . . , n − n * − 2. Thus, α yields a uniform relative degree n − n * over Γ * . Corollary 2.2 shows that a sufficient condition to solve Problem 1 is that one of the path constraints yields a uniform relative degree n − n * over Γ * . In the next example we use Theorem 2.4 to show that this condition is not necessary and, in particular, Problem 1 may be solvable even when none of the path constraints yields a well-defined relative degree.
Example 2.1 Consider the systeṁ
and the path σ : R → R 2 defined by λ → col(0, λ). Then σ(R) = {y ∈ R 2 : y 1 = 0}. Let γ(y) := y 1 .
Then, the lift of the path to the state space is
The SISO systemẋ
does not have a well-defined relative degree anywhere on the set
changes sign in any neighborhood of {x 1 = 0}.
Application of the zero dynamics algorithm gives that the largest controlled invariant submanifold contained in Γ is
Thus n * = 1 and the friend of Γ * is u * = 0, yielding f * = ∂ ∂x 2
. We now check the sufficient conditions of Theorem 2.4. We have
Thus, for all x ∈ Γ * ,
showing that the system is transversely linearly controllable and condition (1) We have We next find the inverse x → s, s 1 (x) = x 2 , s 2 (x) = −x 1 e −x 3 , s 3 (x) = x 3 .
Finally, we pick α(x) = s 2 (x) = −x 1 e −x 3 . We indeed verify that this output meets the two necessary and sufficient conditions to solve Problem 1: (i) Γ * ⊂ {x : α(x) = 0} (when x 1 = x 3 = 0 one has α = 0) and, (ii), the system with output α has a well-defined relative degree n − n * = 2 in a neighborhood of Γ * . This example satisfies Assumption 3 since f * is complete and L f * h = 1.
This indicates that stabilizing the auxiliary output y = γ • h(x), makes the original system output y = h(x) approach and follow the desired path. △
