A random sample of size N is divided into k clusters that minimize the within clusters sum of squares locally. Some large sample properties of this k-means clustering method (as k approaches oo with N) are obtained. tn one dimension, it is established that the sample k-means clusters are such that the within-cluster sums of squares are asymptotically equal, and that the sizes of the cluster intervals are inversely proportional to the one-third power of the underlying density at the midpoints of the intervals. The difficulty involved in generalizing the results to the multivariate case is mentioned.
Introduction
Let the univariate observations xl, x2 ..... XN be sampled from a distribution F with density function f. Suppose that these observations are partitioned into k groups with means ~1 ..... ~k such that no movement of an observation from one group to another will reduce the within groups sum of squares N min
This method for division of a sample into k groups to minimize the within groups sum of squares locally is known in the clustering literature as k- means. In one dimension, the partition will be specified by k-1 cutpoints; the observations lying between common cutpoints are in the same group. See Hartigan (1975) for a detailed description of the k-means method, and see Hartigan and Wong (1979) for an efficient computational algorithm. This method has been widely used in various clustering applications (see Blashfield and Aldenderfer 1978) . Its asymptotic properties (when N---,oo) for fixed k have been studied by MacQueen (1967) , Hartigan (1978), and Pollard (1981) . Here, the sampling properties of k-means clusters when k approaches co with N are presented.
The properties of the univariate population k-means clusters when k---,oo are given in Wong (1982a) . It is shown that for large k, the optimal population partition is such that the within-cluster sums of squares are equal (see also Elias 1970) , and that the sizes of the cluster intervals are inversely proportional to the one-third power of the underlying density at the midpoints of the intervals. In this paper, non-standard asymptotics are used to obtain the asymptotic properties (when k ~oo with N) of the locally optimal k-means clusters for samples from a general population F on [0,1]; in particular, it is shown that the locally optimal partition approaches the population optimal partition under certain regularity conditions. The special difficulties in showing this result are: (1) the number of clusters k approaches co with N (such that the length of each cluster interval approaches zero while the number of observations in each cluster approaches infinity), and (2) the locations and sizes of the cluster intervals are determined by an optimization procedure (so all results concerning the clusters need to hold uniformly for all clusters).
Theorem 1 and Theorem 2, respectively, give the asymptotic expression for the lengths and the within-cluster sums of squares of the locally optimal k-means clusters. The result of Theorem 1 is obtained in Section 3, and Theorem 2 is proved in Section 4. These results indicate that the kmeans procedure would partition a sample from a distribution with density f on [a,b] in such a way that the sizes of the cluster intervals are adaptive to f, and therefore suggest that k-means can potentially be used as a method for constructing variable-cell histograms. This development will be discussed further in Section 5, in which the difficulties involved in generalizing these univariate results to many dimensions are also mentioned.
Some Definitions
Let {XN} be a sequence of random variables, and let {aN} be a sequence of real constants and {bN} be a sequence of positive constants. 
