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Abstract One of the problems in the single-objective optimisation models (SOOMs) for
optimising geodetic networks is the contradiction of the controlling constraints, which may
lead to their violation or infeasibility in the optimisation process. One way to solve this
problem is to use a bi-objective optimisation model (BOOM) instead of SOOMs. In this
paper, we will use the BOOM of precision and reliability and investigate the influence of
the controlling constraints in a two-dimensional simulated network. Our studies show that
the unconstrained BOOM is a good model, which almost fulfils our precision and reliability
demands of the network. This model is also economical as more observables are removed
from the plan whilst adding the controlling constraints leads to including more observables,
which have no significant role.
Keywords Removing observable · Optimality · First- and second-order designs ·
Two-dimensional geodetic network
1 Introduction
The geodetic networks are designed for different purposes, but the main important application
of such networks is to monitor the deformation of the man-made structures or the natural
features of the Earth. Amongst numerous studies about the design of such networks, we
mention the work done by Kuang (1991), Blewitt (2000) and Gerasimenko et al. (2000) who
studied the design problem of a monitoring network according to the geophysical parameters
and fault-mechanics and Yetki et al. (2008) used the particle swarm optimisation algorithm
M. Eshagh (B)
Department of Engineering Science, University West, Trollhättan, Sweden
e-mail: eshagh@kth.se; mehdi.eshagh@hv.se
M. A. Alizadeh-Khameneh
Division of Geodesy and Geoinformatics, Royal Institute of Technology (KTH), Stockholm, Sweden
e-mail: maak3@kth.se
123
450 Acta Geod Geophys (2015) 50:449–459
for a similar purpose. Doma (2013) also implemented this technique to optimise a global
positioning system (GPS) network.
Generally, an optimal geodetic network has high precision and reliability, which is
designed according to economic considerations. The first step of the geodetic network design
is so-called the zero-order design (ZOD) in which the best datum of the network is defined.
Different criteria exist for the ZOD. Teunissen (1985) presented the ZOD according to the
theory of generalised matrix inverses and its relations with datum and rank deficiency of the
design matrix. Kuang (1996) presented different criteria for the ZOD, and Eshagh (2005)
suggested the minimum norm and trace of the co-factor matrix as the best criteria for datum
definition. There are two well-known ways to find the best configuration of networks, i.e., the
first-order design (FOD). One can use either the trial and error or the analytical approaches.
In the former, the objective function (OF) is computed with a proposed solution for the prob-
lem. If the suggested solution does not satisfy the OF, the solution is changed and the OF
is computed again. This process is repeated until the requirement is satisfied. The analytical
approaches take advantage of a mathematical algorithm and design the network in such a
way that the quality requirement of the network is satisfied. A pioneer in using optimisation
theory for the FOD purpose was Koch (1982, 1985) who used the quadratic programming
theory (Bazaraa and Shetty 1979) to optimise the configuration of a network. Kuang (1991,
1996) and Amiri-Seemkooei (1998) studied this issue further and considered different types
of optimisation methods. Berne and Baselga (2004) used the simulated annealing method
for the FOD and Amiri-Seemkooei (2008) presented an analytical approach for the same
purpose.
Grafarend (1975) and Schmitt (1980, 1985) presented different approaches for the second-
order design (SOD) where the observables’ weights and types are determined. Xu (1989)
developed a multi-objective optimisation model (MOOM) for the SOD purpose and Kuang
(1993) presented another approach to the SOD leading to maximum reliability using linear
programming (see e.g. Bazaraa 1974; Smith et al. 1983). Amiri-Seemkooei (2004) presented
a method for the SOD. Doma (2014) developed another method for the SOD in a monitoring
network and compared it with Kuang’s (1996) method and concluded the both of them can
meet the precision criterion of the strain parameters.
By using the method of Kuang (1996), one can obtain optimal weights and configuration
of the network in one step by different optimisation algorithms and OFs. In fact, the approach
proposed by him is a combination of FOD and SOD. In this method the best configuration and
observation precisions are determined simultaneously in an optimal way. Amiri-Seemkooei
(2001a, b) considered the analytical approach to FOD, SOD and also their combinations in
robustness points of view. This optimal design can be carried out using different criteria
as an OF. Alzubaidy et al. (2012) discussed the problem of the FOD and SOD in a micro-
geodetic network. Amiri-Seemkooei et al. (2012) presented some basic concepts related to
the optimisation and design of geodetic networks. Mehrabi and Voosoghi (2014) optimised
the observational plan of a local GPS network concerning the precision criterion. If just one
criterion exists in the OF, it is called single-objective optimisation model (SOOM); if two
criteria exist, it is a bi-objective optimisation model (BOOM) (Mehrabi 2002). A simple
comparison between different SOOMs has been carried out in Eshagh and Kiamehr (2007).
This comparison shows that reliability is a better criterion than the other criteria in SOOMs.
The capability of BOOM versus SOOM was presented in Eshagh (2005). Bagherbandi et al.
(2009) compared SOOM and MOOM in a simulated geodetic network and concluded the
superiority of MOOM with respect to SOOM.
In this study, our goal is to find out which one of the precision and reliability constraints is
more suitable for the network optimisation by BOOM of reliability and precision. It is clear
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that considering both of them leads to better results, but the question is if we use just one or
none of them what happens to the optimised network. A simple geodetic network is designed
and optimised for this purpose and the results of the optimisation based on these constraints
are presented.
2 Bi-objective optimisation model
Since SOOMs are restricted to the constraints’ inconsistencies, thus if the criterion matrix
of the station coordinates and the criterion vector of the reliability are not defined properly
the constraints will be inconsistent and no solution exists. BOOM is a method to solve
this restriction (Kuang 1996; Amiri-Seemkooei 1998; Mehrabi 2002). Here, we define the
BOOM of precision and reliability in the following OF, which is suitable for two-dimensional
networks: [ ‖Hw − u‖
‖vec (Cs)‖ +
‖R11w − (rmin − r00)‖
‖rmin‖
]
→ min (1)
subject to [
DT 0
]
w = 0 (2)
A00w ≤ b00 (3)
where w = [x1 y1 . . . xm ym p1 . . . pn ] is the vector of the improvements,
shown by , to the station coordinates xi , yi , i = 1, . . . , m. m represents the number of
net points and to the observational weights p j , j = 1, 2, . . .n where n stands for number of
observations. The vec(•) operator converts a matrix to a single column vector by stacking the
columns of a matrix one below another, ‖•‖ stands for the L2-norm, rmin is the acceptable
level of reliability for each observable. D is called the datum matrix and the superscript (•)T
shows the transpose operator. H is the coefficients matrix derived by linearising the precision
criterion matrix Cs and u is the vector of differences between Cs and the initial variance-
covariance matrix of the unknowns C0x . The criterion matrix is an ideal variance-covariance
matrix, which is transferred to the datum of the network by S-Transformation as:
Cs = SCST (4)
where S = Im −DT
(
DDT
)−1 D and C is the initial criterion matrix. Im represents the identity
matrix of dimension m. Note that the OF, presented in Eq. (1), contains two terms and the
first one expresses the precision criterion and the second one, the reliability.
H and u in Eq. (1) have the following structures:
H =
[
vec
(
∂Cx
∂x1
− ∂Cs
∂x1
)
vec
(
∂Cx
∂y1
− ∂Cs
∂y1
)
· · ·
vec
(
∂Cx
∂xm
− ∂Cs
∂xm
)
vec
(
∂Cx
∂ym
− ∂Cs
∂ym
)
vec
(
∂Cx
∂p1
)
· · · vec
(
∂Cx
∂pn
)]
(5)
u = vec (Cs) − vec
(
C0x
) (6)
where Cx is the variance-covariance matrix of the unknowns.
In Eq. (1), R11 has the following matrix form:
R11 = (In In)T R1 (7)
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where In is the identity matrix with dimension of n.  represents the Khatri-Rao (Khatri and
Rao 1968) product and R1 is defined by:
R1 =
[
vec
(
∂R
∂x1
)
vec
(
∂R
∂y1
)
· · ·
vec
(
∂R
∂xm
)
vec
(
∂R
∂ym
)
· · ·
vec
(
∂R
∂p1
)
· · · vec
(
∂R
∂pn
)]
· (8)
In Eq. (8), R stands for the reliability matrix of the network, which can be obtained from the
residual vector vˆ (Kuang 1996, p. 122):
vˆ = Lˆ − L = [A(ATPA + DDT)−1ATP − In] L = −RL (9)
where L is the observation vector and Lˆ is its estimated one after adjustment process. Accord-
ing to Eq. (9), R can be written as follows:
R = In − A
(
ATPA + DDT)−1 ATP (10)
where A and P are the design and weight matrices, which are used in the least-squares
adjustment of the network, respectively. In fact, R1 is the matrix of the derivatives of R with
respect to the elements of vector w; and R11 contains the diagonal elements of R1. The role
of (In In)T in Eq. (7) is to consider the diagonal elements of R1 in the reliability constraint.
In order to have some ideas about the reliability of the existing network, we compute the
reliability of all observables and organise the vector r0, which r0 = vec (R0), where R0 is
the initial value of R. r00 or the diagonal elements of R0 can be selected by:
r00 = (In In)T r0 (11)
and R0 has the following structure:
R0 =
[
In − A
(
ATPA + DDT)−1 ATP]
w0
(12)
where w0 is the initial value of w.
In Eq. (3), A00 is the coefficient matrix of the inequality constraints and b00 is the constant
vector of them. One can see their structures below:
A00 =
[
I2m+n
−I2m+n
]
(13)
and
b00 =
[
a21 b21 · · · a2m b2m p1 · · · pn
−a11 − b11 · · · − a1m − b1m p01 p0n
]T
(14)
where [a1i , a2i ] and [b1i , b2i ] are the boundary values of the unknown coordinate changes
xi , yi , i = 1, · · · , m and p j , j = 1, · · · , n are the improvements to the initial weights
p0j .
The solution of the above problem leads to an ideal point representing both of the precision
and reliability requirements for the network. In fact, the OF, presented in Eq. (1), minimises
the differences amongst these criteria and subjects them to the physical constraints presented
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in Eqs. (13) and (14) in a least-squares sense. By applying L2-norm to the model (1), the
BOOM is converted to the following quadratic programming model:(
wTHT0 H0w − 2uT0 H0w + uT0 u0
) → min (15)
where
H0 =
[
H√
uTu
R11√
rTminrmin
]
and u0 =
[
u√
[vec(Cs )]T[vec(Cs )]
rmin−r00√
rTminrmin
]T
(16)
subject to [
DT 0
]
w = 0 (17)
A22w ≤ b22 (18)
Note that the inequality constraints in Eq. (18) can include the precision and/or reliability
controlling constraints. The structures of A22 and b22 are:
A22 =
[
A00
A11
]
and A11 =
[
H1
−R11
]
(19)
b22 =
[
b00
b11
]
and b11 =
[
u1
r00 − rmin
]
(20)
where
H1 = (I2m I2m)T H (21)
u1 = (I2m I2m)T u. (22)
It can be seen in Eq. (19) that A11 and b11 have two sub-matrices, which represent the
precision by H1, u1 and the reliability by −R11, r00 − rmin. Based on the requirements of the
project, one can use either one or both of them. In order to solve the quadratic programming
problem presented in Eq. (15), one has to transfer it to a linear programming problem which
is called the linear complementary problem, which its solution gives the optimal values for
the quadratic programming; for more details see e.g. Lemke (1962) or Koch (1985).
3 Numerical studies
In order to test the effect of the precision and reliability constraints on optimisation, a simple
trilateration geodetic network is simulated. The network is horizontal and consists of seven
points and it is assumed that all possible distances amongst the net points are measurable.
Here, ZOD is done by selecting Point 4 as a fixed point against the network translation, and
the direction from this point to Point 1 is considered as the fixed direction to preserve the
network against the rotation. These conditions have been found based on the S-transformation
(Teunissen 1985) and the precision criterion.
In order to optimise this network by the BOOM of reliability and precision, we assume
that the errors of the net points after optimisation should be all equal to 2 mm and the
reliabilities of the observations are to be larger than 0.4. Also, we assume that to get an
optimised configuration we can relocate the net points by ±2 m. In the first step of our study,
we optimise the network using BOOM but without any constraint. The optimised network
and the size of error ellipses, which are plotted 5,000 times larger, are shown in Fig. 1a. The
size of the ellipses becomes smaller as expected. In the second step, BOOM is subjected to
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Fig. 1 Optimised network and error ellipses by BOOM subjected to a desired accuracy of 2 mm for different
types of constraints: a unconstraint, b precision, c reliability and d precision and reliability. Network before
optimisation and initial error ellipses for net points are illustrated by dashed lines
the precision constraint and the network is optimised and the result is plotted in Fig. 1b. As
can be seen, the error ellipses are slightly smaller than those obtained in the case of using
BOOM without constraint, especially for Point 7, which is the furthest point from the fixed
point of the network or Point 4. When BOOM is subjected only to the reliability constraint,
nothing especial happens in the optimised network except the error ellipse of Point 6, which is
slightly smaller than the one obtained in the unconstrained optimisation. This means that the
reliability constraint cannot significantly help to change the quality of the coordinate of the
net points, this can be seen in Fig. 1c, which is almost the same with Fig. 1a except for Point
2. If BOOM is subjected to both of the precision and reliability constraints the optimised
network will be more or less the same with the case of BOOM with the precision constraint.
Similarity of Fig. 1d, b shows the insignificant influence of the reliability constraint in the
optimisation process in the precision point of view.
In the previous case, we observed that no observable was removed from the optimised
network. Now, we perform another test by considering a larger error of 3 mm for the error
of net points. In fact, we would like to have a less accurate network than the existing one.
Figure 2a shows the optimised network by unconstrained BOOM, and as we expected the
error ellipses become larger now, and 6 observables can be removed to reach to an accuracy
level of 3 mm. In the case of subjecting BOOM to the precision constraint, 4 observables
can be removed, see Fig. 2b, which means that the unconstrained BOOM already had some
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Fig. 2 Optimised network and error ellipses by BOOM subjected to a desired accuracy of 3 mm for different
types of constraints: a unconstraint, b precision, c reliability and d precision and reliability. Network before
optimisation and initial error ellipses for net points are illustrated by dashed lines
observables with larger errors than 3 mm. Figure 2c shows the configuration of the network
after optimisation with the reliability constraint and Fig. 2d shows the network optimised
based on BOOM subjected to the reliability and precision constraints. The optimised network
is very similar to the one obtained by using only the precision constraint.
Table 1 presents the errors of the net points before and after optimisation based on BOOM
in both cases of considering desired errors of 2 and 3 mm. The errors of the points before the
optimisation is presented in the first column of the table and as it shows the largest error is
related to Point 7, which is the furthest point from Point 4. The least error belongs to Point 1
because the direction of Point 4 to this point is kept fixed and this point has less freedom to
change during the optimisation process. Except Point 1, the errors of the rest of the points are
larger than 2 mm and, here, we want to homogenise the network by optimising it in such a way
that the errors of all points become 2 mm. The column showed by U means optimised by the
unconstrained BOOM, P means constrained to the precision, R to reliability and PR both of
them. In the case of using the unconstrained BOOM, the errors of all points become smaller
than 2 mm expect that of Point 7, which is slightly larger. When BOOM is constrained to
the reliability model the result is the same with the case of unconstrained BOOM and in the
case of using constrained BOOM to precision, having errors of all points less than 2 mm is
guaranteed. This will be very similar to the case of using both of the precision and reliability
constraints. Similar issues can be seen when the desired error is 3 mm for all points and
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Table 1 Errors of net points before and after optimisation by BOOM, Unconstrained (U), Precision (P),
Reliability (R) and Precision and Reliability (PR)
Before opt. Desired accuracy: 2 mm Desired accuracy: 3 mm
U P R PR U P R PR
σx1 1.3 0.9 0.9 0.9 0.9 1.4 1.4 1.4 1.4
σy1 1.7 1.2 1.2 1.2 1.1 1.8 1.7 1.7 1.7
σx2 2.3 1.7 1.6 1.6 1.5 2.5 2.4 2.3 2.3
σy2 2.3 1.7 1.6 1.6 1.6 2.5 2.4 2.3 2.3
σx3 2.2 1.8 1.8 1.6 1.6 2.7 2.6 2.4 2.4
σy3 2.5 1.7 1.7 1.8 1.8 2.6 2.6 2.6 2.7
σx5 2.4 1.8 1.7 1.8 1.7 2.7 2.5 2.7 2.6
σy5 2.4 1.9 1.8 1.8 1.8 2.9 2.8 2.7 2.7
σx6 2.3 1.8 1.6 1.6 1.6 2.6 2.3 2.4 2.3
σy6 2.3 1.9 1.7 1.8 1.7 2.8 2.6 2.7 2.5
σx7 1.9 1.3 1.3 1.3 1.2 2.0 1.9 1.9 1.9
σy7 3.0 2.2 2.0 2.2 2.0 3.3 3.0 3.2 3.0
optimisation using BOOM shows that the errors become larger. In the cases where BOOM
is subjected to the precision constraint the errors of the points are smaller than 3 mm.
Table 2 shows the values of the reliabilities and weights of observables after optimisation
by BOOM with different types of constraints. The second column from the left hand side of
the table shows the initial reliability of the observables before the optimisation process. If
we assume that 0.4 is the acceptable reliability level, we can conclude that the non-optimised
network is already reliable and can resist against the gross errors. In the case of optimising
it, considering the precision of 2 mm, without any constraint three observables of L17,
L34 and L45 will have smaller reliability than 0.4. If we look at Fig. 2a we observe that
these observables are in the marginal areas of the network and it is quite normal to see low
reliabilities for them; but they have a common value of 0.3, which may not be very significant
in practice. The column R shows that by considering the reliability constraint the reliability
numbers of all observables will be larger than 0.4. If the optimisation is constrained only
to precision, L34 will have a reliability of 0.3. This shows that the precision constraint can
somehow improve the reliability of the network as well. Considering both of the constraints
leads to a network with homogenous error distribution of all points with less than 2 mm and
a reliability of higher than 0.4 for all observables. Another issue is that when the precision
criterion is 2 mm none of the observables is removed during the optimisation process. If this
network is optimised by a SOOM with these two constraints the contradiction between the
constraints may happen and the solution may not be feasible. This is the issue, which has
been studied by Xu (1989) and he mentioned that the use of BOOM is one way to avoid such
a contradiction. The reason is that in SOOM the optimisation is done by concentrating the
problem on either precision or reliability constraint, but in BOOM, both of these criteria are
considered in one single OF. In fact, BOOM is an OF having both properties of minimising
the error and maximising the reliability whilst SOOM can have only one of them.
In the case of considering an error of 3 mm for all points, we will observe that, again,
L17, L34 and L45 will get a reliability of 0.3 and by considering the reliability constraint all
reliabilities become higher than 0.4 in the network. When BOOM is subjected to no constraint,
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6 observable of L25, L26, L35, L36, L56 and L67 can be removed from the observation plan.
By looking at Fig. 2a we see that these lengths are inside the network improving its geometric
strength. Removal of these lengths means that based on the requested accuracy, 3 mm, and
such a geometric strength of the network caused by the inner observations is not required. In
the case of constraining BOOM to precision, four observables of L25, L26, L35 and L36 are
insignificant and in the case of considering the reliability constraint only L36. This means
that the reliability constraint tries to keep the number of observables large so that they can
control each other. In other words, in order to increase the reliability of one observable the
rest of reliabilities should vary in such a way that their sum remains equal to the redundancy
of the network. It can be seen in the table that the observables with the least reliabilities are
not necessarily the ones, which should be deleted from the network after optimisation. For
example, in the case of considering 3 mm error for the points and in the unconstrained case,
L17, L34 and L45 have the least reliability but of L25, L26, L35, L36, L56 and L67 are
removable, which are totally different. The reliabilities of these removable observables are
all higher than 0.4, which mean that for the precision of 3 mm the network does not need
these high reliable lengths.
4 Conclusions
In this simulation study, we observed that our BOOM of precision and reliability can optimise
the network properly even without controlling constraints. Although the errors of some net
points and the reliabilities of some observables do not match the required accuracy and
reliability, the differences are not very large and considerable in practice. In the case of
expecting a less accurate network comparing to the existing one, those observations which
are placed in the middle of the network and have the main role in the network geometrical
strength are removed. This shows that a simple network with a lower redundancy is enough
for reaching to that accuracy. Here, according to this simple numerical study we conclude
that the use of unconstraint BOOM is more economical in practical considerations as more
observables are deleted from the plan and the accuracy and reliability of the network almost
meet the network requirements. Furthermore, the less reliable observables are those, which
are placed in the marginal areas of the network and they are not those, which should be
deleted from the observation plan.
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