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07 E´QUISINGULARITE´ RE´ELLE II :
INVARIANTS LOCAUX ET CONDITIONS DE RE´GULARITE´
Georges COMTE & Michel MERLE
(Appendice de G. Comte, P. Graftieaux & M. Merle)
RE´SUME´. – On de´finit, pour un germe d’ensemble sous-analytique, deux nouvelles suites finies
d’invariants nume´riques. La premie`re a pour termes les localisations des courbures de Lipschitz-Killing
classiques, la seconde est l’e´quivalent re´el des caracte´ristiques e´vanescentes complexes introduites par M.
Kashiwara. On montre que chaque terme d’une de ces suites est combinaison line´aire des termes de l’autre,
puis on relie ces invariants a` la ge´ome´trie des discriminants des projections du germe sur des plans de
toutes les dimensions. Il apparait alors que ces invariants sont continus le long de strates de Verdier d’une
stratification sous-analytique d’un ferme´.
ABSTRACT. – For germs of subanalytic sets, we define two finite sequences of new numerical invariants.
The first one is obtained by localizing the classical Lipschitz-Killing curvatures, the second one is the real
analogue of the evanescent characteristics introduced by M. Kashiwara. We show that each invariant of one
sequence is a linear combination of the invariants of the other sequence. We then connect our invariants to
the geometry of the discriminants of all dimension. Finally we prove that these invariants are continuous
along Verdier strata of a closed subanalytic set.
0. Introduction
De´signons par X un ensemble sous-analytique de Rn et pour y ∈ X , notons Xy le
germe de X en y puis d sa dimension.
Dans [Co2] il est prouve´ que la fonction densite´ locale y 7→ Θd(Xy) (la localisation du
volume) est une fonction continue le long de strates de Verdier ou meˆme (b∗)-re´gulie`res
de X (voir [Va1], [Va2] pour une preuve du caracte`re lipschitzien de la densite´ le long
de strates de Verdier et pour la continuite´ le long de strates de Whitney). Il s’agissait
dans [Co2] de ramener l’e´tude de la densite´ a` celle d’un invariant σd(Xy) associe´ aux
discriminants des projections du germe Xy sur des plans de dimension d, via une formule
du type Cauchy-Crofton localise´e e´galant Θd(Xy) et σd(Xy) ([Co1], [Co2] The´ore`mes 1.10
et 1.16). Ce type de re´sultats reliant le comportement d’un invariant et la ge´ome´trie des
discriminants s’inscrit dans le programme de l’e´quisingularite´ inaugure´ par Zariski pour
les ensembles alge´briques complexes (Voir [Za1,2,3,4]). La condition ge´ome´trique portant
sur les discrimants (d−1)-dimensionnels qui assure la continuite´ de la densite´ le long d’une
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strate Y est que ceux-ci aient le long de Y un coˆne normal dont la dimension des fibres
soit majore´e par la dimension ge´ne´rique, ie d − dim(Y ) − 1. Il est prouve´ dans [Co2],
Proposition 3.7, que cette condition est satisfaite le long de strates de Verdier. Dans le
cadre analytique complexe densite´ locale et multiplicite´ co¨ıncident ([Dra]), de meˆme que
conditions de Whitney et de Verdier ([He-Me1], [Te2]). Ce faisant, le re´sultat de [Co2]
e´tend a` la ge´ome´trie re´elle celui de [Hi1] selon lequel la condition de Whitney assure
l’e´quimultiplicite´.
Dans le pre´sent article, nous e´tendons l’e´tude faite dans [Co2] a` toutes les dimensions
de projection : nous pre´sentons ici des invariants polaires et de courbures dont le
comportement traduit la ge´ome´trie des discriminants de Xy associe´s a` des projections
sur des plans de dimension i, pour 0 ≤ i ≤ d. Pour cela, d’une part nous conside´rons le
volume comme le dernier invariant de la suite :
Λ∗(X) =
(
Λ0(X) = χ(X), · · · ,Λd(X)
)
des courbures de Lipschitz-Killing de X . L’e´galite´ Λd(X) = V old(X) e´tant la formule de
Cauchy-Crofton classique. La localisation en y de Λ∗(X) permet alors de de´finir une suite
de nouveaux invariants attache´s au germe Xy :
Λℓoc∗ (Xy) =
(
Λℓoc0 (Xy) = 1, . . . ,Λ
ℓoc
d (Xy) = Θd(Xy)
)
.
Nous appelons ces invariants les courbures de Lipschitz-Killing locales. D’autre part la
de´finition de l’invariant σd(Xy) se ge´ne´ralise a` toutes les dimensions, ce qui donne lieu a`
la suite des invariants polaires :
σ∗(Xy) =
(
σ0(Xy) = 1, · · · , σd(Xy)
)
.
L’e´galite´ σd(Xy) = Λ
ℓoc
d (Xy)(= Θd(Xy)) est la formule de Cauchy-Crofton locale de [Co2].
Celle-ci pose la question de la de´pendance des termes d’une des deux suites Λℓoc∗ et σ∗ en
fonction des termes de l’autre. Cette possibilite´ est notamment appuye´e par le proble`me
pose´ dans [Gr-Sc] (Proble`me 14 ou [Sc-McMu] 14.3) consistant a` se demander si le the´ore`me
de Hadwiger posse`de un analogue en ge´ome´trie convexe sphe´rique. En effet, si pour un
convexe K de la sphe`re unite´ Sn−1 on note K̂ le coˆne de sommet 0 supporte´ par K,
les suites σ∗ et Λ
ℓoc
∗ de´finissent les valuations K 7→ σ∗(K̂0) et K 7→ Λ
ℓoc
∗ (K̂0) sur les
convexes sphe´riques. Celles-ci sont continues relativement a` la me´trique de Hausdorff et
invariantes sous les rotations de la sphe`re. Dans le cas euclidien il est connu depuis [Had]
(voir aussi [Kl]) que les valuations sur les convexes de Rn continues et invariantes sous
les isome´tries forment un espace vectoriel de dimension n+ 1 dont une base est la famille
Λ∗. Le proble`me toujours en suspens (re´solu seulement pour n ≤ 3) pose´ dans [Gr-Sc] est
celui de la validite´ (d’une formulation e´quivalente) de ce the´ore`me de finitude dans le cas
sphe´rique. La solution positive de ce proble`me aurait pour conse´quence imme´diate que
les invariants de la suite Λℓoc∗ sont des combinaisons line´aires de ceux de σ∗.
Dans cette direction, pour Xy un germe d’ensemble sous-analytique quelconque,
nous montrons que chaque e´le´ment d’une des suites de Λℓoc∗ (Xy) ou σ∗(Xy) est en effet
combinaison line´aire (a` coefficients universels) des e´le´ments de l’autre. Plus pre´cise´ment
(The´ore`me 3.1) il existe une matrice triangulaire supe´rieure M n’ayant que des 1 sur sa
diagonale, telle que :
Λℓoc∗ =M · σ∗.
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Puisque la dernie`re ligne de cette e´galite´ matricielle redonne la formule de Cauchy-Crofton
locale Θd = σd, on peut voir Λ
ℓoc
∗ =M· σ∗ comme une formule de Cauchy-Crofton locale
multi-dimensionnelle.
Pour une pre´sentation plus large des questions lie´es aux valuations de´finies sur les
convexes ainsi que pour le calcul des coefficients de la matrice M, nous renvoyons le
lecteur a` l’appendice.
En tant que moyenne, sur les projections ge´ne´riques, d’inte´grales (relativement a` la
densite´ locale) de fonctions constructibles sur les projete´s de Xy, les termes de la suite
σ∗(Xy) sont les analogues re´els des caracte´ristiques e´vanescentes introduites dans le cadre
analytique complexe par M. Kashiwara dans [Ka1] et e´tudie´es dans [Du1], [Du2], [Br-Du-
Ka], [Leˆ-Te1,2,3] (voir aussi [Me]). Dans le cas des hypersurfaces a` singularite´ isole´e il
s’agit (a` coefficients pre`s) de la suite µ∗ des nombres de Milnor des sections planes de Xy.
Il est montre´ dans [Br-Sp] que pour une famille analytique d’hypersurfaces analytiques
complexes (Xy)y∈C a` singularite´ isole´e et ve´rifiant la condition de Whitney le long de l’axe
des parame`tres y, la suite µ∗ est constante. Dans le cas ge´ne´ral, et non plus seulement
dans celui des hypersurfaces, d’apre`s [Du2], [Leˆ-Te1,3], chaque terme de la suite σ˜∗(Xy)
des invariants polaires complexes est combinaison line´aire des e´le´ments de la suite m˜∗(Xy)
des multiplicite´s des varie´te´s polaires de Xy. Ces dernie`res e´tant constantes le long de
strates de Whitney ([He-Me1], [Na2], [Te2]), la suite σ˜∗(Xy) est elle-meˆme constante le
long de strates de Whitney d’un ensemble analytique complexe.
Nous donnons ici la version re´elle de ce re´sultat (The´ore`mes 4.9 et 4.10), en montrant
que le long d’une strate de Verdier Y d’un ensemble sous-analytique ferme´ X , l’application
Y ∋ y 7→ σ∗(Xy) est continue, ge´ne´ralisant a` toutes les dimensions la continuite´, prouve´e
dans [Co2], de la seule fonction Y ∋ y 7→ σd(Xy). En particulier, chaque courbure
localise´e Λℓoci e´tant combinaison line´aire des invariants σj , nous en de´duisons la continuite´
de y 7→ Λℓoc∗ (Xy) le long des strates Y d’une stratification de Verdier de X .
Notons que bien qu’en ge´ome´trie complexe il y ait e´quivalence entre la constance des
caracte´ristiques e´vanescentes le long d’une strate et le fait que celle-ci soit une strate d’une
stratification de Whitney, on ne peut espe´rer une telle re´ciproque en ge´ome´trie re´elle. Par
exemple dans R3 si Y est l’axe Oy et si X est le semi-alge´brique suivant (une fronce le
long de l’axe Oy, pince´e sur l’axe Oz) :
X = {(x, y, z) ∈ R3; yz3 = x3 − 3z3x, z ≥ 0},
avec les notations de la De´finition 2.8 on ve´rifie que :
- ∀y ∈ Y , σ1(Xy) = 1. Ceci est clair pour y 6= 0. Mais pour y = 0 on observe, suivant
les notations du The´ore`me 2.8, que pour des projections ge´ne´riques sur des droites P de
R
3 (celles telles que Oz 6⊂ P⊥), nP = 2, χP1 = χ
P
2 = 1 et Θ1(K
P
1 ) = Θ1(K
P
2 ) = 1/2.
C’est-a`-dire que σ1(X0) = 1.
- ∀y ∈ Y , σ2(Xy) = Θ2(Xy) = 1/2. Encore une fois ceci est clair pour y 6= 0, puisque
dans ce cas Xy est une hypersurface a` bord de bord Oy. Pour y = 0, on calcule Θ2(X0)
en calculant la 2-densite´ des composantes du coˆne tangent pur de X0 affecte´s de leur
multiplicite´. On obtient Θ2(X0) = 1/2.1/2 + 1/2.1/2+ 3.0 = 1/2 (cf [Ku-Ra]).
Les suites Λℓoc∗ et σ∗ sont par conse´quent continues (et meˆme constantes) le long de
Y , sans pour autant que X re´g soit (w) ou (b)-re´gulier le long de Y , puisque pas meˆme (a)-
re´gulier. Notons de plus que sur cet exemple les discriminants ge´ne´raux (de dimension 1)
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ne satisfont pas la condition ge´ome´trique du The´ore`me 4.9, dont on montre qu’elle suffit
a` la continuite´ de nos invariants locaux.
Contenu. Cet article s’organise de la fac¸on suivante :
Dans la Section 1, nous montrons comment les courbures de Lipschitz-Killing Λi(X)
d’un ensemble X de´finissable dans une structure o-minimale sur les re´els se localisent en
des invariants Λℓoci (Xx) attache´s au germe de X en x. Nous traitons explicitement le
cas des ensembles sous-analytiques a` l’aide du the´ore`me d’isotopie de Thom-Mather, ce
qui n’est pas restrictif puisque les ensembles de´finissables dans une structure o-minimale
sur (R,+, .) admettent des stratifications de Whitney ([Lo], [Sh] par exemple), mais on
pourrait aussi bien invoquer le the´ore`me de de´composition cellulaire ([Dri], [Pi-St], [Kn-
Pi-St]), dont les conse´quences en termes de finitude uniforme suffisent pour nos preuves.
Dans la Section 2, nous de´finissons les invariants polaires σi(Xx) (Section 2-a). Il s’agit
essentiellement de remarquer que les directions de projection ge´ne´rales ne rencontrent pas
les varie´te´s polaires du germe Xx qu’elles de´finissent (Proposition 2.2), pas plus que les
lieux critiques du link deXx associe´s a` ces projections (Proposition 2.6). Nous interpre´tons
ensuite (Section 2-b) les invariants σi dans le cas analytique complexe et nous rappelons
que leur constance le long des strates d’une stratification e´quivaut a` la (b)-re´gularite´ de
celle-ci (The´ore`me 2.12).
Dans la Section 3, nous montrons le The´ore`me 3.1 e´voque´ en introduction, c’est-a`-dire
l’existence d’une matrice triangulaire M telle que : Λℓoc∗ = M · σ∗. Nous commenc¸ons
par montrer cette e´galite´ pour les ensembles de´finissables (sous-analytiques dans le texte)
coniques (Section 3-a) en utilisant les techniques de calcul de [Br-Ku]. Nous montrons que
dans le cas conique Λℓoci (Xx) et σi(Xx) sont des combinaisons line´aires des courbures de
Lipschitz-Killing Λj(L) du link L = X ∩ S(x,1) de X . Le cas ge´ne´ral (Section 3-b) s’en
de´duit par de´formation tranverse sur le coˆne tangent.
Dans la Section 4, nous e´tablissons un lien entre la variation de Λℓoc∗ et σ∗ le long
d’une strate d’une stratification de X et la re´gularite´ de cette stratification : la (w)-
re´gularite´ assure la continuite´ des invariants polaires. Pour cela nous montrons dans un
premier temps comment la condition (b∗) permet de calculer σi(Xx), pour x au voisinage
de 0 et le long d’une strate, a` l’aide, pour chaque direction de projection ge´ne´rique,
d’un bon repre´sentant du seul germe X0 en 0 (Proposition 4.4). Au passage, l’existence
de tels bons voisinages assure imme´diatement dans le cas complexe la constance des
caracte´ristiques e´vanescentes le long de strates de Whitney (Corollaire 4.5) et ce sans
mentionner la constance des multiplicite´s des varie´te´s polaires et la formule qui les relie
aux caracte´ristiques e´vanescentes (voir [Du2], [Leˆ-Te3]). Dans un second temps, et en
s’appuyant sur l’existence de bons voisinages, nous montrons qu’une condition suffisant a` la
continuite´ des invariants polaires re´els σi porte sur le controˆle de la dimension des fibres des
coˆnes normaux aux discriminants (The´ore`me 4.9) : il s’agit de la version ge´ome´trique de
l’e´quimuliplicite´ des varie´te´s polaires et des discriminants, encore pertinente en ge´ome´trie
re´elle, et le The´ore`me 4.10 montre que cette condition est en ge´ome´trie re´elle une
conse´quence de la (w)-re´gularite´, comme c’est de´ja` le cas en complexe.
Notations. Nous noterons B(x,r) ou au besoin B
n
(x,r) la boule ferme´e de centre x
et de rayon r dans Rn, Sn−1(x,r) sa frontie`re, H
i la mesure i-dimensionnelle de Hausdorff,
αi = H
i(Bi(0,1)), avec la convention α0 = 1, C
j
i =
j!
(j − i)!i!
pour deux entiers 0 ≤ i ≤ j,
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χ la caracte´ristique d’Euler Poincare´, 1E la fonction caracte´ristique d’un sous-ensemble
E de Rn, e(X, x) la multiplicite´ en x d’un ensemble analytique complexe X , On(R) le
groupe orthogonal de Rn, Un(C) le groupe unitaire de C
n, G(i, n) la grassmannienne des
i-plans vectoriels de Rn, G¯(i, n) la grassmannienne des i-plans affines de Rn, G˜(i, n) la
grassmannienne des i-plans vectoriels (complexes) de Cn, γi,n la mesure unitaire naturelle
sur G(i, n), γ¯i,n la mesure naturelle sur G¯(i, n), et pour P un i-plan de R
n ou Cn, πP la
projection orthogonale sur P .
Sommaire
0. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1. Invariants de Lipschitz-Killing locaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2. Invariants polaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2-a. Invariants polaires re´els . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2-b. Invariants polaires complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3. Courbures de Lipschitz-Killing locales et invariants polaires . . . . . . . . . . . . . . . . . . . . . . 18
3-a. Le cas conique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3-b. Le cas ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4. Conditions de re´gularite´ et invariants locaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Appendice. Polye`dres et valuations sphe´riques - Calcul des coefficients mji . . . . . . . . . . . . 38
Re´fe´rences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
1. Invariants de Lipschitz-Killing locaux
Dans cette partie nous montrons comment les proprie´te´s de finitude uniforme locale
des ensembles sous-analytiques (ou plus largement des ensembles de´finissables dans une
structure o-minimale [Dr-Mi], [Sh]) permettent de localiser les courbures de Lipschitz-
Killing. Nous mentionnons [Be-Br2], Section 5, pour une notion comparable de localisation
des courbures de Lipschitz-Killing : les localisations de [Be-Br2] sont des combinaisons
line´aires des notres, comme cela est indique´ dans [Be-Br2]. Nous rappelons auparavant
les de´finitions et proprie´te´s essentielles de ces courbures. Sur ce sujet nous renvoyons sans
plus le re´pe´ter dans la suite, entre autres re´fe´rences a` [Be-Br1,2], [Bl], [Br-Ku], [Ch-Mu¨-Sc],
[Fe3], [Fu1,· · ·, 5], [La1,3], [Laf], [McMu-Sc], [Sc3,4], [St1,2], [We].
Conside´rons X un ensemble sous-analytique compact de Rn et notons, pour r un
re´el > 0, T r(X) le voisinage tubulaire de rayon r de X , c’est-a`-dire :
T r(X) =
⋃
x∈X
B(x,r).
Nous de´finissons alors la quantite´ VX(r) de la fac¸on suivante :
VX(r) =
∫
x∈Tr(X)
χ(X ∩B(x,r)) dH
n(x).
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Bien suˆr, lorsque X est lisse et pour r suffisament petit :
VX(r) =
∫
x∈Tr(X)
dHn(x) = Hn(T r(X)),
On appelle VX(r) le volume modifie´ de T r(X). D’apre`s [Fu4], [Be-Br2], [Br-Ku], quel que
soit r ≥ 0, VX(r) est un polynoˆme de degre´ n en la variable r, que nous notons :
VX(r) = Λn(X) + Λn−1(X).α1.r + . . .+ Λ1(X).αn−1.r
n−1 + Λ0(X).αn.r
n.
On dispose de plus d’une formule de repre´sentation inte´grale pour chaque Λi(X) :
The´ore`me 1.1. — Soit X un ensemble sous-analytique borne´ de Rn. Pour tout
i ∈ {0, . . . , n}, on a l’e´galite´ :
Λi(X) =
∫
P¯∈G¯(n−i,n)
χ(X ∩ P¯ )
dγ¯n−i,n(P¯ )
β(n, i)
,
ou` β(n, i) est la constante universelle Γ(
n− i+ 1
2
)Γ(
i + 1
2
)/Γ(
n+ 1
2
)Γ(
1
2
) et Γ est la
fonction d’Euler.
De´finition 1.2. Les quantite´s Λi(X) sont appele´s les courbures de Lipschitz-Killing
de X .
Supposons que l’origine de Rn soit dans X , et notons X0 le germe a` l’origine que
de´finit X . Nous allons montrer dans cette section (The´ore`me 1.3) que l’on peut localiser
les courbures Λi(X), en e´tablissant que les limites lim
ǫ→0
1
αi.ǫi
Λi(X ∩B
n
(0,ǫ)) existent. Nous
noterons ces limites Λℓoci (X0), et nous les appellerons les invariants de Lipschitz-Killing
locaux, ou les courbures de Lipschitz-Killing locales du germe X0. Pour certaines valeurs
de i et de d, l’existence des limites Λℓoci est claire. En effet, lorsque :
• i = 0 : Λi(X ∩Bn(0,ǫ)) = χ(X ∩B
n
(0,ǫ)) = 1, pour ǫ suffisamment petit, du fait de la
structure conique de X0. De sorte que l’on peut poser Λ
ℓoc
0 (X0) = 1.
• i > dim(X0) : l’intersection X ∩ P¯ est ge´ne´riquement vide, pour P¯ ∈ G¯(n − i, n),
ce qui donne : Λi(X ∩Bn(0,ǫ)) = 0, et donc Λ
ℓoc
i (X0) = 0.
• i = d = dim(X0) : l’intersection X∩P¯ est, pour P¯ ∈ G¯(n−d, n) ge´ne´ral, un nombre
fini de points N(P¯ ,X) = N(P,X, y), lorsque P¯ = π−1P (y). On a alors :
Λd(X ∩B
n
(0,ǫ)) =
∫
P¯∈G¯(n−d,n)
N(P¯ ,X ∩Bn(0,ǫ))
dγ¯n−d,n(P¯ )
β(n, d)
=
∫
P∈G(d,n)
∫
y∈P
N(P,X ∩Bn(0,ǫ), y) dH
d(y)
dγd,n(P )
β(n, d)
,
ce qui donne, d’apre`s la formule classique de Cauchy-Crofton pour le volume ([Fe1] 5.11,
[Fe2] 2.10.15, [Sa] 14.69) :
Λd(X ∩B
n
(0,ǫ)) = H
d(X ∩Bn(0,ǫ)) et donc
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lim
ǫ→0
1
αd.ǫd
Λd(X ∩B
n
(0,ǫ)) = lim
ǫ→0
1
αd.ǫd
Hd(X ∩Bn(0,ǫ)).
Or d’apre`s le the´ore`me de Kurdyka et Raby ([Ku-Ra], [Ku-Ra-Po]), qui sera par conse´quent
obtenu comme corollaire du The´ore`me 1.3 (Corollaire 1.4), cette limite existe bien, il s’agit
de la d-densite´ du germe X0 (cf [Fe2], [Le] pour le cas analytique complexe). On la note
traditionnellement :
Θd(X0) = lim
ǫ→0
1
αd.ǫd
Hd(X ∩Bn(0,ǫ)).
En re´sume´, dans le The´ore`me 1.3, en localisant les courbures de Lipschitz-Killing de
X , nous de´finissons une suite finie d’invariants du germe X0 :
(Λℓoc0 (X0) = 1,Λ
ℓoc
1 (X0), . . . ,Λ
ℓoc
d (X0) = Θd(X0), 0, . . . , 0),
dont le terme de rang d est la d-densite´ de X0, c’est-a`-dire la localisation habituelle du
volume d-dimensionnel Λd = H
d.
The´ore`me 1.3. — Soit X un ensemble sous-analytique de Rn, repre´sentant
quelconque du germe X0. Avec les notations pre´ce´dentes, quel que soit i ∈ {0, . . . , n},
la limite suivante existe :
lim
ǫ→0
1
αi.ǫi
Λi(X ∩B
n
(0,ǫ)).
Nous notons ces limites (Λℓoci (X0))i∈{0,...,n} et nous les appelons les invariants de Lipschitz-
Killing locaux ou les courbures de Lipschitz-Killing locales du germe X0. De plus :
Λℓoc0 (X0) = 1, Λ
ℓoc
d (X0) = Θd(X0), pour d = dim(X0) et Λ
ℓoc
i (X0) = 0, pour i > d.
Preuve. Soit i ∈ {0, . . . , n}. Commenc¸ons par de´former X sur son coˆne tangent
dans un produit. Notons :
Xǫ =
1
ǫ
.(X ∩Bn(0,ǫ)) ⊂ B
n
(0,1) et [G¯(n− i, n)]1 = {P¯ ∈ G(n− i, n); P¯ ∩B
n
(0,1) 6= ∅}.
Le sous-analytique [G¯(n− i, n)]1 de G¯(n− i, n) est compact. Conside´rons maintenant les
sous-analytiques suivants de G = [G¯(n− i, n)]1 × [0, 1]×B
n−i
(0,1) :
E = {(P¯ , ǫ, x); P¯ ∈ [G¯(n− i, n)]1, ǫ ∈]0, 1], x ∈ Xǫ ∩ P¯},
F = {(P¯ , ǫ, x); P¯ ∈ [G¯(n− i, n)]1, ǫ ∈]0, 1], x ∈ B
n−i
(0,1) \ (Xǫ ∩ P¯ )}.
On a bien suˆr : G = adh(E ∪ F ).
La projection naturelle p : G −→ [G¯(n − i, n)]1 × [0, 1] est un morphisme sous-
analytique propre. La fibre de p au-dessus de (P¯ , 0) est l’intersection C0X ∩ P¯ du
coˆne tangent a` l’origine de X et de P¯ , autrement dit au-dessus de {P¯} × [0, 1], p est
la de´formation de X ∩ P¯ sur C0X ∩ P¯ .
Le morphisme p est stratifiable d’apre`s [Th], [Ha1,2], [Hi2] ou [Go-McPh] : il existe une
stratification de Whitney sous-analytique Σ deG compatible avecE et F , une stratification
sous-analytique Σ′ de [G¯(n− i, n)]1× [0, 1], telles que la pre´image par p de toute strate σ
′
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de Σ′ soit re´union de strates de Σ, et la restriction de p aux strates de p−1(σ′) soit une
submersion au-dessus de σ′.
Dans ces conditions le premier lemme d’isotopie de Thom-Mather ([Th], [Ma], [Ha2])
assure que p est topologiquement triviale au-dessus de chaque strate σ′ de Σ′, de fac¸on
compatible avec Σ. Comme G est compact, le nombre de strates de Σ′ est fini, et
au-dessus de chacune d’elles, deux fibres quelconques p−1({(P¯ , ǫ)}), p−1({(Q¯, η)}) sont
home´omorphes par un home´omorphisme respectant les fibres de p dans E et F . Or ces
fibres dans E sont pre´cise´ment Xǫ∩ P¯ et Xη ∩ Q¯; leur caracte´ristique d’Euler-Poincare´ est
ainsi la meˆme.
- On en conclut que la famille d’entiers (χ(Xǫ∩ P¯ ))P¯∈[G¯(n−i,n)]1,ǫ∈]0,1] est une famille finie.
De plus, pour P¯ fixe´ dans [G¯(n − i, n)]1, le segment {P¯} × [0, 1] rencontre chaque strate
de Σ′ un nombre fini de fois.
- On en conclut que la fonction ]0, 1] ∋ ǫ −→ χ(Xǫ ∩ P¯ ) ∈ Z converge.
Pour terminer la preuve remarquons que par homoge´ne´ite´ de Λi, on a :
1
ǫi
Λi(X ∩B
n
(0,ǫ)) =
1
ǫi
∫
P¯∈G¯(n−i,n)
χ(X ∩Bn(0,ǫ) ∩ P¯ )
dγ¯n−i,n(P¯ )
β(n, i)
=
∫
P¯∈[G¯(n−i,n)]1
χ(Xǫ ∩ P¯ )
dγ¯n−i,n(P¯ )
β(n, i)
,
or on vient de voir que la famille de fonctions
(
[G¯(n − i, n)]1 ∋ P¯ −→ χ(Xǫ ∩ P¯ )
)
ǫ∈]0,1]
est domine´e par une fonction borne´e et converge simplement. Le the´ore`me de convergence
domine´e permet de conclure. ✷
Le re´sultat de [Ku-Ra] devient ainsi un corollaire du the´ore`me pre´ce´dent (voir [Li]
pour la premie`re mise en œuvre de la formule de Crofton dans la preuve de l’existence de
la densite´ en tout point d’un ensemble semi-pfaffien).
Corollaire 1.4. — Soit X un ensemble sous-analytique de dimension d dans Rn.
La densite´ d-dimensionnelle de X en tout point de Rn existe.
Preuve. On applique le The´ore´me 1.3, avec i = d, en remarquant d’apre`s la formule
de Cauchy-Crofton pour le volume, que Λd(X ∩Bn(0,ǫ)) = H
d(X ∩Bn(0,ǫ)). ✷
2. Les invariants polaires σi(X0)
2-a. Les invariants polaires re´els
Comme pre´ce´demmentX est un ensemble sous-analytique de Rn qui contient l’origine
et qui repre´sente le germe X0 de dimension d. Si P est un i-plan vectoriel de R
n, nous
identifierons au besoin πP (0) et 0. Notons qu’il n’est pas suˆr que la projection de X0 sur
un i-plan vectoriel P de Rn soit bien de´finie; c’est-a`-dire que le germe en 0 du projete´ de
X ∩ Bn(0,r) sur P n’est peut-eˆtre pas inde´pendant de r. Il suffit de penser par exemple
a` l’e´clatement X de R2 de centre l’origine, projete´ suivant la direction P⊥ = P1(R) : si
B3(x,r) est une boule de R
3 centre´e en un point x de l’axe P⊥ de l’he´lice X , la projection
sur P de X ∩ B3(x,r) n’est pas inde´pendante de r. Cependant cette situation n’est pas
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ge´ne´rique; on peut de´finir, pour des projections ge´ne´rales πP sur des i-plans vectoriels P
de Rn, le projete´ du germe X0, c’est l’objet de la Proposition 2.4.
De´finition 2.1. Soit X un ensemble sous-analytique de Rn de dimension d,
i ∈ {0, . . . n} et P ∈ G(i, n). On note PX(P ) la varie´te´ polaire de X associe´e a` P .
Il s’agit de l’ensemble des points critiques de π
P |Xre´g : X
re´g → P . C’est-a`-dire que lorsque
i ≤ d :
PX(P ) = adh{x ∈ X
re´g; dim(TxX
re´g ∩ P⊥) ≥ d− i+ 1},
et lorsque d < i, PX(P ) = adh(X). Nous noterons DX(P ) l’image de PX(P ) par la
projection πP qui de´termine PX(P ) et nous dirons que DX(P ) est l’image polaire de X
associe´e a` P .
Nous rappelons maintenant le re´sultat qui stipule que les varie´te´s polaires sont
transverses aux directions auxquelles elles sont associe´es, ce qui nous permettra de de´finir
les germes
(
πP (X ∩Bn(0,r))
)
0
et
(
DX∩Bn
(0,r)
(P )
)
0
inde´pendamment de r > 0 (Propositions
2.4 et 2.5).
Proposition 2.2. (Transversalite´ pour les varie´te´s polaires absolues) —
Avec les notations de la de´finition pre´ce´dente, il existe un ouvert sous-analytique dense
F iX ⊂ G(i, n) tel que quel que soit P ∈ F
i
X , il existe un voisinage ouvert U de 0 dans R
n
tel que :
(U ∩ PX(P ) ∩ P
⊥) \ {0} = ∅.
Preuve. On proce`de par re´currence sur i. Lorsque i ≥ d, on peut poser :
F iX = {P ∈ G(i, n);P
⊥ ∩ C0X = {0}}, qui est bien dense (cf par exemple [Co2],
Lemme 1.4). Soit i0 ≤ d et supposons montre´e l’existence de F
j
X pour i0 ≤ j ≤ d.
Soit P ∈ F i0X . Par hypothe`se, il existe un voisinage ouvert U de 0 dans R
n tel que :
(U ∩ PX(P ) ∩ P⊥) \ {0} = ∅. Soit ℓ une droite (ge´ne´rale) de P ne coupant pas DX(P ),
dans un voisinage U ′ de 0 dans P . On en de´duit que U ∩ π−1P (U
′)∩ (ℓ⊕P⊥) ne coupe pas
PX(P ). En notant P ′ = (ℓ⊕ P⊥)⊥ et en remarquant que PX(P ′) ⊂ PX(P ), on obtient:
(U ∩ π−1P (U
′) ∩ PX(P
′) ∩ P ′⊥) \ {0} = ∅,
ce qui termine la preuve, puisque dim(P ′) = i0 − 1. ✷
On peut maintenant prouver que l’image d’un germe est encore un germe pour des
projections ge´ne´riques.
Soit X un ensemble sous-analytique borne´ de Rn dont l’adhe´rence contient l’origine
et soient i ∈ {0, . . . , n}, (Xj)j∈{0,···,k} une stratification sous-analytique finie de adh(X),
sans condition de re´gularite´ particulie`re. Rappelons que d’apre`s la Proposition 2.2 et avec
les notations de celle-ci, quel que soit P dans l’ouvert sous-analytique dense
k⋂
j=0
F iXj de
G(i, n), quel que soit j ∈ {0, · · · , k}, il existe rP > 0 tel que : (B(0,rP ) ∩ PXj (P ) ∩ P
⊥) \
{0} = ∅.
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Notation. Dans la suite on notera E iX pour
k⋂
j=0
F iXj . Cet ensemble est associe´ a` une
stratification de adh(X), que l’on pourra choisir selon la situation. On pre´cisera, quand
cela sera ne´cessaire, la stratification a` laquelle E iX est attache´.
Proposition 2.4. (Projections sans e´clatement) — Soit X un ensemble sous-
analytique borne´ de Rn dont l’adhe´rence contient l’origine et i ∈ {0, . . . , n}. Avec les
notations qui pre´ce`dent, quel que soit P dans l’ouvert sous-analytique dense E iX de G(i, n),
pour tout r ∈]0, rP ], il existe s > 0 ve´rifiant :
B(0,s) ∩ πP (X ∩B(0,r)) = B(0,s) ∩ πP (X ∩B(0,rP )).
Autrement dit, une projection ge´ne´rique de X0 sur un i-plan de G(i, n) de´finit bien un
germe dans P0.
Remarque. La preuve qui suit montre en re´alite´ que de`s que U est un voisinage
de 0 dans Rn tel que pour tout j ∈ {0, · · · , k},
(
U ∩ P⊥ ∩ PXj (P )
)
\ {0} = ∅, le germe
πP (U ∩X) est bien de´fini.
Preuve. Soit i ∈ {0, . . . , n} et P ∈ G(i, n). S’il existe r ∈]0, rP [ tel que quel que
soit s > 0, B(0,s) ∩ πP (X ∩ B(0,rP )) 6= B(0,s) ∩ πP (X ∩ B(0,r)), on obtient une suite
de points (xrℓ)ℓ∈N dans X telle que, si y
r
ℓ = πp(x
r
ℓ), r < ||x
r
ℓ || < rP , lim
ℓ→∞
yrℓ = 0, et
π−1P ({y
r
ℓ}) ∩ B
n
(0,r) = ∅. Quitte a` extraire une sous-suite de (x
r
ℓ )ℓ∈N, on peut supposer
que (xrℓ)ℓ∈N converge vers xr ∈
(
P⊥ ∩ adh(X) ∩ Bn(0,rP )
)
\ int(B(0,r)). Il existe alors un
indice j ∈ {0, . . . , k} pour lequel Xj contient xr. Maintenant, si P est dans E
i
Xj , pour
tout x ∈ Xj ∩ P⊥ ∩Bn(0,rP ), TxX
j est transverse a` P⊥. Dans ce cas :
- Soit i > dim(Xj), et P⊥ et Xj ne se coupent pas dans B(0,rP ), ce qui contredit
l’existence de xr .
- Soit i ≤ dim(Xj), et tout un voisinage de x dans Xj se proje`te sur tout un voisinage
de 0 dans P . Si X est ferme´, Xj ⊂ adh(X) = X , donc tout un voisinage de x dans X se
proje`te sur tout un voisinage de 0 dans P . Ce qui contredit l’existence de la suite (xrℓ)ℓ∈N.
Si X n’est pas ferme´, apre`s avoir prouve´ que le projete´ du germe de F 0 = adh(X)
de´finit bien un germe, pour une projection ge´ne´rique, on applique le meˆme raisonnement
a` F 1 = adh
(
adh(X) \ X
)
, puis a` F 2 = adh
(
X1 \
(
adh(X) \ X
))
etc... Les projete´s
ge´ne´riques de chacun des germes de ces ferme´s de´finissent bien des germes. Il en est alors
alors de meˆme du germe de X . ✷
Proposition 2.5. — Soit X un ensemble sous-analytique de Rn contenant l’origine,
i ∈ {0, . . . , n} et E iX ⊂ G(i, n) l’ouvert sous-analytique dense introduit ci-dessus et relatif
a` une stratification (Xj)j∈{0,···,k} de adh(X). Quels que soient P ∈ E
i
X , r ∈]0, rP ], il existe
s > 0 ve´rifiant :
∀j ∈ {0, · · · , k}, Bn(0,s) ∩ DXj∩Bn(0,r)(P ) = B
n
(0,s) ∩ DXj∩Bn(0,rP )
(P ),
autrement dit pour des projections ge´ne´rales de G(i, n), les images polaires du germe X0
sont bien de´finies.
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Preuve. D’apre`s la Proposition 2.4, la condition (B(0,rP ) ∩ PXj (P ) ∩ P
⊥) \ {0} = ∅
assure la conclusion de la Proposition 2.5. ✷
Proposition 2.6. Soient X un ensemble sous-analytique ferme´ de Rn contenant
l’origine, i ∈ {0, . . . , n} et P ∈ E iX , ou` E
i
X est relatif a` une stratification (a)-re´gulie`re
(Xj)j∈{0,···,k} de X . Il existe alors r
′
P > 0, tel que quel que soit r ∈]0, r
′
P ], quel que soit
j ∈ {0, · · · , k} :
0 6∈ DLr
Xj
(P ),
ou` Lr
Xj
= Sn−1(0,r) ∩X
j est le link de Xj dans Sn−1(0,r).
Preuve. Soit ρ > 0 tel que S(0,ρ′) soit transverse aux strates de (X
j)j∈{0,···,k}, de`s
que 0 < ρ′ < ρ. Avec les notations pre´ce´dentes, soit r ∈]0,min(ρ, rP )[. Commenc¸ons
par remarquer que quelle que soit la strate Xj, celle-ci est transverse a` π−1P (πP (x)) =
πP (x) + P
⊥ en x, pour x dans S(0, r), pourvu que πP (x) soit suffisamment proche de 0.
Ceci re´sulte de la (a)-re´gularite´ de la stratification (Xj)j∈{0,···,k}, du fait queX est ferme´ et
du fait que P⊥ ne coupe pas PXj (P ) dans S(0, r). Raisonnons par l’absurde pour prouver
la Proposition 2.6 : si 0 ∈ adh(DLr
Xj
(P )), il existe une suite (xrℓ )ℓ∈N de S(0,r) ∩X
j telle
que Txr
ℓ
Lr
Xj
= Txr
ℓ
S(0,r) ∩Txr
ℓ
Xj et P⊥ sont non transverses et lim
ℓ→∞
πP (x
r
ℓ) = 0. Comme
πP (x
r
ℓ) +P
⊥ est transverse en xrℓ a` X
j, on en de´duit que : Txr
ℓ
Xj ∩P⊥ ⊂ Txr
ℓ
S(0,r). Une
sous-suite de (xrℓ )ℓ∈N converge vers un point x
r de S(0,r)∩X , qui est dans une state X
m et
a` nouveau par la condition (a), on a : TxrX
m∩P⊥ ⊂ TxrS(0,‖xr‖). En faisant maintenant
varier r, on en de´duit une suite non constante (xp)p∈N contenue dans une strate X
m, de
limite 0 et telle que :
TxpX
m ∩ P⊥ ⊂ TxpS(0,‖xp‖).
Mais comme P⊥ et Xm sont transverses dans B(0,rP ), on a :
Txp(X
m ∩ P⊥) = TxpX
m ∩ P⊥ ⊂ TxpS(0,‖xp‖).
Or Xm ∩ P⊥ est un sous-analytique de dimension 6= 0 dont l’adhe´rence contient 0,
l’inclusion Txp(X
m ∩ P⊥) ⊂ TxpS(0,‖xp‖) est donc en contradiction avec le lemme de
Whitney. ✷
Remarque. La preuve montre que l’on peut prendre r′P de sorte qu’en tout point x
de B(0, r′P ), Tx(X
m ∩ P⊥) et la direction x ne sont pas orthogonaux, quelle que soit la
strate Xm.
Nous rassemblons maintenant en un the´ore`me les diverses propositions e´tablies, et
nous introduisons comme dans [Co2] le discriminant local ∆X0(P ), les profils polaires
locaux KPℓ , et les caracte´ristiques χ
P
ℓ du germe X0, associe´s a` une projection ge´ne´rale
πP , pour P ∈ G(i, n) et i ∈ {0, . . . , n}. L’introduction de ces objets et la formule
de repre´sentation inte´grale pour les courbures de Lipschitz-Killing locales Λℓoci (X0) que
allons de´montrer (The´ore`me 3.1), nous permet de ramener l’e´tude du comportement
des courbures Λℓoci (X0) a` la ge´ome´trie des discriminants ∆X0(P
i), . . . ,∆X0(P
d), (avec
P i, . . . , P d ge´ne´raux dans respectivement G(i, n), . . . , G(d, n)) qui est bien comprise le
long de strates de Verdier (cf The´ore`me 4.10).
The´ore`me 2.7. — Soit X un ensemble sous-analytique ferme´ et borne´ de Rn de
dimension d contenant l’origine et (Xj)j∈{0,...,k} une stratification de Whitney de X . Soit
i ∈ {0, . . . , n}.
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Avec les notations qui pre´ce`dent la Proposition 2.4, quel que soit P dans l’ouvert sous-
analytique dense E iX =
k⋂
j=1
E iXj de G(i, n) :
(i) Quel que soit r > 0 suffisament petit, quel que soit j ∈ {0, . . . , k}, le germe
[DXj∩Bn
(0,r)
(P )]0 est inde´pendant de r, on note ∆X0(P ) le germe [
k⋃
j=0
DXj∩Bn
(0,r)
(P )]0
et on l’appelle le discriminant local de X0 associe´ a` P .
(ii) Le germe [πP (X∩Bn(0,r))]0\∆X0(P ) est bien de´fini pour r suffisamment petit. Il s’agit
du germe d’un ouvert sous-analytique de P . Les germes de ses composantes connexes
sont note´s KP1 , . . . ,K
P
nP
et sont appele´s les profils polaires locaux (a` l’origine) de X0
associe´s a` P .
(iii) Soit ρ > 0 suffisamment petit pour que Sn−1(0,ρ′) soit transverse a` chaque X
j, lorsque
ρ′ ∈]0, ρ[. Notons alors, pour r ∈]0, ρ[ et pour j ∈ {0, . . . , k}, Lr
Xj
= Xj ∩Sn−1(0,r), puis
DLr(P ) =
k⋃
j=0
πP (PLr
Xj
(P )) le discriminant du link Lr = X ∩ Sn−1(0,r).
Le comple´mentaire de DLr(P )∪
k⋃
j=0
DXj∩Bn
(0,r)
(P ) dans πP (X ∩Bn(0,r)) est un ouvert
sous-analytique dense. On note chacune de ses composantes connexes KP,r1 , . . . ,K
P,r
NP
.
Pour r suffisamment petit, les germes des ouvertsKP,rj qui adhe`rent a` 0 sont les profils
polaires locaux KP1 , . . . ,K
P
nP
de X0. De plus a` chaque K
P
j on peut associer un entier
χPj ∈ Z e´gal a` χ(π
−1
P (y) ∩ X ∩ B
n
(0,r)), cet entier ne de´pendant ni de r > 0, qui est
suppose´ suffisamment petit, ni de y ∈ KP,rj , pourvu que ‖y‖ << r.
Preuve. (i) re´sulte de la Proposition 2.5 et (ii) re´sulte de la Proposition 2.4.
Prouvons (iii) : par la Proposition 2.6 les images polaires des Lr
Xj
associe´es a` P n’adhe`rent
pas a` l’origine, pour r petit, de sorte que les KP,rj qui adhe`rent a` l’origine n’ont pas dans
leur bord, au voisinage de l’origine, de points communs avec les images polaires des Lr
Xj
;
au voisinage de l’origine le bord de KP,rj est obtenu comme la re´union des images polaires
des Xj. Les germes de tels K
P,r
j donnent donc les profils polaires locaux K
P
1 , . . . ,K
P
nP
de
X0.
Enfin montrons que les entiers relatifs χP,rj = χ(π
−1
P (y)∩X∩B
n
(0,r)) ne de´pendent ni de
y ∈ KP,rj , ni de r, pourvu que ce dernier soit choisi petit, et que la partition (X
0, . . . , Xk)
soit une stratification de Whitney. On commence par remarquer que pour r fixe´, quels
que soient y et z dans KP,rj , les fibres π
−1
P (y) ∩ X ∩ B
n
(0,r) et π
−1
P (z) ∩ X ∩ B
n
(0,r) sont
home´omorphes. Il s’agit une fois de plus du premier lemme d’isotopie de Thom-Mather;
le morphisme sous-analytique propre πP : X ∩ Bn(0,r) → P ∩ B
n
(0,r) e´tant stratifie´ par
(Xj)j∈{0,...,k} et (K
P,r
j )j∈{1,...,NP }.
On montre ensuite qu’a` P fixe´ dans E iX , pour r suffisamment proche de 0, l’entier
χP,rj associe´ a` K
P,r
j , ou` j ∈ {1, . . . , nP } (K
P,r
j adhe`re a` l’origine), est inde´pendant de r.
Conside´rons pour cela E = {(y, r); y ∈ adh(KP,rj ), r ∈ [0, ǫ]} (ǫ > 0 suffisamment petit),
F = {(x, r);πP (x) ∈ adh(K
P,r
j ), x ∈ ∩X ∩ B
n
(0,r), r ∈ [0, ǫ]}, et p : F → E de´finie par
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p(x, r) = (πP (x), r). Il existe une stratification Σ
′ de F , une stratification finie Σ de E,
compatible avec E′ = {(y, r); y ∈ KP,rj , r ∈ [0, ǫ]}, qui stratifient p. Soit σ une strate de
Σ qui soit contenue dans E′ et qui adhe`re au voisinage de l’origine a` tout un segment
[0, ǫ′] ⊂ [0, ǫ]. Si r, r′ ≤ ǫ′, et si (y, r) et (z, r′) sont suffisamment proche de (0, r) et (0, r′)
respectivement dans (KP,rj ×{r})∩ σ et (K
P,r′
j ×{r})∩ σ, les fibres p
−1(y, r) et p−1(z, r′)
e´tant home´omorphes et de caracte´ristique d’Euler-Poincare´ respectivement χP,rj et χ
P,r′
j ,
on en de´duit l’inde´pendance de χP,rj relativement a` r < ǫ
′. ✷
Remarque. Dans le The´ore`me 2.8.(iii), on peut choisir r < r′P (r
′
P donne´ par la
Proposition 2.6) et y dans P de sorte que ‖y‖ < δ, ou` δ > 0 minore la distance de DLr(P )
a` 0.
L’introduction des profils polaires locaux (KPj )j∈{1,...,nP },P∈EiX et des caracte´ristiques
(χPj )j∈{1,...,nP },P∈EiX , qui leur sont attache´es nous permet de de´finir des invariants po-
laires : les moyennes sur G(i, n) des densite´s des profils polaires locaux de X0 associe´s a`
P , affecte´s des caracte´ristiques locales χPj .
De´finition 2.8. Avec les notations du The´ore`me 2.8, nous de´finissons, pour
i ∈ {0, . . . , n}, des invariants polaires σi(X0) par :
σi(X0) =
∫
P∈Ei
X
nP∑
j=1
χPj ·Θi(K
P
j ) dγi,n(P ).
On note σ∗(X0) la suite (σi(X0))i∈{0,···,n}.
Notons maintenant C(X) le groupe des fonctions constructibles sur X, c’est-a`-dire les
fonctions du type : ϕ =
N∑
j=1
nj · 1Kj , pour nj ∈ Z, K
j des sous-analytiques de X , et pour
Z ⊂ X et y ∈ Y , f∗(1Z)(y) = χ(f−1(y) ∩ Z). Si on conside`re le foncteur suivant de la
cate´gorie des ensembles sous-analytiques compacts a` la cate´gorie des groupes :
X −−−−→ C(X)
f ↓ ↓ f∗
Y −−−−→ C(Y )
en vertu du The´ore`me 2.8, pour πP une projection ge´ne´rale dans G(i, n), ce diagramme
admet l’e´quivalent local :
X0 −−−−→ C(X0)
πP0 ↓ ↓ πP0∗
P0 −−−−→ C(P0)
ou` pour Z0 ⊂ X0 et y ∈ P , πP0∗(1Z0)(y) = χ(π
−1
P (y) ∩ Z ∩B(0, r)), r e´tant suffisamment
petit, et 0 < ‖y‖ << r. Si l’on note ensuite par θ(ϕ) l’inte´grale relativement a` la
densite´ locale en 0 d’un germe ϕ : P0 → Z de fonction constructible, c’est-a`-dire :
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θ(ϕ) =
∑
nj · Θ(K
j
0) lorsque ϕ =
N∑
j=1
nj · 1Kj0
, pour des germes d’ensembles sous-
analytiques Kj0 ⊂ P0, on obtient la formule : σi(X0) =
∫
P∈G(i,n)
θ(πP0∗(1X0)) dP.
La figure ci-dessous compare, pour X0 un germe de surface de R
3 et pour une
projection πP particulie`re sur un 2-plan de R
3, ce qui est respectivement pris en compte
dans le calcul de σ2(X0) et Λ
ℓoc
2 (X0).
X ∩Bn(0,r)
KP1
KP3
KP4
X
X
X = 0
χ
1
P
KP2
χP
2=3
χ3P
χ
4
P
=1
=1
∆X 0(P)
LrP
,r
,r
,r
,r
=2
0
D
L
r
X 2
2
1
0
L
X
r
1
X 2
(P)
Sur cet exemple, on a :
- θ(πP0∗(1X0)) = χ
P
1 · Θ2((K
P
1 )0) + χ
P
2 · Θ2((K
P
2 )0) + χ
P
4 · Θ2((K
P
4 )0) et σ2(X0) =∫
Q∈G(2,3)
θ(πQ0∗(1X0)) dQ. Notons que dans le calcul de θ(πP0∗(1X0)), pour la projection
sur P , le domaine KP3 (en gris sur le dessin) n’est pas pris en compte, puisque seuls les
profils polaires locaux adhe´rents a` l’origine comptent dans la de´finition de σi. Ces profils
sont ceux de´termine´s par ∆X0(P ).
- En revanche dans le calcul de Λℓoc2 (X0) le terme χ
P
3 · H
2(KP3 ) est pris en compte, car
tous les domaines KP,rj interviennent dans ce calcul, y-compris ceux qui ne contiennent
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pas 0 dans leur adhe´rence. En notant v(πP∗(1X∩B0,r)) =
4∑
j=1
χPj · H
2(Kj0), on a :
Λℓoc2 (X0) = lim
r→0
1
α2r2
∫
Q∈G(2,3)
v(πQ∗(1X∩Bn
(0,r)
)) dQ.
Remarques. Trivialement, lorsque i = 0, σi(X0) = 1 = Λ
ℓoc
0 (X0) et lorsque i = n,
σi(X0) = Θn(X0) = Λ
ℓoc
n (X0). Enfin lorsque i = d = dim(X0), σi(X0) = Θd(X0), c’est-a`-
dire σi(X0) = Λ
ℓoc
d (X0). Cette dernie`re e´galite´, contrairement aux deux autres n’est pas
imme´diate (cf [Co2]) :
The´ore`me 2.9. (Formule de Cauchy-Crofton locale) ([Co2], The´ore`mes 1.10
et 1.16) — Soit X un sous-ensemble sous-analytique de Rn de dimension d et soient
G ⊂ G(d, n) un sous-ensemble sous-analytique de G(d, n) sur lequel agit transitivement un
sous-groupe G de On(R) et µd,n une mesure G-invariante sur G, tels que :
- les espaces tangents a` C0X0 sont dans G,
- il existe P 0 ∈ G dont le fixateur GP 0 agit transitivement sur le d-espace vectoriel
sous-jacent a` P 0 et µd,n(G) = µd,n(G ∩ E
d
X) = 1.
L’e´galite´ suivante a alors lieu :
∫
P∈G∩EdX
nP∑
j=1
χPj ·Θd(K
P
j ) dµd,n(P ) = Θd(X0).
Dans le cas ou` G = G(d, n) et G = On(R), la formule donne : σd(X0) = Λℓocd (X0).
Dans le cas ou` X est analytique complexe, G = G˜(d/2, n) et G = Un(C), la formule donne :
Θd(X0) = e(X, 0).
Remarque 2.10. Lorsque (Xj)j∈{0,···,k} est une stratification de Whitney de X ,
0 ∈ X0, σi(X0) = 1, lorsque i < dim(X0). En effet, soit une direction de projection
ge´ne´rale P⊥ (P ∈ E iX), transverse a` X
0 en 0. Comme la stratification (Xj)j∈{0,···,k} est
(a)-re´gulie`re, πP est transverse aux strates adjacentes a` X
0 en 0, et d’apre`s la Proposition
2.6, πP est aussi transverse aux strates du link X ∩ Sn(0,r) induites par (X
j)j∈{0,···,k},
ceci au-dessus d’un voisinage P ∩ Bn(0,η) de 0 dans P , pour 0 < η << r. Il en re´sulte
que la restriction πrP de πP a` X ∩ B
n
(0,r), pour r suffisamment petit est une submersion
propre au-dessus de P ∩ Bn(0,η), stratifie´e par (X
j ∩ int(Bn(0,r)), X
j ∩ Sn(0,r))j∈{0,···,k} et
les projections de ces strates dans P ∩ Bn(0,η). Les fibres de πr au dessus de P ∩ B
n
(0,η)
sont toutes home´omorphes et puisque π−1r ({0}) est contratile, on a bien : σi(X0) = 1.
En conclusion, si (Xj)j∈{0,···,k} est une stratification de Whitney de X et si d0 est la
dimension de la strate qui contient 0, on a :
σ∗(X0) = (1, · · · , 1, σd0+1(X0), · · · , σd−1(X0),Λ
ℓoc
d (X0), 0, · · · , 0).
Remarque. Au meˆme titre que les invariants Λi, et donc au meˆme titre que
les courbures locales Λℓoci , les invariants polaires σi sont intrinse`ques : si le germe
X0 ⊂ R
n
0 ⊂ R
n+1
0 , σi,n(X0) = σi,n+1(X0), ou` σi,n(X0) de´signe l’invariant σi(X0), calcule´
graˆce a` G(i, n). Il s’agit a` nouveau d’une conse´quence de la formule de Cauchy-Crofton
pour la densite´. Comme c’est le cas pour les invariants Λℓoci , il est facile de s’assurer que
les invariants σi ne de´pendent pas de la dimension de l’espace euclidien dans lequel X0
est conside´re´. De plus, pour i ∈ {0, d, d+ 1, · · · , n}, les invariants polaires σi sont e´gaux
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aux courbures locales Λℓoci . Nous allons e´tablir dans la section suivante, au The´ore`me
3.1, que les courbures Λℓoci s’obtiennent en re´alite´ comme des combinaisons line´aires (a`
coefficients universels) des invariants σj ; les e´galite´s et les proprie´te´s communes que nous
venons d’observer ne sont que des cas spe´ciaux de ce the´ore`me.
2-b. Les invariants polaires complexes.
On peut bien suˆr de´finir les invariants polaires σi(X0) dans le cadre complexe, lorsque
X0 est un germe d’ensemble analytique complexe a` l’origine de C
n; pour cela il suffit
de ne conside´rer, dans la De´finition 2.8, que les i-plans complexes de Cn appartenant
a` l’e´quivalent complexe E˜ iX de l’ensemble E
i
X du The´ore`me 2.8. Pour de tels plans P
ge´ne´riques, il existe un seul domaine KP au-dessus duquel la caracte´ristique d’Euler-
Poincare´ typique χP = χ(π−1P (y)∩X ∩B
2n
(0,r)) ne de´pend ni de y ge´ne´rique dans P \{0} et
suffisamment proche de 0, ni du choix du repre´sentant X de X0, c’est-a`-dire du choix de
r > 0, lorsque celui-ci est suffisamment petit. De plus χP ne de´pend pas du choix de P ,
lorsque P est ge´ne´ral. Ceci re´sulte des meˆmes arguments que dans le cas re´el et du fait que
le comple´mentaire d’un ensemble analytique complexe de codimension plus grande que 1
est connexe. Notons σ˜i(X0) l’invariant polaire complexe d’ordre i. Comme Θ2i(K
P ) = 1,
on obtient :
σ˜i(X0) = χ(π
−1
P (y) ∩X ∩B
2n
(0,r))
pour y ∈ P ge´ne´rique suffisamment proche de l’origine et r > 0 suffisamment petit.
Dans le cas particulier important ou` X est l’hypersurface f−1(0), donne´e par une
application analytique f : Cn → C :
χ(π−1P (y) ∩X ∩B
2n
(0,r))) = χ(π
−1
P (0) ∩ f
−1(ǫ) ∩B2n(0,r))),
ou` ǫ est ge´ne´rique dans C et suffisamment proche de 0. Ceci re´sulte classiquement
du premier Lemme d’isotopie de Thom-Mather, de la ge´ne´ricite´ de la transversalite´ en
l’origine, pour des (n− i)-plans affines de Cn, aux strates d’une stratification de Whitney
du germe X0 et de la connexite´ du comple´mentaire dans C
n d’un ensemble analytique
complexe ne´gligeable. Supposons enfin que f admette 0 pour singularite´ isole´e. Dans ce
cas χ(π−1P (0)∩f
−1(ǫ)∩B2n(0,r))) est la caracte´ristique d’Euler-Poincare´ de la fibre de Milnor
de f dans P⊥. C’est-a`-dire : 1 + (−1)n−i−1µn−i, ou` µn−i est le nombre de Milnor de la
section (n − i)-plane de X0 (introduit dans [Te1]). On a donc, dans le cas ou` X0 est le
germe d’une hypersurface complexe de Cn :
σ˜i(X0) = 1 + (−1)
n−i−1µn−i.
Dans [Te1] il est montre´ que l’inde´pendance de la suite (µ0(Xt), · · · , µn(Xt)) relativement
aux parame`tres t (et donc, dans ce cadre, de la suite (σ˜0(Xt), · · · , σ˜n(Xt))), pour une
famille analytique X = (Xt)t∈C ⊂ C
n+1 de germes d’hypersurfaces analytiques de Cn
ayant 0 pour singularite´ isole´e implique la condition de Whitney, au voisinage de 0 dans
C, pour le couple (X \ C,C). Et d’apre`s [Br-Sp], l’implication re´ciproque est vraie.
En toute ge´ne´ralite´ (X analytique complexe dans Cn de dimension quelconque et non
plus seulement une hypersurface) les invariants complexes σ˜i(Xt) ont e´te´ conside´re´ pour
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la premie`re fois par M. Kashiwara dans [Ka1] (ou` les boules sont ouvertes et non ferme´es
comme c’est le cas ici) : un invariant E0X0 y est de´fini par re´currence sur la dimension
de X0 a` l’aide de σ˜i. L’e´tude de cet invariant est reprise par A. Dubson ([Du1,2]) puis
dans [Br-Du-Ka] ou` les auteurs en donnent une version multidimensionnelle EkX0 . Leur
de´finition est la suivante :
EkX0 =
∑
Xj0⊂X¯j\Xj , dim(Xj)<dim(X0)
Ek
X¯j
· σ˜k+dim(Xj)+1(X0),
ou` (Xj)j∈{0,···,k} est une stratification de Whitney de X0, et X
j0 la strate contenant 0.
Les auteurs remarquent ensuite (cf aussi [Du1,2]) que :
EkX0 = EuX0 ,
ou` EuX0 est l’obstruction d’Euler locale de X en 0, introduite par R. MacPherson dans
[MacPh], et :
(−1)k(E
dim(X0)−k−1
X0
− E
dim(X0)−k
X0
) = e(Pk(X0), 0),
ou` e(Pk(X0), 0) est la multiplicite´ en 0 de la varie´te´ polaire P
k(X0) de codimension k de
X0 en 0 (Voir aussi [Me], [Leˆ-Te1,· · ·,3], [Du2]). Il est annonce´ sans preuve dans [Du1]
Proposition 1, [Du2] The´ore`me II.2.7, page 30, et [Br-Du-Ka], que les invariants σ˜i(Xy)
sont constants lorsque y varie dans une strate d’une stratification de Whitney de X0. Mais
dans [He-Me1], [Na2], [Te2] il est prouve´ que la constance des multiplicite´s e(Pk(Xy), y)
lorsque y varie dans une strate d’une stratification donne´e deX0 e´quivaut a` la (b)-re´gularite´
de cette stratification, ce qui donne une preuve, compte tenu de l’e´galite´ ci-dessus reliant
les e(Pk(Xy), y) et les σ˜i(Xy), de la constance des σ˜i(Xy) le long de strates de Whitney.
On rassemble ces re´sultats dans le the´ore`me suivant, ou` e(∆k(Xy), y) est la multi-
plicite´ en y du discriminant ∆k(Xy) associe´ a` P
k(Xy).
The´ore`me 2.12. ([He-Me1], [Na2], [Leˆ-Te3], [Te2]) — Soit X0 un germe en
0 d’ensemble analytique complexe de Cn muni d’une stratification (Xj)j∈{0,···,k}. Les
conditions suivantes sont e´quivalentes :
(i) La stratification (Xj)j∈{0,···,k} est de Whitney.
(ii) Les fonctions y 7→ e(Pk(Xy), y) en restriction aux strates Xj sont constantes.
(iii) Les fonctions y 7→ e(∆k(Xy), y) en restriction aux strates Xj sont constantes.
(iv) Les fonctions y 7→ σ˜i(Xy) en restriction aux strates X
j sont constantes.
Nous donnons une preuve directe de (i)⇒ (iv) au Corollaire 4.5, c’est-a`-dire sans utiliser
(i) ⇒ (ii) et le lien entre e(Pk(Xy), y) et σi(Xy) (la preuve de (i) ⇒ (iv) est faite dans
[Br-Sp] dans le cas des hypersurfaces a` singularite´ isole´e).
3. Courbures de Lipschitz-Killing locales et invariants polaires
L’objet de cette section est de prouver le The´ore`me 3.1, qui relie via la suite σ∗(X0),
les courbures Λℓoci a` la ge´ome´trie des discriminants ge´ne´raux des projections du germe
X0 sur des plans de dimension i, i + 1, . . . , n. La preuve se fait en deux e´tapes. Tout
d’abord pour les coˆnes sous-analytiques de sommet l’origine (section 3-a), ce qui permet,
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par de´formation sur le coˆne tangent, d’e´tablir le the´ore`me pour les germes d’ensembles
sous-analytiques ferme´s quelconques (section 3-b).
The´ore`me 3.1. — Pour tout i ∈ {1, . . . , n}, il existe des constantes re´elles
mii, . . . ,m
n
i tels que pour tout germe X0 d’ensemble sous-analytique ferme´ de R
n, on
ait l’e´galite´ :
Λℓoci (X0) =
n∑
j=i
mji · σj(X0).
Autrement dit il existe une matrice triangulaire supe´rieure (mji )1≤i≤n,1≤j≤n telle que :


Λℓoc1
...
Λℓocn

 =


m11 m
2
1 . . . m
n−1
1 m
n
1
0 m22 . . . m
n−1
2 m
n
2
...
...
0 0 . . . 0 mnn

 ·

 σ1...
σn


De plus : mii = 1, m
j
i =
αj
αj−i · αi
Cij −
αj−1
αj−1−i · αi
Cij−1, si i+ 1 ≤ j ≤ n.
3-a. Le cas conique
Soit X0 un coˆne sous-analytique ferme´ de sommet l’origine dans R
n, c’est-a`-dire
qu’existe L un sous-analytique compact de la sphe`re unite´ de Rn tel que : X0 = R+ · L.
On suppose que (Xj)j∈{0,···,2k} est une stratification de Whithney de X = X0 ∩ B(0,1)
provenant de L, c’est-a`-dire que (Xj)j∈{k+1,···,2k} est une stratification de Whitney de L,
et que pour j ∈ {1, · · · , k}, Xj = R∗+ ·X
j+k, X0 = {0}. Puisque X0 est un coˆne :
Λℓoci (X0) =
1
αi
Λi(X).
On commence par rappeler le calcul fait dans [Br-Ku], section 5. Pour cela on reprend les
notations de [Br-Ku]. Soit Y ∈ Rn un ensemble sous-analytique compact, (Y j)j∈{1,···,k}
une stratification de Whitney de Y et ν ∈ Rn. On note :
γ(Y, ν, x) = 1− χ(B(x, δ) ∩ g−1ν (gν(x)− ǫ),
pour 0 < ǫ << δ << 1, gν : Y → R ou` gν(x) = ‖ν − x‖2 et x ∈ Y j est un point critique de
gν|Y j . On note encore :
γtan(Y, ν, x) = 1− χ(B(x, δ) ∩ g
−1
ν|Y j (gν(x)− ǫ),
pour 0 < ǫ << δ << 1 et x ∈ Y j un point critique de gν|Y j et enfin :
γnor(Y, ν, x) = 1− χ(B(x, δ) ∩ g
−1
ν|Y ∩S(gν(x)− ǫ),
pour 0 < ǫ << δ << 1 et x ∈ Y j un point critique de gν|Y j∩S , ou` S est une varie´te´ lisse,
de dimension n− dim(Y j), transverse a` Y j en x. On a alors ([Go-MacPh]) :
γ(Y, ν, x) = γtan(Y, ν, x) · γnor(Y, ν, x),
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et pour presque tout ν ∈ Rn ([Br-Ku], Lemme 3.5) :
χ(Y ) =
∑
x∈Y
γ(Y, ν, x).
Notons π : N → Xj le fibre´ normal d’une strate Xj de X , N 1 son fibre´ normal
unitaire et pour r ∈ R, N r = {(t, ν, x) ∈ R+ ×N 1 ⊂ R+ × R
n ×Xj; ‖ν‖ ≤ r}, enfin soit
Ψ : N → Rn, l’application de´finie par Ψ((t, ν, x)) = x+ t · ν.
On pose :
Λ(X,Xj)(x, r) =
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x) · φ(t, ν, x) dtdν,
ou` φ est Jac(Ψ). On va calculer :
2k∑
j=0
∫
x∈Xj
Λ(X,Xj)(x, r) dx.
Pour cela remarquons que si d = dim(Xj) :
φ(t, ν, x) = det

 1 0 0∗ t · In−d−1 0
∗ ∗ Id + t · II(ν, x)

 ,
ou` Id est la matrice unite´ d’ordre d et II(ν, x) = IIXj (ν, x) la matrice dans une base
orthonorme´e de TxX
j de la seconde forme fondamentale de Xj en x suivant la direction
normale ν. La forme II(ν, x) est de´finie de la fac¸on suivante : si µ(s) et τ(s) sont deux
chemins diffe´rentiables trace´s sur Xj, tels que µ(0) = τ(0) = x et si ν(y) est un champ
de vecteurs normaux a` Xj , tel que ν(x) = ν et si d’autre part x = x(u1, · · · , ud) sont des
coordonne´es sur Xj telles que x = x(0, · · · , 0),
∂x
∂ui
(0) = µ′(0),
∂x
∂uj
(0) = τ ′(0) :
II(ν, x)(µ′(0), τ ′(0)) =< Dν(x)
(
µ′(0)
)
|τ ′(0) >= − < ν|
∂2x
∂ui∂uj
(0) > .
Les proprie´te´s classiques de finitude en ge´ome´triemode´re´e montrent alors que Λ(X,Xj)(x, r)
est un polynoˆme en r que l’on e´crit :
Λ(X,Xj)(x, r) =
n∑
i=n−d
λn−i(X,X
j)(x) · αi · r
i.
En observant que le signe de φ(t, ν, x) est γtan(X, t.ν, x) (cf [Bro-Kup], (5.1.4)) et
γnor(X, ν, x) = γnor(X, t.ν, x), on de´duit que :∫
x∈Xj
Λ(X,Xj)(x, r) dx =
n∑
i=n−d
αi ·
∫
x∈Xj
λn−i(X,X
j)(x) dx · ri =
∫
y∈Rn
∑
x∈Xj ,‖x−y‖≤r
γ(X, y, x) dy.
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Puis en sommant sur toutes les strates et en convenant que λℓ(X,X
j) = 0 si ℓ > dim(Xj) :
2k∑
j=0
∫
x∈Xj
Λ(X,Xj)(x, r) dx =
n∑
i=0
αi
( 2k∑
j=0
∫
x∈Xj
λn−i(X,X
j)(x) dx
)
· ri =
∫
y∈Rn
∑
x∈X,‖x−y‖≤r
γ(X, y, x) dy =
∫
y∈Rn
χ(X ∩B(y, r)) dy.
On conclut de ce calcul que :
Λℓoci (X0) =
1
αi
Λi(X) =
1
αi
2k∑
j=0
∫
x∈Xj
λi(X,X
j)(x) dx,
Dans cette somme seules les strates Xj de dimension plus grandes que i interviennent
effectivement. De la meˆme fac¸on, en faisant jouer a` L = X ∩ Sn−1(0,1) et a` sa stratification
(Xj)j∈{k+1,···,2k} le roˆle que viennent de jouer X et (X
j)j∈{0,···,2k}, on obtient :
Λi(L) =
1
αi
2k∑
j=k+1
∫
x∈Xj
λi(L,X
j)(x) dx,
la` encore, seules les strates de dimension plus grandes que i ont une contribution non nulle.
On montre maintenant que tout comme Λi(L), on peut exprimer Λ
ℓoc
i (X0) comme
une combinaison line´aire a` coefficients universels des seules quantite´s
∫
x∈Xj
λi(L,X
j)(x),
pour j ∈ {k+1, · · · , 2k}. Ce qui permet d’exprimer Λℓoci (X0) comme combinaison line´aire
des Λj(L). Ceci est possible graˆce au caracte`re conique de X et montre que les invariants
introduits dans [Be-Br2] sont des combinaisons line´aires des Λℓoci (cf [Be-Br2], Remarque
5.4), dans un premier temps pour les coˆnes sous-analytiques, puis d’apre`s la section 3-b
qui suit, dans le cas le plus ge´ne´ral.
Soit j ∈ {1, · · · , k}, Xj une strate conique de dimension d et x ∈ Xj. Alors ‖x‖ ∈]0, 1[
et r(x) = x/‖x‖ ∈ Xj+k. Pour ν est un vecteur unitaire normal a` Xj en x, et pour
θ ∈ [0, π], on note νθ = sin(θ).ν + cos(θ).r(x), un vecteur unitaire normal a` Xj+k en r(x).
Lorsque ν de´crit π−1({x})∩N 1 et θ de´crit [0, π], νθ de´crit π
−1({r(x)})∩N 1. On remarque
alors que :
γnor(X, ν, x) = γnor(X, ν, u · r(x)) = γnor(L, νθ, r(x)), ∀u ∈]0, 1[, ∀θ ∈]0, π[, )
puis que :
γnor(X, ν, x) = γnor(X, νθ, r(x)), ∀θ ∈]0,
π
2
[, (a)
tandis que du fait de la structure conique de X :
γnor(X, νθ, r(x)) = 0, ∀θ ∈]
π
2
, π[. (b)
Fixons θ ∈ [0, π] et comparons maintenant IIXj (ν, x) et IIXj+k(νθ, r(x)). Suivant la
direction r(x), Dν(x) est nulle du fait de la structure conique de X
j, d’autre part si
νθ est un champ de vecteurs unitaires normaux a` X
j+k, e´crit sous la forme :
Xj ∋ y 7→ νθ(r(y)) = sin(θ).ν(y) + cos(θ).r(y),
20
Xj ∋ y 7→ ν(‖x‖.y) est un champ de vecteurs unitaires normaux a` Xj en ‖x‖.y, et si µˆ
est un chemin trace´ dans Xj+k passant par r(x) en 0 et tel que µˆ′(0) ∈ T(r(x))X
j+k est
unitaire, µ = ‖x‖µˆ est un chemin trace´ dans Xj, passant par x en 0 et µ′(0) ∈ T(x)X
j est
de norme ‖x‖ . On a alors, puisque :
νθ ◦ µˆ = sin(θ).ν ◦ µ+ cos(θ).r ◦ µ
Dνθ[r(x)](µˆ
′(0)) = sin(θ) ·Dν(x)(µ
′(0)) + cos(θ) ·Dr(x)(µ
′(0))
t[µˆ′(0)]·IIXj+k(νθ, r(x)) = sin(θ)·‖x‖·
t[µˆ′(0)]·IIXj (ν, x)+cos(θ)·‖x‖·
t[µˆ′(0)]·IISn−1
(0,‖x‖)
(ν, x)|TxXj
IIXj+k(νθ, r(x)) = sin(θ) · ‖x‖ · IIXj (ν, x) + cos(θ) · Id−1.
On note A, B et C les matrices d’ordre d− 1 de´finie par les relations suivantes :
IIXj (ν, x) =
(
0 0
0 A
)
, C = ‖x‖ ·A,
B = sin(θ) · C + cos(θ) · Id−1.
On a alors d’une part :
Λ(X,Xj)(x, r) =
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x) · φ(t, ν, x) dtdν
=
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x) · det


1 0 0 0
∗ t · In−d−1 0 0
∗ ∗ 1 0
∗ ∗ ∗ Id−1 + t ·A

 dtdν
=
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x) · det


1 0 0 0
∗ t · In−d−1 0 0
∗ ∗ 1 0
∗ ∗ ∗ Id−1 + t ·
C
‖x‖

 dtdν. (1)
Et d’autre part, d’apre`s (a) et (b):
Λ(X,Xj+k)(r(x), r) =
∫
t≤r
∫
νθ∈π−1(r(x))∩N1
γnor(X, νθ, r(x)) · φ(t, νθ, r(x)) dtdν
=
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x)
∫
θ∈[0,π2 ]
f(θ) · det

 1 0 0∗ t · In−d 0
∗ ∗ Id−1 + t · (sin(θ) · C + cos(θ) · Id−1)

 dtdνdθ, (2)
avec f(θ) = sinn−d−1(θ). Notons :
det(C + T · Id−1) =
d−1∑
p=0
apT
p.
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D’apre`s (1) :
Λ(X,Xj)(x, r) =
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x) · t
n−d−1 · det(Id−1 +
t
‖x‖
· C) dtdν
Λ(X,Xj)(x, r) =
d−1∑
p=0
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x)
‖x‖d−1−p
· ap · t
n−2−p dtdν
Λ(X,Xj)(x, r) =
d−1∑
p=0
ap
n− p− 1
· rn−1−p
∫
ν∈π−1(x)∩N1
γnor(X, ν, x)
‖x‖d−1−p
dν
∫
x∈Xj
Λ(X,Xj)(x, r) dx = Γ(X) ·
n−1∑
i=n−d
an−i−1 ·
Kn,i
i
· ri (3)
ou`
Γ(X) =
∫
r(x)∈Xj+k
∫
ν∈π−1(x)∩N1
γnor(X, ν, r(x)) dνdr(x)
et ou` Kn,i est une constante ne de´pendant que de n et i et qui provient de :∫
x∈Xj
∫
ν∈π−1(x)∩N1
γnor(X, ν, x)
‖x‖d+i−n
dνdx = Kn,i · Γ(X).
Notons que l’inde´pendance de Kn,i relativement a` d vient du fait que X
j est de dimension
d et que l’on calcule
∫
x∈Xj
∫
ν∈π−1(x)∩N1
γnor(X, ν, x)
‖x‖d+i−n
dνdx graˆce au changement de
variables Xj+k×]0, 1[∋ (r(x), t) 7→ t · r(x) ∈ Xj. L’e´galite´ (3) ensuite donne :
∫
x∈Xj
Λ(X,Xj)(x, r) dx = Γ(X)·
n−1∑
i=n−d
an−i−1·
Kn,i
i
·ri =
n∑
i=n−d
∫
x∈Xj
λn−i(X,X
j)·αi·r
i,
et donc : ∫
x∈Xj
λ0(X,X
j) dx = 0,
∫
x∈Xj
λp+1(X,X
j) dx = Γ(X) ·
Kn,n−p−1
(n− p− 1) · αn−p−1
· ap, p ∈ {0, · · · , d− 1}. (4)
Maintenant, d’apre`s (2) :
Λ(X,Xj+k)(r(x), r) =
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x)
∫
θ∈[0,π2 ]
f(θ) · sind−1(θ) · tn−1 · det
(
C + (
1
t sin(θ)
+
cos(θ)
sin(θ)
) · Id−1
)
dθdνdt.
Posons :
α = α(θ) = 1/ sin(θ), β = β(θ) = cos(θ)/ sin(θ) et g(θ) = sind−1(θ) · f(θ) = sinn−2(θ).
On obtient :
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Λ(X,Xj+k)(r(x), r) =
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x)
∫
θ∈[0,π2 ]
g(θ) · tn−1 ·
d−1∑
p=0
ap ·
(α
t
+ β
)p
dθdνdt
Λ(X,Xj+k)(r(x), r) =
∫
t≤r
∫
ν∈π−1(x)∩N1
γnor(X, ν, x) dν
d−1∑
q=0
tn−q−1
∫
θ∈[0,π2 ]
g(θ) · αq
d−1∑
p=q
ap · C
q
p · β
p−q dθdt
∫
r(x)∈Xj
Λ(X,Xj+k)(r(x), r) dr(x) = Γ(X)
n∑
i=n−d+1
ri
i
d−1∑
p=n−i
ap · δ(i, p), (5)
ou` :
δ(i, p) =
∫
θ∈[0,π2 ]
g(θ) · αn−i · Cn−ip · β
p−n+i.
L’e´galite´ (5) donne :
n∑
i=n−d+1
∫
r(x)∈Xj
λn−i(X,X
j+k) dr(x) · αi · r
i = Γ(X)
n∑
i=n−d+1
ri
i
d−1∑
p=n−i
ap · δ(i, p)
soit : ∫
r(x)∈Xj
λn−i(X,X
j+k) dr(x) =
Γ(X)
i · αi
d−1∑
p=n−i
ap · δ(i, p),
et d’apre`s (4) : ∫
r(x)∈Xj+k
λn−i(X,X
j+k) dr(x)
=
1
i · αi
d−1∑
p=n−i
(n− p− 1) · αn−p−1
Kn,n−p−1
· δ(i, p)
∫
x∈Xj
λp+1(X,X
j) dx
∫
r(x)∈Xj+k
λℓ(X,X
j+k) dr(x)
=
d−1∑
p=ℓ
(n− p− 1) · αn−p−1
(n− ℓ) · αn−ℓ ·Kn,n−p−1
· δ(n− ℓ, p)
∫
x∈Xj
λp+1(X,X
j) dx
Soit en notant Mn(ℓ, p) =
(n− p− 1) · αn−p−1
(n− ℓ) · αn−ℓ ·Kn,n−p−1
· δ(n− ℓ, p) :
∫
r(x)∈Xj+k
λℓ(X,X
j+k) dr(x) =
d−1∑
p=ℓ
Mn(ℓ, p)·
∫
x∈Xj
λp+1(X,X
j) dx, ℓ ∈ {0, · · · , d−1}.
(6)
23
ou encore si :
Q = (Qn(i, j))i,j∈{0,···,d−1} =


Mn(0, 0) Mn(0, 1) · · · Mn(0, d− 1)
0 Mn(1, 1) · · · Mn(1, d− 1)
...
...
0 · · · 0 Mn(d− 1, d− 1)


−1
∫
r(x)∈Xj+k
λℓ+1(X,X
j) dr(x)
=
d−1∑
p=ℓ
Qn(ℓ, p) ·
∫
x∈Xj
λp(X,X
j+k) dx, ℓ ∈ {0, · · · , d− 1}. (7)
Enfin, le meˆme calcul montre que :
∫
r(x)∈Xj+k
λn−i(L,X
j+k) dr(x) =
Γ(X)
i · αi
d−1∑
p=n−i
ap · δ˜(i, p),
ou` :
δ˜(i, p) =
∫
θ∈[0,π]
g(θ) · αn−i · Cn−ip · β
p−n+i.
Si on de´finit M˜n(i, j) de la meˆme fac¸on queMn(i, j), mais en remplac¸ant δ(i, p) par δ˜(i, p),
puis si Q˜ de´signe l’inverse de la matrice triangulaire (M˜n(i, j))j≥i, on obtient finalement :


∫
x∈Xj
λ1(X,X
j) dx
...∫
x∈Xj
λd(X,X
j) dx

 = Q ·


∫
x∈Xj+k
λ0(X,X
j+k) dx
...∫
x∈Xj+k
λd−1(X,X
j+k) dx


= Q˜ ·


∫
x∈Xj+k
λ0(L,X
j+k) dx
...∫
x∈Xj+k
λd−1(L,X
j+k) dx


Notons que la matrice Q˜ = Q˜(Xj), dont l’ordre est la dimension de Xj, ne de´pend
de Xj, ou plutoˆt de dim(Xj), que par sa taille; les coefficients de Q˜ ne de´pendent en effet
pas de la dimension de Xj. Pour eˆtre plus pre´cis, si pour j, j′ ≤ k, dim(Xj) ≤ dim(Xj
′
),
on a :
Q˜(Xj
′
) =
(
Q˜(Xj) ∗
∗ ∗
)
.
De plus comme λi(X,X
0) = 0, pour i 6= 0, on a pour i ≥ 1 :
Λℓoci (X0) =
1
αi
Λi(X) =
1
αi
2k∑
j=0
∫
x∈Xj
λi(X,X
j) dx =
1
αi
2k∑
j=1
∫
x∈Xj
λi(X,X
j) dx,
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et en notant Q˜i(X
j) la ie`me ligne de Q˜(Xj), on obtient :
Λℓoci (X0) =
1
αi
2k∑
j=1
∫
x∈Xj
λi(X,X
j) dx
=
1
αi
( k∑
j=1
∫
x∈Xj
λi(X,X
j) dx+
k∑
j=1
∫
x∈Xj+k
λi(X,X
j+k) dx
)
=
1
αi
2k∑
j=1
(
Q˜i(X
j) + [Q−1(Xj)Q˜(Xj)]i
)


∫
x∈Xj+k
λ0(L,X
j+k) dx
...∫
x∈Xj+k
λdim(Xj)−1(L,X
j+k) dx


Soit :
Λℓoci (X0) = Qˆi


Λ0(L)
...
Λℓ−1(L)

 ,
avec dim(X) = ℓ = dim(X jˆ), Qˆ la matrice d’ordre ℓ dont la ie`me ligne Qˆi est
1
αi
[Q˜(X jˆ) +Q−1(X jˆ)Q˜(X jˆ)]i. Notons que Qˆ est triangulaire supe´rieure et que :


Λℓoc1 (X0)
...
Λℓocℓ (X0)

 = Qˆ


Λ0(L)
...
Λℓ−1(L)

 . (8)
Cette e´galite´ est a` comparer avec celle donne´e dans [Be-Br2], Remarque 5.4.
Exprimons maintenant σj(X0) comme combinaison line´aire a` coefficients universels
des invariants Λi(L). Par de´finition :
σj(X0) =
∫
P∈Ej
X
1
j · αj
∫
ℓ∈SP
(0,1)
1
2
· (χℓ− + χ
ℓ
+) dℓ dγj,n(P ),
ou` SP(0,1) est la sphe`re unite´ de P , πP,ℓ la projection orthogonale de ℓ ⊕ P
⊥ sur ℓ
(on identifie la direction ℓ et la droite qu’elle supporte) et 0 < ǫ = ǫ(X, ℓ) << 1,
χℓ− = χ(X ∩ π
−1
P,ℓ(−ǫ)), χ
ℓ
+ = χ(X ∩ π
−1
P,ℓ(ǫ)). Remarquons que du fait que X0 est un
coˆne, χℓ− = χ(L ∩ π
−1
P,ℓ(] −∞,−ǫ])) et χ
ℓ
+ = χ(L ∩ π
−1
P,ℓ([ǫ,+∞[)). Mais d’autre part, le
premier lemme d’isotopie de Thom-Mather montre que :
χ(L ∩ π−1P,ℓ(]−∞,−ǫ])) = χ(L ∩ π
−1
P,ℓ(]−∞, 0])),
χ(L ∩ π−1P,ℓ([ǫ,+∞[)) = χ(L ∩ π
−1
P,ℓ([0,+∞[)),
puisque pour ǫ suffisamment proche de 0, π−1P,ℓ(ǫ) est transverse aux strates de L (Propo-
sition 2.6). On obtient alors :
σj(X0) =
1
j · αj
∫
P∈Ej
X
∫
ℓ∈SP
(0,1)
1
2
· (χ(L ∩ P⊥) + χ(L ∩ ℓ⊕ P⊥) dℓ dγj,n(P ).
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Il existe par conse´quent deux constantes a(j, n) et a′(j, n) ne de´pendant que de j et n
telles que :
σj(X0) = a(j, n)
∫
P∈Ej
X
χ(L ∩ P⊥) dγj,n(P ) + a
′(j, n)
∫
H∈E′n−j+1
X
χ(L ∩H) dγj,n(P ),
avec E ′n−j+1X un sous-analytique dense de G(n − j + 1, n). En notant O(S
n−1) le groupe
des isome´tries de Sn−1(0,1), il existe un sous-analytique dense O
j
X dans O(S
n−1) tel que :
σj(X0) = a˜(j, n)
∫
σ∈Oj
X
χ(L ∩ σ ·K) dσ + a˜′(j, n)
∫
σ∈Oj
X
χ(L ∩ σ ·H) dσ,
ou` K est la trace dans Sn−1(0,1) d’un (n− j) plan vectoriel fixe´ et H celle d’un (n− j+1) plan
vectoriel fixe´. En utilisant χ = Λ0, puis le fait que Λ0 (comme les Λp) est combinaison
line´aire des courbures sphe´riques relatives Λ˜i ([Be-Br2], The´ore`me 1.1, ou formule de
Gauss-Bonnet sphe´rique, [Be-Br2], The´ore`me 1.2) introduites dans [Be-Br2], on obtient
en notant ℓ = dim(X) :
σj(X0) = a˜(j, n)
ℓ−1∑
i=0
∫
σ∈Oj
X
b(i) · Λ˜i(L ∩ σ ·K) dσ
+a˜′(j, n)
ℓ−1∑
i=0
∫
σ∈Oj
X
b(i) · Λ˜i(L ∩ σ ·H) dσ.
La formule cine´matique ([Be-Br2], The´ore`me 4.4) pour les courbures sphe´riques relatives
donne ensuite :
σj(X0) =
ℓ−1∑
i=j−1
c(i, j, n) · Λ˜i(L).
En utilisant encore que Λ˜i est combinaison line´aire des Λp, pour p ≥ i, on en de´duit :
σj(X0) =
ℓ−1∑
i=j−1
cˆ(i, j, n) · Λi(L).
En notant R la matrice triangulaire supe´rieure dont les coefficients sont les cˆ(i, j, n), j−1 ≤
i ≤ ℓ − 1 : 

σ1(X0)
...
σℓ(X0)

 = R


Λ0(L)
...
Λℓ−1(L)

 . (9)
Les e´galite´s (8) et (9) donne pour finir le The´ore`me 3.1 pour les coˆnes sous-analytiques
(la re´gularite´ des matrices Qˆ et R est e´tablie en appendice par un calcul explicite pour X
un coˆne polye´dral). ✷
3-b. Le cas ge´ne´ral
Dans cette section X0 est un germe d’ensemble sous-analytique ferme´, contenant
l’origine. Contrairement a` la section pre´ce´dente, on ne suppose plus ici que X0 est un
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coˆne. On montre le The´ore`me 3.1 en toute ge´ne´ralite´, en de´formant X0 sur son coˆne
tangent. On se donne (Xj) une stratification de Whitney de X . Soit X un repre´sentant
de X0, notons Xr le sous-analytique compact
1
r
· (X ∩ B(0,r)), Lr =
1
r
· (X ∩ S(0,r)),
CrX = R+ · Lr. La famille (CrX)r∈]0,1] est la de´formation de X0 sur son coˆne tangent
C0X .
Lemme 3.2. — Avec les notations ci-dessus, on a, pour P dans un ouvert sous-
analytique dense de G¯(n− i, n) :
lim
r→0
χ(Xr ∩ P ) = lim
r→0
χ(CrX ∩ P ).
Preuve. Commenc¸ons par prouver ce lemme pour P un hyperplan de Rn, ie pour
i = 1. Soit donc P un hyperplan affine de G¯(n − 1, n) ne passant pas par 0, et E le
demi-espace ne contenant pas 0 qu’il de´finit. L’application R : E → Sn−1(0,1), de´finie par
R(x) = x/‖x‖ est une home´omorphisme de P ∩B(0,1) sur S
n−1
(0,1)∩E qui envoie CrX∩P sur
Lr ∩E. Il suffit alors de prouver que lim
r→0
χ(Xr ∩P ) = lim
r→0
χ(Lr ∩E). Soit x ∈ P ∩S
n−1
(0,1).
L’angle entre P et TxS
n−1
(0,1), est plus petit que
π
2
−C, pour C > 0 une certaine constante,
puisque 0 6∈ P . On peut de´former F0 = S
n−1
(0,1) ∩ E sur F1 = P ∩ B(0,1) dans une famille
telle que l’angle entre TaFt et TR(a)F0 soit majore´ par
π
2
−C, quel que soit a ∈ E ∩B(0,1).
On note Xjr la strate de 1/r · X provenant de X
j. Soit alors r suffisamment petit pour
que : ∀x ∈ Xr, ∃ℓx C0X ∩ S
n−1
(0,1), ‖R(x)− ℓx‖ ≤ C/3 et l’angle entre ℓx et TxX
j
r est plus
petit que C/3 (lorsque x ∈ xjr). Quelle que soit la strate X
j
r et x ∈ X
j
r , quel que soit
t ∈ [0, 1], l’angle 6 (TxFt, TxXjr ) ve´rifie :
6 (TxFt, TxX
j
r ) ≥ 6 (TR(x)F0, ℓx)− 6 (TR(x)F0, TxFt)− 6 (ℓx, TxX
j
r )
≥ (
π
2
− C/3)− (
π
2
− C)− C/3 = C/3 > 0.
De sorte que la de´formation (Ft)t∈[0,1] est transverse aux strates de Whitney (X
j
r ) de Xr.
Le premier lemme d’isotopie de Thom-Mather assure alors que F0 ∩ Xr et F1 ∩ Xr sont
home´omorphes. Lorsque P n’est pas un hyperplan, on place P dans π−1V (R · πV (P )), ou`
V est le i-plan vectoriel de Rn orthogonal a` P . Comme dim(X) ≥ i, le raisonnement
pe´ce´dent s’applique pour presque toutes les droites R · πV (P ) de V . ✷
Lemme 3.3. — Avec les notations pre´ce´dentes et celles du The´ore`me 2.8 :
lim
r→0
σj(CrX) = σj(X0).
Preuve. Soit P un j plan vectoriel de Rn qui coupe B(0,1) et y ∈ P , par le Lemme 3.2,
pour r suffisamment petit on a : χ(CrX ∩ (y + P⊥)) = χ(Xr ∩ (y + P⊥)). Par de´finition
des constantes χP1 (X0), · · · , χ
P
nP
(X0) et des domaines K
P
1 (X0), · · · ,K
P
nP
(X0) (The´ore`me
2.8), on a :
lim
r→0
Θj({y ∈ P ∩B(0,1);χ(Xr ∩ (y + P
⊥)) = χPk (X0)}) = Θj(K
P
k (X0)),
27
Comme les caracte´tristiques d’Euler-Poincare´ de toutes les sections planes de Xr et de
CrX sont uniforme´ment borne´es relativement a` r, le the´ore`me de convergence domine´e et
le Lemme 3.2 donnent :
lim
r→0
σj(CrX) = lim
r→0
∫
P∈G(j,n)
nrP∑
k=1
χPk (CrX) ·Θj
(
K(CrX)
)
dγj,n(P )
=
∫
P∈G(j,n)
nP∑
k=1
χPk (X0) ·Θj
(
K(X0)
)
dγj,n(P ) = σj(X0). ✷
Preuve du The´ore`me 3.1. Comme ci-dessus on utilise le fait que les familles
(CrX)r∈[0,1] et (Xr)r∈[0,1] sont des sous-analytiques compacts et donc que les carac-
te´ristiques d’Euler-Poincare´ de toutes les sections planes de Xr et de CrX sont uni-
forme´ment borne´es relativement a` r pour appliquer le the´ore`me de convergence domine´e.
On a ainsi, par le Lemme 3.2 :
Λℓoci (X0) =
1
αi
lim
r→0
∫
P¯∈G¯(n−i,n)
χ(Xr ∩ P¯ ) dγ¯n−i,n(P¯ )
=
1
αi
lim
r→0
∫
P¯∈G¯(n−i,n)
χ(CrX ∩ P¯ ) dγ¯n−i,n(P¯ ) = lim
r→0
Λℓoci (CrX).
Mais le The´ore`me 3.1 e´tant vrai pour les coˆnes :
Λℓoci (X0) = lim
r→0
n∑
j=i
mji · σj(CrX).
Ce qui donne par le Lemme 3.3 l’e´galite´ annonce´e du The`ore`me 3.1 :
Λℓoci (X0) = lim
r→0
n∑
j=i
mji · σj(CrX) =
n∑
j=i
mji · σj(X0). ✷
4. Conditions de re´gularite´ et invariants locaux
Lorsque X est un ensemble sous-analytique, les fonctions σj et Λ
ℓoc
j sont des fonctions
Log-analytiques (voir par exemple [Li-Ro], [Co-Li-Ro]). Nous nous inte´ressons ici a` la
re´gularite´ de ces fonctions. Nous prouvons dans cette section la continuite´ des invariants
σj le long de strates d’une stratification de Verdier d’un ensemble sous-analytique ferme´.
Il s’agit de montrer que le long (de la projection) d’une telle strate, les discriminants
des projections sur des i-plans ont un bon comportement du point de vue de la densite´
des domaines qu’ils bordent : l’e´quise´cabilite´. Dans le cadre analytique complexe,
l’e´quise´cabilite´ des discriminants le long d’une strate est la constance de leur multiplicite´
locale, condition que l’on sait eˆtre e´quivalente a` la (w), la (b∗), la (b)-re´gularite´ et a` la
constance des caracte´ristiques e´vanescentes (cf Section 2-b). Nous montrons au passage
(Corollaire 4.5) l’implication (i) ⇒ (iv) du The´ore`me 2.12, c’est-a`-dire la constance des
caracte´ristiques e´vanescentes le long de strates de Whitney d’un ensemble analytique
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complexe ([Br-Sp] dans le cas des familles analytiques d’hypersurfaces a` singularite´ isole´e,
c’est-a`-dire pour les nombres de Milnor des sections planes). Bien qu’annonce´e par ailleurs,
il s’agit a` notre connaissance de la seule preuve dans le cas ge´ne´ral de cette implication
qui n’utilise pas le calcul qui lie la multiplicite´ des varie´te´s polaires aux caracte´ristiques
e´vanescentes.
Rappelons que si E est une condition de re´gularite´ portant sur un couple (Y, Z) de
sous-varie´te´s de Rn, dans [Leˆ-Tei 2] et [Tr2] est de´finie la Ecod(ℓ)-re´gularite´ (0 ≤ ℓ ≤
cod(Y )) de la fac¸on suivante : le couple (Y, Z) est dit Ecod(ℓ)-re´gulier en y ∈ Y , s’il existe
un ouvert denseMy dans {Π ∈ G(n−ℓ, n),TyY ⊂ Π} pour lequel on ait, quelle que soit la
sous-varie´te´W de Rn telle que Y ⊂ W dans un voisinage de y, l’implication : TyW ∈My
=⇒ Z et W sont transverses dans un voisinage de y et (Y,W ∩ Z) est E-re´gulier en y.
Lorsque (Y, Z) est Ecod(ℓ)-re´gulier en y pour tout ℓ, 0 ≤ ℓ ≤ cod (Y ), on dit que (Y, Z)
est (E∗)-re´gulier en y. On se reportera par exemple a` [Na1], [Na-Tr], [Or] et [Or-Tr] pour
une e´tude compare´e de la (r∗), de la (b∗) et de la (w∗)-re´gularite´. Notons que la condition
(b∗) est strictement plus faible que la condition (w), meˆme en alge´brique. En effet, d’apre`s
[Na-Tr], pour la cate´gorie sous-analytique (w) =⇒ (b∗), puis d’une part d’apre`s [Na-Tr]
Corollaire 3.13, si le couple de strates (Y, Z) est (b)-re´gulier et si dim(Y ) = 1, ce couple
est aussi (b∗)-re´gulier, et d’autre part dans [Br-Tr] et [Tr1] sont donne´s des exemples de
couples (Y, Z) qui sont (b)-re´guliers mais non (w)-re´guliers et ou` dim(Y ) = 1.
Nous utilisons dans cette partie la condition (∗) suivante qui porte sur une projection
πP , avec P ∈ G(i, n) et la stratification (Xj)j∈{0,···,k} de X que l’on se donne :
La projection πP : R
n → P est une projection pour laquelle existe un
voisinage ouvert U(= UP ) de l’origine tel que quel que soit la strate Xj
adhe´rente a` X0:
U ∩ PXj (P ) ∩ (π
−1
P (πP (X
0)) \X0) = ∅ (∗)
En nous appuyant sur le The´ore`me 4.10, nous remarquons dans la proposition qui
suit que la condition (∗) est une condition qui a lieu pour des projections πP ge´ne´riques,
de`s lors que la stratification (Xj)j∈{0,···,k} est (w)-re´gulie`re.
Proposition 4.1. — Soit X un ensemble sous-analytique ferme´ de Rn, contenant
l’origine, muni d’une stratification (w)-re´gulie`re (Xj)j∈{0,···,k} et soit X
0 la strate con-
tenant 0. Soit i un entier. Il existe un ensemble sous-analytique dense GiX dans G(i, n),
tel que pour tout P ∈ GiX , πP : R
n → P ∈ G(i, n) est une projection pour laquelle existe
un voisinage ouvert U(= UP ) de l’origine tel que quel que soit la strate Xj adhe´rente a`
X0:
U ∩ PXj (P ) ∩ (π
−1
P (πP (X
0)) \X0) = ∅ (∗)
Preuve. Il s’agit d’une conse´quence imme´diate du The´ore`me 4.10.(iii). ✷
Remarque. Dans la Proposition 4.1, on peut se contenter de supposer que la
stratification (Xj)j∈{0,···,k} est seulement (a
∗)-re´gulie`re, condition ad hoc pour que (∗) ait
ge´ne´riquement lieu. En effet, si P ∈ G(i, n) est tel que la proprie´te´ (∗) n’a pas lieu, il
existe une strate Xj contenant dans son adhe´rence X0, une suite (xn)n∈N de limite 0 et
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contenue dans PXj (P ) ∩ (π
−1
P (X
0) \ X0). Soit q = dim(Xj). En chaque point xn, P⊥
et TxnX
j ont une intersection exce´dentaire en dimension max(0, q − i + 1). Supposons
i ∈ [dim(X0), dim(X)], qui est le seul cas inte´ressant. Supposons que dans un voisinage
de 0 la strate X0 soit un sous-espace vectoriel de Rn de dimension d. Si P est ge´ne´rique,
X0 ∩P⊥ = {0} et si la stratification (Xj)0∈{0,···,k} est (a
∗)-re´gulie`re, par de´finition meˆme
il existe un sous-analytique dense Wn−i+d de l’ensemble des (d + n− i)-plans contenant
X0 tel que si X0 ⊕ P⊥ =W ∈ Wn−i+d, W ve´rifie :
π−1P (πP (X
0)) =W coupe transversalement Xj (1)
et
(X0, Xj ∩W ) soit un couple de strates (a)-re´gulier en 0 (2)
On a, d’apre`s (1) : dim(W ∩Xj) = q− i+d et d’apre`s ce qui pre´ce`de, P⊥ et Txn(X
j ∩W )
ont une intersection en dimension au moins q − i + 1. Comme P⊥ est transverse a` X0,
lim
n→∞
Txn(X
j ∩W ) ne peut contenir l’espace X0 qui est de dimension d, ce qui contredit
(2).
Comme la (b∗)-re´gularite´, la (a∗)-re´gularite´ est une condition strictement plus faible
que la (w)-re´gularite´ et on ne sait pas, par exemple, si en sous-analytique (b) =⇒ (a∗),
comme c’est le cas en complexe.
Rappelons maintenant que les caracte´ristiques χPj (0) sont de´finies de la fac¸on suivante
(cf The´ore`me 2.8.(iii) pour les notations) : si X est un ensemble sous-analytique ferme´
de Rn contenant 0 et si P est un i-plan vectoriel (ge´ne´ral) de Rn, il existe un re´el
non nul R0 = R0(P ), tel que pour tout r ≤ R0, les ensembles sous-analytiques
ouverts KP,r1 , · · · ,K
P,r
NP
, qui sont les composantes connexes du comple´mentaire dans P de
DLr(P )∪
k⋃
j=0
DXj∩Bn
(0,r)
(P ), ont une re´union dense dans P au voisinage de 0, et ve´rifient :
- les germes (KP,rj )0 et (K
P,s
j )0 co¨ıncident pour r, s ≤ R0,
- pour tout y suffisamment proche de πP (0) = 0 dans un domaine K
P,r
j , (ie
0 < ‖y‖ << r), l’entier χPj = χ(π
−1
P (y)∩X ∩B
n
(0,r)) ne de´pend pas de r (lorsque r ≤ R0).
Notation 4.2. On notera R0 = R0(P ) le plus grand rayon R0 qui ve´rifie
cette proposition.
Remarque. D’apre`s les Propositions 2.4, 2.5 et le lemme d’isotopie de Thom-
Mather, l’existence du rayon R0(P ) est garantie de`s que P ∈ E
i
X (notation qui pre´ce`de
la Proposition 2.4), de`s que pour tout j ∈ {0, · · · , k}, P⊥ ne rencontre pas PXj (P ) dans
B(0, R0(P )) et lorsque pour tout r ≤ R0(P ), S(0, r) est transverse a` toutes les strates Xj
et 0 6∈ DLr(P ). De sorte que si R > R0, pour tout η > 0, il existe yη ∈ P , j ∈ {0, · · · , k}
et xη ∈ X tels que :
- 0 < ‖yη‖ ≤ η, R0 ≤ limη→0 ‖xη‖ ≤ R, xη ∈ Xj ∩ π
−1
P (yη),
- π−1P (yη) ∩ TxηX
j n’est pas transverse en xη a` S(0,‖xη‖).
Nous montrons maintenant dans la Proposition 4.3 que la Proposition 2.6, qui est
locale en un point, admet une version le long d’une strate d’une stratification suffisamment
re´gulie`re. En particulier : si Y est une strate d’une stratification (b∗)-re´gulie`re de X , si P
est ge´ne´rique dans G(i, n), il existe un voisinage U de 0 dans Y , deux re´els 0 < r << R, tels
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pour tout y ∈ Y ∩U , pour tout z et z′ dans le meˆme profil polaire KP,Rj (y) avec ‖z−y‖ < r
et ‖z′ − y‖ < r, π−1P (z) ∩X ∩B(y,R) et π
−1
P (z
′) ∩X ∩B(y,R) sont home´omorphes.
Proposition 4.3. — Soit X un ensemble sous-analytique ferme´ de Rn muni d’une
stratification (b)-re´gulie`re (Xj)j∈{0,···,k}. Soient X
0 la strate contenant 0, i ∈ {0, . . . , n}
et πP : R
n → P ∈ G(i, n) une projection telle qu’existe un voisinage ouvert U de l’origine
pour lequel, quelle que soit la strate Xj adhe´rente a` X0 :
U ∩ PXj (P ) ∩ (π
−1
P (πP (X
0)) \X0) = ∅ (∗)
Si de plus les intersections π−1P (X
0) ∩Xj sont (b)-re´gulie`res le long de X0, on a :
(i) Le rayon r′P (y) de la Proposition 2.6 est minore´ par un re´el R > 0, inde´pendant de
y ∈ X0 (dans un voisinage de 0).
(ii) Quel que soit j ∈ {0, · · · , k}, la distance δ(y) de DLR
Xj
(y) a` y ne tend pas vers 0 lorsque
y tend vers 0 dans X0.
Preuve. (i)- Notons que pour chaque y ∈ X0, P ∈ E iX(y), par la condition (∗). Soit
y ∈ X0. La preuve de la Proposition 2.6 (cf la Remarque qui la suit) montre que r′P (y)
est re´alise´ de`s que :
- pour r ≤ r′P (y), les sphe`res S(y, r) sont transverses aux strates X
j,
- en tout point x de B(y, r′P ), Tx(X
j ∩ (y + P⊥)) et la direction y − x ne sont pas
orthogonaux.
Pour le premier point : on peut choisir un re´el R > 0 inde´pendant de y tel que pour
tout y ∈ X0, S(y, r) et Xj sont transverses pour r ≤ R. Ceci re´sulte de la condition (b).
Le second point re´sulte de la condition (b) pour le couple (X0, π−1P (X
0) ∩Xj).
(ii)- On choisit R comme dans (i) et on regarde les links LR
Xj
(y) des strates Xj en
les points y de X0. D’apre`s (i), la distance de leur discriminant a` y, note´e δ(y) n’est pas
nulle. On veut montrer que δ(y) est minore´e par δ > 0 inde´pendamment de y. Autrement
dit qu’il y existe un voisinage de 0 dans P dans lequel n’entrent pas les discrimants de la
famille de links (LR
Xj
(y))y∈X0,j∈{0,···,k}. Si tel n’est pas le cas, on trouve une suite de points
(xRℓ )ℓ∈N avec x
R
ℓ ∈ S(yℓ, R), yℓ ∈ X0 telle que TxRℓ [L
R
Xj
(yℓ)] = TxR
ℓ
S(yℓ,R) ∩ TxRℓ X
j et
P⊥ sont non transverses et lim
ℓ→∞
πP (x
R
ℓ ) = 0. Comme on l’a remarque´ dans la preuve
de la Proposition 2.6, pour πP (x
R
ℓ ) suffisamment proche de 0, πP (x
R
ℓ ) + P
⊥ et Xj
sont transverses en xRℓ (par l’hypothe`se (∗) et la condition (a)) et de ce fait on obtient
l’inclusion : TxR
ℓ
Xj ∩ P⊥ ⊂ TxR
ℓ
S(yℓ, R). En faisant ℓ → ∞, on en de´duit un point
xR ∈ S(0, R) ∩Xm, pour certaine strate Xm et par la condition (a) au point xR pour le
couple (Xm, Xj), l’inclusion TxR
ℓ
Xj ∩ P⊥ ⊂ TxR
ℓ
S(yℓ, R) donne par passage a` la limite :
TxRX
m ∩ P⊥ ⊂ TxRS(0, R), ce qui contredit δ(0) 6= 0. ✷
Proposition 4.4. — Soit X un ensemble sous-analytique ferme´ de Rn, contenant
l’origine, muni d’une stratification (b∗)-re´gulie`re (Xj)j∈{0,···,k} et soit X
0 la strate con-
tenant 0. Soit πP : R
n → P ∈ G(i, n) une projection telle qu’existe un voisinage ouvert U
de l’origine pour lequel quel que soit la strate Xj adhe´rente a` X0 :
U ∩ PXj (P ) ∩ (π
−1
P (πP (X
0)) \X0) = ∅ (∗)
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(i) La projection πP permet de de´finir les caracte´ristiques χ
P
j (y) (a` la fac¸on du The´ore`me
2.7.(iii)), quels que soient y ∈ X0 ∩ U .
(ii) Il existe un ensemble sous-analytique LiX dense dans G(i, n) tel que pour P ∈ L
i
X
existent un voisinage ouvert U ′ = U ′(P ) de 0 dans Rn et un re´el R = R(P ) > 0, tels
que pour tout j ∈ {0, · · · , k} :
-
⋃
y∈U ′
B(y,R) ∩ PXj (P ) ∩ (π
−1
P (πP (X
0)) \X0) = ∅,
- pour tout y ∈ X0 ∩ U ′, R ≤ Ry(P ).
En conse´quence chaque caracte´ristique χPℓ (y) en y est donne´e par χ(π
−1
P (z) ∩ X ∩
B(y,R)), pour z suffisamment proche de y dans P .
Pour tout P dans le sous-analytique LiX ⊂ G(i, n), pour le re´el R = R(P ) donne´ en (ii)
et avec les notations de la De´finition 2.1 et du The´ore`me 2.7, il existe un voisinage de 0
dans X0, tel que pour tout y dans ce voisinage :
(iii) L’ensemble
k⋃
j=0
DXj∩B(0,R)(P ) est un repre´sentant du discriminant local ∆Xy (P ) de
X en y et chaque profil polaire local KPℓ (y) de X en y admet pour repre´sentant un
domaine choisi parmi lesKP,R1 (0), · · · ,K
P,R
NP
(0) qui contiennent 0 dans leur adhe´rence.
(iv) Chaque entier χPℓ (y) associe´ au profil polaire local K
P
ℓ (y) s’obtient comme χ(π
−1
P (z)∩
X∩Bn(0,R)), pour z suffisamment proche de y dans le domaineK
P,R
mℓ
(0) qui repre´sente
KPℓ (y), et en particulier χ
P
ℓ (y) = χ
P
mℓ
(0).
Preuve. (i)- La stratification (Xj)j∈{0,···,k} e´tant une stratification (b
∗)-re´gulie`re, il
s’agit aussi d’une stratification (b)-re´gulie`re. D’apre`s les hypothe`ses, la projection πP est
dans l’ouvert E iX = E
i
X(y) de´fini dans la section 2 et attache´ a` chaque point y de X
0 ∩ U .
On peut alors appliquer le The´ore`me 2.7; πP est bien une projection qui permet de de´finir
les profils polaires locaux KPj et les caracte´ristiques χ
P
j qui leur correspondent.
(ii)- La stratification (Xj)j∈{0,···,k} e´tant par hypothe`se une stratification (b
∗)-
re´gulie`re, en particulier l’ensemble des P ∈ G(i, n) ve´rifiant la condition (∗) est un sous-
analytique dense dans G(i, n) (cf la remarque qui suit la Proposition 4.1). Si de plus
P est choisi de sorte que les couples (X0, π−1P (X
0) ∩ Xj) soient (b)-re´guliers, d’apre`s la
Proposition 4.2.(i) l’existence de U ′ et de R est garantie. Or un tel choix donne encore
un ensemble sous-analytique dense de G(i, n), puisque la stratification (Xj)j∈{0,···,k} est
(b∗)-re´gulie`re.
(iii)- Pour tout y dans un voisinage de 0 dans X0, (B(0,R)∩π−1P (y)∩PXj )\{y} = ∅,
puisque P ∈ LiX . La remarque qui pre´ce`de la preuve de la Proposition 2.4 montre que
cette condition suffit pour que ∆
X
j
y
(P ) =
(
DXj∩B(y,R)(P )
)
y
=
(
DXj∩B(0,R)(P )
)
y
. On
remarque ensuite que ∆Xy (P ) est le bord de la re´union des profils polaires locaux K
P
ℓ (y).
(iv)- Soit δ > 0 un re´el minorant la distance δ(y) de DLR
Xj
(y) a` y (Proposition 4.2.(ii)),
pour j ∈ {0, · · · , k} et pour tout y voisin de 0 dans X0. Soit y proche de 0 dans X0 (et
‖y‖ << min(δ,R)) de sorte que les profils polaires locaux de y admettent pour repre´sentant
certains des domaines KP,R1 (0), · · · ,K
P,R
NP
(0) (d’apre`s le point (iii)) et soit z ∈ P tel que
‖y − z‖ << δ. Alors d’une part, pour un certain ℓ, χ(π−1P (z) ∩ B(y,R) ∩ X) = χℓ(y) et
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le profil polaire local KPℓ (y) admet le domaine K
P,R
mℓ
(0) pour repre´sentant, et d’autre part
χ(π−1P (z) ∩B(y,R) ∩X) = χ(π
−1
P (z) ∩B(0,R) ∩X), puisque ‖y‖ << δ et ‖y− z‖ << δ.
Enfin χ(π−1P (z) ∩B(0,R) ∩X) = χmℓ(0). ✷
On en vient maintenant a` l’implication (i) ⇒ (iv) du The´ore`me 2.12 que l’on s’est
propose´e de de´montrer.
Corollaire 4.5. — Soit X un ensemble analytique complexe de Cn muni d’une stra-
tification analytique complexe (b)-re´gulie`re (Xj)j∈{0,···,k}. La suite des caracte´ristiques
e´vanescentes (σ˜i(Xy))i∈{1,···,n} est constante lorsque y varie le long des strates de
(Xj)j∈{0,···,k}.
Preuve. Voyons X comme un sous-analytique de R2n et montrons la constance des
caracte´ristiques e´vanescentes le long de la strate X0 au voisinage de 0 ∈ X0. Notons
que la stratification (Xj)j∈{0,···,k} du sous-analytique X est (b
∗)-re´gulie`re, puisque (b)-
re´gulie`re et analytique complexe. Soit i ∈ {1, · · · , n}. On remarque que l’ensemble LiX de
la Proposition 4.4.(ii) peut eˆtre choisi dense dans G˜(i, n) aussi bien que dans G(i, n), avec
les meˆmes arguments. Dans ces conditions, soit P ∈ LiX et K
P (0) l’unique profil polaire
local de X en 0 (puisque le comple´mentaire de ∆X0 (P ) est connexe). La Proposition
4.4.(iv) montre que si y est dans un voisinage de 0 dans X0, KP (y) et KP (0) admettent
un meˆme repre´sentant KP,r(0) et que : σ˜i(X0) = σ˜i(Xy). ✷
Remarque. L’implication utile dans la preuve du Corollaire 4.5 est (b) =⇒ (b∗).
Implication dont on re´pe`te qu’on ne sait pas si elle vraie en sous-analytique re´el.
Pour X un sous-ensemble de Rn et Y = Rd×{0}n−d, on note D(X,Y ) la de´formation
de X sur son coˆne normal a` Y . Il s’agit du sous-ensemble suivant de Rn × R :
D(X,Y ) = adh
{
(y, ℓ, u) ∈ Rd × Rn−d × R∗+ ; (y, uℓ) ∈ X \ Y
}
.
L’application u : D(X,Y ) −→ R induite par la deuxie`me projection est appele´e
de´formation de X au coˆne normal a` Y dans X . Cette application est compatible avec
l’action de R∗+ de´finie par (λ, (y, ℓ, u)) 7−→ (y, λℓ, λ
−1u) pour λ dans R∗+. Sa fibre en 0 ∈ R
est le coˆne normal a` Y dans X , note´ CYX et stable par l’action induite de R
∗
+ de´crite par
(λ, (y, ℓ)) 7−→ (y, λℓ) pour λ dans R∗+. Si Y = {0}, CYX est le coˆne tangent a` X en 0. La
premie`re projection de Rn×R induit une application p : CYX −→ Y . Nous notons (CYX)y
la fibre p−1(y). Une telle fibre est non vide si et seulement si y ∈ adh(X\Y ). L’application
(y, ℓ, u) 7−→ (y, uℓ, u) induit un isomorphisme de D(X,Y ) \ u−1(0) sur adh(X \ Y )× R∗+.
De´finition 4.6. On dit que X est normalement pseudo-plat le long de Y si la
projection p : CYX → Y est ouverte (cf [Hi1]).
La dimension des fibres de p, la pseudo-platitude normale, la condition (b) de Whitney
et l’e´quimultiplicite´ de X le long de Y lorsque X et Y sont analytiques complexes sont
lie´s par la proposition suivante :
Proposition 4.7. — Soit X et Y deux ensembles sous-analytiques de Rn, X e´tant
de dimension d et Y lisse de dimension k.
(i) Si Y est une strate d’une stratification de Whitney de adh(X), adh(X) est normale-
ment pseudo-plat le long de Y , et si y ∈ Y , C{y}(X∩(y+Y
⊥)) = (CYX)y. En particu-
lier le long de strates de Whitney : dim((CYX)y) ≤ d−k (cf [Hi1], [He-Me2], [Or-Tr]).
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(ii) Si X est normalement pseudo-plat le long de Y , quel que soit y ∈ Y , dim((CYX)y) ≤
d− k (cf ([Hi1], [He-Me2], [Or-Tr], [Co2], Lemme 2.4)).
(iii) Soit y ∈ Y . Notons s = dim((CYX)y). Il existe un ensemble sous-analytique Q
q
y
dense dans G(q, n), tel que pour tout P ∈ Qqy on ait l’existence d’un voisinage Uy,P
de y dans Rn pour lequel :
(
adh(X ∩ Uy,P ) \ Y
)
∩ π−1P (πP (Y )) = ∅
si et seulement si s+ k ≤ q (cf [Co2], Lemme 2.3). Lorsque Qdy existe, on dit que X
est e´quise´cable le long de Y en y , cette condition e´quivaut a` dim((CYX)y) ≤ d − k
(cf [He-Me2]).
(iv) Si X et Y sont des ensembles analytiques complexes de Cn, la pseudo-platitude
normale de X le long de Y , l’e´quimultiplicite´ de X le long de Y , l’e´quise´cabilite´ de X
le long de Y et la condition dim((CYX)y) = d−k pour tout y ∈ Y , sont e´quivalentes
(cf [Hi1], [Sc], [He-Me2]).
Dans [Co2], Proposition 2.6, il est montre´ :
Proposition 4.8. — Soient K et Y deux ensembles sous-analytiques de Ri, K e´tant
de dimension i et Y lisse. Notons int(K) l’inte´rieur de K et fr(K) = adh(K) \ int(K) la
frontie`re de K. Si pour tout y ∈ Y , dim((CY fr(K))y) ≤ i − 1 − dim(Y ), c’est-a`-dire si
fr(K) est e´quise´cable le long de Y , la fonction : Y ∋ y 7→ Θi(Ky) est continue.
Dans le the´ore`me qui suit on identifie une fois de plus une strate Y de (Xj){0,···,k}
et son projete´ sur un plan vectoriel. Ce the´ore`me montre que l’e´quise´cabilite´ des
discriminants ge´ne´raux en toute dimension le long des strates d’une stratification (b∗)-
re´gulie`re implique la continuite´ des invariants σ∗ et Λ
ℓoc
∗ le long des strates.
The´ore`me 4.9. — Soit X un ensemble sous-analytique ferme´ de Rn de dimension
d, muni d’une stratification (b∗)-re´gulie`re (Xj)j∈{0,···,k} dont Y soit une strate. Soient
i ∈ {dim(Y )+1, · · · , d} et LiX le sous-analytique dense de G(i, n) de la Proposition 4.4.(ii)
(relatif a` Y ).
(i) Si pour un ensemble sous-analytique dense Di ⊂ LiX de G(i, n), on a :
P ∈ Di =⇒ dim
(
(CY∆Xy (P ))y
)
≤ i− 1− dim(Y ), ∀y ∈ Y,
alors la restriction a` Y de l’invariant σi(Xy) est continue en tout point de Y .
(ii) Si le sous-analytique dense Di existe pour tout i ∈ {dim(Y )+1, · · · , d}, les restrictions
a` Y des invariants σ1(Xy), · · · , σn(Xy) et Λℓoc1 (Xy), · · · ,Λ
ℓoc
n (Xy) sont continues en
tout point de Y .
Preuve. D’apre`s le The´ore`me 3.1, le point (i) entraˆıne le point (ii). Montrons
alors (i). Soient y ∈ Y et (yn)n∈N une suite de Y de limite y. Comme la famille
(χPj )P∈EiX ,j∈{1,···,nP } est uniforme´ment borne´e, il suffit de prouver que pour P ge´ne´ral
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dans LiX a lieu l’e´galite´ :
lim
n→∞
nP (yn)∑
j=1
χPj (yn) ·Θi(K
P
j (yn)) =
nP (y)∑
j=1
χPj (y) ·Θi(K
P
j (y)).
Soit alors P ∈ LiX ∩ D
i. D’apre`s la Proposition 4.4.(iii) et (iv), il existe un voisinage de
y dans Y , tel que pour tout yn dans ce voisinage, pour tout j ∈ {1, · · · , nP (yn)}, il existe
ℓj ∈ {1, · · · , nP (y)} tel que χPj (yn) = χ
P
ℓj
(y) et KPj (yn) = K
P,r
ℓj
(y). Avec la convention
Θi(K
P,r
j (y), yn) = 0 si yn 6∈ adh(K
P,r
j (y)), on obtient pour n suffisamment grand :
nP (yn)∑
j=1
χPj (yn) ·Θi(K
P
j (yn)) =
nP (y)∑
j=1
χPj (y) ·Θi(K
P,r
j (y), yn).
Or puisque fr(KP,rj (y)) ⊂
k⋃
j=1
DXj∩B(y,r)(P ) et que
k⋃
j=1
DXj∩B(y,r)(P ) est un repre´sentant
du germe ∆Xyn (P ) par la Proposition 4.5.(iii), l’hypothe`se assure que la majoration
suivante a lieu : dim
(
CY (fr(K
P,r
j (y)))yn
)
≤ i − 1 − dim(Y ), ce qui par la Proposition
4.8 donne bien : lim
n→∞
Θi(K
P,r
j (y), yn) = Θi(K
P,r
j (y), y) = Θi(K
P,r
j (y)). ✷
Nous allons maintenant montrer que l’hypothe`se du The´ore`me 4.9.(ii) a lieu, c’est-a`-
dire que les sous-analytiques denses Ddim(Y )+1, · · · ,Dd existent bien, lorsque la stratifica-
tion (Xj)j∈{0,···,k} est (w)-re´gulie`re.
On conside`re pour cela la situation suivante : X est un ensemble sous-analytique
ferme´ de Rn de dimension d, muni d’une stratification (w)-re´gulie`re (Xj)j∈{0,...,k} dont
Y est une strate. On s’inte´resse aux proprie´te´s locales de la stratification au voisinage
d’un point de Y . Au voisinage de ce point, l’adhe´rence de X \ Y est X . Quitte a` faire un
changement de coordonne´es locales, on peut supposer que ce point est l’origine et que Y
est un sous-espace vectoriel de Rn. Pour i de dim(Y ) + 1 a` d, et un plan P de dimension
i contenant Y , on conside`re la projection orthogonale de noyau P⊥ sur P . On note N
le sous-espace vectoriel de dimension n − dim(Y ) normal a` Y et on identifie Rn avec le
produit Y ×N.
A` un morphisme sous-analytique lisse f : Z −→ R de´fini sur un ensemble sous-
analytique de dimension d dans Rn, on associe le fibre´ conormal relatif T ∗fR
n, ensemble
sous-analytique lisse de dimension n du fibre´ cotangent T ∗Rn. Pour un morphisme sous-
analytique f : Z −→ R lisse sur un ouvert partout dense U de Z, le conormal relatif
T ∗fR
n est, par de´finition, l’adhe´rence de T ∗
f |U
dans T ∗Rn. Cet ensemble est stable par les
homothe´ties re´elles du fibre´ vectoriel cotangent T ∗Rn. Lorsque f est constante sur Z, on
note T ∗ZR
n au lieu de T ∗fR
n. Lorsqu’il n’y a pas d’ambigu¨ıte´, on abre`ge T ∗fR
n en T ∗f .
The´ore`me 4.10. — Soit X un ensemble sous-analytique ferme´ de Rn de dimension
d, muni d’une stratification (w)-re´gulie`re (Xj)j∈{0,...,k} dont Y est une strate. Pour i de
dim(Y ) + 1 a` d, les deux proprie´te´s suivantes sont vraies :
(i) Il existe un ouvert sous-analytique partout dense Di dans G(i − dim(Y ),N) tel que,
pour P dans Di, le plan P⊥ ne rencontre le coˆne normal CY (PX(P )) qu’a` l’origine.
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(ii) Il existe un ouvert sous-analytique partout dense Di dans G(i − dim(Y ),N) et un
ouvert sous-analytique partout dense Dn−i+1 dans G(n− i+ 1,N), tels que, pour P
(contenant Y ) dans Di et W (orthogonal a` Y ) dans Dn−i+1, le plan W ne rencontre
le coˆne normal CY (PX(P )) qu’a` l’origine.
(iii) Il existe un ouvert sous-analytique partout dense Ai dans la varie´te´ des drapeaux
F (1, i − dim(Y ),N) tel que pour (L ⊂ P ) e´le´ment de Ai, L normal a` Y dans P , le
plan π−1P (L) ne rencontre le coˆne normal CY (PX(P )) qu’a` l’origine.
Preuve. On conside`re la de´formation u : D(X,Y ) −→ R de X au coˆne normal a` Y ,
naturellement plonge´e dans le produit TY R
n×R. Le conormal relatif de cette de´formation
s’identifie a` la de´formation D(T ∗XR
n, T ∗Y R
n) de T ∗XR
n au coˆne normal a` T ∗Y R
n, elle-meˆme
sous espace du produit T ∗(TY R
n) × R. Nous noterons X (resp. T) l’espace total de la
de´formation de X au coˆne normal a` Y , (resp. de la de´formation de T ∗XR
n au coˆne normal
a` T ∗Y R
n) et sa fibre spe´ciale X0 (resp. T0). La fibre T0 est un sous-ensemble de T
∗(TY R
n).
On de´signe par π la projection naturelle du fibre´ normal TY R
n sur Y . Elle induit une
projection pr de T ∗(TY R
n) sur le fibre´ cotangent relatif T ∗π. D’autre part, l’isomorphisme
hamiltonien identifie le coˆne normal a` T ∗Y R
n dans T ∗Rn au fibre´ cotangent T ∗(T ∗Y R
n). Si
on de´signe par π′ la projection naturelle du fibre´ conormal T ∗Y R
n sur Y , elle induit a` son
tour une projection pr′ de T ∗(T ∗Y R
n) sur T ∗π′. On remarque que pr′ s’identifie a` pr et
T ∗π′ a` T ∗π via l’isomorphisme hamiltonien.
L’e´nonce´ qui suit a e´te´ prouve´, lorsque Y est un point par Kashiwara dans [Ka2] dans
le cadre analytique complexe.
Lemme 4.11. — L’ensemble pr(T0) est un sous-ensemble relativement isotrope et
homoge`ne du cotangent relatif T ∗π.
Preuve du lemme 4.11. Le re´sultat se de´montre localement en un point lisse de la
fibre T0 de T dont la projection dans TY R
n (resp. T ∗Y R
n) n’est pas dans la section nulle
de TY R
n (resp. T ∗Y R
n). Graˆce au lemme d’aile ([Dr-Mi], [Lo]) on se rame`ne au cas ou` T0
est de codimension 1 dans T. Dans ce cas, l’aile est une parame´trisation locale ϕ de T,
ϕ : T0 × (0, α) −→ T telle que que ϕ(s, t) = (ϕ(s, 0), ρ(s, t)).
On choisit des coordonne´es locales (y, x) dans Rn de telle sorte que Y est de´fini
par l’ide´al (x). On note (η, ξ) les coordonne´es correspondantes sur les fibres du fibre´
cotangent T ∗Rn. Sur T ∗(TY R
n) on en de´duit des coordonne´es (y, ℓ, ν, ξ) qui s’e´tendent en
des coordonne´es (y, ℓ, ν, ξ, u) sur le produit T ∗(TY R
n)× R. L’application :
(y, ℓ, u) 7−→ (y, uℓ, u)
induit un isomorphisme de X \ X0 sur X × R
∗
+. Elle se rele`ve en une application :
(y, ℓ, ν, ξ, u) 7−→ (y, uℓ, uν, ξ, u)
qui induit un isomorphisme de T \ T0 sur T ∗XR
n × R∗+. Par de´finition de T
∗
XR
n, la forme
diffe´rentielle ηdy + ξdx est nulle en restriction a` la partie lisse de T ∗XR
n. On en de´duit
l’e´galite´ suivante, vraie en restriction aux points lisses de T \ T0 :
ξ
‖ξ‖ ‖ℓ‖
dℓ = −
ν
‖ξ‖ ‖ℓ‖
dy −
〈ξ · ℓ〉
‖ξ‖ ‖ℓ‖
du
u
.
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La condition (w) se traduit par le fait que la quantite´ :
‖ν‖
‖ξ‖ ‖ℓ‖
est localement borne´e. La condition (b′), conse´quence de (w), se traduit par le fait que la
quantite´ :
〈ξ · ℓ〉
‖ξ‖ ‖ℓ‖
tend vers 0 avec t. La forme diffe´rentielle
〈ξ · ℓ〉
‖ξ‖ ‖ℓ‖
du
u
s’e´tend donc en une forme sur T au
voisinage des points conside´re´s. On en conclut que la forme diffe´rentielle
ξ
‖ξ‖ ‖ℓ‖
dℓ induit
une forme diffe´rentielle relative au dessus de Y , nulle sur la partie lisse de pr(T0). ✷
Fin de la preuve du The´ore`me 4.10. Conside´rons le fibre´ cotangent relatif
T ∗π et sa projection canonique p sur TY R
n. L’isomorphisme hamiltonien identifie T ∗π au
fibre´ cotangent relatif T ∗π′ de la projection π′ : T ∗Y R
n −→ Y . On a donc e´galement une
projection canonique p′ de T ∗π sur T ∗Y R
n. Un plan P de dimension i contenant Y e´tant
donne´ dans Rn, il induit, graˆce a` la structure euclidienne de Rn, un sous-fibre´ de rang
i − dim(Y ) de T ∗Y R
n, note´ encore P . D’autre part, l’orthogonal P⊥ induit un sous-fibre´
de rang n − i de TY R
n, note´ encore P⊥. Conside´rons le produit fibre´ P⊥ ×Y P . Le
Lemme 4.11 a les conse´quences suivantes : il existe un ouvert Di partout dense dans la
grassmannienne G(i − dim(Y ),N) tel que pour V de dimension i contenant Y ,
- L’intersection de P⊥ ×Y P avec tout sous-ensemble relativement isotrope de T ∗π, en
particulier avec pr(T0) est re´duite a` la section nulle de T
∗π.
- La projection p(p′−1(P ) ∩ pr(T0)) est le coˆne normal a` la polaire PX(P ).
Nous venons de montrer la premie`re assertion du the´ore`me. Pour terminer la preuve, il
suffit de ve´rifier que les trois assertions sont en fait e´quivalentes. On conside`re un espace
vectoriel E de dimension k et la varie´te´ des drapeaux ℓ ⊂ H forme´s d’une droite ℓ et d’un
hyperplan H de E. On la note F . Elle est contenue dans le produit P× P∨ du projectif
des droites par le projectif des hyperplans de E. Si on se donne un drapeau :
D : {0} = V0 ⊂ V1 ⊂ . . . ⊂ Vk−1 ⊂ Vk = E,
les cycles σi(D) : ℓ ⊂ Vi ⊂ H pour i de 1 a` k − 1 engendrent la cohomologie de F en
codimension k − 1. Il en est de meˆme des cycles :
ςi(D) : ℓ ⊂ Vi+1, Vi ⊂ H.
pour i de 1 a` k − 1, puisque dans la cohomologie de F on a : ςi(D) = σi(D) + σi+1(D)
pour i de 1 a` k − 1.
Donnons-nous un autre drapeau D′ : W1 ⊂ . . . ⊂ Wk = E de sous-espaces vectoriels
de E. La varie´te´ de drapeaux F est une sous-varie´te´ de codimension 1 dans le produit
P× P∨ ou` la cohomologie en codimension k − 1 est engendre´e par les cycles
ςi(D,D
′) : ℓ ⊂Wi+1, Vi ⊂ H.
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pour i de 0 a` k − 1. Pour un sous-ensemble Σ de F , les quatre proprie´te´s suivantes sont
donc e´quivalentes :
1 - Σ est de dimension strictement infe´rieure a` k − 1.
2 - Il existe un ouvert partout dense de drapeaux tel que pour tout drapeau D de cet
ouvert et i de 1 a` k − 1, l’intersection de Σ avec les σi(D) est vide.
3 - Il existe un ouvert partout dense des couples de drapeaux tel que pour tout couple de
drapeaux (D,D′) de cet ouvert et i de 0 a` k−1, l’intersection de Σ avec les ςi(D,D
′)
est vide.
4 - Il existe un ouvert partout dense de drapeaux tel que pour tout drapeau D de cet
ouvert et i de 1 a` k − 1, l’intersection de Σ avec les ςi(D) est vide. ✷
Remarque. On note que la condition 4.10.(i) est e´quivalente a` la condition (b∗) le
long de Y et a` la suivante :
4.10.(iv) : Il existe un ouvert sous-analytique partout dense Gi dans G(i − dim(Y ),N)
tel que, pour P dans Gi, P ve´rifie la condition (∗) introduite au de´but de la
section 4.
D’autre part tout sous-ensemble isotrope de P × P∨ e´tant de dimension strictement
infe´rieure a` k − 1, la conclusion du Lemme 4.11 implique chacune des conditions
e´quivalentes 4.10.(i) a` 4.10.(iv). Nous ne savons pas si la re´ciproque est vraie.
Appendice. Polye`dres et valuations sphe´riques - Calcul des coefficients mji .
Nous traitons ici le cas ou` l’ensemble X0 (note´ V ) est un coˆne polye´dral de R
n de
sommet l’origine, de dimension maximale et nous expliquons comment le The´ore`me 3.1
se rattache dans ce contexte a` des questions de ge´ome´trie convexe sphe´rique. Le cas
conique polye´dral permet en outre un calcul aise´ des coefficients mji de la matrice M du
The´ore`me 3.1.
Par polye`dre de Rn nous entendons une partie de Rn qui est une intersection finie
de demi-espaces ferme´s. Un polye`dre de Rn est ainsi une partie convexe de Rn. Un coˆne
polye´dral de Rn de sommet l’origine est un polye`dre de Rn obtenu comme intersection
de demi-espaces ferme´s contenant tous dans leur bord l’origine. Par polytope de Rn nous
entendons un polye`dre compact de Rn, c’est-a`-dire l’enveloppe convexe d’un nombre fini
de points de Rn. Enfin un polytope sphe´rique (de Sn−1) est l’intersection d’un coˆne
polye´dral (de Rn) de sommet l’origine et de la sphe`re Sn−1. Nous noterons Kn l’ensemble
des convexes compacts de Rn et KSn−1 l’ensemble des convexes compacts de Sn−1.
Nous introduisons maintenant brie`vement la notion de valuations sur les convexes.
Pour plus de de´tails on pourra se reporter a` [Sc3,4] ou [McMu-Sc].
Une application v : Kn → R (resp. v : KSn−1 → R) est une valuation re´elle
(resp. une valuation sphe´rique re´elle) si v(∅) = 0 et si quels que soient K,L ∈ Kn (resp.
K,L ∈ KSn−1) tels que K ∪ L ∈ Kn (resp. K ∪ L ∈ KSn−1), on a :
v(K ∪ L) = v(K) ∪ v(L)− v(K ∩ L).
On dit qu’une valuation v sur Kn (resp. KSn−1) est continue si elle est continue pour
la me´trique de Hausdorff sur Kn (resp. sur KSn−1). On dit qu’une valuation v sur Kn
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(resp. KSn−1) est simple si la restriction de v aux convexes de dimension non maximale
est nulle. Soit Ison le groupe des isome´tries de Rn. Ce groupe agit sur Kn, de meˆme que
le groupe On des isome´tries de la sphe`re agit sur KSn−1. On dit qu’une valuation v sur
Kn (resp. KSn−1) est invariante (sous l’action de Ison, resp. sous l’action de On ) si quel
que soient K ∈ Kn (resp. K ∈ KSn−1), g ∈ Ison (resp. g ∈ On), on a : v(g.K) = v(K).
Soient i, j ∈ {0, · · · , n}. Si C est un coˆne convexe sous-analytique de Rn de sommet
l’origine, par i-homoge´ne´ite´ de Λi et par convexite´, on a :
Λℓoci (C0) =
1
αi
· Λi(C ∩B
n
(0,1)) =
1
αi
· γ¯n−i,n({P¯ ∈ G¯(n− i, n); P¯ ∩ C ∩B
n
(0,1)) 6= ∅}) et
σj(C0) =
∫
P∈G(j,n)
Θj
(
(πP (C))0
)
dγj,n(P ).
Notons Λ̂ℓoci et σ̂j les valuations sphe´riques sur KS
n−1, auxquelles donnent lieu Λℓoci et
σj :
∀K ∈ KSn−1, Λ̂i(K) = Λ
ℓoc
i (K̂0) et σ̂j(K) = σj(K̂0),
ou` K̂ est le coˆne dans Rn sur K de sommet l’origine. Ces valuations sont continues et
invariantes sous l’action de On.
En tant qu’objet d’e´tude syste´matique l’introduction des valuations vues comme
invariants de de´coupage, remonte au troisie`me proble`me de Hilbert (voir [Bo], [Sah]).
Cette e´tude culmine dans la caracte´risation, due a` Hadwiger ([Had], [Kl]) des valuations
invariantes et continues :
The´ore`me ([Had], [Kl]) . — Si v est une valuation sur Kn continue et invariante
sous l’action de Ison, il existe des constantes re´elles α0, · · · , αn telles que : v =
n∑
i=0
αi ·Λi.
Une fac¸on e´quivalente d’e´noncer le the´ore`me d’Hadwiger est la suivante :
Si v est une valuation simple sur Kn, continue et invariante sous l’action de Ison, il
existe une constante re´elle α telle que : v = α · Λn = α · H
n.
Un proble`me apparemment de´licat, consiste a` savoir si le the´ore`me d’Hadwiger admet un
e´quivalent sphe´rique :
Question ([Gr-Sc] Proble`me 74, [Sc-McMu] Proble`me 14.3) . — Si v est une
valuation simple sur KSn−1, continue et invariante sous l’action de On, est-il vrai que v
est proportionnelle au volume Hn−1 de Sn−1(0,1) ?
Une re´ponse positive a` cette question aurait pour corollaire imme´diat le The´ore`me
3.1 et inversement la preuve du The´ore`me 3.1 est une re´ponse positive a` la question de
la validite´ de la version sphe´rique du the´ore`me de Hadwiger, dans le cas particulier des
valuations σ̂∗ et Λ̂∗. Notons que l’on dispose d’une re´ponse positive a` cette question,
dans le cas ou` n ≤ 3 (cf [McMu-Sc] The´ore`me 14.4) et dans le cas ou` la valuation est de
signe constant. Dans ce dernier cas la continuite´ de la valuation n’est pas requise et la
valuation est de´finie a priori sur les polytopes convexes et non pas ne´cessairement sur tous
les convexes de Sn−1 :
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The´ore`me A.1. ([Sc1] The´ore`me 6.2, [Sc2]) — Soit v une valuation simple de´finie
sur les polytopes de Sn−1, invariante sous l’action de On et a` valeurs dans R+. Il existe
alors c ∈ R+ tel que v = c · H
n−1
|Sn−1.
Venons-en maintenant au calcul des coefficients de la matrice M du The´ore`me 3.1.
Si V est un polye`dre de Rn de dimension n, on dit qu’un hyperplan qui le borde est
une facette de V . Le vecteur normal a` une facette F de V est le vecteur unitaire orthogonal
a` F situe´ dans le demi-espace de´fini par F qui ne contient pas V . Pour i ∈ {0, · · · , n− 1},
une i-face de V est l’intersection de n − i facettes distinctes de V et de V . On note
F i(V ) l’ensemble des i-faces de V . Par convention Fn(V ) = {V }. Si V est un polytope
sphe´rique, pour i ∈ {0, · · · , n− 1}, une i-face de V est de´finie comme e´tant l’intersection
de Sn−1 et d’une (i+1)-face de V̂ . A` tout point x ∈ V on peut associer Fx, l’unique face
de V de dimension minimale contenant x. Si x ∈ ∂V (le bord de V ), on de´finit C(x, V ),
le coˆne conormal a` V en x, de la fac¸on suivante : C(x, V ) est le coˆne positif de TxR
n
engendre´ par les vecteurs normaux aux facettes de V contenant x. On convient que :
C(x, V ) = {0}, lorsque x ∈ V \ ∂V .
Remarque. Si V est un polye`dre de Rn, x ∈ V , et si Fx est de dimension
i ∈ {0, · · · , n− 1}, C(x, V ) est un coˆne de dimension n− i. De plus quel que soit y ∈ Fx,
C(x, V ) = C(y, V ). On de´finit donc le coˆne conormal de V le long d’une face F de V par :
C(F, V ) = C(x, V ), ou` x est quelconque dans F . On a : C(V, V ) = {0}.
Si V est un polye`dre de´ge´ne´re´ de Rn, c’est-a`-dire si le sous-espace vectoriel [V ] de
R
n engendre´ par V est de dimension < n, on note C[V ](x, V ) le coˆne conormal de V
en x dans [V ], au sens de la de´finition qui pre´ce`de, puisque V est de codimension nulle
dans [V ]. Avec cette notation, le coˆne conormal de V en x dans Rn, note´ CRn(x, V ) est
de´fini par C[V ](x, V )× [V ]
⊥. Le coˆne conormal est ainsi relatif a` l’espace dans lequel il est
obtenu, mais nous donnons une de´finition intrinse`que attache´e au coˆne conormal : l’angle
exte´rieur.
De´finition A.2. Soit V un polye`dre Rn et F ∈ F i(V ). On de´finit γ(F, V ), l’angle
exte´rieur de V en F par :
γ(F, V ) =
1
αn−i
(Hn−i(C(F, V ) ∩Bn(0,1))) = Θn−i(C(F, V )0).
Par convention γ(V, V ) = 1 (ce qui, compte tenu de C(V, V ) = {0}, signifie que l’on opte
pour la convention Θ0({0}) = 1).
Remarque. Comme la densite´ d’un produit est le produit des densite´s des facteurs
(dans les dimensions ade´quates), lorsque V est un polye`dre de´ge´ne´re´ de Rn, l’e´galite´
CRn(x, V ) = C[V ](x, V )× [V ]
⊥ montre que l’angle exterieur de V en l’une de ses faces ne
de´pend pas de l’espace ambiant dans lequel on le calcule.
La formule cine´matique principale donne l’expression de Λi a` l’aide des angles
exte´rieurs attache´s aux i-faces :
The´ore`me (formule cine´matique principale) [Sc3] 4.5.2, [Sc4] 7.2]) . — Soit
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V un polytope de Rn, pour tout i ∈ {0, · · · , n}, on a :
Λi(V ) =
n∑
F∈Fi
γ(F, V ) · Hi(F ).
Le The´ore`me d’Hadwiger implique alors que toute valuation v sur Kn, continue et
invariante sous l’action de Ison ve´rifie :
∃α1, · · · , αn ∈ R, ∀V polytope de R
n, v =
n∑
i=0
αi
∑
F∈Fi
γ(F, V ) · Hi(F ) (∗)
Bien que nous ne sachions pas si l’e´quivalent sphe´rique du The´ore`me d’Hadwiger est
vrai, nous allons montrer, pour prouver le The´ore`me 3.1 sur les coˆnes polye´draux, que
les valuations Λ̂i et σ̂j sur les polytopes de S
n−1 sont des combinaisons line´aires des
e´quivalents sphe´riques des γ(F, V ) · Hi(F ).
Soit V un polytope de Sn−1 et V̂ le coˆne polye´dral de sommet l’origine de Rn qui lui
est associe´. Si F est une k-face de V , on note F̂ la (k + 1)-face de V̂ qui lui est associe´e.
Nous allons prouver qu’existent des constantes a0, · · · , an−1, b0, · · · , bn−1 inde´pendantes de
V telles que :
Λ̂i(V ) =
n−1∑
k=0
ak
∑
F∈Fk(V )
γ(F̂ , V̂ )·Hk(F ) et σ̂j(V ) =
n−1∑
k=0
bk
∑
F∈Fk(V )
γ(F̂ , V̂ )·Hk(F ) (∗∗)
En prouvant (∗∗) nous allons ainsi prouver l’e´quivalent sphe´rique de (∗) pour les valu-
ations sphe´riques particulie`res que sont Λ̂i et σ̂j , i, j ∈ {0, · · · , n}, c’est-a`-dire re´pondre
positivement au Proble`me 15.5 de [McMu-Sc] pour les valuations Λ̂i. Remarquons que
dans les e´galite´s (∗∗), Hk(F ) = Hk(Sk) ·Θk+1(F̂0).
Lemme A.3. — Soit V un coˆne polye´dral de Rn de sommet l’origine. On a :
n∑
k=0
∑
F∈Fk(V )
γ(F, V ) ·Θk(F0) = 1
Preuve. Soit F ∈ Fk(V ), le coˆne F + C(F, V ) est de dimension n et sa densite´
en l’origine est Θn((F + C(F, V )0)) = Θk(F0) · Θn−k((C(F, V ))0) = Θk(F0) · γ(F, V ).
Or comme V est convexe,
n⋃
k=0
⋃
F∈Fk(V )
F + C(F, V ) = Rn et comme lorsque F 6= G,
(
F + C(F, V )
)
∩
(
G+ C(G, V )
)
est un coˆne de dimension < n, on en de´duit que :
Θn
(
(
n⋃
k=0
⋃
F∈Fk(V )
F + C(F, V ))0
)
=
n∑
k=0
∑
F∈Fk(V )
Θn
(
(F + C(F, V ))0
)
= 1. ✷
The´ore`me A.4. — Soit j ∈ {0, · · · , n} et soit V un coˆne polye´dral de Rn de
sommet l’origine. On a alors :
σj(V0) =
n∑
k=j
∑
F∈Fk(V )
γ(F, V ) ·Θk(F0).
41
Preuve. Par de´finition σj(V0) =
∫
P∈G(j,n)
Θj
(
(πP (V ))0
)
dγj,n(P ). Par le
Lemme A.3 on obtient :
σj(V0) = 1−
∫
P∈G(j,n)
j−1∑
k=0
∑
G∈Fk(πP (V ))
γ(G, πP (V )) ·Θk(G0) dγj,n(P ).
Soit P ∈ G(j, n) ge´ne´rique et k ∈ {0, · · · , j− 1}. Pour toute k-face F de V , πP (F ) est une
k-face de πP (V ) si et seulement si P ∩ C(F, V ) 6= {0} et dans ce cas :
C(πP (F ), πP (V )) = P ∩ C(F, V ).
Re´ciproquement a` toute k-face G de πP (V ) on peut associer une unique k-face F de V
telle que πP (F ) = G. On peut donc e´crire :
σj(V0) = 1−
∫
P∈G(j,n)
j−1∑
k=0
∑
F∈Fk(V )
Θj−k
(
(C(F, V ) ∩ P )0
)
·Θk(
(
πP (F ))0
)
dγj,n(P ).
Soit alors [F ] l’espace vectoriel engendre´ par F . On de´finit une application v sur les
polytope sphe´riques de [F ] de la fac¸on suivante. Pour tout polytope sphe´rique W de [F ] :
v(W ) =
∫
P∈G(j,n)
Θj−k
(
(C(F, V ) ∩ P )0
)
·Θk(
(
πP (Ŵ ))0
)
dγj,n(P ).
L’application v est une valuation simple sur les polytopes sphe´riques de [F ], invariante
sous l’action des rotations de [F ]. Comme de plus v est positive, par le The´ore`me A.1, v
est proportionnelle au volume Hk−1 sur la sphe`re unite´ de [F ]. Il existe c ∈ R+, tel que
pour tout polytope sphe´rique W de [F ], v(W ) = c · Hk−1(W ). En e´galant W a` la sphe`re
unite´ de [F ], on obtient, puisqu’alors Θk(
(
πP (Ŵ ))0
)
= 1 :∫
P∈G(j,n)
Θj−k
(
(C(F, V ) ∩ P )0
)
dγj,n(P ) = c · H
k−1(Sk−1(0,1)).
On en de´duit que :
v(F ) =
Hk−1(F )
Hk−1(Sk−1(0,1))
·
∫
P∈G(j,n)
Θj−k
(
(C(F, V ) ∩ P )0
)
dγj,n(P )
= Θk(F ) ·
∫
P∈G(j,n)
Θj−k
(
(C(F, V ) ∩ P )0
)
dγj,n(P ).
Maintenant l’application u de´finie sur les polytopes sphe´riques W de [F ]⊥ par :
u(W ) =
∫
P∈G(j,n)
Θj−k
(
(Ŵ ∩ P )0
)
dγj,n(P )
est une valuation simple, positive, invariante sous l’action des rotations de [F ]⊥. A`
nouveau, par le The´ore`me A.1, u est proportionnelle au volume sur la sphe`re unite´ de
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[F ]⊥ (on peut aussi invoquer la formule de Cauchy-Crofton sphe´rique cf [Fe2] 3.2.48), ce
qui donne :
v(F ) = Θk(F ) ·Θj−k
(
(C(F, V ))0
)
.
On a ainsi prouve´ l’e´galite´ :
σj(V0) = 1−
j−1∑
k=0
∑
F∈Fk(V )
Θj−k
(
(C(F, V ))0
)
·Θk(F0) = 1−
j−1∑
k=0
∑
F∈Fk(V )
γ(F, V ) ·Θk(F0).
Le The´ore`me A.4 re´sulte de cette e´galite´ et du Lemme A.3. ✷
Nous exprimons maintenant a` leur tour les invariants Λℓoci , dans le cas polye´dral,
comme combinaisons line´aires des produits des densite´s des k-faces par leur angle exte´rieur.
The´ore`me A.5. — Quels que soient i ∈ {0, · · · , n} et le coˆne polye´dral V de Rn
de sommet l’origine :
Λℓoci (V0) =
n∑
k=i
aki
∑
F∈Fk(V )
γ(F, V ) ·Θk(F0),
ou` quel que soit k ∈ {i, · · · , n}, aki =
αk
αk−i · αi
Cik.
Preuve. On a de´ja` remarque´ que Λℓoci (V0) =
1
αi
·Λi(V ∩B
n
(0,1)). Calculons le volume
du voisinage tubulaire de rayon r autour de V ∩Bn(0,1) afin d’obtenir Λ
ℓoc
i (V0) :
Hn(T r(V ∩B
n
(0,1))) =
n∑
i=0
αi · Λ
ℓoc
i (V0) · αn−i · r
n−i. (1)
Rappelons que C(x, V ) de´signe le coˆne conormal de V en x. Si x ∈ Sn(0,1) ∩ V et F (= Fx)
est la face de V contenant x, nous de´finissons le coˆne conormal de V ∩ Bn(0,1) en x par
R+ · x+ C(F, V ) et nous le notons aussi C(x, V ). Avec cette notation :
T r(V ∩B
n
(0,1)) =
∐
x∈V ∩Bn
(0,1)
x+
[
C(x, V ) ∩Bn(0,r)
]
.
Soit F ∈ F0(V )∪· · ·∪Fn(V ), x ∈ F ∩S
n
(0,1) et y ∈ C(F, V )∩S
n
(0,1), on note (pour r ≤ 1) :
Ax,y = [0, 1] · x+
(
([0, 1] · y + [0, 1] · x) ∩Bn(0,r))
)
.
On a alors :
T r(V ∩B
n
(0,1)) =
∐
F∈F0(V )∪···∪Fn(V )
∐
(x,y)∈(F∩Sn
(0,1)
)×(C(F,V )∩Sn
(0,1)
)
Ax,y. (2)
Si F est une face de V de dimension k, le the´ore`me de changement de variables donne
l’existence d’une constante ck,n(r) inde´pendante de F , telle que :
Hn
( ∐
(x,y)∈(F∩Sn
(0,1)
)×(C(F,V )∩Sn
(0,1)
)
Ax,y
)
= ck,n(r) · γ(F, V ) ·Θk(F0). (3)
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Si F = Rk × {0}n−k, comme Hn
( ∐
(x,y)∈(F∩Sn
(0,1)
)×(C(F,V )∩Sn
(0,1)
)
Ax,y
)
= Hn(T r(B
k
(0,1))),
on de´duit de (3) que :
ck(r) = H
n(T r(B
k
(0,1))) =
n∑
j=0
Λj(B
k
(0,1)) · αn−j · r
n−j =
k∑
j=0
Λj(B
k
(0,1)) · αn−j · r
n−j .
Or les Λj ne de´pendent pas de la dimension de l’espace euclidien dans lequel on les calcule,
en voyant Bk(0,1) dans R
k au lieu de Rn, on obtient :
αk · (1 + r)
k = Hk(B(0,r+1)) = H
k(T r(B
k
(0,1))) =
k∑
j=0
Λj(B
k
(0,1)) · αk−j · r
k−j .
Cette dernie`re e´galite´ donne, pour tout j ∈ {0, · · · , k} :
Λj(B
k
(0,1)) =
αk
αk−j
· Cjk,
et donc :
ck,n(r) =
k∑
j=0
αk · αn−j
αk−j
· Cjk · r
n−j . (4)
Les e´galite´s (1), (2), (3) et (4) donnent enfin :
VV ∩Bn
(0,1)
(r) =
n∑
k=0
( k∑
j=0
αk · αn−j
αk−j
· Cjk · r
n−j
) ∑
F∈Fk
γ(F, V ) ·Θk(F0)
=
n∑
i=0
( n∑
k=i
αk
αk−i · αi
Cik
∑
F∈Fk
γ(F, V ) ·Θk(F0)
)
αn−i · αi · r
n−i,
c’est-a`-dire :
Λℓoci (V0) =
n∑
k=i
αk
αk−i · αi
Cik
∑
F∈Fk
γ(F, V ) ·Θk(F0). ✷
Des The´ore`mes A.4 et A.5 on de´duit imme´diatement les valeurs des coefficients mji
du The´ore`me 3.1 :
Calcul des coefficients mji du The´ore`me 3.1. Soit V un coˆne polye´dral de R
n
de sommet l’origine et soit k ∈ {0, · · · , n}. Le The´ore`me A.4 donne :∑
F∈Fk
γ(F, V ) ·Θk(F0) = σk(V0)− σk+1(V0), si k 6= n
et
∑
F∈Fn
γ(F, V ) ·Θn(F0) = σn(V ) = Θn(V0).
Par le The´ore`me A.5, on en de´duit :


Λℓoc1 (V )
...
Λℓocn (V )

 =


m11 m
2
1 . . . m
n−1
1 m
n
1
0 m22 . . . m
n−1
2 m
n
2
...
...
0 0 . . . 0 mnn

 ·


σ1(V )
...
σn(V )

 ,
avec :
mii = a
i
i = 1, m
j
i = a
j
i − a
j−1
i =
αj
αj−i · αi
Cij −
αj−1
αj−1−i · αi
Cij−1, si i+ 1 ≤ j ≤ n. ✷
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