Studio, implementazione e valutazione di un sistema per il riconoscimento di testo offensivo nei Social Media by RADOGNA, NICOLA
Università degli studi di Pisa 
Facoltà di Ingegneria 
 
 
 
Corso di Laurea Magistrale in Ingegneria Informatica 
 
 
 
Studio, implementazione e valutazione di 
un sistema per il riconoscimento di testo 
offensivo nei Social Media 
 
 
 
 
Candidato: 
Nicola Radogna 
 
Relatori: 
Prof. Marco Avvenuti 
Ing. Mario G.C.A. Cimino 
Ing. Maurizio Tesconi 
 
 
 
Anno accademico 2012-13 
 
  
2 
 
  
3 
 
Sommario 
 
 
 
 
Capitolo 1  
Introduzione…………………………………………………………………………………..…….7 
 
Capitolo 2 
Stato dell’arte sulla Text Classification per la determinazione dei commenti 
offensivi...............................................................................................................................12 
2.1 Text Classification tramite Natural Language Processing NLP ........................................ 13 
2.1.1 Metodo base ................................................................................................... 14 
2.1.2 Filtraggio di testo offensivo ............................................................................. 15 
2.2 Algoritmi di apprendimento automatico ........................................................................ 18 
2.2.1 Apprendimento non supervisionato ............................................................................ 18 
2.2.2 Apprendimento supervisionato.................................................................................... 19 
2.2.2.1 Reti neurali ................................................................................................... 21 
2.2.2.2 SMOKEY ........................................................................................................ 22 
2.2.2.3 Naive Bayes .................................................................................................. 25 
2.2.2.4 Maximum Entropy ME.................................................................................. 28 
2.2.2.5 Support Vector Machine SVM ...................................................................... 29 
 
Capitolo 3  
Approccio utilizzato………………………………………………………………………….34 
3.1 Social 2 Trends ................................................................................................................. 36 
3.2 Text2WEKA ...................................................................................................................... 41 
3.3 Dataset ............................................................................................................................ 46 
3.4 Glossario .......................................................................................................................... 48 
3.5 Categorie ......................................................................................................................... 49 
3.6 Corpus .............................................................................................................................. 50 
3.7 Feature extraction e feature selection ............................................................................ 51 
3.7.1 Esempio di applicazione di feature extraction: ............................................... 54 
3.8 Costruzione training set .................................................................................................. 56 
3.9 Utilizzo di WEKA .............................................................................................................. 58 
4 
 
3.10 Parametri di valutazione ............................................................................................... 62 
 
Capitolo 4 
Simulazioni……………………………………………………………………………………69 
4.1 Modalità 1: feature come parola .................................................................................... 71 
4.1.1 Naive Bayes ..................................................................................................... 71 
4.1.2 Support Vector Machine SVM ......................................................................... 77 
4.1.3 J48 .................................................................................................................... 82 
4.1.4 Ulteriori simulazioni ........................................................................................ 87 
4.2 Modalità 2: feature come parola offensiva ..................................................................... 91 
4.2.1 Naive Bayes ..................................................................................................... 91 
4.2.2 Support Vector Machine SVM ......................................................................... 96 
4.2.3 J48 .................................................................................................................. 100 
4.2.4 Ulteriori simulazioni ...................................................................................... 105 
4.3 Analisi dei risultati ......................................................................................................... 109 
4.3.1 Modalità 1: feature come parole dei commenti ........................................... 109 
4.3.2 Modalità 2: feature come parola offensiva dei commenti ........................... 112 
4.4 Analisi finale .................................................................................................................. 115 
 
Capitolo 5 
Conclusioni………………………………………………………………………………….117 
5.1 Sviluppi futuri ................................................................................................................ 121 
 
 
 
 
 
 
 
 
  
5 
 
Elenco delle figure 
 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
 
40 
41 
42 
43 
44 
 
45 
46 
47 
 
Esempio di albero delle dipendenze ……………………………………………………………………………. 
Esempio di albero delle dipendenze con nodi “Removable” …………………………………………………. 
Modello proposto da McCulloch e Pitts ………………………………………………………………………… 
Costruzione di un iperpiano mediante algoritmo SVM nel caso ideale di dati linearmente separabili …... 
Utilizzo di funzioni kernel ………………………………………………………………………………………… 
Architettura complessiva del sistema di rilevazione di testi offensivi ……………………………………….. 
Homepage dell’applicazione Text2WEKA ……………………………………………………………………… 
Tipica lista nell’applicazione S2T ……………………………………………………………………………….. 
Gestione liste in S2T ……………………………………………………………………………………………… 
Ricerca di una nuova pagina in S2T ……………………………………………………………………………. 
Lista “Politici” in S2T ……………………………………………………………………………………………… 
“Like” e “Share” in S2T …………………………………………………………………………………………… 
Schema E/R del database s2t …………………………………………………………………………………… 
WEKA GUI Chooser ……………………………………………………………………………………………… 
Applicazione Web T2W …………………………………………………………………………………………... 
Schema E/R del database t2w ………………………………………………………………………………….. 
Sezione “dataset” in T2W, elenco delle pagine ……………………………………………………………….. 
Sezione “dataset” in T2W, elenco dei post …………………………………………………………………….. 
Sezione “dataset” in T2W, elenco dei commenti al post ……………………………………………………… 
Sezione “dataset” in T2W, elenco dei commenti al post con commenti offensivi ………………………….. 
Sezione “Glossario” in T2W ……………………………………………………………………………………… 
Sezione “Categorie” in T2W ……………………………………………………………………………………... 
Dichiarazione delle features in un file di input per WEKA ……………………………………………………. 
Sezione “Input file” in T2W ………………………………………………………………………………………. 
Sezione “Training set” in T2W …………………………………………………………………………………… 
Organizzazione dei dati in un file di input per WEKA …………………………………………………………. 
Selezione delle features in WEKA ………………………………………………………………………………. 
Tab “Classify” in WEKA ………………………………………………………………………………………….. 
Allenamento in WEKA ……………………………………………………………………………………………. 
Confusion Matrix in WEKA ………………………………………………………………………………………. 
Considerazioni sulla Confusion Matrix in WEKA ……………………………………………………………… 
Parametri di valutazione in WEKA ……………………………………………………………………………… 
Curva ROC riferita all’esempio ………………………………………………………………………………….. 
Curva PRC riferita all’esempio …………………………………………………………………………………... 
Grafico delle istanze categorizzate correttamente ed erroneamente in modalità 1 ……………………….. 
Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 1 …… 
Grafico della ROC Area in modalità 1 ………………………………………………………………………….. 
Grafico della MCC in modalità 1 ………………………………………………………………………………… 
Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 1 con 
training set al 77% ………………………………………………………………………………………………… 
Grafico delle istanze categorizzate correttamente ed erroneamente in modalità 2 ……………………….. 
Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 2 …… 
Grafico della ROC Area in modalità 2 ………………………………………………………………………….. 
Grafico della MCC in modalità 2 ………………………………………………………………………………… 
Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 2 con 
training set al 77% ………………………………………………………………………………………………… 
Tabella riassuntiva delle caratteristiche degli approcci in questo lavoro e nei riferimenti [22], [16] e [13]  
Tabella riassuntiva con il confronto dei risultati di questo lavoro e dei riferimenti [22] e [13] …………….. 
Tabella riassuntiva con il confronto dei risultati di questo lavoro e del riferimento [16] …………………… 
 Pag. 16 
 17 
21 
30 
31 
34 
35 
36 
37 
38 
38 
39 
40 
42 
42 
44 
46 
47 
47 
47 
48 
50 
52 
54 
56 
58 
59 
60 
61 
62 
63 
63 
66 
67 
109 
110 
111 
111 
112 
 
113 
113 
114 
114 
115 
 
119 
120 
120 
 
 
 
6 
 
  
7 
 
Capitolo 1 
 
Introduzione 
 
L’obiettivo di questo studio è quello di creare un sistema in grado di classificare 
automaticamente dei commenti provenienti dai Social Media. La categorizzazione è 
effettuata sulla base di categorie ben precise, decise a priori. Il sistema prevede 9 
categorie, di cui una contenente i messaggi non offensivi, mentre le altre discriminano i 
vari tipi di messaggi offensivi (messaggi razzisti, a sfondo sessuale ecc.). 
 
I computer stanno diventando sempre più lo strumento attraverso il quale le persone 
socializzano tra loro. La modalità di socializzazione verso cui ci si sta orientando 
è, quindi, quella di tipo virtuale, nel senso che gli individui tendono a crearsi una sfera di 
conoscenze per mezzo di Internet. 
 
Esistono vari mezzi che permettono alle persone di socializzare nel Web: ad esempio i 
giochi online, le chat room e i forum. I Social Media, in italiano media sociali, sono 
l’insieme delle tecnologie che le persone utilizzano per condividere contenuti testuali, 
immagini, video e audio1. 
Secondo gli studiosi Chen, Zhu, Zhou e Xu, nel 2011 circa il 70% dei teenagers usano i 
Social Media ogni giorno e uno su quattro lo usa almeno dieci volte al giorno [1]. Secondo 
la business company ScanSafe2, come indicato nel “Global Threat Report” [2], circa l’80% 
dei blog presenta contenuti offensivi. 
 
I Social Media  adatti alla comunicazione prendono il nome di Social Network Sites 
(SNS); un SNS, o sito di rete sociale, consiste in una struttura informatica che gestisce nel 
Web le reti basate su relazioni sociali. Secondo gli studiosi Boyd-Ellison [33], un SNS 
permette: 
 
1. la creazione di un profilo pubblico o semi-pubblico all’interno di un sistema 
vincolato; 
2. l’articolazione di una lista di contatti; 
3. la possibilità di scorrere la lista di amici dei propri contatti. 
 
In generale, possono esistere SNS che riguardano tanti aspetti della vita quotidiana, ed 
altri che interessano solo alcuni determinati settori, ad esempio il lavoro, le amicizie, o la 
ricerca di un partner. 
 
Il SNS che negli ultimi anni ha guadagnato più popolarità è sicuramente Facebook. 
Natanel 
2004, la creaturadi Mark Zuckerberg oggi rappresenta il secondo sito Web più visitato 
al mondo (dopo Google) e ha superato nel 2012 il miliardo di utenti iscritti [34]. Nel corso 
del tempo Facebook, come altri SN, si è evoluto e ha offerto sempre più funzionalità 
                                               
1
http://www.prsuisse.ch/it/pr-svizzera/conoscenze-di-rp/che-cosa-sono-rp/glossario/media-sociali 
2
http://www.scansafe.net/ 
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all’utente. Non solo condivisione di informazioni, quindi, ma anche applicazioni di 
vario tipo, come ad esempio i giochi.  
Un altro esempio di SNS molto famoso è Twitter. Esso fornisce agli utenti una pagina 
personale aggiornabile tramite messaggi di testo con lunghezza massima di 140 caratteri. 
La differenza principale con Facebook è che Twitter non consente di modificare la privacy 
dei tweet, i quali sono sempre visibili a tutti i follower, mentre il primo consente di limitarne 
la visibilità solo ai propri amici o a gruppi di amici. Ad oggi questo SNS ha raggiunto i 500 
milioni di iscritti3. 
Altri SNS degni di nota sono Google Plus e Linkedin. Il primo, come dice il nome stesso, è 
stato sviluppato dal team di Google ed annovera più di 500 milioni di iscritti4. Il secondo, 
invece, conta più di 200 milioni di utenti5 e permette la condivisione del proprio curriculum 
vitae, oltre che la ricerca, da parte delle aziende, dei profili professionali di cui 
necessitano. 
 
Il lavoro descritto in questa tesi è stato sviluppato presso l’IIT6(Istituto di Informatica e 
Telematica) del CNR (Consiglio Nazionale delle Ricerche) di Pisa7. La prima parte del 
lavoro, esaminata brevemente in questo documento, è consistita nello sviluppo di 
un’applicazione browser oriented, chiamata Social 2 Trends S2T; essa raccoglie i dati 
riguardanti il numero di like delle pagine di Facebook. Le pagine sono organizzate in liste 
tematiche. I dati immagazzinati permettono di confrontare la popolarità delle pagine di 
ciascuna lista; i risultati così ottenuti possono, inoltre, essere condivisi con altri utenti. 
La seconda parte del lavoro riguarda invece la realizzazione di un sistema per la 
rilevazione di linguaggio offensivo, sulla base di un dataset di commenti prelevati da 
Facebook. Tali commenti si riferiscono a post raccolti da pagine di politici, e di gruppi 
politici, durante le elezioni parlamentarie del 2013, in un lasso di tempo che va da febbraio 
a marzo. I commenti sono stati classificati in commenti offensivi e non offensivi; a loro 
volta, i commenti offensivi sono stati divisi in sottocategorie, analizzate nel capitolo 3. 
 
I gestori dei SNS sono ovviamente portati a fare molta attenzione al regolare svolgimento 
delle attività che avvengono sullo stesso. Vi sono tanti fattori che possono influire 
negativamente sul livello di gradimento degli utenti verso il SNS. Basti pensare, ad 
esempio, ad un SNS in cui vi è un’alta quantità di spam; è chiaro che ci sarà un’alta 
probabilità che gli utenti cancellino la propria iscrizione dal SNS. 
 
Un altro aspetto che sicuramente può abbassare l’indice di gradimento verso un SNS è la 
presenza di flaming all’interno delle conversazioni. Il flaming è un’interazione ostile e 
oltraggiosa tra due o più persone (nella realtà virtuale tra due o più utenti); il flame, 
in inglese letteralmente “fiamma”, è un elemento che in una visione fantasiosa può essere 
visto come una miccia da cui può scaturire una rissa virtuale.  
 
Interesse del gestore del social network, al fine di mantenere alto il gradimento degli utenti 
e 
degli sponsor verso il proprio SNS, è quello di monitorare il livello di flaming all’interno 
delle conversazioni. In sintesi, il SNS deve garantire agli utenti sia la libertà di espressione 
e di opinione sia il mantenimento delle discussioni entro livelli accettabili in cui vi è 
correttezza e rispetto reciproco. 
                                               
3
https://dev.twitter.com/opensource 
4
http://technology.inquirer.net/21013/google-adds-members-photo-sharing-app 
5
http://blog.linkedin.com/2013/01/09/linkedin-200-million/ 
6
http://www.iit.cnr.it/ 
7
http://www.area.pi.cnr.it/ 
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Nel mondo dei SNS figurano due tipi particolari di utenti, i troll e i flamer [35] 
 
1. i troll sono utenti che partecipano ad una discussione virtuale con l’unico intento di 
sconvolgerne il ritmo mediante interventi provocatori, irritanti, fuori tema o più 
semplicemente senza senso; 
2. i flamers, invece, sono utenti che inviano messaggi deliberatamente ostili e 
provocatori con lo scopo di generare una flame war, con lo scambio di insulti che 
spesso ne consegue. 
 
La flaming detectionconsiste, quindi, dapprima nella rilevazione automatica di commenti 
offensivi e successivamente nell’identificazione di un flame all’interno di una discussione; 
una flame war si individua, al minimo, come una rapida successione di commenti offensivi. 
 
La struttura della tesi prevede una prima parte introduttiva, in cui si descrive 
sommariamente l’aspetto riguardante la rilevazione del testo offensivo, seguita subito 
dopo, nel secondo capitolo, dalla descrizione delle principali tecniche usate per 
classificare il testo come offensivo o meno; verranno analizzate le varie metodologie, 
ponendo l’accento su algoritmi che fanno uso esclusivamente di Natural Language 
Processing (NLP) e su algoritmi di Machine Learning (ML) ad apprendimento 
supervisionato.  
Nel terzo capitolo vengono descritte in maniera approfondita le componenti che fanno 
parte dell’architettura utilizzata in questo lavoro: si parte con le due applicazioni Web 
sviluppate, Social 2 Trends (S2T) e Text2Weka (T2W), per finire con il tool WEKA, che 
effettua la classificazione del testo; in questo capitolo vi è anche citato il software SMC 
CAPER, per mezzo del quale sono stati raccolti i commenti del SNS Facebook su cui si è 
operato. 
Nel quarto capitolo vi sono le simulazioni e l’analisi dei risultati delle prove fatte con i vari 
algoritmi, con relativi confronti e valutazioni riferiti al particolare dominio applicativo del 
mondo politico. 
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Capitolo 2 
 
Stato dell’arte sulla Text Classification 
per la rilevazione dei commenti offensivi 
 
 
La Text Classification [26] (TC), o Text Categorization, consiste nell'assegnamento, del 
tutto automatico tramite intelligenza artificiale, di informazioni testuali (nel nostro caso 
commenti) a determinate classi, o categorie. 
 
Un tipo di approccio esistente per la TC è quello che usa esclusivamente Natural 
Language Processing (NLP), senza prevedere alcun allenamento del sistema. Usare 
soltanto NLP vuol dire, in sostanza, affidare il processo di categorizzazione ad un sistema 
che fa uso di una lista di regole che aiutano a stabilire la classe di appartenenza del 
messaggio.  Nel paragrafo 2.1 verranno analizzati alcuni approcci che fanno uso soltanto 
di NLP. 
 
Classificare i messaggi in maniera automatica è un task molto complicato; si pensi ad 
esempio alla vastità della lingua italiana. In aggiunta, in questo lavoro i messaggi da 
analizzare provengono da un SNS, e quindi oltre alla lingua italiana pura c'è da 
considerare anche alcune significative varianti, come il gergo giovanile, i vocaboli inglesi, i 
modi di dire, errori di battitura, e altro ancora. 
 
L’approccio migliore per realizzare un modello complesso che possa prendere decisioni 
intelligenti sui dati in input è quella di istruire il sistema mediante apprendimento 
automatico. Il primo passo consiste nel creare un vasto insieme di esempi classificati 
manualmente; questa operazione, in questo lavoro, è svolta tramite la Web application 
T2W. Per mezzo di questo insieme creato in precedenza avviene l’allenamento 
“automatico”, o ML, facendo uso dell’apposito tool WEKA. Per allenamento automatico si 
intende il processo di creazione, da parte del software citato in precedenza, in modo del 
tutto automatica di un classificatore, che consiste in una funzione capace di assegnare i 
nuovi commenti testuali in input alle rispettive categorie. Ovviamente i commenti vengono 
forniti al tool non in formato testuale, ma come un insieme di caratteristiche, features, 
precedentemente estratte.  
 
L’allenamento automatico è reso necessario in quanto l'insieme di tutti i possibili 
comportamenti dei dati in input è troppo grande per essere coperto dall’insieme dei dati di 
allenamento. E' quindi necessario l'utilizzo di tecniche per generalizzare gli esempi in 
input, in modo da essere in grado di fare predizioni utili su dati nuovi, diversi da quelli 
forniti in ingresso.  
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Il miglior sistema di apprendimento automatico, cioè in grado di generalizzare gli esempi in 
input estendendoli a tutte le combinazioni possibili, è il sistema costituito dal cervello 
umano; tuttavia, tramite algoritmi molto efficaci analizzati nei successivi capitoli, è 
possibile realizzare strumenti che lo approssimino in maniera sufficiente. 
 
L'insieme dei dati in input è chiamato anche "Esperienza" del sistema. Tom M. Mitchell 
[36] ha fornito una definizione che include qualsiasi programma per computer che migliora 
le sue prestazioni per un certo compito attraverso l'esperienza. Più precisamente: 
 
« un programma apprende da una certa esperienza E se: nel rispetto di una classe di 
compiti T, con una misura di prestazione P, la prestazione P misurata nello svolgere il 
compito T è migliorata dall'esperienza E ». 
 
Dopo questa breve introduzione, in cui sono stati elencati due approcci alla TC, si procede 
nei paragrafi successivi ad una rapida analisi degli approcci che usano solo NLP e delle 
tecniche di apprendimento automatico, con i rispettivi algoritmi. Infine, verranno confrontati 
gli approcci e giustificate le scelte adottate in questa tesi. 
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2.1 Text Classification tramite Natural Language 
Processing NLP 
 
La prima tipologia di tecniche adatte allo scopo della TC è sicuramente quella che prevede 
l’uso esclusivamente di NLP. Tali tecniche non prevedono alcun allenamento del sistema 
sul dataset in esame, ma semplicemente un insieme di passi che devono essere seguiti 
volta per volta per classificare i singoli messaggi. Questi passi, come vedremo, sono il 
preprocessing, la creazione di un albero di dipendenza tramite un parser e la realizzazione 
di un’insieme di regole di decisione. 
 
Il primo approccio analizzato è quello base che usa soltanto NLP. Esso prevede il match 
delle parole che compongono il messaggio con le parole offensive contenute nel 
vocabolario. E’ chiaro che questo tipo di approccio è molto limitato, soprattutto perchè non 
prevede considerazioni di carattere sociolinguistico e sintattico del messaggio. Spesso, 
infatti, il commento può essere offensivo pur senza contenere termini offensivi, e 
naturalmente può accadere anche il caso inverso. 
Il secondo approccio preso in esame, molto più preciso rispetto al primo, considera ad 
esempio anche caratteristiche sintattiche e sociolinguistiche (e quindi il significato delle 
parole in relazione alla sintassi e a come vengono usate nel discorso) usando il parser 
Stanford NLP, individuando solo le frasi dei commenti che contengono testo offensivo. 
 
Si descrive di seguito un insieme di operazioni che precedono l’analisi vera e propria del 
testo e che sono raccolte nella cosidetta fase di preprocessing.  
La procedura di TC è tanto più attendibile quanto più la lunghezza del messaggio è breve 
[10]. Per questo motivo, le tecniche che fanno uso esclusivamente di NLP inizialmente 
tendono ad accorciare il campo d’azione, dividendo un intero messaggio in frasi di 
lunghezza più breve. Inoltre, spesso si cerca di riportare le stesse frasi in una forma base, 
tramite un meccanismo di lemmatizzazione, ovvero la trasformazione delle parole dalla 
forma flessa alla forma base (un esempio che riguarda i verbi è ad esempio la 
trasformazione del verbo “sono”  in “essere”). 
 
Un fattore in comune tra tutte le tecniche esaminate in fase di studio che fanno uso 
esclusivamente di NLP, riportate nei prossimi paragrafi, riguarda l’uso di un vocabolario 
(lexicon) contenente termini appartenenti alle classi in cui si vogliono classificare i 
messaggi (nella maggior parte degli articoli esaminati si tratta di una classificazione tra 
messaggi offensivi e non, quindi in questi casi il vocabolario raccoglie una vasta quantità 
di termini offensivi). Il vocabolario serve per cercare di individuare i termini offensivi 
all’interno di un testo, nel caso in esame all’interno dei messaggi. 
L’assegnamento è fatto in base a regole più o meno complesse, diverse da metodologia a 
metodologia. Questo aspetto verrà analizzato meglio nei paragrafi successivi. 
  
14 
 
2.1.1 Metodo base 
 
La metodologia base di TC in lingua inglese senza far uso di machine learning è quella 
sviluppata dagli studiosi indiani Shiv Shankar Prasad Shukla, Nitin, Sandeep Pratap 
Singh, Navjot Singh Parande, Ankit Khare e Nilesh Kumar Pandey [3] [4]. 
 
Questo approccio fa uso di vocabolari, uno per ciascuna classe. Il primo step è 
rappresentato dalla ricerca di parole appartenenti ai vocabolari all’interno del messaggio. 
Per ciascuna categoria viene calcolato il numero di match, ovvero di termini del 
vocabolario che appaiono nel messaggio.  
 
L’ultimo passaggio consiste nel calcolare, per ciascuna categoria, uno score del 
messaggio (indicato in percentuale). Al messaggio saranno associati, quindi, n score, 
dove n è il numero di classi. Il messaggio verrà assegnato alla classe per cui il suo score è 
più alto. 
L’esempio di seguito prevede la categorizzazione dei messaggi in sei classi: ostile, 
aggressivo, offensivo, inibitorio, sarcastico e flame.  
Prendiamo ad esempio il messaggio:  
 
“sei un ragazzo molto stupido! SCUSA DAMMI il tuo numero!” 
 
Consideriamo adesso i lexicon di due categorie: 
 
Categoria “offensivo”: …deficiente, stupido, ,imbranato … 
Categoria “aggressivo”: …SCUSA, DIMMI, DAMMI, NO... 
 
Tralasciando le altre tre categorie in esame, il numero di match per le classi appena citate 
è: 
 
MatchOffensivo = 1;                       MatchAggressivo = 2; 
 
A questo punto, si calcola per ciascuna classe lo score per quel determinato messaggio: 
 
                  
              
          
       
 
dove TotalMatch è la sommatoria dei match per tutte le classi (nel nostro caso 1+2=3). 
In tal modo si ottiene: 
 
Offensivo%Score = 33%;                   Aggressivo%Score = 66%; 
 
Osservando i risultati raggiunti, il messaggio viene assegnato alla classe “Aggressivo” 
perchè lo score ad esso associato è maggiore. 
Questa metodologia presenta numerosi svantaggi. Per iniziare, essa è strettamente 
collegata alla completezza dei vocabolari, presupposto molto complicato da rispettare. 
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Inoltre, questo approccio tiene conto solo dei match con le parole contenute nei vocabolari 
stessi, senza tener conto di aspetti sociolinguistici o sintattici, come ad esempio l’ordine 
con cui compaiono le parole. Ne deriva che questa metodologia presenta bassissime 
performance. 
 
2.1.2 Filtraggio di testo offensivo 
 
La teoria che sta alla base di questa metodologia è la rilevazione di testo offensivo 
all’interno delle frasi che compongono il messaggio, con la conseguente cancellazione 
solo della singola frase (o delle frasi) [5]. Il risultato di tale operazione è, infatti, il 
messaggio senza la parte contenente testo offensivo; al termine del processo di 
cancellazione, il messaggio possiede ancora un senso compiuto. 
 
La prima fase consiste nel dividere ciascun messaggio in frasi, in modo da rendere più 
facile l’estrazione di informazioni. 
Viene costruito, sulla base di considerazioni sociolinguistiche e sintattiche, un albero delle 
dipendenze tramite il parser Stanford 8 . In generale, un parser è un programma che 
analizza uno stream in input in modo da determinare la sua struttura grammaticale e 
sintattica, oltre che le dipendenze  tra le parole correlate9. Il parser Stanford è adatto 
all’analisi di testi in lingua inglese; un esempio di parser per la lingua italiana è il Turin 
University Parser10.  
Stanford Parser effettua un parsing di tipo statistico, ovvero in presenza di parole 
omografe (con diversi significati ma con stessa grafia) assegna loro un significato in base 
alle altre parole che la circondano seguendo considerazioni di tipo statistico.  
 
Una volta ottenuto l’albero delle dipendenze, il sistema cerca di individuare i rami 
dell’albero contenenenti testo offensivo e li cancella, cercando di mantenere la leggibilità 
del discorso. Di fatto l’albero, nella sua completezza, rappresenta un intero messaggio, 
mentre i suoi rami sono le frasi contenute nel messaggio. A differenza delle altre 
metodologie dove si considera un intero messaggio come offensivo, in questo approccio 
sono solo le singole frasi ad essere considerate offensive. Questa tecnica usa, quindi, un 
grado di accuratezza nella cancellazione maggiore rispetto alle altre. 
 
L’operazione di epurazione dei messaggi dalle frasi offensive è effettuato individuando, 
dapprima, le parole offensive, e successivamente localizzando le parole inoffensive ad 
esse collegate. Infine, tutti gli elementi marcati come rimovibili vengono cancellati. 
L’individuazione delle parole offensive avviene per mezzo di un vocabolario di termini 
offensivi. 
 
                                               
8
http://nlp.stanford.edu/software/lex-parser.shtml 
9
http://foldoc.org/parser 
10
http://www.tule.di.unito.it/ 
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Per ciascuna frase si effettua l’operazione di POS (Part-Of-Speech) Tagging11, ovvero si 
associa a ciascun termine il ruolo grammaticale che esso assume nella frase. Prendiamo il 
seguente esempio: 
 
 “lei è una bella ragazza e tu sei uno sporco maiale” 
 
L’output dell’operazione di POS Tagging indica, ad esempio, che il termine “lei” 
corrisponde ad un pronome, il termine “è” è un verbo del tempo presente, il termine “una” 
è un articolo indeterminativo, e così via. 
Successivamente, si procede nella costruzione dell’albero delle dipendenze, operazione 
effettuata tramite il parser Stanford NLP. 
 
 
(Fig. 1 Esempio di albero delle dipendenze) 
 
La fase successiva prevede la ricerca, all’interno delle frasi, di parole offensive con 
l’ausilio di un lexicon. Una volta che si giunge alla conclusione che nella frase ci sono 
termini offensivi, il sistema individua i termini inoffensivi ad essi associati. Nell’albero delle 
dipendenze, i termini sono localizzati tutti sulle foglie; i termini offensivi sono marcati come 
“removable” (in figura 1 sono sottolineati). Anche altre foglie possono essere marcate 
come “removable”, questo può avvenire sia tramite regole euristiche sia tramite delle 
relazioni di dipendenza.  
 
Si considerino i nodi non-foglia, essi rappresentano le dipendenze funzionali presenti 
all’interno del messaggio. Ciascuna relazione descrive una connessione semantica tra un 
termine “governor” e un termine “dependent”; entrambe le parole sono nodi foglia 
                                               
11
http://www.cs.umd.edu/~nau/cmsc421/part-of-speech-tagging.pdf 
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dell’albero. In totale ci sono 55 tipi di relazioni di dipendenza (l’elenco delle relazioni di 
dipendenza della lingua inglese è contenuto nel riferimento [6]). 
 
Nel caso in esame (figura 1), dopo aver individuato  i termini offensivi “sporco” e “maiale”, 
nodi-foglia, si segue una procedura “bottom-up” in cui ricorsivamente si sale e si marcano i 
nodi padre con tutti i rispettivi nodi figlio, fino ad arrivare alla radice. In questo modo 
vengono marcati come “removable” anche i termini “tu”“sei” e “uno”, inoffensivi,  e così via 
salendo fino al nodo radice (marcando interamente la proposizione come “removable”, 
insieme alla congiunzione “e”). 
 
(Fig. 2 Esempio di albero delle dipendenze con nodi “Removable”) 
 
Infine, il sistema elimina dal messaggio tutti i nodi marcati come “removable”, quindi i rami 
(cioè le frasi) considerati come testo offensivo. 
 
Il messaggio in output risulta essere: “lei è una bella ragazza.”, mentre la parte rimossa è 
“e tu sei uno sporco maiale”. 
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2.2 Algoritmi di apprendimento automatico 
 
Le tipologie di apprendimento automatico possono essere divise in tre principali categorie: 
 
1. Apprendimento non supervisionato: con questo metodo al sistema vengono 
presentati degli input non classificati a priori. Il compito del sistema diventa, quindi, 
quello di trovare strutture nascoste nei dati in input che permettano di individuare 
categorie distinte gli stessi; 
 
2. Apprendimento supervisionato: in questo tipo di apprendimento, al sistema 
vengono forniti in ingresso coppie di esempi, ovvero dati in input con le rispettive 
categorie di appartenenza, che costituiscono l'output. Queste coppie di esempi 
costituiscono il cosidetto training set, in cui i dati in input spesso sono rappresentati 
in forma di vettore. L'obiettivo di questo tipo di apprendimento è quello di generare 
una funzione di inferenza (detta anche "classificatore"), usato successivamente in 
fase di predizione del valore di output per qualsiasi input; 
 
3. Apprendimento per rinforzo12: è una tecnica di apprendimento automatico che 
punta ad attuare sistemi in grado di apprendere ed adattarsi alle mutazioni 
dell’ambiente in cui sono immersi attraverso la cosidetta “distribuzione di una 
ricompensa”, dipendente dalla valutazione delle loro prestazioni, che prende 
appunto il nome di “rinforzo”. Questo tipo di apprendimento non sarà oggetto di 
analisi in questa tesi. 
 
Di seguito si procederà con una breve analisi della tipologia di apprendimento non 
supervisionato. Essendo la TC un task molto complesso, e impossibile da risolvere 
solamente mediante l’uso di semplici regole euristiche, si è scelto di affrontare il caso di 
studio con un modello allenato mediante apprendimento supervisionato, che ben si presta 
a questa categoria di task.  
Nei paragrafi successivi si procede ad analizzare alcuni casi di apprendimento non 
supervisionato e supervisionato, ponendo maggiore attenzione su questi ultimi. 
 
2.2.1 Apprendimento non supervisionato 
 
In un sistema basato su apprendimento non supervisionato, in ingresso vengono forniti 
una serie di input che egli stesso classificherà in base a caratteristiche comuni, al fine di 
poter fare delle previsioni sugli input successivi13. 
 
A differenza dell'apprendimento supervisionato, in quello non supervisionato vengono 
forniti in ingresso al sistema solo input non categorizzati, perchè le classi non sono note a 
                                               
12
http://webdocs.cs.ualberta.ca/~sutton/book/ebook/the-book.html 
13
http://twiki.di.uniroma1.it/pub/ApprAuto/AnnoAcc0708/7UL.pdf 
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priori ma devono essere apprese automaticamente. L'esempio di apprendimento non 
supervisionato riguarda i motori di ricerca: essi partendo da una o più parole chiave, sono 
in grado di ottenere una lista di link attinenti alle chiavi stesse. 
Le tecniche di apprendimento non supervisionato lavorano confrontando i dati e 
ricercando tra loro similarità o differenze.  
Di seguito si analizzano brevemente le tecniche di apprendimento non supervisionato più 
famose: 
 
● il clustering14: tecnica che si basa sul raggruppamento di elementi omogenei in un 
insieme di dati con caratteristiche comuni, misurando la somiglianza tra gli 
elementi. In molti approcci di tipo clustering, la similarità è concepita in termini di 
distanza sul piano multidimensionale. Tra gli algoritmi di clustering principali si 
ricorda k-means [38]. Si tratta di un algoritmo di clustering partizionale che permette 
di suddividere un insieme di oggetti, rappresentati come vettori, in K gruppi sulla 
base dei loro attributi. Ogni cluster viene identificato mediante un centroide (o punto 
medio), e un oggetto in ingresso apparterrà al cluster la cui distanza dal centroide è 
minore. Dopo l’aggiunta di un nuovo oggetto ad un cluster, il centroide viene 
ricalcolato; 
● le regole di associazione15: tale tecnica consiste nella scrittura di un’insieme di 
regole in cui vi sono delle associazioni tra le possibili caratteristiche del dato in input 
e la categoria in cui esso deve essere categorizzato. Tuttavia, si conoscono le 
regole che determinano la classificazione, ma non viene fatta nessuna 
classificazione preventiva dei dati in input. 
 
2.2.2 Apprendimento supervisionato 
 
Una tecnica che sfrutta l'apprendimento supervisionato usa un meccanismo di 
autoapprendimento mediante esempi forniti in fase di addestramento16. Questo processo 
di allenamento genera un modello in grado di classificare nuove istanze di elementi. 
 
L'apprendimento supervisionato di un sistema di TC prevede l'addestramento dello stesso 
sistema in modo che esso possa, in un secondo momento, classificare dei messaggi in 
maniera autonoma, sulla base di una serie di esempi ideali forniti in ingresso. Tali esempi 
sono costituiti da coppie di input e output desiderati, che nel nostro caso sono 
rappresentati da coppie di messaggi e rispettive categorie di appartenenza. 
Utilizzando un approccio ad apprendimento supervisionato, il sistema si costruisce in fase 
di apprendimento una funzione in grado di produrre i risultati forniti durante la fase di 
esempio; tale funzione prende il nome di "classificatore". Successivamente, il sistema 
                                               
14
http://home.deib.polimi.it/matteucc/Clustering/tutorial_html/ 
15
http://www.di.unito.it/~botta/didattica/seminario-regole-ass.pdf 
16
http://homes.di.unimi.it/~valenti/SlideCorsi/Bioinformatica06/PercMLP_BP.pdf 
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utilizza tale funzione in fase di predizione per i nuovi messaggi forniti in input di cui non si 
conosce la categoria di appartenenza. 
 
Affinchè il sistema possa costruirsi la funzione che consente la categorizzazione dei 
messaggi, gli stessi sono forniti in input al sistema in forma vettoriale. Il numero di 
componenti del vettore (features), il significato da dare a ciascuno di essi e l'eventuale 
riduzione del loro numero sono tutti argomenti che riguardano la Features Extraction e la 
Features Selection; questi argomenti sono stati trattati nel capitolo 3. 
 
Una problematica tipica dei sistemi ad apprendimento supervisionato è il numero di 
esempi da fornire in ingresso affinchè il sistema, al termine del processo di training, sia 
ben allenato, e quindi le predizioni siano il più esatte possibile. Detto in altri termini, ci si 
chiede quanti esempi bisogna fornire in ingresso per costruire una funzione di 
verosimiglianza (un classificatore) pratica, che si avvicini il più possibile a quella di 
verosimiglianza ideale (rappresentata dall'essere umano). Questo aspetto verrà analizzato 
nel paragrafo 3.8. 
 
La ricerca, nell’ambito degli algoritmi ad apprendimento supervisionato, si è concentrata 
essenzialmente su due categorie: 
 
1. Metodi Generativi: si basano sulla creazione di un modello dei dati che poi viene 
utilizzato per predire i dati in uscita. Ad esempio le reti Bayesiane. 
2. Metodi Discriminativi: cercano di modellare direttamente la relazione tra i dati in 
entrata e quelli in uscita, in modo da minimizzare una funzione di perdita. Ad 
esempio le Macchine a vettori di supporto (Support Vector Machines SVM) o le reti 
neurali. 
 
Di seguito si andranno ad analizzare alcuni modelli ad apprendimento supervisionato. 
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2.2.2.1 Reti neurali 
 
Senza entrare nello specifico, le reti neurali sono modelli matematici che rappresentano 
l’interconnessione tra elementi definiti neuroni artificiali, ossia costrutti matematici che in 
qualche misura imitano le proprietà dei neuroni viventi17. 
 
Di seguito si rappresenta il modello proposto dagli studiosi McCulloch e Pitts. 
 
(Fig. 3 Modello proposto da McCulloch e Pitts) 
 
I neuroni artificiali, nel caso semplice, ricevono in ingresso degli input che vengono 
moltiplicati per dei rispettivi pesi. I risultati delle moltiplicazioni vengono sommati e, se la 
somma supera una certa soglia, il neurone si attiva, attivando la sua uscita (teoria del 
perceptron [7]). 
Il peso indica l’importanza della linea d’ingresso. Se due neuroni comunicano 
maggiormente tramite alcune connessioni, è logico pensare che a queste verrà assegnato 
un peso maggiore. 
Di solito una rete è formata da tre strati: nel primo ci sono gli ingressi    , e qui il sistema si 
preoccupa di trattare gli ingressi in modo da adeguarli alle richieste dei neuroni 
(moltiplicandoli per i pesi). Il secondo strato è quello nascosto     che si occupa 
dell’elaborazione vera e propria, e può essere composto anche da più colonne di neuroni; 
esso di solito è composto a sua volta da massimo due strati. Il terzo strato è quello di 
uscita     che raccoglie i risultati e li adatta alle richieste del blocco successivo della rete 
neurale. 
Ovviamente, come per tutti gli algoritmi ad apprendimento, uno dei fattori che 
maggiormente incide sulle prestazioni del sistema, quindi sull’efficacia di generalizzare, è il 
set di esempi di addestramento. 
L’elemento che fa si che le reti neurali siano un metodo ad apprendimento con 
supervisione è l’algoritmo di backpropagation [8]. Esso permette di modificare i pesi delle 
connessioni in modo tale che si minimizzi una certa funzione errore. Tale funzione dipende 
dal vettore h-esimo di output  restituito dalla rete, dato il vettore h-esimo di ingresso 
                                               
17
http://matematica-old.unibocconi.it/caligaris/retineuronali2.htm 
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 e il vettore h-esimo di output  desiderato (che fa parte del training set). Il training set 
è dunque un insieme di N coppie di vettori  costituito dal vettore d’ingresso e dal 
vettore di uscita desiderata. 
I pesi, tramite il backpropagation vengono di volta in volta aggiornati ciclicamente, in modo 
da minimizzare la funzione errore. Il ciclo di aggiornamento dei pesi termina quando 
l’errore generale è minore di una threeshold. 
 
2.2.2.2 SMOKEY 
 
Smokey [9] è un prototipo di sistema automatico usato per la rilevazione dei testi offensivi 
in lingua inglese. Ovviamente non è stato possibile applicare questo modello al caso di 
studio di questa tesi, essendo i messaggi del nostro dataset in lingua italiana. Tuttavia è 
interessante analizzare le fasi con cui il sistema rileva la presenza dei messaggi offensivi 
facendo uso di apprendimento automatico. 
 
Smokey combina l’utilizzo di NLP, osservazioni sociolinguistiche, costrutti sintattici, questi 
ultimi legati all’uso di un dizionario contenente parole offensive, e apprendimento 
automatico supervisionato, per la costruzione del classificatore mediante un albero di 
decisione. L’obiettivo di questo sistema è quello di rilevare non solo messaggi che 
contengono linguaggio offensivo, e quindi parole appartenenti al dizionario, ma anche 
messaggi che potrebbero essere interpretati come offensivi pur non contenendo vocaboli 
del lexicon. 
 
Secondo alcuni studi [10], Smokey è un sistema più adatto alla rilevazione di testi offensivi 
trasmessi in forma privata, come le email, mentre quelli trasmessi pubblicamente tendono 
ad essere più intelligenti e indiretti, quindi di difficile rilevazione. 
 
Pensare di classificare i testi come offensivi soltanto tramite la rilevazione di espressioni 
scurrili non produce buoni risultati (come già detto nel paragrafo 2.1.1). Infatti, nel 
documento [9] si prova che di tutto il training set, costituito da 1222 messaggi, solo il 12% 
dei messaggi offensivi contiene espressioni volgari, e più di un terzo dei messaggi 
contenente volgarità può essere considerato inoffensivo. 
 
La prima fase a cui si sottopone un messaggio è il preprocessing. Durante questa fase i 
messaggi vengono convertiti in una forma comune, che prevede una frase per rigo (fatto 
tramite Emacs18Lisp19).  
Emacs Lisp20 è un’estensione del comune editor di testo Emacs che permette di eseguire 
scripts in linguaggio Lisp; quest’ultimo è il secondo linguaggio ad alto livello più vecchio 
                                               
18
http://www.gnu.org/software/emacs/emacs.html 
19
http://www.lisp.it/ 
20
http://www.gnu.org/software/emacs/manual/eintr.html 
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esistente e, avendo introdotto concetti come strutture di dati ad albero, liste semplici e 
linked list (da cui deriva il nome, LISt Processing), esso è stato individuato fin dall’inizio 
come miglior linguaggio per programmare applicazioni che fanno uso di intelligenza 
artificiale. La caratteristica di questo linguaggio è che il codice è scritto sottoforma di s-
expression21 (dove s sta per symbolic). Si può dire, infatti, che LISP è un linguaggio 
expression-oriented. Per maggiori informazioni circa questo linguaggio di programmazione 
si rimanda all’articolo 39. 
 
Il messaggio principale viene scompattato in frasi, in quanto come già detto è più facile 
estrarre informazioni sulla semantica da una struttura di dipendenza di una frase semplice 
(anzichè di un messaggio completo). Le frasi, a loro volta, vengono splittate in 
proposizioni.  
 
L’insieme delle proposizioni passa attraverso un parser sviluppato dal Microsoft Research 
Natural Language Processing Group22. Questo parser effettua l’analisi sintattica23 del testo 
che riceve in ingresso sulla base della lingua inglese, e produce in output l’albero delle 
dipendenze delle parole all’interno della proposizione. 
 
L’output del parser è convertito tramite scripts sed24 e awk25 in Lisp s-expressions. Di 
seguito vengono analizzati brevemente i ruoli di questi scripts: 
 
1. sed: editor non interattivo di file di testo. Esso riceve del testo in ingresso tramite 
linea di comando, quindi attraverso lo stream d’ingresso, ed effettua delle 
operazioni ben definite, inviando il risultato sullo stream di output; 
2. awk: linguaggio per l’elaborazione di modelli orientato ai campi, con una sintassi 
simile a quella del c. 
 
Questi scripts servono per modificare le proposizioni in ingresso, al fine di renderle in una 
forma più standard possibile. Ad esempio, è previsto dal sistema obbligatoriamente un 
soggetto per proposizione, quindi lì dove vi è un soggetto sottinteso, questo viene 
aggiunto in modo da ricondurre la proposizione stessa nella forma “soggetto seguito dal 
verbo”. Un’altra operazione che questi scripts effettuano è, se ad esempio nella 
proposizione si trova prima il verbo e poi il soggetto, scambiare queste entità in modo da 
ricondursi sempre nella forma standard in cui il soggetto precede il verbo. 
 
A questo punto, le proposizioni rappresentate in s-expressions sono processate attraverso 
regole scritte in Emacs Lisp, producendo un vettore di features per ciascun messaggio. Le 
s-expression, che rappresentano ciascuna proposizione, sono costituite da: una stringa, la 
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http://www-formal.stanford.edu/jmc/recursive/recursive.html 
22
http://research.microsoft.com/en-us/groups/nlp/ 
23
http://www-ictserv.poliba.it/piscitelli/doc/lucidi%20LFC/9_LFC_analisi%20sintattica.pdf 
24
http://www.gnu.org/software/sed/ 
25
http://www.pluto.it/files/ildp/guide/abs/sedawk.html - 
http://natonelbronx.wordpress.com/2007/12/02/manipolare-un-testo-con-sed-awk-e-le-espressioni-regolari/ 
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lista di parole che compongono la proposizione e l’albero delle dipendenze ad essa 
associata.  
 
Ciascuna regola in Emacs Lisp consiste in una procedura Lisp, che prende come 
argomento una s-expression rappresentante una proposizione, e ritorna “1” se la regola è 
verificata, “0” altrimenti. Inizialmente viene prodotto un vettore di features per ciascuna 
proposizione in base al rispetto o al non rispetto delle regole, e successivamente ne viene 
generato uno per ciascun messaggio semplicemente sommando i vettori di ciascuna 
proposizione che lo compone. Le regole mutualmente esclusive sono raggruppate in 
classi, e tali classi raccolgono osservazioni sociolinguistiche e costrutti sintattici. 
 
Di seguito l’elenco delle classi di regole:  
 
regola per sostantivi usati come apposizioni, regola per affermazioni imperative, regola per 
la seconda persona, regola per le bestemmie, regola di condiscendenza, regola per gli 
insulti, regola per gli epiteti, regola per espressioni educate, regola per espressioni di 
elogio, altre regole. 
 
Ad esempio, la regola che individua una “espressione educata” ritornerà valore 1 se il 
messaggio al suo interno contiene espressioni del tipo “thank” o “please”. 
 
Riassumendo, il vettore di features risultante è grande tanto quante sono le regole, cioè 
47. Successivamente si vedrà come le features in realtà sono 50.  
Lo stesso vettore di features complessivo del messaggio è valutato a sua volta da semplici 
regole, prodotte tramite un generatore di albero decisionale 26 C4.5 [39] (strumento 
sviluppato dallo studioso Quinlan27 nel 1993).  
 
C4.5 costruisce l’albero decisionale a partire da un training set costituito da coppie di input 
con rispettivi output, e da qui la dicitura che Smokey sfrutta l’apprendimento 
supervisionato (per maggiori approfondimenti si rimanda al riferimento [11]). 
Tramite C4.5 viene prodotto, quindi, un classificatore fatto da un insieme di regole che 
determinano la categorizzazione del messaggio: “flame” o “okay” nell’esempio. Ecco ad 
esempio il classificatore creato dal tool C4.5 nell’articolo in esame: 
 
If (Imperative-short (13)  > 0 ^ 
    Condescension-somewhat (21) <= 0 ^ 
    site-specific-insult (29) > 0) 
   (Imperative-short (13) <= 1 ^ 
    Insult-recipient (25) > 0) 
   (Insult-other (28) > 0 ^ 
    epithet (30) > 0) 
   (Imperative-short (13) <= 0 ^ 
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http://www.math.unipd.it/~sperduti/SI08/alberi_decisione.pdf 
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    Profanity-no villain (19) > 0) 
   (Appositive-guys (1) > 0 ^ 
    site-specific-insult (29) > 0) 
¤class flame 
 
If (Appositive-NP (3) <= 0 ^ 
    Insult-villain (27) <= 0 ^ 
    site-specific-insult (29) <= 0 ^ 
    epithet (30) <= 0 ^ 
    exclamation-points (47) <= 2) 
   (Appositive-NP (3) <= 0 ^ 
    Imperative-short (13) <= 0 ^ 
    site-specific-insult (29) <= 0 ^ 
epithet (30) <= 0) 
¤class ok 
 
In realtà, il vettore di feature, ingresso del classificatore, è composto da 50 features 
binarie, di cui 47 sono associate alle regole (come detto in precedenza) e valgono “1” se il 
messaggio rispetta la regola e “0” altrimenti. Le ultime 3 features indicano la provenienza 
del messaggio (i messaggi del corpus dell’articolo in questione provengono da tre diversi 
corpus [9]: NewtWatch, FAIR o The Right Side). 
 
L’albero decisionale costruito con C4.5 riesce, infine, a categorizzare il messaggio, in 
questo caso ad assegnare al messaggio la classe “offensivo” o “ok”. 
 
Di seguito alcune considerazioni riguardo le limitazioni di Smokey. Questa tecnica di TC 
presenta numerosi svantaggi che riguardano soprattutto errori grammaticali, errori nella 
scrittura delle offese, errori di punteggiatura (tipi di errori molto comuni nelle email). 
Un’altra limitazione pesante che presenta questo sistema è la stretta correlazione con un 
lexicon di vocaboli offensivi. Ci si pone, quindi, il problema di avere un vocabolario più 
completo possibile, operazione al quanto difficile. 
Inoltre, questa metodologia funziona male con frasi troppo lunghe, dove l’albero delle 
dipendenze è molto grande e quindi si fatica ad estrarre informazioni sulla natura della 
frase. 
 
2.2.2.3 Naive Bayes 
 
L’apprendimento supervisionato più semplice è sicuramente quello di Naive-Bayes [12]; in 
questo algoritmo vi è l’assunzione implicita che tutte le parole sono indipendenti l’una 
dall’altra [32]. Tale assunzione non può essere considerata vera nei casi reali. 
Si tratta di un algoritmo di tipo probabilistico, in quanto si calcola la probabilità che un 
documento d appartenga alla classe  ; tale probabilità è data dalla formula 
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              ∏
          
        
 
Con     probabilità di appartenere alla classe  , e         probabilità condizionale che il 
termine    del documento   appartenga alla classe  . Detto in altre parole,         è la 
misura di quanto    contribuisce alla corretta assegnazione del documento   nella classe 
 . 
Ovviamente, tale calcolo va fatto per tutte le classi prese in considerazione, dove  
              è la lista dei termini in   che fanno parte del vocabolario di quella data 
classe. 
Il calcolo di        è effettuato per tutte le classi prese in questione; alla fine della 
procedura, il messaggio appartiene alla classe per cui tale probabilità è maggiore: 
 
 
                                        ∏                 
 
Scriviamo  al posto di   perchè non si conoscono i reali valori dei parametri      e        , 
in quanto questi sono derivati dal training set (tale aspetto verrà analizzato in un secondo 
momento). 
Esprimiamo il calcolo di      in forma logaritmica: 
 
                           ∑                     
 
dove           è un peso che indica quanto è valido l’indicatore    per la classe  . 
Classi più frequenti hanno più probabilità di essere corrette rispetto a classi meno 
frequenti.  
I valori di     e       sono stimati tramite il “Maximum Likelihood Estimate” MLE, che è 
semplicemente la frequenza relativa e corrisponde al più probabile valore di ciascun 
parametro dato il training set: 
 
      
  
 
 
 
dove    è il numero di documenti nella classe  , mentre   è il numero totale di documenti. 
 
        
   
∑
    
 
   
 
 
con      numero di occorrenze di   nel training set per la classe   (includendo occorrenze 
multiple in un documento). 
In questo algoritmo vale l’assunzione di indipendenza dalla posizione, la quale afferma 
che      è il numero di occorrenze in qualsiasi posizione   nei documenti del training set. 
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Per questo motivo non si calcolano differenti stime per differenti posizioni. Se per esempio 
una parola capita due volte nei documenti, nelle posizioni    e   , allora: 
 
                  
 
Il problema di MLE è che vale 0 per una combinazione termine-classe che non capita mai 
nei dati di training. Ad esempio se un termine compare nei dati di training solo in 
documenti appartenenti ad una classe, le stime MLE per le altre classi sarà pari a 0 
(           ). Ne risulta che i termini rari in una determinata classe, con questa tipologia 
di stime, non vengono rappresentati. 
Per risolvere questo problema si apporta una modifica alle stime MLE, tale modifica è 
detta Laplace smoothing: 
 
        
      
∑              
   
      
 ∑             
 
 
dove          è il numero di termini nel vocabolario. Laplace smoothing può essere visto 
come l’assegnazione preventiva di almeno un occorrenza di ciascun termine del 
documetno ad ogni classe. 
 
 
  
28 
 
2.2.2.4 Maximum Entropy ME 
 
La Maximum Entropy ME [14], è una tecnica di distribuzione probabilistica usata per una 
varietà di tasks riguardanti il Natural Language, come ad esempio la modellazione del 
testo, POS tagging e text segmentation [40]. Al contrario di quanto avviene in NB, dove 
viene fatta l’ipotesi d’indipendenza delle parole, in ME si sfruttano i legami che 
intercorrono tra i vari termini dei messaggi forniti in fase di training. In generale, come 
enunciato in seguito, questa caratteristica porta nella maggior parte dei casi reali ad un 
aumento delle performance. 
 
La regola principale usata dal modello ME consiste nell’avere una distribuzione il più 
uniforme possibile quando dell’insieme di dati in ingresso non si hanno informazioni, ed in 
tal caso si dice che l’entropia è massima. Per spiegare il concetto di distribuzione 
uniforme, basti pensare ad un modello che si trova a classificare un messaggio in quattro 
categorie diverse senza informazioni. E’ chiaro che il messaggio avrà probabilità 25% di 
essere categorizzato in ciascuna classe. 
 
Gli esempi già categorizzati del training set servono per derivare una serie di vincoli utili 
per il modello in fase di predizione della classe corrispondente ai nuovi ingressi (non 
categorizzati). I vincoli sono rappresentati da valori di features previsti.  
L’algoritmo provvederà, al termine della fase di creazione del modello, a cercare la 
distribuzione di ME più consistente rispetto ai dati in ingresso. 
 
Anche per questa tipologia di approccio, un documento è rappresentato tramite un vettore 
di features, dove a ciascuna di esse è associata una parola, e assume il valore pari alle 
occorrenze del termine nel test.  
Il training set, composto da esempi già categorizzati, serve al sistema per stimare i valori 
aspettati per queste features, ovvero per questi contatori associati alle parole in 
corrispondenza della classe assegnata. Il training set, in sintesi, tramite le sue features 
(vincoli) aspettate, serve per costruire il classificatore, di tipo esponenziale, più consistente 
possibile con gli stessi dati in ingresso. 
 
Secondo gli studi effettuati nell’articolo [14], non è detto che ME migliori le performance 
rispetto a NB; questo dipende soprattutto dal corpus. Come enunciato nel paragrafo 
2.2.2.3, le reti Bayesiane sono molto performanti nel caso in cui le parole sono molto 
indipendenti tra loro; in questi casi NB offrirà prestazioni più elevate rispetto ad ME. Nel 
caso pratico, sempre nell’articolo citato poc’anzi, gli studiosi Nigam, Lafferty e McCallum 
affermano che per ben due casi pratici su tre ME migliora le prestazioni, e quindi la TC. 
 
Di seguito si propone un esempio base di utilizzo di ME con un vincolo. Supponiamo di 
avere una TC con quattro classi, e supponiamo di sapere che i messaggi che contengono 
la parola ”professore” al loro interno, per il 40% dei casi appartengono alla classe “facoltà”, 
mentre per il 20% di chance per ciascuna delle essi appartengono alle altre tre classi. 
Quanto detto poco fa rappresenta un vincolo. Tuttavia, se il messaggio in questione non 
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contiene la parola “professore”, il messaggio avrà il 25% di probabilità di appartenere a 
ciascuna delle quattro classi. Il modello costruito è quello maggiormente conforme ai nostri 
vincoli. E’ chiaro che in questo caso il vincolo è uno solamente, ma in casi pratici la 
costruzione del modello risulta essere molto complicata. 
 
Il training set è utile in fase di costruzione dei vincoli che modificano la distribuzione 
condizionale. ME necessita di un insieme di features per la costruzione dei vincoli. Per la 
TC, la feature i-esima consiste nel numero di volte in cui un termine i compare nel 
documento  . Più nello specifico per ciascuna coppia parola-classe la feature consiste 
nella seguente funzione:  
 
 
 
dove        è il numero di volte in cui la parola   capita nel documento  , mentre      è 
il numero di parole del documento  . 
 
ME può soffrire di overfitting, ovvero i vincoli del sistema risultante possono dipendere 
troppo dal set di training. Con un set di dati troppo piccolo, la stima dei valori delle features  
del training data può essere lontana dai reali valori. 
 
2.2.2.5 Support Vector Machine SVM 
 
L’algoritmo di apprendimento supervisionato Support Vector Machine (SVM) è spesso 
visto come l’algoritmo con più successo in quanto genera il classificatore migliore per molti 
problemi di classificazione [16]. Esso è stato introdotto dallo studioso V. Vapnik28 e dal suo 
team negli anni ‘90 presso laboratori Bell AT&T29. 
 
Anche per questo particolare algoritmo di apprendimento supervisionato, l’obiettivo è 
quello di costruire un classificatore in grado di categorizzare gli esempi in ingresso in 
maniera del tutto automatica. 
 
SVM rappresenta gli esempi in ingresso come punti nello spazio, mappandoli in uno 
spazio n-dimensionale e costruendo un iperpiano, con la massima distanza Euclidea, per 
separare gli esempi categorizzati in classi diverse tra loro. Ciascun punto è considerato un 
vettore n-dimensionale, con n numero delle features (nel nostro caso una feature 
corrisponde ad una parola, questo aspetto è descritto dettagliatamente nel capitolo 3). 
 
Classificare un nuovo esempio consiste nel mappare l’esempio stesso, rappresentato 
come un punto, nello stesso spazio degli esempi precedenti, e la categorizzazione 
                                               
28
http://www.nec-labs.com/research/machine/ml_website/person.php?person=vlad 
29
http://www.support-vector.net/ 
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dipende da dove questo punto verrà mappato rispetto all’iperpiano costruito in 
precedenza, che separa le classi tra loro.  
SVM riesce a minimizzare la cosidetta “funzione di rischio” [17], ovvero tale algoritmo 
garantisce la minima probabilità di errore in fase di categorizzazione di un nuovo ingresso 
[19]. 
Il sottoinsieme di punti, e quindi di vettori che li individuano, che intersecano l’iperpiano di 
separazione (e che sono fondamentali ai fini della costruzione dello stesso) sono chiamati 
support vectors [15] [24] (vedi figura 4). 
 
 
(Fig. 4 Costruzione di un iperpiano mediante algoritmo SVM nel caso ideale di dati linearmente separabili) 
 
Un problema di classificazione mappato in uno spazio vettoriale può essere linearmente o 
non linearmente separabile. Due insiemi di punti in uno spazio n-dimensionale si dicono 
linearmente separabili se essi possono essere completamente separati da un iperpiano. 
Per iperpiano si intende una superficie della forma: 
 
              
 
dove   è un vettore modificabile dei pesi,   è un vettore di input e   è il termine di bias, 
che consiste in un margine di errore30.  
Nel caso ideale, un modello allenato con algoritmo SVM genererà una funzione di soglia di 
tipo lineare, studiata per classificare i set di dati linearmente separabili. 
 
In ogni caso, usando un appropriata funzione kernel, SVM può essere generalizzata 
permettendo al modello di apprendere funzioni non lineari (ad esempio polinomiali o 
radiali). 
                                               
30
http://www.docente.unicas.it/useruploads/000811/files/bias_completa.pdf 
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Una superficie di separazione non lineare può essere approssimata da una superficie 
lineare mappandola in uno spazio n-dimensionale. In figura 5 vi è una spiegazione 
generale e semplificata del processo descritto poc’anzi, dove   è definita funzione kernel. 
 
 
(Fig. 5 Utilizzo di funzione kernel) 
 
Come detto, alcuni problemi sono intrinsicamente non separabili nello spazio delle 
features. Per questa tipologia di problemi una trasformazione non lineare        
trasforma lo spazio delle features di input   nello spazio delle features   dove l’iperpiano di 
separazione permette di discriminare meglio le categorie. La funzione discriminante nello 
spazio   è: 
 
 
Per permettere la separazione, normalmente lo spazio   è di dimensioni maggiori dello 
spazio   (si veda figura 5). Questo aumento di dimensioni provoca un aumento della 
complessità computazionale del problema e la richiesta delle risorse. I metodi kernel [22] 
risolvono questo problema. 
 
Il vettore w è una combinazione lineare dei campioni di addestramento: 
 
 
La funzione discriminante assume pertanto la forma  
 
 
con la valutazione della funzione kernel        . 
 
Al momento della valutazione della funzione discriminante, pertanto, è richiesto l’utilizzo 
dei vettori di supporto. Di fatto SVM con kernel individua alcuni campioni dell’insieme di 
addestramento come informazione utile per capire quanto vicino a loro è il campione di 
valutazione in esame. 
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Fin qui sono state analizzate le varie tecniche di TC, ponendo maggiore attenzione a 
quelle ad apprendimento non supervisionato e supervisionato. Nel prossimo capitolo si 
analizza l’approccio utilizzato in questa tesi, mentre nel capitolo 4 sono esposti i risultati di 
diverse prove effettuate mediante algoritmi ad apprendimento supervisionato, per poi 
individuarne il migliore per il nostro caso specifico. Delle tecniche analizzate verranno 
comparati gli indici di valutazione ed il numero di istanze classificate correttamente o 
erroneamente. 
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Capitolo 3 
 
Approccio utilizzato 
 
 
(Fig. 6 Architettura complessiva del sistema di rilevazione di testi offensivi) 
 
L’obiettivo di questa seconda parte della tesi è quello di costruire un sistema in grado di 
classificare correttamente dei messaggi provenienti dal SNS più famoso del mondo, cioè 
Facebook. Nel paragrafo 3.6 verrà analizzato in maniera dettagliata il corpus usato in fase 
di sviluppo, costruito mediante allenamento manuale effettuato sul dataset, paragrafo 3.3. 
 
Di seguito si descrive in breve l’architettura seguita in questo lavoro. La prima operazione 
svolta è stata quella di creare una lista di pagine Facebook monitorate grazie 
all’applicazione S2T; tale lista è riferita ai soggetti politici in esame. In seguito, il team di 
sviluppo dell’IIT ha eseguito il crawling dei dati provenienti da tali pagine. Per crawling si 
intende l’analisi dei contenuti di una rete o di un database in modo automatico da parte di 
opportuni software31. In questo caso, il crawling è stato effettuato mediante il software 
SMC CAPER32, che rappresenta un modulo del progetto europeo CAPER, il quale si 
occupa di prelevare dati da Facebook.  
 
I commenti relativi alle pagine sono stati memorizzati in un database, chiamato “t2w”, 
avente struttura indicata in seguito. I dati così immagazzinati sono stati elaborati 
dall’applicazione Web T2W, la quale fondamentalmente genera i file di input da fornire in 
ingresso al tool WEKA, che si occupa dell’allenamento e del test del modello.  
 
                                               
31
http://searchsoa.techtarget.com/definition/crawler 
32
http://www.fp7-caper.eu/fr.html 
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(Fig. 7 Homepage dell’applicazione Text2WEKA) 
 
L’applicazione Web T2W consente la creazione di un un grande set di allenamento, 
dell’ordine del migliaio di commenti, mediante la classificazione manuale. Essa è 
raggiungibile all’indirizzo Web http://wafi.iit.cnr.it/s2t/s2t/t2w/. Successivamente, sulla base 
dei commenti categorizzati manualmente, T2W genera i file da fornire in ingresso a 
WEKA.  
WEKA è un software usato per creare modelli ad apprendimento automatico. Il modello 
costruito tramite WEKA richiede un set di esempi di allenamento. Il training set deve 
essere costruito secondo una ben precisa sintassi, riconosciuta dal tool, partendo da una 
fase preventiva di classificazione manuale. Maggiori informazioni a riguardo sono fornite 
nel paragrafo 3.9. 
Tralasciando gli aspetti legati al crawling dei dati, di seguito si analizza brevemente 
l’applicazione Web sviluppata S2T, e successivamente il dataset usato, la seconda 
applicazione Web sviluppata T2W ed il tool WEKA. 
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3.1 Social 2 Trends 
 
Social 2 Trends (S2T) è un’applicazione Web, raggiungibile dall’indirizzo 
http://wafi.iit.cnr.it/s2t/s2t, che si occupa di monitorare e di confrontare la popolarità 
delle pagine di Facebook. Le pagine di Facebook sono degli speciali siti vetrina interni al 
SNS che aiutano le aziende, le organizzazioni ed i marchi, nella condivisione delle loro 
notizie e nella connessione delle persone. Le pagine sono personalizzabili grazie 
all’utilizzo di applicazioni (come ad esempio Coolk Mojito33 per modificare l’aspetto grafico, 
PostInTwitter34 per l’autoscrittura dei post sulla pagina Facebook anche su di un account 
Twitter, Facebook Note35 per importare dei feed RSS36 da un proprio sito/blog, ed altre 
ancora), pubblicando notizie, ospitando eventi e quant’altro.  
Le pagine monitorate, organizzate in liste, vengono inserite in un grafico in cui viene 
confrontato il numero di fans. Questo parametro, numero di fans per l’appunto, 
rappresenta l’indice di gradimento delle pagine all’interno del SNS Facebook. 
 
 
(Fig. 8 Tipica lista nell’applicazione S2T) 
 
Affinchè si possa sviluppare un’applicazione all’interno di Facebook, occorre far uso di 
librerie denominate SDK (Software Development Kit), che sostanzialmente costituiscono 
un pacchetto di sviluppo per applicazioni messo a disposizione da Facebook stessa sia 
per piattaforme Desktop che Mobile e per i principali linguaggi di programmazione Web. 
 
L’utilizzo completo dell’applicazione è riservato solo agli utenti iscritti su Facebook (scelta 
implementativa) e in particolare a chi decide di effettuare il login anche in S2T. Per un 
utente, effettuare il login in un sito Web tramite Facebook equivale semplicemente ad 
autorizzare un’applicazione, creata nell’area Developers dello stesso SNS, ad autenticarsi 
tramite le stesse credenziali e svolgere delle operazioni per conto del sito Web. 
                                               
33
http://www.coolmojito.com/ 
34
http://www.facebook.com/twitter/ 
35
https://www.facebook.com/webappnote 
36
 RSS (acronimo di RDF Site Summary) è un formato per la distribuzione di contenuti Web basato su XML. I 
flussi RSS permettono di essere aggiornati su nuovi articoli o commenti pubblicati nei siti di interesse senza 
doverli ripubblicare a mano. 
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Per implementare il login tramite Facebook prima di tutto si deve creare un’applicazione 
tramite l’apposita area sviluppatori dello stesso SNS, raggiungibile all’indirizzo 
http://developers.facebook.com. Successivamente, occorre creare un’applicazione di tipo 
login che permette l’autenticazione degli utenti al proprio sito internet mediante il protocollo 
OAuth37. Tralasciando aspetti strettamente tecnici legati al protocollo di autenticazione 
appena citato (per i quali si rimanda al sito 
https://developers.facebook.com/docs/facebook-login/), la creazione dell’applicazione login 
termina con la restituzione di due parametri: appId e secret, entrambi alfanumerici. Infine, 
l’ultimo passo è configurare l’indirizzo web di callback, necessario per specificare dove 
essere redirezionati al termine della procedura di login. Tali parametri andranno configurati 
anche sull’applicazione stessa, in un file di configurazione in cui verranno incluse tali 
librerie.  
 
Le librerie SDK, precedentemente introdotte, usano le API38 (Application Programming 
Interface) di Facebook. Le API sono delle procedure, in questo caso scritte in linguaggio 
PHP, che offrono al programmatore un livello di astrazione in più verso un’applicazione, 
nel nostro caso Facebook39.  
 
Nel file di configurazione citato in precedenza, quindi, al fine di permettere la 
comunicazione di S2T con Facebook vengono incluse le librerie SDK. Il passo successivo 
consiste nell’istanziare un oggetto di tipo “Facebook”, tramite il quale vengono richiamati i 
metodi implementati nelle librerie SDK che permettono di accedere alle informazioni che il 
SNS condivide con gli sviluppatori.  
L’istanza di tipo Facebook necessita dei due parametri rilasciati in fase di creazione 
dell’applicazione login nell’area sviluppatori del SNS. Successivamente, sempre tramite la 
stessa istanza dell’oggetto di tipo “Facebook”, è possibile leggere, inserire, modificare o 
cancellare informazioni su Facebook tramite la Web application. 
 
Accedendo al pannello di controllo “Gestione Liste” di S2T è possibile gestire le proprie 
liste di pagine, creando, modificando, cancellando sia le liste sia le pagine in esse 
contenute.  
 
 
(Fig. 9 Gestione liste in S2T) 
 
                                               
37
http://hueniverse.com/2010/05/introducing-oauth-2-0/ 
38
http://www.webopedia.com/TERM/A/API.html 
39
http://developers.facebook.com/docs/reference/php/facebook-api/ 
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L’inserimento di una nuova pagina avviene per mezzo di una finestra dialogo nella quale 
va inserita la parola chiave; cliccando su di un apposito bottone, parte la ricerca delle 
parole chiave tra le pagine di Facebook. Il risultato è una griglia di pagine, da cui è 
possibile selezionarne solamente una.  
 
 
(Fig. 10 Ricerca di una nuova pagina in S2T) 
 
Dopo aver scelto la pagina da aggiungere alla lista, nella parte centrale dello schermo si 
può osservare il grafico che rappresenta il confronto tra il numero di fans delle pagine. 
Sempre nel pannello di controllo, in ciascuna casella delle liste vi è un’icona che consente 
di raggiungere una pagina che rappresenta l’interfaccia pubblica, ovvero come 
la lista viene visualizzata agli occhi di un visitatore esterno.  
 
 
(Fig. 11 Lista “Politici” in S2T) 
 
Mediante l’interfaccia pubblica, inoltre, è possibile condividere la propria lista, 
commentarla ed esprimere il proprio apprezzamento mediante i “like”. 
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(Fig. 12 “Like” e “Share” in S2T) 
 
S2T si appoggia ad un database, chiamato per l’appunto “s2t”, che tiene traccia sia degli 
utenti che si loggano nella Web application sia delle liste (con le relative pagine) create 
dagli stessi. In fase di progettazione, per favorire sviluppi futuri che possano interessare 
anche altri SNS, si è deciso di inserire vari campi (analizzati di seguito) nelle tabelle per 
tenere conto del SNS con cui l’utente si è loggato all’interno del sito oppure del SNS a cui 
la lista fa riferimento. Alcuni sviluppi futuri potrebbero essere confrontare il numero di 
followers tra diversi utenti di Twitter, oppure confrontare i subscribers in Google Plus. Il 
database in questione presenta le seguenti tabelle: 
 
1. list: tabella che contiene l’insieme delle liste, quindi gli attributi sono un nome, una 
descrizione, l’id dell’user proprietario della lista, il SNS a cui la lista fa riferimento ed 
il numero di likes associati alla lista stessa. 
2. entity: in questa tabella vi sono le pagine contenute nelle liste. Per ciascuna entità 
viene specificato il nome della pagina (prelevato direttamente da Facebook) e la 
lista di appartenenza. 
3. source: tabella che raggruppa il SNS in cui la pagina è presente e l’id che il SNS 
stesso associa alla pagina. 
4. user: raccoglie la lista di utenti che almeno una volta si sono loggati in S2T. Questa 
tabella contiene l’id che Facebook (o un altro SNS) ha assegnato all’utente e il SNS 
con cui l’utente si è loggato nell’applicazione Web. Momentaneamente, il valore di 
questo campo è fissato a ‘fb’ (proprio ad indicare il login tramite Facebook). 
Estensioni future offriranno la possibilità agli utenti di loggarsi tramite altri SNS, 
quindi questo campo potrà variare. Da notare che questa tabella non necessita dei 
campi username e password perchè il login è interamente gestito da Facebook. 
 
Di seguito il diagramma E/R del database usato dall’applicazione: 
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(Fig. 13 Schema E/R del database s2t) 
 
La Web application fa uso di interrogazioni SQL per prelevare dal database informazioni 
riguardanti le liste, le pagine e gli utenti. Nel pannello di controllo sono raccolti i dati di tutte 
le liste appartenenti all’utente che ha effettuato il login. 
L’esecuzione delle query SQL, con la conseguente lettura dei risultati, è effettuata tramite 
funzioni PHP che accettano come parametro, appunto, la query stessa. 
Per sviluppare un pannello di controllo dinamico, cioè che si aggiorni senza ricaricare la 
pagina, è stato fatto uso di linguaggio Javascript in combinazione con la libreria jQuery. 
Per una progettazione dinamica dell’applicazione Web, lo scambio di dati tra Web browser 
e server è effettuato in background tramite l’utilizzo dell’architettura Ajax, facilitata dai 
numerosi metodi che jQuery mette a disposizione a tal scopo.  
 
I grafici sono stati fatti sfruttando la libreria HighCharts40, la quale permette di scegliere tra 
una vasta gamma di grafici predefiniti e personalizzabili, ad esempio facendo variare il 
codice HTML visualizzato sugli elemento di riga e colonna. Per evitare la ridondanza di 
codice HTML è stata usata nei moduli Javascript la libreria Pure41. 
Infine, la possibilità di commentare le liste e indicarne il gradimento (share e like) è stata 
garantita dai moduli già esistenti e messi a disposizione da Facebook. La condivisione 
delle liste è fatta tramite il cosidetto URL breve, ovvero un URL che viene 
generato da una libreria TinyUrl42 per sostituire l’URL di partenza, decisamente più lungo. 
                                               
40
http://www.highcharts.com/ 
41
http://beebole.com/pure/documentation/pure-with-your-js-library/ 
42
http://tinyurl.com/ 
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3.2 Text2WEKA 
 
 
Il Text2WEKA (T2W) è un applicazione browser oriented raggiungibile all’indirizzo 
http://wafi.iit.cnr.it/s2t/s2t/t2w/ che, dato un dataset di commenti raccolto su Facebook, 
permette la creazione prima di un corpus e successivamente, sulla base di quest’ultimo, 
dei file di input da fornire al tool WEKA che effettua la rilevazione di testo offensivo. Nello 
specifico, l’applicazione permette di: 
 
1. sfogliare il dataset: in una prima schermata sono elencate le 14 pagine di soggetti o 
gruppi politici. Successivamente, cliccando su una pagina, vengono visualizzati i 
post ad essa associati con i relativi commenti. Infine, cliccando su un post vengono 
visualizzati i commenti ad esso riferiti, con alcune informazioni sul post stesso 
(commenti totali, commenti offensivi e lasso di tempo tra il primo e l’ultimo 
commento). Alcuni commenti sono colorati in rosso e ciò sta ad indicare la 
presenza negli stessi di termini offensivi; 
2. esaminare le statistiche relative al corpus: in questa pagina sono riportate 
informazioni circa il numero di commenti classificati manualmente dagli utenti 
loggati nell’applicazione, ed il numero di commenti per ciascuna categoria; 
3. aggiornare il glossario di vocaboli offensivi; 
4. aggiornare le categorie in cui i messaggi vengono catalogati; 
5. classificare manualmente i commenti del dataset. Questa operazione, che equivale 
alla creazione di un corpus, è utile, come vedremo successivamente, per ottenere 
un training set ed un test set da fornire come input al tool WEKA, il quale provvede 
ad allenare ed a testare il modello. 
 
L’applicazione Web è utilizzabile, in forma limitata, anche senza effettuare il login tramite 
Facebook. In tal caso le uniche operazioni possibili riguardano la consultazione del 
dataset, delle statistiche, delle categorie e del glossario di termini offensivi.   
Per la classificazione dei commenti offensivi è fondamentale creare un insieme di 
commenti classificati manualmente dagli utenti. Per tenere traccia dei commenti classificati 
manualmente, e degli utenti che hanno effettuato la categorizzazione, è necessario 
implementare un sistema di login. Si è scelto di gestire il login tramite l’applicazione che 
Facebook mette a disposizione degli sviluppatori. 
 
Come enunciato in precedenza, il sistema utilizza anche un glossario di termini offensivi 
creato a partire da una raccolta presente al link 43 . I termini nel glossario pongono 
l’attenzione dell’utente che sta guardando il dataset o che sta classificando manualmente i 
commenti sulla presenza di parole che con alta probabilità rendono il commento offensivo. 
Il glossario è anche usato in uno dei test effettuati per creare il corpus. I commenti che 
contengono parole appartenenti al glossario, oltre ad essere segnalati all’utente, 
subiscono le seguenti modifiche: 
 
● accanto al numero del commento viene specificato quanti commenti intercorrono tra 
quello in questione ed il precedente contenente una parola del glossario. Questo 
perchè si può pensare che un flame, e quindi un insieme di commenti offensivi, 
nella più banale delle ipotesi sia caratterizzato da un insieme di commenti 
contenenti parole offensive (e quindi contenute nel glossario) scritti in rapida 
                                               
43http://italian.about.com/library/slang/bladultslangindex.htm 
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successione (e che quindi graficamente nel dataset dovrebbero essere vicine tra 
loro); 
● comparsa della lista delle parole offensive individuate nel messaggio; 
● comparsa del numero di parole offensive individuate nel messaggio. 
 
La classificazione manuale è un’operazione che precede la fase di allenamento e di test, 
ed è effettuata una sola volta; i commenti categorizzati in questo step vengono usati per 
tutte le prove effettuate. Dei commenti classificati manualmente, quindi, parte di essi 
vengono usati per allenare il sistema (il loro insieme è chiamato training set), mentre una 
restante parte, in percentuale più piccola rispetto alla precedente, serve per testare il 
funzionamento dello stesso sistema (ed in questo caso si parla di test set). La 
composizione del training e del test set sarà dettagliata nel paragrafo 3.8. Sia il traning sia 
il test vengono effettuati tramite un tool chiamato WEKA44, che insieme all’applicazione 
Web T2W costituisce il nostro sistema di rilevazione di testi offensivi. 
 
 
(Fig. 14 WEKA GUI Chooser) 
 
WEKA, acronimo di Waikato Environment for Knowledge Analysis, è un software per 
l’apprendimento automatico sviluppato dall’Università di Waikato in Nuova Zelanda. 
WEKA è un ambiente software interamente scritto in Java attraverso il quale è possibile 
applicare dei metodi di apprendimento automatici ad un set di dati (corpus) al fine di 
analizzarne i risultati. Tramite questi metodi è possibile effettuare delle predizioni sui nuovi 
comportamenti dei dati.  
 
Il formato utilizzato in WEKA per la lettura del corpus è l’ARFF (Attribute Relationship 
File Format), che sarebbe l’equivalente di una tabella di un database relazionale. La 
valutazione dei classificatori è effettuata attraverso la matrice di confusione, che verrà 
analizzata nel capitolo 3. 
 
 
(Fig. 15 Applicazione Web T2W) 
 
                                               
44
http://www.cs.waikato.ac.nz/ml/weka/ 
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Sono previsti vari tipi di input per il tool WEKA: a ciascun input corrisponde una tipologia di 
feature extraction, che verranno analizzati nel paragrafo 3.7. 
 
La Web application sviluppata si appoggia ad un database MySql avente le seguenti 
tabelle: 
 
1. category: contiene le categorie in cui è stata fatta la categorizzazione. Unico 
attributo è il nome della categoria; 
2. users: raggruppa gli id degli utenti che hanno effettuato il login all’interno del sito. 
Tale id rappresenta l’identificatore che Facebook ha assegnato all’utente all’interno 
del SNS; 
3. manual_training: questa tabella accoglie i risultati della classificazione manuale 
svolta dagli utenti loggati nell’applicazione. I campi di questa tabella sono, quindi, 
oltre che l’id dell’utente che effettua l’allenamento, anche l’id del commento in 
questione e la categoria in cui questo è stato categorizzato; 
4. users_comments: insieme di commenti prelevati da Facebook. Tra i vari attributi, vi 
è l’id del commento, l’id dell’utente che su Facebook ha rilasciato il commento, l’id 
del post a cui il commento fa riferimento ed il commento testuale; 
5. posts: insieme dei posts, ciascuno con un id, un testo e l’id della pagina di 
riferimento; 
6. pages: insieme delle pagine, ciascuna con un proprio id e nome; 
7. glossary: tabella contenente i termini offensivi. Lo scopo di questi termini è duplice. 
Esso, infatti, aiuta l’utente che sta effettuando classificazione manuale ad 
individuare i commenti offensivi, ed inoltre viene usato in fase di test per generare 
un particolare tipo di corpus. I commenti offensivi contenenti parole appartenenti al 
glossario vengono evidenziati in rosso, e per ciascuno commento viene indicato il 
numero di parole offensive individuate al suo interno. Tuttavia, i commenti aventi 
parole appartenenti al dizionario non sono automaticamente classificati come 
offensivi. L’unico campo di questa tabella corrisponde al termine; 
8. blacklist: questa tabella contiene una serie di parole che vengono scartate in fase di 
creazione del training set, in quanto inutili ai fini del machine learning. Fanno parte, 
ad esempio, di questa tabella gli articoli, le congiunzioni, alcune voci del verbo 
essere, ed altre categorie di parole. 
 
Di seguito il diagramma E/R del database usato dall’applicazione: 
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(Fig. 16 Schema E/R del database t2w) 
 
L’applicazione Web fa uso dello stesso modulo PHP di login usato in S2T. Tale modulo 
sfrutta, come per S2T, un’applicazione di tipo “login” sviluppata nell’area developers di 
Facebook, a cui abbiamo dato il nome “t2w”.  
 
Le funzionalità che la Web application offre sono molteplici, e ciascuna di essa è ospitata 
in una rispettiva sezione. Di seguito si effettua una descrizione sommaria delle varie 
sezioni, mentre nei rispettivi paragrafi si passerà ad un’analisi più completa. 
 
La pagina “Dataset” permette di esplorare l’intero insieme di pagine, posts e commenti, 
soggetti ad analisi in questa tesi. In un primo momento nella pagina vengono visualizzati 
dei box, che rappresentano le pagine Facebook in questione. Cliccando su ciascuna 
pagina si accede all’elenco dei posts. Cliccando su un post si apre un box che mostra tutti 
i commenti relativi a quel determinato post. I commenti, con o senza termini offensivi, sono 
elencati in forma tabellare. A sinistra vi è il numero del commento, nella seconda colonna il 
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testo, nell’ultima colonna il timestamp ad esso associato. Per i commenti contenenti 
termini offensivi vi sono le seguenti modifiche: 
 
1. La riga è colorata di rosso; 
2. Nella prima colonna, tra parentesi, vi è indicato il numero di commenti che 
intercorre tra il commento in questione e quello precedente contenente termini 
offensivi; 
3. Vengono evidenziati i termini offensivi; 
4. Dopo il messaggio vengono elencati i termini offensivi rilevati; 
5. Nell’ultima colonna, in un box giallo, viene indicato il numero di termini offensivi 
rilevati. 
 
Nella parte alta di ciascun box relativo ad un post vi è un pulsante che permette di 
nascondere o mostrare i commenti inoffensivi. Sempre in quest’area vi sono indicazioni 
riguardo il numero di commenti in generale, il numero di commenti offensivi riferiti al post e 
l’intervallo (inteso come numero di minuti) tra il primo commento e l’ultimo. 
 
Tramite le sezioni “Glossario” e “Categorie” vengono aggiornate le tabelle “Glossary” e 
“Category”, inerenti appunto i termini offensivi e le classi in cui andare a categorizzare i 
commenti. Nella pagina “Glossario” è possibile trovare un elenco di termini offensivi che 
verranno rilevati nei singoli messaggi, ed attraverso l’apposito box è possibile inserirne di 
nuovi. Nella sezione “Categorie”, invece, nella parte alta si trova un elenco delle categorie 
in cui i messaggi vengono categorizzati, mentre nella parte bassa è inserita una 
descrizione per ciascuna categoria; anche in questo caso vi è un apposito box tramite il 
quale è possibile aggiungere una nuova categoria. 
 
Per effettuare l’allenamento manuale è necessario accedere alla pagina “Training”. Qui 
vengono visualizzati venti commenti casuali che l’utente non ha ancora categorizzato (un 
generico commento può essere stato categorizzato da un altro utente). Nella parte alta 
della pagina vi è l’indicazione di quanti commenti l’utente ha fino a quel momento 
classificato. Per aggiornare la classificazione manuale è necessario cliccare sul pulsante 
“Salva”, presente nella colonna di destra di ogni riga. Da notare come anche in questa 
pagina i commenti contenenti termini offensivi vengano colorati di rosso, ed i termini 
offensivi evidenziati in giallo. 
 
La sezione “Statistiche” permette di visualizzare il resoconto relativo alla classificazione 
manuale. In ordine, vi è prima un riepilogo sugli utenti, in cui è mostrato il numero di 
commenti che ciascun utente ha classificato manualmente; più in basso vi è il numero di 
commenti appartenenti a ciascuna classe.  
 
Non rimane che analizzare la sezione “Input”. Questa presenta un elenco di modalità di 
feature extraction che vanno ad incidere sulla creazione dei file da fornire come input al 
tool WEKA per la fase di simulazione. I file di input contengono gli esempi già categorizzati 
che provengono dalla classificazione manuale. Si può dire, infatti, che la classificazione 
manuale ha come obiettivo quello di fornire degli esempi da inserire in un file (avente 
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formato ARFF, vedi paragrafo 3.8) usato come input per il tool WEKA. Da tale file vengono 
estratti training set e test set. 
 
Dopo questa introduzione all’applicazione Web, si procede adesso con l’analisi della fase 
sperimentale di questa tesi. In ordine, si porrà l’attenzione prima su aspetti preliminari, 
quali dataset, glossario, categorie, corpus, e successivamente su aspetti più tecnici come 
feature extraction, costruzione del training set e del test set, uso di WEKA e simulazioni. 
 
3.3 Dataset 
 
Il dataset in esame è costituito da commenti estratti dalle 14 pagine principali di soggetti 
politici e partiti interessati dalle elezioni parlamentarie italiane 2013:  
 
partitodemocratico.it 
Pagina Ufficiale Lega Nord Pad 
Nichi Vendola 
riv. civile 
MarioMonti.ufficiale 
PierLuigiBersani.PaginaUfficiale 
ilpdl 
fermareildeclino 
selconvendola 
FARE per fermare il declino 
SceltaCivica 
movimentocinquestelle 
SilvioBerlusconi 
beppegrillo.it 
 
Il lasso di tempo in cui tali commenti sono stati scaricati è tra febbraio e marzo 2013. 
I 1.147.166 commenti in esame si riferiscono a 29.969 posts diversi, pubblicati sulle 14 
pagine prima citate. 
 
L’applicazione Web costruita permette di navigare all’interno del dataset al fine di 
esplorarlo. Tramite la sezione “Dataset”, infatti, scegliendo la pagina è possibile esplorare i 
vari posts inerenti la stessa, con i relativi commenti (individuando quelli con parole 
contenute nel vocabolario dei termini offensivi). 
 
 
(Fig. 17 Sezione “Dataset”, elenco delle pagine) 
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(Fig. 18 Sezione “Dataset” in T2W, elenco dei post) 
 
 
(Fig. 19 Sezione “Dataset” in T2W, elenco dei commenti al post) 
 
 
(Fig. 20 Sezione “Dataset” in T2W, elenco dei commenti al post con commenti offensivi) 
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3.4 Glossario 
 
Il glossario, o lexicon, contiene l’insieme di termini offensivi. Esso viene utilizzato: 
 
1. in fase di manual training, per evidenziare i commenti che contengono termini 
offensivi; in tal caso si ha una probabilità maggiore che anche il commento sia 
offensivo; 
2. in fase di creazione del corpus, come analizzato nel paragrafo 3.6. 
 
 
L’insieme dei termini offensivi è stato costruito a partire da una raccolta indicata nella nota 
45 e arricchita con espressioni diffuse nel linguaggio comune. Dalla sezione “Glossario” è 
possibile aggiungere nuovi termini offensivi e scorrere la lista dei termini in esso contenuti. 
 
 
(Fig. 21 Sezione “Glossario” in T2W) 
 
Il glossario contiene in totale 396 espressioni offensive. Non a caso è stato usato il termine 
“espressioni”, e non “termini”, in quanto nella tabella sono presenti anche espressioni 
offensive composte da più parole, oltre che da singoli termini. Inoltre, la scelta 
implementativa, è stata quella di non fare uso di lemmatizzazione, ovvero non si è cercato 
di riportare le parole in forma radice, bensì il vocabolario comprende anche le varie 
declinazioni di ciascuna parola (ad esempio vi sono tutte le declinazioni della parola 
“stronzo”: “stronzo”, “stronza”, “stronzi” e “stronze”). L’uso di lemmatizzazione può essere 
considerato una miglioria per eventuali future works. 
 
Rilevare i termini offensivi all’interno di un messaggio non è un’operazione banale, ciò è 
resa difficoltosa da una serie di varianti che interessano il testo.  
                                               
45http://italian.about.com/library/slang/bladultslangindex.htm 
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Innanzitutto, il primo ostacolo da superare è rappresentato dalla punteggiatura; ciascun 
simbolo di punteggiatura deve essere eliminato e sostituito da uno spazio vuoto. Inoltre, la 
rilevazione è case sensitive, quindi bisogna portare tutto il messaggio in formato 
minuscolo. Infine, il match tra il termine in questione e la parola offensiva deve essere 
esatto, ovvero non bisogna considerare anche parole che contengono al loro interno 
parole offensive (ad esempio: la parola offensiva “cesso” non deve essere rilevata in 
“successo”).  
La procedura di rilevazione dei termini offensivi è effettuata mediante espressioni regolari 
processate in PHP mediante la funzione “preg_replace”. E’ stata prevista una funzione, dal 
nome “cleanAndLowersText”, che prende come parametro in ingresso il messaggio da 
modificare e restituisce lo stesso messaggio contenente le parole, che chiamiamo token, 
in minuscolo, senza punteggiatura, separate le une dalle altre da un semplice spazio 
vuoto. 
Successivamente, i termini del messaggio vengono divisi in un vettore, e per ciascuna 
parola si controlla se è presente nella tabella “Glossary”, dei termini offensivi. 
In fase di rilevazione dei termini offensivi, per ciascun messaggio viene memorizzato 
anche il numero di termini offensivi presente al suo interno e una stringa contenente gli 
stessi termini offensivi (considerando anche le istanze multiple). 
Passiamo ora ad analizzare le categorie, o classi, in cui i messaggi sono stati 
categorizzati. 
 
3.5 Categorie 
 
La stesura dell’insieme di categorie in cui i messaggi sono stati classificati è avvenuta 
dopo un’attenta operazione di analisi di altri articoli scientifici che affrontano la stessa 
tematica, come ad esempio [3] [4] [16] [23]. 
Sono state individuate nove classi che coprono in toto tutte le tipologie di commento 
offensivo. L’elenco delle categorie è riportate di seguito: 
 
inoffensivo 
linguaggio squallido 
politica 
razza 
condizione sociale 
handicap fisici 
offesa personale 
preferenze sessuali 
religione 
 
Nella seconda parte della sezione “Categorie” dell’applicazione Web vi è un elenco delle 
classi, con dei corrispondenti esempi di catalogazione. 
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(Fig. 22 Sezione “Categorie” in T2W) 
 
Nel paragrafo successivo viene analizzato, nel dettaglio, il corpus utilizzato in questa tesi. 
 
3.6 Corpus 
 
Il corpus è l’insieme dei dati da cui si preleva il training ed il test set. Nel nostro caso, il 
corpus è costituito dal sottoinsieme dei commenti facenti parte del dataset, prelevati da 
Facebook, su cui si è effettuato l’allenamento manuale. Il corpus, successivamente, è 
usato in fase di allenamento del sistema per l’operazione di TC. 
 
Dal corpus, quindi, vengono prelevati gli esempi grazie ai quali si costruisce il training set 
ed il test set. L’unione di questi due insiemi è chiamato corpus.  
Il training set è composto da un insieme di esempi categorizzati, costituiti quindi dalla 
coppia di un esempio con la rispettiva categoria di appartenenza. La categoria di 
appartenenza per gli esempi che entrano a far parte di questo insieme viene scelta 
manualmente, ed il processo di scelta è detto classificazione manuale. 
 
Il test set è un insieme di esempi già categorizzati prelevato dal corpus. Esso serve per 
valutare il grado di performance del sistema. Una volta creato il modello con l’ausilio del 
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training set, al sistema viene fornito in ingresso il test set; in questo modo, in base alle 
conoscenze apprese in fase di training, il modello riesce a predire, per gli esempi contenuti 
in questo insieme, la classe d’appartenenza. Essendo gli esempi del test set già 
categorizzati, una volta che il sistema predice la loro classe, viene confrontata la classe 
stabilita in fase di manual training con quella predetta dal sistema allenato. Naturalmente, 
affinchè il modello abbia fatto una buona predizione, le due categorie di appartenenza 
devono coincidere. 
 
Gli esempi che fanno parte del training set e del test set sono forniti in ingresso al sistema 
sottoforma di vettori di features. Il processo mediante il quale da un messaggio testuale si 
ricava un vettore di features è detto feature extraction. 
Esistono vari approcci alla feature extraction, ed in questa tesi ne vengono usati e 
comparati alcuni. 
 
3.7 Feature extraction e feature selection 
 
La feature extraction è il processo mediante il quale da un testo si estraggono un insieme 
di features, cioè un insieme di caratteristiche. Le features possono essere di vario tipo, ad 
esempio numerico, testuale, booleano e così via. Il training ed il test set sono insiemi di 
commenti rappresentati come vettori di features.  
 
La trasformazione di commenti testuali in vettori di features è indispensabile per la 
creazione del modello. Infatti, un algoritmo di machine learning necessita di esempi sotto 
forma di features vector per allenare e testare il modello creato.  
L’allenamento consiste nella creazione di un classificatore. La feature extraction serve per 
fornire al modello delle informazioni che gli permettono di creare nel miglior modo 
possibile il classificatore, e successivamente di testarlo. 
 
La scelta delle features è un’operazione che viene fatta preliminarmente, al pari della 
scelta delle categorie. Si è scelto di considerare come features i termini che compongono i 
messaggi.  
Tuttavia, invece di considerare tutti i termini che compongono i messaggi, per aumentare 
le prestazioni del sistema si riduce il set di features mediante l’operazione di feature 
selection, eliminando alcuni termini contenuti in una speciale lista (tecniche più accurate 
sono presenti al riferimento [25]). Le parole da escludere dall’insieme di features sono 
contenuti nella tabella “Blacklist” del database, ed entrano a far parte dell’insieme detto 
delle “stop words”. L’insieme delle stop words creato conta 303 parole, e tale lista è stata 
fornita dagli sviluppatori dell’IIT del Consiglio Nazionale delle Ricerche di Pisa partecipanti 
al progetto europeo di Opener46. 
                                               
46
http://www.opener-project.org/ 
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Osservando la tabella “Blacklist” è possibile osservare che in questo insieme sono 
compresi articoli, preposizioni, congiunzioni ed altre parole di uso comune, con tutte le 
rispettive declinazioni (anche in questo caso non viene fatto uso di lemmatizzazione).  
La scelta di escludere dall’insieme delle features le stop words è giustificata dal fatto che 
queste parole non sono rilevanti ai fini della creazione del classificatore, essendo molto 
comuni nelle frasi, anzi finiscono per appesantire l’operazione di allenamento e test del 
modello perchè aumentano di molto la cardinalità dell’insieme delle features, e quindi dei 
vettori associati.  
Un’altra operazione preliminare, effettuata prima della decisione dell’insieme di termini, è 
quella dell’eliminazione della punteggiatura, mediante la funzione PHP 
cleanAndLowersText (come per l’individuazione di termini offensivi nel messaggio). 
 
I due approcci utilizzati per la feature extraction sono indicati nella sezione “Input file”. Nel 
primo caso le features sono i termini contenuti nei commenti, ad esclusione delle stop 
words, mentre nel secondo caso le features sono i termini offensivi della tabella “Glossary” 
contenuti nei commenti. Di seguito la descrizione della prima modalità. 
Ad una classificazione manuale di 800 commenti casuali è corrisposta l’individuazione di 
5705 termini, dopo le fasi di eliminazione della punteggiatura e di esclusione delle stop 
words. A ciascuno degli 800 commenti, quindi, è associato un vettore di 5705 features. 
L’esclusione delle stop words dall’insieme dei termini è effettuato banalmente cercando un 
match tra tutti i termini che compongono il messaggio e tutti i termini della tabella 
“Blacklist” del database. 
La stessa eliminazione delle stop words è stata effettuata nella seconda modalità. In 
questo caso, invece, i vettori di features sono composti da tutte quelle parole offensive, 
quindi contenute nella tabella “Glossary”, contenute nei messaggi. Dagli 800 commenti è 
risultato un vettore di 51 features; ciò significa che negli 800 messaggi sono contenute 51 
parole offensive. 
 
Come è possibile osservare nei vari file di input (raggiungibili dalla sezione “Input”), le 
features presentano un nome che rispetta il formato “termineX”, dove X sta per l’indice. In 
un primo momento si è deciso di far corrispondere il nome delle features ai nomi dei 
termini contenuti nei messaggi. Ciò ha comportato errori in fase di importazione nel tool 
WEKA, in quanto alcuni termini presentano caratteri (come le lettere accentate) non 
riconosciuti dallo strumento di allenamento. Per semplicità, si è deciso di assegnare alle 
features dei nomi standard ed un tipo “numeric”, come analizzato in figura 23. 
 
 
(Fig. 23 Dichiarazione delle features in un file di input per WEKA) 
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Ciascuna feature si riferisce, come detto, ad un singolo termine (o ad una singola 
espressione offensive nel caso della seconda modalità). Questa tipologia di approccio è 
chiamata “Bag of words”, e consiste nel considerare ciascun termine separatamente dagli 
altri. La metodologia contrapposta a quella del “Bag of words” è quella degli “N-grammi”, 
con N numero intero a scelta; secondo quest’ultimo approccio si considerano le parole in 
relazione a quelle vicine in base al grado N [16] [29] [27]. Per capire meglio si propone di 
seguito una frase di esempio: 
 
“Buongiorno buongiorno io sono Francesco” 
 
Metodo “Bag of Words”, features: “Buongiorno”, “buongiorno”, “io”, “sono”, “Francesco” 
Metodo “2-grammi”: “Buongiorno buongiorno”, “buongiorno io”, “io sono”, “sono Francesco” 
Metodo “3-grammi”: “Buongiorno buongiorno io”, “buongiorno io sono”, “io sono Francesco” 
 
Per ciascuna modalità e per ciascun algoritmo di ML considerato in fase di simulazione 
sono stati usati tre corpus, dove in ciascun corpus è stato variato il significato associato a 
ciascuna feature, ovvero la tipologia di feature extraction. Entrando nella sezione “Input” 
dell’applicazione Web, è possibile accedere alle sei pagine che si occupano di costruire i 
files del training set da fornire in input al software WEKA. 
Le tipologie di feature extraction associate a ciascun file di input, come indicato nel 
riferimento [29], sono le seguenti: 
 
1. La variabile vale “1” se il termine corrispondente è presente nel messaggio, 
viceversa vale “0”; 
2. La variabile rappresenta il numero di occorrenze del termine nel messaggio; 
3. La variabile rappresenta il rapporto Tf-Idf 47  [29].  
 
 
 
 
 
Il fattore Tf-Idf consente di misurare l’importanza di un termine rispetto sia ad un 
messaggio sia ad una collezione di messaggi. Tale valore aumenta 
proporzionalmente al numero di volte che il termine è contenuto nel documento, ma 
cresce in maniera inversamente proporzionale con la frequenza del termine nella 
collezione. L'idea alla base di questo comportamento è quella di dare più 
importanza ai termini che compaiono nel messaggio, ma che in generale sono poco 
frequenti negli altri messaggi.  
Tf è l’equivalente di “Term Frequency”, e consiste nel numero di occorrenze     del 
termine i-esimo nel messaggio j-esimo. Tale valore è normalizzato, perciò diviso 
per il numero di termini del messaggio j-esimo     . Idf rappresenta l’”Inverse 
                                               
47
http://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html 
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Document Frequency”, dove al numeratore vi è il numero di messaggi    , mentre 
al denominatore il numero di messaggi che contiene il termine i-esimo              . 
 
 
(Fig. 24 Sezione “Input file” in T2W) 
 
Di seguito si riporta un esempio pratico di feature extraction con le tre tecniche citate 
precedentemente. 
 
3.7.1 Esempio di applicazione di feature extraction: 
 
Prendiamo ad esempio i seguenti commenti: 
 
Utente1: “Sei una faccia di merda!” 
Utente 2: “GRANDE FRATELLO SIAMO TUTTI CON TE!” 
Utente 3: “Ma quando muori merda?” 
 
Una prima fase consiste nel preprocessing. In pratica, si elimina la punteggiatura, si 
trasforma tutto il testo in minuscolo e si scompatta ciascun messaggio in token, cioè in 
termini. Queste operazioni vengono effettuate dalla funzione “cleanAndLowersText”. 
I commenti trasformati in minuscolo e senza punteggiatura diventano: 
 
Utente1: “sei una faccia di merda” 
Utente 2: “grande fratello siamo tutti con te fratello” 
Utente 3: “ma quando muori merda” 
 
Si decide di adottare un approccio di tipo “Bag of words”, il vettore dei token sarà quindi il 
seguente (ordinati in ordine alfabetico, dopo aver eliminato i doppioni): 
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[“con”, “di”, “faccia”, “fratello”, “grande”, “ma”, “merda”, “muori”, “quando”, “sei”, “siamo”, 
“te”, “tutti”, “una”] 
 
Successivamente, si cerca il match tra ciascun token con i termini della tabella “Blacklist” 
del database. In caso di successo, il termine in questione non viene considerato nel set 
definitivo delle features. Nell’esempio, i termini non considerati sono: 
 
[“con”, “di”, “ma”, “sei”, “siamo”, “te”, “tutti”, “una”] 
 
mentre il vettore definitivo delle features è composto dalle seguenti componenti: 
 
[“faccia”, “fratello”, “grande”, “merda”, “muori”, “quando”] 
 
Si propone di seguito la matrice rappresentanti i feature vectors nei tre casi citati in 
precedenza 
 
Caso 1: “1” dove il termine è presente, “0” viceversa 
 
\ faccia fratello grande merda muori quando 
MSG1 1 0 0 1 0 0 
MSG2 0 1 1 0 0 0 
MSG3 0 0 0 1 1 1 
 
Caso 2: si riporta il numero di occorrenze di quel termine in quel dato commento 
 
\ faccia fratello grande merda muori quando 
MSG1 1 0 0 1 0 0 
MSG2 0 2 1 0 0 0 
MSG3 0 0 0 1 1 1 
 
Caso 3: Tf-Idf 
 
\ faccia fratello grande merda muori quando 
MSG1 1.5 (½*3) 0 0 0.75 (½*3/2) 0 0 
MSG2 0 2 (⅔*3) 1 (⅓*3) 0 0 0 
MSG3 0 0 0 0.5 (⅓*3/2) 1 (⅓*3) 1 (⅓*3) 
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3.8 Costruzione training set 
 
Dopo aver analizzato il processo mediante il quale un messaggio viene trasformato in un 
formato comprensibile per WEKA, che effettua l’allenamento del modello, si analizza di 
seguito la creazione del training set. 
 
Come descritto precedentemente, il training set è l’insieme di esempi che ha il compito di 
allenare il sistema al fine di costruire il classificatore. Gli esempi che fanno parte del 
training set consistono in una coppia di valori costituita dal messaggio e dalla 
corrispondente categoria di appartenenza. 
L’applicazione Web prevede una sezione dedita alla classificazione manuale, ed il suo 
nome è “Training set”. Una volta che si accede a tale sezione compaiono gruppi di 20 
commenti che l’utente loggato non ha mai classificato. La pagina presenta nella parte 
centrale una tabella in cui ogni riga corrisponde ad un messaggio, e nella colonna di 
destra vi è l’area per la categorizzazione; quest’ultima consiste in una lista di selezione 
con tutti i nomi delle categorie, tramite la quale è possibile selezionare la categoria di 
appartenenza.  
Una volta categorizzato il messaggio è necessario cliccare sul bottone “Salva” per salvare 
le informazioni nel database. 
 
 
(Fig. 25 Sezione “Training set” in T2W) 
 
Nel database, la tabella che mantiene traccia della categorizzazione manuale si chiama, 
per l’appunto, “manual_training”. La corrispondenza con l’utente ed il messaggio 
categorizzato è mantenuta mediante gli attributi “id_user” e “comment_id”, mentre 
l’attributo “category” indica la classe a cui il messaggio è stato assegnato. 
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In fase di classificazione manuale ci si pone il problema di quanto grande deve essere il 
training set [30]. In tal senso non esiste un valore preciso sulla dimensione del training set, 
infatti questo varia a seconda del problema in esame. Tuttavia, bisogna cercare di trovare 
un giusto compromesso tra un training set troppo piccolo ed uno esageratamente grande, 
al fine di evitare lo spiacevole fenomeno chiamato “overfitting48”. Per overfitting si intende 
quell’effetto negativo che porta un modello, allenato mediante apprendimento automatico, 
ad “imparare a memoria” dal training set. Il processo di allenamento prevede che il 
sistema, al termine dell’allenamento, sia in grado di effettuare una buona 
categorizzazione, ovvero sia in grado di generalizzare gli esempi in ingresso e di fornire 
dei giusti risultati in output. Tuttavia, nelle situazioni in cui gli esempi forniti in input sono 
troppo pochi, o dove l’allenamento è stato effettuato troppo a lungo, il modello potrebbe 
adattarsi a caratteristiche che sono specifiche solo del training set, ma che non hanno 
riscontro nel resto dei casi. Perciò, in presenza di overfitting, le prestazioni (cioè la 
capacità di adattarsi/prevedere) sui dati di allenamento aumenteranno, mentre le 
prestazioni sui dati non visionati saranno peggiori. 
 
Per le ragioni dette precedentemente, si pone il problema di come dimensionare il training 
e il test set per il nostro particolare caso di studio. In letteratura esistono diversi approcci a 
questo problema; il più semplice, usato in questa tesi, è quello “progressivo”. Inizialmente 
il corpus deve essere abbastanza cospicuo, nell’ordine del migliaio di esempi. Dell’intero 
corpus iniziale si sceglie una percentuale (sicuramente minore del 50%) che rappresenta il 
numero di esempi che entra a far parte del test set, mentre la rimanente parte formerà il 
training set.  
La configurazione migliore in termini di percentuale è quella che determinerà migliori 
performance da parte del sistema. Le performance del sistema vengono misurate secondo 
dei parametri analizzati nel paragrafo 3.10. 
Quindi, ricapitolando, per il dimensionamento del training set e del test set abbiamo scelto 
un approccio di tipo “progressivo”, ovvero per prove abbiamo assegnato una percentuale 
di partenza per gli esempi nel training set e, successivamente, abbiamo aumentato tale 
valore tenendo d’occhio i parametri di valutazione del sistema. La percentuale migliore 
sarà quella che meglio esalta le performance del modello. 
Di tutti i commenti che il database contiene, ne sono stati classificati manualmente 
esattamente 800. Il training set è costituito, quindi, da 800 commenti categorizzati. Questi 
commenti sono stati classificati come indicato nella sezione “Statistiche” dell’applicazione 
Web. 
 
E’ stata richiesta espressamente l’implementazione di una login per l’applicazione Web 
(nel nostro caso realizzato tramite l’app di Facebook) per far si che diversi utenti potessero 
classificare degli stessi commenti. La ragione di tale scelta consiste nel fatto che la 
categorizzazione di un commento effettuata da una sola persona è poco attendibile, 
mentre se due persone sono d’accordo nell’assegnare un commento ad una data classe si 
è più certi della correttezza della classificazione. La logica vuole che uno stesso 
commento sia classificato da un numero di persone dispari e diverso da uno (ad esempio 
                                               
48
http://www.investopedia.com/terms/o/overfitting.asp 
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tre o cinque) e, in caso di diversità di opinioni sulla categoria, far prevalere la 
maggioranza. Tuttavia quanto detto precedentemente non rientra in questa tesi, perchè 
solo un utente ha classificato i commenti; tuttavia potrebbe rientrare tra le espansioni per 
future works. 
Il training set, in relazione alla tecnica di feature extraction usata, è visualizzabile 
attraverso la sezione “Input file”. In ciascuno dei sei training set, la prima feature di ogni 
commento (corrispondente alla prima colonna, vedi figura 26) è rappresentata da un indice 
contatore ad incremento, usato per tenere traccia dei commenti, senza alcuna valenza 
nell’allenamento (infatti viene deselezionato in fase di importazione in WEKA come 
illustrato nell’immagine 27). 
 
 
(Fig. 26 Organizzazione dei dati in un file di input per WEKA) 
 
Il prossimo paragrafo descrive il tool WEKA, come esso è stato usato per la tesi, come si 
effettua l’allenamento, il test, come si leggono i risultati e come si seleziona la tecnica di 
apprendimento. 
 
3.9 Utilizzo di WEKA 
 
WEKA è un software open source per l’apprendimento automatico sviluppato 
dall’Università di Waikato, in Nuova Zelanda. Il nome è l’acronimo di “Waikato 
Environment for Knowledge Analysis”, e corrisponde anche al nome di un uccello presente 
solo nelle isole della Nuova Zelanda. 
In questa tesi il tool WEKA viene usato per applicare dei metodi di apprendimento 
automatici sul nostro corpus, al fine di analizzarne i risultati, e quindi le performance. 
Tramite questi metodi è infine possibile avere una previsione dei nuovi comportamenti dei 
dati. Di seguito si propone una descrizione del software, focalizzando l’attenzione sugli 
aspetti interessati da questa tesi. 
Dopo aver importato, tramite l’interfaccia Weka Explorer, il file di input in formato ARFF 
contenente il corpus, sono state selezionate le features rilevanti, ovvero tutte, fatta 
eccezzione della prima corrispondente al contatore ad incremento. 
59 
 
 
 
(Fig. 27 Selezione delle features in WEKA) 
 
 
Successivamente, tramite il tab “Classify”49, si seleziona prima il tipo di algoritmo usato per 
creare il classificatore e, infine, si seleziona la percentuale da assegnare al training set, 
prima di dare il via alla fase di test. Nell’esempio in figura seguente si è scelto di adottare 
un allenamento di tipo “Cross-validation” [16], o meglio k-fold cross-validation, che 
consiste nel suddividere il corpus in k parti di uguale dimensione, ed ad ogni passo la 
parte (1/k)-esima del corpus diventa test set, mentre la restante parte diventa test set. 
Così, per ognuna delle k parti (con k di solito pari a 10) si allena il modello, evitando quindi 
problemi di overfitting o di campionamento asimmetrico.  
 
                                               
49
http://www.youtube.com/watch?v=bPrTeUAS6_I 
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(Fig. 28 Tab “Classify” in WEKA) 
 
 
Il formato che WEKA riconosce per i file in input è l’ARFF (Attribute Relationship File 
Format), e consiste nel rappresentare i dati come se fossero inseriti in una tabella di un 
database relazionale, separando tutti i valori da una virgola (come visto in figura 26). 
Il file input  contenente il training set, come indicato ad esempio nel link 
http://wafi.iit.cnr.it/s2t/s2t/t2w/input1.php, è strutturato nel seguente modo: 
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1. La prima cosa da fare è specificare il nome della relazione che si va a 
rappresentare, nel nostro caso “@relation text_classification”; 
2. Si definiscono i vari campi che andranno a popolare la tabella, in questo caso: 
a. un indice numerico usato come riferimento per contare i commenti:  
 
@attribute index numeric 
 
b. il set di 5705 features nella prima modalità (le features sono i termini dei 
commenti) e di 51 features nella seconda modalità (le features sono i termini 
offensivi dei commenti), dichiarati di tipo “numeric”, con nome costituito dalla 
stringa “termine” seguita da un valore ad incremento:  
 
@attribute termine_X numeric 
 
c. la feature corrispondente alla categoria di appartenenza del messaggio, 
definita come un enumeratore, con valori prefissati pari all’insieme delle 
categorie:  
 
@attribute category? {condizione_sociale, handicap_fisici, 
inoffensivo,linguaggio_squallido, offesa_personale, politica, 
preferenze_sessuali, razza, religione} 
 
3. Successivamente vengono dichiarati i dati, dopo la scritta “@data”. Questi, secondo 
formato ARFF vengono separati l’un l’altro da una virgola, mantenendo la 
corrispondenza con la dichiarazione delle features del passo 2. 
 
Tramite la schermata “Classifiers output” è possibile prendere visione dell’esito del test: 
 
 
(Fig. 29 Allenamento in WEKA) 
 
62 
 
Oltre agli indici di valutazione, analizzati in seguito nel paragrafo 3.10, i risultati della fase 
di test sono visualizzati anche in formato matriciale, con la confusion matrix50. Di seguito 
è riportato un esempio di modello con la tecnica supervisionata Support Vector Machine 
(SMO): 
 
 
(Fig. 30 Confusion Matrix in WEKA) 
 
Come è possibile notare in figura 30, la matrice è quadrata e gli elementi della diagonale 
rappresentano le istanze del test set classificate correttamente. Nessuna istanza è stata 
categorizzata nelle categorie “condizione_sociale”, “preferenze_sessuali” e “razza”, 
mentre la classe predominante è sicuramente la classe “inoffensivo”. 
 
3.10 Parametri di valutazione 
 
Per valutare le performance dei modelli soggetti ad allenamento mediante machine 
learning si utilizzano dei parametri di valutazione. Prima di descrivere tali parametri è 
necessario analizzare gli elementi [16] alla base del loro calcolo. 
In riferimento ad una classe generica C, definiamo: 
 
● Vero positivo (True Positive TP): un messaggio che appartiene alla classe C e che 
il sistema categorizza correttamente; 
● Falso positivo (False Positive FP): un messaggio che non appartiene alla classe C 
e che il sistema erroneamente assegna ad essa; 
● Vero negativo (True Negative TN): un messaggio che non appartiene alla classe C 
e che il sistema correttamente non assegna ad essa; 
● Falso negativo (False Negative FN): un messaggio che appartiene alla classe C e 
che il sistema erroneamente non assegna ad essa. 
 
Per avere un quadro più chiaro della situazione, si ripropone la figura 30 del paragrafo 
precedente. 
 
                                               
50
http://www.cs.waikato.ac.nz/ml/weka/ 
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(Fig. 31 Considerazioni sulla Confusion Matrix in WEKA) 
 
In linea generale, gli elementi presenti sulla diagonale rappresentano le istanze 
categorizzate correttamente. La matrice di confusione, come enunciato nel paragrafo 
precedente, indica, per ciascuna classe (elementi riga), come il sistema ha effettuato la 
categorizzazione (le colonne rappresentano le classi in cui il sistema ha categorizzato le 
istanze). 
Osservando la figura precedente si può notare come per la classe “linguaggio squallido”, 
ad esempio, il numero di istanze contenute nel test set è 20 (somma dei numeri sulla riga 
“d”), il numero di istanze correttamente categorizzate è 10 (riquadro rosso), così come il 
numero di istanze erroneamente categorizzate (riquadri viola). Questi due valori appena 
analizzati sono rispettivamente i “Veri positivi” ed i “Falsi negativi”. E’ possibile notare 
come il sistema abbia assegnato alla classe “linguaggio squallido” anche una istanza 
appartenente alla classe “religione” ed una alla classe “politica” (riquadro blu). 
Quest’ultimo valore rappresenta i “Falsi positivi”. Tutte le altre istanze che appartengono 
ad altre classi, e che effettivamente sono state assegnate ad altre classi, prendono il nome 
di “Veri negativi” (riquadro arancione). 
 
Sulla base degli elementi analizzati in precedenza, si descrivono di seguito i parametri che 
WEKA utilizza per valutare le performance del sistema. 
 
 
(Fig. 32 Parametri di valutazione in WEKA) 
 
Le performance vengono valutate sul test set. L’esempio precedente è ottenuto da un 
corpus di 797 esempi, allenato mediante algoritmo ad apprendimento supervisionato 
SMO, con training set di 526 commenti. Il test set in questione è quindi composto da 271 
istanze, di cui 250 categorizzate correttamente (elementi della diagonale in figura 
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contenente matrice di confusione) e 21 erroneamente (somma degli elementi non sulla 
diagonale). 
 
L’indice TP Rate (“True positive rate”) di una data classe C corrisponde al rapporto tra il 
numero di istanze categorizzate correttamente (elemento sulla diagonale) ed il numero di 
istanze appartenenti alla classe C (somma dei valori sulla riga). Nel caso della classe 
“linguaggio offensivo”, è calcolato nel seguente modo: 
 
          
  
       
   
  
  
       
 
L’FP Rate (“False positive rate”) di una data classe C, invece, è calcolato mediante il 
rapporto tra i falsi positivi corrispondenti alla classe C (somma dei valori sulla colonna) e la 
differenza tra il numero totale di istanze e i veri positivi della classe C (valore sulla 
diagonale): 
 
          
  
        
   
  
         
   
  
  
         
 
La metrica più semplice per valutare le prestazioni del sistema (non riportata nell’output di 
WEKA) è l’Accuratezza [16]. Essa è definita come segue: 
 
      
       
                 
 
 
Questo parametro, tuttavia, risulta poco efficiente nel caso di TC in cui c’è una classe 
dominante di gran lunga rispetto alle altre. Nel nostro caso, la classe “inoffensivo” è di 
gran lunga dominante rispetto alle altre, quindi tale parametro risulterebbe del tutto 
fuorviante. Si fa uso, quindi, di indici più precisi che tengono conto anche di queste 
situazioni.  
Due indici molto diffusi, e riportati nell’output del classificatore, sono Precision e Recall 
[16], calcolati mediante le seguenti formule: 
 
            
  
       
         
  
       
 
 
Tramite questi due parametri si ha una migliore visione delle performance del sistema ai 
fini della TC. Nel nostro caso, sempre analizzando la classe “linguaggio offensivo”, tali 
parametri sono così calcolati: 
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Un altro indice fornito da WEKA è l’F-Measure [16]. Questo si calcola nel seguente modo: 
 
               
                  
                  
 
 
dove nel nostro caso è pari a: 
 
                
            
            
         
 
Questo indice consiste in una combinazione pesata di entrambi i parametri visti in 
precedenza, Precision e Recall; nello specifico si tratta di una media armonica dei due 
indici. 
 
L’MCC (Matthews Correlation Coefficient)51 è un parametro che misura le performance 
della classificazione di tipo binaria, considerando veri e falsi positivi e negativi. Questo 
indice è particolarmente interessante quando le classi hanno dimensioni molto differenti. In 
sostanza, MCC è un coefficiente di correlazione tra le categorizzazioni binarie osservate e 
predette. Tale coefficiente assume un valore tra “-1” e “+1”. Ad un coefficiente “+1” 
corrisponde una perfetta predizione, “0” corrisponde ad una predizione totalmente casuale 
e “-1” indica una totale discordanza tra la predizione e l’osservazione. 
Il calcolo di tale indice si effettua mediante la seguente formula: 
 
 
 
 
Come prova, ecco il calcolo del coefficiente MCC per la classe “linguaggio squallido”: 
 
      
                 
√                                             
         
 
Il ROC Area (Receiver Operating Characteristic Area) 52  è un indice di più difficile 
interpretazione. La curva ROC è una curva che mette a confronto il TP Rate (asse delle 
ordinate) con il FP Rate (asse delle ascisse). Il calcolo della sottoarea di tale curva è utile 
per valutare l’abilità del classificatore nel separare le istanze di una determinata classe da 
quelle di altre classi. Più la sottoarea è vicina al valore “1”, meglio saranno separate le 
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http://standardwisdom.com/softwarejournal/2011/12/matthews-correlation-coefficient-how-well-does-it-do/ 
52
http://gim.unmc.edu/dxtests/ROC3.htm 
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istanze della classe in questione da quelle delle altre classi. Valori accettabili si hanno 
sopra la soglia 0.7; per la classe “linguaggio squallido” la ROC Area è pari a 0.7222, il che 
è un valore accettabile. Per visualizzare la curva ROC in WEKA basta cliccare con il tasto 
destro sul risultato dell’allenamento corrispondente, sezione “Result list”, e 
successivamente selezionare “Visualize threshold curve” ed infine sulla classe di cui si 
vuole visualizzare la curva ROC (nel nostro caso “linguaggio squallido”), ottenendo un 
risultato come illustrato in figura 33. 
 
 
(Fig. 33 Curva ROC riferita all’esempio) 
 
 
Rimane da vedere l’ultimo parametro presente nell’output del classificatore di WEKA: la 
PRC (Precision Recall) Area [32]. L’area PRC non è altro che l’area sottesa alla curva del 
grafico composto da Precision e Recall (figura 34). 
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(Fig. 34 Curva PRC riferita all’esempio) 
 
Nello schema riassuntivo degli indici in relazione alle classi, l’ultima riga è rappresentata 
dalla media pesata, “Weighted Average”53. A differenza della media classica, nella media 
pesata ciascun valore è moltiplicato per un proprio peso, nel nostro caso costituito dal 
numero di istanze di quella determinata classe. 
Ad esempio la media ponderata dell’indice Precision è calcolata come segue: 
 
                          
  
                                                                                       
        
    
 
 
                        
   
        
 
Dopo aver analizzato gli indici che WEKA fornisce in output dal classificatore, nel prossimo 
capitolo si presenteranno le simulazioni effettuate, con i relativi risultati ottenuti. 
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Capitolo 4 
 
Simulazioni 
 
Al fine di avere una panoramica completa sulle tecniche di ML ad apprendimento 
supervisionato, si è deciso di fornire il corpus come input a modelli allenati con tre diverse 
tipologie di algoritmi: 
 
1. Naive Bayes NB (con le librerie NaiveBayes e NaiveBayesMultinomial NBM) 
2. J48 
3. Support Vector Machine SVM (con le librerie SequentialMinimalOptimization 
SMO e LibSVM) 
 
L’algoritmo SVM è implementato in WEKA per mezzo di due diverse librerie: libSVN ed 
SMO. 
LibSVN è una libreria che implementa un algoritmo SVM esclusivamente di tipo lineare, 
avente complessità computazionale O(n), con n numero delle istanze del training set. 
SMO, invece, è adatto sia all’apprendimento di tipo lineare sia all’apprendimento di tipo 
non lineare mediante l’uso di funzioni kernel, con complessità computazionale O(n2) o 
O(n3), come già accennato nel paragrafo 2.2.2.5. Nelle simulazioni con la libreria libSVM, 
come vedremo successivamente, si evince un brusco decadimento delle prestazioni. 
L’ultimo algoritmo ad apprendimento supervisionato preso in esame è il J4854. La libreria 
J48 di WEKA consiste nell’implementazione Java open source dell’algoritmo C4.5 e 
consente di creare un albero decisionale partendo da un training set. Tale algoritmo è 
stato già analizzato nel paragrafo 2.2.2.2 relativo al sistema Smokey. 
 
Le simulazioni sono divise in due parti, a seconda del tipo di features usate. Nella prima 
modalità, a ciascuna feature è associato un termine presente nei commenti, estraneo 
all’insieme delle stop words; nella seconda modalità, invece, ogni feature rappresenta una 
parola offensiva contenuta nei commenti. Per entrambe le modalità si testano i tre 
algoritmi di ML citati in precedenza, in cui si considerano due librerie d’implementazione 
nel caso di NB e SVM. Riassumendo, le modalità sono due: 
 
1. MODALITA’ 1: ciascuna feature è una parola contenuta nei commenti; 
2. MODALITA’ 2: ciascuna feature è una parola offensiva della tabella “Glossario” del 
database “t2w”. 
 
                                               
54
http://allafinedelpalo.it/classificatore-binario-con-weka-alberi-di-decisione-j48/ 
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Considerando ciascuna delle due modalità, come detto per ogni algoritmo testato vengono 
analizzati i tre tipi di corpus, corrispondenti alle tre diverse tecniche di feature extraction 
utilizzate. Per semplicità, in ciascuna simulazione indicheremo la tipologia di feature 
extraction in base al seguente elenco: 
 
1. TIPO 1: il valore associato alla feature è uguale a “1” se nel messaggio vi è una o 
più occorrenze di quel dato termine, “0” altrimenti; 
2. TIPO 2: il valore associato alla feature è uguale al numero di occorrenze di quel 
dato termine all’interno del messaggio; 
3. TIPO 3: il valore associato alla feature è uguale al valore Tf-Idf associato a quel 
termine. 
 
Inoltre, per ciascun algoritmo usato ed in relazione al tipo di feature extraction che 
garantisce migliori performance, si è proceduto nell’effettuare delle prove variando il 
training set, portandolo dal 66% al 77%. 
Da notare come ci sono delle categorie per cui gli indici di valutazione sono sempre nulli. 
Ciò è dovuto al fatto che nel test set non sono state individuate istanze appartenenti a tali 
classi. Si sta facendo riferimento alle seguenti classi: “condizione_sociale”, 
“preferenze_sessuali” e “razza”. 
 
Dopo questa breve premessa, si passa adesso ad analizzare le simulazioni.  
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4.1 Modalità 1: feature come parola 
4.1.1 Naive Bayes 
 
Per quanto riguarda l’algoritmo di apprendimento di tipo NB, il tool Weka offre una vasta 
gamma di algoritmi per la creazione del classificatore, questi rientrano tutti sotto la 
categoria “bayes”. All’interno di questa categoria, oltre che la libreria standard che 
implementa l’algoritmo di Naive Bayes classico, è possibile scegliere tra le seguenti 
varianti: BayesNet, NaiveBayesMultinomial, NaiveBayesMultinomialText, 
NaiveBayesMultinomialUpdateable e NaiveBayesUpdateable. Ciascuna di esse 
implementa l’algoritmo di Naive Bayes apportando alcune modifiche all’algoritmo di base. 
In sintesi, la differenza che sta alla base tra NB semplice e le altre tipologie riguarda 
l’assunzione che ciascun termine (ovvero ciascuna feature) è fortemente indipendente 
dalle altre. Questa assunzione, nella maggior parte dei casi, è falsa. 
Nelle altre varianti di NB, al contrario della versione base in cui la distribuzione di ciascuna 
feature è del tutto casuale, le distribuzioni assumono vari andamenti. Ad esempio, nella 
NaiveBayesMultinomial la distribuzione assume un andamento di tipo Gaussiano. 
 
In questa tesi, per dimostrare che l’assunzione di indipendenza di ciascuna feature non è 
applicabile, abbiamo proceduto nell’effettuare simulazioni sia con l’algoritmo NB semplice, 
sia con NBMultinomial. 
 
4.1.1.1 NaiveBayes versione base 
 
La versione dell’algoritmo di apprendimento supervisionato NB fa uso dell’assunzione 
secondo cui tutte le parole sono indipendenti l’una dall’altra [13]. Tale assunzione, nei casi 
reali, non è applicabile. 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
 
 
 
Dopo queste prime tre simulazioni è possibile fare delle considerazioni. Innanzitutto, le 
prestazioni migliori sono raggiunte grazie ad un corpus costruito con una feature extraction 
di TIPO 2. In corrispondenza di questa tipologia di corpus, infatti, si ha un minor numero di 
errori. Al contrario delle nostre previsioni, abbiamo notato come un corpus di TIPO3, 
costruito con il fattore Tf-Idf, ha portato ad un brusco peggioramento delle prestazioni, con 
148 categorizzazioni errate su 272 esempi. 
 
 
 TIPO 1 TIPO 2 TIPO 3 
Errori 59 47 148 
 
 
Inoltre, nella simulazione 2 si hanno medie ponderate di Precision e Recall decisamente 
accettabili, più alte sicuramente di quelli ottenuti con il TIPO1, decisamente più alte di 
quelli ottenuti con il TIPO3. 
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 TIPO 1 TIPO 2 TIPO 3 
Precision 0.797 0.808 0.771 
Recall 0.783 0.827 0.456 
 
 
La ROC Area nella simulazione 2 raggiunge quasi la soglia 0.7, che consiste in un valore 
accettabile di separazione tra le istanze delle varie classi. 
 
 
 TIPO 1 TIPO 2 TIPO 3 
ROC Area 0,559 0,668 0,49 
 
Nel paragrafo 4.3.1 di analisi delle prestazioni degli algoritmi in modalità 1 è evidenziato 
come NB sia l’algoritmo, tra quelli usati, ad offrire più scarse prestazioni. Questo è 
sicuramente dovuto alle assunzioni che esso utilizza.  
 
4.1.1.2 NaiveBayesMultinomial NBM 
 
Di seguito si procede con le simulazioni effettuate con l’algoritmo NaiveBayesMultinomial. 
Tali simulazioni mettono in evidenza come l’assunzione su cui poggia NB versione base 
non sia applicabile nei casi pratici. 
 
NBMultinomial associa ad ogni termine una distribuzione di tipo Gaussiana, e non più 
casuale. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
 
 
 
Dalle simulazioni appena illustrate, il dato che risalta è un aumento generale delle 
prestazioni nel caso di corpus di TIPO 1 e TIPO 3 rispetto alle prove fatte con NB. Infatti, 
in queste due circostanze si ha una sostanziale diminuzione delle categorizzazioni errate. 
Nel caso di TIPO 1 si passa da 59 a 49 errori, mentre nel caso TIPO 3 si passa da 148 
errori a soli 40.  
Nel caso TIPO 2, al contrario che negli altri due casi, si ha un numero di errori maggiori; si 
passa infatti da 47 errori con NB a 50 con NBMultinomial. 
 
 
 TIPO 1 TIPO 2 TIPO 3 
Errori 49 50 40 
 
Da registrare il significativo aumento di performance con il corpus di TIPO 3. Tale tipo di 
corpus corrisponde ad una feature extraction facente uso del fattore Tf-Idf, il quale misura 
l’importanza di un termine rispetto ad un messaggio o ad un insieme di messaggi55, in 
totale disaccordo con l’assunzione dell’algoritmo NB. Ecco spiegato, quindi, il brusco 
decadimento delle prestazioni registrato con l’algoritmo NB con un corpus di TIPO 3. 
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L’algoritmo NBMultinomial, invece, modifica l’assunzione base di indipendenza dei termini, 
introducendo per ciascuno di essi una distribuzione di tipo Gaussiana. Per questo motivo, 
quindi, NBMultinomial con un corpus di TIPO 3 rappresenta, rispetto alle simulazioni viste 
fin’ora, il miglior binomio per effettuare la TC. 
 
4.1.2 Support Vector Machine SVM 
 
SVM è implementata in WEKA per mezzo di due diverse librerie, come detto libSVM e 
SMO, di cui sono state già analizzate le differenze. 
Abbiamo voluto dimostrare, tramite una simulazione, che libSVM è totalmente inadatto per 
categorizzazioni multiclasse. 
4.1.2.1 LibSVM 
 
Dalle simulazioni proposte di seguito si evince la totale inefficienza dell’SVM lineare, 
implementato tramite libSVM, per un caso di TC multi-classe.  
Sono state effettuate tre simulazioni con libSVM, variando per ciascuna il tipo di corpus, 
dimostrando che le performance rimangono invariate. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
 
 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
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Dalle simulazioni precedenti si evince che in tutti e tre i casi gli  esempi sono stati 
categorizzati tutti nella classe “inoffensivo”, compreso i 34 che appartenevano ad altre 
classi. 
 
Le prove effettuate con libSVM sono molto importanti in quanto ci fanno capire che non 
sempre i valori alti degli indici corrispondono a prestazioni accettabili. Infatti, nel nostro 
caso la classe “inoffensivo” è di gran lunga preponderante nei confronti delle altre, per cui 
si ha una percentuale di istanze erroneamente classificate bassa. Inoltre, sono 
abbastanza alte anche le medie ponderate dei parametri Precision, Recall, PRC Area e F-
Measure. 
 
 TIPO 1, TIPO 2, TIPO 3 
Precision 0,766 
Recall 0,875 
PRC Area 0,772 
F-Measure 0,817 
 
Tuttavia, il parametro MCC è pari a 0, mentre la media ponderata della ROC Area è pari 
sempre a 0.5, valore del tutto insufficiente. 
 
 TIPO 1, TIPO 2, TIPO 3 
MCC 0 
ROC Area 0,5 
 
4.1.2.2 Sequential Minimal Optimization SMO 
 
La TC multi-classe può essere implementata in WEKA mediante la libreria SMO, che 
esegue un algoritmo ad apprendimento supervisionato di tipo SVM. 
Le prestazioni, rispetto alla libreria libSVM, cambiano  radicalmente. 
Si propongono di seguito tre simulazioni effettuate con SMO. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
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In fase di simulazione è possibile notare come per questo tipo di algoritmo di ML, ed in 
particolare con la libreria usata, il tempo impiegato per l’allenamento del modello è di gran 
lunga superiore rispetto a quello impiegato da libSVM e dagli altri algoritmi usati. Infatti, 
per addestrare il modello usando libSVM si impiega 1 secondo, mentre per testarlo 0.2 
secondi. Tramite SMO, invece, il tempo impiegato per addestrare il modello si attesta 
attorno ai 217 secondi, mentre per testarlo 0.41 secondi. 
Ciò è dovuto, come indicato nell’introduzione a questo capitolo, al fatto che l’algoritmo 
implementato in SMO fa uso delle funzioni kernel, le quali aumentano drasticamente la 
complessità computazionale. 
Dalle prove effettuate è possibile vedere che le prestazioni migliori si hanno sicuramente 
per un corpus di TIPO 1. In questo caso, infatti, il numero di istanze erroneamente 
classificate è più basso ed è pari a 31.  
 
 
 TIPO 1 TIPO 2 TIPO 3 
Errori 31 36 38 
 
 
Inoltre, paragonando tutti gli indici di valutazione, si nota come in presenza di corpus di 
TIPO 1 essi siano tutti più alti.  
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 TIPO 1 TIPO 2 TIPO 3 
Precision 0,837 0,807 0,809 
Recall 0,886 0,868 0,86 
F-Measure 0,852 0,83 0,825 
MCC 0,298 0,172 0,106 
PRC Area 0,803 0,786 0,782 
 
L’unico dato negativo riguarda la ROC Area, pari a 0.6 circa, che è un valore piuttosto 
basso. 
 
 TIPO 1 TIPO 2 TIPO 3 
ROC Area 0,581 0,548 0,532 
 
4.1.3 J48 
 
Weka, per la famiglia di algoritmi “decision tree” (chiamata “trees” in WEKA), permette la 
visualizzazione dell’albero generato. Ciò è possibile semplicemente cliccando con il tasto 
destro sul test appena effettuato, nel box “Result list”, e successivamente su “Visualize 
tree”. 
 
Per le simulazioni seguenti, quindi, oltre ai risultati della fase di test si propongono gli 
alberi generati dall’algoritmo. 
 
 
 
 
 
 
 
 
 
 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
 
83 
 
 
 
 
 
 
 
 
 
 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
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Grazie all’uso dell’algoritmo J48, ad albero generato, sono state raggiunte le performance 
migliori rispetto agli altri algoritmi analizzati. Per le tre prove effettuate, variando il corpus, 
il numero di istanze categorizzate erroneamente non ha mai superato le 30 unità, 
arrivando anche a 29 nel caso di corpus di TIPO 3. 
 
 
 TIPO 1 TIPO 2 TIPO 3 
Errori 30 30 29 
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Tutti gli esempi contenuti nel test set sono stati categorizzati nelle categorie “inoffensivo” e 
“linguaggio squallido”. 
 
I parametri ottenuti nella simulazione 15 sono più alti di quelli ottenuti con le altre; tuttavia 
la ROC Area, come nel caso di SMO, è bassa e sotto la soglia della sufficienza (il valore è 
pari a 0.588). 
 
 
 TIPO 1 TIPO 2 TIPO 3 
ROC Area 0,53 0,53 0,588 
 
 
E’ curioso osservare come l’albero associato a ciascuna simulazione basi le sue decisioni 
esclusivamente su tre termini. Le tre features in questione sono “termine1175”, 
“termine1696” e “termine2517”, e corrispondono a tre delle parole scurrili più usate in 
gergo, rispettivamente: “merda”, “cazzo” e “culo”. 
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4.1.4 Ulteriori simulazioni 
 
Per ciascun algoritmo analizzato in precedenza, fatta eccezione che per la libreria libSVM, 
si è deciso di effettuare ulteriori simulazioni, variando la percentuale di training set, 
passando dal 66% al 77%. Il corpus usato per queste nuove simulazioni è lo stesso che 
ha fatto registrare, in relazione all’algoritmo usato, le migliori performance. 
 
NaiveBayes. Training set: 616 esempi; Test set: 184 esempi; Feature extraction: TIPO 2 
 
 
 
NaiveBayesMultinomial. Training set: 616 esempi; Test set: 184 esempi; Feature 
extraction: TIPO 3 
 
 
 
88 
 
 
SMO. Training set: 616 esempi; Test set: 184 esempi; Feature extraction: TIPO 1 
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J48. Training set: 616 esempi; Test set: 184 esempi; Feature extraction: TIPO 3 
 
 
 
 
 
Aumentando il numero di istanze appartenenti al training set, ovvero aumentando la 
percentuale del corpus da destinare al training set (passando dal 66% al 77%), si ha nel 
complesso un degrado delle prestazioni. Fatta eccezione per l’algoritmo ad apprendimento 
automatico J48, con cui i parametri rimangono pressochè inalterati, tutti gli altri modelli 
allenati con gli algoritmi NB, NBMultinomial e SMO, vedono le proprie prestazioni 
peggiorare. Per l’algoritmo J48, come precedentemente affermato, la percentuale di 
esempi correttamente categorizzati rimane costante all’89%. 
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 NB NBM SMO J48 
66% 82% 85% 88% 89% 
77% 76% 82% 86% 89% 
 
 
Un dato interessante riguarda la ROC Area. Aumentando il training set di TIPO 3, questo 
indice supera la soglia dello 0.6, al contrario dello 0.588 nel caso del training set al 66%; 
tale valore indica una non perfetta separazione delle istanze delle classi. 
 
 
 NB NBM SMO J48 
ROC Area 0,615 0,521 0,573 0,609 
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4.2 Modalità 2: feature come parola offensiva 
4.2.1 Naive Bayes 
 
Anche nel caso di features rappresentate dalle parole offensive, per quanto riguarda 
l’algoritmo Naive Bayes sono stati ripetuti i test sia con la versione base sia con la 
versione Multinomial dell’algoritmo. 
 
4.2.1.1 NaiveBayes versione base 
 
 
La versione base dell’algoritmo di Naive Bayes si basa sull’assunzione di indipendenza dei 
termini dei commenti, che in questo caso sono offensivi e contenuti nella tabella 
“Glossary”. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
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Le simulazioni con algoritmo di NB evidenziano come le prestazioni migliori si raggiungano 
con un corpus di TIPO 2. Con tale configurazione, infatti, si ha un minor numero di errori di 
istanze erroneamente classificate, pari a 27. In generale, anche con i corpus di TIPO 1 e 
di TIPO 3 le prestazioni sono accettabili, infatti si hanno rispettivamente 28 e 31 errori.  
 
 
corpus TIPO 1 TIPO 2 TIPO 3 
Errori 28 27 31 
 
 
Dall’analisi degli indici di valutazione si evince come i corpus di TIPO 1 e 2 diano valori 
molto simili. Tutti i parametri subiscono piccoli miglioramenti con il corpus TIPO 2. La ROC 
Area, in ogni caso, si mantiene al di sotto della soglia 0.7, che solitamente viene indicata 
come soglia per avere un risultato accettabile. 
 
 
corpus TIPO 1 TIPO 2 TIPO 3 
ROC Area 0,636 0,637 0,63 
 
 
Come meglio descritto nell’analisi dei risultati, con questo tipo di features l’algoritmo NB 
garantisce le performance migliori, ovvero un numero di errori minore. 
 
4.2.1.2 NaiveBayesMultinomial NBM 
 
Le simulazioni seguenti si riferiscono alla versione modificata dell’algoritmo di NB. Con 
NaiveBayesMultinomial ad ogni termine è associata una distribuzione di tipo Gaussiana. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
 
 
 
Le migliori performance sono raggiunte con corpus di TIPO 1 e 2. In corrispondenza di tali 
test, infatti, le istanze categorizzate erroneamente sono pari a 31, al contrario del TIPO 3 
dove sono 37 (prestazioni peggiori con le feature in modalità 2). 
 
 
corpus TIPO 1 TIPO 2 TIPO 3 
Errori 31 31 37 
 
 
Gli indici di valutazione per TIPO 1 e TIPO 2 sono molto simili; l’unica ad essere degna di 
nota è la ROC Area, l’indice che denota la separazione delle istanze delle varie classi. 
Con NBMultinomial, con questo tipo di features, la ROC Area è sopra la soglia di 
sufficienza di 0.7. 
 
 
corpus TIPO 1 TIPO 2 TIPO 3 
ROC Area 0,724 0,73 0,719 
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4.2.2 Support Vector Machine SVM 
 
Anche nella modalità 2 sono stati effettuati dei test con entrambe le librerie che in WEKA 
implementano SVM: libSVM e SMO. 
4.2.2.1 LibSVM 
 
Anche in questo caso, come per i test effettuati in modalità 1, libSVM è totalmente 
inefficiente, dato che si sta effettuando una TC multi-classe. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
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Gli esempi sono stati categorizzati tutti nella classe “inoffensivo”, quindi gli errori, per tutti e 
tre i test, sono pari a 34.  
4.2.2.2 SMO 
 
La TC multi-classe in WEKA è gestibile tramite la libreria SMO. Come vedremo di seguito, 
questo algoritmo in questo particolare caso non risulta essere il più indicato per la TC. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
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Dato il numero nettamente minore di features con la modalità 2 (pari a 51), rispetto a 
quelle con modalità 1, il tempo di training si riduce drasticamente, raggiungendo circa il 
secondo. 
Le prestazioni raggiunte con algoritmo SVM mediante libreria SMO non sono affatto 
soddisfacenti. Il numero di istanze erroneamente categorizzate non scende mai al di sotto 
di 34 (con corpus di TIPO 1 e TIPO 3). 
 
 
corpus TIPO 1 TIPO 2 TIPO 3 
Errori 34 36 34 
 
 
La ROC Area non supera mai il valore 0.6. Le performance migliori si raggiungono con 
corpus di TIPO 1, in corrispondenza del quale la ROC Area vale 0.591.  
 
 
corpus TIPO 1 TIPO 2 TIPO 3 
ROC Area 0,591 0,55 0,576 
 
 
Il parametro MCC risulta essere il minore tra tutti i test effettuati (fatta eccezzione per 
quelli con libSVM). 
 
 
corpus TIPO 1 TIPO 2 TIPO 3 
MCC 0,28 0,183 0,26 
 
4.2.3 J48 
 
Con l’algoritmo a generazione di albero J48, in modalità 1 si raggiungono le performance 
migliori. Come verrà evidenziato di seguito, in modalità 2 ciò non accade. Tuttavia le 
prestazioni rimangono comunque accettabili. 
 
Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 1 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 2 
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Training set: 528 esempi; Test set: 272 esempi; Feature extraction: TIPO 3 
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Per tutti e tre i test utilizzati, variando il TIPO del corpus, gli indici di valutazione rimangono 
gli stessi. Il numero di istanze erroneamente categorizzate è pari a 30, mentre, tra i 
parametri principali, si noti come la ROC Area sia molto al di sotto della soglia 0.7. Per tutti 
gli altri parametri i valori sono accettabili. 
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corpus TIPO 1, TIPO 2, TIPO 3 
Errori 30 
ROC Area 0,53 
 
 
Si sceglie come corpus migliore il TIPO 3, in quanto il fattore Tf-Idf misura l’importanza del 
termine offensivo rispetto al commento e alla collezione dei commenti. 
 
Gli esempi che non vengono categorizzati nella classe “inoffensivo” vengono assegnati 
alla classe “linguaggio squallido”. Gli alberi generati a partire dai tre tipi di corpus fanno 
riferimento a tre termini comuni: “termine9”, “termine11” e “termine21”, che nei file di input 
corrispondono alle seguenti parole offensive: “merda”, “cazzo” e “culo”. Ciò corrisponde ai 
test effettuati in modalità 1, infatti anche in quei casi tutti gli alberi erano generati 
prendendo in considerazione i tre termini offensivi appena citati. 
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4.2.4 Ulteriori simulazioni 
 
Per ciascun algoritmo analizzato, sono state ripetute le simulazioni alzando la percentuale 
degli esempi facenti parte del training set. Tale valore è stato impostato al 77%. I test sono 
stati effettuati per i corpus in corrispondenza dei quali si sono raggiunte migliori 
performance. 
 
NaiveBayes. Training set: 616 esempi; Test set: 184 esempi; Feature extraction: TIPO 2 
 
 
 
NaiveBayesMultinomial. Training set: 616 esempi; Test set: 184 esempi; Feature 
extraction: TIPO 2 
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SMO. Training set: 616 esempi; Test set: 184 esempi; Feature extraction: TIPO 1 
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J48. Training set: 616 esempi; Test set: 184 esempi; Feature extraction: TIPO 3 
 
 
 
 
 
L’aumento del numero di istanze che compone il training set comporta un aumento delle 
performance per quanto riguarda le librerie NBMultinomial e SMO, rispettivamente usando 
il corpus di TIPO 2 e 1. Il miglioramento più consistente si ha per la libreria SMO, che vede 
aumentare la percentuale delle istanze correttamente categorizzate passando dal 87% al 
89%; per NBMultinomial si passa, invece, dall’88% di classificazioni corrette al 89%.  
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Per quanto riguarda l’algoritmo NB, invece, si ha un leggero degrado delle prestazioni, 
dato dall’abbassamento di un punto percentuale usando un corpus di TIPO 2; infatti, in 
questo caso, si passa dal 90% di istanze correttamente classificate all’89%. 
Con l’algoritmo J48 a generazione dell’albero le prestazioni rimangono pressochè costanti, 
con categorizzazioni corrette pari all’88%. A questo test corrisponde l’uso di un corpus di 
TIPO 3. 
 
 
 NB NBM SMO J48 
66% 90% 88% 87% 88% 
77% 89% 89% 89% 88% 
 
 
Nel caso degli algoritmi NBMultinomial e SMO si ha un sostanziale aumento della ROC 
Area. Nel primo caso essa assume addirittura un valore di gran lunga maggiore di 0.8, 
mentre nel secondo essa vale 0.621. I parametri maggiori sono associati, in ogni caso, 
all’algoritmo NBMultinomial. 
 
 
 NB NBM SMO J48 
ROC Area 0,577 0,802 0,621 0,522 
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4.3 Analisi dei risultati 
 
L’analisi dei risultati dei testi è effettuata prima separatamente per ciascuno dei due tipi di 
feature usati in questo lavoro, e successivamente si procederà col confrontare le due 
modalità.  
 
4.3.1 Modalità 1: feature come parole dei commenti 
 
Comparando i diversi risultati ottenuti attraverso le simulazioni con gli algoritmi di ML ad 
apprendimento supervisionato NB, NBMultinomial, SMO e J48, si evince che quest’ultimo 
fornisce i migliori risultati in termini di istanze correttamente classificate; infatti ad NB 
corrispe 225, ad NBM corrisponde 232, a SMO un valore pari a 241 ed infine a J48 
corrisponde 243.  
 
 
(Fig. 35 Grafico delle istanze categorizzate correttamente ed erroneamente in modalità 1) 
 
Con un training set del 66% e con un corpus di TIPO 3, infatti, J48 categorizza 
erroneamente solo 29 istanze su 271, per una percentuale di esempi categorizzati 
correttamente dell’89%. 
Con gli altri algoritmi, invece, a parità di training set, si ottiene una percentuale dell’82% 
(NB), dell’85% (NBMultinomial) e dell’88% (SMO) rispettivamente con un corpus di TIPO 
2, di TIPO 3 e di TIPO 1.  
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(Fig. 36 Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 1) 
 
Dalle percentuali illustrate poc’anzi è possibile notare che, se J48 risulta essere l’algoritmo 
con le migliori performance, le peggiori sono offerte dall’algoritmo NB. Esso subisce gli 
effetti dell’assunzione di indipendenza dei termini su cui si basa, non applicabile nei casi 
reali; è stato molto interessante notare come, per questo algoritmo, nel caso di corpus di 
TIPO 3, il fattore Tf-Idf, che tende a considerare l’importanza del termine nel messaggio 
ed in tutta la collezione di messaggi, abbia determinato un brusco abbassamento delle 
prestazioni, arrivando ad una percentuale di istanze classificate erroneamente del 54%. 
L’algoritmo di NBMultinomial non considera, per ciascun termine, una distribuzione di tipo 
casuale, bensì la distribuzione assegnata è di tipo Gaussiana. Con la modifica 
dell’assunzione di indipendenza dei termini si ha un sostanziale aumento delle prestazioni, 
arrivando ad una percentuale di istanze correttamente categorizzate dell’85% proprio con 
il corpus di TIPO 3. 
 
In tutti e quattro i casi, i parametri Precision e Recall sono molto positivi, con valori sempre 
sopra il valore 0.7; stesso discorso per l’indice F-Measure. 
Piuttosto basso è, invece, la ROC Area, ovvero il parametro che indica il grado di 
separazione tra le istanze delle classi del corpus. La soglia per considerare accettabile la 
ROC Area è 0.7; nei casi in esame, invece, essa supera lo 0.6 solo nel caso di NB, 
arrivando ad un valore inferiore allo 0.5, e quindi nettamente insufficiente, nel caso di 
NBMultinomial. Con J48, invece, questo indice assume un valore di quasi 0.6. 
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(Fig. 37 Grafico della ROC Area in modalità 1) 
 
Tramite il parametro MCC si valuta la qualità di predizione del modello. Se ad un valore “1” 
corrisponde una perfetta predizione, con un valore pari a “0” si ha una predizione 
considerata casuale, mentre se l’indice vale “-1” la predizione è considerata del tutto 
errata. Nel nostro caso, questo parametro assume il valore più alto con l’algoritmo J48, 
valendo 0.351, mentre in tutti gli altri casi non supera la soglia 0.3; addirittura, nel caso di 
NBMultinomial, l’indice assume valore negativo di poco inferiore allo 0. 
 
 
(Fig. 38 Grafico della MCC in modalità 1) 
 
Aumentando la dimensione del training set si ha un sostanziale degrado delle prestazioni. 
In questo caso, le prove con il training set al 77% sono state fatte considerando per 
ciascun algoritmo il corpus che ha garantito prestazioni migliori con training set al 66%: 
 
NB   TIPO 2;           NBM   TIPO 3;           SMO   TIPO 1;           J48   TIPO 3.  
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Fatta eccezione per J48, che mantiene pressochè inalterate le prestazioni, per gli altri 
algoritmi si registra un peggioramento di qualche punto percentuale in termini di istanze 
correttamente categorizzate.  
 
 
(Fig. 39 Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 1 con training set del 77%) 
 
In generale, tutti gli indici di valutazione dei quattro algoritmi in esame subiscono una 
diminuzione di piccole quantità, fatta eccezione per la ROC Area del J48. Questa, infatti, 
nel caso di training set del 77% supera la soglia 0.6, mantenendosi comunque al di sotto 
del valore 0.7 di sufficienza. 
 
4.3.2 Modalità 2: feature come parola offensiva dei commenti 
 
Si passa adesso all’analisi dei risultati ottenuti considerando le feature in modalità 2. Le 
performance migliori si sono raggiunte con l’algoritmo NB di TIPO 2. Di seguito si propone 
un grafico in cui si confrontano le prestazioni migliori ottenute dagli algoritmi. 
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(Fig. 40 Grafico delle istanze categorizzate correttamente ed erroneamente in modalità 2) 
 
Le istanze categorizzate erroneamente sono rispettivamente 27 per NB con corpus di 
TIPO 2, 31 per NBM con corpus di TIPO 2 , 34 per SMO con corpus di TIPO 1 ed infine 30 
per J48 con corpus di TIPO 3. 
In figura seguente si propongono i risultati in termini percentuali. 
 
 
(Fig. 41 Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 2) 
 
NB è sicuramente l’algoritmo più performante, con una percentuale di istanze 
categorizzate correttamente del 90%, seguito da J48 e NBM con 88% (il primo presenta 
30 errori, il secondo 31). Le prestazioni offerte dall’algoritmo NB subiscono un calo usando 
il corpus di TIPO 3. Ciò è dovuto, come nel caso di modalità 1, al contrasto esistente tra il 
principio di indipendenza dei termini su cui NB si basa ed il coefficiente Tf-Idf. Passando 
da NB a NBM le prestazioni subiscono un peggioramento. 
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Nei quattro casi migliori, i parametri Precision, Recall e F-Measure assumono valori molto 
alti, al di sopra dello 0.8. Per quanto riguarda la ROC Area, il valore al di sopra della 
sufficienza si ha soltanto nel caso di algoritmo NBM. 
 
 
(Fig. 42 Grafico della ROC Area in modalità 2) 
 
Per quanto riguarda l’indice MCC, che descrive la qualità della predizione con un valore da 
“1” a “-1”, esso assume valore massimo pari a 0.440 con l’algoritmo NB con corpus di 
TIPO 2. 
 
 
(Fig. 43 Grafico della MCC in modalità 2) 
 
L’aumento della dimensione del training set provoca un leggero degrado delle prestazioni 
per quanto riguarda l’algoritmo NB, con cui si passa dal 90% di istanze correttamente 
categorizzate all’89%. La percentuale rimane costante nel caso di J48, mentre aumentano 
di un punto percentuale per NBM e SMO. In sintesi, le prestazioni dei vari algoritmi sono 
pressochè costanti. Di seguito il grafico con le percentuali nel caso di training set al 77%. 
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(Fig. 44 Grafico delle percentuali delle istanze categorizzate correttamente ed erroneamente in modalità 2 con training set al 77%) 
 
4.4 Analisi finale 
 
In questo paragrafo confrontiamo i risultati ottenuti con le due modalità di feature in esame 
in questa tesi. 
Una prima considerazione riguarda l’utilizzo della libreria libSVM per l’algoritmo di 
apprendimento automatico supervisionato SVM. Sia in modalità 1 che in modalità 2 gli 
indici sono sempre gli stessi, proprio ad indicare l’inefficacia di tale libreria per 
classificazioni multi-classe, indipendentemente dalle features. 
Un’osservazione riguarda i risultati dei test con J48. Dalle figure degli alberi generati 
dall’algoritmo nelle due modalità si evince che essi sono gli stessi, così come sono gli 
stessi i termini su cui essi sono costruiti. L’unica variazione si ha nel caso di corpus di 
TIPO 3, dove con feature in modalità 3 si hanno performance leggermente migliori (29 
errori di classificazione contro i 30 di modalità 2). 
 
Considerando entrambe le modalità, le prestazioni migliori si sono raggiunte con 
l’algoritmo NB con corpus di TIPO 2 e feature in modalità 2. Lo stesso algoritmo, in 
modalità 1, risulta essere il peggiore tra quelli analizzati. 
Il passaggio da algoritmo NB ad NBM produce effetti contrastanti nelle due modalità. Nella 
prima si ha un miglioramento degli indici di valutazione, mentre nella seconda le 
conseguenze sono opposte, con un aumento, seppur leggero, del numero di istanze 
erroneamente classificate.  
Anche in modalità 2, così come nella prima, l’uso di un corpus di TIPO 3 con NB comporta 
un peggioramento dei parametri. Tuttavia, nella seconda modalità, il calo delle prestazioni 
non è brusco come nella prima, ciò perchè le feature sono prelevate dalla tabella 
“Glossario” indipendente dal reale contenuto dei messaggi; le parole offensive contenute 
nella tabella, quindi, sono poco correlate tra loro. 
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Capitolo 5 
 
Conclusioni 
 
L’obiettivo di questa tesi è quello di creare un sistema di categorizzazione automatica dei 
commenti mediante ML. Il corpus su cui si è operata la TC è costituito da commenti 
prelevati dal più famoso SNS del mondo, Facebook, inerenti la sfera politica. Il sistema da 
realizzare deve saper distinguere i commenti inoffensivi da quelli offensivi, questi ultimi a 
loro volta assegnati ad otto classi differenti. 
 
Vista la mole smisurata di informazioni da trattare, si è deciso di adottare un approccio ad 
apprendimento. Sono stati analizzati alcuni esempi di tecniche ad apprendimento 
supervisionato e ad apprendimento non supervisionato, ponendo maggiore attenzione alle 
prime in quanto garantiscono, per un task molto complesso quale è la TC, una migliore 
generalizzazione del set di esempi di allenamento. 
 
Si è deciso di individuare, quindi, la tecnica ad apprendimento supervisionato che 
garantisce migliori performance. Per questo motivo è stato necessario l’utilizzo di un 
software che potesse in un primo momento allenare il sistema con un insieme di dati 
chiamato training set, e successivamente testarlo con un altro insieme chiamato test set; il 
tutto con diversi algoritmi ad apprendimento supervisionato. 
 
Il set di training ed il set di test sono stati creati a partire da un corpus, generato mediante 
manual training su di un dataset composto da un numero cospicuo di commenti. Sono stati 
categorizzati manualmente, in 9 classi, 800 commenti.  
 
Una volta ottenuto l’insieme dei commenti che costituisce il corpus si è resa necessaria la 
loro traduzione per renderli comprensibili per gli algoritmi di addestramento utilizzati. A 
questo punto si sono presentati due problemi: il primo riguardante la modalità di estrazione 
delle features dai commenti, il secondo sul valore da associare a ciascuna feature. Per 
quanto riguarda la prima problematica, si è scelto di adottare due modalità di estrazione: 
nella prima ciascuna feature corrisponde ad un termine contenuto nei messaggi, nella 
seconda ciascuna feature è un termine offensivo contenuto in una tabella del database. Il 
valore da associare a ciascuna feature è stato assegnato secondo tre diverse modalità di 
feature extraction: se nel messaggio il termine c’è il valore è “1”, il numero di occorrenze 
118 
 
del termine nel messaggio e il coefficiente Tf-Idf associato al termine. Il risultato di questo 
step consiste, in ciascuna delle due modalità, nel corpus dei commenti categorizzati 
manualmente tradotto in tre diversi formati comprensibili per il software che allena e testa 
il modello. Per le simulazioni, quindi, sono stati usati a turno i tre diversi formati di corpus 
nelle due modalità.  
 
Dal corpus completo vengono estratti il training set ed il test set. A questo punto si è 
deciso di comparare i risultati di tre diversi algoritmi ad apprendimento supervisionato: 
usando le librerie NaiveBayes e NaiveBayesMultinomial per l’algoritmo NB, SMO e libSVM 
per l’algoritmo SVM ed infine J48 per l’algoritmo a generazione dell’albero C4.5. 
Utilizzando ciascuna delle librerie precedentemente elencate, sono state effettuate tre 
prove, ciascuna con un tipo di corpus avente diverso formato. 
Le prove sono state effettuate prima con un training set del 66%, e successivamente con 
un training set del 77%. 
 
Le simulazioni hanno evidenziato come le performance migliori, considerando entrambe le 
modalità di features, si sono raggiunte in modalità 2 con l’algoritmo NB avente corpus di 
TIPO 2. Per quanto riguarda solo le feature in modalità 1, i parametri di valutazione 
migliori si hanno con l’algoritmo J48 avente corpus di TIPO 3. 
In assoluto, le prestazioni peggiori si hanno in modalità 1 con algoritmo NB avente corpus 
di TIPO 3. 
 
Per valutare i risultati ottenuti in questa tesi si è deciso di confrontarli con quelli ottenuti in 
altri lavori elencati nei riferimenti [22], [13] e [16], aventi come obiettivo la rilevazione di 
testo offensivo. I vari lavori differiscono tra loro in base alla dimensione del corpus, alle 
percentuali del training set e test set, alle scelte tecniche d’implementazione, alle modalità 
di estrazione delle features e al valore da associare a ciascuna feature. Questi dati sono 
riassunti nella seguente tabella dove, con sfondo arancione, vi sono le due modalità di 
estrazione delle features sviluppate in questo lavoro. 
Nel riferimento [13], come indicato in tabella, sono stati usati tre corpus differenti. 
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Rif 
Corpus 
(mess/art) 
Training  
set (%) 
Test  
set (%) 
Note 
Vettore features per ogni 
mess/art 
[22] 1525 90 10 
- Utilizzo di un vocabolario di 
2.700 
termini/frasi/espressioni 
offensive chiamato IALD 
- A ciascuna 
parola/frase/espressione 
offensiva è associato un peso 
da 1 a 5 
- Frequenze delle 
parole/frasi/espressioni 
contenuti nello IALD 
- Massimo peso delle 
entries dello IALD 
presenti 
- Media ponderata dei 
pesi delle parole dello 
IALD presenti 
[16] 12,902 74 26 
- Fase di preprocessing per 
ridurre le features eliminando 
le stop words 
- Coefficienti Tf-Idf delle 
parole contenute nei 
messaggi 
[13] 
2.000 
20.000 
57.040 
70 30 
- Fase di preprocessing per 
ridurre le features eliminando 
le stop words 
- Frequenze delle parole 
contenute nei messaggi 
Tesi 
Mod 1 
800 
66 24 
- Fase di preprocessing per 
ridurre le features eliminando 
le stop words 
- Classificazione in 9 categorie 
- Presenza delle parole 
contenute nei messaggi 
- Frequenze delle parole 
contenute nei messaggi 
- Coefficienti Tf-Idf delle 
parole contenute nei 
messaggi 
77 13 
Tesi 
Mod 2 
66 24 - Fase di preprocessing per 
ridurre le features eliminando 
le stop words 
- Classificazione in 9 categorie 
- Utilizzo di un vocabolario dei 
termini offensivi 
- Presenze delle parole 
offensive contenute nel 
vocabolario 
- Frequenze delle parole 
offensive contenute nel 
vocabolario 
- Coefficienti Tf-Idf delle 
parole offensive 
contenute nel vocabolario 
77 13 
 
(Fig. 45 Tabella riassuntiva delle caratteristiche degli approcci in questo lavoro e nei riferimenti [22], [16] e [13]) 
 
Nei riferimenti [22] e [13] è stato applicato l’algoritmo NB, in particolare in [22] è stata 
usata anche la sua versione Multinomial. I risultati sono espressi in percentuale di istanze 
correttamente categorizzate, e sono riassunti nella seguente tabella: 
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Lavoro 
Training  
set (%) 
Test  
set (%) 
NB NBM 
% Correttamente 
categorizzate 
% Correttamente 
categorizzate 
[22] 90 10 84,26 90,98 
[13] 70 30 
86,31 
71,03 
83,95 
  
Mod 1 
66 24 82 (2) 85 (3) 
77 13 76 (2) 82 (3) 
Mod 2 
66 24 90 (2) 88 (2) 
77 13 89 (2) 89 (2) 
 
(Fig. 46 Tabella riassuntiva con il confronto dei risultati di questo lavoro e dei riferimenti [22] e [13]) 
 
In corrispondenza delle due modalità sviluppate in questa tesi, per ciascun valore vi è tra 
parentesi il TIPO di corpus con cui sono state ottenute le performance migliori. Come si 
evince dalla tabella precedente, sia nel caso dell’algoritmo NB sia nel caso di NBM, i 
risultati raggiunti in questo lavoro, espressi in percentuali di istanze correttamente 
categorizzate, sono comparabili con quelli raggiunti in [22] e [13]. Le percentuali maggiori, 
per quanto riguarda l’algoritmo NB, sono state ottenute in questo lavoro, usando la 
modalità 2; per quanto riguarda, invece, l’algoritmo NBM, il miglior risultato è stato ottenuto 
in [22]. 
 
Si procede di seguito al confronto delle prestazioni per quanto riguarda gli algoritmi SVM e 
C4.5 (quest’ultimo equivale all’algoritmo J48 di WEKA). Questi algoritmi sono analizzati 
nel riferimento [16], insieme all’algoritmo NB in versione base. Di seguito si evidenzia il 
raffronto tra i valori di PRC Area ottenuti nel riferimento e quelli ottenuti in questo lavoro. 
 
Lavoro 
Training  
set (%) 
NB SVM (SMO) C4.5 (J48) 
PRC Area PRC Area PRC Area 
[16] 74 0,72 0,794 0,86 
Mod 1 
66 0,83 (2) 0,803 (1) 0,808 (3) 
77 0,808 (2) 0,788 (1) 0,797 (3) 
Mod 2 
66 0,839 (2) 0,807 (1) 0,797 (3) 
77 0,818 (2) 0,818 (1) 0,79 (3) 
 
(Fig. 47 Tabella riassuntiva con il confronto dei risultati di questo lavoro e del riferimento [16]) 
 
Dalla tabella precedente è possibile osservare che i valori di PRC Area in questo lavoro 
sono accettabili, considerando quelli ottenuti nel riferimento [16]. In particolare, per quanto 
riguarda gli algoritmi NB e SVM polinomiale (ovvero SMO), i risultati ottenuti in questo 
lavoro, in modalità 2, sono migliori di quelli in [16]; il contrario accade per l’algoritmo C4.5, 
per cui nel riferimento [16] si raggiungono performance più significative. 
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L’obiettivo che ci si era prefissati inizialmente consisteva nella creazione di un sistema in 
grado di classificare, in modo efficiente, dei messaggi provenienti dai Social Media, in 
questo caso Facebook.  
Possiamo, in conclusione, ritenerci soddisfatti dei risultati ottenuti in quanto, per due 
algoritmi su quattro (NB e SVM), le performance raggiunte dal sistema sviluppato 
superano quelle dei riferimenti [22], [13] e [16]; per i restanti algoritmi, NBM e C4.5, le 
prestazioni risultano essere comunque soddisfacenti. L’obiettivo, pertanto, si può ritenere 
raggiunto. 
Il lavoro sviluppato, quindi, si pone come un buon punto di partenza per eventuali sviluppi 
futuri nell’ambito della classificazione dei testi offensivi nei Social Media. 
 
5.1 Sviluppi futuri 
 
Lo studio effettuato in questa tesi si basa su di un corpus di dimensioni limitate, 
comprendente 800 commenti categorizzati manualmente. Sarebbe interessante analizzare 
i risultati con un corpus, e di conseguenza un set di training ed un set di test, di gran lunga 
più grande. Questo obiettivo può essere raggiunto, ad esempio, rivolgendosi ad aziende 
specializzate nella categorizzazione di insiemi di dati. 
 
Ciascun esempio categorizzato, inoltre, ha bisogno di diversi pareri. Una categorizzazione 
effettuata da due persone è sicuramente più veritiera di quella effettuata da una sola 
persona. E’ bene impiegare, per questo tipo di operazione, un numero dispari di persone 
per far prevalere la maggioranza in caso di indecisione sull’assegnamento del commento 
ad una classe. 
 
L’uso di lemmatizzazione nel vocabolario e nelle stop words può, nel complesso, rendere 
più completi questi insiemi di parole. 
 
Al fine di avere una più completa visione degli algoritmi di ML, ci si potrebbe spingere 
verso lo studio di algoritmi ad apprendimento non supervisionato, o verso altri tipi di 
algoritmi ad apprendimento supervisionato. In questa tesi si è deciso di esaminarne, di 
quest’ultimo insieme, solo tre. 
 
Un task che potrebbe rappresentare un’ulteriore espansione futura consiste nell’utilizzo di 
un altro tool per l’apprendimento automatico, al fine di comparare i risultati ottenuti con 
WEKA. Il tool sviluppato dall’Università di Waikato, inoltre, permette la predizione di un 
solo attributo, che in questa tesi è rappresentato dalla categoria di appartenenza del 
messaggio. Altri tool, come ad esempio Rapid-I56, permettono la predizione di più attributi, 
ed in tal senso sarebbe interessante predire, oltre che la categoria di appartenenza dei 
messaggi, anche il livello di appartenenza (ad esempio il livello di offensività). 
 
                                               
56
http://rapid-i.com/ 
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Più commenti offensivi possono dar vita ad un flame. L’espansione più interessante è 
rappresentata, quindi, dalla possibilità di effettuare flaming detection su di un insieme di 
commenti. In tal senso, è necessario analizzare l’offensività dei commenti in relazione 
all’istante in cui essi si presentano. 
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