Abstract-In Wireless Sensor and Actor Networks (WSANs), the collaborative operation of sensors enables the distributed sensing of a physical phenomenon, while actors collect and process sensor data and perform appropriate actions. WSANs can be thought of as a distributed control system that needs to timely react to sensor information with an effective action. In this paper, coordination and communication problems in WSANs with mobile actors are studied. First, a new location management scheme is proposed to handle the mobility of actors with minimal energy expenditure for the sensors, based on a hybrid strategy that includes location updating and location prediction. Actors broadcast location updates limiting their scope based on Voronoi diagrams, while sensors predict the movement of actors based on Kalman filtering of previously received updates. The location management scheme enables efficient geographical routing, and based on this, an optimal energy-aware forwarding rule is derived for sensor-actor communication. Consequently, algorithms are proposed that allow controlling the delay of the data-delivery process based on power control, and deal with network congestion by forcing multiple actors to be recipients for traffic generated in the event area. Finally, a model is proposed to optimally assign tasks to actors and control their motion in a coordinated way to accomplish the tasks based on the characteristics of the events. Performance evaluation shows the effectiveness of the proposed solution.
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INTRODUCTION
W IRELESS Sensor and Actor Networks (WSANs) [2] are distributed wireless systems of heterogeneous devices referred to as sensors and actors. Sensors are low-cost, low-power, multifunctional devices that communicate untethered in short distances. Actors collect and process sensor data and consequently perform actions on the environment. In most applications, actors are resource-rich devices equipped with high processing capabilities, high transmission power, and long battery life.
In WSANs, the collaborative operation of the sensors enables the distributed sensing of a physical phenomenon. After sensors detect an event that is occurring in the environment, the event data are distributively processed and transmitted to the actors, which gather, process, and eventually reconstruct the event data. The process of establishing data paths between sensors and actors is referred to as sensor-actor coordination [2] . Once the event has been detected, the actors coordinate to reconstruct it, to estimate its characteristics, and make a collaborative decision on how to perform the action. This process is referred to as actor-actor coordination [2] . As a result, the operation of a WSAN can be thought of as an event-sensing, communication, decision, and acting loop.
Several applications for WSANs are concerned with enhancing and complementing existing sensor network applications. In these applications, the performed actions serve the purpose of enhancing the operation of the sensor network by enabling or extending its monitoring capability. For example, mobile actors can accurately deploy sensors [3] , enable adaptive sampling of the environment [4] , pick up data from the sensors when in close range, buffer it, and drop off the data to wired access points [5] , or perform energy harvesting [6] , or enhance the localization capabilities of sensors [7] .
Conversely, we are concerned with new applications where actors are part of the network and perform actions based on the information gathered by sensors. We envision that WSANs will be an integral part of systems such as battlefield surveillance, nuclear, biological or chemical attack detection, home automation, and environmental monitoring [2] . For example, in fire detection applications, sensors can relay the exact origin and intensity of the fire to water sprinkler actors that will extinguish the fire before it spreads. Moreover, sensors can detect plumes, i.e., visible or measurable discharges of contaminants in water or in the air, and actors can reactively take countermeasures. Similarly, motion, acoustic, or light sensors in a building can detect the presence of intruders and command cameras or other instrumentations to track them. Alternatively, mobile actors can be moved to the area where the intruder has been detected to get high-resolution images, prompt or block the intruder. As a last example, in earthquake scenarios, sensors can help locate survivors and guide mobile actors performing rescue operations.
As an abstraction of several application setups encountered in the above-mentioned applications, we refer to a scenario where sensors monitor a given terrain and send samples of the event to the actors deployed on the terrain whenever an event occurs. Actors distributively reconstruct the event based on partial information available at different actors, estimate the event characteristics, and identify an action area. Based on this, actors collaboratively decide on which actors should move to the action area and at which speed. The coordinated mobility of actors is thus triggered by the occurrence of events. Actors keep receiving event data until the event is active, and multiple consecutive events trigger subsequent reassignment of tasks among the actors.
In our prior work on WSANs [8] , we introduced a framework for communication and coordination problems with static WSANs. The concepts of sensor-actor coordination and actor-actor coordination were introduced, and centralized optimal solutions and distributed heuristics were proposed. However, many challenging applications require support for mobile actors, which is not provided in [8] . Hence, in this paper, we extend our previous work in several directions.
First, we introduce a hybrid location management scheme to handle the mobility of actors with minimal energy consumption for the sensors. The proposed solution is tailored for WSAN applications and overcomes the drawbacks of previously proposed localization services [9] , [10] . Actors broadcast updates limiting their scope based on Voronoi diagrams, while sensors predict the movements of actors based on Kalman filtering of previously received updates. Our proposed scheme combines joint use of Kalman filtering with Voronoi scoping on sensors and actors to lead to a new location management technique, which is shown to consistently reduce the energy consumption on sensors by avoiding over 75 percent of location updates with respect to existing location update algorithms.
The location management scheme is designed to enable efficient geographical routing for sensor-actor communications. Based on this, the second contribution of this paper is the development of an integrated routing/physical layer scheme for sensor-actor communication based on geographical routing, which is suited for mobile WSANs, and which leverages the information provided by the location management scheme. We derive a simple yet optimal forwarding rule based on geographic position in presence of Rayleigh fading channels. With respect to the previously proposed geographic forwarding rules [11] , [12] , our rule is optimal from the energy consumption standpoint. Furthermore, we show how to control the delay of the data-delivery process based on power control, i.e., to trade optimal energy consumption for decreased delay in case of low or moderate traffic. In case of high traffic, we introduce a new network congestion control mechanism at the network layer that forces multiple actors to share the traffic generated in the event area. This is shown to reduce delay, packet drops, and energy consumption even when traffic is sent to actors that are suboptimal from a network layer standpoint.
As a last contribution in our proposed system architecture, a new model for actor-actor coordination is introduced that enables coordinating motion and action of the participating actors based on the characteristics of multiple, concurrent events. In particular, the proposed model selects the best actor team to perform the required actions, based on the characteristics of the event, while trying to select the team of actors that will cause minimal reconfiguration of network operations. It drives the motion of the team toward the relevant area.
The paper is organized as follows: In Section 2, we review related work. In Section 3, we describe the proposed location management scheme, while in Section 4, we describe the sensor-actor communication solution. In Section 5, we introduce the actor-actor coordination model. In Section 6, we present performance evaluation results, while in Section 7, we conclude the paper.
RELATED WORK
As discussed in [13] , there are many open research challenges to enable real-time communication and coordination in sensor networks, especially due to resource constraints and scalability issues. Although a few recent papers are specifically concerned with coordination and communication problems in sensor and actor networks, the literature on the subject is very limited. In [2] , research challenges in wireless sensor and actor networks are outlined and open research issues are described. In particular, several application scenarios are outlined, along with challenges for effective sensor-actor coordination and actor-actor coordination.
In [14] , the authors deal with the problem of "hazards," which consist of out-of-order execution of queries and commands due to the lack of coordination between sensors and actors. In [15] , the problem of mutual exclusion in WSANs is considered, which consists of determining the minimum subset of actors that covers the entire event region such that there is minimal overlap in the acting regions. An example would be poison gas actors, where one dose of the gas merely invalidates the subject, but two doses can kill. However, the proposed model does not consider mobile actors. A delay-energy aware routing protocol (DEAP) designed for sensor and actor networks is presented in [16] , which enables a wide range of trade-offs between delay and energy consumption, including an adaptive energy management scheme that controls the wake-up cycle of sensors based on the experienced packet delay. However, the paper only focuses on sensor-actor communication and assumes predetermined sensor-actor associations.
Some recent papers [17] , [18] have considered the issue of real-time communication in sensor networks. The SPEED protocol [17] provides real-time communication services and is designed to be a stateless, localized algorithm with low control overhead. End-to-end soft real-time communication is achieved by maintaining a desired delivery speed across the sensor network through a combination of feedback control and nondeterministic geographic forwarding. MMSPEED [18] is an extension of SPEED that can differentiate between flows with different delay and reliability requirements. SPEED and MMSPEED try to provide real-time delivery of individual flows from different sensors. Conversely, our solution is based on a collective notion of reliability that is associated with the overall event and not with each individual flow. Besides, none of these papers deals with sensor-actor coordination, i.e., defines how actors and sensors coordinate and communicate, or with actor-actor coordination.
LOCATION MANAGEMENT
The network is composed of N S sensors and N A actors, with N S >> N A . Each sensor is equipped with a low data rate radio interface. Actors are equipped with two radio transmitters, i.e., a low data rate transmitter to communicate with the sensors and a high data rate wireless interface for actor-actor communication. From the perspective of sensors, actors are equivalent recipients of information. Hence, each sensor will route information to its closest actor, unless an alternative actor is preferable in case of congestion, as described later.
In line with recent work on routing algorithms for sensor networks [8] , [11] , [12] , [19] , we study the sensor-actor coordination based on a geographical routing paradigm. Geographical routing algorithms are attractive especially for their scalability since routing decisions are inherently localized [19] . The scalability of geographical routing protocols is apparent in static sensor networks with a single sink. In networks with mobile nodes and multiple recipients, however, it depends on the ability of location management schemes to efficiently provide relevant nodes with the position of mobile nodes at any time. Previous proposals have dealt with the development of scalable location services for tracking mobile nodes in distributed systems based on geographical routing. In [9] , GLS was proposed, which is a hierarchical location service where each mobile node maintains its current location in a number of location servers distributed throughout the network. In [10] , the performance of GLS is compared to two other location services based on similar premises. In general, the objective of these mechanisms is to potentially allow each single device in the network to retrieve the location of any other node. We argue that the extensive message exchange and complex server structure, often hierarchical, associated with these protocols, can be avoided given the characteristics of WSANs.
In general, location management may follow two strategies: location updating and location prediction. Location updating is a passive strategy in which each actor periodically broadcasts its position to the neighboring sensors. Location prediction is a dynamic strategy in which sensors proactively estimate the location of their neighboring actors. In this case, the tracking efficiency depends on the accuracy of the mobility model and on the efficiency of the prediction algorithm. Our proposed solution is based on a hybrid scheme. The underlying principle is to leverage the characteristics of WSANs to minimize location updates in the spatial and temporal domains, since every location update causes energy consumption at the receiving sensors, and may lead to the broadcast storm problem when update messages need to be relayed throughout the network. For this reason, we propose a proactive location management approach based on update messages sent by mobile actors to sensors. As discussed, in WSANs, each actor is an equivalent recipient of information. Therefore, sensor-actor communications are localized, i.e., each sensor sends information to its closest actor. Hence, in the spatial domain, broadcasts can be limited based on Voronoi diagrams [20] . At the same time, actor movement is to some extent predictable, as it is driven by the actor-actor coordination procedures. Hence, in the temporal domain, location updates can be limited to actor positions that cannot be predicted at the sensor side. Location updates are triggered at the actors when the actual position of the actor is "far" from what can be predicted at the sensors based on past measurements. Therefore, actors that move following predictable trajectories, which is likely to be a common case in WSANs, as will become clearer in Section 5 will need to update their position much less frequently than actors that follow temporally uncorrelated trajectories.
Limiting Broadcasts in Space
We use Voronoi diagrams to limit the scope of actorinitiated location updates. The Voronoi diagram of a set of discrete sites partitions the plane into a set of convex polygons such that all points inside a polygon are closest to only one site. For their properties and ease of computation, Voronoi diagrams have been previously applied to the area of sensor networks. For example, in [21] , they are used along with Delaunay triangulation to study sensor network coverage. In [22] , Voronoi diagrams are used in connection with the concept of exposure, i.e., a measure of how well an object, moving on an arbitrary path, can be observed by the sensor network over a period of time. In [23] , an optimal polynomial-time worst-and average-case algorithm for coverage calculation with homogeneous isotropic sensors is derived. Moreover, Voronoi Diagrams and Delaunay triangulation have been used in geographical routing to obtain subgraphs with desirable properties [24] . Instead, we leverage Voronoi diagrams to limit the spatial extension of actor broadcasts.
The Voronoi cell of an actor a i contains all points of the plane that are closer to a i than to any other actor in the network. A sensor s is said to be dominated by an actor a if its location lies in the Voronoi cell of a. Every actor is responsible for location updates to sensors in its Voronoi cell and regulates its power so as to limit interference beyond the farthest point in its Voronoi cell. Each sensor will thus expect to receive location updates from the actor it is dominated by. With respect to flooding, the energy consumption for location updates is drastically reduced. With a flooding-like protocol, each actor sends a message to its N neighboring sensors. We consider the link metric E ¼ 2E elec þ E amp d , where is the path loss propagation exponent (2 5), E amp is a constant ½J=ðbits Á m Þ, and E elec is the energy needed by the transceiver circuitry to transmit or receive one bit ½J=bits. Each sensor, upon receiving the message, forwards it by broadcasting again. On this first hop only, the energy consumption is
At least we need a message from each actor to reach each sensor in the network, and the same message can potentially be relayed to each other node in the network before it is discarded. This is clearly a worst-case scenario, but it provides an indication of the scaling law for the energy consumption. Instead, provided that each actor can transmit data within its Voronoi cell, no forwarding is needed, and hence, the energy consumption is in the order of the number of sensors (energy needed to receive the update packets). Hence, the worst-case energy consumption of a flooding scheme increases as a function order of OðN 2 S Á N A Þ, and most of the energy burden is on the sensors. Conversely, if the actor is able to reach all sensors in its Voronoi cell in one hop, which may be true in many practical cases, the energy consumption increases as a function order of OðN S Þ, and most of the energy burden is on the actors.
Limiting Broadcasts in Time
In the temporal domain, location updates can be limited to actor positions that cannot be predicted at the sensor side. Location updates can be triggered at the actors only when the actual position of the actor is "far" from what can be predicted at the sensors based on past measurements. Therefore, actors that move following predictable trajectories, which is likely to be a common case in WSANs, will need to update their position much less frequently than actors that follow temporally uncorrelated trajectories. In [25] , adaptive and predictive protocols to control the frequency of localization based on sensor mobility behavior to reduce the energy requirements for localization while bounding the localization error are proposed. In addition, the authors evaluate the energy accuracy trade-offs that arise: intuitively, the higher the frequency of localization, the lower the error introduced because of mobility. Different from [25] , we adaptively vary the frequency of location updates based on sensor-side Kalman filtering of previously received updates. Another interesting related work, originated in the database community, is presented in [26] . The authors propose a new abstraction called model-based views, which represents a model of the sensed phenomenon, and propose to report new reading only when the latter deviates from prediction inferred from the model. We further observe that Kalman filtering is used as a means for decentralized estimation of objects in sensor networks in [27] , [28] and in wireless multimedia sensor networks in [29] . Note that while in these contributions Kalman filtering is used for object tracking, our work is concerned with the design of a localization mechanism to enable geographical routing in WSANs. Actors are assumed to be endowed with an onboard localization system (e.g., GPS), while sensors predict the position of actors based on Kalman filtering of sparse measurements (taken at the actor and transmitted to the sensors). As a last note, we would like to emphasize that our location management scheme can be applied even with prediction strategies different from the Kalman filter. For example, simpler linear filters such as auxiliary-vector filters [30] can be used when even lower computational complexity is desired, while extended Kalman filters can be designed in the presence of nonlinear measurement or movement models.
The dynamic movement model for the ith actor in twodimensional coordinates can be described by a continuoustime linear dynamical system. The equivalent discrete-time dynamic equation can be derived as in [31] by means of the state space method. Hence,
represents the state transition equation for the system describing the motion of actor i between steps k À 1 and k, where
In ( The position observed by the actor at step k is related to the state by the measurement equation is, thus, the actual position of the actor affected by a measurement noise, which we represent as a Gaussian variable. Note that to keep the model general, we do not assume a particular localization technique for the actor, e.g., GPS, particle filtering [32] , among others.
The Kalman filter provides a computationally efficient set of recursive equations to estimate the state of such process, and can be proved to be the optimal filter in the minimum square sense [33] . The joint use of Kalman filter at the sensor and actor sides enables reducing the number of necessary location updates. In fact, the filter is used to estimate the position at the actor based on measurements, which is a common practice in robotics, and to predict the position of the actors at the sensors, thus, reducing the message exchange. The position of actor i can be estimated and predicted at the sensors in its Voronoi cell, based on the measurements z k i taken at the actor and broadcast by the actor. At step k, each sensor s in i's Voronoi cell updates the state (that represents position and velocity of the actor) based on the equationŝ
Equation (4) describes how sensor s predicts the state of actor i before receiving the measurement (a priori estimate). Note that the control input u kÀ1 i
is not known at the sensor, while it is used at the actor to update the state. Then, sensor s projects the covariance matrix ahead. After receiving the measurement from actor z k i , sensor s updates the Kalman gain K k i;s and corrects the state estimate and covariance matrix according to the measurement, i.e.,
In particular, (5) updates the Kalman gain, (6) calculates the new state (a posteriori estimate), while (7) updates the covariance matrix. Note that the complexity of the above computations is very low as the number of state variables is only 4. Moreover, the processing cost for sensors is much lower than the communication cost. This is justified by Pottie and Kaiser [34] , where the energy necessary to transmit 1 Kbit on 100 m is shown to be equivalent to the energy necessary to execute 300,000 processor instructions on an 8-bit processor such as those used by MICAz motes [35] .
At each step k, each actor i emulates the prediction procedure performed at the sensors in its cell, calculates its actual new position by filtering the new measurement, and broadcasts the new measurement z k i if and only if a sensor s in its cell, which has received the previous updates, is not able to predict the position of the actor within a maximum error e max , i.e., if ðz (5)-(7).
SENSOR-ACTOR COMMUNICATION
The location management scheme discussed in Section 3 is designed to enable efficient geographical routing for sensoractor communications, techniques that are particularly wellsuited for mobile WSANs. By leveraging localization information provided by this location management scheme, we concentrate on studying integrated routing/physical layer schemes for sensor-actor communication based on geographical routing. Based on this, we derive a simple yet optimal forwarding rule based on geographic position in presence of Rayleigh fading channels. When the timeliness of received information is an issue, we propose an algorithm to reduce delay by means power control at low loads, while spatial diversity of different actors is used to reduce delay/congestion at higher loads when power control is not sufficient. To the best of our knowledge, this idea has not been considered before.
In [8] , we proposed a new notion of reliability that accounts for the percentage of packets generated by the sensors in the event area that are received within a predefined latency bound. The event reliability r perceived by an actor is the ratio of reliable data packets over all the packets received in a decision interval, where a packet is considered reliable if it is received within a given latency bound. The event reliability threshold r th is the minimum event reliability required by the application. Unlike other more conventional notions of reliability, this definition is related to the timely delivery of data packets from sources to actors, and is calculated at the network layer. Note that we do not aim at devising a solution that guarantees full reliability or that provides hard real-time guarantees on data delivery. Rather, the objective is to trade off energy consumption for latency when data have to be delivered within a given time bound B with a given reliability r th . The solution presented in [8] , based on similar premises, is however not suitable for mobile actors, as the convergence of the distributed protocol to an energy-efficient and latency compliant solution is too slow as compared to the dynamics encountered in networks with mobile actors. Therefore, when the traffic generated in the event area is low or moderate, we adjust the end-to-end delay by increasing the forwarding range with respect to the energy-efficient forwarding range, as described in Section 4.1. We propose an algorithm to accomplish this that is based on collective feedback from the corresponding actor. Then, in Section 4.2, in case of congestion at a recipient actor, we reduce the endto-end delay by rerouting part of the traffic to another, less congested, actor.
Power-Controlled Energy-Delay Adjustment
Previous work on geographical routing considered primarily greedy forwarding 1 whereby a packet is forwarded to the closest node to the destination. However, this usually entails selecting links that connect the forwarding node to neighbors that reside close to the border of the connectivity range. When a realistic model of the effects of wireless propagation is considered, such links are likely to be unstable and prone to high packet error rates. Hence, the authors of [11] , [12] propose enhanced flavors of greedy forwarding that avoid using those links. However, the objective is still to maximize the advance toward the destination, while we propose to forward packets on energy-efficient links, by trading off advancement at every single hop to minimize the energy consumption, unless a higher advancement is needed to increase the reliability. Moreover, as in [11] , [12] , [37] , we remove the unit disk graph assumption relied on by most routing researches and consider a more accurate connectivity model. Local metrics for energy-efficient geographic forwarding are derived in [38] . However, the authors of [38] focus on networks with relatively stable wireless channels, which is a practical assumption when a wireless network is in an isolated remote environment with either slow moving or no mobility events. Conversely, we derive the energyefficient forwarding distance in the presence of a fast fading channel. In addition, we propose a mechanism to decrease the end-to-end delay by increasing the transmit power. Finally, we note that our work is related to [39] , where a heuristic is developed for an anycast base station selection optimization problem. In our scheme, however, the geographically closest actor is used as a base station, and traffic is partially rerouted to an alternative base station in case of congestion as will be discussed in Section 4.2.
Let us refer to the communication between v i (forwarder) and v j . If we denote their distance by d ij , the probability P s ij that node v j will receive a packet transmitted by v i can be expressed as
where P t ij ½W is the power transmitted at v i ; À ½W is a technology-dependent parameter representing the receiver threshold, d ij represents the path loss, with ½ m À representing a dimensional parameter, while f is a unitmean Rayleigh distributed r.v. that models fast fading for a given packet. We assume the so-called block fading model, i.e., the attenuation due to fading remains constant during a packet transmission, but it is uncorrelated among subsequent transmission events. Hence, we can write
The transmit power P t ij is related to the distancedependent energy consumption through the transmit rate
A higher value for E marg leads to a higher energy consumption, and at the same time, increases the probability of successful reception at the receiver, thus, decreasing the expected number of retransmissions. By substituting (9) into (10), we obtain
where P ER ij denotes the packet error rate on link ij. Now, consider a node v i forwarding a packet toward a destination actor a k at distance D. The latter is available at each sensor node through the location update mechanism described in Section 3. The end-to-end energy consumption can then be expressed as
where Pðv i ; a k Þ represents the path between v i and a k . Ideally, the end-to-end energy consumption is minimized when data are forwarded on a set of nodes located on the line connecting the source and the destination, equally spaced with internode distance d opt . By substituting (10) into (12) , and by considering retransmissions, we obtain
where N
RT X ij
is given by (11) . The values ðd opt ; E opt marg Þ that minimize the above expression can be found by solving the nonlinear system rE eÀe ¼ 0, i.e., ½ @E eÀe @d ; @E eÀe @E marg ¼ ½0; 0, to find the stationary points of the function. A sufficient condition for a stationary point to be a minimum is that r 2 E eÀe 1 0, i.e., the Hessian calculated at the stationary point is positive definite. Note that the optimal forwarding distance d opt is independent of D, i.e., the distance between the forwarding node and the intended destination. The expression can be interpreted as the optimal trade-off between distance-independent and distance-dependent energy consumptions, and lends itself well to the development of localized forwarding rules. In case of ideal channel, and with E marg ¼ 0, (13) is minimized when
With the parameters given in [40] 
Hence, as expected, the optimal forwarding distance on a Rayleigh fading channel is lower than with an ideal channel, and a higher transmission power is needed. It can be concluded that the energy-optimal path is obtained by forwarding the packet to a node that is located d opt meters away on the line connecting the forwarding node and the destination. We refer to this point on the 2D plane as the optimal forwarding point. A practical forwarding rule should intuitively select the next hop with minimal distance from this point. However, Fig. 1 shows, when ¼ 4, the expected end-to-end energy consumption with varying position of the next hop with respect to the optimal forwarding point. This is expressed in terms of the distance r from the optimal forwarding point and of the angle formed between the line connecting source and destination and the line connecting the next hop to the optimal point. An angle ¼ À=2 indicates a next hop on the line connecting the source and destination but farther from the source than the optimal point, while ¼ =2 indicates a next hop on the line connecting the source and destination but closer than the source to the optimal point. As shown in Fig. 1 , when is high, it is important to avoid nodes that are farther from the source than the optimal point. Conversely, when is lower than 3.5, the closest node to the optimal forwarding point is also energy optimal. In the following, we propose an algorithm to find an energylatency trade-off, which relies on end-to-end feedback from the actors advertising their reliability:
Algorithm 1. Optimal forwarding for node v i
Given: v i , the set of neighbors of v i N ðv i Þ, and the set of actors A: 
Feedback-Controlled Energy-Delay Adjustment
According to Algorithm 1, each sensor node v i selects its closest actor a Ã k as its destination (where ðÞ indicates euclidean distance). Then, it calculates the angle formed by the ideal line connecting itself and the destination actor, and a reference direction. It then calculates the optimal forwarding point by projecting d opt in the direction of a Ã k . The optimal forwarding point x opt in the figure is at distance d opt from v i on the line toward a Ã k . Finally, the next hop v jÃ is selected as the closest neighbor with positive advance to the optimal forwarding point. Note that Pðv i ; a k Þ represents the set of nodes with positive advance toward a k with respect to v i .
Algorithm 2 describes how to control the reliability by means of actor feedback messages. We adopt a conservative approach. When an event occurs, all sensors start transmitting with the maximum forwarding range. Then, according to the actor feedback on the observed reliability, sensors may decrease their forwarding range until either the reliability is close to the required event reliability threshold r th or the optimal forwarding range is reached. Transmitting closer than the optimal forwarding range, as will be shown in Section 6.1, leads to high delay and high energy consumption, and is thus avoided. When the observed reliability is low even with the longest forwarding ranges, the actor initiates procedures for network layer congestion control, as explained in Section 4.2. 
Network Layer Actor-Driven Congestion Control
In several application scenarios, high sampling rates at the sensors, large event areas, or dense deployment may lead to high contention and consequent collisions at the MAC layer, and ultimately, to decreased reliability. In classical network theory, these situations are usually handled by decreasing the data rate by means of congestion control algorithms at the transport layer. However, although congestion control mechanisms have been devised for sensor networks [41] , these usually rely on spatial correlation among sampled data and assume that the sampling rate at the sensors can be changed. Nevertheless, the peculiar characteristics of WSANs, and in particular, the equivalence of different actors as recipients for sensor data, allow devising procedures to relieve congested actors from excessive traffic burden by deviating traffic toward other idle actors. Indeed, the objective of such a procedure is to trade off energy consumption, by reaching a suboptimal actor, for increased reliability. To do so, there is a need to develop a mechanism to allow congested actors to detect situations of congestion, to identify suitable alternate actors to reroute traffic to, and to notify sensors that a different actor needs to receive their data. In this section, we propose a mechanism to take countermeasures at the network layer. We propose to detect congestion at the actor receiving data and redirecting traffic to other, less congested actors. We consider the notion of reliability from [8] , as recalled at the beginning of this section. Whenever an actor a i detects very low reliability, caused by excessive delays and packet drops, it selects another actor to reroute the traffic from half of the sensors in its Voronoi cell to that actor. Each actor a k is assigned by a i a weight w k , which measures its suitability to become a recipient for the traffic generated in the portion of the event area that a i is receiving data from. The weight w k , which is low for better suited actors, is calculated as the weighted sum of three factors,
, with weights c , c , and c Á . As a design choice, we set c ! c ! c Á .
1. Congestion factor k ; 0 k 1. This normalized value reflects the reliability observed at actor a k , i.e., k ¼ 1 if r < r th À , it monotonically decreases as r À r th increases, and k ¼ 0 for actors that are not receiving traffic. Here, represents a suitable reliability margin to prevent instability. 2. Directivity factor k , which reflects the relative angular position of actor a k with respect to actor a i and the center of the event area. Let us refer to Fig. 2 , which illustrates the situation where an actor a i is receiving data from part of the event area. We indicate the center of the event area as C ev , which represents the weighted sum of the positions of the sensors. The center of the portion of the event area that resides in a i 's cell is referred to as C ev;i . In Fig. 2 , the event area is divided into two parts, and another actor receives data from the second portion of the event area. However, the proposed procedure to calculate the directivity factor holds in the general case, where the event area is divided among multiple actors, given that the center of the global event C ev has been collaboratively reconstructed by the participating actors. The idea is to give higher weights to actors that reside in the same direction of a i with respect to C ev;i , as this would cause increased traffic in the direction of a i ; or in the direction of C ev with respect to C ev;i , as this would increase traffic in the event area. Rather, the directivity factor should be maximum for those actors that are away from these two directions (optimal directions in Fig. 2 ). The angles , , and k describe the relative angular positions of C ev;i and a i , C ev , and a k , respectively. After some derivations, the directivity factor for actor a k can be calculated as follows:
3. Distance factor Á k , which is the distance of the actor from the center of the event C ev;i normalized to the diameter of the monitored area, i.e., Á k ¼ 1 with maximum distance. A congested actor a i selects the optimal actor a kÃ with minimum weight w kÃ . Then, actor a i calculates and advertises a new virtual position x virt kÃ for a kÃ to the sensors in its Voronoi cell. The virtual position is forced to be on the line connecting the real position of the actor x kÃ and the center of the event area C ev;i , and corresponds to the point such that half of the sensors in C ev;i are closer to a i , while the other half is closer to a kÃ . Each sensor will select its recipient actor, using for actor a kÃ the virtual position x virt kÃ , while the real position x kÃ is still used to perform the actual forwarding function. The concept of virtual position allows to optimally partition the sensors in such a way that only those that are closer to a kÃ redirect their traffic to it, and provides a compact way to notify the sensors. The procedure is applied recursively by actors that are still congested after splitting the traffic into two.
Algorithm 3 describes the procedure run by actor a i to calculate the virtual position for actor a k . The symbols x i and x kÃ refer to the position of actors a i and a kÃ , while S i refers to the set of sources that resides in the portion of the event area closer to a i . 
ACTOR-ACTOR COORDINATION
As a last component of our system, in this section, we propose a model, based on MINLP, to coordinate actor mobility. Our coordination model assigns tasks to different actors, where a task represents 1) moving toward the event area identified by the sensor and 2) performing an action there (e.g., extinguish a fire) with certain required characteristics. We refer to the coordination problem as multiactor task allocation problem. The solution to this problem selects the best actor team that minimizes energy consumption while causing minimal reconfiguration to the current network operation, and to control their motion toward the action area. Our previous work [8] assumes that static actors are only able to act within a circular area defined by their action range. Hence, it is not suitable for WSANs with mobile actors. Moreover, in [8] , reallocation of resources to face multiple events is not considered. Here, we introduce a more general framework and remove these assumptions.
The position of the sensors that generate readings defines the event area. The action area represents the area where the actors should act, and is identified by processing the event data. In general, the event and the action areas may be different, although they may coincide in several applications. We consider a scenario where multiple events may give rise to event/action areas partially overlapped in space and/or time, and an event may occur before the actions associated with previous events have been successfully completed. The proposed allocation problem presents analogies with the class of so-called Multirobot Task Allocation (MRTA) problems encountered in robotics [42] . We are concerned with methods for intentional cooperation, i.e., mobile actors cooperate explicitly through task-related communication and negotiation, and coordinate their motion to efficiently act on the action areas, based on the characteristics of the reconstructed events. Other approaches to cooperation, such as minimalist or emergent approaches [42] , where individual actors coordinate their actions without explicit negotiation or allocation of tasks, are out of the scope of this paper.
According to the event features collected from the event area, each occurring event ! in the event space can be characterized by the tuple E ð!Þ ¼ fF ð!Þ ; P r ð!Þ ; A ð!Þ ; S ð!Þ ; I ð!Þ ; D ð!Þ g, where F ð!Þ describes the event type, i.e., the class the event belongs to, P r ð!Þ the priority, A ð!Þ ½m 2 the event area, S ð!Þ ½m s and I ð!Þ ½J=m 2 the scope (the action area) and intensity, respectively, and D ð!Þ ½s the action completion bound, i.e., the maximum allowed time from the instant when the event is sensed to the instant when the associated action needs to be completed. These characteristics, which define each occurring event, are distributively reconstructed by the actors that receive sensor information, and constitute inputs to the multiactor task allocation problem. In particular, the multiactor allocation problem consists of selecting a team of actors and their velocity to optimally divide the action workload, so as to minimize the energy required to complete the action, while respecting the action completion bound. Although actors are resource-rich nodes, the order of magnitude of the energy required for actions and movements is higher than that required for communication. Hence, it is important to save action and movement energy to extend the lifetime of actors. We formulate the multiactor allocation problem as a Mixed Integer Nonlinear Program (MINLP).
In the following, the objective is to find, for each occurring event ! 2 , the subset of actors and their optimal velocities in such a way as to minimize the energy required to complete the action associated with the occurring event, under the constraint of meeting the action completion bound. We rely on the following assumptions: 1) the energy to perform the action (action and movement energy) is orders of magnitude higher than the energy required for communication; 2) actors are able to selectively act on part of the action area they are assigned to; and 3) task reallocation is performed only if higher priority actions cannot be accomplished due to the lack of resources.
We introduce the following notations:
l f a ½W is the action power level of actor a when the event type f 2 F ð!Þ ; -T
;ð!Þ a ½s is the time actor a needs to complete the action associated with event ! when a is part of an acting team;
½J is the energy required by a to complete its task, given its action power level and action time; a represents the velocity assigned to actor a; -f a is the efficiency of actor a acting on an event type f 2 F ð!Þ , i.e., the ratio between the effect produced by the action energy applied to the action area and the action energy itself; -E Av a ½J is the available energy of actor a evaluated at the instant when event ! occurs; -T C ½s is the coordination delay, i.e., the time needed to process the event data, reconstruct the event itself, and select the team of actors by solving problem P ð!Þ All ; note that the coordination delay does not depend on the event; -S I A 2 S A is the subset of actors in IDLE state when event ! occurs, i.e., actors that have not been assigned to act on action areas associated with previously occurred events; -N a S is the total number of sources sending packets to actor a, while ÉðN a S Þ½J is a penalty function weighting the choice of actor a, which is receiving data from N a S sources, to be part of an acting team. The penalty function monotonically increases as N a S increases. We now formulate the multiactor task allocation problem. P ð!Þ All : Multiactor Task Allocation Problem 
Constraint (14) defines the energy required for actor a to move to the action area defined by the occurring event, which is the product of the power needed to move and the time needed to reach the action area at a given velocity; this time is expressed as the ratio between the distance of the actor from the action area and the selected velocity, as expressed in (15) . Constraint (16) bounds the velocity range for each actor. Constraint (17) defines the energy required for actor a to complete the action when it is part of an acting team. Constraint (18) assures that the selected team be able to complete the assigned task, given the characteristics of the actor composing the team, and the scope and intensity of the event. Constraint (19) limits the sum of the action completion time and the time required to move the actor team to be smaller than the action completion bound, discounted by the coordination delay. Constraint (20) guarantees a nonnegative residual energy for each actor. Finally, constraint (21) ensures that at least one actor acts on the advertised action area. Algorithm 4 defines the event-preemption policy for multiactor task allocation in the case where resources are insufficient to accomplish a high priority task. For the sake of simplicity, task reallocation is performed only if actions associated with higher priority events cannot be accomplished because of lack of resources, as it stated in the assumptions reported in this section. More specifically, if the task associated with event ! cannot be accomplished, given the resource already allocated to all active events ð Active Þ, i.e., if P ð!Þ All = Active is unfeasible, then Algorithm 4 proceeds with the preemption of all those ongoing tasks characterized by lower priorities, if any. The objective of this preemptive scheme is to reallocate useful resource to higher priority events that could not be successfully completed otherwise, while minimizing the number of costly task reallocations.
PERFORMANCE RESULTS
Section 6.1 discusses our proposed algorithms for sensoractor communication, while Section 6.2 evaluates our actoractor coordination scheme.
Sensor-Actor Communication
Performance results shown in this section are obtained with the sensor-actor simulator that we developed within the J-SIM framework [43] . First, we discuss results relevant to the prediction procedure described in Section 3. Actors move according to the model described in Section 3.2. In the first set of simulations, each actor selects a target destination and moves at constant speed to reach it. The actor implements a proportional controller that generates input commands to compensate for the process noise (random acceleration) by reestablishing the correct direction and speed. At each step, the actor measures its position (which is affected by measurement noise), filters the data, and decides whether an update needs to be sent.
In Figs. 3 and 4 , we report the failure rate of the prediction procedure, with varying values for e max , and for different values of noise. The failure rate is defined as the number of location updates sent over all measurements taken at the actor. Each figure reports results averaged over different simulation scenarios, with 95 percent confidence intervals. In Fig. 3 , we report the failure rate with varying process noise, while in Fig. 4 , we show the failure rate with varying measurement noise. In the range of values analyzed, which corresponds to realistic motion scenarios, it is shown that if it is possible to accept a localization error of 5 m for the actors, which is reasonable being around 10 percent of the transmission range, the prediction at the sensors allows the actor to avoid 75 percent and more location updates, with proportional energy savings at the sensors. In the second set of simulations, reported in Fig. 5 , actors select several different destinations during each simulation, similarly to a (perturbed) Random Waypoint model. The failure rate is only slightly higher, which shows that the prediction procedure proposed is effective even when complex movement patterns are in place, and shows good robustness against noise.
As far as sensor-actor communication is concerned, sensors implement the geographical forwarding algorithm described in Section 4. The MAC layer is based on CSMA/ CA. At the physical layer, we implemented our power control procedure and set bandwidth and power consumption parameters similar to IEEE 802. In Figs. 6 and 7, we show a comparison of the average power consumption and delay, respectively, with increasing forwarding range. Sensors inside the event area report measurements to the actor. The event area is circular and centered at (100, 100) m. The figures report simulation runs for the cases of low and moderate traffic, i.e., the event range is equal to 20 and 40 m around the center, respectively. In the first case, on average, 7 sensors reside in the event area, while in the second case, there are around 25 sources. In Figs. 6 and 7, we show that in situations of low and moderate traffic, which are common in sensor networks, the end-to-end delay can be consistently decreased by increasing the forwarding range. This is an important trade-off that has not been thoroughly explored so far. Clearly, this is paid with increased power consumption with respect to the optimal values. Fig. 8 refers to a high traffic scenario. The event range is set to 60 m, which corresponds to 57 sources, on average. The event area lies completely in the Voronoi cell of a single actor. We compare energy consumption, delay, and packet drops when one or two actors receive the traffic generated in the event area, i.e., with or without the congestion control procedure devised in Section 4.2. We observe the following behavior. In the first case (no congestion control), the event area itself is congested and a high percentage of packets are dropped (between 15 and 40 percent) (Fig. 10) , while the end-to-end delays increase to about 1 s and are not easily controlled by changing the forwarding range (Fig. 9) . Note that packets are dropped mostly in the event area due to the multiple collisions at the MAC layer. Closer to the actor, the traffic is decreased due to earlier drops, and fewer nodes try to transmit simultaneously. Conversely, congestion can dramatically be decreased when the proposed congestion control procedure divides the event data between two actors. This is due to the fact that most of the congestion and packet drops occur in the event area, where many nodes try to transmit simultaneously, with the consequent drops due to simultaneous transmissions. This is dramatically improved when a second actor on the opposite side of the event area receives data, since traffic is diverted from the event area. The percentage of packets dropped is close to nil (see Fig. 10 ), delays are two orders of magnitude lower and can be regulated with power control (Fig. 9) . Importantly, even though the second actor is farther (thus, in theory, suboptimal) from the event area, and although without congestion control, packets are dropped early on their source-actor path, the power consumption is also decreased by the congestion control procedure, mostly due to the reduced packet retransmissions at the MAC layer (Fig. 8 ).
Actor-Actor Coordination
In this section, we discuss performance results for the multiactor task allocation problem presented in Section 5. In Figs. 11 and 12 report results from a set of simulations, where we impose a limit on the maximum team size, i.e., the maximum number of actors taking part in an acting team, reported on the x-axis; while in Fig. 13 , the number of actors composing a team is forced to be fixed and equal to the team size, which is reported on the x-axis. Interestingly, when the number of actors taking part in an acting team is optimized to minimize the overall energy expenditure, i.e., the sum of the movement energy E M and the action energy E , at least three actors are needed to complete the action Fig. 11 . Energy consumption versus maximum team size. (see Fig. 11 ) and the total action time tends to be exactly the maximum allowed completion bound D, discounted by the coordination delay T C (see Fig. 12 ). Problem P ð!Þ All tends to minimize the number of involved actors and assign higher speed to those actors that are closer to the action area. This can be explained by considering that a fixed amount of power (P M min ) is dissipated every time an actor needs to move, irrespective of its velocity. Conversely, when all the available actors are forced to be part of a team, the action time can be reduced at the expense of energy consumption, as reported in Fig. 13 .
CONCLUSIONS
We discussed challenges for coordination and communication in WSANs with mobile actors, and presented effective solutions for the sensor-actor and actor-actor coordination problems. First, we proposed a proactive location management scheme to handle the mobility of actors with minimal energy expenditure for sensors. The scheme enables geographical routing, based on which an energy-efficient communication solution was derived for sensor-actor communication. We showed how to control the delay of the data-delivery process based on power control, and how to deal with network congestion by forcing multiple actors to share the traffic generated in the event area. Finally, a model for actor-actor coordination was introduced that coordinates motion based on the characteristics of the event. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
