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CORRELATION FUNCTIONS OF GAUGED LINEAR σ-MODEL
GANG TIAN AND GUANGBO XU
Abstract
This is the second paper in a series following [TX14], on the construction of a math-
ematical theory of the gauged linear σ-model (GLSM). In this paper, assuming the ex-
istence of virtual moduli cycles and their certain properties, we define the correlation
function of GLSM for a fixed smooth rigidified r-spin curve.
Contents
1. Introduction 1
2. The state space for GLSM 3
3. Definition of the correlation function 8
4. Invariance of the correlation function 14
References 20
1. Introduction
The gauged linear σ-model (GLSM) was introduced by Witten in [Wit93b] in
physics background towards the understanding of the Landau-Ginzburg/Calabi-
Yau correspondence. In the A-model, the close-string Calabi-Yau theory is under-
stood as counting holomorphic curves (Gromov-Witten theory). Motivated from
Gromov’s pioneering work [Gro85] and Witten’s interpretation [Wit88], the foun-
dation of Gromov-Witten theory were built up by [Rua96], [RT95], [LT98], [FO99]
in the setting of symplectic geometry. Numerous work has appeared and it has
become a fundamental tool in symplectic geometry as well as algebraic geometry.
On the other hand, the close-string Landau-Ginzburg theory has been constructed
just recently, by Fan-Jarvis-Ruan ([FJR08], [FJR11], [FJR13]) following Witten’s
idea (see [Wit93a]).
The GLSM unifies the two theories under one framework. It has been very
influential in physics but is yet to be constructed rigorously in mathematics. This
paper is the second input in a series in which we are trying to build a mathematical
theory of GLSM following Witten’s proposal in [Wit93b].
Date: October 10, 2018.
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The core in our construction is the analysis of the moduli spaces of the classical
equation of motion, which we called the gauged Witten equation. In our first
paper [TX14], we set the gauged Witten equation under an appropriate framework.
Suppose X0 is a noncompact Ka¨hler manifold admitting a holomorphic C
∗-action,
and Q : X0 → C is a nondegenerate homogeneous holomorphic function. A typical
example ofQ is a nondegenerate quintic polynomial on C5. Then the superpotential
of the GLSM is W = pQ : X0×C→ C, which we call a superpotential of Lagrange
multiplier type. Then W is invariant under a C∗-action on X = X0×C. The triple
(X,W,C∗) is the “target space” of GLSM. On the other hand, the domain of the
GLSM is a rigidified r-spin curve, denoted by ~C, which is a punctured Riemann
surface with some additional structures. Then the gauged Witten equation is an
elliptic system about a gauge field A and a matter field u over ~C. The details are
recalled in Section 3.
In [TX14], we also studied several crucial analytical properties of gauged Witten
equation and its moduli spaces. Among them, the most crucial one is the com-
pactness of the moduli space of solutions to the perturbed gauged Witten equation
over any fixed smooth rigidified r-spin curve. The next crucial ingredient is the
transversality of the moduli space, which can be stated as
Theorem 1.1. For any strongly regular perturbation ~P , and any asymptotic data ~κ,
for any homology type B of solutions (see Section 3 for precise meanings), the mod-
uli space M
(
~C;B,~κ
)
of gauge equivalence classes of solutions to the ~P -perturbed
gauged Witten equation over ~C, whose asymptotics are described by ~κ and whose
homology classes are prescribed by B, is compact and admits a virtual fundamental
class [
M
(
~C;B,~κ
)]vir
∈ H∗
(
M
(
~C;B,~κ
)
;Q
)
.
The virtual fundamental class can be constructed by known techniques, such as
the techniques developed in [FO99] and [LT98]. It will be done in the incoming
paper [TX]. We also remark that it is possible to use concrete perturbations of the
gauged Witten equation to achieve transversality.
In the scope of the current series, we only consider the moduli space for a fixed
smooth r-spin curve with a rigidification. We have the associated virtual count
#M
(
~C;B,~κ
)
∈ Q (1.1)
which is defined to be zero if the degree of the virtual fundamental cycle is nonzero.
The correlator is defined as a family of multi-linear maps on certain state space
HQ (see Section 2). HQ can be viewed as a generalization of both the state space in
Landau-Ginzburg A-model and the state space in gauged Gromov-Witten theory.
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If ~C has m marked points, then certain linear combinations of virtual counts (1.1)
give the correlation function (see Section 3).
〈 ·, · · · , · 〉B~C : H
⊗m
Q → Q.
The coefficients of the linear combinations as well as the virtual counts (1.1) depend
on the choice of a strongly regular perturbation. However, we have
Theorem 1.2. The correlation function is independent of the choice of “strongly
regular ” perturbations and various other choices.
The proof is basically a cobordism argument. In many similar situation, such
as Donaldson theory and Gromov-Witten theory, one can actually prove a direct
cobordism of moduli spaces obtained by choosing different auxiliary data, such
as the metric or the almost complex structure (cf. [DK90], [MS04]). In cases
where virtual techniques are used, one can prove a cobordism in the virtual sense
(cf. [FO99], [LT98], [MT]). In the current situation, the moduli spaces for differ-
ent strongly regular perturbations may not be cobordant directly, but bifurcations
(wall-crossings) happen in the interior of the cobordism. Such bifurcation analy-
sis were carried out in many cases, such as [Flo88] and (closest to our situation)
[FJR11]. Then the difference between the virtual counts (1.1) for two sets of per-
turbations is given by a wall-crossing formula (see Theorem 4.5). The coefficients
of the linear combinations in defining the correlatino functions also differ by op-
posite wall-crossing terms, which exactly make the correlation function invariant.
The detailed proof of the wall-crossing formula is given in [TX].
Organization of the paper. In Section 2 we define the state spaces in our formulation
of GLSM. In Section 3 we define the correlation function, assuming the existence
of the virtual cycles. In Section 4 we list the properties of the virtual cycles which
are necessary to derive the well-definedness of the correlation functions.
Acknowledgements. We would like to thank Simons Center for Geometry and Physics
for hospitality during our visit in summer 2013. We would like to thank Kentaro
Hori, David Morrison, Edward Witten for useful discussions on GLSM. The second
author would like to thank Chris Woodward for helpful discussions.
2. The state space for GLSM
The inputs of the correlation function we are going to define are classes (states)
in certain cohomology groups (the state space). We have analogues in previously
studied theories. In Gromov-Witten theory, the state spaces are the ordinary co-
homology groups of symplectic manifolds; in gauged Gromov-Witten theory, they
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are equivariant cohomologies; in Fan-Jarvis-Ruan’s Landau-Ginzburg A-model (see
[FJR13]), they are certain cohomology groups naturally associated with the singu-
larity.
Lagrange multipliers. Let (X0, ω, J) be a noncompact Ka¨hler manifold. Assume
that there is a holomorphic C∗-action which restricts to a Hamiltonian S1-action on
X0. For every γ ∈ S
1, let X0,γ ⊂ X0 be the fixed point set of γ and let N0,γ → X0,γ
be the normal bundle. Suppose Q : X0 → C is a holomorphic function. We assume
that Q is homogeneous of degree r. This means that
∀ξ ∈ C∗, x ∈ X0, Q(ξx) = ξ
rQ(x).
For any a ∈ C, let Qa := Q−1(a) ⊂ X0. Then Zr acts on Q
a. We make the
following assumptions on Q.
Hypothesis 2.1. (Q1) Q has a unique critical point ⋆ ∈ X0 (the critical value
must be zero).
(Q2) There exist a constant cQ > 1 and G-invariant compact subset K0 ⊂ X0
such that
x /∈ K0 =⇒
1
cQ
∣∣∇3Q∣∣ ≤ ∣∣∇2Q∣∣ ≤ cQ |∇Q| .
Moreover, for every δ > 0, there exists cQ(δ) > 0 such that
d(x,Q0) ≥ δ, x /∈ K0 =⇒ |∇Q(x)| ≤ cQ(δ)|Q(x)|.
(Q3) For every γ ∈ Zr, it is easy to see that dQ vanishes along the normal bundle
X0,γ. We assume that ∇
2Q vanishes along N0,γ.
Remark 2.2. The above hypothesis was assumed in [TX14]. (Q2) is necessary
to guarantee the compactness of the moduli space. (Q3) is not essential and
can be removed. These conditions are satisfied nondegenerate quasi-homogeneous
polynomials on CN .
GLSM State space. The state space consists of narrow sectors and broad sectors.
Definition 2.3. γ ∈ Zr is broad (resp. narrow) if the restriction Qγ := Q|X0,γ
doesn’t (resp. does) vanish identically.
It is easy to prove that ⋆ ∈ X0,γ for each γ and for broad γ, still the unique
critical point of Qγ.
From now on we will introduce many homology and cohomology groups. When-
ever the coefficient ring is omitted, we mean integral homology or cohomology.
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Definition 2.4. If γ is narrow, then the (reduced) γ-sector of the GLSM state
space is a 1-dimensional Q-vector space, generated by an element eγ. If γ is broad,
then the (reduced) γ-sector of the GLSM state space is
Hγ := H
nγ−1
(
Qaγ;Q
)Zr
.
Here nγ = dimCX0,γ and a ∈ C
∗ is an arbitrary regular value of Qγ. The total
state space is
HQ :=
⊕
γ∈Zr
Hγ.
Here, to see that the broad sectors are independent of the choice of a, we consider
the monodromy action, which is a linear isomorphism
m : H∗
(
Qaγ
)
→ H∗
(
Qaγ
)
.
This map is defined as a straightforward extension of the monodromy action for
isolated singularities. Namely, let C be a simple closed curve in C which passes
through a and avoids the origin (the singular value of Qγ). Then Q
−1
γ (C) → C
is a locally trivial fibration. This gives the monodromy action m on the integral
homology of Qaγ, which is independent of the choice of such simple closed curves.
Lemma 2.5. m is equal to the action by the generator of Zr on H
∗ (Qa).
Proof. Consider the path eiθ for θ ∈ [0, 2π
r
]. Let a(θ) = eirθa. Then eiθ induces an
isomorphism
H∗
(
Qa(θ);Z
)
→ H∗ (Qa;Z)
which is equal to the parallel transport along the arc between a and a(θ). Since
t(2π
r
) = t, we see that the action by the generator of Zr is equal to the parallel
transport along a loop, which is exactly the monodromy action. 
Therefore, we see that the Zr-invariant part of H
∗
(
Qaγ
)
is independent of the
choice of a ∈ C∗. Therefore the state space is well-defined.
Remark 2.6. There is an enrichment of the state space by including more states
for the broad sectors. This enrichment, formally, will be closer to the state space
in [FJR13] and the state space used in gauged Gromov-Witten theory. It will be
mentioned at the end of this section.
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Vanishing cycles and Lefschetz thimbles. We need a geometric description of gen-
erators of the homology group dual to the state space, i.e., vanishing cycles and
Lefschetz thimbles. For each γ, we can identify a neighborhood of ⋆ in X0,γ as a
neighborhood of 0 in Cnγ. Denote this neighborhood by B
nγ
ǫ . Then choose δ << ǫ
and denote Uδ ⊂ C the δ-neighborhood of the origin. Then for t ∈ ∂Uδ, denote
Vt := B
nγ
ǫ ∩ Qtγ and denote VT := Q
−1
γ (Uδ) ∩ B
nγ
ǫ . Then the classical result of
Brieskorn [Bri70] says that the relative homology
Hnγ (VT , Vt)
is generated by Lefschetz thimbles.
Moreover, we have
Lemma 2.7. The inclusion (VT , Vt)→
(
X0,γ, Q
t
γ
)
induces an isomorphism
Hnγ (VT , Vt) ≃ Hnγ
(
X0,γ, Q
t
γ
)
.
Proof. Since ⋆ is the only critical point, we see that Q−1γ (Uδ) is a deformation
retract of X0,γ. Therefore it suffices to prove the isomorphism
Hnγ (VT , Vt) ≃ Hnγ
(
Q−1γ (Uδ), Q
t
γ
)
.
Let VˇT : Q
−1
γ (Uδ) \ VT , Vˇt := Q
t
γ \ Vt. Then because the restriction Qγ : VˇT → Uδ
has no critical point, it is a trivial fibration. Therefore for t ∈ Bδ, we have a
trivialization
VˇT ≃ Uδ × Vˇt.
Therefore, we have homotopy equivalence(
Q−1γ (Uδ), Q
t
γ
)
∼
(
VT ∪ Vˇt, Q
t
γ
)
.
Then by excision, we have
Hnγ
(
Q−1γ (Uδ), Q
t
γ
)
≃ Hnγ
(
VT ∪ Vˇt;Q
t
γ
)
≃ Hnγ (VT , Vt) .

So we say that the relative homology Hnγ
(
X0,γ, Q
t
γ
)
is generated by Lefschetz
thimbles. Indeed by the local triviality of the fibration X0,γ \ {⋆} → C
∗, we see
that this is true not just for t close to 0, but all nonzero t.
Now for each a ∈ C∗, we have the exact sequence
Hnγ(X0,γ)→ Hnγ
(
X0,γ, Q
a
γ
)
→ Hnγ−1
(
Qaγ
)
→ Hnγ−1(X0,γ).
We make the following simplifying assumption
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Hypothesis 2.8. For any broad γ ∈ Zr, the map Hnγ
(
X0,γ, Q
a
γ
)
→ Hnγ−1
(
Qaγ
)
is an
isomorphism. In other words, the middle dimensional homology of Qaγ is generated
by vanishing cycles.
This hypothesis is clearly satisfied by quasihomogeneous polynomials on CN .
Intersection pairing. We need a natural perfect pairing between broad states in
order to define the correlation function. For M >> 0 sufficient large, denote
Q∞γ := (ReQγ)
−1 ([M,+∞)) , Q−∞γ := (ReQγ)
−1 ((−∞,−M ]) .
Then we have a perfect pairing
Hnγ
(
X0,γ, Q
−∞
γ
)
⊗Hnγ
(
X0,γ, Q
+∞
γ
)
→ Z. (2.1)
This pairing is described in [FJR13, Page 36] in the case of quasihomogeneous
polynomials on CN but for exactly the same reason we have it for the more general
case.
On the other hand, via the parallel transport, we have canonical isomorphisms
Hnγ
(
X0,γ, Q
a
γ
)Zr
≃ Hnγ
(
X0,γ, Q
±∞
γ
)Zr
. (2.2)
Moreover, choose ξ ∈ S1 such that ξr = −1. ξ implies an isomorphism
Hnγ
(
X0,γ, Q
∞
γ
)Zr
→ Hnγ
(
X0,γ, Q
−∞
γ
)Zr
, (2.3)
which is independence of the choice of ξ because we have restricted to the mon-
odromy invariant part. Then by Hypothesis 2.8 and (2.1)–(2.3), we have a perfect
pairing
Hnγ−1
(
Qaγ
)Zr
⊗Hnγ−1
(
Qaγ
)Zr
→ Z.
Therefore, by the duality between homology and cohomology we have a canonical
identification
Hγ ≃ Hnγ−1
(
Qaγ;Q
)Zr
. (2.4)
∞-relative cycles in Qaγ. The use of Lagrange multiplier requires us to consider the
complex Morse theory of the hypersurfaces Qaγ. If we have a holomorphic Morse
function F defined on Qaγ, then critical points of F (together with rays emitting
from it) represent certain ∞-relative cycles. We will use the intersection between
compact cycles and ∞-relative cycles, which is described as follows. For any com-
pact subset K ⊂ X , we can consider the relative homology H∗
(
Qaγ, Q
a
γ \K
)
. The
inverse limit with respect to the direct system of compact subsets under inclusion
is denoted by
H∗
(
Qaγ,∞
)
.
7
This is the dual space of H∗c
(
Qaγ
)
. Then we have the intersection pairing
∩ : H∗
(
Qaγ
)
⊗H∗
(
Qaγ,∞
)
→ Z. (2.5)
Remark 2.9. There is certain enrichment of the GLSM state space. Take X =
X0 × C with an additional K := S
1-action by
eiθ(x, p) = (eiθx, e−irθp).
We takeW : X → C to beW (x, p) = pQ(x), which is invariant under theK-action.
Then for γ ∈ Zr and any a ∈ C
∗, denote W aγ = W
−1
γ (a). The enriched γ-sector of
GLSM state space is defined by
H˜γ := H
∗
K
(
Xγ,W
a
γ ;Q
)Zr
.
Here (Xγ,W
a
γ ) has the K-action and Zr-action commuting with each other. The
enriched GLSM state space is defined as
H˜Q :=
⊕
γ∈Zr
H˜γ.
We see that formally the enriched state space generalizes the state space used
in [FJR13] (when K is trivial), and the equivariant cohomology used in gauged
Gromov-Witten theory (when W ≡ 0 and the Zr-action can be ignored) (see
[CGMS02]). A more comprehensive correlation function can be defined over H˜Q.
3. Definition of the correlation function
In this section we define the correlation function, as a collection of Q-valued
multi-linear function on HQ. The definition depends on the construction of the
virtual fundamental class of the moduli space of solutions to the perturbed gauged
Witten equation. The construction will be provided in a separate paper.
3.1. Perturbed gauged Witten equation. We recall the set-up of perturbed
Witten equation given in [TX14].
Let (C,L,ϕ) be a smooth r-spin curve, with orbifold markings z = (z1, . . . , zm).
Here C is a smooth orbifold Riemann surface, with possible nontrivial orbifold
structures only at z1, . . . , zm; L→ C is a holomorphic orbifold line bundle; ϕ is an
isomorphism of orbifold line bundles
ϕ : L⊗r → Klog := KC ⊗ O(z1)⊗ · · · ⊗ O(zm).
r-spin structures are labelled by
~γ := (γ1, . . . ,γm) ∈ (Zr)
m.
γi is called the monodromy of the r-spin structure at the marking zi. The notion
of γ being narrow or broad has been defined in Section 2. A marking zi is called
broad or narrow if its monodromy γi is broad or narrow respectively. In the
current situation, we only consider a fixed r-spin curve, and we assume that the
first b markings are broad and the last n = m− b markings are narrow.
Let Σ be the smooth Riemann surface underlying C. z is regarded as punctures
on Σ and Σ∗ := Σ \ z. For each marking zi, we fix a local holomorphic coordinate
w on Σ centered at zi. We assume these coordinate patches are disjoint from each
other. A rigidification of the r-spin structure at zi is a choice of an element ej ∈ L|zi
such that
ϕ(e⊗rj ) =
dw
w
∈ Klog|zi.
We fix rigidifications ~φ = (φ1, . . . ,φm) at all punctures. Now we fix
~C :=
(
C,L,ϕ; ~φ
)
as a rigidified r-spin curve, which is the domain of the gauged Witten equation.
The line bundle L descends to an ordinary line bundle L → Σ∗. In [TX14] we
define the notion of adapted Hermitian metrics, which is a class of W 2,ploc -Hermitian
metrics on L compatible with the r-spin structure. We choose a smooth adapted
metric H0 on L, and denote by Q0 → Σ
∗ the unit circle bundle.
On the other hand, choose another K = S1-principal bundle Q1 → Σ, whose
restriction to Σ∗ is still denoted by Q1. Then in [TX14], we considered a space A
of G = S1×S1-connections on Q := Q0×Σ∗ Q1. Moreover, G is the space of gauge
transformations g : Σ∗ → G of class W 2,ploc such that g is asymptotic to the identity
in a W 2,pδ -manner for some δ > 0 (δ is allowed to change).
G = S1×K acts on X . Denote Y := Q×GX → Σ
∗ the fibre bundle. The r-spin
structure induces a family of lifting
WA ∈ Γ (Y, π
∗Klog) , A ∈ A .
The vertical tangent bundle T⊥Y → Y admits a natural Hermitian metric. With
respect to this metric, we have the vertical gradient
∇WA ∈ Γ
(
Y, π∗Ω0,1Σ ⊗ T
⊥Y
)
.
Choose a biinvariant metric on the Lie algebra g and an area form Ω on Σ. The
gauged Witten equation reads ∂Au+∇WA(u) = 0,∗FA + µ(u) = 0. (3.1)
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Perturbations. Whenever there is broad punctures, the linearization of (3.1) (mod-
ulo gauge transformation) is not a Fredholm operator in a natural way. We have
to perturb the equation near broad punctures. A perturbation is described as
~P =
(
~a, ~F
)
= (ai, Fi)
b
i=1 .
Here for each i, ai ∈ C
∗ and Fi : X0 → C is a holomorphic function. Denote
Wi := W − aip+ Fi.
Definition 3.1. Fi is γi-admissible if the following are satisfied.
(P1) There exist rl ≤
1
2
r (l = 2, . . . , s) such that
Fi =
s∑
l=2
F
(l)
i
and F
(l)
i : X0 → C is a holomorphic function of degree rl.
(P2) There exists ci > 0 such that for l = 2, . . . , s∣∣∣F (l)i (x)∣∣∣ ≤ ci (1 + |µ+(x)|) 12 , ∣∣∣dF (l)i (x)∣∣∣ ≤ ci.
Pi := (ai, Fi) is called γi-regular if Fi is γi-admissible and
(P3) for every ǫ ∈ (0, 1], the restriction of Wi,ǫ = pQ − ǫ
raip + ǫ
rF ǫi to Xγi is a
holomorphic Morse function. Here F ǫi (x) = Fi(ǫ
−1x).
(P4) The perturbed functions Wi,ǫ has no critical points at infinity in the follow-
ing sense: for every T > 1, there is a G-invariant compact subset KT ⊂ X
and ǫT > 0 such that
ǫ ∈
[
T−1, 1
]
, |∇Wi,ǫ(x, p)| ≤ ǫT =⇒ (x, p) ∈ KT .
Pi = (ai, Fi) is called γi-strongly regular if it is γi-regular and all critical
values of the restriction of Wi to Xγi have distinct imaginary parts.
~P =
(
~a, ~F
)
is called regular (resp. strongly regular ) if (ai, Fi) is γi-regular
(resp. γi-strongly regular) for each broad puncture zi whose monodromy is γi.
Lemma 3.2. If (p, x) is a critical point of Wi|Xγi , then for every ǫ > 0, (p, ǫx) is
a critical point of Wi,ǫ|Xγi and
Wi,ǫ(p, ǫx) = ǫ
rWi(p, x).
Proof. If (p, x) ∈ CritWi|Xγi , then
Q(x) = ai, pdQ(x) + dFi(x) = 0.
Then Q(ǫx) = ǫrai. Regard ǫ as the diffeomorphism of X0 by multiplying ǫ. Then
(ǫ∗ (pdQ+ ǫrdF ǫi )) (x) = ǫ
r (pdQ(x) + dFi(x)) = 0.
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Therefore (p, ǫx) ∈ Wi,ǫ|X0,γi . Moreover, the critical value is
Wi,ǫ(p, ǫx) = ǫ
rF ǫi (ǫx) = ǫ
rFi(x) = ǫ
rWi(p, x).

In applications, we may assume that certain class of γi-admissible perturbations
form a finite dimensional, nonzero complex vector space. This is the case when we
consider the GLSM for a quasihomogeneous polynomial Q : CN → C, where the
space of F ’s is the space of all linear functions on CN . So we assume the following
conditions.
Hypothesis 3.3. The space of all holomorphic functions F : X0 → C satisfying (P1)
and (P2) is a finite dimensional nonzero complex vectors pace VF . For fixed ai ∈
C∗, there is an analytic subset V singF (ai) ⊂ VF such that for every Fi ∈ VF \V
sing
F (ai),
(ai, Fi) is γi-regular.
Suppose Pi := (ai, Fi) is γi-regular. Then there is a one-to-one correspondence
between critical points of Fi|Qaiγi
and critical points of Wi|Xγi . We use both of the
two perspectives. A critical point is denoted by κi. Moreover, critical points of
Wi,ǫ|Xγi exist in smooth families parametrized by ǫ ∈ (0, 1]. We also use κi to
denote a family κi(ǫ) of critical points of Wi,ǫ|Xγi . We denote CritWPi the set of
all such families, which is a finite set. Denote
CritW~P =
b∏
i=1
CritWPi.
An element of it is denoted by ~κ = (κ1, . . . , κb).
In this section, we fix a strongly regular perturbation ~P = (~a, ~F ). As in [TX14],
by choosing a cut-off function β : Σ∗ → [0, 1] supported near all broad punctures,
we can lift the perturbation to Y . The lifting depends on the connection A, as well
as choices of frames at broad punctures of Q1 → Σ. Denote by
~ψ := (ψ1, . . . ,ψb) : K
b → Q1|{z1,...,zb}
a choice of frames. The perturbed family of superpotentials is denoted by
W˜
~ψ
A ∈ Γ (Y, π
∗Klog) .
The perturbed gauged Witten equation is the following one on triples (A, u, ~ψ) ∂Au+∇W˜
~ψ
A(u) = 0;
∗FA + µ(u) = 0.
(3.2)
This equation transform naturally under the action of the group of gauge transfor-
mations G .
11
The energy of pairs (A, u) is defined as
E(A, u) =
1
2
(
‖dAu‖
2
L2 + ‖FA‖
2
L2 + ‖µ(u)‖
2
L2
)
+
∥∥∥∇W˜~ψA(u)∥∥∥2
L2
where the norms are taken with respect to the metric on Σ∗ determined by Ω and
the complex structure.
We summarize the main results of [TX14] in the following theorem.
Theorem 3.4. (1) For any solution (A, u) to (3.2) with finite energy and |µ(u)|
bounded on Σ∗ (such solutions are called bounded solutions), there exists
κi ∈ Xγi such that with respect to certain trivialization of Y near zi,
lim
z→zi
u(z) = κi.
Moreover, if γi is broad, then κi ∈ Crit
(
Wi,ǫ|Xγi
)
for some ǫ ∈ (0, 1].
(2) Any bounded solution defines a homology class [A, u] ∈ ΓGX := H
2
G (X ;Z[r
−1]).
There exists a function E : ΓGX → R+ such that for every bounded solution
(A, u) to (3.2) with [A, u] = B ∈ ΓGX , we have
E(A, u) ≤ E(B).
(3) For every E, the moduli space of gauge equivalence classes of bounded solu-
tions (A, u) to (3.2) satisfying E(A, u) ≤ E is compact up to degeneration of
solitons at broad punctures. In particular, if the perturbation ~P is strongly
regular, then the moduli space itself is compact.
Therefore, for any B ∈ ΓGX and ~κ = (κ1, . . . , κb) ∈ CritW~P , denote by
M~P
(
~C, B,~κ
)
(3.3)
the moduli space of gauge equivalence classes of solutions to (3.2) which represent
the class B ∈ ΓGX and such that for each broad puncture zi, i = 1, . . . , b, the limit
of u at zi belongs to κi. We say that such solutions have asymptotics prescribed by
~κ. Then in [TX14], we proved that M~P
(
~C, B,~κ
)
is the zero locus of a Fredholm
section of certain Banach space bundle E over some Banach manifold B. Moreover,
the index of the Fredholm section is given by
χ
(
~C, B
)
= (2− 2g)dimCX0 + 2
(
cG1 (B)−
m∑
j=1
Θj
)
−
b∑
j=1
dimCX0,γi . (3.4)
Here cG1 is the G = S
1 × S1-equivariant first Chern class of X , Θj ∈ Q corre-
sponds to certain degree shifting in Chen-Ruan cohomology. We remark that in
the case of quasihomogeneous polynomials on CN , the above index coincides with
the Fredholm index of the Witten equation calculated in [FJR11, Section 5].
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3.2. The correlation function. The correlation function we considered is a col-
lection of multi-linear maps
〈 ·, · · · , · 〉B~C :
n⊗
i=1
Hγi → Q, B ∈ Γ
G
X . (3.5)
We can extend it trivially to a multi-linear map
〈 ·, · · · , · 〉B~C :
n⊗
i=1
HQ → Q.
To define (3.5), we take a strongly regular perturbation ~P =
(
~a, ~F
)
. Consider all
possible combinations ~κ = (κ1, . . . , κb) ∈ CritW~P and the moduli space (3.3). We
claim
Theorem 3.5. [TX] If ~P is strongly regular, then there exists a virtual fundamental
class [
M~P
(
~C, B,~κ
)]vir
∈ H
χ(~C,B)
(
M~P
(
~C, B,~κ
)
;Q
)
So we have the virtual counts #M~P
(
~C, B,~κ
)
∈ Q, which is zero if χ(~C, B) 6= 0.
Certain linear combination of the virtual numbers gives the correlation function.
The coefficients of the linear combination are described as follows.
Consider the negative gradient flow of the real part of Fi restricted toQ
ai
γi
⊂ X0,γi ,
whose equilibria are all the κi’s. Abbreviate ni = nγi . Denote by[
κ−i
]
∈ Hni−1
(
Qaiγi , F
−∞
i
) (
resp.
[
κ+i
]
∈ Hni−1
(
Qaiγi , F
∞
i
))
the class of the unstable (resp. stable) manifold of this flow. Here
F∞i = Q
ai
γi
∩ (ReFi)
−1 ([M,+∞)) , F−∞i = Q
ai
γi
∩ (ReFi)
−1 ((−∞,−M ])
for some M >> 0. We still use
[
κ±i
]
to denote their images under the map
Hni−1
(
Qaiγi , F
±∞
i
)
→ Hni−1
(
Qaiγi ,∞
)
.
To define (3.5), we choose the last n inputs (narrow states) to be the generators of
the corresponding sectors θi = eγi ∈ Hγi, i = b+ 1, . . . , b+ n. Suppose the first b
inputs (the broad states) are θi ∈ Hγi , i = 1, . . . , b. Then define
〈θ1, . . . , θb, θb+1, . . . , θm〉
B
~C
:=
∑
~κ
#M
(
~C, B,~κ
) b∏
i=1
θ∗i ∩
[
κ−i
]
. (3.6)
Here θ∗i is the image of θi under (2.4) and the ∩ is the intersection mentioned in
(2.5). In general (3.5) is defined by taking linear extension of the above values.
13
Remark 3.6. In the future we would like to define descendant version of the cor-
relation function. For this purpose we have to consider the variation of complex
structures of the domain ~C. The moduli space of genus g,m-marked stable rigidified
r-spin curve is a branched cover
M
r
g,m →Mg,m
over the Deligne-Mumford space (see [FJR13, Section 2]). We can consider the
universal moduli space
Mg,m (B,~κ)
consists of gauge equivalence classes of solutions to all smooth rigidified r-spin curve
of genus g andm-marked points. We have to prove an extension of the compactness
theorem of [TX14] in which one allows the complex structure of the domain to vary
and degenerate. In particular, when the complex structure degenerates, near the
forming node the area form used for the vortex equation is exponentially small (in
cylindrical coordinates); then we will be in a situation similar to what is considered
in [MT09]. When a broad node is forming, we have to include a strongly regular
perturbation nearby as did in [FJR13]. Nevertheless, we assume the existence of
a good compactification of Mg,m (B,~κ), denoted by Mg,m (B,~κ). We assume that
the compactification has a virtual fundamental class[
Mg,m(B,~κ)
]vir
whose degree is 6g−6 more than the index in (3.4). Then by pulling back cohomol-
ogy classes of the Deligne-Mumford space via the forgetful map, we can evaluate
them against the above virtual fundamental class. So the descendant invariants
are defined.
4. Invariance of the correlation function
In this section we list the properties of the fundamental virtual class given in
Theorem 3.5 should have, which will imply that the correlation functions are inde-
pendent of the strongly regular perturbation ~P . In the scope of the current series
we only have to consider zero or one dimensional moduli spaces, so the properties
can be stated in terms of the virtual counts #M~P
(
~C, B,~κ
)
.
We briefly describe our argument. Suppose we have two strongly regular per-
turbation ~P1 and ~P2. It suffices to consider the case that ~P1 and ~P2 only differ at
one broad puncture. Therefore we omit the dependence on perturbations at other
punctures and suppose at this puncture, the monodromy is γ ∈ Zr and the two
γ-strongly regular perturbations are P0 = (a0, F0) and (a1, F1). Then in Subsection
4.1, using a homotopy argument, we show that there is another γ-strongly regular
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perturbation (a1, F
′
0) for which the correlation functions defined by (a0, F0) and
(a1, F
′
0) are equal (indeed the corresponding virtual counts are equal). Therefore it
remains to consider the case that P0 and P1 only differ in F . Then in Subsection
4.2 we show that the correlation functions defined for different F ’s are equal. This
is more complicated than the case considered in Subsection 4.1 because certain
wall-crossing may happen during a homotopy of the perturbations.
We remark that both parts of the argument rely on constructing Kuranishi struc-
tures (with boundaries) on certain 1-dimensional moduli spaces parametrized by
homotopies of the perturbation terms. The details are given in [TX].
4.1. Independence of a.
Independence of the axial part. We consider a γ-strongly regular perturbation P =
(a, F ). For any λ > 0, Pλ := (λ
ra, λrFλ) is also strongly regular (cf. Lemma 3.2).
Moreover, the variation of λ gives a homotopy (Pt)t∈[0,1] between P and Pλ and
each Pt is a γ-strongly regular perturbation. Let ~Pt be the path of strongly regular
perturbations for which the perturbations at all other broad punctures are fixed.
They for each ~κ ∈ CritW~P , the homotopy produces a smooth family ~κt ∈ CritW~Pt .
We consider the universal moduli space parametrized by this homotopy, denoted
by
∪t∈[0,1]M~Pt
(
~C,B,~κt
)
.
We can construct a Kuranishi structure with boundary on the above moduli space,
where the boundary contributes to the difference of the correlation functions. Since
each ~Pt is strongly regular, the oriented boundary is
M~P1
(
~C,B,~κ1
)
−M~P0
(
~C,B,~κ0
)
.
So the correlation functions defined by ~P0 and ~P1 are equal.
Independence of the angular part. Now suppose P = (a, F ) is γ-strongly regular.
Then
P ′ =
(
eiαa, F ◦ e−
iα
r
)
is also γ-strongly regular. Let ~P and ~P ′ be the two strongly regular perturbations
we want to compare, which coincide for every other broad puncture except for P
and P ′. Then for each ~κ ∈ CritW~P , there is a corresponding ~κ
′ ∈ CritW~P ′.
Choose a smooth gauge transformation gα : Σ∗ → S1 ⊂ G which is equal to ei
α
r
near z1 and equal to the identity away from a neighborhood of z1. It is easy to see
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Lemma 4.1. For each B ∈ ΓGX and each ~κ ∈ CrtiW~P , the map (A, u,
~ψ) 7→
((gα)∗A, (gα)∗u,ψ) induces an orientation-preserving homeomorphism
M~P
(
~C, B,~κ
)
→M~P ′
(
~C, B,~κ′
)
.
Therefore, the corresponding virtual counts are equal. Moreover, e
iα
r induces a
biholomorphism Qaγ ≃ Q
eiαa
γ . The induced isomorphism
H˜∗
(
Qaγ
)
≃ H˜∗
(
Qe
iαa
γ
)
is compatible with the isomorphisms (2.4) for a and eiαa. e
iα
r also induces a one-
to-one correspondence between the ∞-relative cycles in Qaγ and Q
eiαa
γ . Therefore,
the coefficients in the linear combinations defining the correlation function are
invariant. Therefore, the correlation functions defined for ~P and ~P ′ are equal.
4.2. Independent of the choice of strongly regular F . Now we need to com-
pare two strongly regular perturbations which only differ at one broad puncture
as (a, F 0) vs. (a, F 1). A generic homotopy F t connecting F 0 and F 1 may not be
always strongly regular. For certain values of t where the strong regularity is lost,
wall-crossing happens. We first discuss the wall-crossing phenomenon in a general
case.
BPS solitons and intersection of vanishing cycles. Let M be a noncompact Ka¨hler
manifold of complex dimension m and F : M → C be a holomorphic Morse func-
tion, which has finitely many critical points, listed as κ1, . . . , κs. If ImF (κi) are
distinct, we say that F is strongly regular. In this case the unstable manifold of κi
under the negative gradient flow of ReF defines a relative cycle[
κ−i
]
∈ Hm
(
M,F−∞
)
.
More generally, if we have a path γ connecting F (κi) with a regular value a of F
such that the path avoids singular values except F (κi), then there is a well-defined
vanishing cycle
∂ [κγi ] ∈ Hm−1 (F
a) ,
which only depends on the homotopy class of such paths.
Now suppose we have a homotopy F ν, ν ∈ [0, 1] between two strongly regular
holomorphic Morse functions F 0, F 1 such that F ν is a holomorphic Morse function
for every ν. Then there are continuous curves κνi ∈M such that
{κνi | i = 1, . . . , s} = CritF.
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On the other hand, there are canonical identifications
H∗
(
M,
(
F 0
)−∞)
≃ H∗
(
M,
(
F 1
)−∞)
.
This is because the critical values of F ν are uniformly bounded. We denote the
space in common as H∗ (M,F
−∞). We would like to compare
[
(κ0i )
−
]
with
[
(κ1i )
−
]
as elements of H∗ (M,F
−∞).
Definition 4.2. Suppose F 0 and F 1 are strongly regular holomorphic Morse func-
tions on M which are in the same path-connected components of the space of
holomorphic Morse functions. A homotopy F ν (ν ∈ [0, 1]) in the space of holomor-
phic Morse functions is called strongly regular if there exists ν1, . . . ,νk ∈ (0, 1)
such that
(1) F ν is strongly regular for ν ∈ [0, 1] \ {ν1, . . . ,νk}.
(2) For each j ∈ {1, . . . , k},
#
{
ImF νj(κ
νj
i ) | i = 1, . . . , s
}
= s− 1,
and there exist i−j , i
+
j ∈ {1, . . . , s}, δ > 0 such that
∀ν ∈ (νj − δ,νj + δ), ReF
ν
(
κν
i−j
)
< ReF ν
(
κν
i+j
)
,
and for ν ∈ (νj − δ,νj) and ν ∈ (νj,νj+ δ), ImF
ν
(
κν
i−j
)
− ImF ν
(
κν
i+j
)
are
of different signs.
Each νj is called a crossing in this homotopy and we say that this crossing
happens between i−j and i
+
j . We say the crossing is positive (resp. negative),
denoted by signνj = 1 (resp. signνj = −1), if the argument of F
ν
(
κν
i+j
)
−F ν
(
κν
i−j
)
rotates in the counterclockwise (resp. clockwise) direction as ν moves from νj − δ
to νj + δ.
It is easy to see that we can obtain a strongly regular homotopy by perturbation.
Then to compare
[
(κ0i )
−
]
with
[
(κ1i )
−
]
, it suffices to consider the case that there
is only one crossing at ν = 1
2
in the homotopy (in the case of zero crossing, the
two relative cycles are equal). In this case, we use F˜ to denote the homotopy {F ν}
and use (−1)F˜ to denote the sign of the only crossing. Suppose i− and i+ are
the two indices between which the crossing happens. Then we have the following
Picard-Lefschetz formula (see [AVGL93, Chapter 2]).
Theorem 4.3. [Picard-Lefschetz] For each i ∈ {1, . . . , s}, we have[(
κ1i
)−]
−
[(
κ0i
)−]
= (−1)F˜ δi,i+
〈
∂
[
κ
γ−
i+
]
, ∂
[
κ
γ+
i−
]〉
a
[
(κi−)
−] (4.1)
Here a is the mid point of F
1
2 (κi−) and F
1
2 (κi+), γ+ (resp. γ−) is the straight
path connecting F
1
2 (κi−) (resp. F
1
2 (κi+)) to a, and 〈·, ·〉a means the intersection
pairing in F a.
The intersection number appeared in the Picard-Lefschetz formula can be in-
tepreted as the number of BPS solitons. A BPS soliton is a nonconstant, finite
energy solution x : R→ M to the ODE
x′(t) +∇F (x(t)) = 0.
Here ∇F is the gradient of the real part of F . Then κ± := lim
t→±∞
x(t) are necessarily
critical points of F and
ImF (κ+) = ImF (κ−), ReF (κ+) < ReF (κ−). (4.2)
We identify two BPS solitons if they differ by a time translation. Then if (4.2)
is satisfied and other critical values of F have different imaginary part, then the
number of BPS solitons between κ− and κ+ is finite and is equal to the intersection
number appeared in (4.1).
Wall-crossing formula for the virtual counts. Now we consider two strongly regular
perturbations ~P± =
(
~a, ~F±
)
where ~F± only differ at one broad puncture z1 as F
−
1
and F+1 , whose monodromy is denoted by γ1. We consider smooth homotopies
which connect F−1 and F
+
1 . By Hypothesis 3.3, the space of F for which (a1, F1) is
γ1-regular is path-connected. Therefore we can find a path F˜1 = {F
ν
1 }ν∈[−1,1] such
that for each ν ∈ [−1, 1], (a1, F
ν
1 ) is γ-regular. Moreover, it suffices to consider
the case that (a1, F
ν
1 ) is γ1-strongly regular for all ν except for ν = 0. Such a
homotopy induces a homotopy ~P ν, and families ~κν ∈ CritW~Pν .
Theorem 4.4. If (a1, F
0
1 ) is strongly regular (i.e., there is no crossing), then
#M~P−
(
~C,B,~κ−1
)
= #M~P+
(
~C,B,~κ+1
)
.
The proof is a similar homotopy argument as used in Subsection 4.1. Note that
the ∞-relative cycles persist under the homotopy in this case, hence have same
intersection numbers with any broad states. Therefore in the case of no crossing,
the correlation functions defined on the two sides of the homotopy are equal.
Now we consider the case that a crossing happens at ν = 0, between (κν1)− and
(κν1)+, with
ReF ν
(
κν−
)
< ReF ν
(
κν+
)
, ∀ν ∈ [−1, 1].
Then for each ~κν ∈ CritW~Pν , we denote by ~κ
ν
± ∈ CritW~Pν the asymptotic data ob-
tained by replacing κν1 by (κ
ν
1)±. Then we have the following wall-crossing formula.
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Theorem 4.5. For any family ~κν ∈ CritW~Pν, we have
#M~P+
(
~C, B,~κ+1
)
−#M~P−
(
~C, B,~κ−1
)
= −(−1)F˜1δ~κ,~κ− ·#BPS
((
κ01
)
−
,
(
κ01
)
+
)
·#M~P−
(
~C, B,~κ+
)
.
Here δ~κν,~κν
−
is the Kronecker delta, and #BPS
(
(κ01)− , (κ
0
1)+
)
is the (algebraic)
counts of the number of BPS solitons in Qa1γ1 for the function F
0
1 between the two
critical points.
The proof uses a cobordism argument and the details are given in [TX]. In LG
A-model, a similar wall-crossing formula was proved in [FJR11, Theorem 6.16]. We
consider the universal moduli space
N :=
⋃
ν∈[−1,1]
M~Pν
(
~C, B,~κν
)
.
This space is not compact due to degeneration of solitons at the slice of ν = 0.
The soliton appeared are connecting (κ01)− and (κ
0
1)+ and stable solutions with
BPS solitons exist in a codimension 1 subset and stable solutions with non-BPS
solitons exist in a higher codimensional subset. Therefore, in the virtual sense,
∂N ≃
( ⋃
ν=−1,1
M~Pν
(
~C, B,~κν
))
∪
(
M~P 0
(
~C, B,
(
~κ0
)
+
)
×MBPS
((
κ01
)
−
,
(
κ01
)
+
))
.
Here MBPS is the moduli of BPS solitons. Taking care of the orientation of the
boundary, Theorem 4.5 can be proved.
One difference between the proof of Theorem 4.5 is that the BPS soliton used
to compactify N are solutions x : R→ Xγ1 to the equation
x′(s) +∇W1 = 0 (4.3)
but not for maps into Qa1γ1 . However, if the function F1 is small, then solutions to
(4.3) are geometrically very close to solutions to
y′(s) +∇
(
F1|Qa1γ1
)
= 0.
(See [SX12] for detailed treatment about the adiabatic limit of gradient flows in
real Morse theory). Therefore the algebraic counting of BPS solitons will be the
same as the intersection number between cycles in Qa1γ1 .
Therefore, to compare the correlation functions defined for ~P+ and ~P−, we see
that the wall-crossing term appeared in the change of the virtual counts given in
Theorem 4.5 and the wall-crossing term appeared in the change of the ∞-relative
cycles given in Theorem 4.3 cancel each other. Similar situation happens for the
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LG A-model correlation function (see [FJR11]). Therefore the correlation functions
on the two sides of the homotopy are equal.
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