We will consider a sequential stochastic assignment problem where the number of jobs is not known beforehand. Unlike the well known sequential stochastic assignment problem, since the number of jobs is unknown, a policy of the decision-maker depends not only on the size of each job, but also on information about the number of remaining jobs. The optimal policy and the total expected reward under this policy are determined by a system of recursive equations which are obtained in the main theor'~m. In the last section, we will consider a case OVClr an infinite horizon.
Introduction
In relation to sequential stochastie assignment problems discussed by Derman, Lieberman and Ross [2], Nakai [4] etc., we consider a sequential decision problem with an unknown number of jobs. In the sequential stochastic assignment problem, jobs arrive in sequential order, Le., first job 1 appears, followed by job 2, etc. Here we treat a case where the number of jobs is not known in advance to the decision-maker.
We consider the following situation. There are N jobs under consideration, where N is a random variable which represents the number of remaining jobs for decisions. We assume that the ":>robability distribution of N is given beforehand. The arrival time of each job is an independently and identically distributed random variable 'Nith a known mean. Information about the number of remaining jobs is updated in a Bayesian manner as the successive jobs are observed.
Under the above situation, a sequential stochastic assignment problem treated here is characterized by following four things. 1). The planning T. Nakai time period T at the last: job offer, 2) The passage time t since the last job offer, Le., the remaining time period in this situation is T -t units of time. 3) Information q about the number of remaining jobs, which is improved at the last job offer. All information is summarized by a probability distribution on the set of possible numbers of jobs. Here we assume that P { N ;;: M I et } I for a given positive M. 4 From the memoryless property of exponential distribution, we find that the first arrival time Y is distributed as
By a simple application of the Bayes' theorem, ( see for example DeGroot .. ,P n ; T,t,q) be the total conditional expected reward as k (4) vn(P I ,··· ,P n ; T,t ,q) = E v n (p I ' ... ,P n; T, t ,q) I N = k and q l.
Therefore we have by taking expectation with respect to no offered information q* at time t since the last job offer,
n(PI,·,·,P n ; T,t,q).
Since information about the number of remaining jobs is updated as the k successive jobs are observed, the conditional reward Vn(PI, ... ,P n ; T,t,q) is also dependent on q.
Now we consider three cases what happen in some small time ~t when N = k. The first case is that, with probability kA~t + o(~t), a job arrives in ~t:. When a job arrives with some observed value x, the optimal policy will be considered. The second case is that, with probability
The last case is that more than one job arrive in ~t, and the probability of this event is o(~t).
Therefore, we have, when N = k,
since, whenever a job arrives at time t since the last job offer with a realized value x, a decision based on (PI, ... ,P n ; T-t,Q,q) is made by the decision-maker. The first term of the right hand side of Equation (6) is the first case, and the second term corresponds to the second case.
. 'P n ; T-t,O,q)
by Equation (5), rearranging terms and taking ~t ~ 0, yield (7) ~t V~(Pl'··· ,p n ; T, t ,q) = -kA J: maxbi~n { P i X with the boundary condition that k Vn(Pl, ... ,P n ; T,t,q) = O.
Here we note the following thing. Since we formulate this problem by dynamic programming in Equation (6) and information about the number of remaining jobs is obtained through the interarrival times of successive jobs, we use the parameter t as an element of the state variable. On the other hand, the decision-maker can take one of available actions whenever a job arrives, and, therefore, the optimal policy is considered only at these points of time. Although information about the number of remaining jobs is also obtained through the fact that there is no job for the past t units of time since the last job offer, this informations is updated only at a point of time when a job arrives. Therefore, information q is independent of time t between two successive jobs.
The optimal policy and the total expected reward obtainable under this policy, which are determined by a system of recursive equations, are embodied in the following theorem.
Theorem 1. There exists a sequence of non-negative functions of T and t ( T, t ~ 0 ), (8) 
h7(T,t,q) ~ h~(T,t,q)
such that the following properties are true for the problem in state (Pl""'P n ; T,t,q). 1) Whenever a job arrives at time t since the last job offer with a realized value x, the optimal decision is as follows. 
2)
h~(T,t,q) satisfies the following system of recursive equations. 
h.
.. ,n, and we define that 0'00 = O.
3) The value V (P1, ... ,p ; T,t,q) satisfies n n
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Optimal Assignment for a Random Sequence V n (P1""'P n ; T,t,q) = 2 j=l Pjhj(T,t,q).
Proof: We employ the induction priciple on n. When n 1, Equation (7) is (12) ~t Vi(P1; T,t,q) = -A J: P 1 XdF(.1:) + AVi(P1; T,t,q).
The first term of the right hand side of Equation (12) The first term of the right hand side of Equation (7) is
I. j=lPj j (T-t,O,q) + P,:x + I. j=i+lPj j-1 (T-t,O,q).
Equation (14) is derived from the induetion assumption 3). The inequality h n-l - (8) of the functions j (T-t,O,q) and the well known Hardy's lemma ( [2] and [3] , etc ) yield max1~i~n{ ~i(X) } = ~i(x) i f h~-l(T-t,O,q) ~ where i = 1,2, ... , . Therefore Equation (13) 
Substituting Equation (14) into Equation (15) and rearranging the terms
jtj(T,t,q).
The solution of the differential equation (7) of this case is expressed as Equation (10), i.e., k v (Pl""'P ; T,t,q) = 2 n n Therefore, from Equation (5),
n n,N j=lPjgj (T,t,q).
we have
h1 (T-t,O,q) ~ h2 (T-t,O,q) ~ ... ~ h n _ 1 (T-t,O,q) , yields (17) i;(T,t,q);; i;.(T,t,q) ~ ... ~ t:z(T,t,q).
This inequality is obtained from a simple calculation. Inequality (17) and the fact that g~,k(T,t;,q) ~ yet) is the solution of the differential 
h~(T,t.q) ~ h~_l (T,t,q). (i=1.2 •... ,n
This completes the proof of this theorem
Concerning Theorem 1, here we note that h~(T.t.q) and g~.k(T,t.q)
• n ) are increasing in t and decreasing in T. These things are derived from Equations (9) and (10).
The result of Theorem 1 is. in form. similar to one of Sakaguchi [5J because of the similar situation that the number of jobs is unknown.
The problem in [5] is a Poisson arrival case and the problem of this paper
is a generalization to a non-homogeneous Poisson arrival case. The difference comes from the fact that this problem has only a limited number of jobs. contrary to the problem with an unlimited number of jobs in [5] .
Concerning the problem in [5] , the arrival rate of jobs is the same under any situations. However. the problem considered in this paper concerns the case that the value of the problem depends not only on information q for the number of remaining jobs, but also on the interarrival time of jobs. Since the number of jobs is not known in advance, the decisionmaker obtains information for the number of remaining jobs from interarrival times of jobs. In this problem. the precise number of jobs becomes known later to the decision-maker. The difficulty of this problem arises from these facts. Concerning the similar situation, an optimal stopping problem for the relative rank is considered in Stewart [8] .
Concerning the total expected reward V (P1' .
•• 'P ; T.t.q), here we n n consider the condition that a job arrives at time t since the last job offer. Under this condition. the conditional value of this problem is dt, where q* is no offered information about the number of remaining jobs at the point of time t since the last job offer when no job arrives for the past t units of time and at time t. Moreover, when t = 0, the value
In relation to the problem considered here, next we observe a simple example in the following manner.
Example 1. We assume that the random variable X which represents a size of each job, is uniform on [ 0,1 ], i.e.,
First we consider the case with n
hi(T,t,q) = q!gi,I(T,t,q)
and
Here we note that hi(T,t,q) is decreasing in t, increasing in T and
Next we consider the case with n 2. In this case, Theorem 1 yields
and ~(T,t,q) 
-At TF(h 1 (T-t.O.q»e
In order to obtain the optimal policy for the case with n = 3. we consider a special case with t = O. Therefore from Equation (9). we get the values in the following manner. i.e .
First we get from the above calculations.
where 
Values for other cases with n = 2, are obtained similarly.
On the other hand, when the problem is in (Pl'P2'P3; T,t,q), i f a job arrives with a realized value x at time t since the last job offer, the optimal decision is to; ;;; 2 ( -E: } { ,:t:
hi(T-t,O,q) > ,:t: ;;; h;(T-t,O,q)
h;(T-t,O,q) > ,:t: ;;; 0.
Treating for n ;;; 3, it is extremely complicated, and we omit it here.
Moreover if we consider a special case where ql = q2 = 1/2, this example is equivalent to an example treated in [6] .
Infinite horizon case
In this section we consider a problem in the infinite horizon case, i.e., the period T of the problem is not restricted. Concerning this case, we assume a discount factor S ;;; 0. In this section we use, for the state, the notation (P 1 , ••• ,P n ; t,q) instead of (P 1 , ... ,P n ; T,t,q) used in the preceding sections. From an argument similar to one used in the last section, we have the following diff,arential equation 
Therefore, whenever a job arrives 'N"ith a realized value x at time t since the last job offer, the optimal decision is to Here we treat a problem with a discount factor, We have
