Survival analysis has become in a common procedure in biomedical researches. Conventionally, the well-known nonparametric Kaplan-Meier (KM) estimator is used in order to approximate the real survivor curve. However, in competing risk contexts where more than one failure cause compete to occur and only one of them is of interest, the direct use of the Kaplan-Meier statistic does not perform correctly and, in order to obtain a good estimation, it must be adapted. In this work, via Monte Carlo simulations, the author explores the behavior of the Kaplan-Meier estimator in a competing risk context. In addition, differences between KM and multiple decrement methods are pointed out. Finally, a real-data problem is used in order to illustrate the situation.
Introduction
Conventionally, survival analysis is devoted to the study of data where the response of interest is the time required for certain (studied) event, which inevitably happens, to occur. Main particularities of these studies are: i) on one hand, the distribution of time is often strongly asymmetric and usual parametric models based on the normal law do not perform adequately and, ii) the researcher frequently does not have a complete knowledge on the time to event for each subject included in the study; he/she knows that the event does not occur in a period of time but he/she does not know how long the event is needing to occur. These situations are frequently repeated in the nature; perhaps the bio-sanitary (the study of time to death in patients with some particular disease) is one of the most known elds. Of course, there exists a vast literature about statistical survival methods, among all, we want to remark the indispensable monograph of Kalbeish and Prentice (2002) .
Let T be the non-negative random variable representing the failure time of interest, as is well-known, in survival analysis, there are mainly three dierent ways to specify its distribution (see, for instance, Kalbeish and Prentice (2002)): the survivor function, the probability density function, and the hazard function. The survivor function stands for the probability that the event occurs after a xed value of time, t, that is,
Note that if F denotes the standard cumulative distribution function (CDF) for the random variable T , S(t) = 1 − F (t) (0 ≤ t < ∞). Directly, when T is an absolutely continuous variable, the probability density function (PDF) is dened in the standard form,
Obviously, it holds S(t) = ∞ t f (u)du. Finally, the hazard function stands for the rate of that the event occurs instantaneously after the time t when it is known that it does not happen before t; that is,
Integrating with respect to t and taking into account that S(0) = 1, it holds the equality
where Λ(t) = t 0 λ(u)du is known as the cumulative hazard function. Standard analysis of survival data usually includes the non-parametric Kaplan-Meier (KM) estimator (Kaplan and Meier (1958) for the survivor curve estimation and the semi-parametric proportional hazard Cox regression (Cox (1972) ) in order to explore possible covariate eects.
Under the usual assumption of independence between time to event and censoring time, the KM estimator has really good properties (in the Section 2, some properties of the KM estimator are pointed out); in addition, it has a direct and simple probabilistic interpretation. However, when the studied event not necessarily happens; i.e., there exists one (or more) event which is incompatible with the studied one, the KM estimator overestimated the probability that the event happens. In practice, these situations are really frequent; for instance, when the studied variable is the time to recurrence of some disease; obviously, death without recurrence makes not possible the disease relapses or, when the researcher is interested in the time to death by a particular cause; the death for other cause is, logically, not compatible with the considered event. In this work, the author explores the survival curve estimation in the competing risk setting. Particularly, the advantages of using the multiple decrement (MD) estimator (Aalen (1978) ) are investigated via Monte Carlo simulations (Section 4). From a real problem dataset, in Section 5, the dierences between the KM and the MD estimators are pointed out; particularly, the distribution of the time-free of leukemia in patients with myelodysplasia is analyzed. Finally, in Section 6, the author presents his conclusions.
The Kaplan-Meier estimator
The well-known Kaplan-Meier or product-limit estimator was proposed in 1958 in one of the most (or the most, depending on the consulted source) cited and popular statistical paper (Kaplan and Meier (1958) ). In that work, the authors proposed a non-parametric method for the estimation of the cumulative distribution function from incomplete observations. The standard mathematical formulation is as follows: let T = {T1, . . . , TN } be the times to event and let C = {C1, . . . , CN } be the censor times, let F and G be the CDFs for the time to event and the censor time, respectively. The observed times are Z = {Z1, . . . , ZN } where Zj = min{Tj, Cj} (1 ≤ i ≤ N ). In addition, it is also known what time is really observed; i.e., the nal available information are the pairs {(Z1, δ1), . . . , (ZN , δN )}, where δj = IT j (Zj) (takes the value 1 if the time to event is observed and 0 otherwise). Then, the KM estimator for the survivor function is dened by
where for j ∈ 1 . . . , N , the pairs (Z (j) , δ (j) ) satisfy that Z (1) ≤ Z (2) ≤ · · · ≤ Z (N ) . In this context, the Kaplan-Meier is the maximum-likelihood estimator. In addition, their properties have been deeply studied; asymptotic normality can be derived from the work of Csörg® (1996) in which, under usual and mild assumptions, the so-called Hungarian embeddings (Komlós, Major and Tusnády (1975) ) and the law of the iterated logarithm are generalized to the random right censorship case. Although some alternative methods have been proposed (see, for instance Peto et al. (1975) or Simon and Lee (1982) ), the variance of the KM estimator is usually approximated from the Greenwood's formula (Greenwood (1926) ),
.
On the other hand, Bitouzé et al. (1999) provided a Dvoretzky-Kiefer-Wolfowitz type inequality for the Kaplan-Meier estimator; in particular, they established that there exists an absolute constant K such that,
for any positive value λ. Figure 1 depicts the Kaplan-Meier estimation joint with a 95% condence band (computed using the Greenwood's formula), for the time to death (at left) and the time-free of leukemia (right) for the Myelodysplastic dataset. This dataset is from a retrospective study that included high-risk patients reported to the Spanish Group of Myelodysplastic Syndromes Registry (RESMD) between years 2000 and 2013. This data will be used in order to illustrate the considered problem (see Section 6). Anyway, interested readers are referred to Bernal et al. (2015) for additional information about this study. The dataset includes a total of 968 patients (1,273.7 persons-year), 616 of them died during the follow-up. Two-hundred sixty eight patients (27.7%) developed leukemia during the follow-up and 403 died without leukemia. In spite that, of course, these 403 patients are not going to develop leukemia anymore, they are considered as censored for the KM estimator; i.e., their weights are spread among the subjects who are still at risk.
The Kaplan-Meier estimator, like the traditional empirical estimator for the CDF, initially assigns to each sample point a weight of 1/N (N stands for the sample size). The main particularity is that, at the time that one subject is censored, KM assumes that its (future) behavior will be similar to the behavior of subjects who are still at risk; therefore, these subjects inherit the weight of the censored subject. Suppose that the minimum time Z (1) corresponds with an event, at this time KM produces a jump of 1/N , the second time Z (2) is a censored subject; then, subjects who are still in the study considered sorted sample is:
(N − 2) inherit its weight (1/N ); therefore the new weight of these N − 2 subjects will be 1/N + 1/N (N − 2). Hence, if the third observed time, Z (3) , is again an event, KM will produce, at time Z (3) , a jump of 1/N + 1/N (N − 2). Table 1 depicts schematically the KM construction.
The competing risk context
There are many real situations in which the event of interest does not always occur; i.e., there exist other events, incompatible with the studied one, which can happen before. The study of the time to death for some particular cause; death for other causes makes not possible the studied event (see, for instance, Verduijn et al. 2002) for the multi-state models approach to competing risk, but our purpose is not to make a revision. Rather, we discuss the problem of the Kaplan-Meier estimator on this context. Figure 2 depicts the standard schema for the competing risk setting; P0,i = P0,i(t) = P{Ti ≤ t} where Ti is the time required to achieve the jth event, with j ∈ 1, . . . , k are the main quantities of interest.
In the competing risk contests, the sample must provide information about the observed time and on what event has been really observed. Therefore, Zj = min{Cj, T1,j, . . . , T k,j } (Ti,j (1 ≤ j ≤ N ) is the time that the subject j would need to achieve the event (state) i) and δj = i with i ∈ 0, 1, . . . , k stands for the observed event for the subject j (0 when no event has still happened, i.e., at the nal of the study, the subject is still at risk; censored subjects). In order to study the distribution of the time to one particular event (for instance, the ith one, with i taking any value in 1, . . . , k), a frequent -and wrong-practice is to consider the rest of the events as censored and then, to estimate the distribution of interest from the Kaplan-Meier estimator. The main issues of this procedure are: i) Although the independence assumption between the times to event and the time to censoring is plausible, usually, the times to the dierent events involved in a competing risk setting are strongly dependent. Notice that a patient died before having a relapse, is not going to relapse anymore; the censorship provides information about the considered even. This eect is known as informative censorship. ii) Due to patients which experiencing a competing event, dierent to the studied one, are not going to achieve, directly, the event of interest anymore (they are not going to do the transition from 0 Start to the studied event), subjects which are still at risk; i.e., those which can still experimenting the event of interest, must not inherit their weights. iii) In the standard survival analysis, the probability of survival and the probability of event are equivalent quantities (1 = P{T > t} + P{T ≤ t}). In the competing risk context, there are more involved events and the fact that a subject does not suer the studied event does not imply that this subject is free of events.
In this context, it holds the equality,
The quantities P{T ≤ t ∧ δ = i} (1 ≤ i ≤ k) are the cumulative incidence functions. However, Andersen, Abildstrom and Rosthoj (2002) claimed that: 'this is, in fact, a rather unfortunate name for this quantity as it may give the incorrect impression that it is a cumulative intensity'. Alternative proposed names are marginal or crude failure probabilities.
Multiple decrements method
The nonparametric Kaplan-Meier estimator can be adapted for the competing risk setting in the so-called multiple decrement (MD) method. The considered estimator for the general transition probabilities was proposed by Aalen (1978) . However, and in spite that dierent papers have tried to popularize this procedure (see, for instance, Martínez-Camblor et al. (2009) and references therein) it is still little used by practitioners and it is unknown by the physicians. The MD procedure assumes that the probability that two dierent events occur simultaneously is zero (i.e., P{Ti = T l } = 0 for 1 ≤ i = l ≤ k). From this proviso, P 0,l = P{T ≤ t, δ = l} (transition probability between the states 0 and l, 1 ≤ l ≤ k) is equivalent to the probability that all the involved times were greater or equal to t and the studied one was exactly t, that is
where λ l (u) is the hazard function referred to event l. A direct plug-in method using the KM estimator for estimate S(u), and the Nelson-Aalen estimator to estimate the cumulative incidence function, let us to obtain the MD estimator by
where r l,j (1 ≤ l ≤ N ) and Nj are the number of subjects which have suered the event l and which were at risk just before of moment tj (1 ≤ j ≤ N ), respectively. Of course, theoretical properties of the MD l (·) estimator have been deeply studied. In Aalen (1978) is proved its uniform consistency (with rate log(N ) · N −1/2 ) and its weak convergence to an adequate Gaussian process (with the usual rate N −1/2 ). Recently, Njamen-Njomen and Ngatchou-Wandji (2014) developed adapted stochastic processes to the Nelson-Aalen and Kaplan-Meier estimators.
In order to illustrate the problem we simulate a three independent times from an exponential law (with mean 1): T1,j, T2,j and Cj, in ten subjects (1 ≤ j ≤ 10). We compute Zj = min{T1,j, T2,j, Cj} and dene δj = i, where i = 1 if Zj = T1,j, i = 2 if Zj = T2,j and δj = 0 if Zj = Cj (1 ≤ j ≤ 10). Table 2 depicts the computed estimations by using the KM and the MD methods for the events 1 and 2. Real values (for both events, they are the CDF of an exponential distribution with mean 1) are also reported. Note that in this case, all involved subdistributions are the same. Figure 3 depicts the curves. Since the KM considers censored all events dierent to the studied one, its 'jumps' are frequently bigger than the MD ones. Obviously, for a xed point of time t, the MD estimator considers at risk only those subjects which at this time, have not suer any event. Table 2 . Results for one simulation example of competing risk setting. Sample size was 10 and two dierent events were simulated (δ = 1, 2; δ = 0 stands for censored data). Direct Kaplan-Meier (KM) and its modication for the multiple decrement (MD). Real values are the same for both considered events. 
Monte Carlo simulation study
In order to study the behavior of the direct Kaplan-Meier (KM) and the Multiple decrement (MD) estimators on the competing risk setting, a Monte Carlo simulation study was carried out. The time of studied event, T1 = exp{D1}, where D1 was drawn from a normal distribution with mean µ (values of −1/2 and 1/2 were considered) and variance one; the time to the competing risk event, T2 = exp{D2}, with D2 generated Table 3 . Mean ± standard deviation of the 1,000 Monte Carlo iterations for the quantity 100 · τ −1 · τ 0 |Ŝ(t) − S(t)|dt where S(t) is the real subdistribution function andŜ(t) its estimation based on KM and on MD estimators and τ is the maximum observed time for µ = −1/2. where Z = min{C, T1, T2} and δ = i (i = 0 if Z = C, i = 1 if Z = T1, and i = 2 if Z = T2). Mean ± standard deviation of the average error, 100 · τ −1 τ 0 |Ŝ(t) − S(t)|dt with τ = max 1≤j≤N Zj based on 1,000 Monte Carlo iterations are reported (N stands for the sample size, S(t) denotes the real subdistribution function andŜ(t) its estimation). Table 3 depicts the observed results when µ = −1/2. In this case, the probability that the considered event happens is: P{T1 < T2} = 0.638, 0.658, 0.761 and 0.611 for ρ = 0, 1/4, 3/4 and −1/2, respectively. The expected censorship percentages were 0% (c = 10); 32.6%, 34.5%, 40.1% and 28.3% (c = −1/4) for ρ = 0, 1/4, 3/4 and −1/2, respectively; and 39.7%, 41.9%, 47.2% and 37.5% (c = −1/2) for ρ = 0, 1/4, 3/4 and −1/2, respectively. The MD method clearly obtained better results than KM. Table 4 shows the coverage percentages and mean±sd (standard deviations below 0.00 were denoted by 0.01) of the length of the 95% symmetric condence intervals (computed by using the naive bootstrap method) for the subdistribution function at times t = 1/2 and t = 1 using the KM and MD estimators. Observed results endorses the previous obstained ones: KM is not an estimator for the subdistribution function, especially, for larger censorship percentages. The DM estimator works adequately although it shows Table 4 . Coverage percentages and mean±sd (standard deviations below 0.00 were denoted by 0.01) of the length of the 95% symmetric condence intervals (computed by using the naive bootstrap method with 200 iterations) for the subdistribution function at times t = 1/2 and t = 1 using the KM and MD estimators when µ = −1/2. itself a little bit unconservative for the largest censorship percentage (c = −1/2 and t = 1). Table 5 is similar to Table 3 for µ = 1/2. In this case, the probability that the considered event happens is: P{T1 < T2} = 0.361, 0.341, 0.239 and 0.387 for ρ = 0, 1/4, 3/4 and −1/2, respectively. The expected censorship percentages were 0% (for c = 10); for c = −1/4, approximately 47.2%, 49.3%, 54.3% and 43.5% for ρ = 0, 1/4, 3/4 and −1/2, respectively; and for c = −1/2, 54.8%, 56.7%, 61.2% and 51.5% for ρ = 0, 1/4, 3/4 and −1/2, respectively. The observed results were similar to the ones observed in the Table 3 . Notice that, due to, in this case, the eect of the competing event was higher (P{T1 < T2} < 1/2), the dierence between the MD and the KM methods was bigger.
Finally, Table 6 is similar to Table 4 when µ = 1/2. Although the KM estimator obtained better results, observed results are in the same way to the previous one and endorse the conclusions. 6 . Real-world problem: the Myelodysplastic data As has been claimed above, competing risk appears frequently in biomedicine researches, in fact, it is more a rule than an exception. The study of a specic cause of death and the time-free of disease are, probably, the most repeated examples. The main objectives of this section are the estimation of the time-free of leukemia and the time to death without leukemia in a cohort of patients with Myelodysplastic syndromes. The Myelodysplastic data was used with this goal. This dataset has been previously introduced in the Section 2 and were collected by the Spanish Group of Myelodysplastic Syndromes Registry (RESMD). Remember that a total of 968 patients (1,273.7 personsyear) were nally included in the study. There were 603 males (62.3%) and 365 females (37.7%); the median age at diagnosis was of 72.8 (ranged between 63.5 and 79.1) years. Two-hundred sixty eight patients (27.7%) developed leukemia during the follow-up and 403 died without leukemia. Figure 4 depicts a owchart for the Myelodysplastic data. Interested readers are referred to Bernal et al. (2015) for complete information about the cohort and the problem.
By using the KM estimator and assuming as censored those events dierent to the studied one, the median time for developing leukemia was 3.37 years and, during the Table 5 . Mean ± standard deviation of the 1,000 Monte Carlo iterations for the quantity 100 · τ −1 · τ 0 |Ŝ(t) − S(t)|dt where S(t) is the real subdistribution function andŜ(t) its estimation based on KM and on MD estimators and τ is the maximum observed time for µ = 1/2. follow-up, the estimated percentage of leukemia was 60.4%, while this estimation was only the 34.9% with the MD method (because this percentage does not lead the 50%, it is not possible to estimate the median time). In the same way, the median time to direct death (without developing leukemia) was 1.67 years when it was estimated by using the Figure 5 depicts the crude failure probabilities computed by the KM and MD estimators for the time-free of leukemia, at left, and the time to direct death (without a previous leukemia), at right; also called transition probabilities from the state 0 to 1 and 0 to 2, respectively.
It is worth to make note that the sum of the two KM estimations can take values larger than 1. In the considered problem, for t ≥ 3, it does.
Main conclusions
Even when there exists a number of papers (see, for instance, the works of Putter et al. (2007) or Martínez-Camblor et al. (2015) among many others) trying to avoid the existing gap between theoretical and practical backgrounds, the advances in the statistical methodology are still far from the methods commonly used by practitioners. In addition physicians and basic investigators are usually reluctant to apply in their studies new statistical techniques even when they may be more appropriate to deal with the problem at hand. Multi-state and, particularity, competing risk methods are examples of this situation; in spite of these techniques are the appropriate ones in order to study complex survival schemes, direct Kaplan-Meier and Cox regression are still the used methodologies even when some of the necessary assumptions are violated. This paper considered the Kaplan-Meier estimator behavior in the competing risk setting. Monte Carlo simulations show that the direct use of the KM estimator produces serious mistakes in those scenarios where the probability of the competing event is high. However, in this context, the MD procedure works ne. In particular, under usual and mild conditions, it is an asymptotically unbiased estimator for the subdistribution functions (see, Kalb eisch and Prentice (2002)). In addition, and in spite of MD is not include in most popular software, this procedure is easy to implement from the KM outcomes. In addition, several specic and friendly R packages [18] which are freely available in the CRAN (http://cran.r-project.org/web/package) have been developed with this goal; for example, Meira-Machado and Roca-Pardiñas (2011) describe the p3state.msm package and give a complete revision about previously existing software.
Finally, it is worth to remark that friendly statistical packages make easy the data analysis process. Particularly, most of the commercial software includes routines which perform Kaplan-Meier estimations and proportional hazard Cox models. However, using these techniques without checking (and, of course, knowing) conditions required for their correct performing, can produce erroneous conclusions. Remark that, in the practical problem considered, dierences between the estimations provided by the KM and the MD methods were beyond ten percent.
